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Abstract. The presented paper is dedicated to the low rate 
telemetry transmission simulator. The basic concept of the 
system uses the carrier (DSB) and subcarrier (BPSK). The 
research is focused on the AWGN and carrier phase noise 
influence. Presented system can be extended with the de-
scribed carrier phase noise model. In this paper, some 
issues related to the described model are also discussed. 
For example, the relation between bit error rate for un-
coded bit stream and bit stream with differential coding, 
which is used in the model. Authors prove the using of 
Costas loops for very low energy per bit to noise power 
spectral density ratio. The influence of additive white 
Gaussian noise and phase noise is also investigated.  
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1. Introduction 
Reception of very weak radio signals is done with 
very complex systems. The crux of the sensitivity in the 
modern systems is in very sophisticated post-processing. 
Nevertheless, the signal must be received with the “classi-
cal” receiver before post-processing is done. This receiver 
often utilizes Costas loops for carrier regeneration or for 
the demodulation. Costas loops are commonly used for 
signals with energy per bit to noise power spectral density 
ratio (Eb/No) bigger than 3 dB. Our research is partly fo-
cused on the behavior of Costas loops for Eb/No values 
lower than 3 dB and we also investigate the influence of 
the phase noise on Costas loops reliability. Accurate classi-
fication methods for the described circumstances have not 
been found in the available literature. 
2. Basic System Model 
The development and the results of simulations for 
the communication system with the NRZ/BPSK/DSB 
modulation are described in this paper. The block diagram 
of the system is presented in Fig. 1. The model has been 
developed by reason of research of the phase noise and 
additive white Gaussian noise, AWGN, influence on Bit 
Error Ratio BER for modulation with a subcarrier. 
 
Fig. 1. The block diagram of the described communication system. 
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The subcarrier is used to shift the data signal from the 
carrier by reason of its effect reduction [1]. Regarding very 
low frequency of subcarrier, its own phase noise is negligi-
ble. Systems based on this principle are used in low rate 
telemetry link with very low energy per bit to noise power 
spectral density ratio Eb/No [2].  
2.1 Baseband Data 
As a Data source, the digital source with output set 
S = {0 ; 1} 
was used. Any of Data source states sequence can be 
chosen as presented in Tab. 1. 
Option A in Tab. 1 presents the worst case with a 
single bit pulse duration Tb = 1/Rb, where Rb is bit ratio. 
These Rb = {10, 50, 100, 500} bps values have been 
used. Options B to E are used for the signal power deter-
mination after the following filtration with Square root 
raised-cosine filter (SRC filter) for given number of sam-
ples per bit NSRC and modulation [3]. 
 
Option Generator Sequence 
A Pulse1b 1010101010... 
B Pulse2b  1100110011... 
C Pulse3b 1110001110... 
D Pulse4b 1111000011... 
E Bernoullip(0)=0 1111111111... 
F Bernoullip(0)=0.5 Random 
Tab. 1.  Data source output sequences. 
The signal set for filtering with SRC filter, S’, is 
obtained with the simple substitution  
S = {0 ; 1} ==> S’ = {-1 ; 1} . 
Following this step, the baseband filtering was done. 
Parameters of the SRC filter were given as [4]: the roll-off 
factor α = 0.5 and the number of samples per bit NSRC was 
s SUB
SRC
b
f
N
R
=   (1) 
where fs SUB is the sampling frequency in baseband. This 
frequency was set on 128000 Hz in the presented work. 
Gain of the SRC filter is normalized, which means that the 
filter coefficients are normalized, too, so that the 
convolution of the filter with itself produces normal raised 
cosine filter whose peak coefficient equals to 1. 
2.2 Subcarrier Modulation 
The sine wave subcarrier [5] given as  
ssub = sin(2πfsubt) , 
where fsub is subcarrier frequency, BPSK is modulated by 
SRC filtered baseband signal. The value of subcarrier 
frequency in the presented work is fsub = 8 kHz. The BPSK 
modulation is done with sample-by-sample multiplying.  
After BPSK modulation, an interpolation  
 {fs SUB ==> fs CARR} is used [6]. fs CARR is the sampling 
frequency in radio frequency band. Carrier frequency in the 
presented work is chosen fcarr = 80 kHz. Due to the request 
of minimum 8 samples/period, the new sampling frequency 
fs CARR and interpolation factor I are set as 
s CARR
sCARR carr
s SUB
8. ,
f
f f I
f
≥ ≥   (2 , 3) 
where I must be an integer. Due to minimizing a 
computational time, we took the lowest possible value of 
the new sampling frequency and interpolation factor; 
fs CARR = 640 kHz, I = 5.  
Interpolation is done in standard way and uses zero 
samples inserted between all the following signal samples 
at fs SUB. Subsequently, the signal is filtered with lowpass 
FIR filter [7]. This filter has the 30th order, passband gain I 
and cut-off frequency fc = 0.4fs SUB. 
2.3 Carrier Modulation 
The sine wave carrier, given as  
scarr = sin(2πfcarrt) , 
where fcarr is carrier frequency, DSB is modulated by BPSK 
signal. The value of carrier frequency is fcarr = 80 kHz. The 
DSB modulation is done with sample-by-sample 
multiplying. 
After the modulation, a band pass filter is used [4]. 
The purpose of this filter is removing the spurious spectral 
components after the DSB modulation. Filter cut-off 
frequencies are given as 
fc low = fcarr – fsub – 2 kHz = 70 kHz , (4) 
fc high = fcarr + fsub + 2 kHz = 90 kHz . (5) 
Filter has the 18th order and it was designed with 
Chebyshev II (with ripple in stopband) approximation. 
2.4 Additive White Gaussian Noise Channel 
The NRZ/BPSK/DSB modulated signal then passes 
through the model of AWGN channel. Necessary AWGN 
channel parameters are input signal power Psig, 
{Eb/No}AWGN and Tb. 
Considering that power of a signal [8] is given as 
2
2
sig
2
1lim ( )
T
T
T
P f t dt
T→∞
−
= ∫ . (6) 
By this equation, it is possible to determine modulated 
signal power with (numerical) integration. Next [9], 
because the energy per bit Eb is given as 
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Eb = Psig Tb (7) 
and the level of added noise in AWGN channel is specified 
by parameter {Eb/No}AWGN, the spectral density of added 
noise No can be derived as 
{ }b o AWGN
sig b
o /
1010
E N
P T
N =  . (8) 
The values Psig for signals used in described simula-
tions are presented in Tab. 2. The values were obtained 
with numerical integration in Matlab®. In Tab. 2, the pa-
rameter Filtered BS describes if and how the data were 
filtered in baseband. The SRC filter was described in Sec-
tion 2.1. The parameter Filtered CA determines if and how 
the signal was filtered after final modulation. 
 
Data – filtered BS – modulation – filtered CA Power 
[W] 
Option A-F – no – BPSK – no 0.5 
Option A – SRC – BPSK – no 4.05.10-4 
Option B – SRC – BPSK – no 3.91.10-4 
Option C – SRC – BPSK – no 4.00.10-4 
Option D – SRC – BPSK – no 3.94.10-4 
Option E – SRC – BPSK – no 3.83.10-4 
Option F – SRC – BPSK – no  3.89.10-4 
Option A – SRC – BPSK/DSB – no 2.02.10-4 
Option B – SRC – BPSK/DSB – no 1.95.10-4 
Option C – SRC – BPSK/DSB – no 2.00.10-4 
Option D – SRC – BPSK/DSB – no 1.97.10-4 
Option E – SRC – BPSK/DSB – no 1.92.10-4 
Option F – SRC – BPSK/DSB – no 1.94.10-4 
Option A – SRC – BPSK/DSB – Cheby 2.02.10-4 
Option B – SRC – BPSK/DSB – Cheby 1.95.10-4 
Option C – SRC – BPSK/DSB – Cheby 1.99.10-4 
Option D – SRC – BPSK/DSB – Cheby 1.96.10-4 
Option E – SRC – BPSK/DSB – Cheby 1.91.10-4 
Option F – SRC – BPSK/DSB – Cheby 1.94.10-4 
Tab. 2. Signal power Psig for some data sequences, modulations 
and filtration, Rb = 100 bps. 
2.5 Carrier Demodulation 
After passing through the AWGN channel, the signal 
is demodulated with Costas loop [10]. The Costas loop 
performs DSB carrier demodulation. Because the data are 
modulated onto a sine wave subcarrier, the bandpass arm 
filters are used instead of lowpass. All bandpass arm filters 
are identical. Each of these filters has the 4th order and was 
designed with elliptic approximation and its cut-off fre-
quencies are given as 
fc low = fsub – 1 kHz = 7 kHz , (9) 
fc high = fsub + 1 kHz = 9 kHz . (10) 
The main loop filter is a lowpass. This filter has the 
first order, and it is designed with Chebyshev II (with 
ripple in stopband) approximation. The cut-off frequency 
of the main loop filter is  
fc ≈ 3.(fc low + fc high) ≈ 45 kHz  (11) 
where fc low and fc high are cut-off frequencies of bandpass 
arm filter.  
The Costas loop uses a voltage controlled oscillator 
which has quiescent frequency fo = 80 kHz and its gain was 
set to GainVCO = 10 Hz/V.  
In the described Costas loop, the sampling frequency 
is fs CARR. The decimation after the carrier demodulation is 
used. 
Decimation fs CARR ==> fs SUB is done with lowpass 
filter followed by undersampling block [6]. Lowpass filter 
designed with elliptic approximation has the 7th order and 
its cut-off frequency is fc = 40 kHz. After undersampling 
the new sampling frequency is fs SUB = 128 kHz. 
2.6 Subcarrier Demodulation 
Subcarrier demodulation is done by the Costas loop 
[11]. The loop uses two identical lowpass arm filters. Each 
of these filters has the 2nd order and its cut-off frequency 
[9] is given as 
ca b (1 )f f α= +  (12) 
where fb ≡ Rb and α is the roll-off factor of the used SRC 
filter. Lowpass arm filters are designed with Chebyshev I 
(with ripple in passband) approximation. Ripple of pass-
band is up to 1 dB, nevertheless at frequency fb (≡ Rb) the 
attenuation is negligible. 
The main loop filter has the 1st order, and it is de-
signed with Chebyshev II (with ripple in stopband) ap-
proximation. The cut-off frequency of the main loop filter 
is  
fc ≈ 2.fca ≈ 300 Hz  (13) 
where fca is the cut-off frequency of the arm filter.  
The Costas loop uses a voltage controlled oscillator 
which has quiescent frequency fo = 8 kHz and its gain was 
set to GainVCO = 10 Hz/V.  
2.7 Baseband Detection 
After the demodulation, the SRC filter is used [3]. 
This filter presents the consecutive block to the SRC filter 
which is used in transmitter. Parameters of both these 
blocks are the same and they were described in Section 2.1.  
SRC filtered data are sampled at rate of Rb with the 
time shift of Tb/2 and they are expressed as an element of 
the set 
S’’ = {-1 ; 1} . 
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Next, the windowed integration over two samples 
(bits) is used. This approach is adequate to using the NRZI 
code [2], which is important for elimination the phase am-
biguity of both Costas loops. The NRZI coding is also 
applied to transmitted data and results are compared for the 
Bit Error Rate calculation.  
3. Phase Noise Model 
We have a phase noise model which is able to model 
the user defined phase noise shape. The used model is 
partly based on the model for Matlab® by Alex Burr. The 
model is implemented in Simulink® as an Embedded 
Matlab function [12]. Inputs of the phase noise function are 
the sampling frequency fs, the current simulation time tcurr 
and the shape of phase noise defined as two vectors; offset 
frequencies and phase noise level [dBc/Hz].  
Phase noise is generated with inverse fast Fourier 
transformation IFFT as N = fs/10 samples in agreement 
with the desired noise spectrum shape. The process of 
generation is periodical with the period of 0.1 sec. The 
implementation into real time simulation is done with the 
buffer length N and only one position in this buffer is read 
with the period 1/fs. Samples of phase noise are stored in 
the buffer.  
The user defined phase noise spectrum shape is re-
sampled to N/2+1 samples and it is smoothed with the 
division of log functions. Next, the spectrum shape is re-
calculated from dBc to relative value. Noise power for the 
n-th sample of spectrum is then marked as Pnoise(n).  
Then, the N/2+1 samples of the normalized power  
(P = 1 W, Z = 1 Ω) of white Gaussian noise are generated. 
It can be written as 
norm ( ) .(rand( ) ...2
... .rand( )) ,
PAWGN n Z n
j n
= +
+
  (14) 
where power P is divided by 2 because of flipping the half 
of spectrum [8], which will follow next. The half of phase 
noise spectrum is then given as 
1/ 2 noise norm( ) . ( ). . ( )X n K P n d AWGN n=  (15) 
where K is the IFFT normalizing coefficient and d is the 
normalizing coefficient of phase noise power. 
The IFFT normalizing constant represents the deter-
mination of the phase noise appropriate power level with 
regards to the inverse Fourier transform process [3], which 
will be used next. The constant 1/K is presented in the 
inverse K-points Fourier transform definition 
1
1( ) ( ) exp( 2 ...)
K
k
x n X k j
K
π
=
= ∑  (16) 
and it has to be compensated with the multiplying X(k) by 
the constant K = N. 
The normalizing coefficient d conditions the power of 
phase noise according to the number of phase noise 
spectrum samples. It can be derived that its value is d = N.  
Now, the full phase noise spectrum is calculated. The 
negative part of spectrum is given as the positive part con-
jugated and flipped over the point fs/2 [6]. After flipping, 
the IFFT is applied, thus  
*
1/ 2 1/ 2{ , }x IFFT X X=  (17) 
and each sample of the phase noise is finally given as 
( ) exp( .Re{ ( )})PN n j x n= . (18) 
Through the connection from Embedded Matlab® function 
to the Simulink®, the instantaneous variance of phase is 
sent for each sample. Finally [13], the carrier with phase 
noise is given as 
( ) cos(2 ...
... Phase{ ( )}) .
carr
carr PN
s
fs n n
f
PN n
π+ = +
+
 (19) 
4. BER for Differentially Coded Signal 
Our model uses Costas loops. The Costas loop has the 
180 degrees phase ambiguity, which may cause the 
problem with detection of bit logical states [14]. To correct 
this problem, we implemented the NRZI differential de-
coder for subcarrier BPSK with windowed integrators in 
the model. This approach provides that each 180-degree 
change in the Costas loops causes only two errors in the 
received bit stream, but it also has the influence on the 
resulting bit error. This influence can be discussed as: 
• the only one single error bit causes two errors after 
differential decoding, 
• a burst with two or more error bits causes just two 
errors after differential decoding, 
• obviously, the bit error rate for uncoded bit stream 
BER1 has to be lower than the bit error rate for 
differentially coded bit stream BER2. 
For easy and transparent confrontation of the 
simulation results, we need to convert between both cases. 
The formula for conversion between BER1 and BER2 can 
be derived as follows. The theoretical formula for bit error 
rate of uncoded BPSK [8] is given as 
( )1 b o0.5erfc /BER E N= , (20) 
while the BER of differentially coded BPSK [2] is given as 
( )
( )
2 b o
b o
erfc / ...
erfc /
... 1 .
2
BER E N
E N
=
⎛ ⎞⎜ ⎟−⎜ ⎟⎝ ⎠
 (21) 
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Using the substitution 
( )b oerfc /A E N= , (22) 
we can now derive the function A = f(BER2) with 
comparison of formulas (20) and (21). This function can be 
derived as  
2
22 2 0A A BER− + = . (23) 
The presented quadratic equation has two roots. As 
mentioned above, BER1 < BER2, thus 
21 1 2A BER= − −  (24) 
and finally 
2
1
1 1 2
2
BER
BER
− −= . (25) 
5. AWGN and Phase Noise Power 
It is well known that the AWGN spectral density is 
constant along the frequency axis and its value was 
specified by relation (8) mentioned above. The power of 
AWGN in the limited bandwidth PAWGN is then 
independent on an absolute position on the frequency axis 
[9] given as 
N o10.log( . )AWGNP B N=  (26) 
where BN is the noise bandwidth of the used filter. Its value 
[8] can be calculated as  
2
0
( )
Max{ ( )}
sf
N
H fB df
H f
= ∫  (27) 
where H(f) is the magnitude response of the used filter. 
The phase noise which is symmetrically dissociated 
around the centered carrier in the filter pass band [15] has 
the power 
2 ( )PN symm
f
P L f df
Δ
= ∫  (28) 
where L(f) is the one-sided phase noise absolute spectral 
density and Δf is given as Δf = BN for lowpass filter, and Δf 
= BN/2 for bandpass filter, which is depicted in Fig. 2.  
 
Fig. 2. Phase noise related to the lowpass filter pass band - a), 
Phase noise related to the bandpass filter pass band - b). 
The mentioned approach is applicable only when the 
phase noise shape in the filter noise bandwidth is symmet-
rical. When we have a look at the effect of carrier phase 
noise on the modulated subcarrier, the situation is different. 
Here, the phase noise in the noise bandwidth is not sym-
metrical. The phase noise power for the nonsymmetrical 
dissociation of phase noise power PPN non over the filter 
bandwidth [16] can be calculated as  
PN non ( )
NB
P L f df= ∫  (29) 
where L(f) is the one-sided phase noise absolute spectral 
density and BN is the noise bandwidth of the bandpass 
filter, as is depicted in Fig. 3. 
 
Fig. 3. The carrier phase noise related to the subcarrier bandpass 
filter pass band. 
The single side phase noise shape in the described model is 
defined by a user as linear approximation in dBc/Hz over 
logarithmic frequency axis. The example of spectral ap-
proximation is presented in Fig. 4. The slope of the n-th 
approximation segment is Cn [dB/dec], the edge points are 
in frequencies fn = 10^n, 10^n+1, and the phase noise level in 
those points are PNn. The filter noise bandwidth is bor-
dered by the frequencies fL and fU.  
 
Fig. 4. The example of carrier phase noise approximation. 
The integration has to be done over the smooth function. In 
the example case, the phase noise spectrum shape has to be 
divided to three integrable functions which will be 
presented by three abscisae in direction form [17]. Their 
equations are 
110 10
i
i in i n i
Cy x q+ + −= +−   (30) 
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where the variable y is related to the phase noise power, the 
variable x is related to the frequency and coefficients qi are 
given as 
1
1 .1010 10
n ii
i i n i n i
Cq PN + −+ + −= − −  . (31) 
In the example presented in Fig. 4, the relation (29) 
can be written out, and phase noise power in the noise 
bandwidth is then given as 
 
1
1
2
32
1 3
10
PN nonsym
10
10 10
( ) 10 ...
... 10 10 .
n
U
L L
n
U
n n
f
y
f f
f
yy
P PN f df dx
dx dx
+
+
+ +
= = +
+ +
∫ ∫
∫ ∫
 (32) 
For the narrow filter bandwidth, when both fL and fU 
are in the region with the same approximation abscissa (for 
example abscissa C1 in Fig. 4), equation (29) can be written 
out as  
1
PN nonsym ( ) 10 .
U U
L L
f f
y
f f
P PN f df dx= =∫ ∫  (33) 
6. Calibration and Results  
The system described in section 2 had been 
implemented in the Matlab®-Simulink® environment. After 
the implementation, the system was calibrated. Calibration 
means that the setup of all system blocks is done in such 
way, that the model provides reliable results in the well 
known circumstances and this process is closely connected 
with the theory described above. The calibration is very 
complex and therefore it was divided into two steps. 
First, only the subcarrier part of model (BPSK) was 
implemented and calibrated. The result of this calibration 
step is presented in Fig. 5. 
 
Fig. 5. The result of the first calibration step. 
After the successful calibration of the subcarrier part, 
the model was extended with the carrier part (DSB) and the 
calibration process was done again. The result is presented 
in Fig. 6. 
 
Fig. 6. The result of the second calibration step. 
With the calibrated system, the AWGN influence was 
investigated. This work focuses on the improvement of 
noise conditions for the AWGN due to the use of Costas 
loops. For this purpose, the unmodulated signal with vari-
ous level of additive white Gaussian noise was used. The 
power of this signal was calculated in the test points. Test 
points are defined in Fig. 7. 
From the power of AWGN in the test point, the 
equivalent noise bandwidth of a fictive filter BNf can be 
calculated, which has to be used instead of the previous 
section of the receiver for obtaining the same noise power 
in the test point. The value BNf defined in this way is for 
points II and IV very close to the bandwidth of the con-
tiguous Costas loop. When considering the results pre-
sented next, especially for points IV and V, it is obvious 
that the improvement of noise conditions due to Costas 
loops is essential. 
 
Fig. 7. The test points for the power calculation. 
All of the following simulations were done with 
unmodulated signal. The parameters of all simulator blocks 
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were set correctly for the actual rate 
Rb = {10,50,100,500} bps, using the values obtained by 
formulas described in Section 2. The simulation can be 
described as follows. Firstly, the power of signal without 
AWGN Ps in all test points was calculated. After that the 
power Ps+n of noisy signal with Eb/No = {0, 4, 8} dB was 
calculated in all test points. The power of noise Pn in the 
actual test point for each case is then given as 
n s n sP P P+= −  . (34) 
For the noise power Pn, the value of spectral noise 
density No can be calculated with relation (8). Finally, the 
equivalent noise bandwidth of the fictive filter BNf for the 
actual test point can be calculated from relation (26). The 
results are presented in Tab. 4. 
 
Test point 
Rb  
[bps] 
Eb/No 
[dB] 
BNf 
[Hz] 
I all all 320000 
0 1250.2 
4 1249.5 II all 
8 1249.0 
0 1023.2 
4 1022.3 III all 
8 1021.9 
0 3.07 
4 2.80 10 
8 2.64 
0 15.8 
4 15.4 50 
8 14.6 
0 32.0 
4 31.5 100 
8 30.6 
0 164.0 
4 162.9 
IV 
 
500 
8 161.0 
0 0.68 
4 0.52 10 
8 0.36 
0 3.36 
4 3.03 50 
8 2.56 
0 6.54 
4 5.98 100 
8 5.07 
0 35.1 
4 34.0 
V 
500 
8 32.2 
Tab. 4. The fictive noise bandwidth in selected points of the 
simulator for various rate and Eb/No. 
The equivalent noise bandwidth BNf in the Test point I 
is equal to the fs CARR/2 for all simulations. This result is in 
accordance with the hypothesis. Setting of the carrier 
Costas loop and decimation filter is the same for all tested 
rates Rb = {10,50,100,500} bps. Small differences between 
values of BNf for various Eb/No in Test points II and III 
claim the fact that the improvement of noise conditions due 
to Costas loop is slightly deteriorating when the value of 
Eb/No decreases. 
The setting of the subcarrier Costas loop and the RX 
SRC filter is dependent on the actual Rb. With results for 
the Test point IV, the coefficient of noise conditions 
improvement due to the addition of subcarrier Costas loop 
can be implied as 
ca
Nf T.P. IV.
4.6 5.7f
B
≈ ÷ . 
As it is more specified in Fig. 8a, this coefficient depends 
on the values of Eb/No and Rb. Similarly, with results for 
the Test point V, the coefficient of noise condition 
improvement due to the addition of RX SRC filter can be 
implied as 
ca
Nf T.P. V.
21 42f
B
≈ ÷ . 
As it is more specified in Fig. 8b, this coefficient also de-
pends on the values of Eb/No and Rb. In Fig. 8, it is obvious 
that the effect of the value Eb/No is more perceptible for 
lower bit rates. 
 
Fig. 8. a) The coefficient of noise conditions improvement in 
Test point IV, b) The coefficient of noise conditions 
improvement in Test point V.  
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7. Conclusion 
Our work is focused on the research of additive white 
Gaussian noise and the phase noise influence on the reli-
ability of the communication system with the coherent 
detection. We performed simulations of the low rate sys-
tem, which uses the sine wave subcarrier. This approach is 
commonly used for the applications, where the value Eb/No 
is very low. The typical example is the space probes te-
lemetry transmission. 
Currently, we have a simulator, which is able to pro-
vide reliable results for the additive white Gaussian noise 
incidence. The next research will be focused on the phase 
noise effects.  
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