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Abstract
Measuring visual similarity is critical for image under-
standing. But what makes two images similar? Most ex-
isting work on visual similarity assumes that images are
similar because they contain the same object instance or
category. However, the reason why images are similar is
much more complex. For example, from the perspective
of category, a black dog image is similar to a white dog
image. However, in terms of color, a black dog image is
more similar to a black horse image than the white dog im-
age. This example serves to illustrate that visual similarity
is ambiguous but can be made precise when given an ex-
plicit contextual perspective. Based on this observation, we
propose the concept of contextual visual similarity. To be
concrete, we examine the concept of contextual visual sim-
ilarity in the application domain of image search. Instead
of providing only a single image for image similarity search
(e.g., Google image search), we require three images. Given
a query image, a second positive image and a third neg-
ative image, dissimilar to the first two images, we define
a contextualized similarity search criteria. In particular,
we learn feature weights over all the feature dimensions of
each image such that the distance between the query image
and the positive image is small and their distances to the
negative image are large after reweighting their features.
The learned feature weights encode the contextualized vi-
sual similarity specified by the user and can be used for
attribute specific image search. We also show the useful-
ness of our contextualized similarity weighting scheme for
different tasks, such as answering visual analogy questions
and unsupervised attribute discovery.
1. Introduction
Measuring the visual similarity between images is an im-
portant aspect of artificial intelligence. But what makes two
images similar? Most existing work on visual similarity has
an underlying assumption about the way images are sim-
ilar. Traditionally, two images are considered as visually
Color Category
Figure 1. An example that illustrates visual similarity between im-
ages is relative. In terms of category, the black dog is more similar
to the white dog. However, in terms of color, the black dog is more
similar to the black horse.
similar if the two images contain the same object instance
or objects of the same category, e.g., two pictures of a dog.
However, the reason why images are similar is much more
complex than just containing the same object instance or
category. Alternatively, one could imagine defining a set of
attributes over which images could be similar (e.g., color,
texture, scene type, etc.), but this approach is problematic
as there are too many ways in which two images can be
similar. Furthermore, it is not clear if one attribute should
be more important that another attribute when defining sim-
ilarity. To resolve this dilemma of multi-faceted similarity,
we propose a new paradigm for specifying image similarity,
where we define the similarity of two images given a third
‘context’ image.
What makes visual similarity a complex concept is that
there are many perspectives that can be used to determine
the similarity between two images. For example, consider
a black dog, a white dog and a black horse as shown in
Figure 1. In terms of object category, the black dog is more
similar to the white dog than the black horse. But in terms
of color, the black dog is more similar to the black horse
instead of the white dog. The visual similarity between two
images is relative, as it changes as we change our mental
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perspective, which we call this context. This toy example
suggests that it is important to make this context explicit
when computing image similarities.
One possible way to address the above issue is to some-
how model the user’s mental perspective (context), i.e., in-
fer the reason why two images should be similar. Inferring
the context of visual similarity involves a deep understand-
ing of images and is difficult even for humans. What makes
the problem so challenging is that there is a set of equally
valid contexts under which two images can be similar. For
example, there are different, equally valid answers to the
question that why the black dog image and the black horse
image are similar, including that they are both black, furry,
four-legged animals. Although the task of inferring the con-
text of similarity is an interesting research question, we fo-
cus on the more constrained situation where we ask a human
to provide the context in the form of an additional image.
In this work, we consider the special case in which the
user provides a triplet of images to define the context of vi-
sual similarity. Specifically, the user supplies: (1) a query
image; (2) a positive image similar to the query image; and
(3) a negative image dissimilar to the first two images. We
will show that the addition of this context can greatly help
narrow down valid reasons for similarity. For example, if
we are given (1) black dog (query); (2) white dog (positive)
and (3) black horse (negative), we can infer that the similar-
ity between the query and positive image is due to the object
category and not the color. Given this set of image triplets
as input, we show later how this paradigm can be used for a
variety of image understanding tasks.
Concretely, given a query triplet (query, positive, neg-
ative image) we learn a reweighting of the image fea-
tures such that the user-defined visual similarity relationship
holds. We first represent images as features and then learn
weights over each dimension to force that the query image
and the positive image are close to each other but also far
from the negative image. The learned feature weight vector
encodes the contextual visual similarity – the user’s percep-
tion of similarity given context.
An immediate advantage of such an approach is that now
we can allow users to search for images similar according
to a specific contextual visual similarity. Our approach can
support the task of attribute specific image search without
having to explicitly train attribute classifiers. Our approach
is also useful for answering visual analogy questions which
takes the form of image A is to image B as image C is to
what [15]. Our approach can also be used to perform unsu-
pervised attribute discovery.
Contributions: Our main contribution is the idea of
modeling contextual visual similarity. To this end, we pro-
pose to learn a feature weight vector to adapt the original
feature to make a given contextual visual similarity rela-
tionship hold. We demonstrate the effectiveness of our ap-
proach on three tasks, including (1) attribute specific image
search, (2) answering visual analogy questions, and (3) un-
supervised attribute discovery.
2. Related Work
Relevance Feedback in Image Search: Relevance feed-
back (RF) has been extensively used to improve interactive
image search [3, 14, 20, 26]. Users are asked to provide rel-
evance scores for a set of initially retrieved images [14] or
select images closest to the target image among displayed
images [3]. The user’s feedback is then used to prune the
initial search results. The application of our approach to
attribute specific image search can be viewed one kind of
relevance back, where the user proactively provides pos-
itive and negative images to guide the search. However,
RF approaches usually involve multiple iterations of user
feedback and result pruning, while we only require to the
user to provide guidance at the time of initiating the search.
Moreover, search examples provided in [3] usually involve
searching for images within the same category. In contrast,
we are searching for images containing a user defined at-
tribute.
Attributes for Image Search: Recently, attributes have
been employed to aid image retrieval [2, 7, 8, 9, 10, 11, 18].
Visual attributes are used as features to represent images
in [2]. Attributes or relative attributes are also used to de-
scribe users’ target visual content [10, 11, 18] or provide
feedback to the search results [7, 8, 9]. While all of these
approaches can search for images with specific attributes,
they need users to explicitly name the target attribute and re-
quire attribute classifiers pre-trained on supervised attribute
labels. Our approach only requires users to provide image
examples and our approach does not require any explicit at-
tribute labels.
Visual Analogy: The problem of solving analogy questions
has been well explored in NLP. For example, Latent Re-
lational Analysis (LRA) introduced in [21] can be used to
solve SAT word analogy questions. In the visual domain,
[6] proposes an analogy-preserving semantic embedding,
which is proved useful for object categorization. [4] and
[13] can synthesize an ‘analogous’ image D that relates
to image C in the same way as image B related to im-
age A. [13] demonstrates the effectiveness of their model
on synthetic data, where images are controlled and visual
analogies mainly involve relatively low-level visual prop-
erties such as rotation. Instead of synthesizing new images,
VISALOGY [15] solves visual analogies by discovering the
mapping from image A to image B and searching for an im-
age D such that A to B holds for C to D. VISALOGY con-
ducts experiments on natural image datasets, where visual
analogies involve different high-level semantic properties.
Our work is different in that we do not explicitly model the
mapping between image A and B. Instead, we use cues de-
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rived from contextual visual similarity relationships to solve
visual analogies.
Attribute Discovery: Attribute discovery has been studied
in recent work [1, 12, 17, 23]. [1] demonstrates that it is pos-
sible to identify attribute vocabularies and learn to recog-
nize attributes automatically by mining text and image data
collected from the Internet. [23] proposes to automatically
discover visual attributes from a noisy collection of image-
text data by exploiting the relationship between attributes
and neural activations in the deep network. [17] proposes
a novel training procedure with CNNs to discover multi-
ple visual attributes in images in a weakly supervised sce-
nario. All these works leverage textual description or par-
tial attribute labels of images, whereas our approach does
not require such side information. [12] proposes a novel
way of representing images as binary codes that balances
discrimination and learnability of the codes. They show
that their codes can be thought of as attributes. In contrast,
we observe that one meaningful contextual visual similarity
relationship entails semantic attributes and we propose to
discover attributes by clustering contextual visual similarity
relationships.
Representation Learning: Our work is also related to pre-
vious work on representation learning [24, 25, 16, 5, 22].
These works perform representation learning with triplets
of images. However, our work does not learn a new image
representation. Instead, we learn feature weights for the ex-
isting image representation. After modifying the represen-
tation by different weights, different visual properties (at-
tributes) can be represented. The idea of reweighting image
representation with different weights to represent different
visual properties is also studied in [22]. However, in their
model, the weights are either pre-set or learned from a large
number of triplets with labels. Their model can only handle
visual properties with labels, which limits their model’s ap-
plicability in our scenario. Our approach does not use any
labels and has no restriction on visual properties.
3. Approach
We first present our approach for modeling contextual vi-
sual similarity. Then we explain how we apply our approach
to the task of attribute specific image search, answering vi-
sual analogy questions and unsupervised attribute discov-
ery.
3.1. Modeling Contextual Visual Similarity
We are given a set of training images I = {Ii} repre-
sented by feature vectors {xi = f(Ii)} ∈ Rd. We denote
a triplet of image indices by (q, p, n), indicating that the
query image of index q and the positive image of index p
are similar to each other but both dissimilar to the negative
image of index n.
Our goal is to learn a weighting on the image features
such that Iq and Ip are similar to each other but dissimilar
to In. In the original feature space, the Euclidean distance
between xq and xp is not necessarily small and their Eu-
clidean distances to xn are not necessarily large, i.e., the vi-
sual similarity relationship between Iq , Ip and In does not
necessarily hold in the original feature space. We propose
to learn feature weights w ∈ Rd over all the feature dimen-
sions to ensure that Iq and Ip are close to each other but also
far from In after reweighting the features. Concretely, we
define W = diag(w1, w2, . . . , wd) and want the Euclidean
distance between Wxq and Wxp to be small and their Eu-
clidean distances to Wxn to be large. After reweighting
features with w, Iq and Ip will be close to each other and
both far from In, i.e., the visual similarity relationship be-
tween Iq , Ip and In holds due to the learned feature weight
vector w. In another word, w encodes the contextual visual
similarity relationship between Iq , Ip and In.
3.1.1 Learning the Feature Weights
In this section, we describe how we learn the feature weight
vectorw. We start by defining a triplet ranking loss function
and show how we adapt it according to our scenario. The
triplet ranking loss function is defined as follows
Lt =max{0, ||Wxq −Wxp||22 − ||Wxq −Wxn||22 + α},
(1)
where α denotes the margin, || · ||2 denotes the L2 norm of
vectors and W = diag(w1, w2, . . . , wd). But directly using
the above loss function may lead to overfitting. The query
image may be pushed too close to the positive image or too
far from the negative image after reweighting features. In-
spired by the contrastive loss with two margins proposed
in [15], we propose the following loss function with two
margins:
Lt =max{0, ||Wxq −Wxp||22 − αp}+
max{αn − ||Wxq −Wxn||22, 0}, (2)
where αp and αn denote the positive margin and negative
margin respectively. Using this loss function, the query im-
age and the positive image will be pushed closer to each
other only when the distance between them is larger than
αp. Likewise, the query image and the negative image will
be pushed further to each other only when the distance be-
tween them is smaller than αn. Note that, mathematically,
the distance mentioned here is the square Euclidean dis-
tance between feature vectors. The two margins help regu-
larize the feature space after reweighting and avoids overfit-
ting.
The above loss function only ensures that the query im-
age is far from the negative image after feature reweighting.
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We also want the positive image to be far from the negative
image, so we modify the loss function in the following way:
Lt =max{0, ||Wxq −Wxp||22 − αp}+
max{αn − ||Wxq −Wxn||22, 0}+
max{αn − ||Wxp −Wxn||22, 0}. (3)
In the loss function in Eq. (3), we add constraints on the
distance between positive and negative images.
We can also assume that the given feature vectors {xi}
are unit vectors and we also hope that after reweighting,
they are still unit vectors. To do this we define the following
regularization term:
Lr =
∑
i=p,q,n
(||Wxi||22 − 1)2, (4)
and our final loss function becomes
L = Lt + λLr, (5)
where λ is a hyper-parameter to balance the triplet loss and
the regularization term.
We learn the feature weight vector w by minimizing L.
The loss function L is differentiable with respect to w, thus
gradient descent can be applied to minimize the loss func-
tion. We only show the loss function defined over a single
triplet of images for brevity. This can easily be extended to
a set of triplets.
3.2. Attribute Specific Image Search
Most existing search-by-example image search applica-
tions take one query image as input and retrieve images
containing the same object instance or category with the
query as they assume the user is considering instance-level
or category-level image similarity. These applications do
not allow a user to specify contextual information to better
define similarity.
We show how our proposed approach can be used for the
task of attribute specific image search, which aims to enable
users to search for images containing a target attribute. In
addition to providing one query image containing the target
attribute, the user is also asked to provide a few examples
of positive images, which contain the target attribute but
in a different object category with the query. The user is
also asked to provide negative images, which do not contain
the target attribute but in the same object category with the
query. Note that the user only needs provide images and
does not need to name the target attribute explicitly.
Once we have the query, positive and negative images
provided by the users, we can infer the weights of the con-
textual visual similarity measure. The contextual visual
similarity measure can be used to guide the image search.
In this way, we are able to represent the user’s mental model
better and return better search results.
More specifically, we form all possible (query, positive,
negative) triplets with images provided by the user. Then,
the feature weight vectorw is learned based on these triplets
with our approach. Once w is learned, we reweight the fea-
ture of the query and all the database images with w. Fi-
nally all the database images are ranked according to their
distance to the query after feature reweighting.
3.3. Answering Visual Analogy Questions
The second task that modeling contextual visual similar-
ity can help us with is answering visual analogy questions.
These questions take the form of image A is to image B as
image C is to what? [15]. A general form of valid analogy
quadruples can be written as follows
[Ic1,p11 : I
c1,p2
2 :: I
c2,p1
3 : I
c2,p2
4 ], (6)
where I1 and I2 belong to the same category c1 but have
different properties p1 and p2 respectively. Likewise, I3 and
I4 belong to the same category c2, where c1 6= c2, but have
different properties p1 and p2. Example properties include
color, action and object orientations [15].
VISALOGY [15] poses answering a visual analogy
question I1 : I2 :: I3 :? as the problem of discovering the
mapping from image I1 to image I2 and searching for an
image I4 such that I1 to I2 holds for I3 to I4. Instead of
discovering the mapping from I1 to I2, we use cues derived
from contextual visual similarity relationship to solves vi-
sual analogy questions.
We observe two contextual visual similarity relation-
ships from visual analogy questions. First, in terms of cat-
egory c1, I1 and I2 are similar to each other but dissimilar
to I3 and I4. Second, in terms of property p1, I1 and I3 are
similar to each other but dissimilar to I2 and I4.
Keeping the first observation in mind, we take
(I1, I2, Ik) as a triplet of (query, positive, negative) images,
where image Ik is a potential answer image for I4. We learn
a feature weight vector wck to separate I1 and I2 from Ik.
The superscript c denotes that the query image I1 and the
positive image I2 belong to the same category. If Ik is a
correct answer to the visual analogy question, Ik needs to
belong to the category c2. This means that wck is learned to
separate images belonging to category c1 (I1 and I2) from
images belonging to category c2 (Ik). As I3 belongs to cat-
egory c2, we can infer that if Ik is correct,wck should be able
to separate I1 and I2 from I3. Thus we can use the extent
to which wck can separate I1 and I2 from I3 as a score to
evaluate the possibility of Ik being correct. Moreover, the
score indicates the possibility of Ik belonging to the same
category c2 with I3.
Likewise, keeping the second observation in mind, we
take (I1, I3, Ik) as a triplet of (query, positive, negative)
images. We learn a feature weight vector wpk to separate
I1 and I3 from Ik. The superscript p denotes that the query
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image I1 and the positive image I3 have the same property.
In the same way as described above, we can use the extent
to which wpk can separate I1 and I3 from I2 as a score to
evaluate the possibility of Ik being correct. The score indi-
cates the possibility of Ik having the same property p2 with
I2.
We have described two scores that can be used to find the
correct answer image. To formalize this, we define the scor-
ing function S(w, q, p, n) to evaluate the extent to which a
feature weight vector w can satisfy a triplet of (query, pos-
itive, negative) images (Iq, Ip, In), i.e., separate Iq and Ip
from In:
S(w, q, p, n) =max{0, ||Wxq −Wxp||22 − αp}+
max{αn − ||Wxq −Wxn||22, 0}+
max{αn − ||Wxp −Wxn||22, 0}, (7)
where W = diag(w1, w2, . . . , wd). The definition of
S(W, q, p, n) is exactly the same as the loss function (3)
described above. Note that the lower S(w, q, p, n) is, the
better w can satisfy the triplet (Iq, Ip, In).
Given a visual analogy question I1 : I2 :: I3 :?, for each
potential answer image Ik, we propose to compute the score
Sk defined as follows
Sk = S(w
c
k, 1, 2, 3) + S(w
p
k, 1, 3, 2), (8)
where wck and w
p
k denote the feature weight vector learned
from the triplet (I1, I2, Ik) and (I1, I3, Ik) respectively.
Once the scores are computed, we rank all the potential an-
swer images accordingly.
3.4. Unsupervised Attribute Discovery
In this section, we describe our approach for unsuper-
vised attribute discovery from the perspective of contextual
visual similarity. Our goal is to discover cross-category at-
tributes given only category labels of images.
A meaningful contextual visual similarity relationship,
i.e., a triplet of (query, positive, negative) images, usually
entails semantic attributes. For example, a triplet of black
dog, black horse and white dog images entails the attribute
‘white’. In addition, if two triplets entail the same attribute,
the learned feature weight vector of one triplet should be
able to satisfy the other triplet. Based on the above obser-
vation, we propose our approach for attribute discovery.
Given a set of training images as well as category labels,
we sample a large number of triplets of (query, positive,
negative) images, where the query and negative images be-
long to the same category and the positive image belongs to
a different category. It is expected that only a small frac-
tion of the sampled triplets can make sense to human as
we have no information to distinguish meaningless triplets
from meaningful ones besides category labels.
Once we obtain the sampled triplets of images, we learn
a feature weight vector wi for each triplet i. If triplet i and j
entail the same attribute, the learned feature weight vectors
wi and wj should be similar to each other, otherwise, they
should be different. Therefore, we perform clustering on the
learned feature weight vectors and hope that feature weight
vectors grouped into the same cluster correspond to triplets
that entail the same attribute. Note that we do not expect to
model every triplet perfectly. Instead we expect that given
enough data, some ‘easy’ clusters emerge from the data and
attributes are discovered.
Formally, our approach has three steps: (1) triplet sam-
pling, (2) feature weight learning and (3) triplet clustering.
During triplet sampling, for any two different categories A
and B, we select such pairs of images that the first image
belongs to category A and the second one belongs to cat-
egory B and the distance between their image features is
smaller than a pre-set threshold θ1. The selected pairs of
images are used as query and positive images. For a se-
lected pair of images, we select m furthest neighbor images
to the query that also belong category A as negative images
to form triplets of images. We denote the sampled triplets as
{(qi, pi, ni)} where qi, pi and ni are indices of query, posi-
tive and negative images respectively. We use the threshold
θ1 to filter pairs of images as we hope the selected pairs of
images have something (attributes) in common. We select
furthest neighbor images to the query as we hope the nega-
tive images do not contain the same attribute with the query.
We then learn feature weight vector wi for each triplet
(qi, pi, ni). After that, we employ Complete Linkage Clus-
tering algorithm to cluster all the feature weight vectors
{wi}. Complete linkage clustering is an agglomerative hi-
erarchical clustering algorithm and we stop clustering when
the smallest distance between two clusters is larger than a
threshold θ2. It is worthwhile to point out that we define
a new distance metric between wi and wj instead of us-
ing Euclidean distance. The new distance metric d(wi, wj)
is defined to evaluate the extent to which wi can satisfy
triplet j and wj can satisfy triplet i. Here is the definition of
d(wi, wj):
d(wi, wj) = max{S(wi, qj , pj , nj), S(wj , qi, pi, ni)},
(9)
where the function S(·, ·, ·, ·) is defined in equation (7),
(qi, pi, ni) represents triplet i and (qj , pj , nj) represents
triplet j. We use max operator here as we want to make
sure that wi can satisfy triplet j and wj can satisfy triplet i
at the same time.
As each feature weight vector corresponds to one triplet,
we can obtain the clustering results of triplets based the
clustering results of all the feature weight vectors {wi}. We
will show that the triplets entailing the same attribute tend
to be grouped into the same cluster and meaningful clusters
emerge from a large number of noisy sampled triplets.
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4. Experiments
We evaluate our contextual visual similarity approach
using triplet queries on three tasks: (1) attribute specific im-
age search, (2) answering visual analogy questions and (3)
unsupervised attribute discovery.
4.1. Implementation Details
In our experiments, the L2 normalized activations from
the pool5 or fc7 layer of VGGNet [19] are used as image
features. They are referred as pool5 or fc7 in the following
text.
We employ gradient descent algorithm to minimize the
loss function and learn for the feature weight vector w. We
set the learning rate to 0.1. w is initialized to an all-one
vector to treat each dimension equally at the beginning. The
positive marginαp and negative marginαn are set to 0.5 and
2 respectively. λ is set 1 to unless stated otherwise.
4.2. Dataset
A suitable dataset for us should consist of images of var-
ious object categories with distinguishable attributes. The
attributes should also be shared across object categories so
that attribute specific image search can be well evaluated or
visual analogy questions can be constructed. We find the
VAQA dataset used in [15] most suitable for us. However
the dataset was not available publicly so we collect our own
version of the dataset following the methodolgy described
in [15].
Inspired by [15], we consider a list of object categories
as well attributes and pair them to make a list of (category,
attribute) labels. Uncommon combinations of categories
and attributes like ‘red dog’ are removed. In our experi-
ments, we consider 8 categories, including bird, bus, car,
cat, dog, horse, motorcycle and train, 8 attributes including
black, blue, red, run, stand up, swim, white and yellow. In
total, there are 38 common combinations of categories and
attributes. We use each (category, attribute) label to query
Google Image Search and download the returned images.
After manually removing noisy images, we have 2197 im-
ages in total. On average, there exists about 60 images for
each (category, attribute) combination.
4.3. Attribute Specific Image Search Results
We split the dataset into two subsets: query image set
and database image set. For query image set, we randomly
select 10 images from each (category, attribute) combina-
tion and this gives us 380 query images. All other 1817
images are used as database images. Since we have 8 at-
tributes in total, on average there are roughly 225 correct
database images for each attribute in the dataset. We show
results where images are represented images by pool5 fea-
tures and fc7 features respectively. The original pool5 and
fc7 features are used as baselines.
To apply our approach, for a query image, we randomly
sample k positive images and k negative images from the re-
maining images in query image set. In our experiments, we
show results for k = 1, 3 and 5 respectively. Note that our
approach is also applicable when there are different number
of positive images and negative images. We set the num-
ber of positive images equaling to the number of negative
images just for simplicity.
We employ Mean Precision and Mean Average Precision
(MAP) as our evaluation metric. The database image is con-
sidered as correct if it contains the same attribute with the
query. It is possible that a black dog is running but the image
is only labeled as black in our dataset. A more comprehen-
sive evaluation requires multi-label data, which we leave for
future work.
As shown in Table 1, when using fc7 features, our ap-
proach significantly outperforms the baseline by about 11%,
18% and 22% when k = 1, 3 and 5 respectively in terms of
MAP. When using pool5 features, our approach also signif-
icantly outperforms the baseline. We can also see that as k
increases, i.e., the user provides more positive and negative
images, the performance of our approach keeps improving.
Mean precision results are shown Figure 2. In terms mean
precision, our approach also outperforms the baseline.
Ablation Study: We study the influence of the parame-
ter λ on image search performance. In the following exper-
iments, we use fc7 features to represent images and vary-
ing the value of λ. The results are reported in Table 2. As
shown in Table 2, λ = 0.1 and λ = 1 yield the best results.
When λ = 0, the performance is much worse than other
settings. For example, when k = 5, the MAP for λ = 0 is
lower than that for λ = 1 by about 20%, which proves the
importance of the regularization term. We also notice that
when λ = 0, more provided positive and negative images
yield worse performance. Thus we can conclude that the
regularization term can help avoid overfitting.
4.4. Visual Analogy Results
We randomly select 5 images from each (category, at-
tribute) combination to form a set of potential answer im-
ages. In total we have 190 potential answer images. The
remaining images are used to construct analogy questions.
We build analogy questions by instantiating the category
and property in the general form (6) of visual analogy ques-
tions. We choose the category from the 8 categories and the
property from the 8 attributes in our dataset. Similar to [15],
we consider two types of analogy: color analogy and action
analogy, where p1 and p2 are both color attributes or action
attributes respectively. In total, we can build 428 types of
instantiation of analogy questions with the shared proper-
ties (attributes) across categories. For each type of instanti-
ation, we generate 10 questions so 4280 analogy questions
are generated altogether. For each question, there are 5 cor-
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rect answers in the answer image set and other 185 images
are served as distractor images. Note that when answering
these questions, our approach only looks at the given images
without being exposed to any category or property labels.
Baseline: We compare with the baseline approach used
in [15]. We do not compare with the approach proposed
in [15] as their approach requires training on a large number
of labeled quadruples of images. However, our approach
does not need any labels. The baseline approach uses the
subtraction (difference) between image features to capture
the mapping between images. Then they compare the map-
ping between I1 and I2 to the mapping between I3 to a po-
tential answer image to evaluate the possibility of the an-
swer image being correct. Concretely, given a visual anal-
ogy question I1 : I2 :: I3 :?, they rank all the potential
answer images {Ik} according to the following score:
Rk =
T (I1, I2) · T (I3, Ik)
||T (I1, I2)|| · ||T (I3, Ik)|| , (10)
where T (Ii, Ij) is defined as
T (Ii, Ij) =
xi − xj
||xi − xj || , (11)
where xi and xj denote the image feature of image Ii and
Ij respectively. In our experiments, we use fc7 features to
represent images for both the baseline and our approach.
Given a visual analogy question, both the baseline and
our approach return a ranked list of answer images. Exam-
ples of visual analogy questions and top 4 returned images
by the baseline and our approach are shown in Figure 4.
We use Mean Recall to evaluate the results quantitatively
as [15] does. The performance is shown in Figure 3.
We can see that for both action analogy and color anal-
ogy questions, our approach can significantly outperform
the baseline. For action analogy, ranking answer images ac-
cording to S(wck, 1, 2, 3) only or S(w
p
k, 1, 3, 2) only already
yield better performance than the baseline. Combining
them yields even better performance. However, for color
analogy, ranking answer images according to S(wpk, 1, 3, 2)
yield bad performance. In the case of color analogy, the
feature weight vector wpk is learned to separate images with
different colors. We conjecture that feature weight vectors
learned to separate different colors are similar no matter
they aim to separate black from white or black from yellow
or so. This may lead to the failure of our approach when
ranking according to S(wpk, 1, 3, 2) only.
4.5. Unsupervised Attribute Discovery Results
In the following experiments, we use fc7 features to rep-
resent images. The parameter θ1 is set to 1.1, θ2 is set to
1 and m is set to 10. Under this parameter setting, 24420
Table 1. Mean Average Precision (MAP) of the baseline and our
approach for attribute specific image search when using fc7 and
pool5 features respectively. The highest performance is shown in
boldface.
fc7 pool5
Baseline 0.334 0.320
k = 1 0.440 0.436
k = 3 0.519 0.522
k = 5 0.557 0.565
Table 2. Mean Average Precision (MAP) of our approach when
varying the value of λ. We use fc7 features to represent images for
the results shown in the table. The highest performance for each λ
is shown in boldface.
k
λ
0 0.01 0.1 1 10
1 0.371 0.430 0.440 0.440 0.435
3 0.365 0.498 0.520 0.519 0.491
5 0.355 0.520 0.561 0.557 0.498
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Figure 2. Mean Precision of the baseline and our approach for at-
tribute specific image search when using fc7 and pool5 features
respectively.
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Figure 3. Mean Recall of the baseline and our approach for action
analogy and color analogy. ‘Ours wck only’ means ranking answer
images according to S(wck, 1, 2, 3) only. ‘Ours w
p
k only’ means
ranking answer images according to S(wpk, 1, 3, 2) only.
triplets are sampled in total. After clustering, we obtain 116
cluster after removing small clusters whose size is smaller
than 30.
To verify the quality of each cluster, we ask human an-
notators to assign an attribute to each cluster. They must
answer the question, ‘What makes the first two images sim-
ilar but but dissimilar to the third image, across all triplets
belonging to that cluster?’ If it is hard to name the attribute,
the cluster will be annotated as a noisy cluster. In total,
72 clusters are considered as meaningful. Among them,
7
: :: : ?
bus                   bus bird                   bird bird bird bird bird bus          bird           cat           cat
black                red                       black                 red                  red red red yellow           blue         red          black        black
: :: : ?
car                     car train                 train train train train bus               train        train train train
blue                 white                    blue                 white               white white yellow      blue             black        white         red        yellow
: :: : ?
cat                    cat horse                 horse horse horse cat           horse             horse cat           cat dog       
black               white                   black                  white              white white run           white            white white white run
Analogy Question Ours Baseline
C
o
lo
r
A
ct
io
n
: :: : ?
cat                     cat dog                    dog dog dog dog cat                dog            cat          cat cat
run                stand up                run                  stand up        stand up stand up    swim         run        stand up  stand up    run        stand up
: :: : ?
cat                     cat dog                    dog dog cat           dog          dog horse       dog           horse         cat
run                   swim                     run                   swim              swim run           run swim            swim swim swim swim
: :: : ?
cat                     cat horse                horse cat          horse       horse horse cat           cat hrose cat
run                   swim                     run                  swim                run          swim        swim black          stand up    white        swim      stand up
Figure 4. Qualitative examples for answering visual analogy questions. The text under the image denotes the category and attribute label
of the image. The text under the question mark image denotes the expected category and attribute label of the answer image. No labels are
used when answering questions. We show labels here for illustration purpose only.
white black run
stand up swim grass
brown run and black black or white
Figure 5. Qualitative examples for attribute discovery. For each discovered attribute, we show 4 triplets of images from one cluster which
is annotated as that attribute.
43 clusters are annotated as ‘white’, 13 clusters are anno-
tated as ‘black’, 4 clusters are annotated as ‘run’, 4 clus-
ters are annotated as ‘stand up’ and 1 cluster is annotated
as ‘swim’. We also found that some clusters are annotated
as attributes which are not present in the attribute vocabu-
lary of our dataset. 2 clusters are annotated as ‘grass’ and
1 cluster is annotated as ’brown’. We also find that there
are clusters annotated as hybrid attributes. For example, 3
clusters are annotated as ‘run and black’ and 1 cluster is
annotated as ‘black or white’. Qualitative examples of the
clustering results are shown in Figure 5.
5. Conclusion
We have introduced the novel idea of modeling con-
textual visual similarity. Our approach learns a feature
weight vector to encode contextual visual similarity. We
have demonstrated that our approach can be used for three
tasks: (1) attribute specific image search, (2) answering vi-
sual analogy questions, and (3) unsupervised attribute dis-
covery. We believe this work will help AI systems better
understand different notions of similarity when the proper
context is provided.
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