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Abstract
A function f from an Abelian group (A,+) to an Abelian group (B,+) is (n,m, S ) zero-difference (ZD), if S = {λα |
α ∈ A\{0}}where n = |A|,m = | f (A)| and λα = |{x ∈ A | f (x+α) = f (x)}|. A function is called zero-difference balanced
(ZDB) if S = {λ} where λ is a constant number. ZDB functions have many good applications. However it is point
out that many known zero-difference balanced functions are already given in the language of partitioned difference
family (PDF). The problem that whether zero-difference ”not balanced” functions still have good applications as
ZDB functions, is investigated in this paper. By using the change point technic, zero-difference functions with good
applications are constructed from known ZDB function. Then optimal difference systems of sets (DSS) and optimal
frequency-hopping sequences (FHS) are obtained with new parameters. Furthermore the sufficient and necessary
conditions of these being optimal, are given.
Keywords: Zero-Difference, Zero-Difference Balanced, Constant Weight Code, Difference System of Sets,
Frequency-Hopping Sequence
1. Introduction
Let (A,+) and (B,+) be two finite Abelian groups. Denote A∗ = A \ {0}. A function from A to B is an (n,m, λ)
zero-difference balanced (ZDB) function, if there exists a constant number λ such that for any nonzero element a ∈ A∗,
|{x ∈ A | f (x + a) − f (x) = 0}| = λ,
where n = |A| and m = | f (A)|. Carlet and Ding first proposed the concept of ZDB function in 2004 [7]. Some
optimal objects can be obtained by ZDB functions, such as constant composition codes (CCC), constant weight codes
(CWC), difference systems of sets (DSS) and frequency-hopping sequences (FHS). Hence many researchers have
been working on this topic (see [5–7, 14, 15, 18, 34, 40, 43, 45, 47–49] and the references therein).
A difference family (DF) is collection F of some nonempty subsets (blocks) Fi of a group (G,+) such that for any
nonzero elements α ofG, there has exactly λ representations of α = x− y where x , y and x, y ∈ Fi. If F is a partition
of G, then F is called a partitioned difference family (PDF). It is well known that a ZDB function is equivalent to
a PDF. Many PDFs were constructed since 1970 (see [4, 22, 24, 30, 41] and the references therein). Thus before a
ZDB function is claimed to be new, the authors should check carefully whether the ZDB function is equivalent to an
already known PDF. For example, Buratti and Jungnickel recently point out that many recent results on ZDB function
reproduced the earlier results on PDF [3]. In the view of definition, ZDB function has more constraints and PDF is
more cleaner. As a result, ZDB function has more useful properties and can be applied to complicated applications.
For example, when the underlying group is cyclic, frequency-hopping sequences can be obtained from the blocks of
a PDF. But it is impossible to consider the linear complexity of FHSs without equipping an binary operation over
blocks. That is why we use the terminology of ZDB function rather than the terminology of PDF when considering
further applications.
∗Corresponding author at: School of Mathematics and Information Science, Guangzhou University, Guangzhou, 510006, P.R. China.
Email addresses: tpu01yzx@gmail.com (Zongxiang Yi), dypei4188@163.com (Dingyi Pei), ctang@gzhu.edu.cn (Chunming Tang)
Preprint submitted to Elsevier July 1, 2019
To construction more optimal objects, we turn to study the generalization of ZDB function, i.e., relaxing the
”balanced” condition on ”zero-difference”. There are some work on the generalization of ZDB function. In 2014,
Carlet et al. proposed an concept called differentially δ-vanishing [8]. A function from A to B is differentially δ-
vanishing, if for any nonzero element a ∈ A∗,
1 ≤ |{x ∈ A | f (x + a) − f (x) = 0}| ≤ δ.
Any (n,m, λ) ZDB function is differentially λ-vanishing (λ-DV). But there had been little research on this concept,
until Jiang and Liao proposed a related concept called generalized zero-difference balanced (G-ZDB) function in
2016 [26]. A function from A onto B is an (n,m, S ) generalized zero-difference balanced function, if there exists a
constant set S ⊂ N such that for any nonzero element a ∈ A∗,
|{x ∈ A | f (x + a) − f (x) = 0}| ∈ S ,
where n = |A| and m = | f (A)|. Then some objects can be obtained by G-ZDB functions [25, 26, 33], but they are not
optimal. The main reason is that the size of S is too large, which implies they are not really zero-difference balanced.
Therefore, in 2018, Xu et al. gave another concept called near zero-difference balanced (N-ZDB) function [42]. A
function from A to B is an (n,m, λ, t) near zero-difference balanced function, if there exist a constant number λ and a
t-subset T of A∗ such that for any nonzero element a ∈ A∗,
|{x ∈ A | f (x + a) − f (x) = 0}| =
λ, a ∈ Tλ + 1, a < T ,
where n = |A| and m = | f (A)|.
The four concepts ZDB, λ-DV, G-ZDB and N-ZDB, are close related to each other. Among them, G-ZDB captures
most useful information. However the concept of G-ZDB would lead to the misunderstanding that such G-ZDB
functions are really ”balanced”. Thus the concept of zero-difference (ZD) is used instead of G-ZDB.
Definition 1. A function f from an Abelian group (A,+) to an Abelian group (B,+) is (n,m, S ) zero-difference (ZD),
if S = {λα | α ∈ A \ {0}} where n = |A|, m = | f (B)| and λα = |{x ∈ A | f (x + α) = f (x)}|. A function is called an
(n,m, S ) ZD function if it is (n,m, S ) ZD.
Recently Xu et al. and Li et al. shown that optimal DSSs and FHSs can be obtained via ZD functions in 2018,
respectively [31, 42]. Thus we will study the ZD property of cryptographic functions with good applications. Specif-
ically, our contributions are as follows:
• We propose a framework to construct ZD functions from some type of ZDB functions, namely the change point
technic;
• We obtain optimal CWCs , DSSs and FHSs from ZD functions and generalize the work in [42];
• We give the sufficient and necessary conditions of ZD functions having good applications;
The rest of this paper is organized as follows. In Section 2, some properties of ZD functions are given and many
ZD functions are constructed from some known ZDB functions. In Section 3, the conditions of the constructed ZD
functions having good applications are studied and many optimal objects are obtained. Section 4 conclusions this
paper.
2. A Framework to Construct Zero-Difference Functions
2.1. Notations
Let (R,+,×) be a ring with an identity. R× denote the set of all invertible elements in monoid (R,×). For a set A,
define A∗ = A \ {0} if A is a subset of an additive group.
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Operations on sets are defined as usual. For any two set A, B, A+B = {a+b | a ∈ A, b ∈ B} if a+b is well defined.
For any element x and any set A, x + A = {x + a | a ∈ A}, xA = {xa | a ∈ A}. Similarly, A − B, x − A, Ax, A − x and
A + x can be defined in this manner.
To resolve the ambiguity, several notions are defined. The size of a set S is denoted by |S |. Let f be a function
from A to B. The set of all images is denoted by f (A) = { f (x) | x ∈ A}. The preimage of an element b ∈ B is denoted
by f −1(b) = {x ∈ A | f (x) = b}. The set of all preimages is denoted by PI( f ) = { f −1(b) | b ∈ B}. The multi-set of
sizes of all preimage is denoted by SP( f ) = {|S | | S ∈ PI( f )}. Using the language of combinatorics, a multi-set can be
represented as {re1
1
, r
e2
2
, · · · , rek
k
} which means that ri appears exactly ei times. If ei = 1, then ei can be omitted.
2.2. Some Properties of Zero-Difference functions
In this subsection, let f be an (n,m, S ) ZD function from (A,+) onto (B,+). Define rb = | f −1(b)|, for every b ∈ B.
Define λα = |{x ∈ A | f (x + α) = f (x)}|, for every nonzero element α ∈ A∗. Denote λ = maxi∈S i and µ = mini∈S i.
The following lemma follows directly from the definition of ZD property.
Lemma 1. Notations are as above. Then ∑
b∈B
rb(rb − 1) =
∑
α∈A∗
λα,
Proof. Consider the following set
{(x, α) ∈ A × A∗ | f (x + α) − f (x) = 0}.
On one hand, given α ∈ A∗, the number of x satisfying the equation is λα. It equals the right hand side when α runs
over A∗. On the other hand, given b ∈ B, the number of x satisfying f (x) = b is rb and the number of α satisfying the
equation is rb − 1 for each x. It leads to the left hand side when b runs over B.
Let λ be the arithmetic average of the multi-set {λα | α ∈ A∗}, i.e.,
λ =
1
n − 1
∑
α∈A∗
λα. (1)
Based on Lemma 1, we have the following lower bound on λ.
Lemma 2. Notations are as above. Then
λ ≥ ⌈ (n − ǫ)(n + ǫ − m)
m(n − 1) + λ − λ⌉, (2)
where n = km + ǫ with 0 ≤ ǫ < m. In particular,
λ =
(n − ǫ)(n + ǫ − m)
m(n − 1) + λ − λ,
if and only if, for b ∈ B, rb = k for m − ǫ times and rb = k + 1 for the other ǫ times.
Proof. According to Lemma 1, we have∑
b∈B
r2b − n =
∑
α∈A∗
λα = (n − 1)λ = (n − 1)(λ − λ + λ).
Moreover, we have ∑
b∈B
r2b − n ≥ min
rb,b∈B
∑
b∈B
r2b − n
Note that
∑
b∈B rb = n. By integral programming, {rb | b ∈ B} attains the minimum value, if and only if, f is as
balanced as possible. Note that n = km + ǫ. We have
min
rb,b∈B
∑
b∈B
r2b − n = (m − ǫ)k2 + ǫ(k + 1)2 − n =
(n − ǫ)(n + ǫ − m)
m
.
It completes the proof by some simple calculations.
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Using Lemma 1, we can also obtain the bounds on the size of preimage sets. The sizes of all preimage sets are
important in some applications, such as construct constant composition codes and difference systems of sets.
Lemma 3. Notations are as above. Then for each b ∈ B,
n −
√
∆
m
≤ rb ≤ n +
√
∆
m
,
where ∆ = (n + λn − λ)m2 − (n2 + n + µn − µ)m + n2.
Proof. For any b ∈ B, we have
0 ≤
∑
b1,b2∈B\{b},b1,b2
(rb1 − rb2)2
=
∑
b1,b2∈B\{b},b1,b2
r2b1 + r
2
b2
− 2rb1rb2
= 2(m − 2)
∑
b0∈B\{b}
r2b0 − 2
∑
b1,b2∈B\{b},b1,b2
rb1rb2 .
It then follows that
(m − 2)
∑
b0∈B\{b}
r2b0 ≥
∑
b1,b2∈B\{b},b1,b2
rb1rb2 .
By Lemma 1, we have
n + (n − 1)µ ≤
∑
b0∈B
r2b0
= (
∑
b0∈B\{b}
r2b0) + r
2
b
= (
∑
b0∈B\{b}
r2b0) + (n −
∑
b0∈B\{b}
rb0 )
2
= 2(
∑
b0∈B\{b}
r2b0 ) + n
2 − 2n(n − rb) +
∑
b1,b2∈B\{b},b1,b2
rb1rb2
≤ m(
∑
b0∈B
r2b0) + mr
2
b + n
2 − 2n(n − rb)
≤ m(n + (n − 1)λ) + mr2b + n2 − 2n(n − rb).
Finally, solving the above inequality of rb completes the proof.
In a similar way, it also has the following lemmas.
Lemma 4. Notations are as above. Then ∑
b∈B
r2b = (n − 1)λ + n.
Lemma 5. Notations are as above. Then
λ ≥ (n − ǫ)(n + ǫ − m)
m(n − 1) ,
where n = km + ǫ with 0 ≤ ǫ < m. In particular,
λ =
(n − ǫ)(n + ǫ − m)
m(n − 1) ,
if and only if, for b ∈ B, rb = k for m − ǫ times and rb = k + 1 for the other ǫ times.
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Lemma 6. Notations are as above. Then for each b ∈ B,
n −
√
∆
m
≤ rb ≤ n +
√
∆
m
,
where ∆ = (n + λn − λ)m2 − (n2 + n + λn − λ)m + n2.
Remark 1. As a comparison, the properties of ZD functions in Lemmas 1, 2 and 3, are generalizations of those
properties of ZDB functions in [40] and generalization of those properties of N-ZDB functions in [42].
2.3. Zero-Difference Functions from Zero-Difference Balanced Functions
Firstly, a generic class of ZDB function proposed by Yi et al. is recalled.
Proposition 7. [43, Theorem 1] Let (R,+,×) be a ring of order n, and let G be a subgroup of (R,×). Denote
DG = {rG | r ∈ R}, where rG = {rg | g ∈ G}. Define a function from R to Z|DG |, fG(x) = hG(gG(x)) where gG(x) = rG if
x ∈ rG and hG is a bijection from DG to Z|DG |. If G satisfies the condition
(G − 1) \ {0} ⊂ R×, (3)
then fG(x) is an (n,
n−1
k
+ 1, k − 1) ZDB function from (R,+) to (Zm,+), where m = n−1k + 1 and k = |G|.
Remark 2. Let R be a residual class ring Zn or a product of finite fields Fq, then these ZDB functions are studied
in [5, 18, 47].
So far as we know, there only two subclasses of such ZDB functions, namely Proposition 8 and Proposition 9.
The main difference between them is that ZDB functions in Proposition 8 are cyclic and thus have more applications
and ZDB functions in Proposition 9 have more feasible parameters.
Proposition 8. [47, Theorem 1] Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are odd prime numbers, and
r1, r2, . . . , rk are positive integers. Then for any positive integers e such that e | gcd(p1 − 1, p2 − 1, · · · , pk − 1), there
exists an (n, n−1
e
+ 1, e − 1) ZDB function from (Zn,+) to (Z n−1
e
+1,+).
Proposition 9. [18, Theorem 1] Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are prime numbers, and r1, r2, . . . , rk
are positive integers. Then for any positive integers e such that e | gcd(pr1
1
− 1, pr2
2
− 1, · · · , prk
k
− 1), there exists an
(n, n−1
e
+ 1, e − 1) ZDB function from (∏ki=1 Fprii ,+) to (Z n−1e +1,+).
If the ZDB function fG is modified a little bit, then a ZD function f
0
G
can be obtained. Comparing with the original
ZDB functions, these ZD functions are better in balance, namely they are almost balanced.
Theorem 1. Using the notations in Proposition 7, define a function
f 0G(x) =
 fG(x), x , 0,fG(1), x = 0.
Then f 0
G
is an (n, n−1
k
, S ) ZD function, where
S =

{n}, n−1
k
= 1,
{k}, n−1
k
= 2 and −1 < G ,
{k − 1, k}, n−1
k
> 2 and −1 < G ,
{k − 1, k + 1}, n−1
k
≥ 2 and −1 ∈ G .
Proof. Obviously | f 0
G
(R)| = | fG(R)| − 1 = n−1k , since there does not exist x ∈ R such that f 0G(x) = fG(0). If n−1k = 1,
then f 0
G
must be a constant function. In the following, assume that n−1
k
≥ 2. To solve the equation f 0
G
(x + a) = f 0
G
(x),
consider two special cases.
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• Case a ∈ G: We assert that x = 0 is a solution of the equation f 0
G
(x + a) = f 0
G
(x). Since
f 0G(0 + a) = f
0
G(a) = fG(a) = hG(G),
and
f 0G(0) = fG(1) = hG(G),
we have f 0
G
(0 + a) = f 0
G
(0), where hG is the bijection in Proposition 7.
• Case a ∈ −G: We assert that x = −a is a solution of the equation f 0
G
(x + a) = f 0
G
(x). Since
f 0G(−a + a) = f 0G(0) = fG(1) = hG(G),
and
f 0G(−a) = fG(−a) = hG(G),
we have f 0
G
(−a + a) = f 0
G
(−a).
Note that neither x = 0 nor x = −a can be a solution of the equation fG(x + a) = fG(x) and that −G = G if and only if
−1 ∈ G. Now for any nonzero element a ∈ R∗, we have the following different cases.
• If n−1
k
≥ 2 and −1 ∈ G, then we have
{x ∈ R | f 0G(x + a) = f 0G(x)}
=
{x ∈ R∗ | fG(x + a) = fG(x)} ∪ {0,−a}, a ∈ G,{x ∈ R∗ | fG(x + a) = fG(x)}, otherwise.
Therefore, we have
|{x ∈ R | f 0G(x + a) = f 0G(x)}| =
k + 1, a ∈ G,k − 1, otherwise.
• If n−1
k
> 2 and −1 < G, then we have
{x ∈ R | f 0G(x + a) = f 0G(x)}
=

{x ∈ R∗ | fG(x + a) = fG(x)} ∪ {0}, a ∈ G,
{x ∈ R∗ | fG(x + a) = fG(x)} ∪ {−a}, a ∈ −G,
{x ∈ R∗ | fG(x + a) = fG(x)}, otherwise,
and
|{x ∈ R | f 0G(x + a) = f 0G(x)}| =
k, a ∈ −G ∪G,k − 1, otherwise.
• If n−1
k
= 2 and −1 < G, we have
{x ∈ R | f 0G(x + a) = f 0G(x)}
=
{x ∈ R
∗ | fG(x + a) = fG(x)} ∪ {0}, a ∈ G,
{x ∈ R∗ | fG(x + a) = fG(x)} ∪ {−a}, a ∈ −G,
and
|{x ∈ R | f 0G(x + a) = f 0G(x)}| = k, a ∈ −G ∪G.
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It completes the proof.
To investigate when −1 ∈ G, we have the following lemma.
Lemma 10. Let (R,+,×) be a ring and G be a subgroup of (R,×). Denote k = |G|. If G satisfies (G − 1) \ {0} ⊂ R×,
then −1 ∈ G if and only if 2 | k or the characteristic p of R is 2.
Proof. If 2 | k, then by Cauchy’s Theorem [1] there exists an element α ∈ G with order 2, i.e., α2 = 1. Then
(α − 1)2 = α2 − 2α + 1 = 2(1 − α).
Since (G − 1) \ {0} ⊂ R×, we have α − 1 ∈ R×. Hence
(α − 1) = −2.
So −1 = α ∈ G.
If p = 2, then −1 = 1 ∈ G.
Conversely, suppose that −1 ∈ G. If p , 2, then −1 , 1. The multiplicative order of −1 must be 2 since (−1)2 = 1.
By Lagrange’s Theorem [1] we have 2 | k.
Remark 3. Note that the results in [42, Section 4] are also the main results in [5] and Theorem 1 is a generalization of
them. Hence f 0
G
is a generalization of the exact N-ZDB function in [42, Theorem 4.1]. The technic used in Theorem 1
is called change point technic.
Using the same technic, we can generalize Theorem 1 a bit.
Theorem 2. Let f be an (n, n−1
k
, λ) ZDB function from (A,+) to (B,+) such that for any b ∈ B,
|{x ∈ A | f (x) = b}| =
k, b , b0,1, b = b0,
where k ≥ 2 and b0 ∈ B. Suppose f (a0) = b0. For any a ∈ A, define I(a) = {x ∈ A | f (x) = f (a)} and define a function
ga(x) =
 f (x), x , a0,f (a), x = a0.
If a0 < I(a) then ga is an (n,
n−1
k
, S ) ZD function where
S =

{n}, n−1
k
= 1,
{k}, n−1
k
= 2 and D = ∅ ,
{k − 1, k}, n−1
k
> 2 and D = ∅ ,
{k − 1, k + 1}, n−1
k
≥ 2 and D = I(a) − a0,
{k − 1, k, k + 1}, n−1
k
≥ 2 and ∅  D  I(a) − a0,
and D = (I(a) − a0) ∩ (a0 − I(a)). Moreover, λ = k − 1.
Proof. The proof is similar with that of Theorem 1. For any nonzero element α ∈ A∗, if α belongs to either I(a) − a0
or a0 − I(a), then it will append one more solution for ga(x + α) = ga(x), either x = a0 or x = a0 − α. If α belongs to
both I(a) − a0 and a0 − I(a), then it will append two more solutions for ga(x + α) = ga(x), x = a0 and x = a0 − α. For
the rest, the solutions for ga(x + α) = ga(x) remain the same.
Define λα = |{x ∈ A | ga(x + α) = ga(x)}| for every nonzero element α ∈ A∗. Denote E = (I(a) − a0) ∪ (a0 − I(a)).
Assume that n−1
k
≥ 2. Then we have the following four cases.
• If n−1
k
= 2 and D = ∅, then E = A∗, a0 = 0 and we have
λα = λ + 1, α ∈ E.
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• If n−1
k
> 2 and D = ∅, then we have
λα =

λ + 1, α ∈ I(a) − a0,
λ + 1, α ∈ a0 − I(a),
λ, otherwise.
• If n−1
k
≥ 2 and D = I(a) − a0, then D = I(a) − a0 = a0 − I(a) and we have
λα =
λ + 2, α ∈ D,λ, otherwise.
• If n−1
k
≥ 2 and ∅  D  I(a) − a0, then we have
λα =

λ + 1, α ∈ E \ D,
λ + 2, α ∈ D,
λ, otherwise.
To finish the proof, we assert that λ = k − 1. On one hand, since ga satisfies the condition in Lemma 5, we have
λ =
(n − ǫ)(n + ǫ − m)
m(n − 1) = k − 1 +
2k
n − 1 ,
wherem = n−1
k
and ǫ = 1. On the other hand, note that |I(a)−a0| = |a0 − I(a)| = k and |E| = 2k− |D|. Hence according
to the definition of λ, i.e., Equation (1), we have
λ =
|D|(λ + 2) + (|E| − |D|)(λ + 1) + (n − 1 − |E|)λ
n − 1
=λ +
2k
n − 1 .
Consequently λ = k − 1.
Remark 4. Let a0 = 0 and a = 1. Then the ZDB functions in Proposition 7 satisfy the conditions in Theorem 2. A
survey of such ZDB functions is in [45].
Definition 2. Let f be a function A to B. f is Type-A if SP( f ) = {1, em−1}, and is Type-B if SP( f ) = {e+ 1, em−1} where
m = | f (A)| and e is a positive integer.
Proposition 11. [45, Corollary 1] Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are odd prime numbers, and
r1, r2, . . . , rk are positive integers. Then for any positive integers e such that e(e − 1) | gcd(p1 − 1, p2 − 1, · · · , pk − 1),
there exist (en, en−1
e−1 + 1, e − 2) ZDB functions from (Zen,+) to (Z en−1e−1 +1,+).
Proposition 12. [45, Corollary 2] Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are prime numbers, and
r1, r2, . . . , rk are positive integers. Denote R =
∏k
i=1 Fpri
i
. Then for any positive integer e such that e(e − 1) | gcd(pr1
1
−
1, p
r2
2
− 1, · · · , prk
k
− 1), there exist (en, en−1
e−1 + 1, e − 2) ZDB functions from (R × Ze,+) to (Z en−1e−1 +1,+).
It is interesting that Theorem 2 gives many ZD functions from ZDB functions without caring how these ZDB func-
tions are constructed. In particular, it converts a ZDB function of Type-A into a ZD function of Type-B. In [45], many
ZDB functions of Type-A are summarized, namely Proposition 8, Proposition 9, Proposition 11 and Proposition 12.
Although not all the generated ZD functions have good applications, we will show what kind of ZD functions would
lead to optimal objects, such as constant weight codes, difference systems of sets and frequency-hopping sequences.
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3. Applications of Zero-Difference Functioins
We remark that the frameworks of applications using ZDB functions are still valid if ZDB functions are replaced
by ZD functions. Thus many objects can be obtained by ZD functions. In this section, we will give the conditions of
these objects being optimal.
3.1. Constant Composition Codes
An (n,M, d, [w0,w1, . . . ,wq−1])q constant composition code (CCC) is a code over an Abelian groupG with length
n, size M and minimum Hanmming distance d such that in every codeword the element bi appears exactly wi times for
every i, where bi ∈ G. Let Aq(n, d, [w0,w1, . . . ,wq−1]) be the maximum size of an (n,M, d, [w0,w1, . . . ,wq−1])q CCC.
A CCC is optimal if the bound in Lemma 13 is met.
Lemma 13. [35] If nd − n2 +∑q−1
i=0
w2
i
> 0, then
Aq(n, d, [w0,w1, . . . ,wq−1]) ≤ nd
nd − n2 +∑q−1
i=0
w2
i
.
Obviously ZD functions can be used to construct CCCs and these CCCs in Proposition 14 is optimal only if the
ZD function is a ZDB function.
Proposition 14. [14] Denote
A = {a0, a1, . . . , an−1}, B = {b0, b1, . . . , bm−1}.
Let f be a function from A to B. If f is an (n,m, S ) ZD function, then
C f = {( f (a0 + ai), . . . , f (an−1 + ai)) | 0 ≤ i ≤ n − 1} (4)
is an (n, n, n− λ, [w0,w1, . . . ,wm−1])m CCC over B, where wi = |{x ∈ A | f (x) = bi}| and λ = maxx∈S x.
Proposition 15. In Proposition 14, if C f is optimal, then S = {λ}, i.e., f is a ZDB function.
Proof. If C f is optimal, then
n =
nd
nd − n2 +∑q−1
i=0
w2
i
,
where d = n − λ and q = m. We have
m−1∑
i=0
w2i = nλ + n − λ.
It follows from Lemma 1 that
nλ − λ =
∑
α∈A∗
λα,
where λα = |{x ∈ A | f (x + α) = f (x)}| for every α ∈ A∗. It implies
n − 1 =
∑
α∈A∗
λα
λ
.
We have 0 ≤ λα
λ
≤ 1 , since λα ∈ S and λ = maxx∈S x. Therefore, λαλ = 1, for every α ∈ A∗. It implies that S = {λ},
i.e., f is a ZDB function.
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3.2. Constant Weight Codes
An (n,M, d,w)q constant weight code (CWC) is a code over an Abelian group {b0, b1, . . . , bq−1} with length n, size
M and minimum Hamming distance d such that the Hamming weight of each codeword is w. Let Aq(n, d,w) be the
maximum size of an (n,M, d,w)q CWC.
Note that CCCs are special CWCs. They have many applications such as determining the zero error decision
feedback capacity of discrete memoryless channels [38], multiple-access communications [19], spherical codes for
modulation [20], DNA codes [27, 36], powerline communications [10, 13] and frequency hopping [11].
A CWC is optimal if the bound in Lemma 16 is met. Theorem 3 gives many optimal CWCs from ZD functions.
Lemma 16. [21] If nd − 2nw + q
q−1w
2 > 0, then
Aq(n, d,w) ≤
nd
nd − 2nw + q
q−1w
2
.
Theorem 3. Let f be an (n,m, S ) ZD function. Then C f in (4) is an (n, n, n − λ, n − b0)m CWC, where λ = maxx∈S x
and b0 = | f −1(0)|. Furthermore, C f is optimal if and only if λ(n − 1)(m − 1) = b20m − 2b0n + n(n − m + 1).
We have several results for the ZDB functions of Type-A in Proposition 7 and the ZD functions of Type-B in
Theorem 2. Comparing with Theorem 6 in [43], Theorem 4 is generic since it does not depend on the construction
method.
Theorem 4. Let f be an (n, n−1
k
+1, k−1) ZDB function of Type-A such that | f −1(0)| = 1. Then C f in (4) is an optimal
(n, n, n− k + 1, n − 1) n−1
k
+1 CWC.
Theorem 5. Let f be an (n, 2, k) ZDB function of Type-B in Theorem 2. Define b0 = | f −1(0)|. Then C f in (4) is an
optimal (n, n, n − k, n − b0)2 CWC where b0 = k or b0 = k + 1.
Note that the construction of code in Proposition 14 does not require the function should be defined over a cyclic
group. Since Proposition 9 and Proposition 12 give more parameters that Proposition 8 and Proposition 11. Only
Proposition 9 and Proposition 12 are considered when applying Theorem 4 and Theorem 5. Consequently, we obtain
many optimal CWCs. Some optimal CWCs are listed in Table 1. For more optimal CWCs, please see [2].
Corollary 17. Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are odd prime numbers, and r1, r2, . . . , rk are positive
integers. Then for any positive integers e such that e | gcd(pr1
1
− 1, pr2
2
− 1, · · · , prk
k
− 1), there exists an optimal
(n, n, n− e + 1, n − 1) n−1
e
+1 CWC.
Example 1. Let n = 11 and e = 5. Then an optimal (11, 11, 7, 10)3 CWC C1 is obtained from an (11, 3, 4) ZDB
function by Corollary 17, namely,
C1 = {12221212101, 21222120111, 22210111122, 22102211211, 12021121212, 21121112220, 12112122021,
20111222112, 11122201122, 01211221221, 11212012212}.
Corollary 18. Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are prime numbers, and r1, r2, . . . , rk are positive
integers. Denote R =
∏k
i=1 Fpri
i
. Then for any positive integer e such that e(e − 1) | gcd(pr1
1
− 1, pr2
2
− 1, · · · , prk
k
− 1),
there exists an optimal (en, en, en− e + 2, en − 1) en−1
e−1 +1
CWC.
Example 2. Let n = 7 and e = 3. Then an optimal (21, 21, 20, 20)11 CWC C2 is obtained from an (21, 11, 1) ZDB
function by Corollary 18, namely,
C2 = {2304467A876319A158952, 3443078759A26895611A2, 042235A89193856A76714,
43232A91158456779A860, 40324859A8727116A5693, 675A89801449736232A51,
78A95814530192A342766, A7819047386545291A326, 8591A15362468274039A7,
7915843825760A316942A, 6A9874064711382A95235, 323429156610AA8987574,
16857794803AA45223619, 985613252A8A494671037, A96716A27328548430195,
15A7623941A9264857308, 5679A34106982735A8241, 816A522A3957310786449,
91786A73942560132458A, 5A169562A237139044878, 224031667A54975819A83}.
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Corollary 19. Let n = p
r1
1
p
r2
2
· · · prk
k
, where p1 < p2 < · · · < pk are odd prime numbers, and r1, r2, . . . , rk are positive
integers. Then for any odd and positive integers e such that e | gcd(pr1
1
−1, pr2
2
−1, · · · , prk
k
−1), there exists an optimal
(n, n, n+1
2
, n−1
2
)2 CWC and an optimal (n, n,
n+1
2
, n+1
2
)2 CWC.
Example 3. Let n = 11 and e = 5. Then an optimal (11, 11, 6, 5)2 CWC C3 and an optimal (11, 11, 6, 6)2 CWC C4
are obtained from an (11, 2, 5) ZDB function by Corollary 19, namely,
C3 = {01110101000, 10111010000, 11100000011, 11001100100, 01010010101, 10010001110, 01001011010,
10000111001, 00011100011, 00100110110, 00101001101},
C4 = {01110101010, 10111011000, 11101000011, 11011100100, 01110010101, 10010001111, 01001011110,
11000111001, 00011110011, 10100110110, 00101101101}.
Table 1: Some Optimal (n, n, d,w)2 Constant Weight Codes
n d w A2(n, d,w) n d w A2(n, d,w)
5 4 4 5 5 4 5 5
7 4 4 7 7 4 5 7
7 6 6 7 7 6 7 7
9 8 8 9 9 8 9 9
11 6 6 11 11 6 7 11
11 10 10 11 11 10 11 11
13 10 10 13 13 10 11 13
13 12 12 13 13 12 13 13
15 14 14 15 15 14 15 15
17 16 16 17 17 16 17 17
19 10 10 19 19 10 11 19
19 16 16 19 19 16 17 19
19 18 18 19 19 18 19 19
23 12 12 23 23 12 13 23
27 14 14 27 27 14 15 27
31 16 16 31 31 16 17 31
3.3. Difference Systems of Sets
Difference systems of sets (DSS) are related with comma-free codes, authentication codes and secrete sharing
schemes [23, 37]. Let {D0,D1, . . . ,Dq−1} be disjoint subsets of an Abelian group (G,+). Denote |G| = n and |Di| = wi
for every i. Then {D0,D1, . . . ,Dq−1} is said to be an (n, {w0,w1, . . . ,wq−1}, λ) DSS if the multi-set
{x − y | x ∈ Di, y ∈ D j, 0 ≤ i , j ≤ q − 1 }
contains every nonzero element g ∈ G at least λ times. Moreover, a DSS is perfect if every non-zero element g appears
exactly λ times in the multi-set just mentioned above. It is required that
τq(n, λ) =
q−1∑
i=0
|Di|
as small as possible. A DSS is called optimal if the bound in Lemma 20 is met.
Lemma 20. [39] For an (n, [w0,w1, . . . ,wq−1], λ) DSS, we have
τq(n, λ) ≥
√
S QUARE(λ(n − 1) + ⌈ λ(n−1)
q−1 ⌉) ,
where S QUARE(x) denotes the smallest square number that is no less than x and ⌈x⌉ denotes the smallest integer
that no less that x.
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Remark 5. DSSs on non-cyclic groups are related to authentication codes and secret sharing schemes [23, 37].
In 2009, Ding gave a method to construct optimal DSSs from a ZDB function.
Proposition 21. [15] If f is an (n,m, λ) ZDB function from A to B. Denote f (A) = {b0, b1, . . . , bm−1}. Then
D = {Di | 0 ≤ i ≤ q − 1} (5)
is an (n, [w0,w1, . . . ,wm−1], n − λ) DSS if n ≥ mλ, where Di = {x ∈ A | f (x) = bi}, wi = |Di|.
To obtain optimal DSSs, we need the following lemmas to prove Theorem 6.
Lemma 22. Let a be a positive integer, and let b be a real number. ⌈x⌉ denotes the ceiling function. Then a < ⌈b⌉, if
and only if, a < b.
Proof. For some 0 ≤ ε < 1, we have
a < ⌈b⌉ ⇔ a ≤ ⌈b⌉ − 1 ⇔ a ≤ b + ε − 1
⇔ a ≤ b − (1 − ε) ⇔ a < b.
Lemma 23. Let a be a positive integer, and let b be a real number. ⌈x⌉ denotes the ceiling function. Then a ≥ ⌈b⌉, if
and only if, a ≥ b.
Theorem 6. In Proposition 21, the DSSD is optimal, if and only if n ≥ mλ − m + 2.
Proof. Note that m ≥ 2. If n ≥ mλ − m + 2, then n − 1 > m(λ − 1). That is n−λ
m−1 > λ − 1. Hence, we have
ρ(n − 1) + ⌈ρ(n − 1)
q − 1 ⌉
≥(n − λ)(n − 1) + (n − λ)(n − 1)
m − 1
=(n − 1)(n − λ + (n − λ)(n − 1)
m − 1 )
>(n − 1)(n − λ + λ − 1)
=(n − 1)2,
where q = m and ρ = n − λ. Since τq(n, ρ) = n, it follows from Lemma 20 that√
S QUARE(ρ(n − 1) + ⌈ρ(n − 1)
q − 1 ⌉) = n.
Therefore, D meets the bound in Lemma 20.
Conversely, if D is optimal, then we have√
S QUARE((n − λ)(n − 1) + ⌈ (n − λ)(n − 1)
m − 1 ⌉) = n.
That is
(n − λ)(n − 1) + ⌈ (n − λ)(n − 1)
m − 1 ⌉ > (n − 1)
2.
According to Lemma 22, we can get
(n − λ)(n − 1) + (n − λ)(n − 1)
m − 1 > (n − 1)
2,
which leads to n − 1 > m(λ − 1). Finally we have n ≥ mλ − m + 2.
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Remark 6. Since N-ZDB function is a special case of ZD function, Theorem 6 is a generalization of Theorem 5.12
in [42].
Remark 7. When the ZD function f is also a ZDB function, the condition of the constructed DSSs being optimal in
this paper, is weaker than that in Proposition 21 [15] (see also [49, Lemma 6]). If m ≥ 2, then n ≥ mλ − m + 2 which
implies n ≥ mλ.
As a result, it improves Theorem 7 in [43] a bit. Moreover, Theorem 7 does not depend on the construction method
and will give more optimal DSSs.
Lemma 24. [43, Theorem 7] Let f be an (n, n−1
k
+ 1, k − 1) ZDB function of Theorem 3 in [43]. Then the DSS
constructed by the method in Proposition 21 is optimal if n ≥ (k − 1)2.
Theorem 7. Let f be an (n, n−1
k
+ 1, k − 1) ZDB function. Then the DSS constructed by the method in Proposition 21
is optimal if n ≥ k(k−1)
2
+ 1.
Example 4. Using the notations in Proposition 7, put R = Z11 and G = 〈4〉. Then the group G of order 5 satisfies
Condition (3). Hence there is an (11, 3, 4) ZDB function f which lead to an (11, [1, 5, 5], 7)DSS. Obviously this DSS
is optimal. It is easy to check that f satisfies the condition in Theorem 7, but not the condition in Lemma 24.
No matter it is Type-A or Type-B, a ZD function may be used to construct an optimal DSS. Several classes of
optimal DSSs are obtained by ZD functions in Theorem 2.
Theorem 8. Let f be an (n, n−1
k
, S ) ZD function in Theorem 2 such that k = maxx∈S x. Then the DSS D in Proposi-
tion 21 is optimal. Moreover, it is perfect if f is a ZDB function.
Corollary 25. [42, Theorem 5.13] Let n be an positive integer with the following factorization n =
∏r
i=1 p
ei
i
, where
pi are odd prime numbers, ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an odd integer such that e | pi − 1 for
every i. Then there exists an optimal (n, [e, e, . . . , e︸     ︷︷     ︸
n−1
e
−1 times
, e + 1], n − e) DSS over (Zn,+).
Corollary 26. Let n be an positive integer with the following factorization n =
∏r
i=1 p
ei
i
, where pi are prime numbers,
ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an odd integer such that e | peii − 1 for every i. Then there exists
an optimal (n, [e, e, . . . , e︸     ︷︷     ︸
n−1
e
−1 times
, e + 1], n − e) DSS over (∏ri=1 Fpei
i
,+).
Corollary 27. Let n be an positive integer with the following factorization n =
∏r
i=1 p
ei
i
, where pi are odd prime
numbers, ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an odd integer such that e(e − 1) | pi − 1 for every i.
Then there exists an optimal (en, [e − 1, e − 1, . . . , e − 1︸                     ︷︷                     ︸
en−1
e−1 −1 times
, e], en − e + 1) DSS over (Zen,+).
Corollary 28. Let n be an positive integer with the following factorization n =
∏r
i=1 p
ei
i
, where pi are prime numbers,
ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an odd integer such that e(e − 1) | peii − 1 for every i. Then there
exists an optimal (en, [e − 1, e − 1, . . . , e − 1︸                     ︷︷                     ︸
en−1
e−1 −1 times
, e], en − e + 1) DSSs over (Ze ×
∏r
i=1 Fpei
i
,+).
Remark 8. Corollary 26 is a generalizations of Theorem 5.13 in [42] and provide more optimal DSSs with new
parameters. In the following, Example 5 can not be obtained by Theorem 5.13 in [42].
Example 5. In Theorem 8, put n = 32 × 5 = 45 and e = 4. Then we obtain an optimal (45, [4, 4, . . . , 4︸      ︷︷      ︸
10 times
, 5], 41)DSS.
We summarize some known optimal DSSs in Table 2 where p and q denote a prime number and a prime power,
respectively.
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Table 2: Some known optimal DSSs with parameters (n, [w0,w1, . . . ,wM−1], ρ)
n w0,w1, . . . ,wM−1 ρ Constraints Reference.
q2 + 1 w0,w1, . . . ,wq−1 q2 − q m ∈ Z+ and q = 2m [14, Proposition 10]
q w0,w1, . . . ,wd−1 q − q−dd d | q [14, Proposition 7]
p2 2p − 1, p − 1, . . . , p − 1 p2 − p − [15, Corollary 8]
qm−1
N
w0,w1, . . . ,wq−1
qm−1(q−1)
N
N | q − 1 and gcd(N,m) = 1 [15, Theorem 9]
qm w0,w1, . . . ,w qm−1
d
qm − d + 1 d | q − 1 [16, Proposition 14]
q2 + q + 1 w0,w1, . . . ,wq−1 q2 + 2 − [16, Proposition 22]
qm − 1 w0,w1, . . . ,wqs−1 qm − qm−s 1 ≤ s ≤ m [49, Corollary 1]
t
qm−1
N
w0,w1, . . . ,wqs−1 t
qm−qm−s
N
N | q − 1, gcd(N,m) = 1,
1 ≤ t ≤ N and 1 ≤ s ≤ m [49, Theorem 6]
n 1, e, e, . . . , e n − e + 1 n =
∏k
i=1 p
ei
i
> 3, pi is odd prime
and e | (pi − 1) for all i [5, Theorem 1]
ev 1, e − 1, e − 1, . . . , e − 1 ev − e + 2 v =
∏k
i=1 p
ei
i
, pi is odd prime
and e(e − 1) | (pi − 1) for all i [6, Theorem 1]
n 1, e, e, . . . , e n − e + 1 n =
∏k
i=1 p
ei
i
, n ≥ (m − 1)2
and e | (pei
i
− 1) for all i [43, Theorem 7]
n e + 1, e, e, . . . , e n − e n =
∏k
i=1 p
ei
i
, pi is odd prime,
e is odd and e | (pi − 1) for all i [42, Theorem 5.13]
ev
1, e − 1, e − 1, . . . , e − 1,
e − 2, e − 2, . . . , e − 2 ev − e + 2
v =
∏k
i=1 p
ei
i
, pi is odd prime,e ≥ 3,
(e − 2) | (pi − 1) and e | (pi − 1) for all i [42, Theorem 5.14]
ev
e − 1, e − 1, . . . , e − 1,
e − 2, e − 2, . . . , e − 2 ev − e + 2
v =
∏k
i=1 p
ei
i
, pi is odd prime,
e is odd with e ≥ 3,
(e − 2) | (pi − 1) and e | (pi − 1) for all i
[42, Theorem 5.15]
n e + 1, e, e, . . . , e n − e n =
∏k
i=1 p
ei
i
, pi is odd prime,
e is odd and e | (pei
i
− 1) for all i Corollary 25
ev e, e − 1, e − 1, . . . , e − 1 ev − e + 1 v =
∏k
i=1 p
ei
i
, pi is odd prime,
e is odd and e(e − 1) | (pi − 1) for all i Corollary 26
∗
ev e, e − 1, e − 1, . . . , e − 1 ev − e + 1 v =
∏k
i=1 p
ei
i
, pi is odd prime,
e is odd and e(e − 1) | (pei
i
− 1) for all i Corollary 27
∗
3.4. Frequency-hopping Sequences
For any two sequences X, Y of length n over an alphabet B. The Hamming correlation HX,Y is defined as
HX,Y (t) =
n−1∑
i=0
h[xi, y(i+t) (mod n)], 0 ≤ t < n
where h[a, b] = 1 if a = b, and 0 otherwise. Frequency-hopping sequences (FHS) are the sequences such that the
hamming autocorrelation is as small as possible. Lempel and Greenberger gave a lower bound in 1974 [29]. Let
(n,m, λ) denote an FHS X of length n over an alphabet of size m with λ = H(X). An FHS is optimal if the bound in
Lemma 29 is met.
Lemma 29. [29] For any FHS X of length n over an alphabet of size m, define
H(X) = max
1≤t<n
{HX,X(t)},
then
H(X) ≥ ⌈ (n − ǫ)(n + ǫ − m)
m(n − 1) ⌉, (6)
where ǫ is the least nonnegative residue of n modulo m and ⌈x⌉ denotes the smallest integer that no less that x.
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In 2014, Wang and Zhou gave a method to construct FHSs by a ZDB function.
Proposition 30. [40, Lemma 5.3] Let f be an (n,m, S ) ZDB function from a cyclic group (A,+) to a group (B,+).
Then T = { f (iα)}n−1
i=0
is an (n,m, λ) FHS, where α is a generator of A and λ = maxx∈S x.
Remark 9. The criteria of optimality in this subsection is different from that in [33]. In this subsection, we call an
FHS is optimal with respect to the bound in Lemma 29. In [33], they call an FHS is optimal with respect to a set of
FHSs (see Lemma 12 in [33]).
Theorem 5.5, Theorem 5.6 and Theorem 5.7 in [42] imply that, a ZD function f is not necessary ZDB to obtain
optimal FHS. In order to characterize such ZD functions, we will give the conditions of the constructed FHSs being
optimal is given as follows.
Theorem 9. In proposition 30, the FHS T is optimal, if and only if, 0 ≤ λ − C < 1, where C = (n−ǫ)(n+ǫ−m)
m(n−1) and
n = km + ǫ with 0 ≤ ǫ < m.
Proof. If the FHS T is optimal, then we have
λ = ⌈C⌉.
Thus
λ < ⌈C⌉ + δ.
where 0 < δ = C + 1 − ⌈C⌉ ≤ 1. Note that ⌈C⌉ = C + 1 − δ. Hence
λ < C + 1.
It follows from Lemma 2 that λ ≥ C. Therefore, 0 ≤ λ −C < 1.
Conversely, if 0 ≤ λ −C < 1, then we have
λ < C + 1.
Denote 0 < δ = C + 1 − ⌈C⌉ ≤ 1. Note that C = ⌈C⌉ − 1 + δ. Hence
λ < C + 1 = ⌈C⌉ − 1 + δ + 1 = ⌈C⌉ + δ.
Thus
λ ≤ ⌈C⌉.
It follows from Lemma 29 that λ ≥ ⌈C⌉. Therefore, λ = ⌈C⌉, i.e., the FHS T is optimal.
Remark 10. Since N-ZDB function is a special case of ZD function, Theorem 9 is a generalization of Lemma 5.4,
Theorem 5.5, Theorem 5.6 and Theorem 5.7 in [42].
Note that 0 ≤ λ − C = δ1 + δ2 < 1, where δ1 = λ − λ and δ2 = λ − C. For an (n,m, S ) ZD function with
λ − C < 1, it implies that the deviation δ1 of the zero-difference distribution S should be not too great, and that the
distance δ2 between the preimage distribution λ =
(
∑
b∈B r2b)−n
n−1 of function f and the idea balanced preimage distribution
C =
minrb ,b∈B
∑
b∈B r2b−n
n−1 should be not too great. Furthermore, the upper bound of the sum of δ1 + δ2 is 1. Therefore, λ is
a bridge connecting the zero-difference property and the preimage distribution.
According to Lemma 5, C = λ if f is almost balanced. Thus we only consider a special class of ZD functions
which are almost balanced, namely, Type-B. For a ZD function of Type-B, λ − C < 1 is equivalent to λ − λ < 1.
Definition 3. A function f from A onto B is almost balanced (AB) if for b ∈ B, wb = k for m − ǫ times and wb = k + 1
for the other ǫ times, where wb = |{x ∈ A | f (x) = b}|, n = |A|, m = |B| and n = km + ǫ with 0 ≤ ǫ < m.
Theorem 10. Let f be an (n,m, S ) ZD and AB function. Then the FHS T in Proposition 30 is optimal if and only if
λ − λ < 1 where λ = maxx∈S x and λ is defined in (1).
Theorem 11. Let f be an (n, n−1
k
, S ) ZD functions in Theorem 2 such that k = maxx∈S x. Then the FHS T in
Proposition 30 is optimal.
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Proof. Obviously, f is Type-B and thus AB. From the proof of Theorem 2, we have
λ = k − 1 + 2k
n − 1 .
As n−1
k
≥ 2, it is easy to see that 0 < 2k
n−1 ≤ 1 and 0 ≤ 1 − 2kn−1 < 1. It follows that
0 ≤ λ − λ = k − (k − 1 + 2k
n − 1 ) = 1 −
2k
n − 1 < 1.
It completes the proof by Theorem 10.
Remark 11. From the conclusion of Theorem 2, if k = maxx∈S x, then it must be D = ∅. According to Lemma 10, it
requires that k must be odd if the characteristic of the underlying ring is not 2.
Using the above theorems, it is easy to obtain optimal FHSs from ZD functions.
Corollary 31. [42, Theorem 5.5] Let n be an positive integer with the following factorization
n =
r∏
i=1
p
ei
i
,
where pi are prime numbers, ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an odd integer such that e | pi − 1
for every i. Then there exist optimal (n, n−1
e
, e − 1) FHSs over (Zn,+).
Corollary 32. Let n be an positive integer with the following factorization
n =
r∏
i=1
p
ei
i
,
where pi are prime numbers, ei are positive integers (i = 1, 2 . . . , r). Let e ≥ 2 be an even integer such that e | pi − 1
for every i. Then there exist optimal (en, en−1
e−1 , e − 2) FHSs over (Zen,+).
Example 6. Let n = 13 and e = 4. Then an optimal (52, 17, 3) FHS T1 is obtained from an (52, 17, {2, 3}) ZD function
by Corollary 32, namely,
T1 = {1, 0, 0, 0, 1, 6, 7, 8, 4, 9, 10, 11, 1, 10, 11, 12, 2, 13, 14, 15, 4, 5, 6, 7, 4, 14, 15, 16, 3, 16, 13, 14, 3, 7, 8,
5, 1, 15, 16, 13, 2, 12, 9, 10, 3, 11, 12, 9, 2, 8, 5, 6}.
To end this subsection, we summarize some known optimal FHSs in Table 3.
4. Conclusion
In this paper, we have proposed a concept called zero-difference (ZD) as a generalization of zero-difference bal-
anced (ZDB) by eliminating the ”balanced” requirement on ”zero-difference”. Then we discussed some properties of
ZD functions and construct ZD functions of Type-B from ZDB functions of Type-A by change point technic. Finally
we show that these ZD functions can be used to construction optimal objects such as optimal CWCs, optimal DSSs
and FHSs.
Using ZDB functions, many authors gave the conditions of the constructed CWCs, DSSs and FHSs being optimal.
It is interesting that by our change point technic, the ZD functions obtained by those ZDB function can construct
optimal CWCs, DSSs and FHSs without any conditions. The main reason is that these ZD functions are Type-B and
hence almost balanced while those ZDB functions are Type-A and not balanced enough. Moreover, according to the
”philosophy” proposed by Buratti and Jungnickel [3], our ZD functions have no blocks of size 1 or 2 and possess
relatively small difference between the smallest and largest block sizes. Thus these ZD functions can be viewed as the
suboptimal function if no balanced ZDB functions with the same parameter exists.
In the future work, we are expected to construct more optimal CWC, DSS and FHS. For further applications in
these areas, we have to investigate other requirements for these objects. They would impose other restrictions on the
underlying functions. For example, there are bounds for a set of FHSs while only one bound of a FHS is considered
in the paper.
16
Table 3: Some known optimal FHSs with parameters (n,m, λ)
n m λ Constraints Reference.
p e f p = e f + 1 is prime, e is even and f is odd [9, Corollary 2]
p e + 1 f − 1 p = e f + 1 is prime and 2 ≤ f ≤ e + 2 [9, Corollary 3]
p L 2g p = 2Lg + 1 is an odd prime number and p ≡ 3 (mod 4) [12, Theorem 7]
p L + 1 2g − 1 p = 2Lg + 1 is an odd prime number,
p ≡ 3 (mod 4), g is odd and 3 ≤ g ≤ L+3
2
[12, Theorem 9]
p2 p p p is prime [28, Theorem 2]
pt − 1 pk pt−k − 1 p is prime and 1 ≤ k ≤ t [29, Theorem 2]
pr
pr−1
f
f p = e f + 1 is an odd prime number and f is odd [32, Theorem 3.1]
pr
pr−1
f
+ 1 f − 1 p = e f + 1 is an odd prime number [32, Theorem 3.2]
q − 1 e f q = e f + 1 is a prime power and f is even [17, Theorem 4]
q − 1 e + 1 f − 1 q = e f + 1 is a prime power [17, Theorem 5]
qr−1
l
q
qr−1−1
l
q is a prime power, l | (q − 1) and gcd(l, qr−1
q−1 ) = 1 [17, Theorem 5]
n n−1
e
+ 1 e − 1 n =
∏k
i=1 p
ei
i
, pi is odd and prime,
e | pi − 1, for 1 ≤ i ≤ k. k > 1 or k = 1 with n−1e ≥ e
[46, Corollary 2]
n n−1
e
e
n =
∏k
i=1 p
ei
i
, pi are odd and prime,
e is odd and e | (pi − 1), for 1 ≤ i ≤ k. [42, Theorem 5.5]
ev ev−1
e−1 + 1 e − 2
v =
∏k
i=1 p
ei
i
, pi are odd and prime,
e ≥ 3 and e(e − 1) | (pi − 1), 1 ≤ i ≤ k [46, Theorem 3]
ev
(e−1)v−1
e−2 + 1 e − 2
v =
∏k
i=1 p
ei
i
, pi are odd and prime,
e ≥ 3, e | (pi − 1) and (e − 2) | (pi − 1), for 1 ≤ i ≤ k [42, Theorem 5.6]
ev
(e−1)v−1
e−2 e − 2
v =
∏k
i=1 p
ei
i
, pi are odd and prime, e is odd,
e ≥ 3, e | (pi − 1) and (e − 2) | (pi − 1), for 1 ≤ i ≤ k [42, Theorem 5.7]
ev ev−1
e−1 e − 2
v =
∏k
i=1 p
ei
i
, pi are odd and prime, e is even
and e(e − 1) | (pi − 1), 1 ≤ i ≤ k Corollary 32
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