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Fabio Bellavia and Carlo Colombo
Abstract—sGLOH (shifting GLOH) is a histogram-based keypoint descriptor that can be associated to multiple quantized rotations of
the keypoint patch without any recomputation. This property can be exploited to define the best distance between two descriptor
vectors, thus avoiding computing the dominant orientation. In addition, sGLOH can reject incongruous correspondences by adding a
global constraint on the rotations either as an a priori knowledge or based on the data. This paper thoroughly reconsiders sGLOH and
improves it in terms of robustness, speed and descriptor dimension. The revised sGLOH embeds more quantized rotations, thus
yielding more correct matches. A novel fast matching scheme is also designed, which significantly reduces both computation time and
memory usage. In addition, a new binarization technique based on comparisons inside each descriptor histogram is defined, yielding a
more compact, faster, yet robust alternative. Results on an exhaustive comparative experimental evaluation show that the revised
sGLOH descriptor incorporating the above ideas and combining them according to task requirements, improves in most cases the state
of the art in both image matching and object recognition.
Index Terms—Keypoint matching, SIFT, sGLOH, RFDs, LIOP, MIOP, MROGH, CNN descriptors, rotation invariant descriptors, histogram
binarization, cascade matching
Ç
1 INTRODUCTION
FINDING correspondences between image keypoints is acrucial step in many 3D computer vision applications
such as Structure from Motion (SfM) [1] and Simultaneous
Localization And Mapping (SLAM) [2], as well as in object
detection [3], recognition [4], tracking [5] and classification [6].
Keypoint descriptors are numerical vectors that encode
the local properties of the keypoint image neighborhood.
Good keypoints and descriptors [7] must be robust against
several image transformations, such as geometric affine
warping, blur and luminosity changes, while keeping high
discriminative power. Furthermore, they must be fast, effi-
cient to compute and relatively compact, especially in the
case of real-time applications and devices with limited
hardware capabilities.
Before computing the descriptor, the image patch repre-
senting the keypoint is usually normalized [8]. For instance,
in the case of modern affine keypoint detectors [9], the ellip-
tic region representing the keypoint is transformed into
a unit circle and rotated according to the dominant orienta-
tion of the patch in order to achieve geometric affine invari-
ance. Finally, the pixel intensities are normalized according
to their mean and variance to make the patch invariant to
affine luminosity changes.
The estimation of the dominant orientation can be often
unreliable [10], [11], [12]. In this respect, recent rotation
invariant descriptors such as Local Intensity Order Pattern
(LIOP) [13], Mixed Intensity Order Pattern (MIOP) [14] and
Multi-Support Region Order-Based Gradient Histogram
(MROGH) [10] are more robust than the popular Scale
Invariant Feature Transform (SIFT) descriptor [3].
The sGLOH (shifting GLOH) descriptor [11] is a histo-
gram-based keypoint descriptor that can be associated to
multiple quantized rotations of the keypoint patch by a
cyclic shift of the descriptor vector without any recomputa-
tion. This property can be exploited to define the best
distance between two descriptor vectors among all those
induced by the quantized rotations, thus avoiding alto-
gether computing the dominant orientation. Furthermore,
using sGLOH, incongruous correspondences can be rejected
by adding a global constraint on the rotations either as an a
priori knowledge or according to the data. This process is
similar to applying the generalized Hough transform [15]
for image rotations in the context of keypoint matching.
This paper thoroughly reconsiders the basic sGLOH
matching strategies and improves them in terms of correct
matches, speed and descriptor dimension. In particular, as
first anticipated in [16], the improved sGLOH is able to
embed more quantized rotations, while avoiding decreasing
the area used for each local gradient histogram, which
would lead to a loss of its discriminative power. Since
such refined rotation quantization increases the number of
matched correspondences but also the computing time, a
faster and more efficient approximated matching scheme is
presented in this paper. The proposed method uses statisti-
cal clues accumulated at run-time in order to drop matching
pairs which are unlikely to be correct. Without computing
the full descriptor distance, this yields a very close yet faster
approximation of the original matching strategy.
Additionally, a novel binary version of sGLOH, named
BisGLOH, is defined based on comparisons inside the
descriptor histograms, which still incorporates several patch
rotations into shifts of the descriptor vector. Although its
discriminative power is somewhat reduced, the BisGLOH
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interestingly gives a compact and fast, yet valid, descriptor
based on the Hamming distance.
Results on an extensive evaluation onboth imagematching
and object recognition show the validity of the proposed
approaches as compared to the state-of-the-art descriptors.
These include the popular andwell investigated SIFT descrip-
tor, the rotational invariant LIOP, MIOP and MROGH
descriptors, the recent learning-based binary Receptive Fields
Descriptors (RFDs) [17] and two emerging approaches based
on convolutional neural networks (CNNs) [18], [19]. Beside a
standard evaluation in the case of planar scenes on the Oxford
dataset [8] and the recent Viewpoint dataset [19], descriptors
behavior is analyzed on four non-planar scene datasets using
respectively the approximated overlap error [11], [20], struc-
tured light 3D data [21], epipolar constraints between triplets
of calibrated views [22] and patches extracted using SfM [23].
Furthemore, descriptor properties in the case of object
retrieval tests [10], [17] are also investigated through the
ZuBuD [24] and Kentucky [25] datasets. Running time and
implementation issues are also discussed in detail.
The rest of the paper is organized as follows: Related
work is presented in Section 2, while the original sGLOH
descriptor is introduced in Section 3. The proposed exten-
sions are discussed in Section 4 and evaluation results are
presented in Section 5. Finally, conclusions and future work
are outlined in Section 6.
2 RELATED WORK
Research on keypoint descriptors has experienced a strong
and constant interest due to the ever increasing proliferation
of computer vision applications, continuously demanding
better and more efficient solutions. Keypoint descriptors are
related to keypoint detectors, evolving concurrently upon
the concepts of corners, blobs, saliency, scale-space and
affine covariant transformations. The reader may refer to [7]
for a general overview.
Most of today’s descriptors are distribution-based [8],
i.e., they compute a statistic for given regions of the key-
point patch, such as the gradient histogram or binary com-
parisons between pixel intensities. The rank and census
transforms [26] can be considered the precursors of these
descriptors.
Recently, accordingly to some authors [17], descriptors
can be further divided into handcrafted and data driven.
Data driven descriptors use machine learning techniques on
training sets to extract the descriptor configuration or its
structural design. Reducing the descriptor vector length by
Principal Component Analysis (PCA) [27] may be consid-
ered as an early example of this kind of descriptors.
One of the most popular and yet still valid histogram-
based descriptors is SIFT [3]. This descriptor considers the
concatenation of the Gaussian-weighted gradient histo-
grams associated to square regions into which the keypoint
patch is divided. Rotation invariance is usually obtained by
preprocessing the patch by rotating it towards the dominant
gradient orientation, even though other methods exist [12],
[28], [29], [30], [31].
Several descriptors have been built upon SIFT. PCA-
SIFT [27] applies PCA to the descriptor vector in order to
reduce the dimension and increase its robustness. Rotation
Invariant Feature Transform (RIFT) [32] uses rings instead
of square grid regions in order to achieve rotational invari-
ance. A log-polar grid and PCA are employed with
Gradient Local Orientation Histogram (GLOH) [8] and
overlapping regions in [9]. The Manhattan norm instead of
the Euclidean norm in conjunction with the Bhattacharyya
distance is reported to improve RootSIFT [33]. Multiple sup-
port regions [34] are successfully employed by MROGH [10]
with intensity order pooling to achieve rotational invari-
ance. Recently, Domain Size Pooling SIFT (DSP-SIFT) [35]
reports better results compared to SIFT by pooling gradient
orientations across different domain sizes, i.e., properly
weighted SIFT histograms for distinct scales are merged
together. Furthermore, ASIFT [36] compensates high per-
spective image distortions by using SIFT on multiple virtu-
ally generated views. This last idea is further developed
in [37], with the descriptor subspace representation of mul-
tiple SIFT vectors computed at different scales.
Other histogram-based descriptors worth mentioning are
the rotational invariant LIOP [13]with intensity order pooling
and histograms computed on the relative order of neighbor
pixels, and the Center Symmetric Local Binary Pattern (CS-
LBP) [38], where histograms arise from the distribution of the
intensity comparisons among center symmetric pixels. More
recently, promising results have been reported with Mixed
Intensity Order Pattern (MIOP) [14], obtained by applying
PCA to the concatenation of the LIOP descriptor with the
recent Overall Intensity Order Pattern (OIOP) [14], whose his-
tograms encode the distribution of the intensity values of the
ordered neighborhood pixels for each pixel of the patch. The
fast Speeding-UpRobust Features (SURF) [28] andDAISY [39]
descriptors are based respectively on Haar wavelets and
Gaussian convolution.
Binary descriptors represent the state of the art of the cur-
rent research towards efficient, fast, compact and yet suffi-
ciently robust descriptors, demanded by the diffusion of
real-time computer vision applications and devices with
limited hardware capabilities. The robustness of binary
descriptors is still noticeably inferior to that of histogram-
based descriptors, although this gap is being filled nowa-
days [40]. Nevertheless, binary descriptors are faster and
computationally more efficient [41].
Binary Robust Independent Elementary Features (BRIEF)
[42], is based on binary comparisons between the intensities
of random pixel pairs. With respect to BRIEF, Oriented-FAST
and Rotated BRIEF (ORB) [30] compensates for patch rota-
tions and chooses pixel comparison pairs byminimizing their
correlation on training data. Binary Robust Invariant Scalable
Keypoints (BRISK) [29] uses a handcrafted polar sampling
pattern where short distance pixel pairs are used for the
comparisons, and long pairs to determine patch orientation.
Fast Retina Keypoint (FREAK) [31] further adds a matching
pair selection likeORB and a cascade fast comparison to accel-
erate the matching process. Binary comparisons can also be
built upon existent descriptors. For instance, BInarization of
Gradient Orientation Histograms (BIG-OH) [43] gets a binary
descriptor from the comparison of successive SIFT gradient
orientation histogram bins. In [44], concatenations of succes-
sive thresholding results of the sampling pattern are used to
mimic the quantizationmechanism.
Data driven descriptors have also been investigated for
designing efficient and compact descriptors. In the case of
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non-binary descriptors, beside the PCA-SIFT, linear dis-
criminant embedding has been applied to reduce the
descriptor dimension [45], while the recent Affine Subspace
Representation (ASR) [46] has been used without affine
normalization of the keypoint patch. Binary data driven
descriptors exist as well. Linear Discriminant Analysis
Hashing (LDAHash) [47] defines thresholds on SIFT linear
projections, while Boosted Gradient Map (BGM) [48] and
RDFs [17] threshold on the patch gradient map, parameters
are learned from training data. Recently, Learned Arrange-
ments of Three Patch Codes (LATCH) [49] compares
learned sub-patch triplets, while in [18], [19] CNNs are
trained respectively to assign the reference orientation and
to define a full descriptor. Binary Online Learned Descriptor
(BOLD) [40] defines a binary mask so that only the descrip-
tor vector elements minimizing the intra-class variance on
affine warps of the original patch are used in the matching.
Accumulated Stability Voting (ASV) [50] is obtained by
thresholding the differences between descriptor vectors
(e.g., SIFTs) for the same patch at different scales and sum-
ming up the results.
Using of a good distancemetric is also crucial for matching
descriptors, as can be noted by the strong relation between
subspace reprojection of data-driven approaches [27], [45]
and cross-bin histogramdissimilaritymeasure [51]. Euclidean
and Manhattan distances are the most common choices
for non-binary descriptors, while the fast Hamming distance
is frequently used instead for binary vectors, although other
choices are possible [51], [52].
The huge growth of keypoint descriptor database
demanded by current applications has required the design
of fast and efficient matching strategies. Beside the kd-tree
search [53], cascade matching filtering [31], [54] rejects
a putative match by a partial, incremental, fast analysis of
the descriptor vector pairs, under the observation that some
vector elements are more informative than others. A similar
approach is explored in SIFT Handed Hierarchical Match-
ing (SIFT-HHM) [55], where the most informative SIFT vec-
tor elements and the corresponding distance thresholds are
learned off-line. Furthermore, Multi-Resolution Exhaustive
Search (MRES) [56] employs a hierarchical matching on
increasing resolution levels, with a single threshold esti-
mated from a run-time sample of matching pairs.
3 THE SGLOH DESCRIPTOR
The sGLOH descriptor grid is made up of nm regions
Rr;d with r ¼ f0; 1; . . . ; n 1g and d ¼ f0; 1; . . . ; m 1g,
defined by n rings centred on the keypoint, each contain-
ing m sectors, equally distributed along m directions (see
Fig. 1). For each region Rr;d, the histogram of m quan-
tized orientations weighted by the gradient magnitude is
computed. The bin value hir;d, i ¼ 0; 1; . . .; m 1, is
obtained by the Gaussian kernel density estimation for
that region
hir;d ¼
1ffiffiffiffiffi
2p
p
s
X
x2Rr;d
k rIðxÞ k e
M2p urIðxÞmið Þð Þ2
2s2 ; (1)
where k rIðxÞ k and urIðxÞ are respectively the image gradi-
ent magnitude and orientation at pixel x 2 Rr;d, mi ¼ 2pm i is
the ith orientation bin center and s ¼ 2pm c, with c 2 Rþ the
standard deviation in quantized orientation bin units. The
functionM2pðxÞ is used to take into account a periodicity of
length 2p
M2pðxÞ ¼ x if x < p2p x otherwise:

(2)
In modular arithmetic, the relation a  b ðmodmÞ defines
the congruence class ½am, so that ½dþ im shifts cyclically by
d positions the ith element of a m dimensional vector. We
define a block histogram
Htr;d ¼ 
m1
i¼0
h
½tþim
r;d ; (3)
where  is the concatenation operator, so that the first bin of
each block has direction 2pm t. By concatenating the block his-
tograms Htr;d of each region Rr;d so that t ¼ d, the vector _H
is obtained
_H ¼ n1
i¼0
m1
j¼0
Hji;j; (4)
which becomes in a more simple notation _H ¼ ½ _h1; _h2; . . . ;
_hl, with l ¼ m2n. The final descriptor vector H ¼ ½h1;
h2; . . . ; hl is obtained after unit length normalization on L1
and quantization to q levels
hi ¼
_hiPl
j¼1 _hj
q
$ %
: (5)
A patch rotation by a factor ak, with a ¼ 2pm , corresponds to a
cyclic shift of the block histograms for each ring, without
any vector element recomputation (see again Fig. 1)
Hak ¼ 
n1
i¼0
m1
j¼0
Hji;½kþjm: (6)
In this sense, the sGLOH descriptor packs m different
descriptors of the same patch at different orientations so
Fig. 1. Rotation of an image patch by a factor 2pm with the superimposed
sGLOH grid (left), which corresponds to a cyclic shift of the block histo-
gram of each ring (right). In the example n ¼ 2 and m ¼ 4, color labels
on the patch grid identify the corresponding block histograms on the
descriptor (best viewed in color).
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that two descriptor vectorsH andH are compared using the
distance
bDðH;HÞ ¼ min
k¼0;...;m1
DðH;HakÞ (7)
induced by a generic distance D, such as the Euclidean or
Manhattan distance. Note that it also holds that
bDðH;HÞ ¼ min
k;k0
DðHak0 ; HakÞ; (8)
where both k and k0 range in 0; . . . ;m 1, since relative
rotations are involved so that
DðH;HakÞ ¼ DðH;Ha½kmÞ: (9)
For the best setup [11], n ¼ 2 and m ¼ 8, so that l ¼ 128 and
a ¼ 45. Furthermore, c ¼ 0:7, q ¼ 512 and the patch radii
of the circular grid are set to 12 and 20 so that the normal-
ized patch size is 41 41 pixels, following the indications
of [8] already adopted for other histogram-based descrip-
tors such as PCA-SIFT, LIOP and MROGH. With respect to
the original implementation described in [11], we found
that using a look-up table for storing the exponential weight
values required by Eq. (1), dramatically reduces the compu-
tation of about one half with no loss in the final descriptor
robustness.
Specific matching strategies can be arranged by exploit-
ing the additional orientation information provided by
limiting the rotations to check [11]. This can reduce the
number of wrong matches, since some of these are dropped
and cannot be selected by chance. Doing this either a priori
or according to image context, gives rise respectively to the
shifting Constrained Orientation (sCOr) and shifting Global
Orientation (sGOr) matching strategies. sCOr constrains the
range of orientations to be checked up to the first clockwise
and counterclockwise discrete rotations, i.e., k ¼ m 1; 0; 1
in Eq. (7), handling an increase in patch rotation up to
	45, which is enough for most practical applications,
such as automotive SLAM, SfM and mosaicing (nowadays
cameras or phones automatically adjust the image orienta-
tion, limiting rotation errors to no more than 	45 degree).
Similarly, sGOr uses the information provided by scene
context to provide a global reference orientation, under
the reasonable assumption that all keypoints of the scene
undergo roughly the same rotation ag, not known a priori.
The range of discrete orientations in Eq. (7) is modified
to k ¼ ½g 1m; g; ½gþ 1m, where g 2 f0; 1; . . . ;m 1g can
be estimated according to the most probable relative orien-
tation among all matches, as follows. Given two images,
the relative orientation k
? ðH;SÞ of the best match pair
containing the descriptor vector H and any other H in the
other image is
k
? ðH;SÞ ¼ argmin
k¼0;1;...;m1
H2S
DðH;HakÞ; (10)
where S is the set of descriptor vectors of the other image.
The histogram of the relative orientations is defined so that
the bin zk counts the number of the best matches with rela-
tive discrete orientation ak
zk ¼
X
H12S1
fðk ¼ ½k? ðH1; S2ÞmÞ
þ
X
H22S2
fðk ¼ ½k? ðH2; S1ÞmÞ;
(11)
where fðWÞ is the indicator function (i.e., f ¼ 0=1 if W is
false/true respectively). S1 and S2 are the sets of descriptor
vectors for the images I1 and I2 respectively. The value of g
is finally given by
g ¼ argmax
k¼0;1;...;m1
zk: (12)
Consistently with the definition of g, wrong matches are dis-
tributed uniformly across the bins zk, while correct matches
follow a Gaussian distribution centered in zg.
4 THE REVISED SGLOH DESCRIPTOR
4.1 Doubled sGLOH
The sGLOH descriptor, especially if coupled with the sCOr
and sGOr matching strategies, obtains results comparable
with state-of-the-art descriptors [11], but can suffer of per-
formance degradations when the relative rotation between
the patches approaches the one between two discrete rota-
tions, i.e., it is of the form k 2pm þ pm for k ¼ 0; . . . ;m 1.
To fix this issue, a novel doubled sGLOH descriptor
H
? ¼ H1H2 is defined, concatenating the standard
sGLOH descriptor of the patchH1 with the sGLOH descrip-
tor H2 obtained after applying a rotation of pm to the patch.
The proposed descriptor, referred to as sGLOH2, can han-
dle up to 2m discrete rotations of pm degrees. Note that this
design is more advantageous than imposing 2m directions
in the sGLOH setup (see Section 3), as in the latter case
smaller discriminative regions and more noisy histograms
would be obtained [3], together with a longer descriptor
length of 4m2n instead of the 2m2n sGLOH2 length. In the
additional material, it has been shown experimentally that
more than doubling sGLOH, i.e., concatenating three or
more descriptors, does not bring any concrete advantages
in terms of performances, but merely increases the compu-
tational effort.
Considering the sequence f0; pm ; 2pm ; 3pm ; . . .g of the 2m
successive discrete rotations by a step of pm, the correspond-
ing ordered set of cyclic shifted descriptors is given by
QðH? Þ ¼ fH10 ; H20 ; H11 ; H21 ; . . . ; H1m1; H2m1g; (13)
where H1k is the cyclic block shift applied to H
1 to get a
patch rotation of ak as defined in Eq. (6), and similarly for
H2k . Analogously to Eq. (7), the distance between sGLOH2
featuresH
?
andH
?
is given by
bD2ðH? ;H? Þ ¼ min
K2QðH? Þ
DðH10 ; KÞ: (14)
Notice that although the descriptor length is now doubled,
the computation of the distance D for a single rotation
remains the same as for sGLOH.
Different matching strategies can be obtained in analogy
with sCOr and sGOr. By limiting the rotations up to 	 pm, i.e.,
using the subset fH10; H
2
0; H
2
m1g instead ofQðH
? Þ in Eq. (14)
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we get the sCOr2.1 strategy. Using a wider rotation range up
to 	2 pm results instead in sCOr2.2, with the subset fH
1
0; H
0
2;
H
1
1; H
1
m1; H
2
m1g replacingQðH
? Þ in Eq. (14).
Analogously to sGOr, the estimation of the global refer-
ence orientation g can be achieved either using all the 2m
rotations in Q (sGOr2a), or only the m rotations belonging
to the first concatenated sGLOH descriptor H1 (sGOr2h),
constraining the relative rotation window after finding g to
	 pm as for sCOr2.1.
4.2 Fast Matching
Given a descriptor H, the general matching process can
be regarded as looking for the corresponding descriptor
H ¼ argmin ~H2S bDðH; ~HÞ, where the set S defines the chosen
matching strategy. The time required for matching with a
standard descriptor of length l ¼ 128 as SIFT on a set S of
jSj ¼ s descriptors is proportional to Ts ¼ sl. Instead, for the
corresponding sGLOH-based matching, jSj ¼ rs, where r is
the number of rotations to check, so that the computational
time is proportional to Tl ¼ rsl, with TlTs ¼ r. The same con-
siderations hold for the memory required to store data.
In order to speed-up the matching process, candidate
matches can be filtered according to partially computed
distances at run-time. In particular, we consider the z par-
tial descriptor vector blocks Pi, 1 
 i 
 z of size dl=ze
on which the descriptor vector H ¼ ½h1; h2; . . . ; hl ¼ zi¼1Pi
is split. Notice that in this partition, Pi does not have to
be equal to a block histogram. The distances D on H used
in Eq. (7) and (14) can be defined in terms of sums on the
partial blocks Pi, i.e.,
DðH; ~HÞ ¼ PzðH; ~HÞ ¼
Xz
i¼1
DðPi; ~PiÞ; (15)
therefore, assuming S0 ¼ S, P0ðH; ~HÞ ¼ 0 and m0 ¼ 1, we
can define the filtered set Si recursively as
Si ¼ f
~H 2 Si1 j Pi1ðH; ~HÞ < mi1g if jSi1j > ts
Si1 otherwise:
(
(16)
In Eq. (16), ts is a threshold to limit the set shrinking and mi
is the average precedent partial distance on the previous fil-
tered set Si1
mi ¼
X
~H2Si1
Pi1ðH; ~HÞ
jSi1j : (17)
The cardinality of the set Si is about halved at each iteration
i ¼ 0; . . . ; z up to the fixed limit ts, and incremental distan-
ces are only needed to be computed on the partial block Pi.
Under the assumption that the descriptor vector elements
are in decreasing order according to their discriminative
ability, the final set Sz would contain with high probability
the descriptor H that best matches H, or anyway a close
approximation to it, and its matching distance is given
by Pz. The parameters were set experimentally to z ¼ 10
and ts ¼ 32.
This approximated fast matching scheme is quite robust
and efficient (see Section 5). sGLOH histograms are
concatenated in a spiral-like manner from the inner ring
(which is more discriminative according to the analysis
in [55]) to the outer rings (see Eq. (4)). In this way, fast
matching achieves a good approximation of the original
matching strategy. Inside a ring no particular starting sector
is preferred, due to the inherent symmetry of the descriptor
structure. In the case of sGOr strategies, the fast approxi-
mated matching efficiently avoids having to store all the
computed distance values for each direction, since a very
sparse distance matrix is obtained due to the shrinking con-
straint induced by ts. In particular, instead of a r n1  n2
distance table for r orientations and n1, n2 keypoints from
images I1 and I2 respectively, only a ts minðn1; n2Þ dis-
tance table is required.
Using the approximated fast matching scheme the run-
ning time is
Tf  rs l
z
Xz1
i¼0
2i 
 2rs l
z
: (18)
This implies that
Tf
Tl
 2z ¼ 0:2, i.e., a speedup of about 5 is
achieved by the approximated fast matching with respect
to the exhaustive matching. Detailed time ratios that would
be achieved for each sGLOH-based strategy are reported in
Table 1. Notice that, theoretically, the slowest exhaustive
matching strategies requiring respectively 16 and 10 times
more than a standard descriptor, are reduced by fast match-
ing to only 3 and 2 times. Actually, to further speedup the
matching, m1 and consequentially S1 are updated on-line
and not after scanning all the elements of S0, thus progres-
sively decreasing the value of m1.
The proposed fast matching approach is similar to those
described in [55], [56]. Yet, it does not require the additional
structure and descriptor manipulations done in [56] and,
differently from [55], it is adaptive.
4.3 Binary sGLOH
In this section, a novel approach to binarize sGLOH-based
descriptors is given, named Binary sGLOH (BisGLOH). Dif-
ferently from most of the existing binary descriptors, Bis-
GLOH does not operate comparisons directly on the patch
intensities, but on histograms. With respect to the approach
proposed in [43], that uses only consecutive bin compari-
sons, BisGLOH exploits more bin relations, obtaining a
richer and more robust descriptor. Moreover, BisGLOH
still maintains the same cyclic shift rotation property of the
TABLE 1
Time Ratios with Respect to SIFT for the Different
sGLOH-Based Exhaustive and Fast Matching
Strategies, z ¼ 10 andm ¼ 8
r Tl=Ts
(exhaustive)
Tf=Ts
(fast)
sGLOH m 8 1.5
sCOr 3 3 0.6
sGOr m 8 1.5
sGLOH2 2m 16 3
sCOr2.1 3 3 0.6
sCOr2.2 5 5 1
sGOr2h mþ 2 10 2
sGOr2a 2m 16 3
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original sGLOH, but can be compressed in roughly half the
space and uses the faster Hamming distance. Although less
robust than the original sGLOH, as it is expected from
a binary descriptor, it still provides valid results at a lower
computational cost (see Section 5). Last, but not least, the
approach behind BisGLOH is sufficiency general to be
applied to other histogram-based descriptors.
For each sGLOH histogram of the patch region Rr;d
defined by Eq. (3), nm linearized tables Ttr;d of all binary
comparisons are obtained (see Fig. 2)
Ttr;d ¼
Xm1
i¼0
Xm1
j¼0
2imþjft;i;jr;d ; (19)
where
ft;i;jr;d ¼ f h½tþimr;d 
 h½tþjmr;d
 
(20)
is a binary comparison between histogram bins of the region
Rr;d and fðWÞ the indicator function of Eq. (11). Analogously,
the strings Dr;d, comparing the gradient sum Cr;d for each
region histogram
Cr;d ¼
Xm1
w¼0
hwr;d; (21)
are built up for each ring so as to improve the descriptor
robustness
Dr;d ¼
Xm1
i¼0
2ifir;d; (22)
with
fir;d ¼ f Cr;d 
 Cr;½dþim
 
: (23)
StringsDtr;d can be stacked intoDr tables
Dr ¼ 
m1
i¼0
Dr;i: (24)
As for Eq. (4) we concatenate the strings Tdr;d and Dr to get
the final descriptor B
B ¼ n1
i¼0
m1
j¼0
Tji;j 
n1
i¼0
Di
¼ n1
i¼0
m1
j¼0
Tji;j 
n1
i¼0
m1
j¼0
Di;j:
(25)
Experiments have shown that using q ¼ 2;048 instead of 512
quantization levels in Eq. (5) for defining the sGLOH nor-
malized vector H used to generate B works better, as finer
comparisons are obtained. Note that patch rotations by a
factor ak still correspond to cyclic shifts Bak of the vector
elements of B, as illustrated in Fig. 2
Bak ¼ 
n1
i¼0
m1
j¼0
Tji;½jþkm 
n1
i¼0
m1
j¼0
Di;½jþkm: (26)
The length ofB is bu ¼ m3nþm2n bits, i.e., bu ¼ 144 bytes
for the usual parameters m ¼ 8; n ¼ 2. Considering the byte
alignment into memory for efficient descriptor rotations,
each Tdr;d table, occupying m
2 bits can be easily decimated
into d18mðm1Þ2 e bytes due to the inherent skew-symmetry of
the tables. This would also be possible for eachDr table up to
a permutation of its elements, but that does not permit
efficient implementations of the descriptor rotations. Hence,
each Dr;d string actually requires 1 byte. Under these obser-
vations, B is easily decimated into bc ¼ nmd18mðm1Þ2 e þ ndm
2
8 e
byte strings, i.e., 80 bytes, and the faster Hamming distance
can be used as base distance D in Eq. (7). Operating on the
decimated string, the Hamming distance weights the Dr;d
strings twice with respect to the Tr;d tables. Notice that this
design can also benefit of the fast matching described
in Section 4.2 and the BisGLOH descriptor length is only
d18 ðnmmðm1Þ2 þ nmðm1Þ2 Þe ¼ 63 bytes for storage purposes, or
in the case the right patch rotation k in Eq. (26) is known a
priori.
The BisGLOH descriptor can be easily doubled as done
in Section 4.1 and the same matching strategies can be used,
leading to the effective BisGLOH2 descriptor, that can be
stored into 126 bytes and expanded into a 160 byte string
for matching.
Note that no theoretical comparisons concerning the
speedup with respect to the SIFT descriptor can be done in
this case, due to the different descriptor length and distance
used.
5 EXPERIMENTAL EVALUATION
In order to evaluate the proposed sGLOH2 and BisGLOH2
descriptors together with the fast matching distance compu-
tation, several experiments on both image matching and
object recognition were carried out. The code used for this
evaluation is freely available.1 The proposed matching strat-
egies were compared against usual matching with several
remarkable descriptors. These include the well known SIFT,
that is considered as reference, LIOP, MIOP and MROGH,
that represent the state of the art for rotational invariant
descriptors, and RFDs, that are among the best binary
Fig. 2. Rotation of an image patch, and the corresponding cyclic shift of
the BisGLOH histogram comparison tables. Color labels for each region
Rr;d in the image patch identify the corresponding table Ttr;d, whose
darker entries only are concatenated in the descriptor, due to the skew-
symmetry table decimation. Similarly, the two color cell entries in the Dr
tables indicate the two regions whose gradient sums Dr;d are compared.
In the example n ¼ 2 andm ¼ 4 (best viewed in color and zoomed in).
1. http://cvg.dsi.unifi.it/
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descriptors. Additionally, the descriptor proposed in [18],
here referred to as DeepDesc, and the SIFT coupled with the
orientation estimation described in [19], both based on
CNNs, were also included in the evaluation as interesting
emerging approaches.
5.1 Setup
5.1.1 Image Matching
The evaluation consists of seven different experiments, one
of which dealing with keypoint matching in the case of syn-
thetic rotations, two with general image transformations for
real planar scenes, and four dealing with non-planar real
scenes. The average image resolution is 800 600 pixels.
In order to test descriptors under image rotations, 17 dif-
ferent images were artificially rotated up to 90 degree with
a step of 3 degree, and correct matches are evaluated as
described in [11].
Matching in the case of planar scenes was carried out on
the Oxford dataset [8], containing image pairs of planar
scenes undergoing several image transformations including
scale, rotation, image blur, illumination, JPEG compression
and viewpoint changes. An image pair from this dataset
is shown in Fig. 3a. Ground-truth homographies for each
image pair are provided in order to compute precision-
recall curves according to the overlap error [8] between
matched keypoint patches. Note that the actual support
region for MROGH is 2.5 times bigger than the elliptic
region employed by the other descriptors [10]. This implies
that better results are expected for MROGH in the case of
non-planar image transformations, since more discrimina-
tive data is available, as pointed out in [11], [14]. MROGH
results can thus be used as upper bounds for the planar
scene evaluation.
In order to gain further insight into the descriptor robust-
ness, another evaluation in the case of planar scenes was
done using the recent Viewpoint dataset [19] (see Fig. 3b),
containing 5 planar scenes where images are subject to
different incremental viewpoint and scale changes.
Results with non-planar scenes were evaluated using the
Approximated overlap [11], DTU [21], Turntable [22] and
Patch [23] datasets. In the first case, ground-truth data were
computed according to the approximated overlap error [20]
on 42 different images pairs, extending the original dataset
(see Fig. 3c). The approximated overlap error is computed
on ground-truth fundamental matrices and it has a low false
positive rate (less than 5 percent), not affecting descriptor
ranking in unsupervised evaluations [20].
For the DTU dataset (see Fig. 3d) we used 18 sequences
with 9 camera positions for each scene, corresponding to
the leftmost, middle and rightmost positions for each of the
three camera arc paths present, and 4 different lighting
conditions. The reference frame is fixed, as suggested by
authors, to the middle inner arc camera view, so that a total
of 8 4 4 ¼ 128 image pairs were evaluated for each
sequence. Ground-truth is established according to the 3D
Fig. 3. Corresponding image pairs from the oxford (a), viewpoint (b), approximated overlap (c), DTU (d), turntable (e), patch (f), ZuBuD (g) and
Kentucky (h) datasets (best viewed in color).
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mapping derived by the structured light 3D data accompa-
nying the dataset. Such 3D map is used to define the overlap
error as done in [57].
The Turntable dataset is composed by 88 sequences, each
showing 3D objects with different shapes rotating on a turn-
table. For each rotation, both clockwise and counterclock-
wise rotations up to 	50 degree with a step of 5 degree
were taken into account (see Fig. 3e). The system is cali-
brated so that ground-truth matches can be established by
using epipolar constraints between triplets of calibrated
views. When a match between the two input views does not
have a correspondence in the auxiliary view, it is excluded
and does not contribute to any statistic [22]. Views at 0 and
90 degree were employed as reference, so that for each
object a total of 2 4 10 ¼ 80 image pairs were tested.
The Patch dataset, consists of corresponding patches sam-
pled from the 3D reconstruction of 3 sequences (Liberty,
Notre Dame and Yosemite), obtained with SfM followed by
a dense stereomap estimation. For each sequence, more than
400 k patches were obtained both with the DoG (Difference
of Gaussian) and Harris interest point detectors. Patches are
normalized to a size of 64 64 pixels, so that the orientations
between corresponding patches differ by no more than
p
8 ¼ 22:5 degree (see Fig. 3f). We randomly selected about
65 k distinct patch pairs for each available detector and
sequence, of which only half of them are correct.
5.1.2 Object Recognition
Tests were carried out using the ZuBuD and Kentucky data-
sets. The ZuBuD dataset [24] contains 1,005 images of 201
buildings, each taken from 5 random arbitrary viewpoints
and under different conditions (see Fig. 3g). The Kentucky
dataset [25] contains images of 2,550 objects, each seen from
4 different viewpoints (see Fig. 3h). All images in both data-
sets have a resolution of 640 480 pixels. In the case of the
Kentucky dataset, we used only the images of the first 750
objects, for a total of 4 750 ¼ 3;000 images. Query images
were matched with all the others in dataset, and the first 4
(ZuBuD), 3 (Kentucky) most similar images with the highest
number of keypoint matches were returned. Two keypoints
are said to correspond if their matching distance is below a
threshold. For each descriptor, we selected the threshold
value that gives the best results on the considered dataset.
Differently from [10], the number of keypoint matches per
image pair was not normalized by the product of the key-
points of the two images.
A further object retrieval test was taken into account,
using the Kentucky and Turntable datasets. Specifically, for
each of the 88 Turntable objects, the view taken at 	30, 	40
and	50 degree with respect to the reference viewwere used
as query images against a database composed of 750 images
from the Kentucky dataset (i.e., one for each distinct objects)
plus the reference Turntable object view.As described above,
only the first most similar imagewas returned.
5.1.3 Setup Protocol
We used the descriptor implementations provided by the
authors, except for SIFT for which both the Mikolajczyk’s
implementation [8] and the one included in the VLFeat
library [58] were used. They are respectively denoted as
SIFT and VL SIFT. VLFeat was also used to get patches and
orientation estimation for DeepDesc, since the DeepDesc
implementation works only on already normalized patches.
The CNN-based orientation estimation proposed in [19]
was coupled with VL SIFT and denoted by the superscript
“” (more in detail, we used the EdgeFoci/SIFT with ran-
dom rotation learned CNN).
Except for the Patch dataset, the HarrisZ corner detec-
tor [59] was used to extract keypoints from images, whose
results are similar to those of state-of-the-art detectors. The
HarrisZ detector outputs a lower number of similar keypoints
(i.e., with close scale, rotation and location) with respect to the
Hessian-affine detector [9], but both obtain similar relative
ranks among descriptors. We also validated this choice on
the Viewpoint dataset in terms of mean Average Precision
(mAP), computed similarly to [60], by comparing the HarrisZ
detector against the EdgeFoci detector [61] that provided the
best results on this dataset in a recent evaluation [19] (see
additional material). Note that, unlike [19], we did not retain
only the first 1,000 keypoints for each detector, since some
detectors, including HarrisZ, output keypoints by increasing
scale, so that more robust and discriminant keypoints would
be excludedwith this setup.
In the case of image matching for planar and non-planar
scenes, results in terms of absolute values could change dra-
matically according to the image transformations. To better
appreciate the relative differences between descriptors
given the generic quality metric eða; IÞ for the descriptor a
and the image pair I, so that higher values of eða; IÞ implies
better results, we define the soft rank rða; IÞ as
rða; IÞ ¼ jeða; IÞ  bðIÞ þ "jP
a02fag jeða0; IÞ  bðIÞ þ "j
; (27)
where " is a small constant to avoid a zero-denominator and
bðIÞ is the best value among the descriptors for the image
pair I
bðIÞ ¼ max
a02fag
eða; IÞ: (28)
The soft rank rða; IÞ ranges between ½0; 1, achieves lower
values for better descriptors and is equal to 1jfagj when eða; IÞ
is the same for all descriptors.
Table 2 shows the main characteristics of the descriptors
involved in this evaluation. Binary descriptors use the
Hamming distance H. For histogram-based descriptors, the
L1 Manhattan distance is used instead of the L2 Euclidean
distance in all cases except for MIOP and DeepDesc. This
choice is motivated by better mAP results on the Oxford
dataset (reported in the additional material) and by previ-
ous evaluations [11]. Table 2 also reports the descriptor
length, indicating the char, integer and floating-point
type vectors respectively with subscripts “C”, “I” and “F”.
In our experiments no integer vector entry was greater than
255, hence, for storage purposes, integers can be considered
as chars. In this sense, floating-point vectors require at least
four times the memory of the other vectors. Notice also
that, in the case of sGLOH-based descriptors, sGLOH2 and
BisGLOH2 use only half of the data available when comput-
ing the distance, while for storage purposes, both binary
BisGLOH and BisGLOH2 can be packed more compactly.
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In the case of image matching tests, Nearest Neighbor
(NN) matching is preferred toNearest Neighbor Ratio (NNR)
matching [3] in ranking descriptor distances for strategies
relying on sGLOH, since Eq. (7) minimizes the score across
matches, that the NNR matching would instead maxi-
mize [11]. Nevertheless, in the case of object recognition tests,
an improvement of about 5-10% on the successfully retrieved
queries was observed in evaluations using the NNR match-
ing. This is likely due to the impossibility to set an absolute
fixedNNdistance threshold valid for all the database queries,
so that a relativemeasure such asNNRyields better results.
5.2 Results
5.2.1 Image Matching
Fig. 4 shows mAP results respectively for histogram-based
and binary descriptors, in the case of the synthetic rotation
test. A match is defined as correct if the overlap error is less
than 50 percent, the “” superscript indicates that the fast
matching is used, while the “y” superscript that the up-right
version of the descriptor is used (i.e., no orientation estima-
tion is done on the normalized patch). Detailed results for
each image sequence, also in terms of correct match ratios
that give similar ranking results, are reported as additional
material. Among histogram-based descriptors, sGLOH2-
based matching clearly improves on the original sGLOH-
based matching, since the issue due to patch relative rota-
tions between two descriptor discrete rotations is solved.
The sCOr2.1 strategy can correctly handle rotations up to
	 2pm ¼ 45, while sCOr2.2 up to 	 3pm ¼ 67:5, similarly to
sCOr but without in-between rotation issues. For both the
sGLOH-based an BisGLOH-based strategies, using fast
matching only slightly degrades the performances achieved
with full matching. Fully rotational invariant LIOP and
MROGH achieve the best results, followed by sGLOH2 and
BisGLOH2 strategies, and MIOP with a difference of about
2 percent. DeepDesc, RFDs and the various SIFTs, come
next. By inspecting the plots for the up-right descriptors, it
is clear that no descriptor except DeepDesc can handle rota-
tions of more than about 	 p8 ¼ 22:5 without a rotation han-
dling mechanism.
Table 3 shows the results on planar scenes obtained with
the Oxford dataset. In the table, msRE denotes the mean
soft rank for the maximum recall achieved for a precision
greater than 70 percent, and msAP denotes the mean soft
rank for the average precision. mAP values are also
reported. Detailed results for each image pair are reported
TABLE 2
Descriptor Evaluation Setup Details
Descriptor length Matching strategy
D Packed Expanded Used Image matching Object recognition
SIFT L1 – – 128I NNR NNR
VL SIFT L1 – – 128F NNR NNR
VL SIFT L1 – – 128F NNR NNR
LIOP L1 – – 144I NNR NNR
MIOP L2 – – 128F NNR NNR
MROGH L1 – – 192I NNR NNR
DeepDesc L2 – – 128F NNR NNR
RFDr H – – 40C NNR NNR
RFDg H – – 56C NNR NNR
sGLOH L1 – 128I 128I NN NNR
sGLOH2 L1 – 256I 128I NN NNR
BisGLOH H 63C 80C 80C NN NNR
BisGLOH2 H 126C 160C 80C NN NNR
Fig. 4. mAP (percent) on the rotation dataset for histogram-based (a) and binary (b) descriptors, SIFT is included in (b) as reference (best viewed in
color and zoomed in).
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in the additional material. No sCOr-based method is
included, since the dataset does not meet the rotation con-
straints for some image pairs. Nevertheless, as reported
in [16], results similar to their sGOr-based counterparts are
expected in the case the rotation constraints are met. All the
adopted metrics give similar ranks: MROGH, using a wider
support region than other descriptors, achieves the best
results, followed by MIOP, sGOr2 strategies, LIOP and
sGLOH2. The BisGLOH2-based strategies come next, while
lower rank positions are obtained in order by RFDs, SIFTs
and DeepDesc. Results show that sGLOH2-based strategies
behave better than the original sGLOH-based strategies,
fast matching introduces a minimal loss of correct matches
(more evident on the binary descriptors), and binarization
reduces the original discriminative power of descriptors.
Notice also that the global orientation used in sGOr-based
strategies allows finding more correct matches.
Table 4 shows the results obtained with the Viewpoint,
Approximated overlap and DTU datasets (detailed results
are reported in the additional material). According to the
mAP results, the three datasets are of increasing scene com-
plexity, as clear from inspecting the corresponding dataset
images. Notice how progressively MROGH, LIOP and
MIOP lose rank positions with respect to SIFTs and RFDs as
the datasets become more challenging. The fast sGOr2 strat-
egies achieve in all cases the best results, followed by
sGLOH2 and their binary counterparts. This trend is consis-
tent whatever evaluation metric is used. In the case of the
DTU dataset, a further test is reported in the additional
material, where the most natural lighting conditions are set
for all the image pairs. Also in this case, no relevant changes
in the ranking results are observed.
Fig. 5a shows mAP results on the Turntable dataset for
increasing viewpoint angles (further details can be found in
the additional material). In this case the best results are
obtained by sCOr2h
?
and sCOr2a
?
, followed by their binary
counterparts, sGLOH2, BisGLOH2 and thenMIOP and SIFTs.
Notice that in terms of correct matches, the BisGLOH2-based
TABLE 3
Results on the Oxford Dataset
msRE (%) msAP (%) mAP (%)
Histogram Binary Histogram Binary Histogram Binary
Std Fast Std Fast Std Fast Std Fast Std Fast Std Fast
SIFT 6.1 – – – 7.4 – – – 60.3 – – –
VL SIFT 5.6 – – – 5.7 – – – 58.0 – – –
VL SIFT 5.6 – – – 5.5 – – – 59.9 – – –
LIOP 2.3 – – – 2.3 – – – 69.5 – – –
MIOP 1.5 – – – 1.4 – – – 72.6 – – –
MROGH 0.4 – – – 0.5 – – – 75.6 – – –
DeepDesc 8.8 – – – 9.5 – – – 48.4 – – –
RFDr – – 5.4 – – – 5.5 – – – 61.6 –
RFDg – – 5.2 – – – 5.2 – – – 62.5 –
sGLOH 3.4 3.8 4.5 4.7 3.3 3.7 4.2 4.4 62.4 61.1 57.9 57.4
sGOr 2.5 3.1 3.5 3.9 2.4 3.1 3.4 3.8 65.3 62.9 61.0 59.9
sGLOH2 2.5 2.8 3.6 3.8 2.5 2.7 3.4 3.6 68.2 67.0 64.0 63.6
sGOr2a 1.6 2.0 2.3 2.7 1.5 2.0 2.2 2.5 71.2 69.9 68.8 67.7
sGOr2h 1.6 2.0 2.4 2.7 1.5 2.0 2.2 2.6 71.4 69.1 67.9 66.8
Lower values are better for msRE and msAP, higher for mAP.
TABLE 4
Results on the Viewpoints, Approximated Overlap and DTU Datasets
Viewpoint Approximated overlap DTU
msRE (%) msAP (%) mAP (%) msRE (%) msAP (%) mAP (%) msRE (%) msAP (%) mAP (%)
SIFT 10.0 10.4 53.4 8.7 9.7 40.0 7.7 8.3 28.9
VL SIFT 11.8 12.4 47.4 9.9 10.9 38.4 8.3 8.8 28.0
VL SIFT 9.9 10.1 53.0 7.3 7.9 42.7 7.5 7.9 29.3
LIOP 6.5 6.2 58.2 7.5 7.9 41.9 8.7 9.7 27.4
MIOP 7.9 7.6 56.0 7.4 7.6 42.4 8.5 9.3 27.6
MROGH 3.8 3.4 63.0 6.8 5.7 45.5 10.2 11.0 25.4
DeepDesc 12.3 12.7 47.8 10.4 10.6 38.9 10.5 10.8 25.4
RFDr 7.6 7.5 57.5 8.5 9.5 40.0 8.6 9.2 27.6
RFDg 6.3 6.3 58.9 7.7 8.4 41.6 7.5 8.1 28.9
sGLOH2
?
4.9 4.9 61.4 3.9 4.3 48.4 4.3 4.0 34.3
sGOr2a
?
1.8 1.6 66.6 1.6 1.4 52.5 2.3 1.4 37.2
sGOr2h
?
1.2 1.2 67.3 1.5 1.2 52.8 2.3 1.2 37.5
BisGLOH2
?
7.7 7.8 55.3 8.2 7.4 43.3 6.1 5.5 32.5
BisGOr2a
?
3.9 4.0 62.0 5.4 3.8 48.5 3.7 2.4 36.0
BisGOr2h
?
4.0 4.1 62.1 5.2 3.7 48.6 3.8 2.4 36.1
Lower values are better for msRE and msAP, higher for mAP.
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strategies provide more matches than their non-binary ver-
sions, possibly due to a less discriminant power, compensated
by a higher tolerance to patch distortions. This is also sup-
ported by the results on the Patch dataset discussed hereafter.
Figs. 5b and 5c plot the ROC curves on the whole 200 k
matching pairs for the DoG and Harris keypoints, respec-
tively (see the additional material for more detailed results).
No sGOr-based results are given, since no image context
data are available for this dataset. MROGH results are also
absent, due to the wider support region that would be
required. As expected, up-right descriptors obtain the best
results (RFDs and DeepDesc are actually learned on subsets
on this dataset) together with BisGLOH2, while sGLOH2
followed by LIOP, MIOP and VL SIFTy come next, suggest-
ing a better orientation handling than the canonical SIFT
approach [3]. Unlike the plots reported in [14], we did not
restrain the patch to an incircle of the original patch, as this
would not represent the true detector output, since relevant
data are also present in the patch boundary [8]. Moreover,
sub-patches matching does not guarantee that the true cor-
responding patches still match. On the other hand, avoiding
sub-patches can give rise to unwanted out-of-the-boundary
patch rotations, that can successfully be dealt with as
explained in the additional material.
5.2.2 Object Recognition
Table 5 shows the average percentage of correctly retrieved
query images with the ZuBuD, Kentucky and Turntable
datasets. Rank results appear to be stable and independent
of the complexity of the datasets (ZuBuD and the Turntable
at 	30 degree being the less complex ones). Notice that
better quantitative results in terms of correctly retrieved
queries are obtained with respect to previous similar evalu-
ations on the same ZuBuD and Kentucky datasets [17],
possibly due to the usage of a different keypoint detector
and matching criteria. DeepDesc achieves the best results.
Almost all other descriptors follow, with results comparable
to each other. LIOP and MIOP come last. BisGLOH2-based
strategies provide better results than their non-binary coun-
terparts, as the viewpoint angle increases in the Turntable
dataset, with a behavior similar to that discussed in the
Patch dataset evaluation. Notice also that sGOr2h strategies
and sGLOH2 perform better than sGOr2a strategies, possi-
bly due to a higher noise introduced by the finer rotation
quantization into the global rotation estimation.
It is worth noticing that all state-of-the-art descriptors
included in our evaluation that are top ranked at image
matching are among the last ranks in the object recognition
and vice-versa. This fact underlines the subtle differences
Fig. 5. mAP for increasing viewpoint angle on the Turntable dataset (a) and overall ROC curves on the Patch dataset for DoG (b) and Harris
(c) keypoint patches. Error rate at 95 percent recall for each descriptor is also shown in the legend (best viewed in color and zoomed in).
TABLE 5
Average Correctly Retrieved Queries (Percent) for the Object Retrieval Tests
Turntable / Kentucky
ZuBuD Kentucky 	30 	40 	50
Histogram Binary Histogram Binary Histogram Binary Histogram Binary Histogram Binary
SIFT 94.9 – 89.6 – 94.8 – 86.7 – 82.1 –
VL SIFT 95.0 – 90.7 – 97.7 – 94.5 – 85.9 –
VL SIFT 95.5 – 91.8 – 98.0 – 91.1 – 85.9 –
LIOP 92.5 – 81.8 – 94.5 – 83.0 – 78.4 –
MIOP 93.6 – 83.4 – 93.9 – 84.1 – 78.7 –
MROGH 94.4 – 88.4 – 96.8 – 93.4 – 85.9 –
RFDr – 95.0 – 88.9 – 95.1 – 90.2 – 80.7
RFDg – 95.5 – 89.6 – 97.1 – 89.0 – 82.1
DeepDesc 94.6 – 91.6 – 98.3 – 96.8 – 91.9 –
sGLOH2
?
95.2 94.6 89.8 87.4 95.7 97.7 89.6 91.6 81.0 83.6
sGOr2a
?
95.3 94.3 85.9 81.3 92.5 95.7 87.9 90.5 78.4 82.4
sGOr2h
?
95.7 95.1 89.6 82.8 96.5 98.0 92.5 93.7 85.6 87.3
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between these two tasks. In particular, image matching
requires high sensitivity, i.e., to correctly identify correct
matches, while object recognition requires high specificity,
i.e., to correctly discard wrong matches. On the other hand,
the sGLOH-based descriptors and matching strategies
appear in the first rank positions both for image matching
and object recognition. This means that they enjoy a good
balance between sensitivity and specificity, and are equally
suitable for matching and recognition.
5.2.3 Running Times
Fig. 6 shows the average running times on an Intel Core i7-
4790 K processor for a sample subset of input image pairs
from the employed datasets. The total cumulative time
needed to compute the descriptors on both images and
matching them is reported. Descriptor times (dark and light
blue bars) include the computations required to normalize
and rotate (if needed) the input patches. On average, about
1,500 keypoints are computed for each image of the input
pair. Fast matching times (green bars) are superimposed to
full matching times (yellow bars). All algorithms run on a
single CPU thread, except for DeepDesc than runs on a
GeForce GTX 960 GPU (a batch of 1,000 keypoints at a time is
fed as input to the CNN, due to the 4 Gb memory limitations
of our system). We also developed free multi-threaded
implementations for sGLOH-based methods and for general
matching strategies.1 Running times for sGLOH-based
descriptors are the lowest, and using the fast matching
scheme the total running times are comparable to those of
the other methods. Binary BisGLOHmatching strategies are
faster than their sGLOH counterparts, as they use the Ham-
ming distance instead of the Manhattan distance and have a
shorter descriptor length. The fast matching speedup is
about 2, less than half of that expected according to the the-
oretical analysis in Section 4.2, due to the overhead inmanag-
ing the additional data structures. The speedup is even lower
in the case of binary descriptors, which nevertheless require
less memory, especially in the case of sGOr-based matching
(see again Section 4.2). While the differences between
sGOr2a and sGOr2h are minimal in terms of outputs, this is
not true for the computational times, as sGOr2h checks only
about half of the directions needed by sGOr2a to guess the
global orientation (see Table 1). Notice also the additional
speed advantage in using sCOr-based strategies in the case
of constrained rotations known a priori.
The matching time for non-binary sGLOH-based strate-
gies is quite relevant with respect to the descriptor compu-
tation time, so that higher running times are expected for
these methods in the case of many-vs-many matching appli-
cations, since descriptor computation would be linear with
the number of images to match but pairwise image match-
ing would be quadratic. Fig. 7 shows, for each evaluated
descriptor, the parabolic fitting of the total running time
according to the average number k of keypoints between
the input pair images, k ¼ ffiffiffiffiffiffiffiffiffiffik1 k2p , where k1 and k2 are the
number of keypoints in the first and second input images,
respectively.
Fig. 6. Average cumulative histogram of the running times for each eval-
uated descriptor (best viewed in color and zoomed in).
Fig. 7. Descriptor total running time versus average number of keypoints (best viewed in color and zoomed in).
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5.2.4 Evaluation Summary
According to the experimental evaluation carried out,
sGOr2h
?
obtained the best overall ranking in image match-
ing and object recognition tests. The sGLOH2
?
descriptor
follows. In addition, the sGOr2h
?
running time is quite
effective among histogram-based descriptors. Similar con-
siderations hold for binary descriptors, where BisGOr2h
?
is the fastest, among the approaches presented, in the case
of one-to-one image matching.
6 CONCLUSION AND FUTURE WORK
Weproposed a revised sGLOHdescriptor that solves all prob-
lems of performance loss due to rotation quantization. To cope
with the increased matching time, we designed an approxi-
mated fast matchingmethod that provides a 2 speedup, also
reducing the memory usage, with a negligible loss in descrip-
tor discriminative power. In addition, we provided a new
binarization technique to further reduce the running time and
provide a more compact, yet valid, descriptor. All the pro-
posed techniques can be combined together according to the
task requirements in order to obtain valid, robust and efficient
matching strategies with results better than the current state
of the art, especially in the case of image matching. Both the
approximated fast matching and the binarization techniques
are general and could be applied and validated on other histo-
gram-based descriptors as futurework.
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