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Zusammenfassung
Anwendungsprogramme ‘verlassen’ zunehmend den Schreibtisch und werden stattdessen
in einer Vielzahl unterschiedlicher Umgebungen eingesetzt. Bei der Entwicklung einer
Anwendung ist es unmöglich vorherzusehen in welchen Umgebungen sie einmal verwen-
det werden wird. Ein gutes Beispiel hierfür liefern Web Anwendungen. Auf sie greift
der Nutzer mit unterschiedlichen Browsern zu. Die Umgebungen aus denen auf Anwen-
dungen zugegriffen wird, sind zunehmend keine typischen Schreibtisch Umgebungen mehr,
sondern sogenannte post-desktop Umgebungen. In ihnen werden viele verschiedene Interak-
tionsgeräte jenseits von Tastatur, Maus und Bildschirm verwendet und sogar Föderationen
aus mehreren Geräten zur Interaktion mit einer einzigen Anwendung. Post-desktop Umge-
bungen verfügen in der Regel nicht über eine schnelle Netzwerkverbindung, so dass der
Nutzer störende Latenzzeiten bei der Interaktion mit Anwendungen in Kauf nehmen muss.
Die vorliegende Arbeit befasst sich mit der System Infrastruktur, die notwendig ist, um
sicherzustellen, dass Anwendungen komfortabel in beliebigen post-desktop Umgebungen
verwendet werden können. Dabei ist das Ziel, die vorhandene System Infrastruktur des
Webs zu erweitern. Im einzelnen heißt das, es müssen i) die neuartigen Interaktions-
geräte in post-desktop Umgebungen unterstützt werden, ii) Mittel bereitgestellt werden,
um mit der Dynamik dieser Umgebungen, in denen Ressourcen nur noch lose gekoppelt
sind, umzugehen, und iii) die vom Nutzer empfundene Latenz bei der Interaktion muss
reduziert werden.
Im Hinblick auf diese Ziele liefert die vorliegende Arbeit folgende Beiträge.
Ein neues theoretisches Modell zur Beschreibung und zum besseren Verständnis des Prob-
lems der Verwendung von Anwendungen in post-desktop Umgebungen.
Um die unterschiedlichen Ressourcen in post-desktop Umgebungen zu nutzen, muss eine
Anwendung gleichzeitig Eingabedaten von beliebigen Ressourcen verarbeiten und die Aus-
gabe an den Benutzer modifizieren können. Existierende Ansätze unterstützen nur jew-
eils einen der beiden Aspekte gleichzeitig. Entweder sind sie optimiert für die Verar-
beitung von Eingabe, wobei sie auf eine Pipeline-Architektur zurückgreifen und dann
keine Möglichkeiten zur Modifikation der Ausgabe zur Verfügung stellen, oder, sie sind
optimiert für die Modifikation der Ausgabe. In diesem Fall können sie lediglich Eingabe-
daten von Maus und Tastatur verarbeiten. Diese Arbeit schlägt einen Ansatz vor, der
diese Beschränkungen aufhebt. Mit dem Konzept der Interaktionsstrategien, umgesetzt
im MundoMonkey System kann man, dank der Anbindung der MundoCore Middleware,
Eingabedaten beliebiger Quellen flexibel verarbeiten und gleichzeitig die Ausgabe zum
Benutzer unter Verwendung der mächtigen Document Object Model (DOM) Schnittstelle
des Webbrowsers modifizieren. Dieser Ansatz wurde evaluiert, indem mehrere Interaktion-
sstrategien für ausgewählte post-desktop Umgebungen implementiert wurden. So z.B. eine
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Strategie für sprachbasierte Interaktion mit Webseiten, die sich in einer Studie gegenüber
herkömmlichen Ansätzen als überlegen herausstellte.
In post-desktop Umgebungen muss mit Ressourcendynamik umgegangen werden. Ressourcen
erscheinen und verschwinden in diesen Umgebungen. Der Nutzer muss die Möglichkeit
haben, die verwendeten Anwendungen und Ressourcen effizient zu kontrollieren. Diese
Arbeit stellt ein funktional vollständiges meta User Interface (UI) vor, das es dem
Nutzer ermöglicht, Anwendungen und die post-desktop Umgebung zu kontrollieren, was
mit bisher existierenden Ansätzen nicht möglich ist. Das vorgestellte MineManager meta
UI ist das erste, das ermöglicht, ein digitales meta UI vollständig synchron mit den physis-
chen Veränderungen in der Umgebung zu halten. Eine Implementierung für das iPhone
und die MundoCore Middleware, genannt MineExplorer, wurde evaluiert. Studien haben
die Tauglichkeit des Konzeptes belegt.
Das Problem der Latenz bei der Interaktion mit Web Anwendungen wurde schon in zahlre-
ichen anderen Arbeiten behandelt. Der in dieser Arbeit vorgeschlagene Ansatz Mundo-
Proxy ist der erste, der in mobilen Umgebungen eingesetzt werden kann und der zudem
keine Änderungen bei der Implementierung des back-ends der Webanwendung oder der
Webanwendung selbst voraussetzt. Unabhängigkeit von der Webanwendung wird durch
die Verwendung von intelligenten Vorhersagealgorithmen, die zukünftige Nutzeranfra-
gen auf Basis vorhergehender Anfragen vorhersagen, erreicht. Die Eigenheiten mobiler
Umgebungen werden durch den Huckepack Ansatz adressiert, der es ermöglicht die Net-
zwerkbandbreite und Batterielaufzeit des Mobilgeräts effizient zu nutzen. Die Evaluierung
zeigt, dass sich mit diesem Ansatz die vom Benutzer bemerkte Latenz um bis zu 25%
reduzieren lässt.
Schließlich beschreibt diese Arbeit das MundoWeb System, das alle drei oben beschriebe-
nen Komponenten in eine abwärtskompatible Erweiterung der Web Infrastruktur integriert,
die die Anforderungen zur Interaktion in post-desktop Umgebungen erfüllt.
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Abstract
Software applications are about to ‘leave’ the desktop and to be used in a variety of
different settings instead. When an application is developed, it cannot foreseen from which
environments it will eventually be accessed. A good example for this are Web applications.
They are accessed and used with many different Web browsers, depending on the user’s
choice. Many of the environments in which applications are accessed are becoming so-called
post-desktop environments, i.e., environments that contain a variety of different interaction
devices, beyond mouse, keyboard and screen, or even combinations of multiple interaction
devices federated into a single UI. These environments are not necessarily equipped with
a good network connection, so that the user may perceive disrupting latency due to the
slow network connection, while interacting with applications
The object of research of this thesis is the system infrastructure necessary to ensure that
applications can be accessed in arbitrary post-desktop environments. We seek to augment
and extend the Web system infrastructure to achieve this goal. This requires i) means to
utilize novel interaction resources found in post-desktop environments, ii) coping with the
dynamics of those environments, where resources are loosely coupled and iii) mitigating
latency perceived by the user while interacting with Web applications in post-desktop
environments. In pursuing this goal, the thesis makes the following contributions.
In order to better understand the problem space, we developed a novel theoretical frame-
work for describing the problem space of post-desktop access and use of applications.
In order to handle the wealth and diversity of resources found in post-desktop environments
one needs to be able to process input from arbitrary resources and to modify the output
presented to the user at the same time. Existing approaches only support one of these
two features at the same time. They are either optimized towards processing of input,
in which case they rely on a pipeline architecture but then do not provide means for
structured output modification. Or, they are optimized for modifying output, in which
case their input-handling capabilities are limited to mouse and keyboard. The approach
proposed in this thesis overcomes these limitations. Our concept of interaction strategies
as realized in the MundoMonkey system can flexibly handle input from arbitrary sources,
thanks to the connection to the MundoCore middleware, and at the same time can perform
modifications of the UI using the rich DOM of Web applications. The approach has
been evaluated by implementing several interaction strategies for interesting post-desktop
environments, e.g., a strategy for voice-based interaction with Web applications proved
superior to state-of-the-art solutions in a user study.
In federated post-desktop environments the user has to deal not only with the diversity of
resources, but also with the dynamics of the environment. Resources appear and disappear;
the accessed applications must be easy to control for the user. We provides a single
functionally complete meta UI to the user, allowing her to manage and control the post-
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desktop environment, which is not possible with existing approaches. The MineManager
framework developed in this thesis is the first to enable the use of a digital meta UI
in synchronization with physical changes to the access environment. An instance of this
framework, called MineExplorer, has been implemented for the iPhone and the MundoCore
middleware. It has been evaluated with user tests that showed the validity of the underlying
concepts.
The problem of user-perceived latency has been addressed for Web applications before.
However, MundoProxy which is based on the concepts developed in this thesis is the only
solution that can be used in mobile access environments, and which additionally does not
require any changes to the implementation of the back-end services or the Web application.
Application independence is achieved by using intelligent prefetching algorithms that
predict future user requests based on observed previous requests. The peculiarities of
mobile access environments are addressed by the piggybacking mechanisms that enable
efficient use of the network bandwidth as well as of the energy of the mobile device battery.
The evaluation shows that the user-perceived latency can be reduced up to 25% with our
approach.
Finally, we propose MundoWeb, which integrates the three components explained above
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Software applications are no longer exclusively used at the desktop workplace. On the
contrary, computers for accessing applications come in all shapes and sizes: from smart
phones to slates and netbooks to TV set-top boxes and in-car systems, to name just a
few. From the user’s point of view the most distinguishing feature of all these different
platforms for using software applications are their input and output capabilities [Bux02].
For example, commercially available computers provide small or large displays for output,
accompanied by sound and sometimes tactile (vibration) output. And this list is just
a subset of all available output options. The same diversity can be observed for input
mechanisms: keyboards of all shapes and sizes, touch-screens, stylus and pen, etc (see
[KM07] or [Bux83] for a more complete survey of in- and output techniques). We witness
the dawn of a new era of computing, in which interaction with computers happens in so
called post-desktop settings [Wei99], i.e., with these new in- and output devices in a host
of different situations, not just in front of a desk. Besides the new interaction devices,
post-desktop environments often have a worse network connection compared to desktop
environments. This introduces problems, e.g., latency perceived by the user. Supporting
arbitrary post-desktop settings with UI toolkits and system software has been a long-
standing goal in the ubiquitous computing research community, and this thesis is situated
in this context.
However, the number of applications that have been implemented using post-desktop toolk-
its is comparably small. On the other hand, many Web applications are alrwady used in
post-desktop settings today. Apparently, Web applications possess many desirable char-
acteristics — otherwise their widespread success would be difficult to explain. This thesis
seeks to identify the traits that make Web applications succeed, and to leverage and
augment Web technology to support post-desktop interaction. We think utilizing Web
applications as a base technology leads to more meaningful results, as novel concepts can
be tried out with a myriad of existing applications.
1
1.1.1 Research Goal
The research goal of the present thesis can be described as follows:
Adapt access to Web applications in arbitrary post-desktop environments.
This comprises
• using the novel interaction resources found in those environments,
• coping with the dynamics of those environments, where resources are loosely coupled,
and
• handling the latency perceived by the user while interacting with Web applications.
While the concepts developed in this thesis are general, there is a clear focus on the
evaluation and application of these concepts to business applications in the realtime en-
terprise. This area of application is of great importance, as many existing applications,
e.g., Customer Relationship Management (CRM) applications, serve business needs. We
will detail this domain of focus in the following section.
1.1.2 Realtime Enterprise
Enterprises are organized along business processes; every business activity in an enterprise
belongs to a business process, and every business process is associated with a high-level
business goal, e.g., generating revenue or maintaining market leadership [vdAHW03]. To
ensure business processes are executed fast and with high quality, they are often automated
and supported with IT systems.
State-of-the-art IT systems supporting such enterprise organizations rely on SOA: process
steps that can be automated are realized by calling services in the enterprise SOA back-
end. Despite this automation effort, many if not all business processes, require intervention
by human users. The human users participate in the IT-supported business process by
means of interactive business applications. Thus, designing, developing and deploying
highly usable interactive business applications are core activities in any enterprise. This
thesis deals with the challenges for IT systems when these activities are carried out in the
so called realtime enterprise.
Following the tendency towards the realtime enterprise [MG08], interactive business ap-
plications are increasingly accessed and used in post-desktop environments, e.g., on mobile
devices [THLT07]. This way, employees can provide data to running business process
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instances instantly, instead of reporting the data after they return to their desktop work-
place. However, becoming realtime not only affects the deployment and use of interactive
business applications.
Becoming realtime also has implications at the level of processes. The processes, and
with them the applications supporting them, need to be changed in realtime to adapt
to emerging business needs. As a consequence, supporting business users, i.e., end-users
with some minimal technical knowledge, in developing and deploying interactive business
applications becomes an important feature of the IT infrastructure [SSFM08].
The technology of SOA-backed Web applications supports this need to some degree. The
SOA infrastructure contains services that provide functionality at a granularity meaningful
to business users [ABB+09]. Based on this architecture, business users are able to develop
and deploy business applications rapidly using mash-up technology [HWDB08,HGJSS09].
However, SOA-backed Web applications have several limitations concerning their use in
post-desktop environments.
• Existing Web browsers are hard to customize to new non-desktop settings. As a
result, Web-based business applications cannot be deployed by business users into
non-desktop settings that prevent usage of mobile phones, e.g., to information kiosks
intended for customer use.
• If a mobile phone can be used, the browser exclusively relies on interaction capa-
bilities of the mobile phone. The browser does not take advantage of the resources
available in rich post-desktop environments, despite the fact that these have the
potential to increase application usability [BM05a]. Failure to use this opportunity
frustrates end-users, and as a consequence they resort to reporting data in bulk at
the end of their working day instead of reporting them live and on-site.
We argue that it is necessary to overcome the limitations of current Web application
technology with respect to post-desktop environments to realize the vision of the realtime
enterprise. Business users should be enabled to develop interactive business applications,
to deploy them into post-desktop environments, and to use the rich resources provided
by those environments. As a solution, we propose several extensions to SOA-backed Web
applications.
1.2 Research Approach and Structure of the
Thesis
A considerable amount of research on the subject of interactive applications in post-desktop
environments has been done, e.g., published in the UIST, CHI, DIS and EICS conference
series proceedings. At the same time, an even larger body of free and commercial software
components providing relevant functionality is readily available. To be able to describe
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the state of the art in a coherent way, we first need to establish a theoretical framework,
capable of describing and classifying systems in production use as well as those proposed
in the research literature. We develop such a framework in Chapter 2.
Furthermore, we derive requirements for post-desktop interaction with Web applications.
These requirements are based on a case study conducted by the author, but also reflect
the state of the art on requirements for post-desktop interaction. In this case study, a
Web browser was extended in a way adding context-awareness [CCDG05] functionality to
Web applications [HSK07, SHF+07,HSM08,HS08,HSM09]. The list of requirements and
the theoretical framework are the main outcome of Chapter 2.
Chapter 3 proceeds with a review of existing systems from different areas of research.
We compare the systems proposed in the research literature to the requirements derived
in the previous chapter. We perform a qualitative comparison of existing systems based
on the published system description and the requirements. The analysis of the existing
systems provided insights for the design of MundoWeb, the system proposed in this thesis.
The chapter concludes with a discussion of the weaknesses of existing systems that are
overcome by MundoWeb, pointing out where MundoWeb progresses beyond the state of
the art.
Chapter 4 presents the overall concepts behind MundoWeb. As outlined in the motiva-
tion, MundoWeb makes heavy use of existing Web technologies. While this may seem an
unnecessary restriction, the results from our case study and the review of the state-of-the-
art systems suggests the opposite, i.e., that Web technology provides a solid foundation
to build upon, and that using that foundation leads to new insights and thus to superior
concepts.
Chapter 5 introduces the algorithms, models and data structures needed to realize the
overall approach proposed in Chapter 4 in more detail. These two chapters contain the
main research contributions of this thesis. Three components necessary to realize the
proposed MundoWeb concept, called MundoMonkey, MineManager and MundoProxy,
are described in detail in this chapter.
Chapter 6 reports the evaluation results. Most parts of MundoWeb have been imple-
mented as a proof-of-concept system. Thus, the research approach for this thesis is
formulative with some concept implementations, a common approach for the fields of
Computer Science and Software Engineering [GRV04].
Finally, Chapter 7 discusses the results presented in this thesis with respect to remaining
limitations and possible future work.
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1.3 Publication Record
In summary, this thesis makes the following contributions.
• We provide a consolidated set of requirements for interactive systems in post-desktop
environments. It is the first such set to take into account the lessons learned from the
huge success of Web-based systems. Thereby, this thesis contributes to the under-
standing of the design space of interactive systems for post-desktop environments.
• Based on these requirements, we provide a conceptual design for interactive appli-
cations for post-desktop access environments, called MundoWeb, again taking into
account the existing achievements of Web-based systems.
• The proposed system comprises an adaptive and prefetching caching mechanisms
that outperforms state-of-the-art-solutions.
• As MundoWeb has been designed to work with existing Web-based applications, the
evaluation of the caching mechanism could be performed with realistic data sets,
adding another level of validity to our findings, compared to the evaluation results
found in the literature.
• Furthermore, the system comprises the conceptual design as well as the implementa-
tion of the MundoMonkey extension for the Firefox browser. This extension achieves
a unification of the output-modification capabilities of end-user scripting for the Web
with adaptive, pipeline-based input processing, overcoming limitations in existing
systems for adapting application UIs to post-desktop environments.
• The MundoWeb system is completed by a meta UI especially designed for Web
applications in post-desktop access environments.
The results of this thesis have been published in various national and international
journals, conferences and workshops. The AUGUR case study has been described in
[HSK07,SHF+07,HSM08,HS08,HS09,HSM09,SHF+08]. Furthermore, technology from the
AUGUR case study was applied in [RS08], contributing to the understanding of require-
ments. The conceptual design of MundoWeb and the MundoMonkey extension have been
published in [SH09]. The MundoMonkey extension is presented in more detail in [SHM09].
The meta UI has been described in [SH08] and [VSL+09]. The proactive prefetching was
first described in [GSH+09] and in more depth in [SAGM10]. Improvements, including the
evaluation with realistic workloads, have been published in [SGAM10].
Four other publications of the author [KS07,ABB+09,MSH09,HSSM10] are only loosely
related to this thesis and will not be mentioned further.




As pointed out in the introduction, many software applications are about to ‘leave’ the
desktop and to be used with a variety of different interaction devices or even with com-
binations of multiple interaction devices federated into a single UI. In this context, both
appropriate architectures and appropriate system software are important areas of research.
The present thesis emphasizes interactive business applications in post-desktop environ-
ments. This chapter contributes to this issue by deriving a set of requirements for the
access system, which is backed by requirements taken from the research literature and a
case study.
This chapter is structured as follows. Basic terms and a theoretical framework are in-
troduced in Section 2.1. Section 2.2 explains the Web as one instance of the theoretical
framework. Web applications are chosen as an example because they i) have many desirable
characteristics, and ii) are widely employed in production systems.
Section 2.3 reports the results of a case study in which the author was involved. In this
case study, the access system of Web applications was augmented to overcome some of its
limitations with respect to its support for post-desktop environments.
From the results of the case study, a new set of requirements is derived in Section 2.4.
These requirements serve as the basis for the concepts described in this thesis. Section 2.5
compares the set of requirements used in this thesis to other sets of requirements from
the literature. In conclusion, we find that although the access system of Web applications
has shortcomings, it addresses a substantial subset of the requirements from the literature.
Thus, further research should use the Web access system as a starting point rather than
adopting a clean-slate approach. The chapter concludes with a summary in Section 2.6.
7
2.1 Definitions
We first need to define some basic terms that are important for understanding the concepts
developed in this thesis. A key term used throughout this thesis is interactive application,
for which we adopt the definition of [UIM92] and define as follows:
Definition 1 (Interactive Application)
An interactive application is computer software that
• realizes domain functionality desired by a user, and
• is able to receive input from a human user and present output to a human user.
An example for an interactive application is an accounting program that performs payroll
calculations (i.e., payroll management is the domain functionality) and additionally inter-
acts with an accountant through a Graphical User Interface (GUI). Thus, an interactive
application comprises two functional subsystems: the domain functionality and the user
interaction functionality. The latter part is also sometimes called the application’s UI.
In this thesis we only consider interactive applications, even if we at times omit the at-
tribute interactive. The combination of receiving input from a user and presenting output
to a user is often referred to as interacting with a user.
2.1.1 Access Environment
Interactive applications depend on system software to provide services. For example, in-
teractive applications typically make use of a file system service for storing and retrieving
data. The entirety of services on which the application depends is called the operating en-
vironment of the application [KBWA94]. In monolithic systems, a single operating system
implements all services in the operating environment.
Historically, interaction with the user, i.e., access to physical interaction devices, has been
just another service provided by the operating system. For example, [UIM92] speaks of
the User Interface Runtime System but means the operating environment of the whole
application, comprising domain and user-interaction functionality.
The classic desktop workplace setup — comprising a screen, a keyboard and a mouse as in-
and output devices — has become a de-facto standard, and thus these physical devices are
considered as part of the operating environment. The desktop setup is so common that
it gave name to a whole era of interactive applications, called the ‘desktop computing’
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Figure 2.1.: Xerox Star user interface: The beginning of the Desktop Computing era.
era. The ‘desktop computing’ era is said to have started in 1981 with the introduction
of the Xerox Star (see figure 2.1) [JRV+89] and is still the predominant environment for
applications today.
Considering physical devices as part of the operating environment falls short when we try to
describe the operating environment for non-monolithic applications, like Web applications.
If interaction devices are considered as essential parts of the operating environment, then
the Web browser would have to be considered as part of the operating environment of a
Web application. However, only a minimal part of the Web application actually runs in
the browser. It seems more intuitive to consider the operating system of the Web server as
operating environment. This operating environment is unaffected by changes at the level
of the browser, e.g., when switching from a desktop browser to a mobile phone browser.
Therefore, we propose a novel conceptual framework, clearly separating virtual and physical
aspects of the operating environment, and introduce the concept of access environment.
The access environment captures all physical aspects of the environment in which the user
interacts with an application (see Figure 2.4). We define as follows.
Definition 2 (Access Environment)




In this section we will discuss the distinction between the concept of an access environ-
ment and the existing concept of context of use as used by Calvary et al [CCT+03] and
Blumendorf [Blu09].
At first sight, the definition of access environment resembles that of context of use from Cal-
vary et al. and Blumendorf as defined in [CCT+03]. However, the definition in [CCT+03]
intermingles the computational platform and software platform an application runs on with
the physical environment and interaction capabilities. The definition of access environment
clearly separates the two, which helps to analyze distributed applications. Changing the
Web server from a Linux to a Windows operating system would alter the context of use,
while the access environment remained the same.
We argue that clearly distinguishing between access and operating environment (which may
also be called computational platform or software environment) is crucial to understanding
the requirements for interactive applications in post-desktop settings. Although both,
access and operating environment, are changing towards post-desktop settings, different
problems arise. For example, porting applications to post-desktop operating environments
may mean leveraging cloud computing infrastructures for running SOA services. In this
thesis, we do not aim to address these problems. On the other hand, the shift towards post-
desktop access environments comes with its own set of problems, which we will examine
in the following.
2.1.2 Post-desktop Access Environments
As predicted by Mark Weiser [Wei99], we see interactive applications being used in more
and more diverse settings. Using the definition above, we characterize these settings as
post-desktop access environments and define as follows.
Definition 3 (Post-desktop Access Environment)
A post-desktop access environment is an access environment which differs from the
classic desktop environment
• in terms of the resources contained, or
• in terms of the procedure used for its construction, or
• in both of these aspects.
10 2. Background and Requirements
Figure 2.2.: Pen-and-paper-based operation
environment.
Figure 2.3.: Voice-based operation environ-
ment in a living room.
For example, voice-based access environments are a type of post-desktop access environ-
ment that is already in use today. In a typical such environment, information is presented
as spoken text, information is requested from the user via prompts, and user utterances
are processed with the help of speech recognition grammars [CGB04]. Another example
of a type of post-desktop access environment use pen-and-paper interfaces [Ste09a] for
interacting with the user. Two instances of such access environments are shown in Figures
2.2 and 2.3.
The desktop era is associated with one particular style of interaction called Windows, Icons,
Menus, and Pointers. Therefore one often finds the term post-Windows, Icons, Menus, and
Pointers (WIMP) interfaces in the literature for referring to interactive systems designed
for post-desktop environments. This is however not completey acurate, as the WIMP style
of interaction can be used in post-desktop access environments, e.g., on large touch displays
and vice versa, post-WIMP interfaces exist for the desktop environment, e.g., using mouse
gestures.
Important Types of Post-desktop Access Environments
Post-desktop access environments of special importance for the realtime enterprise are
mobile access environments. Typically, they contain a single mobile phone. In such envi-
ronments, energy considerations are extremely important, as they rely on battery-powered
devices.
Definition 4 (Mobile Access Environment)
A mobile access environment is a special type of post-desktop access environment
consisting of a single mobile device with a small screen and built-in keyboard.
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Apart from the energy constraints and limited built-in interaction capabilities, mobile
access environments only provide low-bandwidth, high-latency network connections.
Another important class of post-desktop access environments are federated post-desktop ac-
cess environments. These access environments are constructed from a loosely coupled set
of components, connected by means of a communication middleware. Interactive [work]
spaces or smart spaces are synonyms for these types of environments used in the lit-
erature [SdF07, JFW02,BDB+04,Bal08]. Supporting the bottom-up construction of such
environments is an essential requirement for supporting these environments. [RB03,AE08].
Definition 5 (Federated Access Environment)
A federated access environment is a special post-desktop access environment consisting
of multiple components (mobile and/or stationary) connected by means of a commu-
nication middleware.
The communication middleware masks the heterogeneity of the underlying communication
network and provides location transparency, so that applications accessed in a federated
access environment do not need to know where exactly a component is located [CDK05].
Typical components found in a federated access environment are output devices, such
as screens, but also input devices such as pointing devices. By using other interaction
devices from the environment, mobile access environments can become federated access
environments [BM05a,MMBE00,MNWM04,NMH+03].
2.1.3 Access System
As we briefly mentioned before, interactive applications comprise functionality from two
categories: domain functionality, implemented in software by the domain code, and inter-
action functionality, which is implemented in the interaction code (see Figure 2.4).
In desktop computing, the interaction code uses services from the operating system for
accessing interaction devices. There is a large potential for reuse of interaction-related
functionality [MR92], since all interactive applications need interaction functionality. To
facilitate this reuse, interaction-related code has been pulled out of the application and
put into middleware, the operating system or code libraries. We call the resulting system
encapsulating this functionality access system, and define as follows.
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Figure 2.4.: An interactive application contains domain code and a interaction code. It is
executed in an operating environment and accessed by the user in an access envi-
ronment. The access system may comprise operating system services and library
code. It may also be distributed, connecting to the access environment over a
network connection. In this case, the access system runs in another operating
environment in the access system, which is not drawn in the picture.
Definition 6 (Access System)
The access system is software (libraries, architectures, system processes) that is reused
in multiple applications for providing interaction functionality.
Early in desktop computing, the access system was just the part of the operating systems
responsible for connecting to the interaction devices, i.e., graphics and mouse drivers.
Shortly after, UI code libraries, i.e., toolkits emerged.
Discussion
In this section we discuss the relationship between the concept of an access system and
similar concepts found in the literature.
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UIMS
We do not use the term UIMS, which has been proposed already in [Kas82], to refer
to the access system, because UIMS have the connotation of providing a very high level
of abstraction to the application developer. For example, UIMS allow the application
developer to specify the dialog between the application and the user with state-charts
[Wel89]. UIMS systems have not gained widespread acceptance [MHP00], as practice has
shown that developers prefer fine-grained control over the interactions with the user over
a more abstract specification language.
Runtime Architectures
One important aspect of an access system is its runtime architecture [Blu09]. Different
architectures have been proposed in the literature, ranging from monolithic [UIM92] to
highly distributed [Cou87]. The most successful access systems in use today heavily rely
on library code, i.e., GUI toolkits such as WPF [Mic10] or Qt [Nok10] that have to be
linked with the application and thus executed as part of the application process.
Although the runtime architecture is a part of the access system, the access system also
comprises other aspects. For example, the Web access system that we will discuss in
Section 2.2 comprises infrastructure for deploying applications into access environments.
2.1.4 User Interface
We distinguish the UI from the access system. While the access system remains the same
for all applications, the UI is a part of the application and therefore differs from application
to application.
On the one hand, the UI interfaces the access system, and on the other hand it interfaces
the domain code of the application. Here, we take a code-centric view of the UI, i.e.,
defining it as a piece of software, which is common in the interactive systems engineering
community [MR92]. Please note that other understandings of UI exist, i.e., where the UI
is something the user perceives while interacting with an application. This understanding
is also commonly found in the Human Computer Interaction (HCI) community.
The access system provides the execution environment for UIs. Just as the Java Virtual
Machine provides a unified execution environment for Java byte-code on any underlying
system platform, the access system should provide an UI execution environment in any
access environment.
Every access system comes with a User Interface Description Language (UIDL), which the
developer employs to specify the UI. Thereby, we use the term UI Description Language,
as it is often a special-purpose language of descriptive nature. Note, however, that the term
description should not be understood as only referring to UIDLs following a descriptive
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or markup style. The UIDL can also be procedural or object-oriented. Likewise, language
does not imply that the UIDL resides on a meta-level, i.e., the UIDL can be realized
by a library inside a host language. An example is the Java Swing API that provides a
language for describing UIs and uses Java as host language. This UIDL is object-oriented
and implemented as a library in the Java language.
The UIDL gives rise to a syntactic structure of the UI. Thereby, elements in the UI,
corresponding to atomic expressions in the UIDL. These may be grammar rules, GUI
widgets or constraint rules.
Reflective and Non-Reflective Access Systems
If the representation of a UI in the UIDL differs from the representation of the UI accessible
to the access system at runtime, we call the access system non-reflective, otherwise we call
it reflective [Mae87]. Real access systems are often situated between these two extremes.
For example, if we consider the Java Virtual Machines as an access system (for the Swing
UIDL), it provides structural reflection capabilities, meaning one can manipulate the ob-
jects making up the UI at runtime. However, it does not provide behavioral reflection,
meaning one cannot alter the behavior of these objects, at least not without additional
tools for byte-code manipulation [Chi00].
We say the access system adapts a UI to a particular access environment. Using the verb
adapt in this context is common in the research literature on UIs for post-desktop access
environments. The access environment at hand is one target for the adaptation process
performed by the access system [HI01]. If one would adopt a less UI-centric approach,
one would say the UIDL representation is interpreted (possibly after compilation to an
intermediary format, like Java byte-code) in the access environment.
For a (partly) reflective access system, the question arises whether the adaptation should
be transparent, i.e., the structure and behavior accessible through introspection should not
be aware of the adaptations taking place, or whether the adaptation itself should have an
effect on the reflected UI.
2.1.5 Business Applications
Although this thesis deals with general interactive applications, it has been motivated by
the needs of the real-time enterprise. In this context, a subset of interactive applications
is especially important, which we call interactive business applications.
Definition 7 (Interactive Business Application)
An interactive business application is computer software that
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• serves a business process, and
• is able to receive input from a human user and present output to a human user.
The definition distinguishes interactive business applications from other kinds of computer
software, for example
• system software that helps make the computer system operational, or
• interactive games, which do not serve a business process.
A large share of interactive business applications is implemented as SOA-backed Web
application, and we also conducted the case study in that context. Therefore, we will
discuss the Web access system in some depth in the next section, Section 2.2.
Before that, we take a look at one important stakeholder interacting with such applications:
the business user.
Definition 8 (Business User)
A business user is an employee of an enterprise who is savvy on using software for
business and organisation purposes, i.e., more a user who is more knowledgeable than
an end-user, but who is not a technical expert, i.e., not a trained software engi-
neer. Business users may be capable to do some programming, e.g., in spreadsheet
applications or using a graphical or scripting programming language.
Business users may act as end-users, i.e., just use business applications. However, in the
real-time enterprise, business users are expected to develop (or at least customize existing)
interactive business applications to match changing business processes, and to deploy these
interactive business applications. Currently, this need can be supported by composition
environments for web applications, such as [HWDB08] or business process management
tools [RRMvdA05].
2.2 Access System of SOA Backed Web Applica-
tions
Many interactive business applications are currently implemented as SOA-backed Web
applications. We will define this term more precisely in this section and then proceed to
analyze the access system of SOA-backed Web applications.
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2.2.1 SOA-backed Web applications
As there is no commonly accepted definition of what the Web is or what constitutes a Web
application, we make the interpretation used in this thesis explicit:
An SOA-backed Web application is an interactive business application where
• the domain code uses services from an enterprise SOA infrastructure,
• the interaction code runs on a Web server and generates Hypertext Markup Lan-
guage (HTML) documents (optionally including Cascading Stylesheet (CSS) and
JavaScript),
• the user downloads and interacts with these documents via a Web browser in the
access environment,
• the communication between the browser and the Web server is performed over
Hypertext Transfer Protocol (HTTP)
Other definitions of Web application may include web services that are not meant to be
accessed with a browser or extend the definition to comprise any application delivered
via HTTP, including Java applets that use proprietary protocols for communication later.
However, we feel that this definition is not unreasonable and applies to most if not all of the
existing interactive business applications that are commonly considered web applications.
2.2.2 Components of the Web Access System
Interaction with an SOA-backed Web application proceeds as follows: The user initiates
interaction by accessing a Web application with a Web browser, for example, by typing
the Uniform Resource Locator (URL) of the application into the address bar. The browser
sends an HTTP request over the network to the Web server responsible for the URL. At
the Web server, the request is processed. In the simplest case, the request points to a
static file on the server from which the reply is read. For interactive business applications,
the processing usually involves more complicated steps for computing a reply, for example,
calling services in the enterprise SOA back-end. Once the reply is prepared, it is sent back
to the browser as an HTTP response. This response contains an HTML document, which
is rendered by the browser so that the user can interact with it. The next HTTP request
to the Web server may include the results of this interaction, such as the values filled
in a form. By using Asynchronous JavaScript and XML (AJAX) technology, subsequent
requests may also be initiated and handled by the JavaScript code contained in the first
response.
From this description the main components of the Web access system become apparent.
The Web access system comprises
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Figure 2.5.: Components of the Web access system used in SOA backed Web applications com-
prise the Web browser, the Web server and optionally a Web application framework,
like Ruby on Rails [ROR].
• the Web browser (Firefox, Safari for iPhone OS, Lynx, etc.)
• that implement standards such as HTML, CSS and DOM for rendering UIs
• and that furthermore implement the HTTP protocol for communicating with the
Web server ;
• the Web server itself, again implementing the HTTP protocol and also
• implementing an interface to applications, such as the Common Gateway Interface
(CGI);
• and optionally, libraries facilitating the dynamic generation of HTML documents.
Figure 2.5 shows an overview of the main components in the Web access system. There
is no distinction made between the Web browser application and the operating system on
which this application runs. As component in the Web access system, Web browser is used
to refer to the combination of the two.
2.2.3 Comparison to Other Access Systems
The Web access system has immense practical relevance, and its components are widely
known. Model-driven engineering [CCT+03,DS01] is also commonly used as a framework
to describe interactive systems and their respective access systems. The Web access system
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can be interpreted and described using this framework, and we will provide the necessary
conceptual mappings in this section. This allows us to analyze and compare approaches
from this camp later in Chapter 3.
Model-Driven User Interfaces
Model-driven development (MDD) embodies the idea of raising the level of
abstraction of artifacts intended to instruct computer hardware. Instead of
requiring developers to think and specify at the programming-language level
— e.g., the level of abstraction afforded by Java — they should be allowed to
use more abstract ways of specifying a solution. [Küh07]
In the Model Driven Architecture (MDA) standard, the most popular variant of Model
Driven Development (MDD) standardized by the Object Management Group (OMG), a
system is first described with a Platform Independent Model (PIM) which is then trans-
formed into a Platform Specific Model (PSM). The MDA standard supports multiple
stages of refinement, whereby the PSM resulting from one transformation stage plays the
role of a PIM for the next transformation stage. This allows the developer to provide a
refinement hierarchy with arbitrary levels.
Model Driven User Interface Development (MDUID) applies the principles of MDD to the
development of interactive applications. The Cameleon framework [CCT+03] defines a
canonical standard of four levels of PIMs and PSMs for MDUID, as shown in Figure 2.6:
the concepts and tasks level, the Abstract User Interface level, the Concrete User Interface
level, and the Final User Interface level.
The Cameleon framework does not prescribe which languages and meta models should
be used to describe the models at each level. Popular choices in the literature are, e.g.,
CTT [Pat99] for the task and concepts level, UsiXML [LVM+05] for the Abstract User
Interface and Concrete User Interface level, and, e.g., HTML for the Final User Interface
[CCT+03, PSMM08]. However, other choices are possible, e.g., UML and Java are used
in [LSHA08].
The UIDL of MDUID systems is defined by the meta models, which prescribe the form
of the models. MDUID systems provide tools supporting the developer in creating these
models. The models from the developer serve as the initial PIM, which is then transformed
into a final PSM that can be rendered in the access environment. This transformation
can comprise multiple steps that may be executed automatically, semi-automatically or
manually. The transformation steps perform the distribution of the single input model to
the components of a federated access environment and re-mold the source UI model into
a form suitable to the access environment components.
The distinction between the model-driven systems
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Figure 2.6.: The Cameleon framework standardizes four layers of models for UI development.
2.2.4 Conclusion
The Web access system has several similarities to systems using MDUID. The combination
of HTML, CSS and JavaScript used in the Web can be seen as the representation formalism
for UIs at the Abstract User Interface (AUI), Concrete User Interface (CUI) and Final User
Interface (FUI) level. Only the task and concepts level is not supported by the Web access
system. The static structure of HTML documents is specified by the HTML schema, which
acts as a meta model for HTML. The semantics of HTML are formally defined by the




One novel aspect of post-desktop access environments compared to desktop access environ-
ments is the presence of other input sources than keyboard and mouse. One subset of such
sources are sensors that enable applications to react to the context of interaction. Appli-
cations thereby become context-aware [CCDG05,SDA99]. Web applications are normally
not context-aware. Thus, making web applications context-aware is one step towards the
goal of this thesis.
The problem of adding context awareness to Web applications was investigated in the
AUGUR project. The goal of the AUGUR project was to leverage contextual information
from sensors to increase the usability of Web applications. AUGUR considered a wide
variety of context sensors. These sensors also comprise virtual sensors, and one very
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important virtual sensor is the user’s own interaction history with a Web application
[HS07].
A design goal of the AUGUR system was to avoid requiring premodeled information about
applications and context sensors to make Web applications context-aware. The meaning of
the sensors and possible connections to the Web application is inferred from a comparison
of the sensor data and the user’s interaction [HM09]. Alternatively, the end-user can
provide a mapping between sensors and Web application in a graphical editor [HSM09].
The AUGUR system serves as a case study for the approach proposed in this thesis and
helped to clarify two important questions.
• Contextual information is unreliable in nature [HI01]. Still, using it can often in-
crease usability. The question is how one can use the inherently unreliable context
information in a UI so that the net effect is positive, i.e., the benefits of using cor-
rect contextual information are not outweighed by the drawbacks of using wrong
contextual information.
• The second question is whether it is feasible to integrate contextual information in
the UI of arbitrary Web applications simply by accessing their HTML UI in the
browser, thereby achieving independence from context sources and independence
from Web applications at the same time.
2.3.1 User Study with a UI Prototype
To answer the first question, we conducted an extensive user study. We tested different
options for integrating contextual information in Web UIs and measured their effect on
the perceived usability of Web applications [SHF+08].
Method
The experiment was conducted online. We set up a Web site for the study that resembles
a Web application for train ticket reservations. The Web pages of the application were
instrumented, and recorded detailed timing data as well as user input.
Participants
Potential participants where sent an invitation email with a link to the online study. In
total, 40 persons participated in the experiment, most of them computer science students,
but also faculty members and persons without computer science background, who would
have been hard to reach without a Web-based test setup.
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Figure 2.7.: First step of the scenario
Design
In total we tested three conditions,
• inactive: no use of contextual information - the baseline interface
• correct: correct contextual information was used in the interface
• wrong: wrong contextual information was used in the interface
Each participant was assigned to either the correct or wrong condition, so this was varied
between subjects. As a control condition, every participant performed the very same task
in the inactive condition, so that the inactive / context-aware condition was varied within
subject. To control for learning effects, half of the participants performed the task in the
inactive condition first, half of them started with their respective flavor of the context
condition.
In each condition, several variants for using contextual information in the UI were used,
ranging from a highlighting of the most relevant entry field through a simple prefill of the
relevant entry field to the complex display of multiple suggestions.
We obtained measurements for the time on task by instrumenting the website. Errors were
counted manually by comparing the entered information to the correct information that
was required in the scenario. Finally, user satisfaction and prospective long-term effect
were measured with a six-level Likert scale.
Procedure
Each participant ran through a series of form filling tasks that were drawn from a hypothet-
ical travel booking scenario. Participants had to enter connection details (see Figure 2.7),
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Figure 2.8.: Second step of the scenario
Figure 2.9.: Third step of the scenario
select a connection (see Figure 2.8) and provide payment information (see Figure 2.9).
In the correct and wrong condition the contextual information was injected into the UI.
After each run through the scenario, participants filled in the questionnaire.
Apparatus
All three conditions of the Web application used the same HTML markup. The different
conditions were implemented by means of JavaScript functions that did or did not introduce
the context-aware enhancements to the UI. These modifications were thus performed
entirely in the browser, without any changes to the underlying Web application. The
context data did not come from real sensors, but simulated data was used instead.
The JavaScript code also took timestamps of the user interaction, similar to the approach of
[AS07]. The questionnaire results were stored by server-side PHP Hypertext Preprocessor
(PHP) scripts. The whole apparatus was implemented in an extensible manner so that it
could be reused for another study [RS08].
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Figure 2.10.: Effect of the context-aware
suggestions in the first step of
the scenario (see Figure 2.7)
Figure 2.11.: Effect of the context-aware
prefilling in the second step of
the scenario (see Figure 2.8)
Study Results
We measured the time it took the user to fill out the three forms of the scenario. The effects
of the different implementations of context-awareness are shown in Figures 2.10 to 2.12.
For all forms, the least amount of time for filling was needed when the correct proactive
support was provided to the user. An adverse effect of using wrong context information to
support the user was observed. However, in the case of prefilling, wrong support improved
the efficiency compared to the inactive version of the form. This is highly counterintuitive,
and we believe the wrongly filled in data was used as a template by the users. Users did not
make more errors in the wrong setting compared to the inactive setting, see Figure 2.13.
In general, the results on efficiency suggest that implementing context awareness in this
particular way would indeed improve Web applications.
The results from the questionnaire survey was inconclusive with regard to whether such a
behavior did disturb users, or would disturb them in the long term (questions disturbed
and disturbslongterm in Figure 2.14). Surprisingly, even the support in the wrong con-
dition was considered helpful by the users (question helpful in Figure 2.14). As expected,
users did generally like (question like in Figure 2.14) the correct support more. In con-
trast, the results for the wrong support were also acceptable to users. We conclude that
users benefit from context-aware support in Web applications, even though the support
is inevitably wrong at times. Therefore, the first question raised in the beginning of the
section could be answered positively: using context information, although unreliable in
nature, is a feasible way to improve the usability of Web applications.
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Figure 2.12.: Effect of context-aware highlighting in the third step of the scenario (see Fig-
ure 2.9)
Figure 2.13.: Participants did not make more errors in the wrong setting compared to the
inactive baseline. With correct context-aware support, the number of errors de-
creased.
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Figure 2.14.: Results from the questionnaire.
2.3.2 Applying AUGUR to Make Existing Web
Applications Context-aware
The user study helped to answer the first question raised in the beginning of this section.
However, the second question, whether it is technically feasible to introduce such extensive
UI manipulations as the AUGUR suggestions (see Figure 2.15) into an existing Web appli-
cation in an automatic way, remains open. To clarify this, we applied the AUGUR system
to existing Web applications in a proof-of-concept trial: the ticket booking application of
the Deutsche Bahn, and a CRM application by SAP.
As the nature of the available context sensors is only known at runtime in the access
environment, and the augmented Web applications cannot be aware of the sensors, the
necessary modifications have to be performed in the browser. The AUGUR system there-
fore contains generic code that parses the HTML of the Web application and injects the
data from context sensors dynamically discovered from the environment [HSM09].
Using this technique, context-aware suggestions could be used with the existing Web appli-
cations, i.e., the ticket booking portal of the Deutsche Bahn, see Figure 2.15 and the SAP
CRM on-demand application, which is implemented as a SOA-backed Web application,
see Figure 2.15A
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Figure 2.15.: Contextual information injected into the Deutsche Bahn Web Application
AUGUR Architecture
The AUGUR system uses the HTML DOM representation of the Web page in the browser
to inject the context-aware features into the application. To be able to do so, all Web
applications must be loaded through the AUGUR proxy that injects a small snippet
of JavaScript into every loaded Web page. Besides changing the UI, this snippet also
communicates with the AUGUR proxy via HTTP, to get the values from the context
sensors.
This setup requires a proxy server to be installed on the same machine as the Web browser.
Furthermore, the browser must be configured to use this proxy server for all Web appli-
cations, where context-aware support is desired. The proxy server communicates with
the sensors using the MundoCore middleware [AKM07]. Thus sensors were dynamically
discovered, forming a federated access environment.
2.3.3 Conclusions
The experience from the AUGUR system shows that it is technically feasible and desir-
able from a usability perspective, to integrate context-awareness into the access system of
Web applications. This integration can be done at the level of the Web browser, with-
out requiring changes on the side of the Web application. This approach has several
advantages:
• it is easy to extend. New sensors and also new forms of presentation (besides sug-
gestions and prefilling) can be integrated without changing the application. The
AUGUR system is therefore an open adaptive system [OGT+99].
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Figure 2.16.: Contextual information injected into an enterprise CRM application.
• the expressiveness of HTML is sufficient to implement UIs for many business appli-
cations, and it is sufficient for realizing context-awareness at runtime.
From the experience with the AUGUR system, we conclude that context awareness should
be a general feature of a post-desktop access system, not of any particular application
accessed in this environment.
2.4 Requirements for a Post-Desktop Access
System
The Web access system is limited with respect to support for post-desktop access envi-
ronments. In the AUGUR case study, we found that these limitations can be overcome
for one specific aspect of post-desktop access environments, i.e., the handling of context
information to support system use, by extending the Web browser. In this section, we will
derive general requirements for an access system suitable to support all aspects of post-
desktop access environments. These requirements are based on the findings from our case
study. In Section 2.5, we will discuss the relation between the requirements introduced in
this thesis and other sets of requirements from the literature.
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2.4.1 Existing Web Applications
We require that an access system for post-desktop access environments should remain
compatible with existing Web applications. While this is an arbitrary constraint, it makes
a lot of sense for the following reasons.
• Web applications already meet many of the requirements postulated in the literature.
This close match was achieved not by good up-front design, but rather through
iterative refinement and improvements coming from practical application. This is
in contrast to many systems proposed in the academic literature that suggest a
clean-slate approach yet lack robust implementations. The Web access system can
be considered as much more mature and is thus a good stepping stone for further
exploration.
• Second, any solution allowing the reuse of the huge amount of existing Web applica-
tions is of much higher value than a solution requiring reimplementation of existing
applications. Solutions that extend infrastructure components like the Web browser
are of more value than solutions that require changes on behalf of the application
developer.
Thus, we formulate a first requirement.
Requirement R1 (Reuse of Existing Web Applications)
Existing Web applications shall remain usable with the post-desktop access system,
without any implementation changes.
This implies that the new access system stays compatible with existing Web access system
components at the protocol level. The AUGUR case study showed that this can be achieved
by augmenting the Web browser.
2.4.2 Supporting Existing and Novel Access Environments
The problem of instantiating a UI for a potentially federated post-desktop access environ-
ment can be separated into the the following two sub-problems [CBA+07,CLC05]:
• UI (re-)molding and
• UI (re-)distribution
Thereby, remolding refers to both, structural modifications of the UI, e.g., adding and
removing UIDL elements during the process of rendering and the rendering itself, e.g.,
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interpretation of the UIDL for concrete interaction devices found in the access environ-
ment. UI distribution is the process of allocating different parts of the UI to the different
components in a federated access environment. Distribution goes hand in hand with re-
molding, as once a UI part is distributed to a component, the component has to render the
UI part, thereby remolding it. Note that distribution may also refer to using input data
from different components in the access environment and does not mean the distribution
of output alone.
Federated Access Environments
We recall that post-desktop access environments do not contain a standard set of in-
teraction devices as was the case with desktop access environments. Mobile devices
do contain a fixed set of interaction capabilities but they should be augmented by
using interaction capabilities from the environment to increase application usability
[BM05a, MMBE00, MNWM04, NMH+03]. We conclude that the normal post-desktop
access environment is a federated access environment.
We state that support for federation should be handled within the access system and not
at the level of the operating system. The reason is that this allows use of the UI runtime
model for integrating the components in the federation.
Requirement R2 (Federated Access Environments)
The post-desktop access system shall be able to integrate arbitrary resources that are
connected via a middleware.
Remolding and Redistribution Capabilities
Components in the federated access environment can be coupled to each other in var-
ious ways. If one component represents a single interaction modality, the CARE model
[CNS+95] can be used to describe the coupling options. However, in reality a single modal-
ity is often realized by multiple components, e.g., the pointing modality uses a pointing
device and a screen showing the pointer. The AUGUR system showed how federations of
context sources can be used in the access system.
Non-standard resources found in post-desktop access environments can only be supported
adequately if the processing of input data and the output and structure of the UI can be
modified at the same time.
For example, to support recognition-based interfaces [MHA00], disambiguation options
need to be displayed to the user (output / structure modification) letting her distinguish
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between voice recognition hypotheses (input handling). As the concrete access environment
is only known at runtime, the modifications can only be performed at runtime. This is
also backed by our experience with AUGUR, where supporting context awareness required
extensive manipulation of the output presented to the user, e.g., suggestions had to be
introduced to the UI. At the same time, the AUGUR system had to process input from
various context sources in the access environment.
Following our experiences with the AUGUR system, we require that the post-desktop
access system should be open adaptive [OGT+99], i.e., the (business) user must be able to
deploy new strategies for distributing the UI and for remolding the UI to match particular
post-desktop access environments. Therefore, we introduce the following two requirements:
Requirement R3 (Changing the Input Processing)
The post-desktop access system shall enable the user to introduce changes to the pro-
cessing of input data based on the resources found in an access environment without
recompiling any applications.
Requirement R4 (Modification of Output)
The post-desktop access system shall enable the user to introduce changes to the output
based on the resources found in an access environment without recompiling any ap-
plications. These changes include changes at the level of the UIDL, e.g., introducing
new UIDL elements.
2.4.3 Mitigate User-Perceived Latency
Rich redistribution and remolding capabilities in an access system help to increase appli-
cation usability. For example, the context-aware support implemented in AUGUR enabled
users to accomplish their tasks faster, and thus increasing the usability of the CRM appli-
cation. Thereby, the improved usability could be observed while interacting with a single
Web page. However, usability of Web applications, especially in mobile access environ-
ments, is also adversly affected by the latency perceived by the user [PK08]. High latency
not only reduces the efficiency for interacting with the application but also badly affects
the user’s satisfaction with the system [PK08].
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An access system suitable for post-desktop access environments should thus incorporate
mechanisms that address user-perceived latency. However, like the remolding and redis-
tribution strategies, the latency reduction must be done in such a way that it does not
complicate the development of applications.
The latter is especially important for interactive business applications, which are frequently
implemented and deployed by business users instead of expert programmers. Web browser
and Web server implementations hide the network communication from the developer,
and thus help to keep development complexity to a minimum. The low bandwidth of
mobile network connection in mobile access environments leads to long download times
if the granularity of Web pages is too high, i.e., the Web pages incorporate results from
many complex SOA services in the back-end. This deteriorates the user experience of Web
applications. On the other hand, very fine-grained Web pages will lead to a much higher
rate of network access. For each such access the user will perceive the high latency of
the mobile network connection, which again results in a bad user experience. Thus, the
developer of an interactive business application suitable for mobile access environments
must exert great care to define Web pages at the right level of granularity, which distracts
him from concentrating on business aspects. A suitable access system for general post-
desktop access environments should address this by utilizing appropriate latency-reduction
techniques.
Requirement R5 (Application-Independent Reduction of User-Perceived Latency)
The post-desktop access system shall reduce user-perceived latency without introduc-
ing additional complexity for application development, compared to the existing Web
access system.
2.4.4 Management and Configuration Operations
Web applications are often said to require zero installation. However, technically there
is not much difference between downloading an HTML document from the Internet plus
interpreting it in a browser and, e.g., downloading a Java program plus interpreting it in a
Java Virtual Machine (VM). The reason why Web applications are nevertheless perceived
as more user-friendly is that the Web browser incorporates a UI for finding, accessing,
starting and stopping applications.
Supporting adequate management and configuration operations is a key factor for the
success of Web applications. The Web access system comprises methods to access appli-
cations, e.g., via the browser address bar or bookmarks, as well as methods to control
applications, e.g., via browser tabs. However, in order to support federated access en-
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vironments, additional management and configuration operations are needed that are
related to the management of the access environment itself. An access system suitable
for post-desktop access environments should thus comprise additional management and
configuration operations.
The research challenge is to define the necessary primitive management and configuration
operations that should be supported by the access system. As one can see from the exam-
ple of browser tabs that duplicate functionality already available as part of the operating
systems window manager, just supporting the needed management and configuration op-
erations is not enough. The operations must be provisioned to the user in a convenient
way, matching the special situation of post-desktop access environments.
Requirement R6 (Application and Environment Management and Configuration)
The post-desktop access system shall support management and configuration opera-
tions, giving the user control over the used applications and components in the access
environment.
2.5 Discussion of the Requirements
As the requirements derived in the previous section are only backed by one case study,
the question arises whether they are generally justified or whether they are specific to this
one application. To answer this question, we compare the requirements introduced above
to other sets of requirements from the literature that have been proposed with a similar
intent. The results of this comparison are presented in Table 2.1 and Table 2.2.
2.5.1 Requirements of Trewin et al.
In [TZV03], Trewin et al. present requirements for UIDLs suitable for universal access. The
requirements for universal access overlap with those of post-desktop access environments,
as in both cases non-standard interaction devices need to be supported by the access
system. Although Trewin et al. explicitly target UIDLs with their requirements, many of
the requirements have an impact on the whole access system. For example, no UIDL alone
can provide Run Time and Remote Control — as this is a runtime feature, a whole access
system using the UIDL is necessary to satisfy this requirement. Therefore, we treat these
requirements as applying to the access system as a whole. To compare the Web access
system to these requirements, we treat HTML as its UIDL.
Table 2.1 shows the result of this comparison. The requirements addressed by the existing
Web access system are marked in the second column.
2.5. Discussion of the Requirements 33
requirements from [TZV03] covered by requirement
Applicable to Any Target R1
Interface Elements R1




Run Time and Remote Control R1 (with AJAX)
Simple (R1), R2, R3, R4






Table 2.1.: The table shows how the requirements elicited in [TZV03] map to the requirements
used in this thesis.
Applicable to Any Target: Applicable to Any Target means that UIs for any application can
be described. The sheer amount of existing Web-based interactive applications is evidence
that this is the case for all practical purposes.
Separation of Interface Elements from their Presentation: The prevailing opinion in the
literature sees HTML as a layout-dependent format only suitable for the FUI level
[CCT+03, PSMM08]. However, this is actually not the case. The ACID tests [Pro09]
define a standardized layout, but browser implementations can and do depart from it in
arbitrary ways to better match the access environments at hand (e.g., mobile Safari on
the iPhone and lynx in desktop access environments). Therefore, the Web access system
already separates interface elements (specified in HTML documents) from their presenta-
tion (created by the browser). However, HTML and especially CSS allow the application
developer to include detailed presentation-related information with the UI that acts as
hint for the browser.
Interface Elements: Interface Elements means that all UIDL documents can be interpreted
without any knowledge about the application they belong to, which is the case for HTML
documents that are interpreted in a Web browser.
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Run Time and Remote Control: Traditional, turn-taking-style Web applications did not
allow for Run Time and Remote Control. However, modern Web applications by default
use AJAX technology to achieve this functionality. At the lowest level, communication is
still based on client requests, but AJAX frameworks like COMET [Rus06] provide server
push functionality to applications.
Simple: The Simple requirement means that it should be easy to render the UIDL. For
HTML, the UIDL of the existing Web access system, this is apparently the case. At
least implementing a browser for desktop and mobile access environments has been simple
enough to permit high-quality implementations of browsers.
Applicable to Any Delivery Context: For other post-desktop environments this is not the
case, indicated by the parentheses around the requirement in the table. Likewise, HTML
is currently already applicable to many delivery contexts, whereas a delivery context is
equivalent to an access environment. This means, however, that with the current access
system they are not applicable to any deliverable context; therefore, this requirement is
again put in parentheses.
Although also not mentioned by Trewin et al., applicability to any delivery context should
also include techniques to reduce latency. Even though the employed UIDL has an impact
on this (i.e., verbose UIDLs would add to latency), the impact is only minor.
Personalizable, Flexible and Extensible: The requirements Personalizable, Flexible and Ex-
tensible all imply that adaptation of the UI (input and output) happens at runtime, albeit
for different reasons. Using the examples from [TZV03], this entails translating the UI to
the user’s language (Personalizable), adapting to the user’s level of experience (Flexible),
or incorporating knowledge which was not available when the UI was developed, e.g., about
novel interaction devices (Extensible).
As one can see, many of the requirements elicited in [TZV03] are already covered by the
existing Web access system. However, we conclude that the five latter requirements are
only partly addressed, if at all, by the existing Web access system. We think that these
requirements cannot be addressed at the level of the UIDL, but must be tackled at the
level of the browser implementation, e.g., supporting more flexible adaptation of output
and processing of input within the browser.
2.5.2 Requirements for Personal Unified Controller (PUC)
Nichols et al. postulate requirements for an access system for appliances in non-desktop
settings, e.g., a living room [NMH+02]. Thus, applications for controlling appliances are
considered instead of interactive business applications. However, the environment in which
they are accessed are post-desktop environments, as they are dynamic in nature. Table
2.2 compares the requirements of [NMH+02] to the Web access system.
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requirements from [NMH+02] covered by requirement
No Specific Layout Information R1
Two-Way Communication R1 (with AJAX)
Dependency Information R1
Sufficient Labels (R1), R3, R4
Simultaneous Multiple Controllers R2
Actions as State Variables and commands -
Shared High-Level Semantic Knowledge (R1), -
- R5
- R6
Table 2.2.: The table shows how the requirements elicited in [NMH+02] map to the require-
ments used in this thesis.
No Specific Layout Information: As discussed above, the HTML documents used in the Web
access system may contain specific layout information, but these do not have to be used by
the browser. However, a browser can also generate interfaces from HTML without specific
layout information.
Two-Way Communication: Two-Way Communication can be realized in the Web using
AJAX techniques.
Dependency Information: Dependency Information means that the UIDL provides ways to
express relationships among UI elements, e.g., for defining groups of elements that are
active or available together. HTML provides the fieldset tag for exactly this purpose.
Sufficient Labels: HTML and browsers can show a number of simple text labels, e.g., as
tool tips. However, the Sufficient Labels requirement also means being able to render these
labels in the voice modality. Therefore, flexible output adaptation also needs to be applied
to cover this requirement in addition to the existing Web access system.
Simultaneous Multiple Controllers: Being able to employ multiple controllers in parallel is
deemed important by Nichols et al. The intention is to synchronize these controllers inside
the access environment, i.e., the access environment is a federation of multiple controllers.
Nichols et al. only consider parallel use of the controllers, corresponding to the equivalence
and redundancy types of coupling from the CARE properties [CNS+95]. This requirement
is clearly not met in existing browsers.
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Actions as State Variables and Commands: The requirement of representing Actions as State
Variables and Commands does not make sense for interactive business applications. Un-
like appliances, the business processes implemented using interactive business applications
cannot be described with just state variables, as they are more complex, requiring com-
pletely different interface structures in different steps. Adopting this requirement for an
access system would make it unusable for interactive business applications.
High-Level Semantic Knowledge: Nichols et al. require that a UI description should convey
High-Level Semantic Knowledge about the application. However, the examples used in
[NMH+02] are not very high-level (dates are entered in a special format). At this level, the
requirement is already covered by existing HTML input tags that allow the developer to
specify the date type among other types. Requiring that the UI description should contain
application domain knowledge, which is then used for rendering, does not seem reasonable.
It would make implementation of renderers immensely complex (cf. requirement Simple
of [TZV03]). And Nichols et al. state:
Despite all of the previous requirements, we must concede that it is impossible to
encode all the information into an appliance specification that a human would
use to design an interface.
Thereby, appliance specification refers to the UI description of an application.
2.5.3 Conclusion
As conjectured, the Web access system addresses many requirements that were proposed
for post-desktop access systems. Consequently, Web applications are the prevalent tech-
nology to make interactive business applications accessible in post-desktop environments.
However, the Web access system as it exists today is limited with respect to post-desktop
access environments: The way Web applications are rendered in the access environment is
completely static. The browser component of the Web access system provides little sup-
port for adapting the interaction with the Web application to the dynamics and variety of
resources encountered in federated post-desktop access environments.
As we can see from the review of existing requirements, Web applications do not support
all post-desktop access environments (Simple and Applicable to Any Delivery Context from
[TZV03] not met and Sufficient Labels from [NMH+02], respectively). This is due to the
static nature of existing browsers, which include hard-coded optimizations for a certain
type of access environment. This can be overcome by fulfilling requirements 3 and 4 in
the new access system.
Requirement 6 has not been considered, neither by Trewin et al. nor by Nichols et al. We
think that this is a deficit in those sets of requirements, and that this requirement is still
valid and important. Leaving out such a requirement is especially interesting for Nichols
et al., because the goal of the Personal Unified Controller (PUC) system is to facilitate
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Requirement Description
R1 support reuse of existing Web applications
R2 support federated access environments, give access to
the runtime UI model to multiple nodes
R3 allow modification of the the handling of input data in
the access environment
R4 allow modifications of output and structure of the UI
in the access environment
R5 reduce user-perceived latency, especially in mobile
post-desktop access environments
R6 support a functionally complete set of management and
configuration operations, suitable for federated post-
desktop environments
Table 2.3.: Overview of the requirements for improving the Web access system.
interaction in environments containing a lot of different appliances. Therefore, choosing
which appliance to control or commissioning new appliances in the environment seems an
obvious problem that should have been tackled by the system.
By contrast, Web applications include such mechanisms and are key to their widespread
adoption. Therefore, this feature should be present in future access systems for interactive
applications, where it needs to be designed in a way to match the specifics of post-desktop
access environments.
2.6 Chapter Summary
In summary, we state that an access system meeting our objective should meet the six
requirements shown in Table 2.3. The requirements in this thesis show considerable overlap
with the requirements used by other researchers, as can be seen from the comparison in
Table 2.2 and Table 2.1. This indicates that this set of requirements is reasonable and valid.
The requirements of [TZV03] are completely covered, meaning that any access system
suitable for interactive applications in post-desktop environments could also be used for
universal access. Both, Trewin et al. and Nichols et al., do not consider management and
configuration operations, especially their nature in post-desktop environments. However,
these are important aspects of the very successful Web access system.
The analysis also shows that many of the requirements of Trewin et al. and Nichols et al.
are already covered by the existing Web access system, corroborating our hypothesis that
the Web should rather be extended than replaced in a clean-slate approach. Neither Trewin
et al. nor Nichols et al. deal with applications distributed over the network. Therefore,
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the problem of roundtrip latency does not affect the interaction and no means to counter
this latency are needed.
The requirement R6 is also not covered by the existing sets of requirements. Although
the requirements for Nichols et al. cover distribution of the UI to multiple devices in a
federated access environment, they do not forsee any possibility for the user to control
this.
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Chapter 3
State of the Art
This chapter reviews state-of-the-art approaches and compares them to the requirements
derived in the previous chapter. Existing approaches can be classified according to the
taxonomy shown in Figure 3.1.
The existing approaches can be loosely separated into two categories. Approaches in
the first category investigate how application development, especially UIDLs, needs to be
improved to support post-desktop access environments. The second category comprises
approaches that focus on the construction of post-desktop access environments.
Approaches in the first category can be differentiated further into approaches focusing on
the remolding of UIs and those focusing on the redistribution of the UI. Approaches falling
in the former category mostly rely on models during UI development and runtime. They
will be discussed in Section 3.1. Approaches for redistribution of UIs typically maintain
an abstract representation of the UI at runtime. This abstract representation can be used
by the access system to distribute the UI to the devices in the current access environment.
We discuss these approaches in Section 3.2.
Approaches from the second main category support the construction of new post-desktop
access environments. This category can be further separated into approaches that focus
on using existing applications in these access environments and approaches that assume
that application development happens after the access environment has been set up. The
renderingsub-problem
UI rendering access environmentconstruction
(re-)distribution yes(re-)molding
Model-driven UIs Device Ensembles Hardware Toolkits& Tangible UI AssistiveComputing
no
post-desktopaccess systemfocus (application UI or access environment construction)
reuse of existingapplications
Figure 3.1.: Taxonomy for systems from related work.
41
former approaches are mainly researched in the context of assistive computing (discussed
in Section 3.4), while the latter come from research on tangible interfaces and interfaces
comprising novel hardware components (discussed in Section 3.3). In Section 3.5, we
discuss some extensions to the Web access system that do not fit into the categorization
above.
3.1 Model Driven User Interface Development
The proliferation of mobile devices, led to a broad variety of access and operating envi-
ronments for applications. Maintaining different versions of the application UI for each
target device quickly becomes tedious. This problem is amplified in post-desktop access
environments, as the different types of mobile devices are just a subset to the set of all
potential post-desktop access environments.
MDUID approaches address this problem by introducing an abstract UIDL. The developer
specifies the UI at the Abstract User Interface level. The CUI for the target device is then
generated with the help of tools.
3.1.1 Early Model-Driven Approaches
Representative examples for the first generation of MDUID approaches are the Teresa
[MPS03] and ARTStudio [CCT01] system. The behavior of Teresa and ARTStudio is
comparable to a compiler with different back-ends. The generated FUI directly uses avail-
able interaction capabilities in an access environment, just as the code generated by a
compiler back-end directly runs on the target platform. This means the application de-
veloper can easily generate FUIs for different access environments from a single AUI-level
description, as long as the target access environment is supported by the transformation
machinery. There are other systems that work in the same way but use different source
and target models.
Both systems support the Cameleon levels [BDB+04] introduced in Section 2.2.3.1. The
automatic compilation is accompanied by extensive options to introduce special behavior
for certain targets, which are then maintained even when the Abstract User Interface
description is changed. The resulting application including the FUI is copied to the device
where it is intended to run and execute. How this deployment is done is beyond the scope
of the systems. Requirement R6 is partly addressed by ARTStudio, as the system provides
a a UI for configuring the UI to different devices at runtime. ARTStudio does not, however,
provide mechanisms for starting or stopping applications in the access environment.
Another drawback of early model-driven approaches is that once the FUI is generated, it
can no longer adapt to changes in the access environment. Thus, neither requirement R3
nor R4 is met. To adapt the output presented to the user or the processing of input to
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a novel type of access environment, a formal description of the novel access environment
type is required. In addition, implementations specific to this access environment for
all transformation steps from AUI to FUI are required before the access environment is
supported. Requirements R3 and R4 are thus not addressed, as the user cannot provide
such new transformations without running the whole transformation process again. As
the FUI is intended to run on a single device, requirement R2 is also not addressed within
these systems.
3.1.2 UI Plasticity and Models at Runtime
To overcome the limitations of the relatively static runtime structure of the early MDUID
approaches, the concept of UI plasticity was proposed in [CCT+02]. Plasticity has been
defined as the ability of an interactive application to provide a usable UI, even if it is
used in an access environment different from the one for which it was originally designed.
UIs that show plasticity can adapt to a range of access environments whose parameters
are inside a plasticity threshold from the originally intended access system for which they
were designed. The findings of [NCM07] show that it is indeed possible to automatically
adapt the UI of an application to a different screen size that is not too much different from
the screen size the UI was designed for. However, automatic adaptation to more complex
access environments is problematic [MHP00].
To realize plasticity in the context of the MDUID paradigm, a model of the UI must be
available at runtime, so that the interactive application or the user can select and apply
transformations that apply to the access environment at hand.
Cameleon-RT
The Cameleon runtime architecture, called Cameleon-RT, proposed in [BDB+04] supports
plasticity. The conceptual model of the Cameleon-RT runtime architecture has been suc-
cessfully applied in the I-AM system [Bal08]. The system supports accessing interactive
applications in multi-monitor environments, i.e., access environments comprising multiple
screens and a single pointing input resource, e.g., a computer mouse. Figure 3.4 shows
an example of a UI generated by this system. The requirement R2 is partly addressed
by the I-AM system, as the screens are dynamically discovered from the environment.
However, as the resources are only screens, requirements R4 and R3 are not addressed.
Requirement R6 is partly addressed by the meta UI described in [SCCF08] which is shown
in figure 3.2. However, the meta UI does not provide means for accessing, starting and
stopping applications.
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Figure 3.2.: Meta UI for splitting a Web application to different devices from [SCCF08]
Mapache
Another system using models and model transformations at runtime is Mapache proposed
in [BPM09]. The application developer can easily specify new refinements and trans-
formation rules for a particular access environment by using a lightweight development
environment [BPM09]. These new transformations are then applied to the original AUI
model. The Mapache system relies on the MundoCore middleware [AKM07] for connecting
multiple devices in the access environment. Thus, requirement R2 is addressed.
However, the structure of the UI cannot be modified at runtime in arbitrary ways, e.g.,
one interactor cannot be implemented in a way to change the output shown on another
interactor. Thus, implementing multitouch input is only supported if the application
developer uses the correct interactors, as it is impossible to introduce additional mouse
cursors on a screen. In conclusion, requirement R3 is not addressed and requirement R4
is not addressed completely.
The Mapache system provides a configuration UI where the user can influence the remold-
ing. However, this UI does not allow the user to start or stop applications; requirement
R6 is thus not fully addressed.
MASP
The MASP environment [BLFA08,FBSA08] follows an approach similar to Mapache (see
figure 3.3 for an example UI). The system foresees a predefined set of input types (gesture
input, natural language input, character input, and pointing input) and output types
(signal output, graphic output, natural language output). Again, the rendering of one
device cannot change the output on another device. The rendering is done in a purely
hierarchical fashion. Therefore, the system does not fulfill requirements R3 and R4 .
A meta-user interface for MASP, addressing requirement R6, is presented in [RBA09]. It
enables the user to deploy applications into the access environment. Also, the connection
between the access environment and the application can be configured in the meta-UI by
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Figure 3.3.: GUI generated by the MASP envi-
ronment from a AUI.
Figure 3.4.: Instance of a plastic UI as
generated by the I-AM system.
turning a predefined set of three modalities on and off. The meta-user interface also allows
the user to split the UI to multiple devices.
COMETS
The COMET system [DCC08] integrates MDUID with interaction toolkits. Unlike other
systems using an MDUID COMET can be used to realize interesting post-desktop UIs,
e.g., based on OpenGL rendering. In the COMET approach a UI is defined as a graph
of COMETS. Each COMET has three facets, called logical consistency, logical model and
physical model. The logical consistency facets specifies the task or set of tasks the user
can perform with this COMET. In [DCC08] the example of ‘change to next slide’, ‘change
to previous slide’ is used. The logical model implements the tasks specified in the logical
consistency facet. It appears that the logical model is a class implementing the interface
specified by the logical consistency. Finally, each logical model is bound to one or more
physical models, whereby the physical models differ by the platform they require. For
example, a logical model could have distinct physical models for Java and HTML. COMET
then provide certain advanced mechanisms to the developer to specify the relationship
between different COMETs in the graph governing how update and input events propagate
in the graph of COMETS.
COMET comes with a large set of physical model implementations, including HTML, Java
and OpenGL. However, it is not described in [DCC08] how the end-user could add new
physical models to an existing logical model. Although, as the physical models are associ-
ated with a single logical model, modification of the output spanning multiple COMETS
is not supported. Therefore, the system does not fulfill requirements R3 and R4.
COMET does not specify a meta UI and rather relies on the meta UI provided by the
platform underlying the different physical models, e.g., it relies on the window manager
for the Java physical model. Implicitly the user can choose the physical model she wants
to use by accessing the application with different devices, however, she cannot do this
explicitly in a meta UI.Requirement R6 is thus not satisfied.
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The COMET system does not deal with latency, as all parts of the application are consid-
ered to be available locally in the network.
Although not explicitly discussed in [DCC08], COMET can deal with federated access
environments, e.g., rendering parts of a slide show presentation application UI on a PDA,
while other parts are rendered on a table top computer. Thanks to the graph-based
structure, different COMETs can be assigned to different devices. It is however not clear
from the paper whether just the rendering, i.e., the physical model is actually disctributed
to the device or the whole COMET.
End-user Scripting for Web-based Systems
As discussed earlier, the Web access system is similar to many model-based approaches;
accordingly in this section we discuss some systems that make use of the DOM of the
HTML page as a model at runtime.
Interactive web applications also share some drawbacks with MDUID approaches. Namely,
developing a browser, which is the target platform for the most specific PSM in the web
infrastructure, is difficult. Existing Web browser do not support adaptation to changing
access environments. For example, the iPhone browser presents HTML interfaces using
exclusively the resources provided by the iPhone device itself. Adapting it to the pref-
erences of the user or making use of other interaction devices nearby, like a large screen
in the vicinity of the user, is not supported. Thus requirements R2, R3 and R4 are not
supported.
These limitations are partially addressed by end-user scripting frameworks for the Web,
such as [GRE09, BWR+05, LHML08]. They enable the user to use the rich HTML
Application Programmer Interface (API) for modifying the output of the Web applica-
tion in the browser at runtime. This can be used to introduce support for characteristics
of the access environment at hand. The output can be modified on a per User Interface De-
scription (UID) element basis, e.g. by iterating over all HTML elements of a certain type,
but also across different elements, e.g., by adding new HTML elements. Such modifications
can be controlled through the meta UI of the browser by the end-user. Requirement R4
is thus satisfied. However, the processing of input data cannot be changed, thus failing
to address requirement IN. The meta UI of existing Web browsers does not let the user
access and configure the access environment, thus requirement R6 is not met.
MARIA
For completeness, we also mention the MARIA system [PSS09]. MARIA builds upon the
Teresa approach by maintaining models of the UI at runtime. However, the focus in the
use of these models to enable more lively HTML GUIs, using AJAX features, as opposed to
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simple form-based Web interfaces. It does not address any further requirements introduced
in Chapter 2 compared to the Teresa system.
3.2 Access Systems for Multiple Devices
The focus of the systems discussed above was on using models for describing and represent-
ing UIs at designtime and runtime. More specifically, these models are used for remolding
the UI. The distribution of the UI to different devices in the access environment can also
benefit from such high-level information. However, the problem of distributing the UI to
multiple interaction devices connected via a network has been approached without using
models from the MDUID approaches for representing the UI. The systems we discuss
in this section emphasize requirement R2, and rely on a middleware for connecting the
different devices in the access environment, e.g., MundoCore in [BM05a] and UPnP [UPN]
in [VC04a].
3.2.1 Homogeneous Device and Multi-Monitor Access
Systems
One particular instance of federated post-desktop access environments are multi-monitor
access environments. Such access environments comprise multiple displays that are con-
nected to the access system via a networking middleware. One or more input devices
are multiplexed through the same middleware to provide input capabilities [BF05,BF07].
Multi-monitor capabilities are also offered by the I-AM system.
In this particular class of federated post-desktop environments, distribution of the UI
to the different output devices can be done on the pixel level instead of the semantic
level [BDB+04], i.e., without any high-level knowledge on the UI.
Like multi-monitor middleware for output, middleware for flexible input redirecting, e.g.,
PointRight [JHWS02], allows users to control single applications through multiple pointing
input devices. CPNMouse [BLMA+01] even supports an arbitrary number of pointing
devices, regardless of whether the underlying operating system supports this feature.
The access system provides the abstraction of a single large screen for the access envi-
ronment. No adaptation of the output takes place. Therefore, these solutions only apply
support for classic desktop GUIs interfaces; requirements R3 and R4 are not supported
by these systems. The support for requirement R6 is also restricted to the functionality
already known from desktop access environments.
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3.2.2 Access Systems for Inhomogeneous Devices
Multi-monitor access systems support the distribution of a UI to multiple homogeneous
interaction resources, i.e., multiple screens. Several other approaches have been conceived
to address the problem of distributing the UI among inhomogeneous devices. They make
use of abstract information about the UI structure, e.g., derived from the UIDL, to guide
the distribution process. Interaction resources receive a part of the UIDL and render it for
the device at hand.
Federated Devices
The concept of federated devices [BM05a] proposes to split an XForm [xfo09] automati-
cally across multiple devices according to predefined patterns. The devices to which the
interface is distributed are discovered automatically, taking the location of the user into
account. Patterns include rules for separating, e.g., the control part and the display part
of a slide-show application. The control part is rendered on a Personal Digital Assis-
tant (PDA) carried by the user, and the slides are shown on a large wall-mounted display.
If several large displays are available, the most suitable one is chosen based on the location
information.
Changing the output to the user in a way spanning multiple devices is not possible. Parts
of the UI can only be moved or replicated on different devices; the rendering of the part
cannot be changed in a way that affects multiple devices at once. The processing of input
data cannot be changed either. It is fixed in each interaction device. Thus, requirement
R3 is not satisfied and requirement R4 only to a limited degree (no manipulation spanning
multiple UIDL subtrees).
Pebbles
The Pebbles project [NMH+03] developed a system to use a hand-held device for remotely
controlling appliances and applications running on other devices, e.g., the Personal Com-
puter (PC). The requirements underlying this system were discussed in Section 2.5. The
Pebbles system is highly optimized for remote controlling, i.e., the UI part rendered on the
hand-held device contains a simplified version of a complex application or an exact mirror
of the appliance UI. Complex interactions between the different devices, e.g., altering the
output of the original UI once a hand-held is present, are not supported by the system.
Requirement R4 is not addressed completely. The output can only be adapted on a per-
element basis by changing the rendering function of a device. As with federated devices,
Pebbles does not address requirement IN, as the processing of input data is fixed within
each device.
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Pebbles also supports another kind of federation, where the interface to multiple ap-
pliances dynamically discovered from the environment is joined into a single consistent
UI [NMH+03]. The same is done in ICrafter [PLF+01]. This is exactly the opposite of
federated access environments, where multiple devices and resources are used to interact
with a single UI.
XWeb
The aforementioned systems relied on system-driven splitting of the UI. A different ap-
proach has been proposed for the XWeb system [OJN+00]. With the extensions described
in [ONP01], the user can combine different devices into one access environment and define
the distribution of the interface parts to these devices. The UI model used by XWeb is a
hierarchical tree of data objects, which simplifies synchronizing the interface across differ-
ent interaction resources but is not as rich as HTML. Furthermore, as a variant of HTTP,
a client-server protocol, is used for communication protocol, modifications of the output
are not possible from the application without a request from the client.
Interestingly, the meta-user interface is not a GUI as in [RBA09] or [Cou07], but a tangible
meta-user interface. Communication between the different devices in the access environ-
ment is performed solely via the application data tree stored on the server. It is impossible
to change the appearance of the UI on one device because another device becomes available.
Therefore, requirements R3 and R4 are not satisfied.
XWeb specifically tries to leverage the principles of the Web access system, by modeling
the interaction between the client devices and the server in a way closely following the
HTTP protocol.
Dygimes
A similar approach is proposed by [VC04a] and earlier [CLC05], where a UI is distributed
to multiple devices. The splitting of the UI to the different components in the operation
environment is again automatically handled by the system. Devices are discovered using
Universal Plug and Play (UPnP). Dygimes is important, as it combines model-driven
approaches with federation over a network middleware. The system uses information from
the task and concepts layer in the distribution, so that related UI elements go to the same
device.
For the rendering, Dygimes uses a very flexible mechanism based on constraint solving
[BBS01,LTVC06], making output adaptation for GUIs easy. Still, influencing the render-
ing on one device as part of the processing of input on another device is not possible;
requirement R3 is thus not satisfied.
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Figure 3.5.: Examples of Phidgets hardware
3.2.3 Discussion
All UI-splitting approaches discussed in this section distribute the output to the user on
a per-UIDL-element basis. Integrating different input sources and altering the processing
of input data is not supported, limiting the possibilities of creating novel types of access
environments. For example, XWeb distributes different parts of the data tree to different
devices, where they are rendered according to the device’s rendering engine and input is
handled by the input resources statically attached to the rendering device. Input patterns
spanning multiple devices, for example, controlling a cursor pointing on one device from
another device are not foreseen.
XWeb is the only system that provides a solution to the problem of deploying applications,
and it reuses and extends the approach of the Web access system for this. However, it is
unclear how an application is initially accessed to store its URL. Presumably this is done
in the richer graphical meta UI which is just mentioned and not described. The obvious
solution would be to use an approach similar to the address bar in Web browsers.
3.3 Toolkits for Post-Desktop Hardware
Systems supporting device federations address one aspect in which post-desktop envi-
ronments differ from desktop environments, i.e., the way they are constructed. However,
desktop and post-desktop access environments differ in another aspect: post-desktop access
environments contain a host of different interaction resources that are not found in desk-
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top access environments. Examples of such resources include context sensors, which have
been already discussed in the AUGUR case study. In practice, accessing this non-standard
hardware is difficult.
This is not only, as the cliché goes, a ‘small matter of programming’.
[KLLL04]. Therefore several systems emerged that allow application developers to use
these hardware resources in an easy way.
3.3.1 Sensor Hardware Abstraction
The first step in supporting novel in- and output hardware is the access to the hardware
on the driver level. Implementing system drivers for novel hardware is difficult, which
is the essence of the above quote. This can be addressed by providing frameworks and
ready-made hardware components that lend themselves for easier integration with access
systems. We discuss several such approaches in this section.
Phidgets
One of the most popular systems are Phidgets (shorthand for ‘physical widget’), intro-
duced in [GF01]. Figure 3.5) shows several Phidgets hardware devices. The Phidgets
library wraps the low-level communication with these hardware devices, and thus makes
it convenient to use them from applications. However, for this to happen, the application
must be written from the start with the target access environment in mind. As a result,
requirements R3 and R4 are not fulfilled with such an approach. Phidget hardware sensors
can be automatically discovered when they are connected to a Phidgets system. However,
they are not connected via a communication middleware, but through a wired connection.
Thus, Phidgets are not fit to create a federated access environment and do not address
requirement R2.
Phidgets can be used with existing applications, using screenscraping or ‘snarfing’
[MMBE00, GB02]. This approach only allows changes in the processing of input data
but does not allow modifications of the structure of the UI. Thus requirement R4 is not
supported.
iStuff
Another toolkit for abstracting from hardware devices is iStuff [BMRB07]. Using the
PatchPanel [BSF04] and the EventHeap middleware [JF02], the iStuff devices can be
mapped to existing applications in the iRos system [PJKF03], thereby supporting fed-
erated access environments. Hardware devices are connected to EventHeap using a
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Figure 3.6.: OpenInterface oper-
ation environment
configuration tool.
Figure 3.7.: ICON operation environ-
ment configuration tool.
proxy approach, where the proprietary messages from the hardware are translated into
EventHeap tuples.
Application UIs and interaction devices are completely decoupled — they only exchange
tuples via the EventHeap. Thus, there is no meaningful way to alter and adapt the output
produced by an application, and the reaction to the tuples is completely at the discretion
of the application. There is no way to modify the output in a structured way; requirement
R4 is not addressed. Requirement R3 could be addressed by rewriting EventHeap tuples.
The system does not support a meta UI.
3.3.2 Input Data Processing
The toolkits discussed above target the integration of single hardware components. Es-
pecially for supporting novel input components such approaches can be of great help.
However, the raw low-level data provided by these systems is rarely useful for interacting
with applications. On top of the access to the hardware, a basic framework for processing
the sensor input is needed to make sense out of the data and to turn them into means
for meaningfully interacting with applications. We discuss frameworks supporting the
processing of input data in this section.
Papier-Mache
Papier-mache [KLLL04] supports the creation of tangible UIs. There, the level of abstrac-
tion is on a level above the one provided by Phidgets. The developer can specify which
type of sensor hardware should be used, e.g., RFID or computer-vision-based sensing.
The Papier-mache platform automatically discovers a suitable sensor (which could be a
Phidgets sensor) and connects to it. This can be a local sensor or one from a federated
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access environment. From this point on, Papier-mache generates events representing the
addition, updating, and removal of objects from a sensor’s view.
The developers of Papier-mache analyzed several existing applications using tangible in-
terfaces and conducted interviews with developers of such interfaces as well. One result
of this analysis was that an event-based model is more suitable for processing input in
tangible computing access environments compared to the widget-based model employed
for GUIs.
Combining the output to the user with the processing of input in one widget hinders
development of tangible interfaces. On the other hand, the simple events provided by
papier-mache suffice to build many interesting tangible applications. For example the
marble answering machine of Durrell Bishop [IU97] can be easily implemented. However,
the UI is still tightly coupled to the access environment for which it was designed. The
papier-mache toolkit does not support modifications of the output or the use of input
devices that was not foreseen during development of the application. Requirements R3
and R4 are thus not satisfied.
Pipeline Architecture Systems
The papier-mache toolkit restricted itself to binary events for the presence / absence of a
tangible object. More interesting applications can be built when more fine-grained events
are provided, e.g., the position of an object in addition to its presence.
Generating events that are meaningful for an application requires processing of the low-
level input data. Often, processing steps can be reused for multiple applications and
purposes. For example, a low-pass filter is a general-purpose processing step useful for
smoothing input signals from any sensor.
There are various commercial [Nat] and academic tools which support the creation of such
processing pipelines [pur]. Several of these tools have been specifically designed to support
the development of UIs for post-desktop access environments.
OpenInterface
The OpenInterface [LAAVM09] platform is pipeline-based and comprises a range of com-
ponents useful for developing UIs [ope]. It is not based on a networking middleware, and
thus the components have to be deployed in the same node using configuration scripts.
Federated access environments are not supported.
Requirement R6 is supported, as far as the configuration of the access environment and
its connection to the application are concerned. OpenInterface provides an editing envi-
ronment [LAAVM09], which although mainly targeting developers can also be used by the
end-user (see Figure 3.6).
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Like all approaches based on event pipelines, defining and manipulating output in the
application UI is difficult. OpenInterface does not contain a rendering component for any
UIDL. Thus requirement R4 is not satisfied.
Existing applications cannot be easily reused with OpenInterface. They need to be re-
developed from scratch, or at least a custom proxy OpenInterface component must be
developed.
ICON
The ICON [DF04] input configurator toolkit follows a similar, pipeline-based approach.
Unlike the OpenInterface platform, its focus is not on providing a development environment
for new applications, but rather to provide a means for connecting non-standard input
resources to existing java GUI applications. However, the output of these applications
cannot be modified by means of the toolkit. Again, the focus of ICON is on desktop
applications, and thus federated access environments are not supported.
Like OpenInterface, ICON provides an editor (see Figure 3.7), which can be used by the
business user to address the configuration of applications and the access environment,
which is one part of Requirement R6.
Letras
For the sake of completeness, we mention Letras [HSSM10], which is a pipeline-based
framework for supporting pen-and-paper post-desktop access environments. Unlike the
other pipeline-based approaches it supports federation, as the different pipeline stages can
be distributed in the network. However, the scope of Letras is restricted to pen-and-paper
applications, so it supports neither modifications to the processing of input nor output
modification.
Summary
Hardware toolkits focus on support for the application developer aiding in the development
of new applications. Their intent is similar to that of model-driven UI systems, but instead
of a declarative UIDL they favor a more procedural, toolkit-style UIDL produced by the
hardware abstractions.
This approach seems to be most valid for input, as support for output is treated super-
ficially and is limited to low-bandwidth output such as ambient lights, Light Emmiting
Diodes (LEDs), or beeping. This is because the systems use a pipelined event-processing
approach which makes it difficult to describe and model persistent, structural output UI
elements. This is not a drawback for tangible interaction, as there the output is provided
by the physical things making up the application UI.
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3.4 Assistive Computing
Assistive computing can be defined as the ‘application of computing and information tech-
nology in solving relevant disability problems’ [SIG05]. Theoretical considerations on how
assistive computing techniques can help to provide access to interactive applications in a
given operation environment are presented in [WM03].
Means for adapting the processing of input data are researched within the context of
assistive computing, for example, changing the input from a pointing to a scanning tech-
nique [Mac09] which better suits one-switch devices. The special devices used in an access
environment are not forseen when the application is developed. Therefore, assistive com-
puting systems are necessarily open-adaptive from the point of view of the application
developer. Assistive computing provides techniques for changing the output of interactive
applications as well as for changing their processing of input data.
3.4.1 Non Web-based Systems
Screen magnifiers are an example of output modification which is agnostic to the inter-
active application at hand and therefore can be introduced in an open adaptive system.
However, often better usability of the UI can be achieved if knowledge about the interac-
tive application can be used, e.g., about the location of important buttons on the screen
and so forth. This is especially true for adaptation of the processing of input.
Here, two different approaches are used by assistive computing. The first one is to rely on
a dedicated assistive computing API [Mic], allowing programmatic control of the UI of an
application. This approach is, e.g., used in the [MNWM04] project. However, these APIs
doe not provide means to modify the output.
SUPPLE
Although adaptations are performed automatically by the assistive computing system at
runtime, setting up assistive computing systems requires complex configuration and cus-
tomization procedures. A notable exception is the SUPPLE++ system [GW04]. It adapts
the UI to the characteristics of a single device comprising in- and output capabilities and
the capabilities of a user (see 3.8 for an example). SUPPLE++ uses an optimization-based
algorithm to choose a concrete rendering for each element in the UIDL, e.g., one of the
possibilities of drop down-list, radio buttons, and menu for a choice task, and layouts the
widgets on the screen, e.g., increasing font and widget sizes to help with bad eyesight.
The optimization algorithm minimizes the user’s cost of interacting with the interactive
application, based on recorded or modeled user traces. With the ARNAULD [GWW08]
system, user-specific cost functions can be automatically learned by observing the user
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Figure 3.8.: Three variants of a GUI generated by SUPPLE.
performing some standard tasks. In other approaches, the global cost function for all
widgets can be specified manually by the user, expressing preference for certain pairs of
widgets [YNK09]. As this approach is based on optimization of observable variables (e.g.,
time on task), it applies even to novel interaction techniques. Thus, the processing of input
data is automatically changed based on the cost function.
SUPPLE does not rely on an existing API for assistive computing but requires applications
to be written in the SUPPLE UIDL, which is available to the SUPPLE system at runtime,
i.e., it is used as a model at runtime and could support requirement R4. A technical limi-
tation of the current SUPPLE system is the UIDL employed, which is not sufficiently rich
and only supports basic hierarchical organization of UIDL elements. A more sophisticated
language such as User Interface Markup Language (UIML) could be used, however. For
example, [LVC06] has shown, that constraint-based rendering and layouting can be applied
to user interfaces described in UIML.
Requirement R2 is not supported by the SUPPLE system, as the available interaction de-
vices must be statically configured into the system, e.g., all paramters of the cost functions
and the supported widget sets must be specified in advance.
IAT
Another approach is to synthesize mouse and keyboard events, i.e., to use the Operating
System (OS) window handles as a runtime model. This approach can be used with all UIs
written for a certain operating system, e.g., Windows. However, the possibilities of runtime
modification of in- and output are more limited. If this knowledge is not provided by the
developer explicitly, it can be extracted automatically. One way to gather such knowledge
is to rely on the fact that the UI of most interactive applications is implemented using a
GUI toolkit, such as Swing or Qt. Thus, one starting point for customizing GUIs to the
needs of a disabled person is to change the toolkit code at runtime, e.g., modifying the
classloader of the Java VM or using the reflection capabilities of the Java VM as proposed
in [CHML06]. However, such modifications are only applied at the level of individual
UIDL elements, addressing requirement R4 only partly. Requirement R3 can be satisfied,
56 3. State of the Art
as the examples in [CHML06] show, where e.g., one-switch devices are used for input. As
an assistive computing system, IAT does not focus on federated access environments and
thus does not address requirement R2.
3.4.2 Web-Based Systems
The rich output-modification possibilities make them suited for implementing assistive
computing features in the browser [BL07]. However, existing end-user scripting frameworks
offer no support for changing the processing of input data. Other assistive computing
browser extensions enable support for different input techniques, such as voice [HSL08]
or simplified key-based acces [SLLH08]. These are special cases of assistive computing
approaches, which will be discussed in the next section. The modified processing of input
data is statically configured and still confined to the resources provided by the device on
which the browser runs.
Summary
Results from assistive computing show how novel types of access environments can be
used in combination with existing interactive applications in an open-adaptive way, i.e.,
without support from the application developer. Requirement R3 is fullfilled, e.g., in the
SUPPLE system. The output-adaptation capabilities of assistive computing systems are
less powerful than the output-modification APIs provided by the Web interface system,
or they make use of the Web access plus end-user scripting frameworks to provide these
capabilities.
In assistive computing, changes in the access environment occur less frequently than in
post-desktop environments, therefore meta UIs are not considered, and requirements R2
and R6 are not addressed.
3.5 Extensions of the Web Access System
In this section, we discuss two approaches for extending the Web access system with
support for post-desktop access environments.
Delivery Context
There are approaches for adding context processing capabilities to the Web access system.
The question arises whether these existing approaches that give Web applications access to
their context could be used for handling input data from post-desktop access environments.
The W3C has proposed an API allowing a Web application to gather information about its
current environment [TJH10]. The general idea of this approach is to expose the delivery
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context of a Web page as a DOM model. This DOM model can be used just like the one
representing the rendered Web page in the browser; however, it represents the environment.
This DOM model should mainly contain information about static properties of the current
environment, such as screen size and computing capabilities of the device the browser runs
on. This is a rather narrow understanding of what constitutes a Web applications access
environment, which does not reflect the diversity of parameters found in post-desktop
access environments. By the time the standard was proposed, no implementation was
available. It is therefore unclear how web applications could actually use this facility to
get access to input data provided by devices in the environment, which would be necessary
to implement input-processing interaction strategies.
Ubiquitous Interactor
The Ubiquitous Interactor system [NBW05] interprets a model of the user interface at
runtime. The interpretation can be changed by deploying new interaction forms. However,
developing and deploying such interaction forms is difficult and cannot be done by the end-
user for adapting to an operation environment. Also, interaction forms are only applied
locally, to interpret a single element of the AUI model, limiting the support for novel forms
of input and output which require access to multiple elements of the model at once.
Adaptive Web Browser
The adaptive Web browser and server described in [HI01] adapts Web pages to different
contexts inside the browserv and on the server. The server can reduce the resolution of
images inside Web pages if the network connection is slow. The browser can adapt the
appearance of Web pages to arbitrary context. How this adaptation is performed, however,
and how the context is gathered, are not described in [HI01].
3.6 Discussion
In this section, we summarize the findings of the previous sections and compare existing
approaches to the requirements defined in Chapter 2. We see that none of the existing
approaches addresses the requirements to complete satisfaction. However, we can identify
an opportunity for Web-based systems to target.
3.6.1 Overview
Table 3.1 presents an overview of how the approaches from the related work support the
requirements. The meaning of the symbols in the table is as follows. A ◦ means the
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requirement is not supported (note that this does not mean it is impossible to fulfill this
requirement with the approach, for example by implementing a new Web browser for each
access environment arbitrary adaptations can be performed); a • means the requirement
is supported and can be performed by an end-user with some technical knowledge.
R2 R3 R4 R5 R6
Model-Driven User Interface Development
ARTStudio [CCT01] ◦ ◦ ◦ ◦ (•) 1
Teresa [LVM+05] ◦ ◦ ◦ ◦ ◦
Maria [PSS09] ◦ ◦ ◦ ◦ ◦
Mapache [BPM09] • (◦) 2 (◦) 3 ◦ (◦) 1
MASP [BLFA08,FBSA08,RBA09] • (◦) 2 ◦ ◦ •
COMET [DCC08] • ◦ ◦ ◦ ◦
I-AM [BDB+04] • ◦ ◦ ◦ (◦) 1
Device Ensembles
Federated Devices [BM05a] • ◦ (◦) 3 ◦ ◦
Pebbles [NMH+03] • ◦ (◦) 3 ◦ ◦
Dygimes [VC04a] • ◦ (◦) 3 ◦ ◦
DynamoAID [CLC05] • ◦ (◦) 3 ◦ ◦
Plastic UIs [SCCF08] • ◦ (◦) 3 ◦ ◦
XWeb [OJN+00,ONP01] • ◦ (◦) 3 ◦ •
Hardware Toolkits
Phidgets [GF01] ◦ ◦ ◦ ◦ ◦
Papier-Mache [KLLL04] ◦ ◦ ◦ ◦ ◦
iStuff [BSF04,JF02,BMRB07] • • ◦ ◦ ◦
ICON [DF04] ◦ • ◦ ◦ (◦) 1
OpenInterface [LAAVM09] ◦ • ◦ ◦ (◦) 1
1 no application life-cycle control
2 input handled only on a single device
3 only on a per-UIDL-element / subtree basis
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R2 R3 R4 R5 R6
Web Interfaces and Extensions
Greasemonkey [GRE09] ◦ ◦ • ◦ (◦) 1
Chickenfoot [BWR+05] ◦ ◦ • ◦ (◦) 1
CoScripter [LHML08] ◦ ◦ • ◦ (◦) 1
AccessMonkey [BL07] ◦ ◦ • ◦ ◦
Adaptive Web Browser [HI01] ◦ ◦ • ◦ ◦
WebSpeak [HSL08] ◦ ◦ ◦ ◦ ◦
KeySurf [SLLH08] ◦ ◦ ◦ ◦ ◦
UBI [NBW05] ◦ ◦ ◦ ◦ ◦
Assistive Computing
IAT [CHML06] ◦ • (◦) 3 ◦ ◦
Supple [GW04,GWW08] ◦ • (◦) 4 ◦ ◦
Yanagida 2009 [YNK09] ◦ • ◦ ◦ ◦
Table 3.1.: Overview of the support for the different modification scenarios in the related work.
The latency experienced by the user is not addressed in any of the state of the art sys-
tems. This is surprising, since many of them rely on network communication for propa-
gating changes in the system. This may introduce large delays, which disrupt the flow of
interaction.
3.6.2 Addressing the Limitations
Output Modification
Model-driven approaches have been advocated as one solution to UIs in post-desktop
computing, yet they have still not caught on [MHP00]. They focus on the needs of the
developer. By providing powerful abstractions, the developer no longer has to care about
differences between the access environments of an interactive application. Supporting a
novel type of access environment requires considerable effort, as it needs to be incorporated
into all stages of the transformation machinery.
Regarding the capabilities of adapting the output to an access environment at hand, these
systems provide the most extensive capabilities. The complete structure, up to the level of
dialog flow between different screens, can be modified at runtime. However, the adaptations
4 not with its current UIDL
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Figure 3.9.: Comparison of state of the art with respect to support for output modifications
(Requirement R4). Web-based approaches, in particular approaches using end-user
scripting hit the sweet spot in the trade-off between modification capabilities and
modification complexity.
have to be specified at application designtime. This limitation is overcome by newer
approaches, which use the models at runtime. The Web as access system is very similar
to these approaches, as the HTML DOM can be used as a model.
Systems developed in the context of assistive computing, such as Supple, Arnauld and
IAT, can work completely autonomously at runtime. They use a mathematical model to
make optimal choices for different widgets. The downside of these tools is that they do
not use a model of the UI at runtime, which prevents them from performing more complex
output modifications.
Having such a model of the UI available enables more complex output adaptations. Some
assistive computing systems for Web applications use the DOM as a model. These systems
support handicapped users with novel interaction techniques and, even more importantly
facilitate the development and deployment of new interaction techniques.
Adopting the approach of end-user scripting tools for the Web provides for powerful output
adaptation capabilities (e.g., new UIDL elements can be introduced or removed at runtime)
at the price of requiring some programming. However, as we will discuss in Section 4.2,
this drawback can be mitigated effectively. Therefore, end-user scripting tools demarcate
a sweet spot, as illustrated in Figure 3.9.
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NO Assistive Computing







Figure 3.10.: State of the art with respect to support for open adaptiveness and simultaneous
modification of output and input processing. No current approach provides the
ability to modify the processing of input as well as output combined with the
capability to let the end-user introduce such modifications in an open-adaptive
way. This sweet spot in the upper right quadrant of the diagram is currently
Simultaneous Modification of Output and Input Processing
Only assistive computing systems are capable of simultaneous adaptation of the output
(although they are limited as described above) as well as the processing of input. This
is absolutely necessary to support input techniques, such as recognition-based interfaces
[MHA00,MHA07]. However, assistive computing approaches require extensive setup and
configuration and thus do not allow the end-user to change the access environment easily.
Model-driven systems, including those using models at runtime, and systems supporting
device ensembles, focus on the adaptation of output and on distributing output to different
devices. They do not consider adaptation of the processing of input. Building upon the
Web access system provides the required output modification capabilities. However, such
systems still lack the ability to adapt the processing of input. Likewise, hardware toolkits
also only handle the processing of input data. Approaches for supporting device ensembles
and hardware toolkits often allow the user to introduce new types of resources, i.e., they
are open-adaptive. Assistive computing approaches are usually not open-adaptive; they
require the assistive computing system developer to add support for new types of access
environment types. Figure 3.10 shows a lack of support for simultaneous output and input
processing modification in an open adaptive way.
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(a)
(b)
Figure 3.11.: Reification makes the mapping between the input and output data and the UI
explicit (3.11b). Without reification, the mapping is implicitly defined (3.11a).
Reification
Flexibility and open-adaptive remolding can be achieved by reifying the mapping between
the input data from the access environment and the application UI, and between the
application UI output and the access environment, as illustrated in Figure3.11.
Representative examples of systems using reifications are Garnet, one of the first systems
using reification, and OpenInterface, the most recent and most advanced system using
reified mappings. Instrumental Interaction is a theoretical framework making heavy use
of reified mappings for describing and analyzing interactive systems.
Garnet Interactors One of the earliest examples of reified mappings were interactors in
the Garnet system [Mye90]. Interactors encapsulate the mapping from low-level
keyboard and mouse input events to behavior of a set of graphical elements. To
this end, a protocol for manipulating graphical UI objects is part of the interactors
framework. Myers argues in [Mye90] that six types of interactors are sufficient to
handle all input from mouse and keyboard for any application. For example, the new
point interactor is used when the user needs to specify one or more points with the
mouse. These points can be used as the corner points for creating a new rectangle
in a graphics editor. A major idea of interactors is that one interactor instance can
control the mapping between input and many graphical output objects.
OpenInterface Interaction Techniques The most recent and most advanced example of rei-
fied mappings are the interaction technique components in the OpenInterface frame-
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Structured Output Input Not Restricted
System Modification to Mouse & Keyboard
OpenInterface % "
Interactors " %
Table 3.2.: Comparison of different approaches for reifying the mapping between interaction
services and UI. Instrumental Interaction, as a theoretical framework, does not
provide any implementation.
work [LAAVM09]. In OpenInterface several components are composed into a pipeline
structure, where pipelines end in components representing application UIs. Interac-
tion technique components are a certain type of component that can be employed
in the pipeline in between interaction resource components and application com-
ponents. In contrast to interactors, OpenInterface does not specify a protocol for
modifying application and UI output objects. Instead, it must be checked manually
whether two components can be connected in a meaningful way. Unlike interactors,
OpenInterface components are not restricted to mouse and keyboard input. For ex-
ample, OpenInterface components for voice recognition are available. In principle,
the OpenInterface approach allows the user to customize the processing of input to
his or her preferences and habits and the interaction services at hand. However, the
lack of a clearly defined protocol for manipulating applications and UI output objects
limits the possibilities for modifying the output to the user in interaction technique
components.
Instrumental Interaction The theoretic framework of instrumental interaction provides con-
ceptual foundations for the reification approach. In [Bea00] the mappings are called
interaction instruments. Interaction instruments can cover the whole range from
GUI widgets that couple processing of input and output to the user, akin to Garnet
interactors, to more generic interaction instruments, such as ‘indirect pointing with
a mouse’, akin to OpenInterface components. In [Bea00] interaction intstruments
are described as being provided with interactive applications, but they could also
be provided by the end-user as part of the access environment. In general, the goal
of the instrumental interaction framework is to understand UIs, not to implement
them.
Table 3.2 shows the capabilities of the existing systems. The systems either support
structured output modification or their input handling capabilities are not restricted to
mouse and keyboard. No system supports both features.
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Type of meta UI
digital physical
MASP [BLFA08] " %
ReWiRe [VLC08] " %
Plastic UIs [SCCF08] " %
iStuff [BMRB07,JF02,BSF04] % %
OpenInterface [LAAVM09] " %
ICON [DF04] " %
XWeb [OJN+00,ONP01] % "
Table 3.3.: Types of meta UIs used in the related work.
Meta UI
As Table 3.3 shows, a non-digital meta UI has only been considered in XWeb, although
the meta UI of XWeb is very minimalistic; for example, it does not allow a user to start
a new application. A more sophisticated, digital version is mentioned in [OJN+00] but
not explained in detail. The relationship between the digital and physical version is not
described either.
3.7 Chapter Summary
In this chapter, we have reviewed the state-of-the-art approaches for using applications in
post-desktop access environments. None of the existing approaches addresses all of the
requirements from the previous Chapter. As suggested by the results from the previous
Chapter, the Web access system provides a solid foundation for addressing the limitations
with respect to output modification requirements. However, adding capabilities for simul-
taneous modification of output and input processing to the Web access system is a major
challenge. Furthermore, the existing systems provide meta UI capabilities, but these only
come as a by-product. The functionality of these does not suffice for addressing require-
ment R6. The timing behavior and latency of interactive systems has not been addressed
by any of the state-of-the-art approaches; thus none addressses requirement R5.




This chapter presents a novel approach for using interactive applications in post-desktop
access environments, called MundoWeb. The approach builds upon the technology of Web
applications, which is extended in three aspects. The three extensions also reflect the three
main contributions of this thesis:
• a novel approach for adapting interaction with Web applications to post-desktop
access environments (realized and implemented in the MundoMonkey Firefox exten-
sion),
• a model for managing Web applications in post-desktop access environments and
post-desktop access environments themselves (realized and implemented in theMine-
Manager system), and
• an intelligent caching and prefetching mechanism to reduce the latency perceived by
the user when interacting with Web applications (realized and implemented in the
MundoProxy).
The combination of all three extensions overcomes the limitations identified in the previous
chapter and addresses the requirements in Table 2.3.
This chapter explains the overall approach proposed in this thesis using a CRM system
as a running example. Section 4.1 describes how the three extensions integrate into the
existing access system for Web applications. The following three sections introduce the
extensions one by one, focusing on the interplay between the existing Web access system
and the proposed extensions. Section 4.2 explains how the handling of input to and output
from Web applications is extended in order to support post-desktop access environments,
taking into account the specific nature of those access environments as discussed in Section
2.1.2. Section 4.3 presents a model for managing Web applications in post-desktop access
environments and for managing these access environments themselves. Finally, section 4.4
shows how user-perceived latency is reduced to accommodate post-desktop access environ-
ments with a low-bandwidth, high-latency network connection, e.g., mobile environments.
Finally, Section 4.5 summarizes the main results of this chapter.
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Figure 4.1.: Overview of the steps the user performs to access and interact with a CRM Web
application in a post-desktop access environment using the Web access system
with the proposed extensions. The meta operations are supported by the new
model for managing Web applications in post-desktop access environments. Re-
distribution/remolding and interacting with the Web application are supported by
a novel approach for adapting interaction with Web applications to post-desktop
access environments. Finally, access to the back-end is improved by the intelligent
caching and prefetching mechanism.
4.1 Extending the Web Access System
As an example for illustrating the interplay between the components of the proposed
approach we consider a CRM application. Such applications need to be accessed by sales
representatives in the field on a mobile device, i.e., in a non-desktop environment. Today,
the Web application is used via the mobile phone as sole access device. Ideally, the user
should be able to utilize other options provided by the access environment to facilitate the
interaction, such as a full-sized keyboard, a larger screen or even voice input.
Figure 4.1 shows the temporal order in which the extensions are applied for accessing and
interacting with the CRM Web application in a post-desktop access environment.
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• The sales representative configures the access environment. In this step, the inter-
action resources that will later be used for interacting with Web applications are
selected. For example, in the car, voice input from in-car microphones is an option,
in the office the sales representative might prefer to use a touchscreen or large key-
board. This step is optional, as sensible choices for the interaction resources used
can be used as system defaults.
• Next, the sales representative accesses the Web application, e.g., by pointing the
browser to the URL of the CRM application. A user can access multiple Web
applications with one configuration of the access environment. The first two steps
are supported by the MineManager system.
• Once a Web page of the CRM application has been downloaded, the system needs
to connect the interaction resources to it. This could mean setting up voice control
or classical point-and-click control, depending on the chosen access environment
configuration.
• The sales representative then interacts with the CRM application, e.g., looking up
customer records, etc. Multiple interactions take place with the same setup. The
connection between Web application and the interaction of the user is performed by
the MundoMonkey system.
• Most Web applications, and especially business applications like the CRM system,
use a multi-tier architecture. The Web application accesses various services in the
back-end, e.g., a customer database or a product repository. Round trips from the
UI in the access environment to these services causes latency in the interaction. This
is a threat to the usability of Web applications. To reduce this latency, MundoProxy
uses a cache to answer these requests quickly.
• Only if the cache does not contain the requested data, the services in the back-end
are consulted. To keep the cache up to date, MundoProxy relies on prefetching in
idle times.
Figure 4.2 shows where the three proposed extensions fit into the Web access system
architecture. Two concepts, the management of Web applications and access environments
and the framework for interacting with Web applications in post-desktop environments,
are used within the access environment. They extend and augment the Web browser but
do not interfere with the communication between Web browser and Web server, which
is still handled by HTTP. Thus, these two concepts can be used to facilitate access to
arbitrary Web applications in post-desktop environments. The concepts for reducing the
user-perceived latency can be applied for multi-tier Web applications. In the evaluation we
concentrate on SOA-backed Web applications. Many business applications fall into this
category, and therefore SOA-backed applications are an important sub-class of all Web
applications that deserves special attention.










Managing Applicationsand Access Environments
Figure 4.2.: Integration of the proposed concepts in the Web access system (see Figure 2.5)
The above example of the CRM application introduced the three extensions from the
viewpoint of the user. We want to complement this view with a more conceptual view,
presenting an overview of the three proposed concepts and their relation to the require-
ments from Table 2.3.
Managing Web Applications in Post-Desktop Environments Managing and configuring the
Web application and the access environment comprises any actions the user must
perform before she can interact with the target application, or that she must perform
to adapt the interaction with the application to changes in the post-desktop access
environment. The model proposed in this thesis combines the necessary features to
accomplish these operations, thereby addressing Requirement R6 in Table 2.3.
Before the user can use the CRM application in an environment, she must do two
things. She must start, and eventually deploy, the application, e.g., by typing the
URL of the CRM application into the browser address bar or through a shortcut.
Second, the access environment must be configured to user needs, e.g., connecting
a voice recognition device to the CRM application. The first operation is already
supported by current mobile browsers, although the way this is done needs to be
reconsidered taking the characteristics of post-desktop environments into account.
The latter operations are not supported by existing systems.
Interacting with Web Applications in Post-Desktop Environments In the Web access system,
the browser is the part that is responsible for rendering a Web page and processing
the input. Thereby, we abstract away the difference between the actual browser
application, i.e., the Internet Explorer or Firefox application, and the operating
system it runs on because we treat both as a single entity in the Web access system
(see Section 2.2).
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Current browsers are designed for desktop access systems. The way the rendering
and processing of input is performed is fixed and cannot be adapted or customized
at runtime. For example, the way input events from the mouse are translated into
cursor movements on the screen is hard coded in the operating system, and the way
click events are generated on the Web page is hard coded in the browser’s rendering
engine. In order to support post-desktop access environments, especially federated
post-desktop access environments, a more flexible approach is needed. The output to
the user and the processing of input data must be adapted to the resources available
in the access environment at hand (Requirements R3, R4 and R2 in Table 2.3).
In contrast, this thesis proposes a flexible approach, relying on reification of the
hitherto static mappings, thereby giving the user and the system the option to choose
between different mappings. A reification of such a mapping is called an interaction
strategy. Reifying interaction strategies has been proposed before, e.g., in Garnet
[Mye90]. The contribution of this thesis lies in the way this concept is applied. With
the proposed approach, it can be used with existing Web applications, i.e., Web
applications unaware of the reification process, as opposed to supporting reification
in the application toolkit.
Reducing User-Perceived Latency The usability of Web applications is not only determined
by the quality of the interaction strategies and their fit to the access environment
at hand. It is also affected by the responsiveness of the Web application. The more
latency the user observes between one of her actions and the response of the appli-
cation, the less usable the application becomes. In the case of the CRM application
there are two sources for this latency: processing time spent in the SOA back-end
(enterprise applications are typically implemented on top of a SOA infrastructure)
and the latency of the mobile network connection. Both add up to the total latency
perceived by the user.
Although the network latency and processing time of the SOA services cannot be re-
duced, the total latency perceived by the user can be drastically reduced by caching
and prefetching requests. However, many prefetching and caching approaches pro-
posed in the literature cannot be used in mobile access environments, because they
would quickly drain the battery of the mobile device. The approach proposed in this
thesis uses novel techniques and adaptive prefetching algorithms, overcoming these
particular problems of mobile access environments and thereby addressing Require-
ment R5 in Table 2.3.
The evaluation in Section 6.3 concentrates on reducing the user-perceived latency for
Web applications with a SOA back-end, as such applications are found in practice.
In the following sections, we deviate from the more chronological order in which the exten-
sions are applied above, as it is necessary to present the concepts used for interacting with
applications (Section4.2) before we can describe how they are managed and controlled in
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Section 4.3. We conclude with a presentation of the mechanisms for latency reduction in
Section 4.4.
4.2 Interacting with Web Applications in Post-
Desktop Access Environments
During runtime, the role of the access system is to mediate between actions and percep-
tions of the user in the access environment on the one side, and the UI of the interactive
application on the other (see Definition 6). To do so, the access system translates actions of
the user, digitized by input devices, into digital events in the UI, and vice versa, translates
events happening in the UI into updates of the output to the user. Thereby, the way this
translation is performed heavily depends on the access environment at hand, e.g., handling
events from a pointing input device requires a completely different mapping compared to
a voice input device. In desktop computing it was possible to optimize and standardize
for a single type of access environment.
The existing Web access system, especially the Web browser component thereof, is designed
for desktop and mobile access environments. The mappings used to translate between in-
teraction devices and application UIs are defined once and for all in the operating system
and the Web browser application. The browser cannot be reconfigured to use another type
of interaction resource easily. For some systems, even the employed interaction resource
instances cannot be changed. For example, the touchscreen-based direct-pointing interac-
tion on the iPhone is always performed with the built-in touchscreen. The limitations of
this approach for post-desktop environments are obvious. For example,
• the best choice of employed mappings depends on the available interaction resources,
the application at hand, and the user’s preferences and habits. At least the first
parameter varies considerably in post-desktop environments.
• relying on statically attached interaction resources obviates using federated access
environments (see Definition 5).
In order to support arbitrary post-desktop access environments, a more flexible setup
is needed (see Requirements R3, R4 and R2 in Table 2.3). Reification of the applied
mappings, as described in Section 3.6.2 has been proposed in the literature to achieve the
necessary runtime flexibility. However, the existing approaches are limited. They either
do not support structured output modification, or they are only able to handle mouse and
keyboard input. Utilizing the specific nature of Web applications, which provide a very rich
runtime-model of their UI, we can achieve reified mappings that combine both advantages.
This novel approach relies on the notions of interaction resources and interaction strategies,
which we explain in the following.
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4.2.1 Interaction Resource
The notion of an interaction device as proposed by Braun ( [BM05a]) is not adequate
to analyze post-desktop access environments. For example, voice recognition systems are
based on microphones and are not perceived as a device by the user. Nevertheless, they
provide input to an application. In our approach, the access system decomposes into
interaction resources. Similar to [VC04b] we define:
Definition 9 (Interaction Resource)
An interaction resource is a component of an access environment that can be individ-
ually employed for user interaction by interactive applications.
An interaction resource is made available to the interactive application through the access
system. A mouse driver together with the mouse device thus constitutes an interaction
resource for the desktop computing access system. Interaction resources are not the same
as interaction devices, as often the same hardware in an access environment can be used
for multiple interaction resources, potentially even simultaneously. For example, a speech
recognition resource is realized by a combination of microphones (hardware) and a speech
recognition engine (software). The same microphone hardware can be used to generate
non-speech input in a different interaction resource.
Atomic interaction resources, like a single push button, can be aggregated to more complex
interaction resources. For example, a mouse is composed of at least three atomic interaction
resources, the two buttons and the movement sensor. It is up to the developer of the mouse
interaction resource to decide whether she wants to expose the buttons and the movement
sensor as individual interaction resources to applications or to define the whole mouse as
one integrated interaction resource.
To describe the direction of information exchange we take the point of view of the appli-
cation, i.e., the application processes input generated by the user interacting with input
resources; output to the user is generated by using output resources.
Interaction Resources in Federated Post-Desktop Access
Environments
To enable interaction with Web applications in federated post-desktop environments, we
require that all interaction resources are connected via a communication middleware. This
means that input events from input resources are sent as messages in a middleware. Like-
wise, output events from the UI are sent to output resources via the middleware. Using a
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middleware is a necessary step to support federated access environments (see Definition 5)
in the access system. However, the construction of such environments requires additional
support, which we will discuss in Section 4.3.
It is unreasonable to assume that an extensive set of interaction resources will become
available for any particular middleware chosen for a research project. Therefore we use
proxy implementations for existing interaction resources that internally use, e.g., Human
Interface Device (HID) or any other standard protocol. This approach towards imple-
menting interaction resources for a system has is commonly found in the literature, e.g.,
in [BMRB07,VLC08,RHC+02]. Wrappers for connecting several input resources with very
different characteristics (pointing, voice recognition, pen input) to such a middleware have
been implemented [Hra08,Zin08,Ste09b] for experimentation as part of this thesis.
4.2.2 Interaction Strategies
We refer to a reification of a mapping from interaction resources to the Web UI and back
as an interaction strategy.
Definition 10 (Interaction Strategy)
An interaction strategy is an implemented mapping from UIs to interaction resources
in an access environment.
An example for a very well-known interaction strategy from desktop browsers is "‘text
entry with the keyboard"’. In this interaction strategy pressing buttons on the keyboard is
mapped to changing the value attribute of form DOM nodes. In post-desktop computing an
alternative interaction strategy could be "‘text entry by voice"’, where speech recognition
is used to enter text.
As identified in Section 3.6.2, existing approaches are not able to combine output modifica-
tion using a rich model with input processing from arbitrary sources. Executing interaction
strategies within the browser component can overcome this limitation. The interaction
strategy has complete access to the application UI DOM model. The DOM can be aug-
mented so that interaction strategies are able to receive events from arbitrary interaction
resources via the middleware.
Output Modification
Interaction strategies need to have a rich API for modifying the output to the user and
the structure of the UI to fulfill requirement OUT in Table 2.3. This in turn requires a
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rich representation of the UI at runtime. In this aspect, interaction strategies as proposed
in this thesis differ from OpenInterface and Assistive Computing systems (see 3.4), where
no such API is provided.
Interaction strategies use the HTML DOM as runtime representation. By manipulating
the HTML DOM tree, arbitrary modifications of the output and the UI structure can be
performed. For example, the developer can add new HTML elements, remove existing
elements, change location of elements in the DOM tree and change property values of
elements, such as their color. Still, simple UIs can be generated using HTML markup.
Furthermore, by using the well known DOM API, business users can leverage on their
existing knowledge of Web scripting and learn from examples in any Web page on the
Internet.
Input Processing
Additionally, interaction strategies need to be able to process input events from interaction
resources in the access environment to fulfill requirement IN (see Table 2.3). Asynchronous
event handlers, such as for the DOM onclick event, are used pervasively in Web program-
ming. Therefore, to remain compatible with the event based programming model widely
employed in Web UIs, we introduce a novel API that enables user scripts to receive events
from interaction resources, and send events to interaction resources. Business users can
then use their knowledge of Web scripting and can use the full JavaScript programming
language for implementing the processing of input data.
To summarize, the proposed interaction strategies progress beyond the state of the art in
the following aspects
• we provide a rich output modification model while at the same time
• we provide simple APIs for the processing of input events following the event-based
pattern known to many end-user developers for the Web.
4.2.3 Composition of Interaction Strategies
As described above, the concept for interaction strategies facilitates implementation of in-
dividual interaction strategies, because existing knowledge of Web application development
can be reused. Thus, a large repository of interaction strategies is likely to be available
for adapting interaction with a Web application to a post-desktop access environment.
However, it is unreasonable to assume that a single integrated interaction strategy, which
comprehensively addresses all interaction resources in the environment, is available for
each post-desktop access environment. A far wider range of post-desktop access environ-
ments can be covered, if single interaction strategies can be composed to more complex
strategies.
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Figure 4.3.: The upper half of the picture shows the physical access environment in which a
user interacts with a room-control Web application using a pointing resource and
a speech input resource. Output is presented to the user on the TV screen. The
lower half schematically shows how the interaction resources are connected to the
UI with interaction strategies by MundoMonkey.
Strategy Library
A completely automatic approach wherein the system chooses interaction strategies di-
rectly from a global repository, is problematic. It would require a globally standardized
description of how interaction resources can be handled by interaction strategies. Further-
more, user’s preferences need to be taken into account when choosing strategies from a
global repository. For example, one user prefers text entry with a pointing device using a
strategy like Dasher [WBM00] while another user prefers an on-screen keyboard.
We propose to store a library of interaction strategies locally in the browser. The user
of the browser instance decides which interaction strategies are put in the library. This
turns each browser instance into a personalized configuration of the access system. The
user can either be a business user that pre-configures a browser being used in a non-
standard access environment for other employees or customers in the company, or an end-
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user configuring her own browser. Figure 4.3 shows a sample strategy library containing
11 different strategies, represented by the different symbols in the lower half of the figure.
As an example scenario, we consider a sales agent who wants to use the voice input
interaction strategy (described in Section 6.1.1) to interact with a CRM Web application
using the voice-recognition capabilities of her car (which is connected to the middleware).
If the interaction strategy is used for the first time, it must be deployed into the local
strategy library. The interaction strategy is a piece of code which must be deployed into
the strategy library of the sales agent’s browser. It can be loaded either from a global
repository or from another local source.
In our realization of the concept, deploying interaction strategies is done either by pointing
the browser to the URL from which the strategy can be loaded or by directly storing the
source code file of the interaction strategy in the strategy folder. After this has been
done, the new interaction strategy is available and ready to use. Runtime management
of the interaction strategy library is part of the meta operations, which we will discuss in
Section 4.3.
Composition
As it would be cumbersome for the user to select desired interaction strategies manually,
automatic composition of interaction strategies can be applied. In this way, the interaction
strategies available in the local library are matched the interaction resources in the access
environment. A composition is calculated that best fits to the interaction resources at
hand. Figure 4.3 shows an example of such a configuration, where 3 (out of 11 available)
interaction strategies have been selected and connected to interaction resources in the
environment. We present an algorithm for calculating such compositions in Section 5.1
4.2.4 Resulting Extensions to the Web Access System
To realize these concepts, the Web browser component of the Web access systems needs
to be extended. It is the only component of the Web access system that has access to the
complete application UI as well as to all interaction resources in the access environment.
Different types of extensions are possible. In the most extreme case, one can reduce the
Web browser to just a host of the DOM and handle in- and output completely via inter-
action strategies. Another solution would be to utilize the built-in rendering capabilities
of the browser, i.e., let the browser application render the DOM on a direclty connected
screen, as in desktop computing. In this case only additional output resources are con-
nected using interaction strategies. The latter approach has been implementated and
evaluated in the MundoMonkey system (see Sections 5.1 and 6.1) , as it is more efficient
for the local screen and still provides the full flexibility of interaction strategies.
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4.3 Meta Operations for Managing Web Applica-
tions and Post-Desktop Access Environments
Using the Web access system, deploying applications into the access environment is very
easy. For example, Web applications can be deployed by typing the URL into the address
bar of the browser. The process is so easy that Web applications are said to require zero-
installation. This characteristic should be retained in an access system for post-desktop
access environments (see Section 2.2). In post-desktop access environments, it is not
enough to support easy deployment of applications into pre-fashioned access environments.
Instead, end-users and business users should be enabled to construct access environments
on their own and manage how applications are accessed in them (Requirement C&M
Table 2.3).
In this section we address the question of which operations need to be provided by the ac-
cess system so that users can manage and configure Web applications and the post-desktop
environments in which they are accessed in. We call these operations meta operations, to
distinguish them from base-level operations performed within applications by interacting
with the application UI,.
Definition 11 (Meta Operation)
Meta operations are
• operations for managing applications, such as starting and stopping applica-
tions, as well as
• operations to configure and manage the interaction resources in the access en-
vironment and their connection to applications.
This definition covers both operations found in existing desktop and mobile access envi-
ronments as well as operations necessary for supporting post-desktop access environments.
4.3.1 Meta Operations for Managing Applications in
Desktop and Mobile Access Environments
Meta operations are readily available in existing systems for desktop and mobile Web
access, see Figure 4.4. Examples of meta operations provided by existing systems are the
following.
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(a) (b)
Figure 4.4.: Meta operations in existing desktop browsers (a) and mobile browsers (b).
Desktop browser The desktop browser has meta operations allowing the user to
• access Web applications by typing the URL into the address bar
• store and retrieve bookmarks for frequently accessed URLs
• manage a history list of visited pages
Mobile browser The meta operations provided by mobile browsers closely resembles the
meta operations provided by desktop browsers, e.g., they feature URL address bar
and bookmarks.
4.3.2 Meta Operations for Managing Post-Desktop
Access Environments
For using any interactive application in federated post-desktop access environments an-
other class of meta operations is needed. As first observed by Coutaz, the user needs to
control and configure the federated access environment itself [Cou07]. Coutaz coined the
term meta UI for referring to a component providing such operations (cf. [Cou07]). In
its narrow meaning, the term meta UI stands for ‘a point of control used for inspecting
and manipulating the configuration of a post-desktop environment’ (cf. [VSL+09]). As
Web access is one use case for federated post-desktop environments, we conclude that such
operations need to be provided as well. The minimal set of operations for controlling the
post-desktop environment is adding and removing interaction resources from the federated
access environment. Also, the inspection of the environment through the user should be
supported.
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4.3.3 Meta Operations for Mulitasking in Post-Desktop
Environments
Whenever more than one application is used in parallel in an access environment, the user
needs to manage the connection between the interaction resources in the access environ-
ment and the applications. In desktop environments, the window manager of the operating
system provides operations for this purpose
• distributing the available screen space among applications
• assigning all input and output resources to an application by maximizing it.
The same operations are implemented a second time within desktop browsers, as browser
tabs. It is interesting to note that a tighter integration of these meta operations with
the Web browser has now been adopted by all browser implementations. This suggests
that unifying the meta operations of the window manager and the browser makes the Web
access system more usable.
On mobile devices, we also find this type of functionality. However, it is tuned towards
the situation on mobile devices. For example, sharing screen space between different
applications is not supported, as the screen is too small.
The realization of window manager meta operations for federated post-desktop environ-
ments must differ significantly from existing systems due to the nature these environments.
Window managers of existing desktop systems are based on the assumption that the inter-
action with Web applications only happens by means of the interaction resources directly
provided by the device running the browser. Thus, existing window managers do not forsee
any meta operations for using interaction resources in the access environment, i.e., inter-
action resources provided by devices other than the one running the browser. Approaches
for extending the window manager to multiple screens and computers, such as presented
in [BDB+04] cannot be applied to types of interaction resources different from screens.
4.3.4 Meta Operations for Access System Customization
As discussed above, the user manages a library of interaction strategies in the browser
component of the Web access system (see 4.2.3.1). Thus, corresponding management
operations need to be part of an access system for post-desktop access environments.
Again, similar functionality is already included in desktop browsers. At least the Firefox
browser provides an easy-to-use extension mechanism, where users can install and deinstall
extensions. With Greasemonkey [GRE09], the user can install and de-install user scripts.
In our prototypical implementation, we rely on the functionality provided by the Firefox
browser.
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Meta Operation Examples
Browser
application access address bar, bookmarks (desktop)
connecting output resources browser tabs
Access System Customization
add interaction strategy Firefox extension mechanism in desktop en-
vironments
remove interaction strategy Firefox extension mechanism in desktop en-
vironments
Meta UI
adding interaction resources n/a in desktop environments
removing interaction resources n/a in desktop environments
Window Manager
connecting output resources maximize / minimize buttons, window resiz-
ing
connecting input resources window focus & spatial mapping (desktop)
Table 4.1.: Complete meta functionality needed for accessing Web applications in post-desktop
environments.
4.3.5 Resulting Extensions to the Web Access System
To the author’s knowledge, this is the first comprehensive analysis of meta operations for
Web applications in post-desktop access environments. Its operations are a superset of the
existing meta operations already included in mobile and desktop Web browsers. Table 4.1
contains a list of operations that are considered in the model.
In order to support these meta operations, a new system model is needed. It must comprise
the notion of interaction resource and interaction strategy as introduced in Section 4.2. The
operations supported by this model then need to be made available to the user in a meta
UI, to fulfill requirement R6. Reconciling all operations of the model into a single meta
UI avoids duplications, like the ones found between window managers and browser tabs
on desktop systems. The meta UI and the underlying system model constitute necessary
extensions to the existing Web access system to support post-desktop access environments.
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4.4 Reducing User-Perceived Latency for Web
Applications
According to [PdSB00], individual Web pages in a Web application can be seen as ‘one
shot, higher-order messages sent from designers to users.’ Applying suitable interaction
strategies reduces the effort for interacting with individual pages in a Web application after
the Web page has been downloaded into the access environment. However, as most Web
applications comprise a number of individual Web pages, a large degree of the perceived
effort for interacting with the application is caused by the delay the user experiences
while waiting for roundtrips from the browser to the server, and further to the application
back-end [PK08]. If the application is designed and implemented in a naive way, the user
perceives the invocation time of the back-end and the network time as latency every time
a service in the back-end is requested. To ensure a good usability of Web applications in
post-desktop environments, dealing with this latency is crucial.
Taking latency into account during the application design is not an option for interactive
business applications. These applications are developed to support business processes,
and these processes need to be adapted and tailored to business needs frequently. In the
realtime enterprise these changes need to be performed by business users with minimal
technical knowledge, instead of technical experts.
By adopting Web applications as technology, these business users are freed from having
to tailor the interaction to the interaction resources in the access environment at hand,
because this is automatically done by the interaction strategies in the user’s browser. If
the business users needed to consider latency in the design of the application, this gain
would be nullified.
Even if one could address latency issues during application design, the resulting application
would still not be optimal for every user. Instead it would be only optimal for a hypothetical
average user. In reality different users use applications in different ways. Ideally, the
adaptation should thus adapt to the individual user automatically [HS08].
Therefore, to address these problems and fulfill requirement LATENCY 2.3, we propose
to use caching and prefetching mechanisms. Using a cache is a common approach to
reduce latency. With a cache, the latency can be reduced without additional development
complexity. The cache stores all requests to the back-end so that they are available much
faster should the request be made again. The effect of the cache can be further increased by
relying on prediction and prefetching, i.e., adding entries to the cache without an explicit
request.
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Figure 4.5.: Without piggybacking, the proxy returns only one response to the client for each
request.
4.4.1 Probabilistic Prefetching
Simple caching alone reduces the user-perceived latency in case the user performs the
same request more than once during a session. The rate of cache hits can be increased
by proactively predicting future requests of the user and prefetching those into the cache
before the user actually invokes them. In our evaluation, we use the FxL [HS07] algorithm
for predicting the future requests of the user. This algorithm matches the recent history
of service calls to the history of all observed service calls. The services that most often
succeeded the current history in the past are chosen as predictions for the future request.
For example, if the system observes the Web application performed the service requests
A and B, and in the history requests to A and B were often suceeded by a request C,
the request C would be predicted. Figure 4.6 shows how the prediction step leads to an
additional cache hit compared to the non-prefetching baseline shown in 4.5.
Prediction and prefetching of results has a much larger effect if the effort for performing
an operation is high, as in mobile post-desktop environments. The effect is much less
noticeable in desktop access environments, where the effort for performing an operation
is low. Even if the prediction fails the fraction p of all attempts, there is a net benefit of
performing predictions, if p(W + C) < C. Here, W denotes the average overhead for a
wrong prediction (which may, e.g., come in the form of additional latency while waiting
for prefetching or from correcting actions that have to be taken to cancel the effects of
a prefetched request) and C denotes the average effort for performing an operation in
the application. We assume that the effort for performing an operation is 0, if a correct
prediction has been made, i.e., it is returned instantly from the cache. This means the
larger the value of C is, the larger can be the fraction of wrong predictions, before they
become counterproductive. We leverage this fact and probabilistically predicted requests
to the back-end, which then prefetched and fed to the cache.
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4.4.2 Resulting Extensions to the Existing Web Access
System
Caching and prefetching can be introduced at various points in the access system. The
cache is most effective if it is implemented inside the access environment, i.e., on the
client browser. However, in the case of SOA-backed Web applications, the client does not
directly access the SOA services in the back-end. Instead a proxy is used, as described in
Chapter 3.
A proxy service is used for two reasons. The first reason is a technical limitation of current
browsers. Existing browsers only permit requests to the server the Web application was
initially loaded from because of the one origin policy. Thus, the proxy server has to act as
an intermediate. Abiding by this restriction is arguably optional, as it is unclear whether
this restriction will apply for future browser implementations. However, to evalute the
performance with realistic workloads and real backend services, it is necessary to conform
to this restriction. A second reason for introducing the Web server as proxy between the
access environment and the SOA back-end is not of technical nature but due to conceptual
concerns. The setup with a proxy permits compression of complex SOA messages returned
by the back-end services into a format more suitable to the client and the mobile network
connection.
This proxy can also be augmented to predict and cache requests to the back-end. As an
improvement to this basic setup, we propose to use a distributed cache, i.e., a local cache
in the client browser as well as a cache at the proxy. This combines the advantages of
the local cache in the browser with the ability to prefetch a larger amount of requests at
the proxy. We propose a novel efficient mechanism geared towards the characteristics of
mobile and other post-desktop access environments for synchronizing the two, which we
explain in the next section.
4.4.3 Piggybacking Cache Synchronization
The cache on the proxy can easily be filled in idle times, e.g., as suggested in [EJM00].
There is no restriction in terms of bandwidth or battery runtime. The local cache at the
client in the access environment, however, should not be filled in idle periods, because
for mobile post-desktop access environments this would quickly drain the battery [Cao02],
and we assume the storage space that can be alloted to the cache is restricted. The
piggybacking approach solves these problems.
The normal protocol between the Web browser and the proxy server is that the server
returns one response for each client request shown in Figure 4.5. Using piggybacking, we
allow the server to reply with multiple responses to the original request of the client, i.e.,
the additional responses travel to the client piggybacked to the original responses, as shown
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Figure 4.6.: With piggybacking, the proxy can send multiple responses to the client, potentially
generating additional cache hits.
in Figure 4.6. At the client side, the additional responses are added to the local cache in
the access environment. Thus, no roundtrip to the proxy and the backend is necessary, if
the user invokes a request later on which can be answered from the cache. This reduces
the user-perceived latency to nearly zero.
We also implemented some other trivial improvements over the naive setup.
• a service can be marked as not eligible for prefetching,
• the client informs the proxy of any requests that were retrieved from the cache, to
keep the history on the proxy synchronized to the history of the client, and
• entries already present in the client cache are not sent to the client again.
4.5 Chapter Summary
We have described essential concepts for an improved access system for Web applications
in post-desktop access environments. The proposed concepts extend the existing access
system for Web applications in three ways:
• A method for flexibly customizing and adapting the Web browser to handle input
from arbitrary interaction resources in the post-desktop environment is proposed.
• A set of meta operations, which is general enough to handle Web access in arbitrary
post-desktop access environments, including federated access environments, is intro-
duced. It is meant to replace and augment existing meta UI functionality provided
by mobile and desktop browsers.
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• Finally, a solution to the problem of high user-perceived latency in mobile access
environments was presented.
The concepts in their entirety are the first approach to tackle all aspects of access to
interactive Web applications in post-desktop environments, addressing the requirements
in Table 2.3 in a coherent way. Existing approaches only focus on individual requirements,
e.g.,
• supporting construction of the access environment in an automatic [VLC08,CLV+03]
or manual way [NRCM06];
• improving usability by providing a UI automatically adapted to the access environ-
ment [GW04,SZG+03] or by allowing the user to customize the UI [DF04];
• or improving the usability by reducing latency through caching [ED05].
Also, in contrast to related work, where clean slate approaches are proposed, all three
components making up the approach of this thesis have been carefully designed in a way
permitting their implementation as conservative extensions to existing, widely used Web
technologies. This way existing SOA-backed Web applications can be reused as much
as possible. Therefore, it is possible to evaluate the resulting access system with real
applications.
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Chapter 5
Models, Designs, Algorithms
The previous chapter presented the overall MundoWeb approach and introduced its three
components and their integration into the existing Web access system. This chapter now
takes an inside look into the three components of MundoWeb, detailing the applied al-
gorithms, underlying system models and UI designs. It presents the rationale for design
decisions and discusses alternatives where applicable. The contents of this chapter form
the basis for the implementation and evaluation of the concepts presented in the next chap-
ter. The concepts for interacting with Web applications using the interaction strategies
have been implemented in the MundoMonkey Firefox extension. The concepts for manag-
ing post-desktop access environments and Web application lead to the implementation of
the MineManager meta UI. And, finally caching and probabilistic prefetching have been
evaluated with MundoProxy. Figure 5.1 situates these components in the context of the
existing Web access system.
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Figure 5.1.: MundoWeb overall architecture in the context of the Web access system (see
Figure 2.5).
5.1 Interaction Strategies for Web Applications
in Post-Desktop Access Environments
In this section, we describe the design of an extension to the Web browser, called
MundoMonkey, supporting the use of interaction strategies as presented in Chapter 4.
The extension enables the browser to use arbitrary interaction resources in (federated)
post-desktop access environments.
First, we describe the design of the API for developing interaction strategies for
MundoMonkey. It has been designed to reuse the well-known event-based programming
paradigm pervasively found in Web applications. We illustrate the use of the API with
a sample interaction strategy for connecting a Web page in the browser to two input re-
sources in the access environment. We also discuss how interaction strategies can be used
to realize other use cases, e.g., context-aware interaction. We then turn to the case where
multiple interaction strategies are available at runtime and describe an algorithm for cal-
culating the best combination of interaction strategies. Finally, we discuss options for
realizing MundoMonkey on top of existing technologies for the Web access system. This
leads to the conclusion that MundoMonkey needs to be implemented as a native extension
to a Web browser instead of relying on an approach using only JavaScript and proxies.
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5.1.1 Developing Interaction Strategies
The availability of a large number of interaction strategies for a wide range of interaction
resources is crucial for the success of any system relying on reification. Therefore, interac-
tion strategies should be easy to develop, and their programming model should leverage
existing knowledge of Web development as much as possible.
Interaction strategies prescribe how changes in the UI of an interactive application are
rendered to the output resources in the access environment and how input data from the
access environment is processed and turned into events in the UI. Thus, suitable APIs for
output and input need to be designed.
Output Modification API
Interaction strategies should be able to use the full DOM API for modifying the out-
put to the user. This satisfies the requirement for structured output modification. User
scripts [GRE09], i.e., JavaScript code that is injected in the browser and executed in the
context of a Website, can leverage the rich output modification capabilities of the HTML
DOM to manipulate the output to the user. The large number of available Greasemonkey
scripts (more than 30,000) suggests that a business user should be capable of developing
interaction strategies. Thus, the API is sufficiently easy to use.
Input Processing API
User scripts lack support for reacting to input events from interaction resources in the
access environment. Therefore, we extend the DOM API as follows. Interaction strategies
can add event listeners not only to DOM elements in the Web page but also to interaction
resources in the access environment. To do this we provide access to the middleware
connecting the federated access environment through the global variable mc. The name of
the variable refers to the communication middleware MundoCore [AKM07], which is used
in the implementation.
MundoCore is a channel-based publish/subscribe middleware. Interaction strategies can
register an event listener to a channel. The event listener is subsequently called whenever
the specified event in the interactive space occurs. Likewise, strategies can raise events in
the access environment, e.g., to send a new recognition grammar to a speech recognizer in
response to a change in the Web page. All published and received event data is encoded
using the JavaScript Object Notation (JSON) [JSO] format. Serialization of JavaScript
objects and de-serialization into JavaScript objects can be done very efficiently with this
format. This API is very convenient for Web programmers, as it resembles the event-based
programming style applied in most JavaScript programs on the Web. The following sample
code shows an event handler which moves a cursor on a Web page.
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mc. addEventListener (
"pointer_move" ,
funct ion ( evt ) {
//parsing the JSON coded event data
var data = eva l ("(" + evt + ")" ) ;
var curX = computeX( cur so r ) ;
var curY = computeY( cur so r ) ;
cu r so r . s t y l e . top = curY + data . dy ;
cu r so r . s t y l e . l e f t = curX + data . dx ;
}) ;
//Upon receiving a pointer_move event from the environment ,
//the element representing the cursor is moved to another
//location using methods from the Web page \ac{DOM}.
Listing 5.1: Input processing
Sample Strategy
To turn the simple event handler above into a useful pointing interaction strategy, code
for performing click events must be added. Simply performing the click event on the
element at the coordinates of the cursor will not suffice, as the cursor is part of the DOM
and thus would receive the click event at these coordinates. A solution is shown in the
following listing.
mc . addEventListener (
"pointer_click" ,
funct ion ( evt ) {
var curX = computeX( cur so r ) ;
var curY = computeY( cur so r ) ;
cu r so r . s t y l e . d i sp l ay = "none" ;
e l = document . getElementAt (
curX , curY ) ;
cu r so r . s t y l e . d i sp l ay = "" ;
performClickEvent ( e l ) ;
}) ;
//The cursor is temporarily hidden before the click. This ensures
//that the original \ac{DOM} elements positioned underneath the
//cursor receive the click event.
Listing 5.2: Point & Click Strategy
In this example, fixed channels are subscribed (pointer_move and pointer_click). How-
ever, the channel names are normally provided by the MundoMonkey framework at run-
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time through a management API that interaction strategies must implement. The channel
names are taken from the description of the interaction resources obtained from Mine-
Manager. This API is also used during the computation of a juxtaposition of interaction
strategies, which we describe in Section 1.
Combining Input Processing and Output Modification
One of the advantages of interaction strategies compared to other approaches for reification
is that interaction strategies can manipulate the output to the user and process input data
from the environment at the same time. A very simple example strategy making use of this
feature is a strategy for multitouch like interaction (MLI). The MLI strategy allows the user
to control two independent cursors on the screen. MLI does not require that displaying
two cursors is supported by the operating system. Instead, MLI adds two elements to
the Web application DOM, playing the role of mouse cursors as shown in Figure 5.2.
Therefore, this strategy is an example for testing whether it is possible to support novel
forms of interaction as MundoMonkey strategies, although this has not been supported by
the platform on which MundoMonkey runs. The position of the two cursor elements is
continuously updated by attaching event listeners to the events from the pointing devices,
using event listeners as in the code above.
In addition to the simple ‘click’ behavior implemented as shown in the code listings above,
MLI implements a ‘pinch’ gesture: If the buttons on both pointing devices are pressed
while their cursors are over the same UI element, this element can be enlarged or shrunk
using a pinch gesture. Figure 5.2 shows how the strategy allows the user to zoom interface
elements with this technique. MLI runs with any Web application. Displaying two cursors
would be extremely difficult without having access to a high-level output representation,
i.e., the DOM.
Context-Awareness and Interaction Strategies
One feature deemed essential for accessing and using applications in post-desktop envi-
ronments is context awareness [CCDG05]. We argue that context awareness (at least for
system use [MH09]) can be achieved by interaction strategies as well. A different concept,
e.g., context strategies, is not necessary.
From a technical point of view, there is no difference between a source of contextual infor-
mation and an input resource as defined above, and therefore contextual data can be fed
into applications by means of input resources. There can be no crisp distinction whether
data from an interaction resource represents input or context information. Context and
input can be seen as two extremes of a continuous spectrum of user input from the system’s
point of view.
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Figure 5.2.: Zooming a picture with the MLI strategy.
Usually, only intentional signals of human users, i.e., signals that are generated with
the explicit goal of generating input to an application are considered as input from the
user. However, non-intentional signals can be processed with the same machinery (sensor
hardware, etc.) that is used for intentional signals. For example, the data from the mouse
may be used as input for controlling a pointer. At the same time, the same data may be
used to detect if the user is nervous by measuring the tremor in the mouse movements.
The latter would then be considered contextual data.
Following the well-known definition for context from [Dey01], all user generated input (in-
cluding, e.g., mouse movements) can be considered context as it is definitely relevant for
the interaction between user and application. The definition of Mühlhäuser et al. [MG08]
overcomes this problem by restricting context to auxiliary information. However, the deci-
sion of what is auxiliary can only be made at runtime. In one case, processing voice input
may not be necessary for an application, as a pointing device and a keyboard are available.
Accordingly, if the application uses voice input in such an access environment, this would
be contextual data. If, however, the mouse and the keyboard device are removed, voice
input becomes essential for using the application, and thus becomes normal input.
We conclude that interaction resource may also to refer to input data sources which provide
data that would be considered contextual data. We will use the terms input resource, output
resource and context resource to further specify the nature of an interaction resource where
this is necessary.
Management API
Interaction strategies not only need to interact with the resources in the access environ-
ment and the UI. They also need to interact with the MundoMonkey system itself. For
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example, they must be started and stopped if interaction resources become available or
unavailable. Another example is the setup of a wiring, i.e., coordinating interaction re-
sources and interaction strategies to use the correct channel names from the middleware.
When a strategy is activated for an interaction resource or a set of interaction resources,
MundoMonkey sets the correct channel names.
MundoMonkey communicates with the MineManager (described in Section 5.2) to get a
list with the descriptions of the currently available interaction resources, i.e., interaction
resources that are connected to a Web application. The MineManager provides
• the type and
• the channel
used by the interaction resources. The MineManager meta-UI lets the user influence the
interaction resources used.
5.1.2 Composing Interaction Strategies at Runtime
We expect that the user can choose from a large repository of strategies maintained by a
community of end-users. Strategies for several interaction resources have been developed
as part of this thesis (e.g., strategies for pointer, keyboard and voice input, for an on-screen
keyboard1 and an output strategy for enlarging the font size).
As an alternative, strategies could also be supplied by device vendors wishing to sup-
port novel interaction techniques with their devices. For example, the pen input strategy
(described in Section 6.1.2) could have been developed by the pen manufacturer.
Interaction strategies can also be implemented with little effort by a business user. As an
example, we consider the scenario of a shopping mall. Multiple users (customers) inter-
act with an interactive Web application in the shopping window of a travel agency. To
improve the interaction, the clerk of the travel agency could deploy a new or modify an
existing interaction strategy to better adapt the UI to the situation in the mall. Similarly,
a technically skilled user in a department may devise an interaction strategy for incorpo-
rating contextual data such as the current location gathered from sensors as input to an
application, e.g., as proposed in the AUGUR system [HSM09].
Automatic Composition Algorithm
At runtime, MundoMonkey chooses which interaction strategies are best suited for the
access environment at hand. The decision is based on the available interaction resources in
the access environment and the user preferences, as shown in the Algorithm for Calculating
a Juxtaposition of Interaction Strategies on page 94.
1 based on the Greasemonkey on-screen keyboard www.greywyvern.com/code/javascript/keyboard
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Algorithm: Calculating a juxtaposition of Interaction Strategies.
interaction strategy composition Input: installed strategies: availableStrategies
Input: resources from access environment: availableResources
//sort, first by number of handled resources, then by user preference
sort(availableStrategies)
//initially no resources are assigned to any strategies
foreach r ∈ availableResources do
usedResources[r] = false;
end
//try out all strategies one by one
foreach strat ∈ availableStrategies do
//try to assign interaction resources to this strategy
//initially, no interaction resources are assigned to the current strategy
foreach r ∈ availableResources do
tempUsedResources[r] = false;
end
//counts the number of interaction resources assigned to this strategy
assigned = 0;
//resources needed by the strategy are numbered 1 .. strat.nResources
for i = 0; i < strat.nResources; i++ do
//find first unassigned interaction resource with the correct type
foreach r ∈ availableResources do
if (!usedResources[r] ∧ !tempUsedResources[r] ∧ r.type ==
strat.neededResourceType(i)) //assign the i-th interaction resource of the
strategy
//assignment will only be put into effect later




//could all interaction resource needs of the strategy be satisfied?
if assigned == strat.nResources then
//this strategy is ready and will be used
readyStrategies.push(strat);
//mark resources as used
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The interaction resources advertise their type, e.g., ‘mouse’ via the middleware. This
information is used by MundoMonkey to match them to strategies as shown in 1. Every
strategy specifies how many resources they can handle and which types these resources
must have. MundoMonkey selects at most one strategy for handling the events from
any interaction resource. Thereby, strategies which handle more interaction resources at
once are selected first. The reason for this is that MundoMonkey assumes the input of
two interaction resources processed in a single strategy is better integrated than in two
separate strategies.
When MundoMonkey runs a strategy, it selects a free communication channel in the mid-
dleware and assigns this channel to the interaction resource or sensor and as well to the
strategy. MundoMonkey thus dynamically creates a choreography of the resources in
the access environment. The handling of events is performed by the strategies; however,
MundoMonkey steps in whenever the choreography needs to be updated, e.g., because an
interaction resource has left the environment, and replans the choreography. The current
implementation uses simple string matching to determine whether interaction resources fit
the requirements of a strategy, e.g. if a strategy requires the resource type ‘mouse’ the
device has to report exactly as ‘mouse’.
Considering User Preferences
If multiple strategies are equally suited (e.g., handle the same number of resources), user
preferences come into play. The user can provide a rating (integer value) for each strategy.
This rating can be used to break ties. In the current implementation, there is no UI for
setting these preferences. This could for example be implemented following the approach
proposed in [YNK09], where the user only has to express preferences on pairs of interaction
strategies.
Strategies that do not require any input from interaction resources, e.g., the onscreen
keyboard, are treated specially. Whether such strategies are applied is only defined by the
user preferences. These are stored on a per-application URL basis. These are added to
the list readyStrategies at the end of Algorithm 1.
5.1.3 Implementation Design
The Greasemonkey Firefox extension can be used to provide output modification capabili-
ties to interaction strategies. If interaction strategies are implemented as user scripts, they
can access the DOM as required. However, user scripts lack support for reacting to input
events from interaction resources in the access environment. The question arises how this
limitation can be overcome, i.e., how JavaScript code executed in the context of a Web
page can access a communication middleware.
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Other systems [VLC08,AS07] rely on HTTP-based publish subscribe implementation, sim-
ulating pushing events onto the browser from the Web server with techniques such as
long-polling [Rus06]. The connection to the communication middleware used in the access
environment is performed by an HTTP server acting as a proxy. As latency and through-
put are essential for efficiently connecting interaction resources in the access environment
to the application UI in the browser, we compared the performance of a Firefox extension
implementing a MundoCore node with the fastest AJAX-based publish subscribe imple-
mentation (Bayeux + CometD + Jetty + Dojo as described in [Rus06]). Thereby, the
performance of the AJAX-based solution we tested is better than the performance of the
other systems mentioned above, as many optimizations have been implemented.
We tested the performance of both approaches by implementing a simple echo server in
JavaScript that subscribes to a “request” channel and on reception of a message publishes
to a “reply” channel. A remote client program simulating an interaction resource in the
access environment was then used to measure message roundtrip times and maximum
throughput. Our measurements show that the Firefox extension significantly outperforms
the AJAX-based implementation. Latency is lower by a factor of 3.2–53.5, and throughput
is higher by a factor of 16:
MundoCore Ajax-based
Firefox Add-on
Roundtrip time async (ms) 0.93 N/A
Roundtrip time sync1 (ms) 2 15.63 49.80
Throughput3 (msgs/sec) 10,039.98 627.34
Based on these results, we chose to implement MundoMonkey as an extension, connecting
the Web browser to the MundoCore environment. The MundoMonkey extension is based
on the C version of MundoCore [Ait09].
1 Execution synchronized with the UI thread of Firefox. Synchronization is required whenever
changes to DOM are desired.
2 Limited by maximum Firefox UI update rate (approx. 60 fps)
3 Large number of requests is pipelined until CPU load saturated at 100%
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5.2 System Model for Augmenting the Web
Browser with Meta Operations
In this section, we describe the design of the extensions for the Web browser adding support
for the meta operations introduced in Section 4.3. First, we present a meta model for post-
desktop access environments and a corresponding meta object protocol. The meta model
serves as a canonical representation of federated post-desktop access environments. Thus,
it can be used to describe federated post-desktop access environments.
Second, we describe the design of a meta UI, called MineManager that operates on in-
stances of the meta model. The meta object protocol prescribes how instances conforming
to the meta model may change at runtime. The meta model is thus used as an implemen-
tation framework for the meta UI, i.e., the meta UI acts as a view to the representation
of the access environment. The meta object protocol establishes causal connections be-
tween the model of the federated access environment and the meta UI on the one side,
and between the model of the access environment and the actual middleware used in the
federated access environment on the other.
The MineManager meta UI is proactive, which means it performs configuration actions of
the access environment without explicit and interactive user confirmation. We formally
define policies for taking proactive actions that ensure the user stays in control in a tech-
nical sense. However, technical policies necessarily fall short of satisfying the user’s desire
for a feeling of control. This aspect is addressed as well in the design of MineManager.
5.2.1 Meta Model and Meta Object Protocol for
Post-Desktop Access Environments
Users need to be able to control access environments and the applications they use via
meta operations made available in a meta UI (Requirement C&M). Operations the user
invokes in the meta UI need to be translated into changes in the configuration of the access
environment, and likewise, changes in the configuration of the access environment need to
be reflected in the management UI. This two-way synchronization ensures that the digital
meta UI stays consistent with the physical state of the access environment.
We propose a meta model for access environments and a meta object protocol for manip-
ulating instances conforming to the meta model to address this problem. The meta model
provides a reference framework that can be used in meta UI implementations. The meta
model and meta object protocol are rich enough that the operations required in 4.3 can
easily be expressed in terms of the meta model. Yet, it is abstract enough that it can be
easily instantiated with any implementation technology for access environments.
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Figure 5.3.: The meta model serves as a canonical representation of the physical access envi-
ronment. The meta UI links to this and is synchronized by reacting to events.
Figure 5.3 shows the application of the meta model. The representation of the access
environment configuration in the digital meta UI is kept synchronized with the actual state
in the federated access environment, implemented on top of the MundoCore middleware
and the MundoMonkey extension for interaction strategies.
The general problem of synchronizing the digital meta UI and the state of the access
environment exists independently from any implementation technology used for the meta
UI, which could, for example, be a GUI or a voice UI. Utilizing the meta model as an
implementation framework facilitates the development of views in different modalities to
the same underlying model.
Meta Model Classes
In the following we will introduce STUD, a meta model for post-desktop access envi-
ronments and an accompanying meta object protocol. A predecessor of this model was
presented by the author as part of [VSL+09]. Service - Task - User - Device (STUD) fore-
sees that four classes, shown in Figure 5.4, should be used to model post-desktop access
environments.
Device: Devices are the hardware components of the access environment. A device provides
at least computing and networking capabilities. Devices may also provide other
hardware components, particularly hardware that can be used for interacting with
the user, such as screens, accelerometers or microphones. Note that this notion of a
device differs from the concept of interaction device. Devices merely refer to hardware
resources present in the access environment available to the system, regardless of how
these are perceived by the user.
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Figure 5.4.: Overview of the elements of the STUD meta model.
Service: A service is a functional component. The functionality can be directly related to
the hardware of the device the service is executed on, e.g., a mouse service reads out
the state of a hardware button on the mouse device and publishes the information
to the environment. Such interaction services are of particular importance for the
scenario of accessing Web applications in post-desktop environments. They directly
correspond to interaction resources as introduced in Section 5.1. Other services rep-
resent actuators, e.g., for controlling the room heating; yet other services are purely
implemented in software and only use the computing capabilities of devices, e.g., a
database service. Services are used to model any interaction or context resources in
the environment.
Task: Tasks represent the activities the end-user can execute to reach a goal. In this
thesis, we only consider tasks implemented as interactive Web applications. Thus a
task corresponds to a Web page opened with a browser in the access environment.
However, in dynamic environments tasks may also emerge dynamically from the
present services and devices.
User: A user is a human who works on the tasks in the environment using interaction
services.
Federated Access Environment as Instance of this Meta Model
A typical access environment for Web applications thus contains the following entities.
• at least one browser service running on a device with comparably high computing
power and Internet connection. This service hosts the DOM of Web pages and
performs the HTTP communication with the server (background interaction). It
may also provide interaction capabilities, although this is not required. In this thesis,
when we use the term Web browser we refer to this combination of service and device
in the access environment.
• a number of tasks, i.e., Web pages whose DOM representation is hosted by the Web
browser
• a number of interaction resources. The capabilities of each of these resources is
exposed to the environment as interaction service. Ideally, interaction resources are
self-contained, i.e., directly run the interaction service. However, as this is not the
case for many existing interaction devices, a proxy approach as in [BMRB07] can be
used. The goal of this setup is to allow the flexible combination of the Web browser
5.2. System Model for Augmenting the Web Browser with Meta Operations 99
with the interaction services in the environment, thereby creating a federated access
environment.
• we only consider a single human user working on the tasks using interaction services
in this environment.
All nodes forming a federated access environment (see Definition 5) are connected by a
ubiquitous computing middleware. Such middleware replaces the hard-wired communi-
cation links that exist between the components in monolithic desktop or mobile access
environments. Different types of middleware have been employed to this end, including
tuple spaces [JF02], centralized message brokers [VLC07] and peer-to-peer based publish/-
subscribe middleware [AKM07], which is used in the implementation and evaluation in this
thesis.
Using STUD for Other Purposes than Web Access
Services other than interaction services do not need to be considered for the use case of
accessing Web applications. Such other services could, e.g., be room control services for
controlling the room’s air conditioning. Although the STUD model is general enough
to support such services, they may be not that important in practice. In many existing
systems, such services are already exposed via a Web user interface and can be used from
a browser [Goo10]. We do not see a reason why this approach could not be adopted in
general, e.g., requiring that all services, be they local or remote, are exposed to the user
via a Web front-end.
For modeling Web access environments, only a single user is considered. Tasks and services
are not shared among users on the level of the post-desktop environment. Simultaneous
access by multiple users has to be handled in the back-end applications. However, the same
physical environment, e.g., a room, may host more than one personal access environment,
and operations for distinguishing between the resources used by different users in the same
physical environment are provided and explained below.
Meta Object Protocol for STUD
The classes of the meta model can be used to represent and describe the state of a post-
desktop access environment. The user operations defined in Section 4.3 need to be im-
plemented on top of this model. Likewise, events from the underlying physical access
environment need to defined, so that the meta UI can react to these. An overview of the
supported events and operations can be found in Table 5.1. Details are provided in the
following paragraphs.
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STUD operation / event Classes Description
available / unavailable S,T A task or service becomes available or un-
available for association. This event is used
in the meta UI to maintain a list of tasks and
services which can be associated later on.
add / remove S,T Services and tasks can be added to and re-
moved from the access environment. Adding
can be initiated from the middleware, i.e.,
when a new service is discovered, or by the
user, e.g., when a new application task is de-
ployed.
Present / UnPresent S,T Services can be used for interacting with the
application task. If one or more interaction
services are used to present an application
task, they become available as interaction re-
sources for MundoMonkey interaction strate-
gies. The inverse operation can be used to
detach a service from a task.
remove connected S,T Similar to the remove event; this event oc-
curs, however, when a service becomes un-
available that is currently used in an inter-
action strategy. In this case, MundoMonkey
needs to re-adapt the interaction.
Associate / UnAssociate S,T Deploy an application task or interaction re-
source in the access environment. This op-
eration takes the Uniform Resource Identi-
fier (URI) of the corresponding Web applica-
tion as parameter. In case an interaction ser-
vice is associated into the access environment,
a middleware-dependent URI identifying the
service is used. This operation is always trig-
gered by the meta UI.
Table 5.1.: Overview of the operations and events in the meta object protocol for STUD.
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Operations
The meta UI is used to invoke several other operations, as described in Section 4.3. The
STUD framework defines an extensive set of operations that can be performed on the
entities in an access environment, which could be used to model the meta UI operations:
Present, Suspend, Resume, Migrate, Inv ite, and Share. For the purpose of Web
access in federated post-desktop environments, the Present operation is needed.
Present(T), Present(T,S+): Connect a task T with one or more interaction services S+. If
no target service is specified, the system has to decide automatically which services
should be used for interacting with the task. To stop using any services for presenting
a task, the UnPresent operation with the same parameters can be used.
This operation is used to model the ubiquitous window manager functionality of the meta
UI, both for connecting input resources and output resources. It does not prescribe how
the presentation is done, e.g., connecting a task with a pointing service has different
semantics compared to connecting a task with a voice recognition service. The concrete
implementation used is decided by the interaction strategy employed for the connection,
as discussed in section 4.2.
Only single-user access environments are considered for Web access. Thus, inviting other
users (Inv ite operation) and sharing (Share/UnShare operations) are not used, as they
require another user as argument. However, it is necessary to distinguish between devices
and services that belong to the personal access environment of one user and the services
and devices generally available.
Instead of the Share/UnShare operations used in STUD, we introduce the Associate
/ DeAssociate operation that transfers a service, task or device that is available, e.g.,
discovered by the middleware, into the access environment of a user. For example, trans-
ferring a generally available task into the access environment corresponds to selecting an
URL from the list of favorites in the browser. Association is thus used to model the
application access operation of the meta UI.
Associate(URL): Add a task or serv ice into the access environment identified by their
URL. For tasks, Web addresses can be used as URLs. For serv ices Web addresses
could be used too, although, a middleware may use other identifiers for them.
For Web applications we can assume that all applications can directly be associated; they
can be associated by entering the URL in an address bar of the browser. However, for
interaction services this approach is not feasible. In post-desktop scenarios, interaction
services may be available for association where it is not obvious to the user which URL
should be used to refer to a certain service. Printing the URL on devices, e.g., as a bar
code, so that it can be read by the user is one option. However, it would be much more
usable if the meta UI directly shows available, but not yet associated services to the user.
This desire leads to a fourth state in the life-cycle of a resource, which is called “available”.
The life-cycle of a resource thus has four phases as depicted in Figure 5.5.
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Figure 5.5.: Life-cycle of a service or task. Interaction services necessarily become available
before they can be associated. If they are deassociated they become available
again. Tasks may be directly associated from an unavailable state. If they are
deassociated, they return to unavailable state.
Events
If operations are issued by the meta UI, the view can be adapted. However, the operations
may fail, or the access environment may change due to actions outside of the meta UI. To
synchronize the meta UI in those cases, the meta object protocol defines events that are
signaled whenever a resource changes its state. These events have to be consistent with
the physical state of the access environment.
This can be achieved by reacting to the following events in the meta UI generated through
physical actions in the environment:
S,Tg+, S,Tg-: A component (serv ice, task) becomes available or unavailable forAssociation.
The index g stands for global, as these resources have not yet been associated with
a user’s access environment.
We allow this event also for tasks, as this can be used for maintaining a history, i.e.,
once accessed tasks become available for further use in an unassociated stage. Association
together with these events is used to implement the true meta UI functionality in the
Coutaz’ sense of the meta UI.
S,T+, S,T-: A new component (serv ice, task) is added to the access environment or an
existing one is removed from the access environment.
In general, a component could be any of the four entities (user (U+, U−), device (D+,
D−), service (S+, S−) or a task (T+, T−)). However, for the purpose of modeling
post-desktop environments for accessing Web applications, (U+, U−) events do not oc-
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cur. There is only one user in each environment, as the environment is a user’s personal
access environment. As the only relevant devices are devices providing interaction services,
D+/D− do not have to be considered explicitly as they are always accompanied by an
S+ or S− event. Note that the (S+, S−) events are suitable for maintaining consistency
with the physical environment. For example, if the user brings an interaction device into
his access environment by moving into a room containing voice recognition equipment,
an S+ event occurs. The events are used for notifying the views of any updates in the
model, thereby allowing the user to inspect the current state of the environment in the
digital meta UI. T+ and T− events can be triggered by changes external to the meta
UI, and thus they need to be reacted upon. By updating the digital meta UI according
to these events it can act as a single point of control for the post-desktop environment.
Reacting to these events ensures that the digital meta UI stays consistent with the physical
environment. This helps to realize the concept of a meta UI reflecting the physical world
as discussed in Section 4.3.
Most likely the meta UI will have to react differently if a service that is currently presenting
a task goes away as compared to a service which is not used going away. Therefore, the
basic events from above are refined, and two new events are added to the framework.
S,Tc-: A component (serv ice, task) that was used as operand of a Present operation
without a corresponding UnPresent is removed from the access environment. The
index c stands for connected.
Other STUD Operations
Migrating services between devices (Migrate) is only meaningful for services that do not
require the special hardware of a certain device. As this is always the case for interaction
services, this operation does not have to be considered here. It would not make sense
to migrate the pointing service from a touchpad device to a microphone. Furthermore,
as all computation intensive services can be run in the SOA back-end, potentially in a
cloud infrastructure, migration of non-interaction services for performance reasons should
no longer be necessary.
The Suspend(T ) and Resume(T ) operations are already supported by existing Web
browsers, e.g., by keeping the state of different sessions in tabs or windows. Only when
the browser instance is terminated is the session state lost. Web browsers also provide
different means for manually adding tasks to the environment, e.g., the address bar and
bookmarks. Table 5.2 shows the complete mapping of the required meta functionality to
the STUD operations.
Sample Scenario
To illustrate how the meta model is used, we consider again the example of the CRM
application. Initially the sales representative uses this application on her mobile phone.
104 5. Models, Designs, Algorithms
Meta Operation STUD operations
Browser
application access Associate(URL of task)
pausing and resuming applications Suspend(T ) and Resume(T )
Meta UI
adding interaction resources Associate(URL of service)
removing interaction resources DeAssociate(URL of task)
Window Manager
connecting output resources Present(T, S+), full screen Present(T )
connecting input resources Present(T, S+), full screen Present(T )
Table 5.2.: Meta operations from Table 4.1. The differentiation between connecting input and
output resources is handled by interaction strategies. They are treated as equal in
the meta UI.
Thus, the access environment comprises just the input and output resources of the mo-
bile phone, e.g., a screen and touch input. The interaction strategy setup matches this
situation.
When the sales representative enters her car, which includes a voice input system, this is
discovered by the middleware. An S+g event occurs as the new service becomes available.
The meta UI can react to this event and update the list of available interaction resources.
Here, we assume the meta UI also automatically associates the interaction service. To do
so, an associate operation is executed, leading to several more events. In the case of the
voice interaction resource, it becomes unavailable for association, as it does not make sense
to share the voice recognition capabilities.
In a similar manner, there may be a car-specific application that only makes sense to use
inside the car, e..g, the control of the car stereo. We assume that this is a Web application,
available via a certain URL. The presence of this application and its URL is signaled to
the meta UI with a T+g event.
The meta UI displays a list of all applications that are directly available for association,
e.g., in a special bookmarking folder of the browser. When the user selects this application
from the list, anAssociate operation is performed. Usually, this is directly accompanied by
a Present operation, for presenting the newly associated application task on all available
interaction resources. The application does not become unavailable for further associations,
as it can be used multiple times in parallel.
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Figure 5.6.: Flow of events in the sample scenario.
In all cases, the state in the physical access environment and the state inside the
MundoMonkey system (i.e., which interaction resources are connected to which appli-
cation task) are reflected in the meta UI. Changes in the state cause changes in the meta
UI and vice versa.
Figure 5.6 shows a graphical overview of how the scenario enfolds in a series of Unified
Modeling Language (UML) object diagrams.
5.2.2 Proactive Meta UI
The events from the middleware are generated automatically and cause updates in the
digital meta UI. However, operations such as Present(T, S+) have to be invoked by the
user. As said in Section 4.3 this is problematic, as users dislike the overhead of a digital
meta UI. They prefer to have some operations performed automatically. For example, if the
user enters her office, any screens should be automatically associated, i.e., the Associate
operation should be performed in a proactive way. Furthermore, if a new task is accessed
it should directly be assigned to these screens via a Present operation. However, when
the meta UI performs an operation proactively, i.e., without explicit confirmation by the
end-user, we run the risk that this operation was unwanted and the user has to roll back
the operation.
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We formalize the concept of proactive operations by defining some preconditions that
must hold before an operation is performed in a proactive way and some procedures that
guarantee that these preconditions are met. This approach ensures that the user can trust
the meta UI to act on his behalf in the technical sense.
Proactivity Properties
The operation Op on services or tasks P (parameter) may only be carried out in a proactive
way if the following criteria are met.
1. P must find the user trustworthy to perform the operation Op by checking digitally
accessible properties of the user (we write (P, user) ∈ TOp).
2. The meta UI uses digitally accessible properties of P to judge whether P is qualifies
for the operation Op ((user, P ) ∈ TOp).
3. The operation can only be performed when the user intends to do so ((Op, P ) ∈ I).
Thus, the operation should be performed if these three properties hold:
(P, user) ∈ TOp ∧ (5.1)
(user, P ) ∈ TOp ∧ (5.2)
(user, P ) ∈ I (5.3)
The procedure for establishing mutual TOp may vary from use case to use case, e.g., the
user needs to provide credit card data to P , and P must provide some certificate to the
user and so on. This procedure can be automatically performed by a digital representation
of the user and the task or service. In contrast, automatically detecting the user’s intent
is almost impossible. Still, establishing the three properties must be unobtrusive for the
user and involve with minimal interaction, otherwise the meta UI would not be perceived
as proactive. The following process should be supported in the meta UI to achieve this
goal.
1. The user decides if (user, P ) ∈ I . The I relation is ultimately defined by the user,
even if this is done subconsciously most of the time. Explicitly modeling this step
makes sure that the user is in control.
2. The user somehow signals this to her meta UI using an authorization procedure
described in section 5.2.2.1. Thereby she authorizes the meta UI to perform the rest
of this procedure automatically.
3. Meta UI and task or service perform a qualification procedure to establish mutual TOp.
Qualification procedures usually involve a user’s providing of something (information
or money) to prove trustworthy to the task or service. Conversely, the task or
service may also provide something to prove trustworthy to the user. Qualification
procedures are further described in section 5.2.2.1.
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4. If the qualification procedure succeeds, the operation is performed.
5. If the qualification procedure fails, e.g. if the task or service reject the association,
this is signaled to the user.
Qualification Procedure
The role of the qualification procedure is to establish mutual TOp. Several options for
implementing this on the side of the service or task and the meta UI exist. Usually
the service or task will require some proof for the trustworthiness from the user which
is provided automatically by the meta UI. The meta UI is responsible for delivering
this proof of trustworthiness only if it has been authorized to do so by the user via an
authorization procedure described below. In turn, the meta UI may require additional
proof of trustworthiness from the service or task.
Typical examples of qualification procedures used for Web access are cookies, provided by
the browser (acting as a meta UI for the desktop), and certificates provided by the Web
server. In this case, the qualification procedures only check digital properties. For some
operations on services in post-desktop environments, other approaches can be used. For
example, a qualification procedure may require the transmission of data via out-of-bounds
channels, e.g., a location-limited IR channel [BSSW02].
Authorization Procedure
Authorization procedures are built into all interactive qualification procedures. For exam-
ple, using some out-of-bounds channels requires user interaction, e.g., SyncTap [Rek04].
Thus, the qualification procedure ensures that the user authorizes the operation. The user
would not perform the necessary steps for the authorization procedure unless (user, P ) ∈ I
holds. Completely automating the process would require that digital properties could also
be used to determine whether I exist.
This is problematic, as methods for determining that the user’s intend to perform an oper-
ation are error-prone and will therefore lead to an unsatisfied user. As I cannot be detected
directly, we rely on authorization procedures, i.e., actions that the user must perform and
after which the meta UI may assume I for a task or service is given. Introducing the
abstract concept of an authorization procedure opens the opportunity to provide several
implementations ranging from interactive, for risky operations, to completely automatic
for low-risk operations. Authorization procedures can be implemented in several ways, all
supported by MineManager:
Static List For the association operation, the simplest form of authorization is a static list
of task and services. This list could, for example, contain personal items of the user
that should always be associated, like a wrist watch screen service. Whenever a task
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or service from the list is encountered, the meta UI thus will automatically try to
associate the task or service.
Authorizing Real World Actions Another option is to employ techniques like the already
mentioned SyncTap [Rek04] or [HMS+01]. Association of a public screen could for
example be performed when a button on the screen and a button on the meta UI
device are simultaneously pressed. This procedure is slightly less convenient than
automatically associating the service but provides more control to the user. On the
other hand, it is still more intuitive compared to the third option.
Digital Interaction The last and most intrusive option for authorization is to use the digital
meta UI, i.e., invoke the operation explicitly. Operating on the digital meta UI is
often perceived as overhead by the user. However, sometimes digital interaction is
preferred to physical interaction.
Discussion
The STUD meta model introduces the additional step of association compared to other
models for managing post-desktop environments. By explicitly considering this step the
resulting framework is more flexible compared to the existing frameworks, which do not
have a state comparable to the unavailable state in the life-cycle of a resource (cf. Fig-
ure 5.5). Having such a state permits introduction of location based service selections,
e.g., as later proposed by the EnvB [LV11] system, where all locally present resources are
put into the unavailable state from where they can easily be deployed.
Of course, having such a fine-grained set of operations and events often causes unnecessary
complexity for the user. For example, when a new task is associated, it will usually also be
directly presented using some or all available interaction resources. By making the meta
UI proactive, the additional complexity can be hidden from the user. The MineManager
framework provides the means to do this.
5.3 Latency-Reduction Algorithms
Extending the Web browser with interaction strategies improves the interaction with a
single Web page. However, the overall usability of the Web application is also determined
by the latency the user perceives for server roundtrips, i.e., for switching from one Web
page in the application to another or to access services in the application back-end. The
processing time of the back-end services stays the same, regardless of whether the Web
application is accessed from a desktop or post-desktop environment. The network latency
and client overhead is, however, larger for many post-desktop access environments, com-
pared to their desktop counterparts. The reason for this is that post-desktop environments
have to rely on a mobile network connection and can only use the limited computing re-
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sources of mobile devices. These factors add up and result in a comparably high latency
perceived by the user, threatening the overall application usability.
In Section 4.4 we outlined a general approach for reducing the user-perceived latency
through caching and prefetching. In this section, we present a concretization of these
concepts for SOA-backed Web applications. For SOA-backed Web applications accessed
in post-desktop environments, the user perceived latency comes from three sources:
• processing time of the back-end services
• network latency
• proxy and client overhead
We present algorithms for predicting and prefetching requests to a SOA back-end, con-
cretizing the general approach for prefetching of back-end requests outlined in Section 4.4.1.
Furthermore we present algorithms for synchronizing a cache on a mobile device with the
cache on the proxy, relying on the piggybacking mechanism.
5.3.1 Proactive Prefetching of SOA Requests
In general, prefetching of SOA requests means requests to back-end SOA services are
performed in the idle time of the user and stored in a cache. From there, they can be
retrieved at low latency, avoiding the processing time taken by the back-end services.
Depending on the location of the cache, the network latency and proxy overhead can also
be avoided.
To determine the requests to prefetch we use discrete sequence prediction algorithms [LS94].
Using an automatic algorithm frees the application developer from having to deal with
latency explicitly. As a side effect, using an automatic algorithm for calculating the
prefetched requests permts adaptation of the prefetching to the individual user at hand,
which outperforms statically preprogrammed models [HSM08].
To describe the algorithm we apply for predicting SOA requests we introduce the following
symbols:
• qi - The ith request from the user to the SOA back-end.
• ri - The response from the SOA service in the back-end to qi.
• s - The complete sequence of requests issued by the user and their responses (qi, ri).
This is a hypothetical construct, as it also includes future requests which have not
yet been made.
• h - The observed history of s, i.e., the requests already issued by the user and their
responses.
• a - A subsequence of adjacent request/response pairs of h.
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• ◦ - The sequence a ◦ (qj+1, rj+1) is the concatenation of a and (qj+1, rj+1)
• A−Z - Uppercase letters denote a concrete request qA yielding a concrete response
rA. For example, qA could mean invocation of the operation o of service s with
parameters p. The resulting response r would be written as rA. Concrete sequences
are coded by concatenating request/response pairs, e.g., ABA.
• Pn(q|h) - The probability that request q is performed by the user in the next n
requests. For example, P1(qA|AA) is the probability that qA is immediatly issued
again, after the user already has issued qA twice in a row, each time resulting in the
response rA.
The problem the algorithm must solve can thus be described as follows:
Given an observed sequence of user requests and service responses h, return
a set of predicted requests Q, such that ∀q ∈ Q.Pn(q|h) > T for a defined
threshold T .
This request can then be executed against the SOA back-end, and the result can be stored
in a cache. Thus, the latency caused by the processing time of the back-end services is
avoided, should the client actually make the request.
Prediction Algorithm
We use a variant of the FxL algorithm for predicting SOA requests. FxL has been co-
developed by the author [HS07]. The FxL algorithm was used to predict input symbols a
user enters into a UI. Several other similar algorithms could be used instead of FxL, e.g.,
ActiveLeZi [GC07] or the one presented in [JB02]. However, FxL has been shown superior
to these algorithms for the purpose of predicting user actions [HS07].
FxL works as follows. A frequency table storing the number of occurrences of all subse-
quence up to a length l is maintained and updated after each observed request/response
pair. We write fr(a) to denote the frequency entry in the table for subsequence a. FxL
also maintains the set of all observed requests Q and all responses R. For example, if
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Based on these scores, an estimated occurance probability p(q) for the request q is calcu-
lated by normalizing all scores.
p(q) = score(q)∑
q′∈Q score(q′)
Finally, the set of actually predicted requests PRED takes T into account.
PRED = {q ∈ Q|p(q) > T}
These predicted requests should then be considered for prefetching. Several enhancements
to the FxL algorithm need to be introduced in order to account for the peculiarities of
prefetching SOA requests, where some requests are not eligible for prefetching. We dis-
cuss these in the next section along with parametrization options for the algorithm. The
modifications are
• Excluding services from prefetching
• Correcting for excluded services in the prediction
• Parametrization of the algorithm.
Excluding Requests from Prefetching
Prefetching should only be applied to uncritical requests, e.g., for read-only service opera-
tions. It could be dangerous if a request due to a prefetch operation would cause irreversible
changes that are not desired by the user. Applying prefetching therefore requires an option
to mark requests as non-eligible for prefetching. This can be done either in the description
of individual services or within the application making use of the services.
Web Service Description The first option is to leave the decision whether prefetching is
possible or not to the service in the SOA back-end. In architectures adhering to
the Representational State Transfer (REST)-style [Fie00] it can be inferred from
the HTTP method used, whether a request can be prefetched, e.g., calls using the
HTTP POST or HTTP DELETE method are excluded from prefetching. Many busi-
ness applications rely on Simple Object Access Protocol (SOAP) style services as
opposed to REST-style services, where this cannot be done. One alternative would
be to introduce additional flags in the service description, e.g., the Web Service De-
scription Language (WSDL) file. Potentially, the decision whether a service call can
be prefetched or not can be automatically derived from semantically richer descrip-
tions, using formats such as Web Service Modeling Ontology (WSMO) [LPR05] or
Web Service Description Language with Semantic Extensions (WSDL-S) [AFM+05],
instead of plain WSDL.
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Application In cases where the decision cannot be made based on the service description,
e.g., because the respective flags are not provided by the services used, it has to be
encoded within the application. This slightly increases the development effort for
the application. The effect is, however, barely noticeable, as the developer needs
to specify some information about the services used anyway, e.g., the URL of their
WSDL files. Specifying whether a request is eligible for prefetching just results in
setting a boolean flag.
From the viewpoint of the middleware in the proxy, it does not matter where the decision
for marking a service call as non-prefetching has been made. Thus, in the experiments we
performed for evaluating the performance of our approach we used the second option as it
allowed use of existing SOAP services, without having to change their description.
Correcting History for Excluded Requests
Although services not eligible for prefetching are not prefetched, they still form part of the
history of observed requests and can be used to calculate further predictions. However,
in our experiments we learned that excluding these read-only requests from the history
actually provided better prediction results. This is probably due to the fact that the order
of read-only requests is relatively stable in an application. Prefetchable requests are used
to get to desired information items, and thus are more likely to repeat, e.g., the user
visits the same folder in an hierarchy over and over again. In contrast, read-only requests
represent manipulation of objects, and these are more random and should be treated as
noise.
Prediction Parameters
Prefetching can be controlled by means of several parameters.
maximum sequence length L The maximum sequence length l denotes the length of the
history window that is used to construct the prediction model. Greater values may
achieve better prediction quality, but they also lead to higher memory requirements
and probably to overfitting as well. Our experiments suggest that l = 4 yields good
results, which is consistent to the findings of [HS07].
minimum confidence C The minimum confidence T value denotes a threshold for the pre-
diction confidence. If the probability for a request is below this threshold, it will
not be considered for prefetching, even if it is the best ranked request. This avoids
requesting unnecessary data in cases where the next request cannot be predicted
precisely.
maximum number of prefetched requests N The maximum number of prefetched requests
M limits the number of requests that are processed for prefetching. Even if the
estimated probability of more than M requests surpasses the threshold T , only
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the best M are considered for prefetching. The limitation of this value can save
processing time on the proxy and most importantly also limits the amount of data
in the cache.
Algorithm: Serving Client Requests (simple)
Input: client request q
idle = false;







h = h ◦ (q,r);
idle = true;
start Prefetching Algorithm in new thread;
Prefetching Requests in the Proxy Cache
The proxy cache resides on the proxy server where the complete idle time can be used to
prefill this cache, as battery runtime is not an issue. Whenever a request from the client
arrives at the proxy, the proxy first consults the cache. If the request cannot be answered
from the cache, the service in the SOA back-end is called. The result is immediately sent
to the client, as shown in Algorithm Serving Client Requests (simple).
After this has happened, the proxy enters the prefetching phase. The last request and
response are appended to the history of observed requests h. The rest of the prefetching
is performed in a new thread, so that new client requests can be handled immediatly. The
prefetching follows Algorithm Prefetching. Based on this history, a set of predictions p is
calculated, as described in Section 5.3.1.1. The predicted requests not already present in
the cache are prefetched and added to the cache.
5.3.2 Piggybacking and Distributed Cache
When implementing a cache for SOA requests for Web applications, the question arises
where this cache should be placed. Implementing the cache on the proxy allows avoidance
of the latency overhead caused by the processing time of the back-end services. The latency
caused by the processing on the proxy and the network latency are still perceived, even
for requests that can be answered from the cache. If the cache is implemented locally at
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Algorithm: Prefetching
Data: history of observed requests / response pairs h; idle flag
p = predict(h) while idle ∧ p not empty do
q = pop(p);





the client, within the post-desktop access environment, these two sources of latency can
be avoided.
However, directly adding all prefetched requests into a cache located at the client requires
that the network connection between client and proxy is kept open during the idle periods.
At least for mobile post-desktop environments, this would quickly drain the battery of the
mobile device.
To get the combined advantage of a proxy cache and client cache, without compromising
the battery runtime in mobile post-desktop environments, MundoProxy uses a distributed
cache, where the proxy cache and client cache are synchronized using the piggybacking
protocol.
Piggybacking Prefetched Results to the Client Cache
Piggybacking is used to transmit contents from the proxy cache to the client cache. To
explain the piggybacking protocol, we consider the example in which the user performs
an original request qA which cannot be answered from the client cache. The proxy server
invokes the back-end service and returns rA to the client. The idea of piggybacking is
as follows. Instead of returning only the original response rA to the client, the proxy
piggybacks additional data consisting of prefetched requests and responses, e.g., (qB, rB).
At the client, this additional data is added to the client cache, potentially generating more
client cache hits.
Correcting for Client Cache Hits
One major problem of history based prediction is that the algorithm suffers from the
additional cache hits it generates. Once a request is prefetched and stored in the client
cache, the proxy server does not know whether it is used or not. This means that the
request history observed at the proxy does not necessarily reflect the real request sequence
of the user. To overcome this problem, we follow the approach of [FCLJ99] and keep a
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Algorithm: Sending Requests on the Client
Input: user request q
Data: client-cache, list of cache hits C
if q ∈ client-cache then
r = client-cache[q];





separate sequence history on the client to record cache hits and transfer this history to the
proxy with the next request. Maintaining a list of cache hits and communicating them
to the server implies additional complexity and data transfer, but to a very small extent
which is far outweighed by the improved prediction quality achieved.
The client uses the Algorithm for Handling Proxy Responses at the Client to perform a
request. The cache hit history is sent to the server with the original request. Sending the
request to the proxy is an asynchronous operation in the client, thus the client application
does not block. The response is handled by Algorithm Handling Proxy Responses at the
Client.
Algorithm: Handling Proxy Responses at the Client
Input: proxy response r, P
Data: client-cache, user request q
ui-update(r);
client-cache[q] = r;
foreach (q,r) ∈ P do
client-cache[q] = r;
end
To account for these two improvements, the algorithm for handling client requests at
the proxy is changed as shown in Algorithm Serving Client Requests. The predicate
piggyback −more is used to stop piggybacking more data, e.g., if a given total message
size is reached, a certain number of request/response pairs have been sent to the client,
or the proxy cache only contains entries predicted below a certain threshold Tclient, which
can be different from the T used in the FxL prediction algorithm.
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Algorithm: Serving Client Requests
Input: client request and client cache hits q, C
idle = false;





while piggyback-more ∧ proxy-cache not empty do
p = select entry from proxy-cache;
remove p from proxy-cache;
P = P ◦ p;
end
send(r,P);
foreach c ∈ C do
h = h ◦ c;
end
h = h ◦ (q,r);
idle = true;
start Prefetching Algorithm in new thread;
Piggybacking Temporal Behavior
The reason why piggybacking data is more efficient than using an additional request in
the idle time for transmitting additional data to the client is the following. Setting up the
radio connection on the mobile device comes with a relatively large overhead. This starts
with the radio chip tuning to the base band and ends with the Web browser instantiating
an XMLHttpRequest object. By using piggybacking, we increase the exploitation of the
connection that has to be opened anyway due to the original request of the user. Table
5.3 shows typical values for the delay (and the bandwidth) of mobile networks.
In the most simple implementation of piggybacking, which was used for the integration
with ‘AjaxWeaver’ described in Section 6.3, the response to the original request was sent
together with the additional data as one chunk of data, as indicated in the algorithm above
with one single sent statement for transmitting r and P to the client. Likewise, the client
only continued processing the results when both, the original response and the additional
data had been received.
This approach introduces a rather large prefetching overhead, because the response to
the original request is only made available to the user after the prefetching has been
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Figure 5.7.: Sequential implementation of piggybacking
completed. Still, an overall net benefit is possible if the additionally generated client cache
hits outweigh the prefetching overhead, as shown in the sequence diagram in Figure 5.7.
The overhead of this is small if P is small in comparison to the network bandwidth.
However, in reality, P can be quite big, so that transmitting P to the client induces a
noticeable delay. To avoid this, the proxy transmits the original result first, as soon as it
is available, followed by a boundary symbol. On the receiving side, the client continuously
parses the response to check whether the boundary symbol has already been received. If
this is the case, the update of the application is immediately performed. In the background
the proxy may send further piggybacked data to the client, which is parsed and added to
the cache. Figure 5.8 shows a sequence diagram of the improved behavior.
As the same amount of data is sent from the proxy to the client, besides very few control
characters marking the boundaries between the results to the original request and the
prefetched requests, the total duration of the network connection is not longer in this im-
plementation than in the previous implementation of piggybacking. The latency overhead
of prefetching is almost completely removed, and not noticeable compared to the normal
variance of request times.
min delay max delay Upstream Downstream
Preset [ms] [ms] [kbit/s] [kbit/s]
GPRS 150 550 40.0 80.0
EDGE 80 400 118.4 236.8
UMTS 35 200 128.0 1920.0
HSDPA 35 200 348.0 14,400.0
local 0 0 ∞ ∞
Table 5.3.: Network characteristics according to [Goo09]
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Figure 5.8.: Prefetching is performed in idle periods on the proxy, the client continuously parses
the response text and the UI update is performed before the piggybacked results
are added to the cache.
5.4 Chapter Summary
We have shown that it is possible to address requirements R2, R3 and R4 for a single
use case. To evaluate the MundoMonkey approach in more depth, we have to show that
is indeed possible to implement a large number of interaction strategies in a generic way,
i.e., able to work with any Web application. Otherwise, installation of Web-user-interface-
specific strategies would be needed, which would impose severe scalability problems con-
sidering the huge number of existing Web applications. Furthermore, we have to show
that it is possible to support a wide range of input devices and interaction techniques by
using MundoMonkey strategies.
Thereby the focus will be on interaction techniques that cannot be realized by synthesizing
mouse and keyboard events, e.g., interaction techniques that require the combination of
output modification and input handling, as these cannot be easily realized with existing
systems. We already presented one example of such an interaction strategy, the MLI
strategy.
We presented the STUD framework consisting of a meta-model and meta object protocol
for handling meta interaction. The framework focuses on enabling Web access for Web
access in post-desktop environments. However, it contains useful elements which can be
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reused for other applications in post-desktop environments. STUD supports the under-
standing of post-desktop environments by providing a conceptual framework. And, even
more important, it supports the implementation of meta UIs for Web access in post desk-
top environments that are proactive and causally connected to the physical state of the
environment.
We presented algorithms for automatically prefetching SOA service calls in a SOA backed
Web application. We adopted the FxL algorithm for this purpose as the results in [HS07]
show that the algorithm performs well in similar settings. Furthermore, we presented an
architecture and algorithms for a distributed cache. The focus has been on an energy
efficient implementation of cache synchronization which is of high importance in mobile
access environments. Piggybacking permits utilizationof idle time for prefetching, yet it
conforms to the energy requirements of mobile devices.
The system has the potential to reduce the latency perceived by the user while interacting
with an SOA-backed Web applications. It is agnostic to the nature of the services used and
also to the application; as such, it can potentially be integrated into any access system for
SOA-backed Web applications. Compared to other approaches for prefetching and caching,
our approach does not require any manual configuration of the prefetching algorithm (see
Table 5.4). The evaluation presented in Section 6.3 will show that our system performs well
compared to a gold-standard, and that prefetching and prediction generate considerable
benefit.





Table 5.4.: Comparison with other prefetching and caching approaches.
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Chapter 6
Implementation and Evaluation
Evaluating research on user interface systems is inherently difficult [Ols07]. There is no
standardized task set or workload which can be used to directly compare one system
against another. Comparison of research systems is further complicated by the fact that
although described in the literature, the system implementations are not easily available.
In this thesis, we take a pragmatic approach, performing quantitative evaluation of various
aspects and subsystems where possible, e.g., MineManager GUI and the performance gain
of caching, while using qualitative techniques for other aspects, e.g., case studies for the
implementation of MundoMonkey strategies.
The chapter is organized as follows. Section 6.1 presents three case studies of interaction
strategies implemented with MundoMonkey. These case studies illustrate the flexibility of
the MundoMonkey approach and show that requirements R2, R3 and R4 are addressed.
Section 6.2 reports on the implementation of the MineManager framework for a ubiqui-
tous computing middleware and on user experiments conducted with this implementation.
Finally, Section 6.3 reports on the evaluation of the caching and prefetching algorithms.
These were performed on two synthetic datasets, as real datasets are not available. The
second dataset, however, achieves a level of realism which has not been achieved in the
related work. Section 6.4 summarizes the evaluation results of all three components.
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6.1 MundoMonkey Evaluation
The MundoMonkey system was implemented as a Firefox extension, according to the de-
sign considerations explained in Section 5.1. We evaluated whether it is actually feasible to
implement interaction strategies for accessing Web applications from various post-desktop
access environments.
The author and others applied MundoMonkey for implementing interaction strategies for
various post-desktop access environments. The target access environments used in these
case studies were selected so that all features of MundoMonkey could be tested, although
they were also partly motivated by user needs. Thereby, the goal of these case studies was
to clarify whether requirements R3 and R4 have been met, i.e., whether it is feasible to
implement, based on MundoMonkey,
• interaction strategies for various input, output and context resources in an
application-independent way, and
• if these can be automatically combined at runtime as proposed in Section 5.1.
6.1.1 Voice Input Strategy Case Study
As the first case study for MundoMonkey, we present an interaction strategy for voice
input. Thereby, the voice input device connected to the Firefox browser is the Talking
Assistant [AKM04]. The Talking Assistant is a small device that is always carried by the
user. The idea is that the user in a mall can use the voice recognition capabilities of the
Talking Assistant with a browser in an interactive shopping window. If somebody wearing
a Talking Assistant approaches the shopping window, the Talking Assistant is connected
to the browser and can control the Web page loaded in the browser via voice commands.
Such a browser could, e.g., be deployed in a shopping mall.
The problem solved by the voice interaction strategy is to provide a recognition grammar
for the Web page at hand to the Talking Assistant. This has to be done without any specific
knowledge about the Web application, as otherwise a new strategy for every interface would
be required.
The goal of this case study is to
• implement a usable interaction strategy in an application independent fashion, prov-
ing that it is technically feasible to implement interaction strategies independent of
the application
• use input from interaction resources in a federated access environment, showing that
it is technically feasible to support federated access environments with MundoCore
and MundoMonkey
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"click on character, please"
Figure 6.1.: Sample page used in the user study. The character link could be activated by
saying "Click on character, please".
• provide an agreeable usability for a moderate effort, showing that it makes sense to
try to perform adaptation by interaction strategies
Report
Thanks to the access to the DOM of the Web interface in the browser, the strategy can be
implemented in a Web-interface-agnostic way. The recognition grammar provides phrases
for controlling every interactive element of the Web page, extracted from the DOM tree.
The content of the element is padded with fixed phrases for making the interaction more
natural. To access a link on the page, the user can e.g. say "click on <link text>,
please". For interactive form fields the fieldname is not so easy to extract. We used
existing algorithms for determining the labels of interactive elements on the Web page,
[LHML08,HM09]. Once the page is loaded and processed, the resulting grammar is sent
to the Talking Assistant via the MundoMonkey Extension. Figure 6.2 shows an example
for a rule generated for a link with the label "character", more complicated rules may also
involve variables, i.e. inline dictation, whose values are passed back to the strategy as
parameters. The grammar is specified in the MS SAPI5.3 format1.
Once the grammar has been sent to the Talking Assistant, the reactive part of the strategy
handles all recognized utterances. To do so, it stores a specific callback function for every
grammar rule. The callback functions are generated while processing the page and creating
the grammar. For example, matching of the rule in figure 6.2 results in following the
"character" link in the Web page. Our voice interaction strategy supports different actions
for the different HTML form element types and HTML links.
1 http://msdn.microsoft.com/en-us/library/ms723632(VS.85).aspx










Figure 6.2.: One rule of the grammar generated for the sample page.
User Study
To evaluate whether our voice interaction strategy provided usability comparable to other
state-of-the-art voice user interface techniques that do not benefit from the flexibility of
MundoCore and MundoMonkey, we compared it against the built-in voice control of the
Internet Explorer in Windows Vista.
The study was conducted using a within subject design. Participants were members of our
department and students (n = 10). Every participant completed a task with the Firefox
browser, augmented with our voice input strategy extension and the Vista voice control
for Internet Explorer. The Talking Assistant also used the Vista Speech Recognizer, so we
reduced the difference to just the mapping of speech recognition results to actions in the
Web page. This procedure allowed us to test our interaction strategy against the built-in
Internet Explorer strategy. See Figures 6.4 and 6.3 for an overview of the setup in both
conditions. Although we tested only one Web user interface in the user study, the strategy
works with other Websites, e.g., the one of E-Bay or of online travel-agencies. As the
example shows, a strategy can be efficiently implemented without tailoring it to a specific
Website.
The task performed by the participants was to gather information from Wikipedia articles,
which could be easily replaced by the contents of a shopping catalog in the mall scenario.
Participants had to scroll down twice (they were told to "Find the information on the
bottom of the page"). Then they were instructed to select a certain link ("follow the third
link in the list") and then select a link of their choice ("follow any link on this page that
interests you"). After the task, participants filled out the SUS usability questionnaire
[Bro96]. The order of conditions was counterbalanced to control for learning effects. We
found the ratings of our strategy (M = 62.5, SD = 17.16) were significantly higher than
the rating for the Internet Explorer voice Interaction (M = 51.5, SD = 18.33) using a
dependent samples t-test (t(9) = 2.45, p < .05), see figure 6.5. The effect size was medium
to large with Cohens′d = 6.4.
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Figure 6.3.: Setup in the voice-interaction-strategy condition used in the study
Figure 6.4.: Setup for the built-in Internet Explorer strategy condition used in the study
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Figure 6.5.: Our voice-interaction strategy achieved a signaficantly higher SUS usability score
compared to the built-in Internet Explorer strategy.
Results
The MundoMonkey voice strategy achieved a higher SUS score than the conventional
Internet Explorer strategy. However, accurately measuring and comparing the usability
of the two strategies was not the main goal of this experiment. Rather, we wanted to
prove that one can implement strategies of comparable usability to commercial systems
with MundoMonkey. Therefore we did not use a larger sample size or obtain detailed
quantitative data.
The reason why the voice strategy of MundoMonkey achieved a higher SUS score is prob-
ably the higher recognition rate of the Vista Speech Recognizer when using a small recog-
nition grammar for the Website at hand (as in the voice-interaction strategy) compared
to the dictation grammar used in the Internet Explorer condition.
Implementing voice interaction as interaction strategy within MundoMokey has several
advantages over embedding it in the operating system or the browser, as e.g. done in
Windows Vista. The recognition is done on the Talking Assistant, which exclusively is
used by a single user. This allows the voice-recognition engine of the Talking Assistant
to be highly customized for a single speaker, greatly improving recognition performance.
Further, the flexibility of MundoCore allows different Talking Assistants to dynamically
associate with the browser and interact with the Web application, as required in a mall
which is populated by many users.
6.1.2 Pen-Input-Strategy Case Study
In several instances MundoMonkey was used to combine the Web browser with input
from a digital pen using the Anoto technology [ANO]. One example where such an input
modality benefits the user is a online guestbook, where the user can leave painted notes
for other users, as shown in 6.6.
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Figure 6.6.: Screenshot of the message board application using pen input.
Report
Pen Interaction Resource: To utilize an Anoto pen as input resource with MundoMonkey, a
suitable interaction resource must be implemented. The interaction resource is a Mundo-
Core service wrapping the low-level communication with the pen and emitting MundoCore
events. For the experiment, the Nokia SU-1B pen was used. It connects to a computer
via Bluetooth. The interaction resource MundoCore service sends events of the following
format shown in Table 6.1. The implementation makes use of the Letras platform for pen
& paper computing [HSSM10].
field description
x float — absolute x coordinate in the Anoto pattern space
y float — absolute y coordinate in the Anoto pattern space
state enum — PEN_DOWN: pen just put on paper,
PEN_MOVE: pen moving on paper,
PEN_UP: pen lifted from paper
Table 6.1.: Format of the events generated by the pen interaction resource.
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Figure 6.7.: User interacting with a Web application in the browser using a pen.
Interaction Strategy: The interaction strategy developed for the scenario maps interactive
regions in the Web page to regions on the Anoto paper. As the paper coordinates used differ
from user to user, the strategy cannot be used without tailoring. Automatically figuring
out the correct Anoto coordinates to use would require a global infrastructure keeping track
of which coordinates are assigned to which user, e.g., as proposed in [WNS07]. In contrast,
MundoMonkey interaction strategies are a much more lightweight solution, allowing each
organization to handle the problem itself by adapting the interaction strategy.
The strategy purposefully does not work with existing HTML pages, e.g., enabling pen
input for all <input type="image"> fields. Instead it uses a novel tag called <painter>.
This is to show how interaction strategies can be developed for specific Web sites or
groups of Websites. Still, the strategy is independent of any particular Web page and
works together with any Web page using the newly defined tag.
Results
Pen input provides for a more natural interaction in many cases [Ste09a]. Figure 6.7 shows
a user interacting with the system. Although the example uses the example of a guestbook
application, pen input could also be used to great benefit in business applications, where
graphical information is exchanged, e.g., in collaborative business process modelling.
MundoMonkey proved tobe a lightweight tool to enable this new interaction modality
for the immense amount of existing Web applications. In [Ste09a], an even more general
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interaction strategy was implemented that draws on the pen as unified interaction resource
for physical paper documents and virtual Web documents.
6.1.3 Federated Access Environment Scenario Case Study
An example scenario illustrating the application of MundoMonkey is a Web browser run-
ning on an interactive TV set in the living room, as shown in Figure 6.8. Different members
of the family want to interact with Web applications on the interactive TV in different
ways using different interaction resources, thereby dynamically changing the interactive
space around the browser.
First, Sally wants to flick through the family’s photo album. She uses a mid-air pointing
device, e.g., a gyro-mouse or WiiRemote to interact with the browser. This is automatically
detected by MundoMonkey, which allows Sally to control a mouse cursor and use the
buttons to ‘click’ UI elements. When Sally switches to the home heating control Web
application, she can use an onscreen keyboard to set the room temperature to the desired
values, as no physical keyboard is detected.
Later, John walks into the living room and wants to adjust the temperature settings. He
uses the mouse Sally left on the living room table to navigate to the temperature setting
he wants to change. As he is left-handed, MundoMonkey switches the mapping of buttons
compared to Sally’s setup. Because John is also somewhat short-sighted, the font-size in
the UI increases when he is using the application. John is also wearing a headset with an
integrated speech recognition service. So, instead of using an onscreen keyboard, John can
control the temperature settings with voice commands.
Report
Three interaction strategies were used in the scenario: the multi-cursor pointing strategy
already described in Section 5.1, that was adapted so it also works with one single pointing
device, the voice interaction strategy described above and the on-screen keyboard strategy.
The used interaction resources were the Talking Assistant as in 6.1.1. The pointing inter-
action resource was implemented as a MundoCore proxy for the Logitech MX Air mouse,
which was connected to a PC via Universal Serial Bus (USB). This PC communicated to
the machine running the Firefox browser with the interaction strategies using MundoCore.
The browser had the three strategies stored in the local library. However, MundoMonkey
was extended to read in the user preferences from a special user service. Thereby, the user
service provided a rating for each strategy in the local library. It also sends a picture of
the user that is used to show which user controls the screen, as can be seen in the lower
right corner in Figure 6.8.
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Figure 6.8.: Example for a federated access environment in a living room.
The connection between the user service and MundoMonkey was established on a first-
come, first-serve basis, i.e., the first user service in the MundoCore network connects to the
browser. Other options that were not implemented, but have been used in other context,
would be the usage of location data, which is very well supported by MundoCore [BM05b].
Results
The Web application with which the system was tested was designed to resemble the func-
tionality that one would expect from a home control application. Among other things,
it contains a Web page for controlling the heating and airconditioning of different rooms,
a task that has also been used in [CCT+03]. With MundoMonkey the adaptation of the
interaction with the Web application is adapted to a group of devices, thereby supporting
federation of devices. This is in contrast to to [CCT+03], where adaptation is only per-
formed to one target device. Further, plastic user interfaces do not provide means to take
user preferences into account, if they have not been forseen by the application.
6.2 MineManager Implementation and Evalua-
tion
The evaluation of the MineManager framework addresses two issues:
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• first, we evaluate whether the MineManager framework leads to easy-to-use and
functionally complete meta UIs for post-desktop access environments
• second, we claimed that the framework is easy to instantiate for any ubiquitous
computing middleware.
To evaluate the second aspect, we implemented the framework for the MundoCore ubiq-
uitous computing middleware. The framework was independently applied to a second
ubiquitous computing middleware, ReWiRe [VLC08]. We report on the MundoCore im-
plementation in a case study. Being able to implement the framework for two different
middlewares suggests that the framework itself can indeed be implemented easily.
To evaluate the former aspect, we designed and implemented an application based on the
MineManager framework for the iPhone. We then conducted user tests with this appli-
cation. We obtained quantitative measurements to judge the usability of the resulting
interface. To distinguish between effects that can be attributed to the concrete implemen-
tation and the effects that can be attributed to the concepts provided by the framework,
we obtained further qualitative data.
The rest of this section is organised as follows. First we report experiences from imple-
menting the framework in the MundoCore middleware. Then, we describe the design and
implementation of the MineManager iPhone application and present the quantitative and
qualitative results of our user experiments. We conclude with a short summary of our
findings regarding the MineManager framework.
6.2.1 Implementation of the MineManager Framework for
a Ubiquitous Computing Middleware
MundoCore [AKM07] is a flexible communication middleware that supports a mix of com-
munication styles (publish-subscribe, distributed object computing, and streaming) and
which runs on different hard- and software platforms (C++, Java, x86, ARM). It has been
specifically designed to support ubiquitous computing applications.
The basic abstraction MundoCore provides for a node in a ubiquitous computing envi-
ronment is the MundoCore service. A MundoCore service is a process that communicates
with other Mundo services by exchanging MundoCore messages. To implement the Mine-
Manager framework, we provided base classes for the four entities in the MineManager
frameworks that extend the MundoCore service class. The user is represented by a sin-
gleton instance of the user service, which is called a minimal (digital) entity Minimal
Entity (ME). This service can be executed on the personal device of the user.
This requires that all interaction devices are wrapped with a MundoCore service acting
as a proxy, following the same approach as [BMRB07]. We implemented such services for
standard input devices, i.e., mouse and keyboard, as well as for some advanced devices, i.e.,
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Figure 6.9.: In Mundo a pervasive environment is dynamically constructed by end-users. Users
can associate resources into the MINE.
voice recognition and the Wii Remote. As output devices a Scalable Vector Graphic (SVG)
canvas is available and a text-to-speech engine.
Only a dummy implementation of the tasks class exists directly in MundoCore; however,
the Firefox Extension developed for MundoMonkey (described in Section 4.2 can be used
to connect web pages from a real browser.
On top of the basic communication layer MundoCore supports a service discovery mech-
anism. The ME service starts a discovery querying for all available interaction services in
the environment. Furthermore, MundoCore provides a special field, called zone, which can
be used to restrict the visibility of services, i.e., services are only found by discovery, if their
zone matches the zone specified in the query. This is used to implement the association
operation. Instead of a URL, MundoCore uses a GUID to identify a service.
We defined two zones representing publicly available MundoCore services (zone LAN) and
associated MundoCore services (zone MINE - Mundo Integrated Network Environment)
as shown in Figure 6.9. MundoCore provides events whenever a MundoCore service, which
can be an interaction service or a task, becomes available or unavailable in the LAN zone.
These events are used to generate S, T g+ or S, T g− events. In the same manner, S, T+ or
S, T− events are generated when a service enters or leaves theMINE zone. The interface
for task and service contain a method for association, which just changes the zone of the
MundoCore service.
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Figure 6.10.: MineExplorer on the iPhone
6.2.2 User Experiments
We implemented an application based on the MineManager framework for the iPhone,
called MineExplorer (see Figure 6.10). To evaluate the MineExplorer application, we
conducted user tests. We let users perform a series of tasks with the prototype and
recorded measures such as number of errors and time on task. We also used the Systen
Usability Scale (SUS) [Bro96] questionnaire to estimate the usability of the prototype.
Further, we asked a number of more open questions and observed participants in solving




We recruited 20 participants for our user study. All participants were students or employees
of the TU Darmstadt. All participants stated that they use computers on a daily basis,
17 of the participants were studying or have studied computer science, 3 studied other
subjects. The age of participants ranged from 25 to 40 years. The sample included
19 males and one female. In summary, the sample represents users that have a lot of
experience using computers.
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Imagine you are in a public building and as always you carry your iPhone with you. Now,
you receive an e-mail you want to reply to. As the e-mail is somewhat lengthy and typing
with the keyboard built into the iPhone is somewhat difficult, you want to use a larger
screen and a normal keyboard. Luckily, there is a larger screen and a keyboard publicly
available. Your task is now to associate the keyboard and the screen and to connect these
two devices to the e-mail application.
start configuration
Available Associated Connected




(E-Mail Application) (E-Mail Application , Keyboard)
- (Keyboard) (E-Mail Application , Display 1)
(Display 1)
Figure 6.11.: One task from the user test.
Apparatus
One part of the study consisted of tasks the participant had to perform. Each task re-
quired the participant to turn a start configuration of the access environment into a goal
configuration. A sample task is shown in Figure 6.11; the complete list of tasks can be
found in Appendix A.
The tasks were performed by the participants using the MineExplorer running on an
iPhone device. The post-desktop access environment was simulated by the experimenter
on a laptop computer running a Java program. This program was also used to log the
user’s actions in the prototype, e.g., to compute the time on task.
Furthermore, participants had to answer a questionnaire. The items in the question-
naire comprised the SUS [Bro96] questions, allowing us to obtain a measure of usability.
The questionnaire also contained items aiming at the participant’s understanding of the
underlying concepts. The questionnaire can also be found in Appendix A.
Procedure
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Figure 6.12.: Time on task for the different tasks from the user test.
To begin with, the participants were briefly introduced to the purpose of the study.
Thereby, the experimenter introduced the futuristic setting, i.e., participants should imag-
ine input and output devices were publicly available, e.g., provided by the university.
Then they were given the iPhone with the application running and performed the tasks
one by one. They were not given the opportunity to test the MineExplorer application
first, as we were interested in seeing how fast participants could grasp the GUI. The exper-
imenter surveyed the actions of the user in the monitoring application and also simulated
the scenario, i.e., making devices appear and disappear. After completing the tasks, the
participants answered the questionnaire. Finally, participants were given the opportunity
to express any additional feedback or comments.
Results
We split the presentation of results into two parts. In the first part, we present the results
on the usability of the MineExplorer application. In the second part, we present the results
from the questions and our observations regarding the suitability of the concepts.
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Figure 6.13.: SUS scores for the 20 participants.
Usability
Figure 6.12 shows the time participants took to solve each task. On average, participants
took 93.4 seconds to solve the first task. As we did not allow users to try out the system
beforehand, this time almost completely reflects the time necessary to get accustomed to
the GUI. The standard deviation for the first task was 88.9 seconds. This means there is
a relatively large variance across subjects. Some are able to solve the task very quickly,
while others need much longer.
However, the times of task 3 (M = 27.7s) and task 4 (M = 19.05) show that all partic-
ipants are able to learn how to use the system quickly. Solving task 3 required identical
steps as task 1, task 4 could be solved identically to task 2. Users took a third of the time
for task 3 compared to task 1, and half of the time for task 4 compared to task 2.
In task 5, the user was confronted with a larger number of services. However, this had
only a minor effect on the time on task, participants taking only about 3s longer to solve
task 5 compared to task 3, which was identical. The times for task 6 are not much longer
than for the other tasks, showing that users are able to solve unforeseen problems with
the MineExplorer GUI.
Figure 6.13 shows the SUS score calculated from the questionnaire responses of the par-
ticipants (Md > 80, M = 77.9, SD = 17.75). Thus, the SUS score of the MineExplorer
consistently lies in the top 25%.
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Figure 6.14.: Questions regarding the intelligibility of the underlying concepts.
Concepts
In addition to the usability analysis, participants were asked questions about the MineM-
anager concepts. The majority (N = 15) of participants could imagine using a digital UI
for managing their access environment. All participants stated they would use publicly
available devices for interaction, in case only non-sensitive data is involved. However, all
participants refused to use public devices for sensitive transactions, e.g., performing online
banking.
In the answers to the questionnaire 17 participants stated they liked the concept of an ex-
plicit association operation; only 2 said that they do not think this operation is important,
as use implies trust.
Finally, 13 participants stated they liked the idea of having a central point of control for
their access environment. However, 6 participants had problems with the idea of having a
digital UI as the single point of control.
Discussion
These results show that the concepts in the MineManager framework indeed lead to us-
able UIs. The separation into available and associated services and devices was accepted
by users. Making this distinction explicit, e.g., by using two separate list views as in
MineExplorer, makes it easy for users to keep track of their personal access environment.
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Establishing connections between interaction services and applications by using a connec-
tion operation also made sense to users. However, the implementation of the MineManager
concepts we used in the MineExplorer was criticized for being unintuitive: some users tried
to connect interaction services and tasks using a drag&drop gesture, others first selected
multiple interaction services and wanted to connect them all at once. This led to the intro-
duction of the Present(T, S+) operation into the model, which makes it clear that such an
operation should be supported as an atomic operation by a GUI. Once users understood
how connections were performed in the MineExplorer GUI, they could easily perform the
tasks in the experiment. Some users even reported that they enjoyed performing these
tasks with the iPhone, which highlights the importance of the personal device.
A serious drawback in the implementation of the MineExplorer interface was the repre-
sentation of the active connections. This became apparent in task 9, where users mostly
dismissed the message generated by MineManager in response to the Sc− event. For these
reasons, users asked for an overview of all connections. In afterthought, such an overview
should have been included in MineExplorer from the beginning, and could have been easily
implemented by following the Present operations.
An important point limitation of the current MineExplorer design is the number of tasks
and services that can be comfortably managed with the GUI. Therefore, we explicitly asked
the users how many items they thought they would be able to handle with the prototype.
On average users answered that they could handle 8 tasks and devices. This should be
enough for handling the devices in most post-desktop access environments. However, if one
thinks of the number of tasks that the user might want to manage, this may be actually
too little.
6.3 Evaluation of MundoProxy
The evaluation of the MundoProxy was done with regard to two main claims
• Can MundoProxy be integrated into an infrastructure for SOA-backed Web applica-
tions without causing additional overhead for the developer, and
• can MundoProxy reduce the latency perceived by the user without compromising
battery runtime in mobile access environments
To answer the first question, we integrated the MundoProxy into “AjaxWeaver” an enter-
prise SOA system and evaluated the effects of the changes for the developer. This was
the case. We then went on and used this system to estimate the effects on latency. These
estimations suggest that caching and prefetching indeed reduce the latency perceived by
the user. To quantify these improvements, we conducted two further experiments.
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Figure 6.15.: This diagram shows how a request is handled at the MundoProxy and at which
checkpoints we took time measurements.
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6.3.1 Integration into an Enterprise SOA
To show the practical value of the MundoProxy, we implemented it on top of the existing
“AjaxWeaver” framework in cooperation with SAP. “AjaxWeaver” is an end-to-end infras-
tructure for composing and consuming mobile AJAX applications that are connected to
SOAP-based Web services [HWDB08]. In addition to compatibility with many different
AJAX-enabled browsers, “AjaxWeaver” provides client runtime and middleware compo-
nents to facilitate SOA consumption on mobile device browsers. Thus, post-desktop access
environments are supported by means of mobile Internet-enabled devices. “AjaxWeaver”
provides simple methods to reduce SOAP messages and to mitigate the network latency
via increased client-side processing.
The main parts of the “AjaxWeaver” platform are the client side library, the proxy, and
the actual applications, described as XML documents that are interpreted at runtime
by the client and the proxy. The client part of the platform runs on all major mobile
browsers (e.g., Google Android, Opera Mobile, Nokia S60 browser, iPhone Safari and
Pocket Internet Explorer).
When an “AjaxWeaver” application is accessed, the client library downloads the appli-
cation description. The description is interpreted and rendered as HTML UI by the
JavaScript library inside the browser. The user is now able to use this application, e.g.,
a CRM system, to make further requests to the enterprise SOA, e.g., to query customer
information. All further requests are routed through the library, where the caching is
performed. Requests to the proxy are performed using AJAX techniques.
The only change the implementation introduced for the developer of an SOA-backed Web
application was a single check-box to mark a service as eligible for prefetching, as discussed
in Section 5.3.1.2. This means the first goal, i.e., not introducing additional complexity
for the developer, was reached.
6.3.2 Quantifiyng Latency Reduction in AjaxWeaver
We measured the reduction of user-perceived latency from our enhancement in
“AjaxWeaver” [GSH+09]. Suitable real-world workloads for the evaluation are not avail-
abe, as Enterprise Information Software (EIS) and corresponding access logs are mostly
treated as confidential data by any company. Therefore, we evaluated our enhancements
in an artificial scenario based on services provided by the Enterprise Service Workplace
in the SAP Community Network. After a free user registration, these services are pub-
licly available for testing purposes. For this evaluation, three of the provided Enterprise
Resource Planning (ERP) services were used. The first one is a customer query, which
was used to implement a keyword search over all customers. It returns customer names
along with their IDs. The second service returns customer data and contact information
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for the specified customer ID, while the third service returns a list of sales arrangements
for a specified customer ID. For the evaluation, we used these services in the following
way, which resembles a typical use case:
1. Search for the term “chemical.”
2. View the details of one specified customer and close.
3. View the details of another specified customer.
4. View her sales arrangements and close.
5. Search for the term “espresso.”
6. Search for the term “turner.”
7. View the details of one specified customer.
8. View her sales arrangements and close.
9. Search for the term “hollywood.”
10. View the details of a random customer in the list.
11. View her sales arrangements and close.
During each request we recorded timestamps at the 12 checkpoints shown in Figure 6.15.
Using a fixed scenario does not allow us to evaluate the performance of the sequence
prediction algorithm. Thus, the effect of our improvements will be different for realistic
scenarios. However, the evaluation shows that the overhead of prefetching is so marginal,
that our approach should be beneficial even with very modest success rates of the sequence
prediction algorithm.
MundoProxy Implementation Used
The existing framework prevented parallelization of the prefetching as described in Sec-
tion 5.3. Instead, prefetching had to be performed in the thread which answered the client
requests, thereby using the Simplified algorithm for serving client requests. This algo-
rithm performs predictions in the same thread in which the original request is served. This
way, only the latency caused by setting up the mobile network connection is avoided.
Every request to the enterprise SOA is processed as shown in Figure 6.15. In the follow-
ing description, the timepoints Ti refer to the time at the corresponding checkpoint i in
Figure 6.15, the intervals ti refer to the timespan Ti − Ti−1.
First, the client application forwards the request to the JavaScript library on the client
(T0). Next, the library decides whether this request can be fulfilled from the client-side
cache (T1). If so, it proceeds at T12 by returning the cached result to the application,
where the UI is updated. If the request cannot be answered from the local cache, the
request is forwarded to the proxy (t2).
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Algorithm: Simplified algorithm for serving client requests.
Input: client request and client cache hits q, C







h = h ◦ (q,r);
The proxy is implemented as follows. The request from the client is received at T2. Default
parameters left out by the client to save network bandwidth are substituted, and a correct
URL for the target service is generated during the init step. After this, the request is
forwarded to the target service at T3. We assume this service can be reached via the fast
corporate LAN. The service’s response arrives at T4. It is then filtered at the proxy. In
this step, e.g., data fields that are not used at the client are filtered out, again to save
bandwidth. This step finishes at T5.
With prefetching enabled, the prefetching algorithm is used to determine whether another
service request should be automatically executed in advance. If this is the case, another
cycle of request initialization, server request and result filtering is performed between T5
and T9. Without prefetching, the steps between T5 and T9 are skipped.
Finally, the reply to the client is composed. This reply is available at T10. It consists of the
response to the original request and, if prefetching was used, piggybacks the data for the
prefetched requests. A condensed text format is used for this reply instead of XML/SOAP,
again to save network bandwidth. After generating the reply at the proxy, it is transferred
to the client. Finally, the JavaScript library at the client unpacks the results, caches them
locally so that they are available for future requests, and updates the application.
Method
An evaluation of the entire system for each interesting combination of clients, networks
and services proved to be very complex. Therefore the system evaluation was split up into
the following parts:
• Measurement of the middleware overhead caused by the proxy (tp)
• Measurement of the middleware overhead caused by the client (tc)
• Measurement of the overhead caused by the backend services (tb)
• Estimation of the network delay (tn)
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w/o prefetching, time measured in ms
# t3 t5 t6 t7 t9 t10 tp
1 24.46 20.63 0 0 0 1.21 46.3
2 40.29 41.51 0 0 0 0.25 82.05
3 19.88 40.47 0 0 0 0.25 60.6
4 25.07 20.44 0 0 0 0.34 45.85
5 11.25 10.83 0 0 0 0.27 22.35
6 26.92 29.52 0 0 0 1.95 58.39
7 19.87 38.71 0 0 0 0.23 58.81
8 25.59 19.37 0 0 0 0.36 45.32
9 11.44 12.36 0 0 0 0.5 24.3
10 36.2 47.84 0 0 0 0.28 84.32
11 12.23 1.48 0 0 0 0.17 13.88
Table 6.2.: Proxy overhead measured w/o prefetching.
• Calculation of the total delay experienced by the user and speedup caused by the
enhancements
Proxy Overhead
For this part of the evaluation the proxy server was run on a MacBook with an Intel
Core2Duo 2,4 GHz processor and 2 GB of RAM. The backend services were substituted
by dummy services running on the same machine. We ran a script in the Firefox 3.0.5
browser on the same machine that automatically went through the 11 steps of the scenario
100 times. Thus, all communication was performed via the loopback network device. The
average of the measured times can be found in Tables 6.3 and 6.2. The first column denotes
the step in the scenario from above. All times are average times from 100 evaluations given
in milliseconds. Table 6.2 contains the values with prefetching disabled. Note the zeros in
columns four, five and six. These steps are skipped without prefetching. Table 6.3 contains
the corresponding values with prefetching enabled. Note the zero rows four and six, and
the near-zero row eight. In these cases, the request has been predicted in the previous
step and was prefetched. Accordingly, the client does not request it from the proxy, but
retrieves it from the cache. Row eight was not always predicted as a prefetch, as the online
learning algorithm had to adapt to the scenario.
Client Overhead
To measure the effect of our prefetching enhancements at the client, we used an Apple iPod
Touch with firmware 2.2. We accessed the proxy via WLAN and ran the client part of the
middleware in the built-in Safari browser. We again ran a test script, performing 100 runs
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with prefetching, time measured in ms
# t3 t5 t6 t7 t9 t10 tp
1 25.69 19.57 0.79 18.95 29.03 0.97 95
2 0 0 0 0 0 0 0
3 16.19 34.2 0.43 11.57 16.07 0.39 78.85
4 0 0 0 0 0 0 0
5 12.32 10.45 0.72 11.41 17.99 1.59 54.48
6 0 0 0 0 0 0 0
7 18.05 34.03 0.43 11.25 12.54 0.43 76.73
8 0.57 0.11 0.01 0 0 0 0.69
9 11.92 15.04 0.56 0 0 1.2 28.72
10 39.65 48.71 1.07 0 0 0.28 89.71
11 9.88 1.33 0.43 0 0 0.08 11.72
Table 6.3.: Proxy overhead measured with prefetching.
through the scenario with and without prefetching enabled. The results for the measured
client overhead t1 and t12 with and without prefetching are shown in Table 6.4. The first
column denotes the step in the scenario from above. All times are average times from 100
evaluations given in milliseconds. The left half of the table gives the values with prefetching
disabled. The right half of the table give the corresponding times with prefetching enabled.
Note the relatively large difference in lines five and six. With prefetching, the request no.
6 is already sent and filled in the cache at step no. 5. Consequently, the time needed
for caching in step six is much shorter with prefetching enabled, as no response from the
server is parsed.
As one can see, only a very small fraction of overall user-perceived latency is due to the
client library. This is the case although even the baseline performs client-side caching,
thus emphasizing the efficiency gain provided by simple client-side caching. The additional
overhead caused by our prefetching enhancements at the client are nearly non-measurable.
Backend Services
The timing of the backend services of course depends on the nature of the corporate LAN
and the actual services used. For the services used in our scenario we measured 16 ms as
the average time for a single service request. While the overhead without tb will be used
to calculate the speedup achieved in the middleware, the total, including tb serves as a
hint to what the speedup will be for the user in an application scenario. Note that if a
prefetch occurred, tb is 2 ∗ 16 ms, as the time for accessing a backend service has to be
added twice, once for the original request and a second time for the prefetched request.
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with prefetching w/o prefetching
time measured in ms time measured in ms
# t1 t12 t1 t12
1 1.08 18.07 1.09 18.19
2 1.15 2.70 1.43 0.16
3 1.21 2.99 1.28 5.75
4 1.24 2.74 1.46 0.15
5 1.27 2.51 1.62 35.74
6 1.20 20.10 1.44 0.19
7 3.76 2.91 1.24 6.19
8 1.24 3.39 1.38 0.21
9 1.20 10.76 1.22 10.58
10 1.24 2.73 1.19 2.71
11 1.19 1.43 1.29 1.55
Table 6.4.: Client overhead for caching measured with and w/o prefetching.
Network Delay
To simulate different wireless networks, the network characteristics shown in Table 5.3
were used to calculate different response times based on the results of the locally measured
values. To do this, we measured the amount of data that had to be transferred between
the proxy and the client for each of the 11 requests from the scenario. Given the network
delay for an empty packet td0, the upstream data rate rup and the downstream data rate
rdown, the overall network delay for a request with size sreq and a reply with size srepl is
then calculated using the following equation:







To determine the average user-perceived latency caused by the middleware for the various
network settings, we added the values measured for the client and the proxy overhead
to the network delay, computed from the network characteristics. We thus were able to
compute the values for four typical mobile network conditions. To calculate the total user-
perceived latency, we further added the time spent in the backend services. Figure 6.16
shows how the latency decomposes for requests three and four from the scenario for the
UMTS network condition. The figure highlights the difference between non-prefetching
behavior - roughly equal latency for both requests - and prefetching behavior - slightly
increased latency for request three where the prefetching is performed and no noticeable
latency for request four that can be fulfilled from the client cache.




















Figure 6.16.: Time comparison for two requests with and without prefetching. Depicted are
the UMTS average times for requests no. 3 and 4 of the scenario.
Figure 6.17.: Comparison of prefetching and baseline behavior using UMTS.










































Figure 6.18.: Comparison of user-perceived latency in different networks, averaged across all 11
requests of the scenario.
Figure 6.17 contrasts the results of prefetching and non-prefetching behavior over the whole
scenario for the UMTS network condition. Prefetching results in a zig-zag behavior with
a lower mean latency than in the non-prefetching condition. The lower end of the bars
indicates the minimum latency, the tick in the middle the mean latency, and the upper
end the maximum latency.
Figure 6.18 shows the results averaged over all 11 requests from the scenario with all
considered network profiles. For the GPRS network profile with average latency, we found
an overall speedup of 26%. For the HSDPA profile with average latency the speedup was
29% and 31%, if we take only the middleware into account and neglect the time spent in
the back-end services.
To estimate the effect of our enhancements on energy consumption on the mobile devices,
we analyzed the average accumulated network times for the scenario. Shorter network
times directly correspond to power savings. As shown in Figure 6.19, the network time is
indeed shorter with prefetching enabled, thus prefetching could help to save battery power.
Discussion
These initial results suggest that prefetching at the proxy for a mobile SOA middleware
can indeed improve the user experience by decreasing user-perceived latency and thereby

























Figure 6.19.: Comparison of accumulated average network times. Reduction of network time
directly corresponds with battery power saving.
increase the usability of SOA-backed applications in post-desktop environments. Even
more important, our approach lends itself to easy integration in commercial grade systems.
However, the initial experiments described above leave several questionsopen. The biggest
drawback of the experiment is that no realistic workload was available, which makes it
impossible to evaluate the performance of the FxL algorithm. To rectify this, we performed
additional experiments with a more realistic workload desribed in section 6.3.3.
Furthermore, several of the caching and prefetching enhancements could not be imple-
mented in “AjaxWeaver,” e.g., the parallelization of prefetching. Also, several important
parameters, such as the network latency and the service execution time, were not measured
directly but were only estimated. A more complete experimental setup was therefore used
in another experiment, which is described in section 6.3.4.
6.3.3 Simulation with Realistic Workload
One major limitation of the estimates generated with the MundoProxy implementation
within AjaxWeaver was the lack of realistic service call traces. The benefits of caching and
prefetching Web service calls in mobile applications can only be evaluated with realistic
workloads [DPSG07]. Unfortunately, it proved difficult to get real Web service call traces
from business applications that are in production use. The underlying processes of an
enterprise are considered to be a key to its competitive advantage, and the processes are
thus kept secret. In addition, traces carry a lot of personal information about the involved
entities. Even after anonymization, it is still possible to obtain sensitive statistical infor-
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PASS Process Model
Certified Engineer
 1.. Receive appointment from OM -> Exchange
 2. Check appointment -> Exchange
 3. Confirm appointment -> Exchange
 4. Receive work order -> OTRS
 5. Check for on-site service or remote service
   5a. on-site service: drive to customer
 6. Check identity of CI -> CMDB
 7. Execute work order
 Error case 1: Service cannot be established
    7a. Return to DPL escalation -> OTRS, Exchange
 Error case 2: MTTR exceeded
    7a. Inform DPL escalation -> OTRS, Exchange
 8. Verify effectiveness
 Error case 1: Uneffectiveness determined
    8a. Inform DPL escalation -> OTRS, Exchange
 9. Receive confirmation from service requestor
    9a. Customer Representative signs on mobile device
    9b. Signature is sent via mail to administration -> Exchange
 Error case 1: No confirmation
    9c. Inform DPL escalation -> OTRS, Exchange
10. Fill out material supply note for replacement
      and defective parts; send email to OM -> Exchange
11. Trigger logistic process
12. Document service provision
  12a. Optionally send voice note -> Exchange
  12b. Update ticket status -> OTRS
13. Send work documentation to OM -> OTRS
14. Process End
























Figure 6.20.: Steps to derive call traces starting from the ITIL standard process.
mation from the data. When considering an IT scenario, e.g., it can easily be determined
how often the product of a vendor A fails in comparison to a product by vendor B, or
which user performs the most maloperations.
To overcome this problem, we used data that was available to us to create our own traces.
The Computer Operations Group together with the Telecooperation Group at TU Darm-
stadt have had expertise in the area of IT service and maintenance for several years. To
obtain realistic call traces, we defined a business processes to handle IT service and main-
tenance incidents, and then played this process through with a number of selected real
incidents.
ITIL is the worldwide de-facto standard for service management and contains broad and
publicly available professional documentation on how to plan, deliver and support IT ser-
vice features [iti10]. The procedure for generating the traces is shown in Figure 6.20. We
started from the ITIL incident management process, which is part of the IT service man-
agement standard ISO 20000. A version of this process modeled in the process description
language PASS (Parallel Activities Specification Scheme) was obtained from the company
jCOM1 [jCO10]. Next, the process was refined to incorporate the concrete Web service
invocations needed in each process step. This approach is basically the opposite of process
mining, where an unknown process is discovered from a log of events, based on the ITIL
processes, as described in [FdS08].
To generate concrete call traces, we selected 100 incidents we have handled in the past and
played them through based on the ITIL process on a prototype client. We have analyzed
1714 past incidents, documented in 6751 messages. 24% of these incidents were caused by
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maloperation. Such incidents do not trigger work orders for service personnel. Instead,
the users are just informed about the correct use of the system. 60% of the incidents could
be resolved using remote administration tools, and 16% required on-site service. We were
especially interested in the on-site service use-case. Here, the certified engineer is working
at the customer’s site and participates in the business process using his mobile device. We
have selected 100 such on-site incidents for our evaluation.
Method
For the first experiment, we used the Web service traces generated by five service techni-
cians in the ITIL scenario. Each service technician generated traces of Web service calls
for 20 on-site incidents. We went through these Web service calls of the ITIL traces in
the same order a mobile application would, and counted the number of client cache hits
h. We tested several different conditions for adding data to the client cache and emptying
the client cache. We also counted the number of prefetched requests p sent to the client,
as this corresponds to more network traffic and longer online times, which reduces battery
runtime of the mobile device. As we just analyzed hit rates, it was not necessary to invoke
the real Web services in the back-end. Instead, requests were prefetched immediately to
the client cache. We obtained values for h and p for the following five test cases.
i) prefetchable: Several Web service calls in the ITIL traces must not be prefetched,
because they change state on the server, e.g., accepting a ticket. Such calls are often
predictable, but they must be triggered by the user and cannot be called in advance.
Whether a function is prefetchable or not must be annotated in the service interface
description. An upper bound for the number of cache hits is thus given by putting all
prefetchable Web service calls into the cache from the beginning.
ii) persistent-cache: In this case, all service calls were simply cached, and the cache
was never emptied. This results in a maximum number of cache hits, because our
prediction algorithm only prefetches requests that have been observed before, and
these would also be in the cache. However, such a setting is highly impractical as it
would use stale data a lot of the time the cache is used.
iii) cache-only: Here, the calls were simply cached, and at the beginning of each incident
the cache was emptied to avoid stale data. Hence, the cache only helps if the same
call is made more than once within the same incident.
iv) predict-single: In this case, the cache was emptied at the beginning of each incident.
Every time a request was made, it was added to the cache. Hence, repeating Web
service requests during the same incident were handled from the cache. Additionally,
every time a Web service call was sent to the server (as opposed to obtaining it from
the cache), the FxL algorithm was used to predict a single other Web service call. If
any call was predicted with a confidence greater than a threshold, this predicted call
was then also added to the cache.













































Figure 6.21.: Comparison of prediction with pure caching and the impractical case of a persis-
tent cache. The upper bound is given by the amount of prefetchable invocations.
v) predict-multi: This case works similar to predict-single, except that multiple predic-
tions per request were used. All Web service calls that were predicted by FxL with a
confidence over a threshold t were added to the cache. A higher threshold t results in
lower values for p and h.
Results
The results are shown in Figures 6.21 and 6.22. Figure 6.21 displays the average hit rates
using all 100 incidents for the five cases described above. Figure 6.22 shows the average
prediction success rates, relative to predictable, for the conditions predict-single, predict-
multi, and cache-only. The hit rate is the number of cache hits h divided by the number
of Web service calls made during one incident. To generate the graph we averaged the
results of all five service technicians, each working on his own subset of 20 incidents. As
one can see, there is a somewhat slow start, as the prediction algorithm has to learn about
the application first before it can provide good prefetching data.
Figure 6.23 shows the correlation between the threshold t and the hit rate in the predict-
multi case. It can easily be seen that lowering the value of parameter t increases the
number of cache hits at the cost of more communication overhead, because more requests
are prefetched.



























Figure 6.22.: The average prediction success rate “converges” after processing 5–10 incidents
for both algorithms.
Discussion
The simulations with the realistic workload show that the FxL algorithm works reasonably
well with realistic examples of service traces. These simulations however leave out the
effects of the network, e.g., fluctuations in the bandwidth may cover the effects of the
cache hits. Furthermore, the effect on the online time which is directly related to the
battery runtime cannot be obtained by simulation. To measure these values, we resorted
to a more realistic scenario with a real device.
6.3.4 Experimental Evaluation
Method
To evaluate the effects on a real mobile device we selected one of the service technician
traces and ran it with the mobile browser. For our measurements, we used the first three
incidents of one service engineer as training data, i.e., simply stored the respective requests
in the prediction engine. We then played through the fourth incident of this service engineer
with the real client on the mobile device. The incident we used for testing consisted of 16
individual requests to the back-end. We measured the latency l perceived by the user and
the total online time o by instrumenting the JavaScript code of the client. The latency was






































Figure 6.23.: The threshold parameter controls the FxL prediction algorithm. Lower thresholds
lead to higher hit rates, but also add communication overhead. A hit rate of
















Figure 6.24.: Comparison of user-perceived latency under three different test conditions using
an iPhone connected via EDGE.
measured by comparing timestamps just before a Web service request was made until the
response was available. The online time was measured from the beginning of the request
until the last prefetched response was available. We obtained measurements for l and o in
three different test cases.
i) baseline: In this case we did not use probabilistic prefetching at the proxy and no
additional data was piggybacked to the proxy responses. As the incident does not
contain duplicate requests, no requests could be answered from the client cache.
ii) proxy prediction & cache: In this case we used a proxy cache which was proactively
filled with predicted requests but did not send any piggybacked data to the client.
























Figure 6.25.: Comparison of total user-perceived latency and online time in the analyzed inci-
dent. The bars were scaled to start at 18.97 seconds, because this is the baseline
back-end time.
Thus, some requests cause a much lower latency at the client. However, every request
causes at least a minimum latency due to the overhead for connection setup.
iii) client piggybacking & cache: In this case we used a proxy cache as above but also
sent the cache contents piggybacked to the client, where they proactively fill the client
cache. In this setup the client may skip some server requests completely as they can
be answered directly from the client cache.
In the cases that used prediction, the threshold was set to t = 0.2, as this is a good tradeoff
between additional cache hits and prefetching overhead, as can be seen in Figure 6.23.
Apparatus
We used an iPhone (iPhone 3G, OS 3.1.3) as client device, accessing the MundoProxy
server via an EDGE connection. MundoProxy was implemented as a Java servlet in Tom-
cat. As back-end services to support our process we selected three well-known industry-
strength products: OneCMDB (Configuration Management Database) [Lok09], the Open
Ticket Request System (OTRS) [OTR09], and Microsoft Exchange 2007 [Mic09]. These
services ran on a different computer in the local network. Thus, the setup was as shown in
Figure 6.26, matching the general setup of SOA-backed Web applications (see Figure 2.5).
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Figure 6.26.: Hybrid client architecture for a mobile process application accessing an SOA back-
end. The rich client is implemented in JavaScript.
Results
Figure 6.24 shows a comparison of the user-perceived latency for all 16 requests of the
incident in the three cases. Request #6 could be answered from the proxy cache, i.e., it
was prefetched after one of the preceding requests. It has not been piggybacked to the
client cache, however, because the call to the Web service in the back-end took so long
that the result was not yet available in the proxy cache before request 6 was actually
made. In contrast, request #9 could be piggybacked to the client. As a result, there
is no user-perceived latency for handling this request in the client piggybacking & cache
condition. Figure 6.25 shows a comparison of the total values for l and o for all requests
of the analyzed incident.
The time spent in the SOA back-end for the requests that can be answered from the proxy
cache accounts for approx. 20% of the total user-perceived latency. Thus, introducing
a proactively filled proxy cache alone leads to a 20% decrease in user-perceived latency.
Using piggybacking for transmitting the proxy cache contents to the client allowed for a
reduction in latency, due to connection setup of requests piggybacked to the client. This
reduced user-perceived latency by a further 4%, yielding a total reduction of user-perceived
latency of 24%. Using the proactively filled proxy cache reduced the online time of the
client by 19%. Here, piggybacking led to a further reduction of online time by 6%, totaling
to a 25% reduction of online time.
Discussion
The results of our initial estimation are affirmed by the results of this experiment — it
is indeed possible to reduce the latency perceived by the user and the total online time
by applying caching and prefetching. However, the effect comes mainly from avoiding the
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processing time of the SOA services in the back-end, not the overhead of the mobile net-
work. However, by using piggybacking, which reduces the latency caused by the overhead
of the mobile network, a further 4% of latency reduction could be achieved. The effect of
piggybacking on online time is slightly larger, causing a reduction of 6%.
During the experiments, the network connection quality was pretty stable. The benefit of
additional cache hits would be even greater in circumstances where this is not the case.
If a request can be answered from the cache in adverse networking conditions, this may
make the difference between a user’s using the mobile application and the user’s deviating
to other practices, e.g., bulk reporting at the end of the workday.
6.4 Chapter Summary
In summary, the three case studies conducted with MundoMonkey show that it is in-
deed possible to implement interaction strategies in an application-independent fashion.
Application-independent does not mean application-agnostic. It is possible to extract
enough information from the HTML UI description that is available at runtime to provide
usable interaction. Thereby, the results from the user study carried out with the voice
interaction strategy show that the resulting usability is comparable to the usability that is
attainable through more low-level and therefore more complicated tools. Table 6.5 shows
which requirements are tested in the respective interaction strategies.
R2 R3 R4
Voice Input " " %
Pen Input % " "
Federated " " "
On-Screen Keyboard % " "
Table 6.5.: Comparison of the MundoMonkey interaction strategies presented in the case studies
to the requirements from Chapter 2
If we compare the features of MundoMonkey to the existing systems for reifying mappings
between application UI and access environment, MundoMonkey provides more features
than existing systems as shown in Table 6.6.
The implementation of MineManager for MundoCore and independently for ReWiRe has
shown that the framework is easy to instantiate. Second, the user experiments indicate
that the concepts behind MineManager make sense to the end-user. The users were able
to manage post-desktop access environments using the MineExplorer application.
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Table 6.6.: Comparison of different approaches for reifying the mapping between interaction
services and UI. MundoMonkey provides more features than existing systems from
Table 3.2
We have shown how the user-perceived latency for mobile SOA access can be reduced by
employing an adaptive prefetching algorithm and caching. Experiments with realistic Web
service call traces showed that using a proxy cache proactively filled with requests predicted
by the FxL algorithm can reduce the user-perceived latency by 20%. Piggybacking addi-
tional results into the client cache leads to an overall reduction of user-perceived latency
of 24%. At the same time, the online time can be reduced by 25%. Reduced online time







Table 6.7.: Reduction of user-perceived latency and online times achieved by the different
caching and prefetching approaches on realistic call traces.
Using the proposed approach, the decrease in user-perceived latency comes without any
additional tuning of the Web services or the front-end application. The probabilistic
prediction algorithm employed automatically adapts to the underlying application, thereby
removing the burden from the developer to manually optimize for latency. In addition, it
also adapts to the usage pattern of individual users. Even if the latency reduction for a
particular setup cannot be exactly predicted, our approach should be adopted, as it comes
without any drawbacks.




Web applications are already frequently used in post-desktop environments today. For
example, modern smartphones enable access to Web applications in mobile settings. Other
Web access systems are customized and tailored towards users with special needs. However,
none of the existing Web access systems is flexible enough to cope with arbitrary post-
desktop access environments. This thesis presented several enhancements to the Web
access system that address this shortcoming. The entirety of these enhancements is the
MundoWeb system, as presented in Chapter 4. It comprises solutions to three distinct
sub-problems of Web access in post-desktop environments:
• handling in- and output resources
• suitable meta interaction capabilities
• dealing with the user-perceived latency
The solutions are implemented and evaluated in the MundoMonkey, MineManager and
the MundoProxy components, respectively.
This chapter concludes the thesis by summarizing its contributions in Section 7.1. Sec-
tion 7.2 revisits the requirements from Chapter 2 and describes how these are addressed




Analysis Existing research fails to evaluate the principles underlying the Web as access
system with respect to their meaning for interaction in post-desktop access environments.
This does not do justice to the immense practical success of the Web in post-desktop
settings. To be able to compare other approaches to the Web access system, we intro-
duced a novel theoretical framework and derived a new set of requirements. This set of
requirements is not only backed by a case study but also validated by comparing it to two
other sets of requirements from literature. By applying this framework, we showed that
the existing Web access system already has many desirable properties. We also showed in
which aspects the Web access system needs to be improved.
MundoWeb The overall concept of MundoWeb addresses the remaining shortcomings the
Web has with respect to interaction in post-desktop access environments. MundoWeb is
the first approach that addresses all the requirements necessary to support post-desktop
access environments. MundoWeb is based on the Web access system and does not adopt
a clean-slate approach. This means that MundoWeb can be even used with legacy Web
applications.
MundoMonkey One characteristic of post-desktop access environments is the diversity of
resources found in them. Existing approaches for handling this wealth of resources are
either optimized towards processing of input but then do not provide means for structured
output modification; or they are optimized for modifying output, in which case their
input handling capabilities are limited to mouse and keyboard. MundoMonkey interaction
strategies overcome these limitations as they can flexibly handle input from arbitrary
sources, thanks to the connection to the MundoCore middleware, and can at the same
time perform modifications of the UI, using the rich DOM of Web applications.
Interaction Strategies While working on MundoMonkey, several interaction strategies and
interaction resources have been implemented. Some of the implemented strategies, such
as the voice strategy proved superior to some widely used existing strategies. Although
this has not been further investigated, it is likely that usability improvements to other
systems could result from adopting some of the concepts used in that strategy. Other
strategies, such as the one for pen interaction, have been refined and reused in further
research [SBM09].
MineExplorer In federated post-desktop environments the user has to deal not only with
the diversity of resources, but also with the dynamics of the environment. Resources appear
and disappear; the accessed applications must be easy to control for the user. MundoWeb
provides a single meta UI to the user, allowing him to manage and control the post-desktop
access environment. This complements the existing Web browser meta UI for controlling
applications. The MineManager framework developed in this thesis is the first to enable
the use of a digital meta UI synchronized with physical changes to the access environment.
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An instance of this framework, called MineExplorer, has been implemented for the iPhone
and the MundoCore middleware. It has been evaluated with user tests that showed the
validity of the underlying concepts. The MineManager framework is not restricted to a
single middleware implementation but has also been implemented on top of the ReWiRe
middleware.
MundoProxy One problem of post-desktop access environments is the high latency per-
ceived by the user. While this problem has been addressed for Web applications before,
the MundoProxy is the only solution that is usable in the case of mobile access environ-
ments without requiring any changes to the implementation of the back-end services or
the Web application. Application independence is achieved by using intelligent prefetch-
ing algorithms that predict future user requests based on observed previous requests. The
peculiarities of mobile access environments are addressed by the piggybacking mechanisms
that enable efficient use of network bandwidth as well as of the energy of the mobile device
battery.
Prefetching Evaluation To evaluate the MundoProxy, a realistic workload has been cre-
ated. This workload is available to other interested researchers. It fills a gap, as it is next
to impossible to obtain real call traces from production Web applications as these are kept
secret by companies.
7.2 Revisiting the Requirements
MundoWeb, comprising the three components MineExplorer (based on the MineManager
framework), MundoMonkey, and the MundoProxy, has been designed to meet the require-
ments elicited in Chapter 2. Here we will briefly revisit them and explain how they are
addressed.
R1 — Reuse of Existing Web Applications MundoWeb has been designed to be com-
patible with existing Web applications. The voice case study, for example, shows
that MundoMonkey is capable of working with the existing wikipedia application.
The MundoProxy has equally been tried out with existing applications, from SAP
in the evaluations described in Section 6.3.2 as well as with our custom-built ITIL
support infrastructure (Section 6.3.3). In both cases no changes to the underlying
Web services in the back-end have been performed.
R2 — Federated Access Environments MineExplorer and MundoMonkey work on top
of MundoCore, a ubiquitous computing middleware. Access environments can
be constructed in an ad-hoc manner, out of individual interaction resources.
MundoMonkey can handle the resources in federated access environments, as the
case study about federated access environment shows.
R3 — Changing the Input Processing MundoMonkey is capable of handling input from
various sources, as illustrated by the case studies. It is also possible to modify the
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output on one interaction resource in response to the input received from another
interaction resource, as the example of the multi-pointer interaction strategy shows.
R4 — Modification of Output MundoMonkey retains all the output modification fea-
tures of Web scripting systems. Unlike pure pipeline-based systems, it therefore
supports a rich model for output modification at runtime. The example of the
on-screen keyboard shows how this feature can be utilized in an interaction strategy.
R5 — Application Independent Reduction of User Perceived Latency The Mundo-
Proxy has been evaluated quantitatively in various settings, including mobile access
environments, showing that it is capable of handling latency issues arising in SOA-
backed Web applications accessed in post-desktop environments.
R6 — Application and Environment Management and Configuration MineExplorer
supports the configuration of (federated) access environments. It thereby comple-
ments the meta operations provided by the normal Web browser, forming a complete
solution for this requirement. The interface of MineExplorer and the concepts un-
derlying it have been approved by users in a user test.
MundoWeb is the first approach to address all requirements for interacting with Web
applications in post-desktop environments. State-of-the-art approaches only address a
subset (see Table 3.1).
7.3 Outlook
In this section, we look at several ways in which MundoWeb could be extended, discuss
some possible generalizations, and suggest further research directions.
7.3.1 Further Challenges in the Topic of the Meta UI
Since the publication of the first paper describing MineManager, the topic of meta UIs
for post-desktop access environments has gained a lot of interest, e.g., spawning a work-
shop at the EICS conference (Enhancing interaction with supplementary Supportive User
Interfaces1). It seems obvious that post-desktop computing will see a meta UI, i.e., the
post-desktop equivalent of the task bar and minimize/maximize buttons found in desktop
systems. MineManager presents one solution to this challenge, which provides the right
concepts to manage post-desktop access environments and the Web applications accessed
in them. If one has other needs, the MineManager concepts may be insufficient and need
to be augmented.
The interface of the MineExplorer is based on a simple list-based view, which is easy to
scan on a mobile device and familiar to the user. For example, MineExplorer looks similar
1 http://www.supportiveui.org/
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to the contact list on the iPhone. As our own user experiments show, this might not
be ideal, for example when a huge amount of interaction resources needs to be handled.
Further research in that direction is necessary.
7.3.2 Generalization to Other Types of Back-Ends and
Access Environments
Obviously, the MundoProxy needs to be aware of the type of back-end used for the appli-
cation. For example, if an SOA back-end is used, which is most common for business Web
applications, calls to an SOA infrastructure must be cached. If another type of back-end is
used, e.g., a J2EE back-end, calls to this back-end must be cached. However, the prediction
code is defined in terms of generic calls, i.e., combinations of method names and concrete
parameters. So the concept is useful for other types of back-ends as well. Likewise, the
part implementing the cache in the browser needs to be changed. Again the piggybacking
mechanism is agnostic to the type of back-ends marshaled over the HTTP connection. It
should be relatively easy to implement similar solutions based on the provided algorithms.
It would also be interesting to test the approach with a REST-based back-end. In this
case, the call semantics, i.e., whether a request can be prefetched or not, should become
clear from the HTTP method used by the call. It would no longer be necessary to annotate
the back-end services.
The latency is not affected by the nature of the access environment and works equally
well in desktop access environments, mobile access environments and post-desktop access
environments. It is, however, particularly useful in mobile post-desktop environments,
as these often feature only a small screen, limited input capabilities and low-bandwidth
network connections. These characteristics make it much harder for the user to perform
any task compared to the situation in desktop access environments. The increased effort
for the user can manifest as additional time required to complete a task or additional stress
experienced by the user.
7.3.3 Controlling a Smart Environment from a Web
Browser
The MundoMonkey browser extension as developed in this thesis had the aim of allowing
the user to control Web applications. Therefore, the connection to MundoCore was mainly
used for receiving input data from the post-desktop environment and to a limited degree
for sending output data to resources in the post-desktop access environment. However, in
principle other features of the post-desktop access environment could also be used. For
example, this way a script in a Web page could get access to a coffee machine in the
7.3. Outlook 163
same MundoCore environment as the browser. This could be desirable, as this would open
up a much more lightweight path towards development of smart environments. Virtually
every user knows how to access a Web page, and this would be all it needs to inject new
functionality into a smart environment. Orchestration and coordination of the different
resources could be performed by a crowd of developers. This would enable a better user
experience for smart environments, just like end-user scripts do for the Web.
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Chapter A
Tasks from the MineExplorer User
Study
The MineExplorer User Study was conducted with German-speaking participants, there-
fore the tasks were given in German. Section 6.2 contains English translations of a sample
task as well of the questions found in the questionnaire. This annex includes the task set
as it was handed out to the participants, including German descriptions of the tasks for
the experimenter.
A.1 Aufgaben
Aufgabe 1 / Aufgabe 3
Der Proband stellt sich vor, er sei in einem öffentlichen Gebäude. Wie immer hat er sein
persönliches Gerät dabei, nämlich sein iPhone. Er empfängt in seiner E-Mail Applikation
eine Nachricht, die er beantworten möcht e. Für längere E-Mails ist ihm aber das Display
zu klein und schreiben würde ihm mit einer Tastatur auch leichter fallen. Daher möchte er
die Geräte in seiner Umgebung nutzen. Seine Aufgabe ist es nun eine öffentliche Tastatur
und einen Monitor zu assoziieren. Anschließend sollen beide Geräte mit der Email-
Applikation verbunden werden. Da die E-Mail Applikation auf seinem persönlichen Gerät

















Aufgabe 2 / Aufgabe 4
Der Benutzer hat die E-Mail fertig geschrieben und weggeschickt. Da er die Geräte in
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Aufgabe 5
Nun befindet sich der Benutzer in einer anderen Umgebung. Diese Umgebung bietet noch
viel mehr Geräte (wie eine Kaffee Maschine oder eine Webcam) die er verwenden könnte.
Sie sind aber irrelevant für ihn sind, da er wieder eine E-Mail schreiben und dafür einen
Monitor und eine Tastatur verwenden möchte.
Konfigurationen
Initialkonfiguration




















In der Umgebung des Benutzers befinden sich weitere Menschen, die ebenfalls Geräte ver-
wenden. Um wieder eine E-Mail schreiben zu können muss er sich also die jeweiligen




Available Us Associated Us Connected Us
(Keyboard)
(Display1 is in use)
(Display2)
(Display3 is in use)
(E-Mail Application) -
Zielkonfiguration
Available Us Associated Us Connected Us
(Display1 is in use)







Der Benutzer muss nun für die Geräte die er nutzen will bezahlen. Aus diesem Grund soll
er durch zu Hilfenahme der Detailinformationen die günstigsten Geräte aussuchen und
eine Konfiguration mit den Geräten vornehmen.
Konfigurationen
Initialkonfiguration







Available Us Associated Us Connected Us
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Aufgabe 8
Der Proband stellt sich vor, dass er gerade dabei ist seine E-Mail zu schreiben. Nach kurzer
Zeit tritt ein Fehler in seiner Konfiguration auf. Seine Aufgabe ist es dann zu versuchen
die Konfiguration wiederherzustellen bzw. eine Alternativkonfiguration zu finden mit der
er seine E-Mail in einer anderen Form eingeben kann.
Konfigurationen
Initialkonfiguration







(E-Mail Application , Key-
board)
(E-Mail Application , Display
1)
Zwischenkonfiguration




(Display 1) (E-Mail Ap-
plication)
(E-Mail Application , Key-
board)
Zielkonfiguration
Available Us Associated Us Connected Us




(E-Mail Application , Voice
Recognition Service)




Der Proband stellt sich vor, dass er wieder dabei ist seine E-Mail zu schreiben. Bei einem
Fehler soll er ähnlich zu Aufgabe 8 entsprechend reagieren.
Konfigurationen
Initialkonfiguration
Available Us Associated Us Connected Us




(E-Mail Application , Voice Recog-
nition Service)
(E-Mail Application , Display 1)
Connection will fail
Zwischenkonfiguration
Available Us Associated Us Connected Us
(Display 2) (Voice Recognition Ser-
vice)
(Display 1) (not con-
nectable)
(E-Mail Application)
(E-Mail Application , Voice Recog-
nition Service)
Zielkonfiguration







(E-Mail Application , Voice Recog-
nition Service)
(E-Mail Application , Display 2)
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