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Abstract-Hamiltonian systems are canonical systems on phase space endowed with symplectic 
structures. The dynamical evolutions, i.e., the phase flow of the Hamiltonian systems are symplectic 
transformations which are area-preserving. The importance of the Hamiltonian systems and their 
special property require the numerical algorithms for them should preserve as much as possible the 
relevant symplectic properties of the original systems. 
Feng Kang [l-3] proposed in 1984 a new approach to computing Hamiltonian systems from the 
view point of symplectic geometry. He systematically described the general method for constructing 
symplectic schemes with any order accuracy via generating functions. A generalization of the above 
theory and methods for canonical Hamiltonian equations in infinite dimension can be found in [4]. 
Using self-adjoint schemes, we can construct schemes of arbitrary even order (51. These schemes can 
be applied to wave equation [6,7] and the stability of them can be seen in [7,8]. 
In this paper, we will use the hyperbolic functions sinh(z), cash(r) and tanh(z) to construct 
symplectic schemes of arbitrary order for wave equations and stabilities of these constructed schemes 
are also discussed. 
1. HAMILTONIAN FORMALISM FOR WAVE EQUATION 
Let’s consider the wave equation 
wt = %x7 (1.1) 
with an initial condition. The boundary condition, if any, will be periodic. We begin by rewriting 
the equation (1.1) in two Hamiltonian forms. 
HAMILTONIAN FORM 1. The first Hamiltonian form for the wave equation is 
dz = J-'H 
dt 
*1 
where the Hamiltonian is H = i J (~2 + ~~)d~ and 
z= [;I = [“w’i, J-‘=J’=-J=[; _b], Hz= [;] +]. 
(i.2j can be rewritten as 
dz 
z = J-‘AZ, 
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where 
J-lA= [; ;], A= [:, _;] 7 
and A is the central difference operator for &. 
Letting A(2m) be the 2mth order central difference operator for &, we have 
A(2m) = V+V_ c (-l)jp. ,: 3 ( Ax2;+V-)‘, (1.4) 
where pj = [(j!)222j]/[(2j+l)!(j+l)] and V+, V_ are forward and backward difference operators. 
Denoting U = [ur , ~2, . . . , UN], V = [q, ~2, . . . , TIN], System (1.3) will be 
(1.5) 
where I is N x N identity matrix and M(1,2m) is an N x N matrix corresponding to A(2m). 
System (1.5) approximates (1.3) of accuracy o(Ax2”) in the space discretization. 
Letting A(2) and A(4) be the second and fourth order central difference operators for & 
respectively, we have 
- 226, + 21,-I 
A(2) =U’a+l Ax2 , 
A(4) = 
-~,+2+1hn+1 - 3Ou, + 16~,_~ - IL,_:! 
12Axz 
Their corresponding matrices are 
and 
M(l,4) : & 
-_2 1 0 ...... 1 
1 -2 1 ...... 0 
Wl72) : -& 
. . . . . . 
......... ... 
0 0 ...... -2 1 
1 0 ...... 1 -2 
-30 16 -1 0 0 ...... 0 -1 16 
16 -30 16 -1 0 ...... 0 0 -1 
-1 16 -30 16 -1 ...... 0 0 0 
*. *. . . . . . . . 
. . . . . . +. . . . . 
-. -. ‘. . . . . . 
. . . . . . . . . 
. . . . . . 
. . 
-1 0 0 ............ 16 
16 -1 0 ............ _] 
HAMILTONIAN FORM 2. The second Hamiltonian form is 
dz=D6H 
dt 6.~’ 
J 
. . 
. . *. 
-30 16 
16 -3a 
(l-6) 
(1.7) 
(1.8) 
,. _I 
(1.Y) 
I 
(1.10) 
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where the Hamiltonian is H = 3 J(u” + v2)&c and 
z=[:]=[;;], D=[i $1, g=[:]. 
Obviously, the operator D is skew-adjoint and system (1.10) can be rewritten in the form 
dz 
dt = J-lAz, 
where 
,-‘A=[; ;I, A=[; _;], 
where V is the central difference operator for g. 
Letting V(2m) be the 2mth aa order central difference operator for =, we have 
V(2m) = VI-J c (-l)j ;;I a3 ( Ax2;+v-)‘, 
where oj = [(j!)“2”j]/(Zj + l)! and Ve is the central difference operator. 
Denoting U = [ur , ~2, . . . , UN], V = [WI, ~2, . . . , UN], system (1.11) will be 
3 
(1.11) 
(1.12) 
(1.13) 
where I is N x iV identity matrix and M(2,2m) is an N x iV matrix corresponding to V(2m). 
System (1.3) approximates (1.11) of accuracy ~(Ax~~) in the space discretization. 
Letting V(2) and V(4) be the second and fourth order central difference operators for g 
respectively, we have 
V(2) = %a+1 - %n-1 
2Ax ’ 
V(4) = --urn+2 + %n+1- 8u,,,_r + u,,,_~ 
12Ax 
and 
0 8 
-8 0 
1 -8 
. . 
M(2,4) : & 
Their corresponding matrices are 
M(2,2) : & 
-1 0 
-8 -1 
L 
0 1 0 . . . . . . -1 
-1 0 1 . . . . . . 0 
-. . . *. 
. . . 
. . *. *. 
. . . 
0 0 . . . . . . 0 1 
1 0 . . . . . . -1 0 
-1 . . . . . . . . . . . . . . 
1’ 
J 
7 
1 -a 
8 -1 . . . . . . . . . . . . 0 1 
0 8 -1 
*. . . *. . . . . . . 
. . *. . . *. *. 1 . . . . 
*. . . *. . . *. . . . . . 
*. . . *. . . *. . . . . . 
*. *. *. *. *. . . . . . 
0 . . . . . . . . . 1 -8 0 8 
0 0 . . . . . . . . . 1 -8 0 
(1.14) 
(1.15) 
(1.16) 
(1.17) 
4 M.-Z. QIN AND W.-J. ZHU 
2. SYMPLECTIC SCHEMES 
FROM HYPERBOLIC FUNCTION tanh(z) 
In this section, we consider symplectic schemes generated from tanh(z) for the linear Hamil- 
tonian system 
dz 
- = J-lA(2m)z, 
dt (2.1) 
where A(2m) is a symmetric matrix corresponding to V(2m) or A(2m) and is the 2mth order 
approximation to A. Then the exact solution of (2.1) at time t + At and t have the relation 
z(t + At) = eAtJ-‘A(2m)z(t). 
Since 
z(t + At) - z(t) = (eAtJ-1A(2m) - 1) z(t), z(t + At) + z(t) = (eAtJ-‘A(2m) + 1) z(t), 
we then have 
eAtJ-*A(2m) + 1 
‘ct + At> - Z(t) = eAtJ-‘A(2m) _ 1 (z(t + At) + z(t)) = tanh FJ-‘A(2M)) (z(t + At) + z(t)), 
(2.2) 
where 
tanh(z) = z - i x3 + & x5 
17 
- 312 x7 +. . . = 2k-1 , 
&k 
Cz2k-l = 22”(22k - 1) - 
(2k)! ’ 
&k : Bernoulli numbers. 
We know Scheme (2.2) is of arbitrary order, while the following scheme 
zn+l - z, = tanh 
( 
2s, $ J-‘A(274 
> 
(z,+I + zn), 
given by the following 2sth order truncation of tanh(x) 
(2.3) 
(24 
tanh 2~9, $ J-‘a(27n)) = 2 a2k_l ($ J-‘a(2,)) 
k=l 
2k-1 
is obviously of accuracy o(At2S + Az2”). We now prove (2.4) is also symplectic. 
We have the following two lemmata from [3]. 
LEMMA 1. Iff( x ) is an odd polynomial and L is an infinitesimal symplectic matrix, i.e., L’J + 
JL = 0, then f(L) is also an infinitesimal sympiectic matrix. 
LEMMA 2. If @ is an infinitesimal sympiectic matrix, IIf @I # 0, then F = (I + @)-‘(I - @) is 
also a symplectic matrix. 
Since matrix L = J-lA(2m) is an infinitesimal symplectic matrix, we know from Lemma 1, 
@ = tanh(2s, At/2Jm1A(2m)) is an infinitesimal symplectic matrix. Then from Lemma 2, the 
scheme (2.4) is obviously symplectic. Thus, we get the following theorem. 
THEOREM 3. Scheme (2.4) is symplectic and of 2sth order in time and 2mth order in space. 
We give out two schemes of order o(At2 + Ax2”) and o(At4 + Ax2”) 
&+1 - zn = 
Zn+l - zn = 
We note Scheme (2.5) is just 
At -l 
2 J A@m)(z,+l + zn), 
( 
$ J-lA(2m) - g (J-‘A(2m))3) (z,+l + z,). 
the centered Euler scheme. 
(2.5) 
(2.6) 
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For the stability of Scheme (2.4), we have the following theorem. 
THEOREM 4. Scheme (2.4) is stable if the eigenvalues of J-‘A(2m) are all imaginary. 
PROOF. We consider the eigenvalues of the amplification matrix of (2.4). Let the eigenvalues of 
J-lA(2m) be ipj, then Retanh(&) = 0, since tanh(z) is an odd polynomial in z. Thus, for the 
eigenvalues Xj of (2.4), we have 
so Scheme (2.4) is stable. 
We will see later that the eigenvalues of J-‘A(2m) are all imaginary in fact. We give out some 
symplectic schemes for Hamiltonian systems (1.3) and (1.11). - - 
Symplectic scheme of accuracy o(At2 + Az2) for System (1.3) 
[$::] = [;:::I +$ [; M(;72)] ([;:::] + [$I). 
Symplectic scheme of accuracy o(At4 + Az4) for System (1.3) 
[;:::I = [;:I + ($ [; M(;,4)] -g [; M(iy4)13) ([$::] + [;:I) 
Symplectic scheme of accuracy o(At2 + As2) for System (1.11) 
[;:::] = [;:::] +$ [G3 y] ([;:::] + [$I). 
Symplectic scheme of accuracy o(At4 + Az4) for System (1.11) 
[;E] = [;:I + (q [i4 71 -g [i4 71’) ([;:::] + [FE]). 
3. SYMPLECTIC SCHEMES 
FROM HYPERBOLIC FUNCTION sinh(z) 
(2.7) 
P-8) 
(2.9) 
(2.10) 
The schemes of the form (2.4) are two-level implicit methods. In this section, we consider 
three-level explicit methods generated by sinh(z). Use the from of the exact solution of (2.1), we 
have 
*(t + At) _ z(t _ At) = eAtJ-‘4W z(t) _ e-AtJ-‘A(2m) z(t) = 2sinh(At.7-‘A(2m))z(t), (3.1) 
where 
sinh(z) = 2 + ;+...+ 
z2k-1 
,_I (2k - ‘)!’ 
(3.2) 
And obviously the scheme 
z,+l - ~~-1 = 2sinh(2s,AtJm1A(2m))r,, 
given by the following 2sth order truncation of sinh(z) 
(3.3) 
sinh(2s, AtJ-‘A(2m)) = 2 (AtJ~~kA(2~i)2k-1 (3.4) 
k=l 
has accuracy o(A~~~ + Az2”). 
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To prove scheme (3.3) is symplectic, we first study the symplectic condition for the scheme 
zle+1= $1&c -42&--l. (3.5) 
Let Vk = Z&l, scheme (3.5) can be written as 
In this case, an equivalent Hamiltonian system to (2.1) is given by 
$ [z] = [Jo_1 C-‘1 [A&) A(:m)] [;I. 
We call Scheme (3.5) is a symplectic scheme if 
[$ :] [: :] [;: mo1] = [: :I. 
We have the following lemma from 191. 
(3.6) 
(3.7) 
(3.8) 
LEMMA 5. Scheme (3.5) is symplectic, iff 41 is an infinitesimal symplectic matrix and 42 = I. 
THEOREM 6. Scheme (3.3) is a sympiectic scheme with the accuracy of o(At2s + Ax2”). 
PROOF. From Lemma 1, we know sinh(2s, AtJ-lA(2m)) is an infinitesimal matrix, the conclu- 
sion is obvious. 
When s = 1, Scheme (3.3) is just the leap-frog scheme. We now give out some schemes 
generated from sinh(x). 
Symplectic scheme of accuracy o(At2 + Ax2) for System (1.3) 
[;:I;] = [;;I:] +2At [; M(;,2)] [;:I. 
Symplectic scheme of accuracy o(At4 + Ax4) for System (1.3) 
W-9 
[;:I:] = [;:‘:] +2At [; M(;‘4)] [E;:] +$ [; M1;‘4)]3 [;:I. (3.10) 
Symplectic scheme of accuracy o(At2 + Ax2) for System (1.11) 
[g:::] = [$I:] +2& [M(;,2) M(;.2q [;:I. (3.11) 
Symplectic scheme of accuracy o(At4 + Ax4) for System (1.11) 
We now begin to figure out the stability condition for (3.3). Let f(z) be a polynomial 0; 
degree n on the complex plane 
f(z) = a0 + UlZ + ‘. . + a, .zn # 0. (3.13) 
We define 
f*(z) = l&l + 7i,_l f.. . + 60 zn, (3.14) 
Construction of Symplectic Schemes 7 
where & is the complex conjugate to ai. 
f*(w.z) = f(w*(~). (3.15) 
We know from [lo] the modulus of the zeros of polynomial f(z) are all smaller than or equal to 
unity iff f’(z) h as all its zeros either in the unit disc or on the unit circle. 
THEOREM 7. If the eigenvalues of the infinitesimal symplectic matrix J-‘A(2m) are all imaginary 
when s --) 00, the stability region will cover the whole real axis. 
PROOF. Letting X = ip be an eigenvalue of J-lA(2m) when s + 00, we have sinh(Atip) = 
i sin(Atp). The characteristic equation of scheme (3.3) when s + 00 is 
f(c) = c2 - 2i sin p< - 1 = 0. (3.16) 
Since 1 sin(p)1 5 1, we know the modulus of the zeros of f(t) is smaller than or equal to unity. 
In fact, if we use A(2m) and V(2m) to approximate & and &, we know from (1.4) and (1.12) 
the eigenvalue of M(1,2m) and M(2,2m) are 
M(1,2m) : 
M(2,2m) : 
To study the eigenvalues of J_lA(2m), we need the following lemma. 
LEMMA 8. Let A, B, C, D be N x N matrices. If AC = CA, then 
det XI -A -B 
-c XI - D 
= detlA21 - X(A + D) + AD - CBI. 
Especially if the eigenvalues of A, B, C, D are ai, bi, ci, di(i = 1,. . . , N) respectively, then 
detlX21 - X(A + D) + AD - CBI = fi (X2 - (ai + di)A + aidi - cibi). 
i=l 
So we know from Lemma 8, the eigenvalues of matrices 
Jp1A(2m) = F M(1i2m) , 
1 
M(2,2m) 1 0 ’ 
are l dm and fA(2,2m) respectively, so they are all imaginary. 
Since the characteristic equation of scheme (3.3) is 
f(c) = c2 - 2isin(2s, p(2m)) - 1 = 0, 
where 
sin(2s, p(2m)) = P(2m) - 7 P(2m)3 + 
s p(2m)2S-1 
..*+(--I) (2s-I)l 
and p(2m) are the eigenvalues of AtJ-lA(2m) which has the form 
(3.19) 
(3.20) 
p(2m) = &tatdm or f Atx(2,2m). (3.21) 
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So we know Scheme (3.3) is stable, i.e., the zeros of f(E) 1 ess than or equal to unity iff the zeros 
of f’(t) has the same property, i.e., 
1 sin(2s, I)] < 1. (3.22) 
Let pzs = mini pi, where pi are the positive roots of sin(2s, cl) = fl and 
we have the following theorem. 
THEOREM 9. The stability condition of (3.3) can be written as 
g < P2s 
Ax-X 
i = 1,2, (3.23) 
for Hamiltonian systems (1.3) and (1.11). We list the stability conditions for some schemes as 
the following. 
Stability Conditions for Some Schemes from sinh(z). 
4. SYMPLECTIC SCHEMES 
FROM HYPERBOLIC FUNCTION cash(z) 
In this section, we use the 2mth order central difference operator A(2m) to discretize the time 
derivative & and get the Hamiltonian system of second order 
dzU=MU 
dt2 ’ (4.1) 
where M = M(1,2m) and U = [~,uz,... ,u~]. We say system (4.1) is an Hamiltonian system, 
since if we let U = V and M = -dE/dU, where E is the potential energy, system (4.1) can be 
written as 
dU dV 
dt= 
Hv, 
clu=- 
HCJ, (4.2) 
where H = ;V’V + E(U) is the Hamiltonian function. 
Since the formal solution for (4.1) is eAtJTi?Uo, wh ere Uo is the initial value. Then, we have 
Uk+’ + uk-1 = ,AtmUk + ,-AtflUk = 2 cosh(At&)Uk, (4.3) 
where 
cash(z) = 1 + $ 
2-4 
+q!+.* (4.4) 
So we know the following scheme 
Uk+’ + U”-’ = 2 cosh(2s, Atm)Uk, (4.5) 
Construct& of Symplectic Schemes 
generated by the 2sth order truncation of cosh(At&i?) 
cosh(2s, At&) = 2 (AtF)2’, 
I=0 
9 
(4.6) 
is obviously of accuracy o(At2’ + AEON). When s = 1, m = 1, Scheme (4.5) is just the cross 
scheme. 
Consider three-level scheme in the form 
By introducing a new variable V” = Ukml, we have 
[$] = [;; -:I [FE]. 
Scheme (4.8) is symplectic iff 
[!& ?] [_oI, IOn] [;; -:I = [_tn k]. 
By direct computation, we can prove the following lemma. 
LEMMA 10. Scheme (4.8) for linear equation of order two (4.1) is symplectic iff 
(4.7) 
(4.8) 
(4.9) 
4: = 41, 42 = In. (4.10) 
Since cosh(2s, Atm) is still a symmetric matrix, Scheme (4.5) is obviously symplectic from 
Lemma 10. 
THEOREM 11. Scheme (4.5) is symplectic and of order o(At2’ + AXIS). 
We give out some symplectic schemes from cash(x). 
Symplectic scheme of accuracy o(At2 + Ax’) for System (4.1) 
Symplectic scheme of accuracy o(AP + Ax4) for System (4.1) 
> 
Uk - uk-‘. (4.12) 
Symplectic scheme of accuracy o(At4 + Ax’) for System (4.1) 
uk+l = 2 
( 
1+ $M(l, 2) + $P(l, 2) 
> 
u” - u”-l. 
Symplectic scheme of accuracy o(At4 + Ax4) for System (4.1) 
u”+’ = 2 1+ $!r(l,4) + 
( 
~M2(1,4) 
> 
u” - uk-‘. 
(4.13) 
(4.14) 
We consider the stability condition of Scheme (4.5). 
THEOREM 12. When s + 00, the stability region of Scheme (4.5) will cover the whole real axis. 
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PROOF. Since we know the eigenvalues of M( 1,2m) are 
sin2 -& zpj (sin2 g)j, 
Thus, the eigenvalues of dm are all imaginary 
/\k = *id-= @k, k= 1, 
k= l,...,iV. 
,N. (4.15) . . . 
Since cash(@) = cosp, thus the characteristic equation of Scheme (4.5) when s + 00 will be 
f(E) = E2 - 2 cos(Ar~), <+1=0. (4.16) 
Since 1 cos(Atp)] < 1, we know the modulus of the zeros of f(t) is small than or equal to unity. 
Therefore, the theorem is proved. 
For definite s and m, the characteristic equation of Scheme (4.5) will be 
f(E) = t2 - 2 cos(2s, Atp), <+1=0, (4.17) 
where 
cos(2s,z) = 1 - ; + $+.. . + (-1y$. (4.18) 
So the general stability condition is 
(cos(2s, Atdml < 1. (4.19) 
Let pss = mini xi, where xi are the positive roots of cos(2s, CC) = fl. Again, we know from [ll] 
the stability condition of (3.3) can be written as 
at<&%. 
Ax - II,,,, 
(4.20) 
We list the stability conditions for some schemes as the following. 
Stability Conditions for Some Schemes from cash(z). 
~~ 
Stability condition of scheme (4,13) is first obtained by E.H. Twizell [12]. 
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