Let A be a contraction on Hilbert space H and φ a finite Blaschke product. In this paper, we consider the problem when the norm of φ(A) is equal to 1. We show that (1) φ(A) = 1 if and only if A k = 1, where k is the number of zeros of φ counting multiplicity, and (2) if H is finite-dimensional and A has no eigenvalue of modulus 1, then the largest integer l for which A l = 1 is at least m/(n − m), where n = dim H and m = dim ker(I − A * A), and, moreover, l = n − 1 if and only if m = n − 1.
Let A be a contraction ( A 1) on a Hilbert space and φ a Blaschke product with k zeros λ 1 , . . . , λ k (|λ j | < 1) counting multiplicity:
Then φ(A) = k j =1 (A − λ j I )(I −λ j A) −1 is also a contraction. In this paper, we consider the problem when the norm of φ(A) is equal to 1. It is not difficult to verify that A = 1 if and only if (A − λI )(I −λA) −1 = 1 for some λ, |λ| < 1. In Section 1, we show that, more generally, φ(A) has norm 1 if and only if A k does. Hence our problem can be simplified by assuming that all zeros of φ are 0. Then in Section 2, we define, for any contraction A, its norm-one index k A as the supremum of nonnegative integers k for which A k = 1. We have A k = 1 for all k k A while A k < 1 for k > k A . Note that, in general, 0 k A ∞. To obtain some upper and lower bounds for k A , we exclude the trivial cases by assuming that A acts on a finite-dimensional space H and has no eigenvalue of modulus 1. In Theorems 2.2 and 2.4, we show that if n = dim H and m = dim ker(I − A * A), then m/ (n − m) k A m. Finally, in Section 3, we restrict ourselves to the class S n of contractions A on an n-dimensional space which have no unit eigenvalue and satisfy rank(I − A * A) = 1. We show that such contractions can be characterized via their norm-one index: A is in S n if and only if k A = n − 1 (Theorem 3.1). (This was also obtained independently by Y.-C. Li and M.-H. Shih.) Contractions in S n and their infinite-dimensional analogues have been investigated since the 1960s. They serve as the building blocks in the Jordan form for C 0 contractions as developed by Sz.-Nagy and Foiaş [1, 13] . The study of the norms of functions of them via their functional model is connected naturally with that of certain properties of Toeplitz and Hankel operators. This we explore in Theorem 3.2 at the end of this paper.
The study of the norms of analytic functions of a contraction dates back to the von Neumann inequality of 1951 that a certain analytic function of a contraction is again a contraction (cf. [8, Problem 229] ), which was further refined by Fan to an analogous assertion for strict contractions (cf. [5, Theorem 1] ). These results somehow motivate our present undertaking.
Finite Blaschke products of contractions
The main theorem of this section reduces our study of the norms of finite Blaschke products of a contraction A to that of powers of A. Note that if A is a contraction on a finite-dimensional space, then a vector x is in ker(I − A * A) if and only if Ax = x . Thus, in the preceding theorem, (b) follows from (a) for finite-dimensional H. This is not the case if H is infinite-dimensional.
We start with the following lemma for the proof of Theorem 1.1(a).
Lemma 1.2. Let A be a contraction and let
. . , k, and B k+1 = I . From
we deduce that
This is equivalent to
where the last equality follows from
we obtain from (1) that
completing the proof.
The next lemma is the asymptotic version of the fact that, for a contraction A, Ax = x if and only if x is in ker(I − A * A). 
Proof. Since
the assumptions that x n → 1 and Ax n → 1 imply that (I − A * A)x n → 0. For the converse, if x n → 1 and (I − A * A)x n → 0, then
The following lemma is the essential step in the proof of Theorem 1.1(b).
Lemma 1.4. Let A be a contraction and let
and assume that AB = 1. Then there is a sequence of unit vectors {x n } such that ABx n → 1. Let y n = (I −λ 1 A)x n . We are to show that φ 1 (A)By n 2 − y n 2 → 0. Indeed, we have
Since x n = 1 for all n and ABx n → 1, we infer from 
Plugging all these limits into (2) yields φ 1 (A)By n 2 − y n 2 → 0. Since
for all n, we obtain φ 1 (A)B(y n / y n ) → 1 and so φ 1 (A)B = 1.
To prove the converse, let
We are now ready for the proof of Theorem 1.1.
Proof of Theorem
For the reverse inequality, let
(b) can be proved by applying Lemma 1.4 k times.
Powers of contractions
In light of Theorem 1.1, for the discussions in the remaining two sections, we need only consider powers of contractions. Since some power A k of a contraction A has norm 1 implies the same for every power A j with 1 j < k, it is sensible to define its norm-one index k A by sup {k 0 : A k = 1}. We have 0 k A ∞, and
In the following, we restrict ourselves to contractions on a finite-dimensional space which have no eigenvalue with modulus 1. Our first proposition lists some elementary properties of the norm-one index of such contractions. which is similar to A, the former equals 1 while the latter equals 0. The bound dim ker(I − A * A) is not always attained as can be seen by
This is the case even for an irreducible A (A is irreducible if it is not unitarily equivalent to the direct sum of other operators). One such example is
where 0 < |a j | 1 for all j ; in this case, dim ker(I − A * A) (resp., k A ) equals the number of a j 's (resp., the maximum number of consecutive a j 's) with modulus 1, and hence we may have k A = 1 while dim ker(I − A * A) as large as half of n. We include here a proof of Theorem 2.2 for completeness and also for an easy reference for the results in Section 3. The proof is based on the following lemma, which is a slight generalization of a special case of [9, Proposition 2]. 
Proof. Note that we always have ker(I −
A m x x , this implies that A m x = x or x ∈ ker(I − A m * A m ). Hence if ker(I − A m * A m ) and ker(I − A n * A n ) have equal finite dimensions, then they must be equal to each other. Let K be this common subspace. For any x in K, we have
which yields that Ax ∈ K and A| K is isometric. On a finite-dimensional space, U ≡ A| K is unitary, and hence We conclude this section with a lower bound for the norm-one index.
Theorem 2.4. If A is a contraction on an n-dimensional space and m = dim ker(I −
We prove by induction that
and
for all k 0. These are trivially true for k = 0. To prove (3), we assume that
, then x = Ay for some y ∈ M k and x ∈ M 0 . Here y is also in N k by the induction hypothesis and hence y = A k u for some u satisfying A k+1 u = u . We have x = A k+1 u and
This shows that u is in ker(I − A k+2 * A k+2 ) and x in N k+1 . Hence M k+1 ⊆ N k+1 . To prove the reverse containment, let x ∈ N k+1 . Then x = A k+1 u for some u satisfying A k+2 u = u . Since u also satisfies A k+1 u = u , we have that
On the other hand, we also have
. This proves (3). For the proof of (4), we assume that dim
If k = k A , then ker(I − A k+1 * A k+1 ) = {0} and thus M k = {0} by (3). Inequality (4) then implies that 0 (k A + 1)m − k A n or k A m/(n − m), completing the proof.
Powers of S(φ)
In this section, we consider a special class of contractions, namely, for each n 1, the class S n of contractions A on an n-dimensional space which have no eigenvalue with modulus 1 and satisfy rank(I − A * A) = 1. One example of such contractions is the n-by-n Jordan block
Generalizing this, we showed in [7, Corollary 1.3] that every contraction in the class S n has a special upper-triangular matrix representation which is uniquely determined by its eigenvalues. In particular, an operator is in S 2 if and only if it is unitarily equivalent to a matrix of the form
where |a|, |b| < 1. The next theorem gives other characterizations of the operators in S n , one of which is in terms of the norm-one index.
Theorem 3.1. For any contraction
A on an n-dimensional space, the following conditions are equivalent:
The equivalence of (a) and (c) here has a more restricted analogue: an n-by-n matrix A is unitarily equivalent to J n if and only if A = A n−1 = 1 and A n = 0 (cf. [15, p. 352] Contractions in S n and their infinite-dimensional analogues are the so-called compressions of the shift first studied by Sarason [12] in 1967. Their properties were intensively investigated in the 1960s and 1970s resulting in the establishment of the Jordan form for the class of C 0 contractions, in which compressions of the shift play the role of building blocks. A full account of the theory can be found in [1, 13] . Here we briefly sketch this functional representation for the S n contractions and then relate the results in Theorem 3.1 to ones in approximation theory and even to ones involving Toeplitz and Hankel operators.
Let H 2 be the usual Hardy space on the unit circle and φ be a Blaschke product with zeros λ 1 , . . . , λ n in the open unit disc D. If S denotes the unilateral shift (Sf )(z) = zf (z) for f in H 2 , then S(φ), the compression of the shift associated with φ, is the operator on H 2 φH 2 defined by S(φ) = P (S|H 2 φH 2 ), where P is the (orthogonal) projection from H 2 onto H 2 φH 2 , or, in other words, S(φ) is the one appearing in the lower-right corner in the operator matrix
It is known that the dimension of H 2 φH 2 equals n and an n-dimensional operator is in S n if and only if it is unitarily equivalent to S(φ) for some Blaschke product φ with n zeros. A linking bridge between the compressions of the shift and function theory is provided by the result of Sarason [12, Proposition 2.1] that Alg S(φ) and H ∞ /φH ∞ are isometrically isomorphic under the mapping f (S(φ)) → f + φH 2 , where Alg S(φ) is the algebra {f (S(φ)) : f ∈ H ∞ } with the operator norm and H ∞ /φH ∞ is the quotient algebra equipped with the quotient norm f + φH ∞ = inf{ f − φg ∞ : g ∈ H ∞ } (H ∞ is the algebra of bounded analytic functions on D). Adapting to the present situation, we have, for any two finite Blaschke products φ 1 and φ 2 , the equality φ 1 (S(φ 2 )) = inf{ φ 1φ2 − g ∞ : g ∈ H ∞ } and, moreover, this infimum is attained for some unique rational function Here (d) and (e) yield connections of our problem with properties of certain Toeplitz and Hankel operators. Recall that the Toeplitz operator T f (on H 2 ) and Hankel operator H f (from H 2 to L 2 H 2 ) with symbol f in L ∞ are defined by
