Abstract: This article is concerned with estimations from below for the remainder term in Weyl's law for the spectral counting function of certain rational (2 + 1)-dimensional Heisenberg manifolds. Concentrating on the case of odd , it continues the work done in part I [21] which dealt with even .
Introduction. Weyl's law and Heisenberg manifolds
Let M be a closed -dimensional Riemannian manifold with a metric and Laplace-Beltrami operator ∆. Denote by N( ) the spectral counting function N( ) := λ eigenvalue of ∆ λ≤ (λ) where (λ) is the dimension of the eigenspace corresponding to λ, and is a large real variable. According to a deep general theorem of L. Hörmander [11] ,
where the error term -in this general setting -is best possible. Asymptotics like (1) and its refinements for special manifolds form a branch of spectral theory called Weyl's law.
Recently, the spectral theory of Heisenberg manifolds has attracted a lot of attention, on the grounds of motivation from quantum physics and the abstract theory of PDE's. To recall basics, let ≥ 1 be an integer, and put 
with the usual matrix product. Further, for any -tuple r = ( 1 ) ∈ Z Z + with the property that | +1 for all = 1 − 1, let r * Z Z := 1 Z Z × · · · × Z Z, and define
Γ r is a uniform discrete subgroup of H , i.e., the Heisenberg manifold H \Γ r is compact. According to Gordon and Wilson [7] , Theorem 2.4, the subgroups Γ r classify all uniform discrete subgroups of H up to automorphisms: For every uniform discrete subgroup Γ of H there exists a unique -tuple r and an automorphism of H which maps Γ to Γ r . However, to get a "rational" or "arithmetic" Heisenberg manifold -this latter expression being due to Petridis & Toth [22] -one has to make a quite particular choice of the metric 2 , at least for > 1. Following Petridis & Toth [22] , Theorem 1.1, and also Zhai [25] , we choose
The spectrum of the Laplace-Beltrami operator on (H \Γ r ) has been analyzed in Gordon and Wilson [7] , p. 259, and also in Khosravi and Petridis [17] , p. 3564. It consists of two different classes I and II , where I is the spectrum of the Laplacian on the 2 -dimensional torus IR 2 /Z Z 2 , and
with multiplicities ( = dimensions of corresponding eigenspaces) 2 0 1 · · · · ·
Lattice points in a circle
The quantity
yields the major contribution to N( ) for these rational Heisenberg manifolds. Its asymptotic evaluation amounts to the enumeration of the integer points ( as indicated. This observation may be considered as one motivation to make reference to the state-of-art with the Gaussian circle problem, the "ancestor and prototype" of all planar lattice point 1 Bold face letters will denote throughout elements of some space R , resp., of Z . They may be viewed also as (1 × )-matrices ("row vectors") where applicable. 2 Compare the discussion below concerning the bound (15) problems. As a second link, one may notice that M = IR 2 /Z Z 2 , the 2-dimensional torus, is the simplest example of a
Riemannian manifold with a non-trivial spectral theory: In fact 3 , the eigenvalues of the Laplacian on IR 2 /Z Z 2 are given by 4π 2 , where ranges over all nonnegative integers with ( ) > 0, ( ) denoting as usual the number of ways to write as a sum of two squares of integers. The corresponding multiplicities are given by ( ), hence the spectral counting function N( ) now equals the number of lattice points in an origin-centered compact circular disc of radius √ /(2π). For enlightening accounts on the history of the Gaussian circle problem in textbook style, the reader may consult the monographs of Krätzel [19] , [20] , and Huxley [12] , along with the recent quite comprehensive survey article [14] . The sharpest upper bound for the lattice point discrepancy P( ) of the compact unit circular disc 0 , linearly dilated by a large real parameter , is nowadays due to Huxley [13] and reads
18637/8320 (6) It is usually conjectured that
for every > 0. This is supported by Cramér's [4] classic mean-square asymptotics
with an explicit constant C > 0. Thus, roughly speaking, P( ) 1/2 in square-mean, but it has been known for a long time that there exist unbounded sequences of -values for which P( ) attains "exceptionally large" values, even of either sign: By 1961, the state-of-art in this direction was that
and
3 See also the detailed discussion in part I of this work [21] .
due to Hardy [10] , resp., Gangadharan [6] . Here and throughout, log stands for the -fold iterated logarithm. Later on, these estimates have been improved: Corrádi and Kátai [3] obtained
Hafner [9] established
and Soundararajan [23] proved that
The bounds (10) - (12) depend on the special multiplicative structure of the arithmetic function ( ), and on the analytic properties of its generating Dirichlet series (Epstein zeta-function).
Results on the spectral counting function of Heisenberg manifolds
Returning to rational Heisenberg manifolds M = (H \Γ r ) as described in section 1, we give an account of what is known about the error term in (1), i.e.,
(13) For = 1, Petridis and Toth [22] 
Actually, it is just the special "rational" choice of the metric which makes the error term (possibly) large. As Khosravi and Petridis [17] showed, provided that > 1, for "almost all" metrics the much sharper bound
holds true. Returning to the rational case (4), a result of Khosravi [16] and Khosravi & Toth [18] tells us that
where C > 0 is an explicit constant. A recent paper of Zhai [25] is concerned with estimates and asymptotics for higher power moments of R( ). In fact, (15) and (16) may suggest the conjecture that
for every > 0. The results described so far show a lot of analogy to the Gaussian circle problem discussed in section 2.
In the present work, it is our objective to estimate R( ) from below, in order to arrive again at a statement saying that "R( ) −1/4 in mean-square, with an unbounded sequence of values for which R( ) becomes exceptionally large". In fact, we are able to find for each ≥ 1 an explicit function ω ( ) tending to ∞, such that
Theorem. 
Remarks.
1. The case of even has been treated in the first part of this work [21] . After approximating R( ) by a suitable trigonometric sum, the Dirichlet approximation theorem was applied to give all its terms the positive sign. In the present article we shall deal with the case of odd , employing a quantitative version of Kronecker's theorem instead.
Technically, this will be stated in terms of uniform distribution theory -see Lemma 4.4 below.
2. Our results obviously are comparable to the bounds (8) and (9) for the circle problem. It seems very difficult to obtain improvements as sharp as (10)- (12), since the coefficients θ ( ) (defined in (28) below) fail to share the useful properties of ( ).
3. For the circle problem, the two different types of arguments (Dirichlet's theorem vs. Kronecker's) were used to establish Ω − -and Ω + -results. For Heisenberg manifolds they are needed to deal with of arbitrary parity, yielding Ω + -bounds in both cases.
Some lemmas

Lemma 4.1 (Vaaler's approximation of fractional parts by trigonometric polynomials).
For ∈ IR and H ∈ Z Z + , define ψ(
Proof. This result is due to Vaaler [24] . An enlightening exposition can be found in the book of Graham and Kolesnik [8] .
Lemma 4.2.
Let 
Proof. Transformation formulas of this sort can be found frequently in the literature, however, usually with less precise remainder terms. This very sharp form is cited from the monograph of H. Iwaniec and E. Kowalski [15] , formula (8.47).
Lemma 4.3.
For real T ≥ 1, denote by T the Fejér kernel
Let further Q > 0 and δ be arbitrary real numbers. Then it follows that
with an O-constant independent of T and δ.
Proof. This result can be found in Hafner [9] . It is easily derived from the Fourier transform formula 
Lemma 4.4.
For an arbitrary integer ≥ 2, let a = ( 1 ) ∈ IR so that 1 1 are linearly independent over Z Z. Suppose further that there exists a function φ : IR + → IR + such that φ( )/ increases monotonically and 
where is an absolute constant, φ −1 denotes the inverse function of φ, and N is supposed to be so large that
Proof. This is essentially Theorem 1.80 in the monograph of Drmota and Tichy [5] , p. 70, with the dependance on the dimension worked out explicitly.
Proof of the Theorem
As already stated, the case of even has been treated in part I of this work [21] . Therefore, we may suppose throughout that is odd. We start from Lemma 3.1 in Zhai [25] which approximates the error term involved by a fractional part sum. Let U be a large real parameter, ∈ [U − 1 U + 1], and put
Then according to Zhai 5 [25] , Lemma 3.1, for arbitrary 6 ≥ 1,
We apply Lemma 4.1 in the form
. Thus we get
We split up the range
We thus have to deal with exponential sums
We transform them by Lemma 4.2, with
. On each interval the conditions of Lemma 4.2 are fulfilled with the parameters
By straightforward computations, as in [21] , we obtain
It is plain to see that the overall contribution of the error terms to (20) , summed over and , is 
where γ [U] stands for either α [U] or β [U] . Using the real and imaginary part of this result in (20) , we arrive at
where
and 1 is an appropriate positive constant. The next step is to eliminate the majority of the terms of the last double sum.
To this end, let T be another large parameter, with the constraint that U ≥ T 2 . Using Lemma 4.3, we multiply S( U) by the Fejér kernel T ( − U) and integrate over U − 1 ≤ ≤ U + 1. Thus
The O-term here is in fact O(1): see [21] , f. (5.9). Now recall that ( ) ∈ (U) explicitly means that
Hence the summation condition on the right hand side of (24) can be simplified to
For any satisfying (25) , write (2 − ) = 2 , with an integer and square-free. Now suppose we can choose U so that
for all square-free ∈]1 T 2 ]. Here · denotes the distance from the nearest integer and 0 > 0 is a suitably small constant. Then, for
. Hence, provided that (26) is true, we have, for (2 − ) not a perfect square,
where (1) refers throughout to U → ∞. (Note that , (2 − ) = 2 , and are of the same parity.) We can use (27) in (24) , appealing at last to the condition that is odd: Then (−1) (−1) = 1, i.e., the alternating factors cancel out. To simplify notation, we put
With that and (27), eq. (24) readily yields
with certain positive constants 2 3 4 . Further,
Therefore, by (29),
It remains to ensure the validity of (26) and, at the same time, establish a lower bound for T in terms of U. To this end we will employ Lemma 4. 
