Abstract: In the quantization of a non-uniform source, the entropy coding of the quantizer output can result in a substantial decrease in bit rate. A straight-forward entropy coding scheme faces us with the problem of variable data rate. A solution in a space of dimensionality N is to select a subset of elements in the N-fold Cartesian product of a scalar quantizer and represent them with code-words of the same length. For a memoryless source, a reasonable rule is to select the N-fold symbols with the lowest additive self-information. The search/addressing of this scheme can no longer be achieved independently along the one-D subspaces. Fortunately, the selected subset has a high degree of structure which can be used to substantially decrease the complexity. We discuss a method based on dynamic programming to facilitate the search/addressing operations. We build our recursive structure required for the dynamic programming in a hierarchy of steps. This results in several benefits over the conventional trellis-based approaches. Using this structure, we develop efficient rules (based on merging the states) to substantially reduce the search/addressing complexities while keeping the degradation negligible. We choose the quantizer points from a lattice resulting in a higher granular gain in comparison with simply using the Cartesian product of a set of scalar quantizers. We introduce a special class of lattices which have a low decoding complexity, and at the same time result in a noticeable granular gain.
Introduction
Consider the problem of quantizing a source with a nonuniform probability density function. In the N-D space, as N becomes large, the N-D probability density function concentrates in a region where the density function is almost uniform (typical set). In a fixed-rate entropy coding scheme, the typical set is selected as the subset of the N-D symbols to be quantized, and the corresponding quantizer partitions are represented with code-words of the same binary length. In this case, as some of the elements in the N-fold Cartesian product space are not allowed, the search for the quantizer partition (decoding) and also the corresponding adchessing, reconstruction processes can no longer be achieved independently along the one-dimensional (one-D) subspaces.
We choose the elements of the quantizer from a lattice resulting in a higher quantization gain in comparison with simply using the Cartesian product of a set of scalar quantizers. We make use of a special class of lattices which have a low decoding complexity, and at the same time result in a noticeable quantization gain. We combine the procedure of the lattice decoding with that of quantizer shaping using hierarchical dynamic programming. In addition, by using appropriate partitioning and merging rules, we obtain sub-optimum schemes of very low complexity and small performance degradation.
Lat t ice-based quantization
A real lattice A is a discrete set of vectors in real Euclidean N-space, R N , that forms a group under ordinary vector addition. Fundamental region of a lattice is a building block which when repeated many times fills the whole space with just one lattice point in each copy.
Assume that there are M quantizer points, say Q1, Q2,. . . , Q M , which have been chosen according to a specific rule in RN. For a quantizer input x, which is an arbitrary point of RN, the quantizer output is the point Q; which has the smallest distance to x. In other words, the space RN is partitioned into the Voronoi cells
... around the Qi's. If the input x belongs to V ( Q ; ) , the quantizer output will be &e.. A lattice quantizer is based on using the points of a lattice to partition the space into the quantization regions. In this case, the structure of the lattice is used to facilitate the quantization operation. In the present work, we introduce a special class of lattices which are constructed from the structure of the Hadamard matrix.
A square matrix with rank L = 2' is a Hadamard matrix if all of its elements are equal to l A i .
Basic structure
The core idea in the schemes of [l] is to use a state diagram with the transitions corresponding to the one-D symbols. This results in a trellis composed of N stages where N is the space dimensiona1ity.The states s and s + c in two successive stages are connected by a link corresponding to the one-D symbol(s) of cost c. Consequently, the states in the nth stage, n = 0 , . . . , N -1, represent the accumulative cost over the set of the first n dimensions. The links connecting two successive stages are labeled by the corresponding one-D distortions. Then, the Viterbi algorithm is used to find the path of the minimum overall additive distortion through the trellis. Unlike [l] which are based on a component-bycomponent analysis, we build our recursive structure in a hierarchy of levels where each level involves the Cartesian product of two lower dimensional subspaces. To explain this structure, let J"(C) denotes the set of the N-D points of the overall (additive) cost C (shell of cost C). We have the following recursive relationship:
where @ denotes the Cartesian product, N = NI + N2, and the union is computed over all the pairs (Cl,C2) satisfying C1+ C 2 = C. We are specially interested in the case that NI = N2 = N/2. We refer to each Cartesian product element in Eq. 1 as a cluster.
As we are selecting the points from a lattice, we should impose another constraint on the Cartesian products of the shells when we are building the clusters in the next level of the hierarchy. These constraints are closely related to the recursive structure of the Hadamard matrix, and determine which subset of the elements in the Cartesian product of the lower dimensional subspaces are allowed.
Recursive decoding
For a given input vector x, by decoding of a shell we mean the process of finding the element of the shell which has the minimum distance to x. We make use of Eq. 1 to develop a recursive method for the de- to decode an N = 22" dimensional space in U steps by starting from the one-D subspaces and progressing in a recursive way [2] . In this process, the space dimension at the k'th stage, IC = 0 , . . . , U -1, of the hierarchy are grouped into 2"-k groups which we call blocks. The structure of the lattice imposes some constraints on the way the shells are formed in the Cartesian product of the subspaces at the different levels of the hierarchy. This procedure is explained in the following: We have N blocks at the first stage of the hierarchy where each of these blocks consists of two sub-blocks, called e(ewen) and o(odd). To build the shells and the sub-blocks in the next stage, two shells from different blocks can build a shell for the next stage, iff they are from the same sub-block or from sub-blocks which are complement of each other. For instance, there are four sub-blocks in the second level of the hierarchy which are labeled as ee, 00, eo, oe. The Cartesian product of the shells of ee sub-block and 00 sub-block is allowed and result in the shells of the eeoo sub-block, while for example, the Cartesian product of the shells of eo and oe are not allowed.
If the rank of the Hadamard matrix is equal to L = 2', in the (I + 1)th stage of the hierarchy, the merging rule changes. At this level, the complement sub-blocks are merged together, and as a result, the number of the subblocks remains the same as in the previous level. After this stage, there will be always L sub-blocks in each block in the remaining stages of the hierarchy.
One can also use the recursive structure of the shells to develop an algorithmic addressing, reconstruction procedures. The basic idea is that the addressing within each cluster can be achieved independently along its lower dimensional shells and sub-blocks. This comes from the same decomposition principle as discussed in [3], [4] , [5] , accompanied with some extra considerations due to the existence of the lattice structure.
State space quantization
The straight-forward approach is to assign an independent state to each possible value of cost at a given level. If two different combinations of costs result in the same value for their sum, we say that the the corresponding states have merged together. This is denoted as a natural merge. Let K denote the number of the distinct values of cost along a dimension. Even for a moderate value of K , the number of distinct states in N-D can be impractically large. The solution is to synthetically aggregate distinct states into a smaller number. This is denoted as the state-space quantization.
In the following, we propose a rule for the state-space quantization which is specially effective and results in a simple addressing procedure.
Aggregation on a sequential basis
Consider an N = 2"-dimensional space and assume that there are Ki = 2ki macro-shells of equal cardinality in each sub-blocks at each level of hierarchy. In the Cartesian product of two of the Ni = 2'-D subspaces, we obtain 22ki clusters of equal cardinality. The clusters are arranged in the order of increasing average costs. A number equal to 22k;-ki+' of subsequent clusters are aggregated into a higher level (2Ni = Ni+l-D) macroshell. Then, the whole process is repeated recursively. The final subset is obtained by keeping some of the N-D clusters of the lowest average cost. Note that this whole operation is done just once and the result is stored for subsequent uses. In this case, the total number of states (macro-shells) in the i'th level of the hierarchy is equal to: (~/ 2 ( ) x 2ki = 2~+ k i -i where N/2i is the number of 2:-dimensional subspaces (blocks) involved in the i'th level.
Using macro-shells of integral, equal bit rate results in a specially simple addressing scheme. This is discussed in the following: Consider the case that the macro-shells in a given level of our hierarchy, say at dimensionality N', are composed of 2'l elements. Also, assume that a higher level macro-shell (dimensionality 2") is obtained by aggregating 2'2 clusters in the two-fold Cartesian product of the N'-D macro-shells. The addressing of the 2"-D macro-shells requires 2cl+ e2 bits. The address of an 2"-D element is computed by concatenating the addresses of its constituent components in the N'-D macro-shells and concatenating the result with an additional e2 bits which are selected as the label of the cluster within its corresponding 2"-D macro-shell.
Merging of clusters using a binary tree
Assume that there are 2k macro-shells of equal cardinality at a given stage of our hierarchy. In the 2-fold Cartesian product space, we obtain 22k clusters which are merged into 2' macro-shells of integer bit rate. De- 
Numerical results
In the following, we present some numerical results concerning the performance and the complexity of the proposed method. Figures (l) , (2) represent the result of quantizing the 256 x 256 lenna image using the proposed methd as compared to using an optimized scalar quantizer (the dimensions of the quantizer are selected along the dimensions of the Discrete Cosine Transform). Tables (1) and (2) presents the performance of the proposed method in the quantization of a memoryless Gaussian source. In all cases, a sequence of 30000 source vectors is used to design the quantizer and a different sequence of the same length is used to measure the resulting performance. It is observed that the proposed method results in about 2 to 3 dB improvement with respect to the previously known methods at the price of a reasonable increase in the complexity. Table 2 : Signal to noise ratio vs. the rate of the proposed scheme for N = 32 (using non-uniform merging).
