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Introduction
The purpose of the present paper is to determine the b-function of the regular 2-simple
prehomogeneous vector space (SL5 × GL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1).
After the b-functions of irreducible prehomogeneous vector spaces were determined
by using the microlocal calculus (cf. M. Sato, Kashiwara, Kimura and Oshima [13],
Kimura [5]), the same method was applied to some reducible prehomogeneous vector
spaces (cf. Kasai [3]). It then has been recognized that more involved calculations are
necessary to apply the microlocal calculus to reducible prehomogeneous vector spaces be-
cause of the complexity of orbit structures.
Recently, Ukai [16] showed that b-functions of reducible regular prehomogeneous
vector spaces can be determined by combining rather elementary information from struc-
ture theorems, functional equations, local b-functions, and the known results on b-functions
of one variable. By using this method, Ukai calculated the b-functions of prehomogeneous
vector spaces arising from nilpotent elements of exceptional simple Lie algebras. Inspired
by Ukai’s work, in a joint project with Wakatsuki [17], we have determined the b-functions
of the reduced regular 2-simple prehomogeneous vector spaces of type (I), which are clas-
sified by Kimura, Kasai, Inuzuka and Yasukura (see [8, pp. 395–398] for the complete list),
except for the following three cases:
(A) (GL21 × SL5 × SL8, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1).
(B) (GL21 × SL5 × SL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1).
(C) (GL21 × Spin10 × SL15, (half-spin rep.) ⊗ Λ1 + 1 ⊗ Λ∗1).
The difficulty in calculating the b-functions of these spaces arises from the fact that
they have no regular components. Here, by a regular component of a reductive prehomoge-
neous vector space (G, ρ, V ), we mean a regular prehomogeneous vector space (G, σ,E)
defined by some proper subrepresentation σ : G → GL(E) of ρ : G → GL(V ). When
there are no regular components, naive application of localization does not give us enough
information to determine b-functions, and previously known results on b-functions of one
variable are not applicable.
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In the present paper, we determine the b-function of the regular 2-simple prehomoge-
neous vector space
(SL5 × GL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1) , (0.1)
which is the case (B). The space (0.1) has only one (up to constant) irreducible relative
invariant f1. To overcome the difficulty mentioned above, we introduce the non-regular
2-simple prehomogeneous vector space
(GL5 × GL9, Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ∗1) , (0.2)
which has one more irreducible component than (0.1). The triplet (0.2) has another irre-
ducible relative invariant f2, and thus the b-function bm(s) of (0.2) has two variables. Since
the b-function bfi (s) of fi is a specialization of bm(s), it is enough to determine bm(s). For
the calculation of bm(s), we employ not only structure theorems and the functional equa-
tion satisfied by bf1(s), but also the local b-function attached to the closed orbit contained
in {v | f2(v) = 0} and the explicit formula for bf2(s), which is determined by using the
decomposition formula found in F. Sato and Sugiyama [11]. Combining information from
these data, we obtain the following result.
THEOREM 0.1 (Theorem 6.1). Let f1, f2 be the relative invariants of (GL5×
GL9, Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ∗1). Then the b-function bm(s) of f = (f1, f2) is
given by
bm(s) =
⎧⎨
⎩
m1−1∏
ν=0
(s1 + 1 + ν)2
(
s + 3
2
+ ν
)2
(s1 + 2 + ν)2
(
s1 + 52 + ν
)3
(s1 + 3 + ν)2
(
s1 + 72 + ν
)2
(s1 + 4 + ν)2
(
s1 + 92 + ν
)}
×
⎧⎨
⎩
m2−1∏
ν=0
(s2 + 1 + ν)
⎫⎬
⎭
⎧⎨
⎩
m1+m2−1∏
ν=0
(s1 + s2 + 3 + ν)
(
s1 + s2 + 92 + ν
)⎫⎬
⎭
×
⎧⎨
⎩
2m1+m2−1∏
ν=0
(2s1 + s2 + 5 + ν)2
⎫⎬
⎭
up to constant.
As a corollary, we obtain the explicit formula for bf1(s).
COROLLARY 0.2 (Corollary 6.2). Let f1 be an irreducible relative invariant of
(SL5 × GL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1). Then the b-function bf1(s) of f1 is given by
bf1(s) = (s + 1)2
(
s + 3
2
)2
(s + 2)2
(
s + 5
2
)5
(s + 3)5
(
s + 7
2
)2
(s + 4)2
(
s + 9
2
)2
up to constant.
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This paper is organized as follows: In Section 1, we recall some basic results on
prehomogeneous vector spaces. In Section 2, following Ukai [16, p. 57], we discuss local
b-functions. In Section 3, we give the spaces (0.1) and (0.2) explicitly, and determine the
a-functions. We calculate a local b-function of f1 in Section 4, and the b-function bf2(s)
in Section 5. Finally, we prove the main result in Section 6.
The author would like to express his sincere gratitude to Professor Fumihiro Sato for
valuable discussions and suggestions. The author also wishes to acknowledge Professor
Tatsuo Kimura for helpful comments and encouragement.
NOTATION. As usual, Z, Q, R, and C stand for the ring of rational integers, the
field of rational numbers, the field of real numbers, and the field of complex numbers,
respectively. For positive integers m,n, we denote by Mm,n the totality of m × n matrices,
and by 0m,n the m×n zero matrix. However, we write simply Mm and 0m instead of Mm,m
and 0m,m, respectively. The identity matrix of degree m is denoted by Im. For a matrix A,
we denote by tA the transposed matrix. Further, Altm stands for the totality of alternating
matrices of degree m, namely, Altm = {X ∈ Mm ; tX = −X}.
1. Preliminaries
In this section, we give a brief review on basic properties of prehomogeneous vector
spaces and the definition of b-functions. We refer to [2], [7, Chapter 2], [4], [12] for the
details.
Let G be a connected algebraic group and ρ : G → GL(V ) a rational representation
of G on a finite dimensional vector space V . Throughout, groups and representations, etc.
are all supposed to be defined over C. The triplet (G, ρ, V ) is called a prehomogeneous
vector space if V has an open dense G-orbit, say O0 = ρ(G)v0. Let f be a non-zero
rational function on V and χ ∈ Hom(G,C×). Then we call f a relative invariant with
character χ if f (ρ(g)v) = χ(g)f (v) for all g ∈ G and v ∈ O0. If f1 and f2 are relative
invariants corresponding to the same character, then f2 is a constant multiple of f1.
We denote by S1, . . . , Sl the irreducible components of V \O0 with codimension one,
and let fi (1 ≤ i ≤ l) be an irreducible polynomial defining Si . Then f1, . . . , fl are
algebraically independent relative invariants. Furthermore, every relative invariant f is of
the form f = cf m11 · · · fmll (c ∈ C×,mi ∈ Z). We call f1, . . . , fl the fundamental relative
invariants.
A prehomogeneous vector space (G, ρ, V ) is called reductive if G is a reductive
algebraic group. In the following, we assume that (G, ρ, V ) is a reductive prehomoge-
neous vector space which has a relatively invariant polynomial f with character χ . Let
d = degf , n = dim V and Ω(f ) = V \ f−1(0). We denote by V ∗ be the dual space of
V , and by ρ∗ : G → GL(V ∗) the contragredient representation of ρ. Then the dual triplet
(G, ρ∗, V ∗) is a prehomogeneous vector space and has a relatively invariant polynomial f ∗
whose character is χ−1, and whose degree is equal to d .
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Fix a basis {e1, . . . , en} of V and let v = (v1, . . . , vn) be the coordinate system of
V with respect to this basis. We identify V with Cn. Let {e∗1, . . . , e∗n} the dual basis of{e1, . . . , en} and v∗ = (v∗1 , . . . , v∗n) be the coordinate system of V ∗ with respect to the dual
basis. We also identify V ∗ with Cn.
PROPOSITION 1.1. There exists a polynomial bf (s) = b0sd + b1sd−1 + · · ·+ bd ∈
C[s] with b0 = 0 such that
f ∗(gradv)f (v)s+1 = bf (s)f (v)s ,
where gradv is given by
gradv =
(
∂
∂v1
, . . . ,
∂
∂vn
)
.
We call bf (s) the b-function of f . In the theory of prehomogeneous vector spaces,
b-functions play an important role (cf. [7]). By Kashiwara [4, Theorem 6.9], every root of
the b-function bf (s) is a negative rational number .
We define the map L(f ) : Ω(f ) → V ∗ by
L(f )(v) =
n∑
i=1
1
f (v)
∂f
∂vi
(v) · e∗i =
(
1
f (v)
∂f
∂v1
(v), . . . ,
1
f (v)
∂f
∂vn
(v)
)
. (1.1)
It is easy to see that the map L(f ) does not depend on the choice of a basis of V . We
remark that L(f ) is written as “grad log f ” in the standard notation; since we frequently
use this map, we introduce an abbreviation. Similarly we put Ω∗(f ∗) = V ∗ \f ∗−1(0), and
define the map L(f ∗) : Ω∗(f ∗) → V by
L(f ∗)(v∗) =
n∑
i=1
1
f ∗(v∗)
∂f ∗
∂v∗i
(v∗) · ei =
(
1
f ∗(v∗)
∂f ∗
∂v∗1
(v∗), . . . ,
1
f ∗(v∗)
∂f ∗
∂v∗n
(v∗)
)
.
The following lemma follows easily from the definition of bf (s). For example, see
Kimura [7, Proposition 2.22].
LEMMA 1.2. Let b0 be the leading coefficient of bf (s). Then, for v ∈ Ω(f ), we
have
b0 = f ∗(L(f )(v)) · f (v) .
Here we recall the regularity of prehomogeneous vector spaces. A prehomogeneous vector
space (G, ρ, V ) is called regular if there exists a relative invariant f such that L(f )(O0)
is open dense in V ∗. It is known (cf. [7, Theorem 2.28]) that a reductive prehomoge-
neous vector space (G, ρ, V ) is regular if and only if the isotropy subgroup Gv0 = {g ∈
G ; ρ(g)v0 = v0} at a generic point v0 ∈ O0 is reductive.
Finally, we recall the definition of b-functions of several variables (cf. [12, Propo-
sition 14]). Let (G, ρ, V ) be a reductive prehomogeneous vector space and f1, . . . , fl
the fundamental relative invariants. Let f ∗1 , . . . , f ∗l the fundamental relative invariants of
the dual prehomogeneous vector space (G, ρ∗, V ∗) such that the characters of fi and f ∗i
are the inverse of each other. We put f = (f1, . . . , fl) and f ∗ = (f ∗1 , . . . , f ∗l ). For a
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multi-variable s = (s1, . . . , sl ), we define their powers formally by f s = ∏li=1 f sii and
f ∗s = ∏li=1 f ∗sii .
PROPOSITION 1.3. For any l-tuple m = (m1, . . . ,ml) ∈ Zl≥0, we have
f ∗m(grad)f s+m(v) = bm(s) f s(v)
with some nonzero polynomial bm(s) of s1, . . . , sl . Here bm(s) is is independent of v.
We call bm(s) the b-function of f = (f1, . . . , fl). We easily see that bfm(s) =
bm(ms), and thus bfi (s) (i = 1, . . . , l) is a specialization of bm(s).
2. Local b-functions
In this section, following Ukai [16, p. 57], we explain localization of b-functions.
Although Ukai’s idea can be applied to a more general setting, we present here a version of
localization which is sufficient for the calculation in the present paper.
2.1. Bernstein-Sato polynomials and group actions
Let X be a complex manifold of dimension n. We denote by DX the sheaf of C-linear
differential operators (of finite order) whose coefficients are holomorphic functions on X.
For a point x ∈ X, we let DX,x be the stalk of DX at x, and set DX,x[s] := DX,x ⊗
 
C[s].
Here, s is an indeterminate, commuting with all differential operators. Then the following
fact is known (see Björk [1] and Kashiwara [4] for the details).
LEMMA 2.1. Let f be a holomorphic function on X. For a point x ∈ X, there exists
a non-zero polynomial c(s) ∈ C[s] such that
c(s)f s ∈ DX,x[s] f s+1 .
DEFINITION 2.2. Let Ix be the ideal of C[s] generated by all polynomials c(s)
satisfying the condition above. We denote by Bf,x(s) the monic generator of Ix , and call
Bf,x(s) the Bernstein-Sato polynomial of f at x.
Bernstein-Sato polynomials exist regardless of whether a group acts on the underly-
ing space or not. However, if we have a suitable group action, then we can reduce the
calculation of Bernstein-Sato polynomials via the group action.
Now we assume the following two conditions.
(i) A complex Lie group G acts holomorphically on a complex manifold X.
(ii) There exists a holomorphic function f on X which is relatively invariant with
respect to the action of G.
Let x0 be an arbitrary point of X. We denote by G · x0 be the G-orbit through x0,
and by Tx0(G · x0) the tangent space of G · x0 at x0. Then we take a submanifold W of X
such that x0 ∈ W and Tx0(X) = Tx0(G · x0)⊕ Tx0(W), where Tx0(X) (resp. Tx0(W)) is the
tangent space of X (resp. W ) at x0. Further, let f |W be the restriction of f to W . Then we
have the following lemma.
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LEMMA 2.3 (Ukai [16, p. 57]). The Bernstein-Sato polynomial Bf,x0(s) of f at x0
coincides with the Bernstein-Sato polynomial Bf |W , x0(s) of f |W at x0 :
Bf,x0(s) = Bf |W , x0(s) .
By the proposition above, we see that Bf |W , x0(s) does not depend on the choice of W .
Further, one can show that if x ′0 is contained in G · x0, then Bf,x0(s) = Bf,x ′0(s).
Now we assume that (G, ρ, V ) is a reductive prehomogeneous vector space and f is
a relatively invariant polynomial. Then it is easy to see that the Bernstein-Sato polynomial
Bf,0(s) of f at the origin 0 divides the b-function bf (s) of f defined as in Proposition 1.1.
The following lemma, which asserts the opposite divisibility, is not obvious at all.
LEMMA 2.4 (Gyoja [2]). (1) Bf,0(s) is the least common multiple of {Bf,v(s) |
v ∈ V }.
(2) b−10 bf (s) = Bf,0(s), where b0 is the leading coefficient of bf (s).
Proof. Since f is a homogeneous polynomial (see, e.g., Kimura [7, Corollary 2.7]),
the first part follows from [2, Lemmas 2.5.2, 2.5.3, and 2.5.4]. The second part follows
from [2, Corollary 2.5.10]. 
2.2. Local b-functions
First we recall colocalizations of representations (cf. [13, Definition 4.4]). Let G be an
algebraic group and ρ : G → GL(V ) a rational representation of G on a finite dimensional
vector space V . Let V ∗ be the dual vector space and ρ∗ : G → GL(V ∗) the contragredient
representation of ρ. For a point v∗0 ∈ V ∗, we denote by Tv∗0 (ρ∗(G)v∗0) the tangent space
of the G-orbit ρ∗(G)v∗0 at v∗0 . Then we define V (v∗0 ) to be the orthogonal complement of
Tv∗0 (ρ
∗(G)v∗0 ) in V ; that is,
V (v∗0) =
{
v ∈ V ; 〈v, dρ∗(A)v∗0
〉 = 0 for all A ∈ g} , (2.1)
where g is the Lie algebra of G and dρ∗ is the infinitesimal representation of ρ∗. We call
V (v∗0 ) the conormal vector space at v∗0 . It is easy to see that the isotropy subgroup Gv∗0 of G
at v∗0 acts on V (v∗0 ) via the restriction ρ|Gv∗0 of ρ. The triplet (Gv∗0 , ρ|Gv∗0 , V (v
∗
0)) is called
the colocalization of (G, ρ∗, V ∗) at v∗0 . For v∗1 ∈ ρ∗(G)v∗0 , the triplet (Gv∗1 , ρ|Gv∗1 , V (v
∗
1 ))
is isomorphic to (Gv∗0 , ρ|Gv∗0 , V (v
∗
0 )). Note that even if (G, ρ
∗, V ∗) is a prehomogeneous
vector space, the colocalization (Gv∗0 , ρ|Gv∗0 , V (v
∗
0 )) is not so in general.
The following lemma plays an important role in our argument.
LEMMA 2.5 (Gyoja [2, Lemma 1.4]). Let (G, ρ, V ) be a reductive prehomoge-
neous vector space and f a relatively invariant polynomial on V . We put Ω(f ) = V \
f −1(0). Then there is a unique G-orbit Oc(f ) that is Zariski closed in Ω(f ).
We fix a reductive prehomogeneous vector space (G, ρ, V ) and denote by f1, . . . , fl
the fundamental relative invariants of (G, ρ, V ). Let f ∗1 , . . . , f ∗l be the fundamental rela-
tive invariants of the dual prehomogeneous vector space (G, ρ∗, V ∗) such that the charac-
ters of fi and f ∗i are the inverse of each other. For i = 1, . . . , l, we put Ω(fi) = V \f −1i (0)
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and Ω∗(f ∗i ) = V ∗ \f ∗−1i (0). We denote by Oc(fi) (resp. O∗c (f ∗i )) the unique closed orbit
in Ω(fi) (resp. Ω∗(f ∗i )). The main result in the present section is the following:
THEOREM 2.6. Take an arbitrary point v∗i of O∗c (f ∗i ). Let V (v∗i ) be the conormal
vector space at v∗i and put vi = L(f ∗i )(v∗i ), where the map L(f ∗i ) : Ω∗(f ∗i ) → V is
defined as (1.1). We denote by Gvi (resp. Gv∗i ) the isotropy subgroup of G at vi (resp. v∗i ) :
Gvi = {g ∈ G ; ρ(g)vi = vi} , Gv∗i = {g ∈ G ; ρ∗(g)v∗i = v∗i } .
(1) We have Gvi = Gv∗i .(2) The group Gvi acts on V (v∗i ) via the restriction ρ|Gvi of ρ to Gvi , and the triplet
(Gvi , ρ|Gvi , V (v∗i )) is a reductive prehomogeneous vector space.(3) For a relatively invariant polynomial f of (G, ρ, V ), we define the localization
fvi ∈ C[V (v∗i )] of f at vi by
fvi (w) = f (vi + w) (w ∈ V (v∗i )) . (2.2)
Then fvi is a relatively invariant polynomial of (Gvi , ρ|Gvi , V (v∗i )).(4) The localization fi,vi of fi at vi is a constant.
(5) Let f1,vi , . . . , fl,vi be the localizations of f1, . . . , fl at vi , and bm,vi (s) the b-
function of f vi = (f1,vi , . . . , fl,vi ). Then bm,vi (s) divides the b-function bm(s)
of f = (f1, . . . , fl).
For the proof of the theorem, we need the following lemma.
LEMMA 2.7 (Gyoja [2, Theorem 1.18]). (i) The closed G-orbits Oc(fi), O∗c (f ∗i )
are affine varieties, and for v ∈ Oc(fi), v∗ ∈ O∗c (f ∗i ), the isotropy subgroups
Gv = {g ∈ G ; ρ(g)v = v} , Gv∗ = {g ∈ G ; ρ∗(g)v∗ = v∗}
of G at v, v∗ are reductive algebraic groups.
(ii) We define the maps L(fi) : Ω(fi) → V ∗ and L(f ∗i ) : Ω∗(f ∗i ) → V as
(1.1). Then we have L(fi) (Ω(fi)) = O∗c (f ∗i ) and L(f ∗i )
(
Ω∗(f ∗i )
) = Oc(fi).
Furthermore, L(fi ) : Oc(fi) → O∗c (f ∗i ) and L(f ∗i ) : O∗c (f ∗i ) → Oc(fi) are
G-isomorphisms and the inverse morphisms of each other.
(iii) Let (TO∗c (f ∗i ))⊥ be the conormal bundle of O∗c (f ∗i ), i.e.,
(T O∗c (f ∗i ))⊥ = {(v, v∗) ∈ V × V ∗ ; v∗ ∈ O∗c (f ∗i ), v ∈ V (v∗) = (Tv∗O∗c (f ∗i ))⊥} .
Define the map Φ : (T O∗c (f ∗i ))⊥ → Ω(fi) by
Φ(v, v∗) = v + L(f ∗i )(v∗) ((v, v∗) ∈ (TO∗c (f ∗i ))⊥) .
Then Φ is a G-isomorphism, and for the natural projection π : (T O∗c (f ∗i ))⊥ →
O∗c (f ∗i ), we have the commutative diagram as in Figure 1. That is, we have
v∗ = L(fi)
(
v + L(f ∗i )(v∗)
)
((v, v∗) ∈ (T O∗c (f ∗i ))⊥) . (2.3)
Proof of Theorem 2.6. By Lemma 2.7 (ii) and vi = L(f ∗i )(v∗i ), we have Gvi = Gv∗i .
Thus the assertion (1) holds. By Lemma 2.7 (i), Gvi is a reductive algebraic group, and by
Lemma 2.7 (iii), the triplet (Gvi , ρ|Gvi , V (v∗i )) is a prehomogeneous vector space. Hence
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FIGURE 1. The structure of the conormal bundle
the assertion (2) holds. To prove the assertion (3), we take a relatively invariant polynomial
f of (G, ρ, V ) with character χ . Then we see that
fvi (ρ(g)w) = f (vi + ρ(g)w) = f (ρ(g)vi + ρ(g)w) = χ(g)f (vi + w) = χ(g)fvi (w)
for w ∈ V (v∗i ) and g ∈ Gvi . Thus fvi (w) is a relatively invariant polynomial of the re-
ductive prehomogeneous vector space (Gvi , ρ|Gvi , V (v∗i )). This implies the assertion (3).
Taking f = fi , we get the localization of fi,vi of fi at vi . By definition, it follows that
fi,vi (w) = fi(vi + w) = fi
(
L(f ∗i )(v∗i ) + w
)
(w ∈ V (v∗i )) .
On the other hand, by (2.3), we have L(fi)(L(f ∗i )(v∗)+v) = v∗ for (v, v∗) ∈ (TO∗c (f ∗i ))⊥.
Further, by Lemma 1.2, we have fi(v) = b(i)0 · f ∗i (L(fi)(v))−1 for v ∈ Ω(fi), where b(i)0
is the leading coefficient of bfi (s). Combining these equations, we obtain
fi,vi (w) = fi
(
L(f ∗i )(v∗i ) + w
) = b(i)0 · f ∗i
(
L(fi )
(
L(f ∗i )(v∗i ) + w
))−1
= b(i)0 · f ∗i (v∗i )−1 ,
and hence fi,vi (w) does not depend on w. That is, fi,vi (w) is a constant and the assertion
(4) holds. For the assertion (5), we first prove the following:
CLAIM. Keep the notation as above. If f is a relatively invariant polynomial of
(G, ρ, V ), then the b-function bf (s) of f is divisible by the b-function bf,vi (s) of the local-
ization fvi of f at vi .
In view of Lemma 2.7 (iii), we can regard f as a function on the conormal bundle
(T O∗c (f ∗i ))⊥ of O∗c (f ∗i ). Namely, for (v, v∗) ∈ (T O∗c (f ∗i ))⊥, the value f (v, v∗) of f at
(v, v∗) is defined by f (v, v∗) = f (v + L(f ∗i )(v∗)). We apply the argument of Subsec-
tion 2.1 by letting X = (TO∗c (f ∗i ))⊥, x0 = (0, v∗i ), and W = (0, v∗i ) + V (v∗i ). Then the
restriction f |W of f to W is nothing but the localization fvi of f at v∗i . By Lemma 2.3,
the Bernstein-Sato polynomial Bf |W ,x0(s) coincides with Bf,x0(s), and by Lemma 2.4 (1),
Bf,x0(s) divides the Bernstein-Sato polynomial Bf,0(s). However, by Lemmas 2.4 (2) and
2.7, we see that Bf,0(s) (resp. Bf |W ,x0(s)) coincides with bf (s) (resp. bf,vi (s)) up to con-
stant. This proves the claim above.
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Now let f = f m (m ∈ Zl≥0). Then we see that bf (s) = bm(ms) and bf,vi (s) =
bm,vi (ms), and thus it follows from the claim above that bm,vi (ms) divides bm(ms). There-
fore, we have proved the assertion (5). 
DEFINITION 2.8. (1) We write G(i) = Gvi (= Gv∗i ), V (i) = V (v∗i ), ρ(i) =
ρ|Gvi , and call the triplet (G(i), ρ(i), V (i)) the colocalization associated to the closed or-
bit O∗c (f ∗i ).
(2) We write b(i)m (s) = bm,vi (s), and call b(i)m (s) the local b-function associated to
the closed orbit O∗c (f ∗i ).
EXAMPLE 2.9. Let us consider the case of l = 2. That is, we consider a reductive
prehomogeneous vector space (G, ρ, V ) with two fundamental relative invariants f1, f2.
For i = 1, 2, let O∗c (f ∗i ) be the unique closed G-orbit in Ω∗(f ∗i ) = V ∗ \ f ∗−1i (0). Take a
point v∗i of O∗c (f ∗i ). We put vi = L(f ∗i )(v∗i ) and define the localization fj,vi of fj at vi by
fj,vi (w) = fj (vi + w) (i, j = 1, 2 ; w ∈ V (v∗i )) .
Further, we construct the colocalization (G(i), ρ(i), V (i)) (i = 1, 2) as above. By The-
orem 2.6, fj,vi (w) is a relatively invariant polynomial of the reductive prehomogeneous
vector space (G(i), ρ(i), V (i)) and fi,vi (w) is a constant. Now let us assume that the b-
function bf1,v2(s) of f1,v2 is given by bf1,v2(s) =
∏μ1
r=1(s + βr,1) with some βr,1 ∈ Q>0.
Then, applying Theorem 2.6, we see that the b-function bm(s) of f = (f1, f2) is divisible
by
b(2)m (s) =
m1−1∏
ν=0
bf1,v2(s1 + ν) =
m1−1∏
ν=0
μ1∏
r=1
(s1 + βr,1 + ν) .
Similarly, if the b-function bf2,v1(s) of f2,v1 is given by bf2,v1(s) =
∏μ2
r=1(s + βr,2) with
some βr,2 ∈ Q>0, then the b-function bm(s) of f is divisible by
b(1)m (s) =
m2−1∏
ν=0
bf2,v1(s2 + ν) =
m2−1∏
ν=0
μ2∏
r=1
(s2 + βr,2 + ν) .
3. Calculation of the a-function
As indicated in Introduction, we calculate the b-function of the regular 2-simple pre-
homogeneous vector space (SL5 ×GL9, Λ2 ⊗Λ1 +1⊗Λ∗1) through the calculation of the
b-function of the non-regular 2-simple prehomogeneous vector space (GL5 × GL9, Λ2 ⊗
Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ∗1). In this section, we give these two spaces explicitly and calculate
the a-function of the latter space.
3.1. Our prehomogeneous vector spaces
First we give explicitly the regular 2-simple prehomogeneous vector space (SL5 ×
GL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1). Let G′ = SL5 × GL9 and V ′ = Alt⊕95 ⊕M9,1, where Alt5 is
the space of alternating matrices of degree 5. Then we define the representation ρ′ of G′
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on V ′ by
ρ′(g)v = ((AX1tA, . . . , AX9tA) tB ; tB−1z
)
for g = (A,B) ∈ G′ and v′ = (X1, . . . , X9 ; z) ∈ V ′. By [8, pp. 396], the triplet
(G′, ρ′, V ′) is a regular prehomogeneous vector space which has only one fundamental
relative invariant f1.
Next we introduce the prehomogeneous vector space (GL5×GL9, Λ2⊗Λ1+Λ1⊗1+
1⊗Λ∗1), which has one more irreducible component than (G′, ρ′, V ′). Let G = GL5×GL9
and V = Alt⊕95 ⊕M5,1 ⊕ M9,1. Then we define the representation ρ of G on V by
ρ(g)v = ((AX1tA, . . . , AX9tA) tB ; Ay, tB−1z
)
for g = (A,B) ∈ G and v = (X1, . . . , X9 ; y, z) ∈ V . By [8], the triplet (G, ρ, V ) is
also a prehomogeneous vector space; however, this is non-regular. Further, the relative
invariant f1 of (G′, ρ′, V ′) is again a relative invariant of (G, ρ, V ); however, (G, ρ, V )
has one more irreducible relative invariant, say f2.
An explicit construction of f1 and f2 is given by [9, §§ 2.9]. Let us recall it briefly.
For a given X ∈ Alt5 and i = 1, . . . , 5, we denote by X(i) the alternating matrix of
degree 4 obtained by subtracting the i-th row and column from X. Then we define the map
δ : Alt5 → M5,1 by
δ(X) = t (Pf(X(1)), − Pf(X(2)), Pf(X(3)), − Pf(X(4)), Pf(X(5))) ∈ M5,1
Further, for (X1, . . . , X9 ; z) ∈ Alt⊕95 ⊕M9,1, we put
ε(X1, . . . , X9 ; z) = δ(X1z1 + · · · + X9z9) .
Then we see that ε satisfies
ε
(
(AX1
tA, . . . , AX9
tA) tB−1 ; tB−1z) = (detA) · tA−1ε(X1, . . . , X9 ; z) (3.1)
for g = (A,B) ∈ G. In the following, we abbreviate ε(X1, . . . , X9 ; z) as ε(X ; z) for
simplicity.
Following [14, p. 95], we identify Alt5 with M10,1 via the map ϕ : Alt5 → M10,1
defined by
ϕ(X) = t (x12, x23, x13, x24, x14, x34, x45, x25, x35, x15) ∈ M10,1 (3.2)
for X = (xij ) ∈ Alt5. The action of GL5 on Alt5 induces an action of GL5 on M10,1 as
follows; for A ∈ GL5, we define Λ2(A) ∈ GL10 by
ϕ(AX tA) = Λ2(A) · ϕ(X) for X ∈ Alt5 . (3.3)
The explicit form of the infinitesimal representation dΛ2 of Λ2 is given in [14, pp. 95].
The map ϕ gives rise to a bijective map Alt⊕95 → M10,9. By abuse of notation, we use
the same ϕ to denote the extended map. Then, for (X1, . . . , X9) ∈ Alt⊕95 , we put UX =
ϕ(X1, . . . , X9). Further, for i = 1, . . . , 10, we let U(i)X be the square matrix of degree 9
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obtained by subtracting the i-th row from UX. Finally, we define ui , U˜X, ÛX as follows;
ui = (−1)i−1 · detU(i)X (i = 1, . . . , 10) ,
U˜X = t (u1, . . . , u10) ∈ M10,1 ,
ÛX = δ
(
ϕ−1(U˜X)
)
∈ M5,1 .
Then the action of G to Xi ’s intertwines with the action to ÛX given as follows;
ÛX −→ (detA)7(det B)2 · A ÛX (3.4)
for g = (A,B) ∈ G. Hence, in view of (3.1) and (3.4), we see that
f1(v) = t ε(X ; z) · ÛX (3.5)
is a relatively invariant polynomial of degree 22 corresponding to the character χ1(g) =
(detA)8(detB)2. Note that f1(v) is defined on V ′ = Alt⊕95 ⊕M9,1; this gives a relatively
invariant polynomial of (G′, ρ′, V ′). A new relative invariant for (G, ρ, V ) is
f2(v) = t ε(X ; z) · y . (3.6)
The degree of f2 is 5 and the character χ2 of f2 is given by χ2(g) = (det A). It is shown in
[9, § 2.9] that f1 and f2 are non-zero and irreducible polynomials; these are the fundamental
relative invariants of (G, ρ, V ).
3.2. The a-function of (GL5 × GL9, Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ∗1)
In this subsection, we shall calculate the a-function of (GL5 ×GL9, Λ2 ⊗Λ1 +Λ1 ⊗
1+1⊗Λ∗1). In general, if we have the explicit form of the a-function of a prehomogeneous
vector space, we can determine the b-function of the space to a certain extent, by using
the structure theorems on a-functions and b-functions of several variables. We refer to
M. Sato [12] for the details of the structure theorems. A convenient summary of [12] is
given in Ukai [16, §§ 1.3].
We keep the notation as in Subsection 3.1. We identify the dual space V ∗ of V =
Alt⊕95 ⊕M5,1 ⊕ M9,1 with V via the inner product
〈v, v∗〉 = 1
2
9∑
i=1
tr tXiX∗i + t yy∗ + t zz∗ (3.7)
for v = (X1, . . . , X9 ; y, z) and v∗ = (X∗1 , . . . , X∗9 ; y∗, z∗). Set f ∗i = fi (i = 1, 2).
Then f ∗i is a relatively invariant polynomial of the dual prehomogeneous vector space
(G, ρ∗, V ∗) and the character of f ∗i is given by χ
−1
i . Furthermore, we define L(f
s)(v)
formally by
L(f s)(v) =
2∑
i=1
si L(fi)(v) .
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Now we define the a-function of our prehomogeneous vector space (G, ρ, V ). For
any m = (m1, m2) ∈ Z2≥0, we have
f m(v) · f ∗m
(
L(f s)(v)
)
= am(s) (3.8)
with some non-zero homogeneous polynomial am(s) that is independent of v. See
M. Sato [12, Proposition 10]. We call am(s) the a-function of f = (f1, f2).
Let Eij ∈ M5 be the (i, j)-th matrix unit and then put Dij = Eij − Eji ∈ Alt5 for
1 ≤ i < j ≤ 5. Further, let e(n)i = t (0, . . . , 1, . . . , 0) ∈ Mn,1, in which 1 appears only at
the i-th row. Then,
v0 =
(
D12, D13, D14, D15 + D24, D23, D25, D34, D35, D45
; e(5)1 , e(9)4 + e(9)8 + e(9)9
) ∈ V
is a generic point of (G, ρ, V ). Let dρ : g → gl(V ) be the infinitesimal representation of
ρ : G → GL(V ) and dχi : g → C the infinitesimal character of χi : G → GL1. Then we
have an equation 〈L(fi)(v), dρ(A)(v)〉 = dχi(A) for A ∈ g and v ∈ Ω(fi). Solving these
equations, we have
L(f1)(v0) =
(
2D12, 2D13, 2D14, D12 + 2D24 + 2D15, 2D23, 2D25, D34,
D12 + 2D24 + 2D35, D12 + D15 + D24 + 2D45, ; 05,1, e(9)1 + 2e(9)4
)
,
L(f2)(v0) =
(
05, 05, 05, −D23 + D24 + D35, 05, 05, 05, −D23 + D24 + D35,
−D23 + D24 + D35 ; e(5)1 − e(5)3 , e(9)4 − e(9)5 + e(9)8
)
.
Using the explicit form of f ∗2 = f2 given by (3.6), we obtain
f ∗2
(
L(f s)(v0)
)
= (−4) · s2(s1 + s2)2(2s1 + s2)2.
Hence we observe that
a(0,1)(s) = s2(s1 + s2)2(2s1 + s2)2 (3.9)
up to constant.
REMARK 3.1. Henceforth, for simplicity, we determine a-functions and b-functions
up to constant factors that depend on the normalization of relative invariants.
In view of the structure theorem of a-functions (cf. [12, Theorem 1]), the formula (3.9)
implies that the irreducible factors of the a-function am(s) are s1, s2, s1 + s2, and 2s1 + s2.
Since degf1 = 22, we obtain the following proposition.
PROPOSITION 3.2. For any m = (m1,m2) ∈ Z2≥0, we have
am(s) = s16m11 sm22 (s1 + s2)2(m1+m2)(2s1 + s2)2(2m1+m2) .
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3.3. The b-function of (GL5 × GL9, Λ2 ⊗ Λ1 + Λ1 ⊗ 1 + 1 ⊗ Λ∗1)
Let bm(s) be the b-function of f = (f1, f2). By definition, for any m = (m1,m2) ∈
Z2≥0, we have
f ∗m(grad)f s+m(v) = bm(s)f s(v) .
Since our a-function is given as in Proposition 3.2, it follows that
bm(s) =
⎧⎨
⎩
m1−1∏
ν=0
16∏
r=1
(s1 + α1,r + ν)
⎫⎬
⎭
⎧⎨
⎩
m2−1∏
ν=0
(s2 + α2,1 + ν)
⎫⎬
⎭
×
⎧⎨
⎩
m1+m2−1∏
ν=0
2∏
r=1
(s1 + s2 + α3,r + ν)
⎫⎬
⎭ (3.10)
×
⎧⎨
⎩
2m1+m2−1∏
ν=0
2∏
r=1
(2s1 + s2 + α4,r + ν)
⎫⎬
⎭
with some αj,r ∈ Q>0. Here we have employed the structure theorem on b-functions (see
M. Sato [12, Theorem 2]) and Kashiwara’s theorem; see also Ukai [16, Theorem 1.3.5].
The calculation of our b-function bm(s) is therefore reduced to the determination of αj,r .
Our plan to determine αj,r is as follows. First, in Section 4, we determine α1,r
(r = 1, . . . , 16) by using Theorem 2.6. Second, in Section 5, by using the decomposi-
tion formula for b-functions, we calculate the b-function bf2(s) of f2. From the explicit
formula for bf2(s), we obtain {α2,1, α3,1, α3,2, α4,1, α4,2} as a set. Finally, in Section 6, we
complete the calculation of bm(s) by considering some relations among αj,r arising from
the functional equation satisfied by the b-function bf1(s) of f1.
4. Calculation of the local b-function
In this section, we calculate a local b-function by using Theorem 2.6, and determine
α1,r (r = 1, . . . , 16) in the formula (3.10) of the b-function bm(s).
4.1. Structure of the colocalization (G(2), ρ(2), V (2))
In this subsection, we determine the structure of the colocalization (G(2), ρ(2), V (2))
associated to the closed orbit O∗c (f ∗2 ) contained in Ω∗(f ∗2 ) = V ∗ \ f ∗−12 (0).
Let v˜∗2 be a point of V ∗ = Alt⊕95 ⊕M5,1 ⊕ M9,1 given by
v˜∗2 =
(
05, 05, 05, −D23 + D24 + D35, 05, 05, 05, −D23 + D24 + D35,
−D23 + D24 + D35 ; e(5)1 − e(5)3 , e(9)4 − e(9)5 + e(9)8
) ∈ V ∗ .
This is the same as L(f2)(v0) calculated in Subsection 3.2, and thus v˜∗2 belongs to the
closed orbit O∗c (f ∗2 ) (cf. Lemma 2.7). To make our calculation simpler, we transform v˜∗2 to
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a point of simpler form via the action ρ∗ of G. Let
A0 =
⎛
⎜⎜⎜⎜⎝
1 0 −1 0 0
0 −2 0 0 0
0 0 1 −1 0
0 0 2 0 0
0 0 0 0 1
⎞
⎟⎟⎟⎟⎠
, B0 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 12 1 0 0
1
2
1
2
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 − 12 0 0 0 12 − 12
0 0 0 12 0 0 0
1
2
1
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then the linear transformation ρ∗(A0, B0) sends v˜∗2 to
v∗2 :=
(
05, 05, 05, 05, 05, 05, 05, 05, D23 + D45 ; e(5)1 , e(9)9
)
.
From now on, we deal with v∗2 instead of v˜
∗
2 . We put v2 := L(f ∗2 )(v∗2 ) and investigate
the structure of (G(2), ρ(2), V (2)) = (Gv2, ρ|Gv2 , V (v∗2)). Since we are interested in the
local b-function, it is enough to calculate the infinitesimal structure of the colocalization
(G(2), ρ(2), V (2)).
We denote by g = gl5 ⊕ gl9 the Lie algebra of G = GL5 × GL9 and by dρ∗ the
infinitesimal representation of ρ∗. First we determine the Lie algebra gv2 of the isotropy
subgroup Gv2 . Since we have Gv2 = Gv∗2 by Theorem 2.6 (1), it is enough to consider the
Lie algebra gv∗2 of the isotropy subgroup Gv∗2 . It follows from the general theory (cf. [7,
p. 21]) that gv∗2 is given by gv∗2 = {A˜ = (A,B) ∈ gl5 ⊕ gl9 ; dρ∗(A˜)v∗2 = 0}. By a direct
calculation, we have
gv2 = gv∗2 =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0
0 −a33 a23 −a53 a43
0 a32 a33 a52 −a42
0 a42 a43 −a55 a45
0 a52 a53 a54 a55
⎞
⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎝
b11 · · · b18 0
...
. . .
... 0
b81 · · · b88 0
0 · · · 0 0
⎞
⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
. (4.1)
Next we write down explicitly the conormal vector space V (v∗2 ). By the formula (2.1), we
have
V (v∗2 ) =
(
Tv∗2 (O
∗
1 (f
∗
2 ))
)⊥ = (dρ∗(g)v∗2
)⊥
= {v ∈ V ; 〈v, dρ∗(A˜)v∗2 〉 = 0 for all A˜ ∈ g
}
,
where 〈 , 〉 is the inner product defined by (3.7). Solving the equations 〈v, dρ∗(A˜)v∗2 〉 = 0
for A˜ ∈ g, we have
V (v∗2 ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎝
x11 x12 x13 · · · x18 0
−x71 −x72 −x73 · · · −x78 0
x31 x32 x33 · · · x38 0
...
...
...
. . .
...
...
x10,1 x10,2 x10,3 · · · x10,8 0
⎞
⎟⎟⎟⎟⎟⎠
; 05,1, 09,1
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.
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Here we have identified Alt⊕95 with M10,9 via the isomorphism ϕ given by (3.2). Hence, to
determine the infinitesimal structure of the reductive prehomogeneous vector space
(G(2), ρ(2), V (2)), it is enough to investigate the action dΛ2 of matrices of the form
A′ :=
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0
0 −a33 a23 −a53 a43
0 a32 a33 a52 −a42
0 a42 a43 −a55 a45
0 a52 a53 a54 a55
⎞
⎟⎟⎟⎟⎠
on the set of the alternating matrices of the form
U :=
⎛
⎜⎜⎜⎜⎝
0 u12 u13 u14 u15
−u12 0 −u45 u24 u25
−u13 u45 0 u34 u35
−u14 −u24 −u34 0 u45
−u15 −u25 −u35 −u45 0
⎞
⎟⎟⎟⎟⎠
,
where the action dΛ2 is the infinitesimal representation of Λ2, namely, U → A′U +U tA′.
The result of the calculation is as follows; let
u(1) =
⎛
⎜⎜⎜⎜⎝
u45
u24
−u34
u35
u25
⎞
⎟⎟⎟⎟⎠
, u(2) =
⎛
⎜⎜⎝
u12
u14
u13
u15
⎞
⎟⎟⎠ ,
and we regard U as a column vector of dimension 9. Then the action is given by
U =
(
u(1)
u(2)
)
−→
(
C1 05,4
04,5 C2
)(
u(1)
u(2)
)
, (4.2)
where C1, C2 are given by
C1 =
⎛
⎜⎜⎜⎜⎝
0 −a52 a53 a43 a42
−2a43 −a33 − a55 −a23 0 a45
−2a42 −a32 a33 − a55 −a45 0
2a52 0 −a54 a33 + a55 a32
−2a53 a54 0 a23 −a33 + a55
⎞
⎟⎟⎟⎟⎠
,
C2 =
⎛
⎜⎜⎝
−a33 −a53 a23 a43
a42 −a55 a43 a45
a32 a52 a33 −a42
a52 a54 a53 a55
⎞
⎟⎟⎠ .
The matrices C1, C2 can be regarded as elements of the Lie algebras o5 and sp2, respec-
tively; note that we have an isomorphism
(Sp2, Λ2, Alt′4) ∼= (Spin5, (vector rep.), V (5)) .
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Here the triplet (Sp2, Λ2, Alt′4) is given explicitly as follows. We put J =
(
02 I2−I2 02
)
and
Alt′4 = {X′ ∈ Alt4 | tr X′J = 0}. Then the irreducible representation Λ2 of Sp2 is given
by Λ2(A′)X′ = A′X′ tA′ for A′ ∈ Sp2 and X′ ∈ Alt′4. For the details, see T. Kimura [7,
Remark 2.9].
It follows from (4.2) that the action U → A′U + U tA′ is locally isomorphic to the
triplet (Sp2, Λ2 ⊕ Λ1, Alt′4 ⊕M4,1), where Λ1 is the standard representation of Sp2. By
(4.1), we see that gv2 = sp2 ⊕ gl8, and thus we obtain the following proposition.
PROPOSITION 4.1. The colocalization (G(2), ρ(2), V (2)) is locally isomorphic to
(H, σ,W) = (Sp2 ×GL8, Λ2 ⊗ Λ1 + Λ1 ⊗ Λ1, Alt′4⊕8 ⊕ M(4, 8)) , (4.3)
where the representation σ is given by
σ(h)w = (Λ2(A′) w1 tB, A′w2 tB
) (
h = (A′, B) ∈ H ,w = (w1, w2) ∈ U
)
.
4.2. Calculation of the local b-function
In this subsection, using the theory of castling transformations, we calculate the local
b-function b(2)m (s) and determine α1,r (r = 1, . . . , 16).
First we notice that the triplet (4.3) is “castling equivalent” to the non-regular simple
prehomogeneous vector space
(GL1 × Sp2, Λ1 ⊗ Λ2 + Λ1 ⊗ Λ1, Alt′4 ⊕M4,1) , (4.4)
which appears in the list of T. Kimura [6, pp. 93–100]. For castling transformation, we
refer to Chapter 7 of [7]. Let us consider the relative invariants of (4.4) and (H, σ,W).
It is easy to see that p(X′) := Pf(X′) (X′ ∈ Alt′4) is an irreducible relatively invariant
polynomial of (GL1 × Sp2, Λ1 ⊗ Λ2, Alt′4) with degp = 2. By [6], this polynomial p is
the unique fundamental relative invariant of (4.4). It is known that relative invariants of a
prehomogeneous vector space correspond bijectively to those of its castling transform. In
particular, by [7, Proposition 7.5], the castling transform (H, σ,W) of (4.4) has the unique
fundamental relative invariant p˜ of degree 16, and any relative invariant is a power of p˜.
Let f1,v2 be the localization of f1 at v2. Since the degree of f1 is 22, the degree of
f1,v2 is at most 22. Moreover, the restriction of the character χ1 to Gv2 = Gv∗2 is not trivial.
Thus we see that f1,v2 is a constant multiple of p˜:
f1,v2 = c0 · p˜ for some c0 ∈ C× . (4.5)
Hence, to determine the local b-function b(2)m (s), it is enough to determine the b-function
bp˜(s) of p˜. Now let us use the following formula, due to Shintani.
LEMMA 4.2 (Shintani). Let m = dim V and m − n > n ≥ 1. Assume that (H ×
GLn, ρ ⊗ Λ1, V ⊗ V (n)) is a prehomogeneous vector space and f is an irreducible
relatively invariant polynomial of this triplet. Denote by d = d0n the degree of f . Let f˜ be
an irreducible relative invariant of the castling transform (H × GLm−n, ρ∗ ⊗ Λ1, V ∗ ⊗
V (m − n)) corresponding to f . Then the b-function bf (s) of f is related to the b-function
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bf˜ (s) of f˜ by the following relation;
bf˜ (s) = bf (s) ·
⎡
⎣
d0−1∏
i=0
m−n∏
j=n+1
(
s + i + j
d0
)⎤
⎦ .
REMARK 4.3. Although Shintani did not publish his proof of the formula, its out-
line is given in T. Kimura [7, pp. 253–255]. We note that the assumption in [7, Theo-
rem 7.51] can be weakened (the irreducibility and the regularity are not used in the proof).
On the other hand, Shintani’s formula has been generalized to the case of several variables
by F. Sato and Ochiai [10].
Since m = 9, n = 1, d0 = 2 in our case and bp(s) = (s + 1)(s + 5/2), we have
bp˜(s) = bp(s) ·
⎡
⎣
1∏
i=0
8∏
j=2
(
s + i + j
2
)⎤
⎦ .
Combining this with (4.5), we obtain
bf1,v2(s) = (s + 1)2
(
s + 3
2
)2
(s + 2)2
(
s + 5
2
)3
(s + 3)2
(
s + 7
2
)2
(s + 4)2
(
s + 9
2
)
.
As shown in Example 2.9, we have
b(2)m (s) =
m1−1∏
ν=0
bf1,v2(s1 + ν)
in the case of two variables. We therefore obtain the following proposition.
PROPOSITION 4.4. Let α1,1, . . . , α1,6 be as in the formula (3.10). Then we have
{
α1,1, . . . , α1,16
} =
{
1×2,
3
2
×2
, 2×2,
5
2
×3
, 3×2,
7
2
×2
, 4×2,
9
2
}
.
5. Calculation of bf2(s)
In this section, we determine the b-function bf2(s) of f2 given by (3.6). We employ
the decomposition formula found in F. Sato and K. Sugiyama [11].
5.1. The decomposition formula
In this subsection, we give the decomposition formula in a form convenient to the
present application.
We consider prehomogeneous vector spaces of the form
(G′ × GLm × GLn, ρl ⊗ 1 ⊗ 1 + ρr ⊗ Λ1 ⊗ 1 + 1 ⊗ Λ∗1 ⊗ Λ1, Ml,1 ⊕ Mr,m ⊕ Mm,n)
(5.1)
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with m > n. Here G′ is an arbitrary reductive algebraic group and ρl (resp. ρr ) is an
arbitrary rational representation of G′ of degree l (resp. r). Moreover, we denote by Λ1 the
standard representation of GLm or GLn, and by Λ∗1 its dual representation.
Let π : Ml,1 ⊕ Mr,m ⊕ Mm,n → Ml,1 ⊕ Mr,n be the map defined by
π(v1, v2, v3) = (v1, v2 · v3) (5.2)
where v2 · v3 denotes the usual matrix product of v2 and v3. We assume that the triplet
(G′ × GLn, ρl ⊗ 1 + ρr ⊗ Λ1, Ml,1 ⊕ Mr,n) (5.3)
is a (reductive) prehomogeneous vector space and has a relatively invariant polynomial F .
Then we define a polynomial function f (v) on Ml,1 ⊕ Mr,m ⊕ Mm,n by f (v) = F (π(v)).
Obviously f (v) is a relatively invariant polynomial of (5.1).
LEMMA 5.1. Let bf (s) and bF (s) be the b-functions of f and F , respectively. We
have
bf (s) = bF (s) ·
n∏
i=1
d−1∏
j=0
(
s + m − n + i + j
d
)
where d = degv3 f (v1, v2, v3)/n.
5.2. Calculation of bf2(s)
Now we slightly modify our triplet (G, ρ, V ) to make it fitting for the setting of the
previous subsection. Let G˜ = GL5 × GL9 × GL1 and V = Alt⊕95 ⊕M5,1 ⊕ M9,1. Then
we define the representation ρ˜ of G˜ on V by
ρ˜(g)(v) = ((g ′X1 tg ′, . . . , g ′ X9 tg ′) tg9 ; g ′y, tg−19 z g1
)
for g = (g ′, g9, g1) ∈ G˜ and v = (X1, . . . , X9 ; y, z) ∈ V . Obviously, (G˜, ρ˜, V ) is a
prehomogeneous vector space and fi (i = 1, 2) given in Subsection 3.1 is still a relative
invariant of (G˜, ρ˜, V ). Letting G′ = GL5, ρl = Λ1 (l = 5), ρr = Λ2 (r = 10), m = 9
and n = 1, we regard (G˜, ρ˜, V ) as a triplet of the form (5.1). In this case, the triplet (5.3)
is given explicitly as follows:
(GL5 × GL1,Λ2 ⊗ Λ1 + Λ1 ⊗ 1, Alt5 ⊕M5,1) .
By [6], this is a regular simple prehomogeneous vector space which has a relative invariant
F(X, y) = Pf
(
X y
−t y 0
)
(X ∈ Alt5, y ∈ M5,1) .
Moreover, in view of the expansion formula for Pfaffians (see, e.g., K. Sugiyama [15,
Proposition 6.5]), we see that f2 of (3.6) is obtained as the composition of the projection π
of (5.2) and the above F ;
f2(X1, . . . , X9 ; y, z) = F(X1z1 + · · · + X9z9, y) .
b-Function of a Prehomogeneous Vector Space with No Regular Component 117
It is easy to check that the degree of f2 with respect to z is 2, and bF (s) = (s + 1)(s +
3)(s + 5). Hence, by Lemma 5.1, we have
bf2(s) = (s + 1)(s + 3)(s + 5) ·
(
s + 9
2
)(
s + 10
2
)
= (s + 1)(s + 3)
(
s + 9
2
)
(s + 5)2 .
Since b(0,1)(0, s) = bf2(s), we obtain the following proposition.
PROPOSITION 5.2. Let αj,r be as in the formula (3.10). Then we have
{α2,1, α3,1, α3,2, α4,1, α4,2} =
{
1, 3,
9
2
, 5×2
}
.
It is easy to see that b(0,1)(s) is divisible by s2 + 1 (cf. Ukai [16, pp. 56]). Hence we have
the following corollary.
COROLLARY 5.3. We have α2,1 = 1 and
{ α3,1, α3,2, α4,1, α4,2} =
{
3,
9
2
, 5×2
}
.
6. Determination of bm(s)
It is well known that the b-function of a regular prehomogeneous vector space satisfies
a certain functional equation. Since (SL5 × GL9, Λ2 ⊗ Λ1 + 1 ⊗ Λ∗1) is a regular preho-
mogeneous vector space with only one (up to constant) irreducible relative invariant f1, the
b-function bf1(s) of f1 satisfies a functional equation. In this section, we complete the cal-
culation of bm(s) by considering some relations among αj,r that arise from the functional
equation satisfied by bf1(s).
First note that b(1,0)(s, 0) = bf1(s). Thus, by Proposition 4.4 and (3.10), we have
bf1(s) = (s + 1)2
(
s + 3
2
)2
(s + 2)2
(
s + 5
2
)3
(s + 3)2
(
s + 7
2
)2
(s + 4)2
(
s + 9
2
)
× (s + α3,1)(s + α3,2)
(
s + α4,1
2
)(
s + α4,1 + 1
2
)(
s + α4,2
2
)(
s + α4,2 + 1
2
)
.
Since deg f1 = 22 and dimV ′ = dim(Alt⊕95 ⊕M9,1) = 99, it follows from [7, Proposition
4.19] that bf1(s) satisfies the following functional equation;
bf1(s) = bf1
(
−s − 11
2
)
. (6.1)
The relation above implies that{
α3,1, α3,2,
α4,1
2
,
α4,1 + 1
2
,
α4,2
2
,
α4,2 + 1
2
}
⊃
{
9
2
, 3
}
.
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Hence, together with Corollary 5.3, we see that 9/2 ∈ { α3,1, α3,2
}
. Without loss of
generality, we may assume that α3,1 = 9/2. Then Corollary 5.3 gives a relation as follows:
{ α3,2, α4,1, α4,2} =
{
3, 5×2
}
. (6.2)
Again by (6.1), we have{5
2
, α3,2,
α4,1
2
,
α4,1 + 1
2
,
α4,2
2
,
α4,2 + 1
2
}
(6.3)
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
3,
(
11
2
− α3,2
)
,
(
11
2
− α4,1
2
)
,
(
11
2
− α4,1 + 1
2
)
,
(
11
2
− α4,2
2
)
,
(
11
2
− α4,2 + 1
2
)
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
.
It follows from (6.2) that α3,2 = 3 or α3,2 = 5. Now suppose that α3,2 = 5. This implies
that {α4,1, α4,2} = {3, 5}. However, combining this with the relation (6.3), we see that
11
2
− α3,2 = 12 ∈
{
α4,1
2
,
α4,1 + 1
2
,
α4,2
2
,
α4,2 + 1
2
}
=
{
3
2
, 2,
5
2
, 3
}
,
which is a contradiction. We therefore obtain α3,2 = 3 and α4,1 = α4,2 = 5, and this
proves the following theorem.
THEOREM 6.1. Let f1, f2 be the relative invariants of (GL5 × GL9, Λ2 ⊗ Λ1 +
Λ1 ⊗ 1 + 1 ⊗ Λ∗1) given by (3.5), (3.6), respectively. Then the b-function bm(s) of f =
(f1, f2) is given by
bm(s) =
⎧⎨
⎩
m1−1∏
ν=0
(s1 + 1 + ν)2
(
s + 3
2
+ ν
)2
(s1 + 2 + ν)2
(
s1 + 52 + ν
)3
(s1 + 3 + ν)2
(
s1 + 72 + ν
)2
(s1 + 4 + ν)2
(
s1 + 92 + ν
)}
×
⎧⎨
⎩
m2−1∏
ν=0
(s2 + 1 + ν)
⎫⎬
⎭
⎧⎨
⎩
m1+m2−1∏
ν=0
(s1 + s2 + 3 + ν)
(
s1 + s2 + 92 + ν
)⎫⎬
⎭
×
⎧⎨
⎩
2m1+m2−1∏
ν=0
(2s1 + s2 + 5 + ν)2
⎫⎬
⎭
up to constant.
As a corollary, we obtain the explicit formula for bf1(s).
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COROLLARY 6.2. Let f1 be an irreducible relative invariant of (SL5 ×GL9, Λ2 ⊗
Λ1 + 1 ⊗ Λ∗1). Then the b-function bf1(s) of f1 is given by
bf1(s) = (s + 1)2
(
s + 3
2
)2
(s + 2)2
(
s + 5
2
)5
(s + 3)5
(
s + 7
2
)2
(s + 4)2
(
s + 9
2
)2
up to constant.
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