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Resumo
O paradigma da Computac¸a˜o em Nuvem tem possibilitado o surgimento de um grande
ecossistema composto por diferentes tecnologias e provedores de servic¸o com o objetivo
de oferecer enorme quantidade de recursos computacionais sob demanda. Neste cena´rio,
pesquisas cient´ıficas teˆm aproveitado a computac¸a˜o em nuvem como plataforma capaz
de lidar com processamento e armazenamento em larga escala necessa´rios na realizac¸a˜o
de seus experimentos. Em especial, a Bioinforma´tica deve lidar com a grande quanti-
dade de dados produzida pelas modernas ma´quinas de sequenciamento genoˆmico. Neste
contexto, va´rias ferramentas teˆm sido projetadas e implementadas para tirar proveito da
infraestrutura oferecida pela computac¸a˜o em nuvem. Nuvens pu´blicas, disponibilizadas
por grandes provedores de servic¸o seriam capazes de oferecer, individualmente, recursos
suficientes para atender ao poder computacional requerido pelas aplicac¸o˜es de bioinforma´-
tica. Entretanto, esta escolha cria uma dependeˆncia tecnolo´gica em relac¸a˜o ao provedor
de servic¸o escolhido, tornando as instituic¸o˜es de pesquisa sujeitas a`s escolhas estrate´gicas
deste provedor. Ale´m disso, a infraestrutura computacional existente nessas instituic¸o˜es
ficaria ociosa, ao inve´s de ser aproveitada em conjunto com o uso da nuvem pu´blica.
Como alternativa, surge a Federac¸a˜o de Nuvens Computacionais, que possibilita a utiliza-
c¸a˜o simultaˆnea das diversas infraestruturas existentes nas va´rias instituic¸o˜es de pesquisa
de maneira integrada, ale´m de permitir a utilizac¸a˜o dos recursos oferecidos pelas nuvens
pu´blicas. O presente trabalho tem como objetivo propor uma arquitetura de federac¸a˜o
de nuvens computacionais h´ıbrida, denominada BioNimbus, capaz de executar aplicac¸o˜es
e workflows de bioinforma´tica de maneira transparente, flex´ıvel, eficiente e tolerante a
falhas, com grande capacidade de processamento e de armazenamento. Os servic¸os ne-
cessa´rios a` construc¸a˜o da federac¸a˜o sa˜o detalhados, juntamente com seus requisitos. Foi
realizado um estudo de caso com um workflow e dados reais a partir da implementac¸a˜o de
um proto´tipo da arquitetura, integrando nuvens pu´blicas e privadas. Com os resultados
obtidos, foi poss´ıvel observar a real aplicabilidade de uma arquitetura de federac¸a˜o h´ı-
brida, em particular a BioNimbus, que atingiu as caracter´ısticas projetadas inicialmente.
Ao mesmo tempo, foram identificadas caracter´ısticas que devem ser tratadas com o in-
tuito de construir uma federac¸a˜o de nuvens computacionais h´ıbrida que execute de forma
eficiente e segura aplicac¸o˜es e workflows de bioinforma´tica.




The Cloud Computing paradigm has enabled the emergence of a large ecosystem com-
posed of different technologies and service providers with the goal of providing enormous
amount of computing resources on demand. In this scenario, scientists have taken advan-
tage of cloud computing as a platform capable of handling the large scale processing and
storage requirements to carry out their experiments. In particular, Bioinformatics must
handle large amounts of data produced by modern genomic sequencing machines. Thus,
several tools have been designed and implemented to take advantage of the infrastructure
offered by cloud computing. However, as the computing power required can be very large,
only public clouds, provided by large service providers, would be able to offer, individually,
sufficient resources. In these conditions, there would be a technological dependence on
the chosen service provider, making research institutions subject to the strategic choices
of this provider. Furthermore, the existing computing infrastructure in these institutions
would remain idle, causing great waste. Alternatively, Cloud Federation emerges as a way
to allow the simultaneous use of several existing infrastructures in the various research
institutions in an integrated manner, besides allowing the use of the resources offered by
public clouds. The present work aims to propose an architecture of a hybrid cloud federa-
tion, called BioNimbus, capable of running applications and bioinformatics workflows in a
transparent, flexible, efficient and fault-tolerant manner, with high processing power and
huge storage capacity. The services required to build the federation are detailed, along
with their requirements. We conducted a case study with a real workflow and real data
through the implementation of a prototype of the architecture, integrating public and
private clouds. With the results obtained, it was possible to observe the real applicability
of the BioNimbus architecture, reaching the desired characteristics. At the same time,
some details to be studied better in future work were identified in order to obtain a better
implementation of a bioinformatics cloud federation.
Keywords: cloud computing, hybrid federated clouds, bioinformatics, workflows
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Um grande ecossistema composto por diferentes tecnologias e provedores de servic¸o [23,
36, 39, 57] surgiu grac¸as ao advento do paradigma da computac¸a˜o em nuvem. Nesse
ambiente, dispositivos de processamento e de armazenamento esta˜o dispon´ıveis de va´rias
formas para que o usua´rio tenha a impressa˜o de que esses recursos sa˜o virtualmente
ilimitados.
Assim sendo, diversas pesquisas teˆm aproveitado o potencial computacional oferecido
pelos provedores da computac¸a˜o em nuvem como uma plataforma capaz de lidar com o
processamento e o armazenamento em larga escala. Nestas pesquisas, a computac¸a˜o em
nuvem demonstrou ser, a partir dos resultados obtidos, uma plataforma promissora.
Entretanto, mesmo com o desenvolvimento cont´ınuo da computac¸a˜o em nuvem e de
sua utilizac¸a˜o em diversas a´reas, a quantidade de informac¸a˜o produzida por essas pes-
quisas, como informac¸o˜es gene´ticas, dados estat´ısticos, arquivos de imagens, entre outros,
teˆm aumentado, ocasionando uma crescente necessidade de recursos de processamento
e armazenamento. Assim, a manutenc¸a˜o de uma nuvem computacional privada que te-
nha recursos suficientes para atender a todas essas necessidade torna-se economicamente
invia´vel devido aos custos associados, principalmente se houver escassez de recursos econoˆ-
micos.
Uma alternativa seria a utilizac¸a˜o de nuvens computacionais pu´blicas, oferecidas por
diversos provedores de servic¸o, como Amazon [57, 58], Google [39], Rackspace [73] e Mi-
crosoft [64]. Essas nuvens sa˜o capazes de colocar a` disposic¸a˜o uma enorme capacidade
computacional de processamento e de armazenamento aos seus usua´rios, com custos mais
acess´ıveis, pois cada usua´rio paga por aquilo que usa, e o custo de manutenc¸a˜o da infra-
estrutura e´ dividido entre seus diversos clientes. Contudo, se somente fossem utilizadas
nuvens pu´blicas, haveria um desperd´ıcio de recursos computacionais ja´ existentes nas insti-
tuic¸o˜es de pesquisa, pois suas infraestruturas (e.g. clusters) ficariam ociosas. Ale´m disso,
seria criada uma dependeˆncia tecnolo´gica em relac¸a˜o ao provedor de servic¸o escolhido, su-
jeitando as instituic¸o˜es a`s escolhas estrate´gicas deste provedor. Essa dependeˆncia surge do
fato de que cada provedor implementa, potencialmente, sua nuvem usando uma tecnologia
diferente das tecnologias dos demais provedores. Isto ocorre pois na˜o ha´ padronizac¸a˜o na
implementac¸a˜o de um nuvem.
Nesse contexto, surgiu a federac¸a˜o de nuvens computacionais, que possibilita a utiliza-
c¸a˜o simultaˆnea das diversas infraestruturas existentes nas va´rias instituic¸o˜es de pesquisa de
maneira integrada, ale´m de permitir a utilizac¸a˜o dos recursos oferecidos pelas nuvens pu´-
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blicas quando os recursos das nuvens privadas integradas estiverem saturados. Ao mesmo
tempo, arquiteturas e protocolos de federac¸a˜o teˆm sido propostos em diferentes traba-
lhos [15, 17]. Estas pesquisas demonstram a efetividade do uso da federac¸a˜o de nuvens
computacionais como uma ferramenta para a otimizac¸a˜o do uso de recursos de diferentes
nuvens e para a eliminac¸a˜o da dependeˆncia de um u´nico provedor de infraestrutura, co-
laborando ainda mais com a criac¸a˜o da impressa˜o de recursos ilimitados dispon´ıveis aos
usua´rios.
Por sua vez, centenas de projetos genoma, por exemplo [31, 70, 86], teˆm criado enormes
quantidades de informac¸a˜o, as quais precisam ser organizadas, armazenadas e gerenciadas
com o objetivo de serem analisadas por dezenas de ferramentas computacionais, as quais
requerem uma grande capacidade de processamento e armazenamento. Para analisar os
dados produzidos utilizando as va´rias ferramentas dispon´ıveis [3, 52, 55, 83] e para atender
aos diversos tipos de estudos biolo´gicos sa˜o montados diferentes workflows, criados pelos
cientistas da computac¸a˜o com suporte dos projetos genoma.
Neste cena´rio, a federac¸a˜o de nuvens computacionais torna-se uma opc¸a˜o interessante
para o controle e distribuic¸a˜o de processamento dos grandes volumes de dados produzidos
por estes projetos.
1.1 Motivac¸a˜o
A federac¸a˜o de nuvens tem, recentemente, se mostrado uma te´cnica capaz de integrar
diferentes infraestruturas, o que permite maior flexibilidade na escolha de provedores.
Pore´m, ainda na˜o existe uma proposta de arquitetura padra˜o para essas federac¸o˜es.
No aˆmbito espec´ıfico da bioinforma´tica, algumas ferramentas [82, 93] e workflows [4,
50, 51] foram implementados buscando tirar proveito do poder computacional da nuvem.
Entretanto, durante o levantamento bibliogra´fico feito neste trabalho, notou-se que na˜o
existem propostas e implementac¸o˜es de arquiteturas de federac¸a˜o de nuvens computaci-
onais visando a utilizac¸a˜o de aplicac¸o˜es de bioinforma´tica. Para dificultar ainda mais a
situac¸a˜o, as ferramentas de bioinforma´tica para a computac¸a˜o em nuvem ate´ hoje im-
plementadas na˜o preveˆem a possibilidade da utilizac¸a˜o de federac¸a˜o e executam em um
u´nico ambiente, dificultando sua integrac¸a˜o com diferentes nuvens.
1.2 Problema
Na˜o existem arquiteturas de federac¸a˜o de nuvens computacionais para execuc¸a˜o de work-
flows de bioinforma´tica que:
• possibilitem a integrac¸a˜o de diferentes ambientes de computac¸a˜o em nuvem de forma
transparente ao usua´rio;
• sejam eficientes na distribuic¸a˜o do processamento das ferramentas de bioinforma´tica
dispon´ıveis em diferentes instituic¸o˜es;
• sejam eficientes no armazenamento dos dados utilizados para execuc¸a˜o dos work-
flows ;




O objetivo principal do presente trabalho e´ propor uma arquitetura para federac¸a˜o de
nuvens computacionais capaz de executar aplicac¸o˜es e workflows de bioinforma´tica co-
mumente usados pelos diversos projetos genoma. A arquitetura proposta considera as
seguintes caracter´ısticas:
• Transpareˆncia, na visa˜o do usua´rio, na integrac¸a˜o de nuvens computacionais e das
ferramentas de bioinforma´tica oferecidas;
• Flexibilidade na integrac¸a˜o de diferentes implementac¸o˜es de infraestruturas para
nuvens computacionais e provedores;
• Flexibilidade na integrac¸a˜o das va´rias ferramentas de bioinforma´tica utilizadas por
projetos genoma que venham a ser oferecidas como servic¸o nas diferentes infraes-
truturas integradas;
• Eficieˆncia na distribuic¸a˜o da execuc¸a˜o das ferramentas de bioinforma´tica dispon´ıveis
nas infraestruturas, buscando tirar proveito dos recursos heterogeˆneos existentes de
maneira otimizada;
• Eficieˆncia no armazenamento dos dados utilizados na execuc¸a˜o dos workflows, de
forma que seja poss´ıvel o uso de te´cnicas de localidade e replicac¸a˜o de dados para
otimizar a transfereˆncia de dados entre a infraestrutura onde o dado foi armazenado
e o local onde sera´ utilizado, possibilitando a reduc¸a˜o das transfereˆncias com con-
sequente economia de largura de banda e reduc¸a˜o do tempo total de execuc¸a˜o do
processamento;
• Toleraˆncia a falhas, tanto na execuc¸a˜o das ferramentas de bioinforma´tica, quanto
nos componentes que fara˜o parte da arquitetura.
1.3.2 Espec´ıficos
Ale´m da proposta de arquitetura, este trabalho tem como objetivos:
• Desenvolver uma implementac¸a˜o parcial da arquitetura proposta, integrando duas
nuvens computacionais;
• Realizar um estudo de caso com dados biolo´gicos reais utilizando um workflow ;
• Discutir a execuc¸a˜o do estudo de caso, verificando as vantagens e poss´ıveis limitac¸o˜es
da arquitetura proposta em relac¸a˜o a outras propostas de arquitetura para federac¸a˜o
de nuvens computacionais presentes na literatura.
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1.4 Descric¸a˜o dos Cap´ıtulos
Este trabalho esta´ dividido em mais seis cap´ıtulos. No Cap´ıtulo 2, sa˜o apresentados os
conceitos de computac¸a˜o em nuvem e federac¸a˜o de nuvens computacionais. Ale´m disso,
sa˜o descritas algumas tecnologias usadas na computac¸a˜o em nuvem e detalhados os prin-
cipais aspectos da federac¸a˜o de nuvens. Em seguida, algumas caracter´ısticas necessa´rias e
dificuldades a serem vencidas ao se propor uma arquitetura para federac¸o˜es sa˜o discutidas.
O Cap´ıtulo 3 conte´m uma breve introduc¸a˜o sobre Biologia Molecular, projetos genoma,
ferramentas e workflows, tanto de uma maneira geral, quanto aqueles tipicamente usados
em bioinforma´tica. Ao fim deste cap´ıtulo sa˜o apresentados trabalhos que utilizam a
computac¸a˜o em nuvem e a federac¸a˜o de nuvens computacionais.
Por sua vez, o Cap´ıtulo 4 apresenta a arquitetura proposta, denominada BioNimbus,
com a descric¸a˜o de seus componentes e a definic¸a˜o de como eles interagem entre si. Ini-
cialmente, sa˜o apresentados e descritos os componentes da arquitetura BioNimbus. Em
seguida, e´ apresentada a integrac¸a˜o entre todos os componentes principais da arquitetura.
A arquitetura proposta servira´ como refereˆncia para a implementac¸a˜o apresentada no
Cap´ıtulo 5, no qual e´ descrito o estudo de caso em bioinforma´tica, com os dados, workflows
e ambiente utilizados, bem como detalhes desta implementac¸a˜o. Por fim, os resultados
do estudo de caso sa˜o discutidos.





O objetivo deste cap´ıtulo e´ apresentar o paradigma da Computac¸a˜o em Nuvem e descrever
as chamadas Federac¸o˜es de Nuvens Computacionais. Para isso, a Sec¸a˜o 2.1 apresenta con-
ceitos ba´sicos sobre computac¸a˜o em nuvem, mostrando como diversas pesquisas definiram
esta tecnologia, quais sa˜o seus objetivos, como os servic¸os providos esta˜o organizados e
quem sa˜o seus provedores, e, por fim, qual a sua novidade em comparac¸a˜o a`s tecnologias de
sistemas distribu´ıdos consagradas. A Sec¸a˜o 2.2 apresenta o que vem a ser uma federac¸a˜o
de nuvens computacionais, quais sa˜o as caracter´ısticas espec´ıficas a este ambiente, e quais
sa˜o os desafios a serem vencidos ao se implementar efetivamente uma federac¸a˜o de nuvens.
Ao final da sec¸a˜o, duas propostas de arquitetura para implementac¸a˜o de federac¸o˜es de
nuvens sa˜o descritas.
2.1 Computac¸a˜o em Nuvem
2.1.1 Conceitos Ba´sicos
Computac¸a˜o em nuvem e´ um paradigma para provimento de infraestrutura computacional
que vem criando um grande ecossistema formado por diferentes tecnologias e provedores
de servic¸o, proporcionando aos usua´rios uma vasta variedade de opc¸o˜es de uso da nova
tecnologia. Com ela, suas necessidades de processamento e armazenamento de dados sa˜o
supridos de forma transparente.
Embora a computac¸a˜o em nuvem dependa de conceitos bem estabelecidos, tais como
computac¸a˜o distribu´ıda e virtualizac¸a˜o, foi a entrada de grandes empresas, capazes de
implantar enormes datacenters a custos competitivos que possibilitou a evoluc¸a˜o e o de-
senvolvimento do paradigma. Armbrust et al. [5] definem a computac¸a˜o em nuvem como:
Definic¸a˜o 1 A unia˜o de aplicac¸o˜es oferecidas como servic¸o pela Internet com o
hardware e o software localizados em datacenters de onde o servic¸o e´ provido.
Nesse esquema tem-se treˆs tipos de atores: os provedores da infraestrutura (hardware e
software), os usua´rios da infraestrutura (ou provedores de aplicac¸o˜es) e os usua´rios finais.
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Contudo, essa definic¸a˜o ainda e´ muito abrangente, uma vez que pode ser confundida
com a definic¸a˜o de outros paradigmas de computac¸a˜o distribu´ıda bem conhecidos, como
a Computac¸a˜o em Grid [34] e as Arquiteturas Orientadas a Servic¸o (SOA) [29]. Ale´m
disso, ela na˜o explicita algumas caracter´ısticas espec´ıficas da computac¸a˜o em nuvem, como
a terceirizac¸a˜o de servic¸os ou o modelo pay-per-use, os quais foram fatores importantes
na diferenciac¸a˜o e adoc¸a˜o do paradigma.
De acordo com Foster et al. [35], a Computac¸a˜o em Nuvem pode ser definida como:
Definic¸a˜o 2 Um paradigma computacional altamente distribu´ıdo, direcionado por
uma economia de escala, na qual poder computacional, armazenamento, servic¸os
e plataformas abstratos, virtualizados, gerenciados e dinamicamente escala´veis sa˜o
oferecidos sob demanda para usua´rios externos por meio da Internet.
Nesta definic¸a˜o esta˜o expressos alguns pontos importantes, tais como a escalabilidade
e a utilizac¸a˜o sob demanda. Com ela, e´ poss´ıvel perceber um grande nu´mero de caracte-
r´ısticas associadas ao novo paradigma. Vaquero et al. [92] colheram um grande conjunto
de definic¸o˜es existentes na literatura, buscando formar uma definic¸a˜o com todas as carac-
ter´ısticas e uma outra com aquelas comuns a todas as fontes. Esta definic¸a˜o seria:
Definic¸a˜o 3 Nuvens sa˜o um grande pool de recursos virtualizados, facilmente
utiliza´veis. Os recursos podem ser reconfigurados dinamicamente de acordo com
uma carga varia´vel, permitindo uma utilizac¸a˜o otimizada. Esse pool e´ explorado
tipicamente por um modelo pay-per-use no qual garantias sa˜o oferecidas pelo provedor
da infraestrutura, obedecendo um contrato de servic¸o.
Entretanto, caracter´ısticas mı´nimas, que estivessem presentes em todas as demais de-
finic¸o˜es estudadas, na˜o foram encontradas. De qualquer forma, foi poss´ıvel detectar as
caracter´ısticas mais frequentes, que seriam escalabilidade, modelo pay-per-use e virtuali-
zac¸a˜o.
Uma outra definic¸a˜o foi dada por Buyya et al. [16]:
Definic¸a˜o 4 A computac¸a˜o em nuvem e´ um modelo para oferta e utilizac¸a˜o de
recursos como servic¸os sob demanda, em um ambiente com mu´ltiplos provedores,
seguindo uma economia de escala.
Esta definic¸a˜o estabelece que o objetivo da computac¸a˜o nuvem e´ proporcionar a ide´ia
da existeˆncia ilimitada de recursos para utilizac¸a˜o imediata por seus usua´rios, os quais
pagam apenas pelos recursos efetivamente usados (modelo pay-per-use), sem haver neces-
sidade de gerenciamento direto da infraestrutura do provedor de servic¸os. Assim, usua´rios
e desenvolvedores de aplicac¸o˜es, ao utilizarem a computac¸a˜o em nuvem, na˜o precisam mais
se preocupar com os gastos para montar a infraestrutura de hardware ou com a despesa
de pessoal para opera´-la ao tentar armazenar grandes quantidades de dados ou oferecer
alguma nova aplicac¸a˜o na Internet. Ale´m disso, a computac¸a˜o em nuvem oferece elasti-
cidade suficiente para que a infraestrutura virtual cresc¸a proporcionalmente a` utilizac¸a˜o
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do servic¸o disponibilizado pela aplicac¸a˜o desenvolvida, evitando assim preju´ızos por custo
excessivo ou por perda de clientes causados por mal dimensionamento da infraestrutura.
Neste contexto, no qual existem diversas definic¸o˜es, e com a intenc¸a˜o de colaborar no
debate sobre computac¸a˜o em nuvem e sua definic¸a˜o, casos de uso, tecnologias, problemas,
riscos e benef´ıcios, o National Institute of Standards and Technology (NIST) dos Estados
Unidos propoˆs tambe´m uma definic¸a˜o para o paradigma [63]:
Definic¸a˜o 5 Computac¸a˜o em nuvem e´ um modelo para permitir acesso de rede
fa´cil e ub´ıquo para um pool de recursos computacionais configura´veis (por exemplo,
redes, servidores, armazenamento, aplicativos e servic¸os) que podem ser rapidamente
fornecidos e liberados com esforc¸o de gerenciamento e interac¸a˜o com o provedor de
servic¸o mı´nimos.
2.1.2 Arquitetura
Ha´ diferentes propostas de arquitetura apresentadas na literatura [14, 35, 53, 63, 96], as
quais devem ser analisadas e comparadas.
Figura 2.1: Atores envolvidos na computac¸a˜o em nuvem e sua interac¸a˜o [92].
No intuito de se ter uma arquitetura de refereˆncia para a computac¸a˜o em nuvem,
um primeiro passo e´ identificar os atores envolvidos e como eles interagem entre si. O
primeiro grupo de atores sa˜o os provedores de servic¸o. Eles oferecem servic¸os baseados
em software por meio de interfaces dispon´ıveis pela Internet, que sa˜o acessadas pelos
usua´rios. O objetivo da computac¸a˜o em nuvem e´ retirar a responsabilidade do provedor
de servic¸o de criar e manter a infraestrutura necessa´ria para hospedar seus servic¸os. Para
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realizar esse papel, surgem os provedores de infraestrutura, responsa´veis por gerir
os recursos computacionais, para que os provedores de servic¸o ganhem flexibilidade e
reduzam custo de manutenc¸a˜o [92]. A Figura 2.1 reflete essa nova disposic¸a˜o de recursos,
servic¸os e atores possibilitada pela computac¸a˜o em nuvem.
Os servic¸os mapeados acima podem ser implantados de diferentes formas pelos prove-
dores. Os modelos de implantac¸a˜o existentes [63] para a computac¸a˜o em nuvem sa˜o:
• Nuvem privada: a infraestrutura da nuvem e´ operada para uso de uma u´nica
organizac¸a˜o. Pode ser gerenciada pela pro´pria organizac¸a˜o ou por terceiros e pode
estar implantada interna ou externamente a` organizac¸a˜o.
• Nuvem comunita´ria: a infraestrutura da nuvem e´ compartilhada por va´rias orga-
nizac¸o˜es e serve como ferramenta para um grupo espec´ıfico de usua´rios com interesses
em comum — missa˜o, resquisitos ou pol´ıticas de uso. Pode ser implantada interna
ou externamente a`s organizac¸o˜es envolvidas.
• Nuvem pu´blica: a infraestrutura da nuvem e´ disponibilizada para o pu´blico em
geral ou para um grande grupo corporativo, e pertence a uma organizac¸a˜o que vende
servic¸os.
• Federac¸a˜o de nuvens ou nuvem h´ıbrida: a infraestrutura da nuvem e´ a compo-
sic¸a˜o de duas ou mais nuvens (privadas, comunita´rias ou pu´blicas) que permanecem
entidades separadas, mas sa˜o unidas por tecnologia padronizada ou proprieta´ria que
permite a portabilidade de dados e aplicac¸o˜es para, por exemplo, balanceamento de
carga entre as diferentes nuvens.
Um segundo passo necessa´rio para se analisar a computac¸a˜o em nuvem e´ realizar o
mapeamento dos va´rios tipos de tecnologias utilizadas com seus pape´is dentro da arqui-
tetura geral da computac¸a˜o em nuvem. Esta arquitetura (veja Figura 2.2) divide-se em
treˆs camadas que organizam os diferentes tipos de servic¸os oferecidos [35]. Essas camadas
sa˜o:
• Infrastructure-as-a-Service (IaaS): proveˆ servic¸os que oferecem recursos com-
putacionais ao usua´rios, tais como virtualizac¸a˜o de no´s computacionais, armazena-
mento de dados e redes virtuais;
• Platform-as-a-Service (PaaS): proveˆ servic¸os que oferecem aos usua´rios ambi-
entes de programac¸a˜o e execuc¸a˜o de aplicac¸o˜es distribu´ıdas;
• Software-as-a-Service (SaaS): proveˆ aplicac¸o˜es oferecidas aos usua´rios como ser-
vic¸o.
As aplicac¸o˜es oferecidas como servic¸o na camada SaaS podem ser desenvolvidas ou exe-
cutadas pelas plataformas da camada PaaS, ou utilizar diretamente os recursos oferecidos
pela camada IaaS. Os usua´rios usufruem dos servic¸os de todas as camadas remotamente,
por meio da Internet.
A seguir, sa˜o descritas em mais detalhes as treˆs camadas que compo˜em a arquitetura






Figura 2.2: A arquitetura em camadas da computac¸a˜o em nuvem.
Infrastruture-as-a-Service
Na camada Infrastructure-as-a-Service encontram-se os servic¸os que oferecem recursos
computacionais, disponibilizados pelos provedores de infraestrutura. Nela, os recursos
se assemelham muito com uma infraestrutura f´ısica e e´ poss´ıvel ter o controle de quase
toda a pilha de software utilizada. Entre os recursos dispon´ıveis esta˜o virtualizac¸a˜o de
no´s computacionais, armazenamento de dados, redes de transmissa˜o de dados, sistemas
de arquivos distribu´ıdos e modelos computacionais para paralelismo e distribuic¸a˜o de
processamento.
Para atender aos preceitos da computac¸a˜o em nuvem, uma interface de gerenciamento
e´ oferecida aos servic¸os das camadas superiores para que seja poss´ıvel a automac¸a˜o do
processo de inicializac¸a˜o de no´s computacionais, configurac¸a˜o de rede de dados, definic¸a˜o
de capacidades de armazenamento, configurac¸a˜o de paraˆmetros de toleraˆncia a falha, entre
outros. Esta interface de gerenciamento e´ utilizada tanto por provedores de servic¸o como
por usua´rios comuns que desejam fazer uso diretamente dos recursos computacionais.
Quando acessado por usua´rios comuns, o pro´prio provedor de infraestrutura realiza o
papel de provedor de servic¸o. Alguns exemplos de tecnologias existentes na camada IaaS
sa˜o:
• OpenNebula [84]: gerenciador de recursos f´ısicos e virtuais;
• GoogleFS [37]: sistema de arquivos distribu´ıdos;
• Apache Hadoop [36]: implementac¸a˜o do modelo computacional MapReduce [23]
desenvolvido pela Google;
• Amazon Dynamo [24]: banco de dados distribu´ıdo.
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Um provedor de infraestrutura da camada IaaS que se destaca e´ a Amazon com o
Elastic Compute Cloud (EC2) [57] e com o Simple Storage Service (S3) [58]. Por meio
dos servic¸os oferecidos, outros provedores e usua´rios comuns sa˜o capazes de ter milhares
de no´s computacionais e utilizar va´rios gigabytes de capacidade de disco com grande
flexibilidade e baixo custo.
Platform-as-a-Service
Na camada Platform-as-a-Service esta˜o servic¸os que oferecem plataformas de programac¸a˜o
e de execuc¸a˜o. Para isso, os provedores destes servic¸os utilizam os servic¸os disponibilizados
pelos provedores de infraestrutura.
Com estas plataformas e´ poss´ıvel desenvolver aplicac¸o˜es espec´ıficas para a nuvem, uti-
lizando APIs fornecidas pelos provedores dos servic¸os, e utilizar o ambiente em nuvem
para executar aplicac¸o˜es customizadas. Sendo assim, esta camada permite uma esca-
labilidade impressionante a desenvolvedores e empresas que oferecem servic¸os por meio
de aplicac¸o˜es web, aumentando a utilizac¸a˜o de recursos de maneira transparente e quase
instaˆntanea, de acordo com a utilizac¸a˜o do servic¸o, sem a necessidade de trabalho com
aquisic¸a˜o, instalac¸a˜o e configurac¸a˜o de novo hardware, e com a instalac¸a˜o e configurac¸a˜o
da aplicac¸a˜o. Exemplos de ambientes da camada PaaS sa˜o:
• Google App Engine [39]: uma plataforma para desenvolvimento e disponibilizac¸a˜o
de aplicac¸o˜es web;
• Windows Azure [64]: uma plataforma para execuc¸a˜o de aplicac¸o˜es que tambe´m
oferece diferentes ferramentas de programac¸a˜o.
Software-as-a-Service
Na camada Software-as-a-Service (SaaS) encontram-se as aplicac¸o˜es desenvolvidas especi-
ficamente para o ambiente da computac¸a˜o em nuvem, que sa˜o fornecidas como servic¸o por
provedores para usua´rios comuns. Os servic¸os desta camada podem usar os ambientes de
programac¸a˜o e execuc¸a˜o fornecidos pelos provedores da camada PaaS, ou podem utilizar
diretamente a infraestrutura oferecida pelos provedores da camada IaaS.
O usua´rio tem acesso remoto a essas aplicac¸o˜es, as quais podem ser acessadas a qual-
quer momento, podendo haver cobranc¸a baseada na utilizac¸a˜o do servic¸o, em substituic¸a˜o
a aplicac¸o˜es que executem localmente no hardware do usua´rio. Como vantagem, as tare-
fas de manutenc¸a˜o, de operac¸a˜o e de suporte sa˜o repassadas para o provedor do servic¸o.
Exemplos de aplicac¸o˜es desta camada sa˜o:
• Google Docs [40]: um conjunto de aplicac¸o˜es de escrito´rio oferecidas na web;
• Sales Cloud [80]: o sistema de CRM (Customer Relationship Manager) oferecido
pela Salesforce, na qual executivos e vendedores da empresa contratante do servic¸o
podem gerenciar clientes, vendas e contatos diretamente na web.
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2.1.3 Comparac¸a˜o com Computac¸a˜o em Grid
A definic¸a˜o clara de computac¸a˜o em nuvem se faz necessa´ria para que se evitem poss´ıveis
confuso˜es de conceitos com outras tecnologias semelhantes. A mais conhecida delas e´ a
computac¸a˜o em grid, tecnologia bem difundida entre os pesquisadores e bastante utilizada
em diversos tipos de pesquisas cient´ıficas.
O pesquisador Ian Foster [34] definiu a computac¸a˜o em grid a partir de treˆs pontos
primordiais da seguinte maneira:
Definic¸a˜o 6 Um grid e´ um sistema que a) coordena recursos que na˜o esta˜o sujeitos
a controle centralizado, b) utilizando interfaces e protolocos padronizados, abertos e
de uso geral, c) para fornecer quality-of-service (QoS) na˜o trivial.
Tanto a computac¸a˜o em nuvem como a computac¸a˜o em grid sa˜o tecnologias que tiram
proveito da distribuic¸a˜o do processamento em plataformas distribu´ıdas tais como clusters
computacionais, atingindo alto grau de paralelismo a depender da escala da plataforma
e do tipo de algoritmo utilizado. Entretanto, pesquisadores apontaram, recentemente,
algumas diferenc¸as conceituais e pra´ticas, tomando essas diferenc¸as como poss´ıveis causas
para a grande adoc¸a˜o da computac¸a˜o em nuvem, tanto no mundo acadeˆmico quanto no
comercial, em detrimento da computac¸a˜o em grid.
O mesmo Ian Foster apontou o que e´ comum e o que difere nas duas tecnologias [35].
Entre as diferenc¸as, podem ser citadas:
• Na computac¸a˜o em nuvem, os recursos sa˜o contratados de acordo com a utilizac¸a˜o
efetiva, como ciclos de CPU ou bytes de disco, ao contra´rio de grids, onde os recursos
normalmente sa˜o alocados por projetos, a partir de uma previsa˜o;
• Devido ao uso de virtualizac¸a˜o e o consequente isolamento de ambientes, a computa-
c¸a˜o em nuvem permite que aplicac¸o˜es de va´rios usua´rios executem simultaneamente,
diferentemente do que normalmente acontece em grids, na qual a execuc¸a˜o das apli-
cac¸o˜es obedecem uma fila, onde aguardam por recursos dispon´ıveis;
• Tambe´m por meio da virtualizac¸a˜o, a computac¸a˜o em nuvem permite ao usua´rio
criar o ambiente que mais se ajuste ao seu caso de uso, seja aumentando o tamanho
do armazenamento para aplicac¸o˜es que processem muitos dados, sem a necessidade
de CPUs poderosos, seja utilizando ma´quinas com bastante memo´ria RAM, sem ser
preciso discos com grandes capacidades, otimizando o uso dos recursos computacio-
nais. Ja´ a computac¸a˜o em grid na˜o tem aproveitado essa vantagem da virtualizac¸a˜o;
• Os modelos de programac¸a˜o dispon´ıveis na computac¸a˜o em nuvem sa˜o mais simples e
transparentes, enquanto os de grid obedecem os modelos tradicionais de computac¸a˜o
paralela e distribu´ıda, como MPI (Message Passing Interface) [33], nos quais e´
preciso se ater a problemas de heterogeneidade do ambiente, diferentes domı´nios
administrativos, entre outros.
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2.2 Federac¸a˜o de Nuvens Computacionais
A computac¸a˜o em nuvem tem buscado atingir n´ıveis cada vez melhores de eficieˆncia na
disponibilizac¸a˜o de servic¸os. Como foi apresentado nas sec¸o˜es anteriores, os servic¸os pres-
tados por uma nuvem variam entre infraestruturas, plataformas e software. Seus clientes
podem ser desde um usua´rio simples a outras nuvens, passando por instituic¸o˜es acadeˆmicas
e grandes empresas. Ale´m das grandes nuvens pu´blicas, mantidas por grandes organiza-
c¸o˜es, centenas de outras nuvens menores, privadas ou h´ıbridas, veˆm sendo implantadas
de maneira heterogeˆnea e independente. Com isso, surge o cena´rio onde a federac¸a˜o de
nuvens computacionais interopera´veis se torna uma alternativa interessante para otimizar
o uso dos recursos oferecidos por essas diversas instituic¸o˜es.
2.2.1 Conceitos Ba´sicos
Bittman [11] afirma que a evoluc¸a˜o do mercado da computac¸a˜o em nuvem pode ser di-
vidida em treˆs fases, sendo que a terceira e´ a atual. Na fase 1 (monol´ıtica), servic¸os de
computac¸a˜o em nuvem sa˜o baseados em arquiteturas proprieta´rias ou sa˜o oferecidos por
megaprovedores, como por exemplo Google, Microsoft, Amazon e Salesforce.
Na fase 2 (cadeia vertical de fornecimento), alguns provedores de servic¸os tiram pro-
veito de servic¸os oferecidos por outros provedores de nuvens. Um exemplo sa˜o empresas
fabricantes de software movendo suas aplicac¸o˜es para a camada SaaS sobre plataformas
de terceiros, como a Microsoft Azure [64] e o Google App Engine [39]. Neste cena´rio, os
ambientes de computac¸a˜o em nuvem ainda sa˜o proprieta´rios e isolados, mas se inicia a
construc¸a˜o da integrac¸a˜o entre nuvens.
Por fim, na fase 3 (federac¸a˜o horizontal), pequenos provedores federam-se horizontal-
mente para atingir maior escalabilidade e eficieˆncia no uso de seus recursos. Com isso,
projetos tiram proveito da federac¸a˜o para alargar suas capacidades, surgem mais escolhas
em cada uma das camadas da nuvem, e iniciam-se discusso˜es sobre padro˜es de interope-
rabilidade e federac¸a˜o.
Assim sendo, a federac¸a˜o de nuvens computacionais, tambe´m chamada de inter-cloud
ou cross-cloud [17], e´ uma a´rea de pesquisa particular em computac¸a˜o em nuvem e pode ser
definida como um conjunto de provedores de nuvens computacionais, pu´blicos e privados,
conectados por meio da Internet. Entre seus objetivos, esta˜o listados [15, 17]:
• Alcanc¸ar de maneira mais efetiva a impressa˜o de que existem recursos ilimitados
dispon´ıveis para uso;
• Permitir a eliminac¸a˜o da dependeˆncia de um u´nico provedor de infraestrutura;
• Otimizar o uso dos recursos dos provedores federados.
Para atingir os objetivos acima, a federac¸a˜o permite a cada operador de nuvem com-
putacional aumentar sua capacidade de processamento e armazenamento ao requisitar
mais recursos a`s demais nuvens da federac¸a˜o. Consequentemente, o operador e´ capaz de
satisfazer requisic¸o˜es de usua´rios que sejam feitas apo´s a saturac¸a˜o dos recursos de sua
nuvem computacional, recursos ociosos dos outros provedores sa˜o aproveitados e, caso um
provedor esteja fora do ar, pode-se requisitar recursos a um outro.
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2.2.2 Requisitos e Desafios
Apesar das vantagens o´bvias da federac¸a˜o de nuvens computacionais, sua implementac¸a˜o
na˜o e´ de modo algum trivial, pois nuvens teˆm caracter´ısticas espec´ıficas e, por isso, mo-
delos tradicionais de federac¸a˜o na˜o sa˜o aplica´veis. Normalmente, os modelos tradicionais
sa˜o baseados em acordos pre´vios feitos pelos membros da federac¸a˜o. Isso e´ poss´ıvel pois,
nesses ambientes tradicionais, os recursos sa˜o esta´ticos e pouco heterogeˆneos. Ao contra´-
rio, no cena´rio de computac¸a˜o em nuvem, os recursos sa˜o muito heterogeˆneos e altamente
dinaˆmicos, impossibilitando esse tipo de acordo [17].
Dada esta situac¸a˜o, para que seja poss´ıvel a criac¸a˜o de uma federac¸a˜o de nuvens
computacionais, e´ necessa´rio atender aos seguintes requisitos [15, 17]:
• Automatismo: uma nuvem membro da federac¸a˜o, usando mecanismos de desco-
berta, deve ser capaz de identificar as demais nuvens da federac¸a˜o e quais sa˜o seus
recursos, reagindo a mudanc¸as de maneira transparente e automa´tica.
• Previsa˜o de carga de aplicac¸o˜es: o sistema que implementa a federac¸a˜o deve
possuir alguma forma de prever as demandas e comportamentos dos servic¸os ofere-
cidos, tal que consiga, de maneira eficiente e dinaˆmica, escalonar sua execuc¸a˜o entre
os provedores participantes da federac¸a˜o.
• Mapeamento de servic¸os a recursos: os servic¸os oferecidos pela federac¸a˜o devem
ser mapeados aos recursos dispon´ıveis de maneira flex´ıvel para que se consiga atingir
os melhores n´ıveis de eficieˆncia, custo-benef´ıcio e utilizac¸a˜o. Em outras palavras, o
escalonamento da execuc¸a˜o deve computar a melhor combinac¸a˜o hardware-software
de forma a garantir a qualidade do servic¸o e o menor custo, levando em conta a
incerteza da disponibilidade dos recursos.
• Modelo de seguranc¸a interopera´vel: a federac¸a˜o deve permitir a integrac¸a˜o
de diferentes tecnologias de seguranc¸a, fazendo com que as nuvens membros na˜o
necessitem mudar suas respectivas pol´ıticas de seguranc¸a ao entrar na federac¸a˜o.
• Escalabilidade no monitoramento de componentes: dada a poss´ıvel grande
quantidade de participantes, a federac¸a˜o deve ser capaz de lidar com as va´rias filas
de trabalho e o grande nu´mero de requisic¸o˜es, de forma que consiga manter o ge-
renciamento dos diversos componentes da federac¸a˜o sem perder em escalabilidade e
desempenho.
2.2.3 Propostas de Arquiteturas
Na tentativa de guiar a implementac¸a˜o de uma federac¸a˜o de nuvens computacionais de
modo que os requisitos acima mencionados sejam atingidos, algumas propostas de arqui-
tetura sa˜o apresentadas na literatura.
Em uma delas, Celesti et al. [17] propuseram um ambiente para federac¸a˜o no qual
existem dois tipos de nuvens computacionais: nuvem local e nuvem estrangeira. A nuvem
local e´ o provedor que esta´ com sua infraestrutura saturada e, consequentemente, repassa
requisic¸o˜es para as nuvens estrangeiras. Estas, por sua vez, sa˜o os provedores que conce-
dem o uso de seus recursos ociosos a` nuvem local, com ou sem cobranc¸a. Um provedor
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pode ser uma nuvem local e uma nuvem estrangeira ao mesmo tempo. Os usua´rios fazem
enta˜o requisic¸o˜es de uso diretamente a uma das nuvens da federac¸a˜o e esta, agindo como
uma nuvem local, repassaria requisic¸o˜es a`s demais se porventura na˜o conseguisse suprir
as necessidades dos usua´rios.
Nesta arquitetura, os pesquisadores propo˜em que em cada uma das infraestruturas
disponibilizadas na federac¸a˜o exista um gerenciador, chamado de Cross-Cloud Federation
Manager (CCFM). O CCFM seria enta˜o responsa´vel por realizar as operac¸o˜es necessa´rias
para que o estabelecimento da federac¸a˜o seja poss´ıvel, e por atender os chamados trocados
entre as nuvens da federac¸a˜o. Considerando a dinamicidade do ambiente da federac¸a˜o,
no qual nuvens com diferentes recursos e diferentes mecanismos de seguranc¸a aparecem
e desaparecem, sa˜o propostos diferentes agentes que compo˜em o CCFM, que realizariam,
cada um, um passo do processo de atendimento da requisic¸a˜o dos usua´rios. O Discovery
Agent seria responsa´vel por identificar quais nuvems fazem parte da federac¸a˜o e quais
seus recursos. O Match-Making Agent faria a escolha de quais nuvens seriam as melhores
para atender uma determinada requisic¸a˜o de usua´rio. Finalmente, o Authentication Agent
criaria o canal de seguranc¸a entre a nuvem local e a nuvem estrangeira, de forma que a
primeira seja capaz de usar os recursos da u´ltima de acordo com as pol´ıticas de seguranc¸a
desta. A Figura 2.3 descreve graficamente esta proposta.
Figura 2.3: Proposta de arquitetura para federac¸a˜o por Celesti et al. [17].
Visando, tambe´m, uma arquitetura que atenda aos requisitos existentes para a imple-
mentac¸a˜o de uma federac¸a˜o de nuvens computacionais, Buyya et al. [15] apresentaram
uma proposta alternativa. Nela, ao contra´rio da proposta anterior, o usua´rio na˜o inte-
rage diretamente com um componente da arquitetura dispon´ıvel na infraestrutura de um
provedor, mas utiliza um componente externo, chamado de Cloud Broker (CB). Ele e´ res-
ponsa´vel por criar a comunicac¸a˜o entre o usua´rio e a federac¸a˜o de nuvens, e por identificar
quais provedores possuem recursos dispon´ıveis para atender os requisitos de qualidade de
servic¸o (QoS) exigidos. Uma vez identificada a(s) infraestrutura(s) para execuc¸a˜o, ele
tambe´m e´ responsa´vel por fazer a submissa˜o da tarefa desejada. Para conseguir os dados
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necessa´rios sobre as nuvens dispon´ıveis na federac¸a˜o o CB consulta outro componente
da arquitetura chamado Cloud Exchange (CEx). Este funciona como um registro a ser
consultado pelos CBs, com informac¸o˜es sobre as infraestruturas, tais como custos de uti-
lizac¸a˜o, recursos dispon´ıveis e padro˜es de execuc¸a˜o. Ale´m disso, o CEx oferece servic¸os
para mapeamento de requisic¸o˜es dos usua´rios a provedores que melhor as atenderiam. Por
fim, em cada uma das infraestruturas oferecidas pelos provedores, a exemplo da proposta
anterior, existe um componente da arquitetura chamado de Cloud Coordinator (CC),
responsa´vel por incluir a infraestrutura na federac¸a˜o e expor os recursos dispon´ıveis aos
usua´rios da federac¸a˜o. Para atender as requisic¸o˜es dos usua´rios, o CC implementa a au-
tenticac¸a˜o e o estabelecimento de um acordo de qualidade de servic¸o com cada CB, e
escalona as requisic¸o˜es para a infraestrutura de acordo com esta negociac¸a˜o. Em adic¸a˜o,
o CC identifica os recursos dispon´ıveis na infraestrutura e monitora sua utilizac¸a˜o para
informar estes dados ao CEx, juntamente com os dados de custo. A Figura 2.4 descreve
esquematicamente a arquitetura proposta.




Neste cap´ıtulo, sa˜o descritos de forma breve os projetos genoma, em particular as fer-
ramentas que compo˜em workflows de bioinforma´tica aplicados durante esses projetos.
Primeiramente, na Sec¸a˜o 3.1 sa˜o apresentados conceitos ba´sicos de Biologia Molecular.
Em seguida, a Sec¸a˜o 3.2 descreve como e´ realizado o sequenciamento de material gene´tico
e quais sa˜o as caracter´ısticas dos dados produzidos neste processo, ale´m de oferecer uma
amostra das condic¸o˜es necessa´rias para seu armazenamento em ambientes computacio-
nais. Por u´ltimo, na Sec¸a˜o 3.3 sa˜o descritos os workflows computacionais e como eles sa˜o
aplicados na bioinforma´tica. No decorrer da sec¸a˜o sa˜o apresentadas as fases que formam
os workflows de projetos genoma, com exemplos de ferramentas de bioinforma´tica e de
sistemas de gerenciamento de workflows.
3.1 Conceitos Ba´sicos em Biologia Molecular
A Biologia Molecular e´ uma a´rea do conhecimento na qual sa˜o estudados os processos
celulares relacionados a` s´ıntese de prote´ınas a partir de informac¸o˜es gene´ticas, as quais
esta˜o contidas nos a´cidos nucleicos (DNA e RNA). Trata-se de um campo de estudo
diretamente relacionado a` gene´tica e a` bioqu´ımica.
O DNA e o RNA sa˜o macromole´culas informacionais, constitu´ıdas por subunidades
em sequeˆncia linear ordenada denominadas nucleot´ıdeos. Ja´ as prote´ınas sa˜o macromo-
le´culas que desempenham variadas func¸o˜es nos organismos, e suas subunidades sa˜o os
aminoa´cidos [1, 65].
O DNA (DesoxyriboNucleic Acid) ou a´cido desoxirribonucle´ico e´ uma mole´cula no
formato de dupla he´lice composta por duas longas fitas complementares de nucleot´ıdeos
que sa˜o mantidas unidas por pontes de hidrogeˆnio entre os pares de base Guanina (G) –
Citosina (C) e Adenina (A) – Timina (T). Armazenamento e transmissa˜o de informac¸o˜es
sa˜o as u´nicas func¸o˜es conhecidas do DNA. Este codifica a informac¸a˜o por meio da sequeˆn-
cia de nucleot´ıdeos ao longo da fita. Cada base, A,C,T ou G, pode ser considerada como
uma das letras de um alfabeto de quatro letras que significam mensagens biolo´gicas na
estrutura qu´ımica do DNA. Nos organismos eucariotos, isto e´, aqueles que possuem em
suas ce´lulas um nu´cleo delimitado, o DNA esta´ localizado justamente no nu´cleo celular.
O DNA nuclear e´ dividido em uma se´rie de diferentes cromossomos. Cada cromossomo
consiste de uma u´nica e enorme mole´cula de DNA linear com prote´ınas associadas que
dobram e empacotam a fita fina de DNA em uma estrutura mais compacta. Assim,
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um cromossomo e´ formado de uma longa mole´cula de DNA que conte´m inu´meros genes
organizados linearmente [1].
Por sua vez, o RNA (RiboNucleic Acid) ou a´cido ribonucle´ico e´ uma mole´cula com-
posta por uma fita simples formada pela sequeˆncia de nucleot´ıdeos que conteˆm as bases
Guanina (G), Citosina (C), Adenina (A) e Uracila (U), sendo esta u´ltima divergente em
relac¸a˜o ao DNA [65]. Os RNAs possuem uma variedade de func¸o˜es e, nas ce´lulas, sa˜o
encontrados como diversas classes. Os RNAs ribossoˆmicos (rRNA) sa˜o componentes es-
truturais dos ribossomos, unidades celulares que realizam a s´ıntese de prote´ınas. Os RNAs
mensageiros (mRNA) sa˜o intermedia´rios que transportam a informac¸a˜o gene´tica de um
ou de poucos genes ate´ os ribossomos, onde as prote´ınas correspondentes podem ser sin-
tetizadas. Os RNAs transportadores (tRNA) sa˜o mole´culas adaptadoras que traduzem a
informac¸a˜o presente no mRNA em uma sequeˆncia espec´ıfica de aminoa´cidos [1].
As prote´ınas sa˜o as macromole´culas mais abundantes das ce´lulas vivas, sendo consti-
tu´ıdas por sequeˆncias ordenadas de aminoa´cidos. As ce´lulas conte´m milhares de prote´ınas
diferentes, cada uma com uma atividade biolo´gica distinta [65].
Nos organismos vivos, a unidade fundamental da informac¸a˜o gene´tica e´ o gene [1].
Bioquimicamente, e´ definido como um segmento de DNA, ou em alguns casos de RNA, que
codifica a informac¸a˜o necessa´ria para a produc¸a˜o de um determinado composto biolo´gico
funcional [65]. Por sua vez, expressa˜o geˆnica e´ definida como o processo por meio do
qual a ce´lula traduz a sequeˆncia nucleot´ıdica de um gene na sequeˆncia de aminoa´cidos
de uma prote´ına. Ainda, a se´rie completa de informac¸o˜es do DNA de um organismo e´
chamada genoma, e este conte´m a informac¸a˜o para todas as prote´ınas que o organismo
ira´ sintetizar.
Conforme ressaltado, a informac¸a˜o gene´tica e´ mantida em uma sequeˆncia linear de
nucleot´ıdeos no DNA. A duplicac¸a˜o da informac¸a˜o gene´tica ocorre pelo uso de uma fita
de DNA como molde para a formac¸a˜o da fita complementar, em um processo denominado
replicac¸a˜o. A informac¸a˜o gene´tica e´ lida e processada em duas etapas. Na transcric¸a˜o,
os segmentos de uma sequeˆncia de DNA sa˜o usados para guiar a s´ıntese de mole´culas de
RNA, os mRNA. Quando a ce´lula necessita de uma prote´ına espec´ıfica, a sequeˆncia de
nucleot´ıdeos da porc¸a˜o apropriada de uma longa mole´cula de DNA em um cromossomo
e´ primeiramente copiada sob a forma de RNA, os tRNA. Em seguida, na traduc¸a˜o, tais
co´pias de RNA de segmentos de DNA sa˜o usadas diretamente como molde para direcionar
a s´ıntese da prote´ına.
Portanto, pode-se afirmar que o fluxo de informac¸a˜o gene´tica nas ce´lulas e´ de DNA para
RNA, e deste para prote´ına. Todas as ce´lulas dos organismos vivos, desde bacte´rias ate´
seres humanos, expressam sua informac¸a˜o gene´tica dessa maneira, sendo este um princ´ıpio
fundamental denominado o dogma central da biologia molecular. A Figura 3.1
representa graficamente as mole´culas e o fluxo de informac¸a˜o gene´tica.
Quanto a`s caracter´ısticas dos genes de organismos eucariotos, estes sa˜o encontrados
sob a forma de pequenos pedac¸os de sequeˆncias codificantes, denominadas sequeˆncias
expressas ou e´xons. Estes e´xons sa˜o intercalados por sequeˆncias longas, as sequeˆncias
intervenientes ou ı´ntrons. Nesse sentido, a porc¸a˜o codificante de um gene eucario´tico e´,
em geral, apenas uma pequena frac¸a˜o do comprimento do gene. No caso dos organis-
mos procariotos – isto e´, que na˜o possuem nu´cleo delimitado em suas ce´lulas – os genes
consistem de uma porc¸a˜o cont´ınua de DNA codificante que e´ diretamente transcrita em
mRNA [1].
17
Figura 3.1: Fluxo de informac¸a˜o gene´tica DNA-RNA-prote´ına [1].
Sendo assim, existem variac¸o˜es de como a informac¸a˜o flui do DNA para a prote´ına. A
principal destas e´ que os transcritos de RNA, produzidos a partir da transcric¸a˜o de DNA
e chamados de transcriptoma, em ce´lulas eucario´ticas sa˜o submetidas a uma se´rie de
etapas de processamento no nu´cleo. Dentre estas etapas esta´ o splicing de RNA, processo
no qual as sequeˆncias dos ı´ntrons sa˜o removidas dos RNA sintetizados a partir do DNA.
Nos eucariotos existe tambe´m um mecanismo denominado splicing alternativo de RNA,
no qual ha´ produc¸a˜o de prote´ınas diferentes a partir de um mesmo transcriptoma, devido
ao splicing processado de maneiras distintas [1].
3.2 Projetos Genoma
Os avanc¸os te´cnicos da Biologia Molecular teˆm facilitado o estudo das ce´lulas e de suas
macromole´culas, provendo novas ferramentas seja para determinar a func¸a˜o de prote´ınas
ou para identificar genes. De maneira geral, tais ferramentas envolvem o isolamento, a
clonagem e o sequenciamento de DNA.
O sequenciamento e´ a tarefa de obter os nucleot´ıdeos que compo˜em fragmentos de
sequeˆncias pertencentes ao DNA ou ao RNA de um ou mais organismos em um pro-
jeto genoma, dependendo dos objetivos de cada projeto. Estes fragmentos sa˜o tambe´m
chamados de short-read-sequences (SRS).
Um projeto genoma e´ desenvolvido em geral por uma equipe multidisciplinar, composta
por bio´logos nos laborato´rios de biologia molecular e por cientistas da computac¸a˜o nos
laborato´rios de bioinforma´tica. Existem diferentes tipos de foco nos projetos genoma.
Alguns exemplos sa˜o:
• Reconstruc¸a˜o do genoma de um organismo (projetos genoma);
• Obtenc¸a˜o dos transcritos de RNA (transcriptoma);
• Estudo de material gene´tico coletado de amostras do ambiente (epigene´tica);
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• Pesquisa de mudanc¸as na expressa˜o gene´tica de tecidos afetados por doenc¸as (genes
diferencialmente expressos).
Em um projeto de sequenciamento, primeiramente e´ produzido um grande nu´mero
de SRS (fragmentos de DNA ou RNA), por meio de sequenciadores. Em seguida, elas
sa˜o convertidas para sequeˆncias de caracteres (strings) formadas pelas letras A, C, G
e T ou U, cada uma correspondendo a uma das bases nitrogenadas de DNA ou RNA.
Essa primeira parte do projeto e´ realizada nos laborato´rios de biologia molecular. As
demais fases sa˜o todas realizadas em um laborato´rio de bioinforma´tica, que centraliza o
armazenamento, o gerenciamento e o processamento dos dados gerados pelo projeto.
O sequenciamento pode ser realizado automaticamente por meio de ma´quinas [81],
chamadas sequenciadores automa´ticos, e vem obtendo grandes avanc¸os grac¸as a`s novas
tecnologias desenvolvidas por empresas como Illumina [44], Applied Biosystems [88] e 454
Life Sciences [21].
O sequenciador Illumina utiliza a te´cnica de sequenciamento por s´ıntese, onde uma
base e´ incorporada por vez a` sequeˆncia sendo determinada. No processo de amplificac¸a˜o
do fragmento de DNA original, sa˜o gerados va´rios grupos de sequeˆncias, cada grupo com
aproximadamente 1 milha˜o de co´pias do fragmento original. Com o material gene´tico
amplificado e´ realizado o sequenciamento em si. Nele, atrave´s de reac¸o˜es qu´ımicas, um
nucleot´ıdeo e´ adicionado a cada sequeˆncia por vez, repetidamente, ate´ se chegar a uma
SRS de aproxidamente 32 bases de comprimento. Ao fim, o sequenciamento pode chegar
a gerar mais de 1 bilha˜o de bases sequenciadas [25].
Por outro lado, o sequenciador 454 utiliza a te´cnica de sequenciamento conhecida
como pirosequenciamento. Nesta te´cnica, cada nucleot´ıdeo incorporado a uma fita do
DNA sendo sequenciado, por meio de reac¸o˜es qu´ımicas, libera luz de intensidades dife-
rentes para cada tipo de nucleot´ıdeo. Um sensor e´ utilizado para determinar as bases que
formam o fragmento de DNA sequenciado. O processo de amplificac¸a˜o e sequenciamento
deste sequenciador gera milho˜es de SRS de aproximadamente 250 bases.
Para dar uma amostra do volume de dados obtidos em projetos genoma reais sa˜o
apresentados dois exemplos de estudo:
• Filichkin et al. [31] produziram e trabalharam com aproximadamente 271 milho˜es
de SRS, cada uma delas com 32 pares de bases nitrogenadas, com o objetivo de
identificar splicing alternativos da planta Arabidopsis thaliana. Este organismo pos-
sui um genoma relativamente pequeno, de aproximadamente 120 milho˜es de pares
de bases. Dessa forma, foram produzidos aproximadamente 17,3 GB de dados no
sequenciamento, os quais foram mapeados a mais ou menos 240 MB de dados;
• Sultan et al. [86] tambe´m tinham o objetivo de identificar splicing alternativos, mas
no genoma humano. Para isso, trabalharam com cerca de 15 milho˜es de SRS e os 3
bilho˜es de bases nitrogenadas do genoma humano completo. Isso equivale a mapear
de 960 MB a 6 GB.
Todas as SRS produzidas pelo sequenciamento sa˜o, enta˜o, submetidas a ana´lises reali-
zadas por ferramentas computacionais. Essas ana´lises sa˜o necessa´rias pois os fragmentos
produzidos pelos sequenciadores automa´ticos devem ter sua qualidade verificada (pode
ter havido erros de laborato´rio ou de sequenciamento), ser agrupados se os fragmentos
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forem muito pequenos ou ter identificadas suas func¸o˜es biolo´gicas, entre outras ana´lises.
Ale´m disso, a quantidade de dados a ser tratada torna impeditiva sua ana´lise sem o uso
de computadores.
Dessa maneira, dentro de um projeto genoma as ana´lises computacionais dos dados
obtidos por meio dos sequenciadores automa´ticos sa˜o realizadas em diferentes fases. Para
cada fase, existe um conjunto de ferramentas de bioinforma´tica a ser utilizado. Pore´m,
cada tipo de pesquisa implica numa combinac¸a˜o diferente de ferramentas, ja´ existentes ou
a serem desenvolvidas, de acordo com os objetivos do projeto, e este sistema e´ chamado
de workflow de bioinforma´tica. Isso gera uma complexidade adicional ao projeto, pois
e´ necessa´rio gerenciar uma quantidade razoa´vel de ferramentas, assim comos os dados
utilizados como suas entradas e sa´ıdas.
3.3 Workflows
3.3.1 Conceitos Ba´sicos
Um workflow e´ uma sequeˆncia de passos a serem seguidos para atingir um determinado
objetivo, podendo ser reproduzido de maneira ideˆntica em uma segunda execuc¸a˜o. Ele e´
composto de grupos de dados, fases de ana´lise, fluxos e ferramentas ordenados de maneira
a se atingir o objetivo desejado [38].
Os workflows de bioinforma´tica fazem parte da categoria de workflows cient´ıficos. Esse
grupo caracteriza-se por tentar alcanc¸ar um objetivo cient´ıfico e, normalmente, e´ expresso
em termos de fases de execuc¸a˜o e suas dependeˆncias, com foco principalmente no fluxo
dos dados entre as diferentes fases, ao contra´rio dos workflows de nego´cio, mais focados
nas pol´ıticas e regras de nego´cio [59]. Normalmente, workflows sa˜o projetados de maneira
visual, utilizando ferramentas como diagramas de bloco ou linguagens espec´ıficas. Um
workflow torna-se, assim, uma fonte de conhecimento, como uma “receita” que fornece
informac¸a˜o sobre os meios para automatizar, documentar e reproduzir um processo de
trabalho.
A execuc¸a˜o repetitiva de um grande nu´mero de ferramentas interdependentes, ale´m da
gesta˜o dos dados utilizados e produzidos durante a execuc¸a˜o podem tornar os workflows
excessivamente complexos e dispendiosos, tornando sua execuc¸a˜o manual muito custosa e
sujeita a erros.
Para lidar com este problema foram desenvolvidos os Sistemas de Gerenciamento de
Workflows (Workflows Management Systems - WfMS), cuja func¸a˜o e´ automatizar a exe-
cuc¸a˜o de workflows. Ademais, esses sistemas tambe´m podem oferecer ferramentas de de-
finic¸a˜o e validac¸a˜o de workflows, ale´m de fornecer meios de monitoramento em tempo de
execuc¸a˜o das fases de um workflow [59]. Exemplos de sistemas sa˜o Kepler [2], Taverna [42],
Cyrille2 [30] e Galaxy [38]. Alguns dos requisitos operacionais para tais sistemas sa˜o [60]:
• Alta taxa de processamento: o sistema deve ser capaz de lidar com grandes con-
juntos de dados, complexos workflows para ana´lise de dados e grandes quantidades
de tarefas que necessitam de longos per´ıodos de processamento.
• Facilidade de uso: o sistema deve possuir interfaces gra´ficas bem projetadas que
tornam o workflow fa´cil e intuitivo para usua´rios leigos.
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• Flexibilidade: o sistema deve ser flex´ıvel o suficiente para que ferramentas novas
ou atualizadas sejam inclu´ıdas facilmente.
• Modularidade: o sistema deve possibilitar ao operador acompanhar mudanc¸as nas
bases de dados utilizadas e re-executar somente as partes afetadas do workflow, com
o mı´nimo de redundaˆncia.
• Toleraˆncia a falhas: o sistema deve ser capaz de se recuperar caso recursos falhem,
automaticamente reiniciando a fase na qual ocorreu a falha em outro recurso.
• Reprodutibilidade: o sistema deve ser capaz de reproduzir as fases do workflow,
principalmente atento a` procedeˆncia dos dados utilizados na ana´lise (data prove-
nance).
3.3.2 Workflows em Bioinforma´tica
Um workflow de bioinforma´tica para projetos de sequenciamento de genomas, geralmente,
e´ formado por um subconjunto das seguintes fases: filtragem, mapeamento, montagem e
ana´lise.
A filtragem e´ a fase na qual os arquivos de sa´ıda dos sequenciadores automa´ticos sa˜o
traduzidos para um formato aceito pelos bancos de dados pu´blicos de SRS produzidas
durante os projetos genoma. Esses bancos armazenam e publicam os dados para que
outros cientistas tenham acesso, e para registrar experimentos realizados. O exemplo
mais conhecido e´ o banco de dados do National Center for Biotechnology Information
(NCBI) [66] dos Estados Unidos. La´ esta˜o armazenados dados sobre DNA, RNA, genes,
prote´ınas, entre outros. O banco de dados do NCBI recebe os dados produzidos pelos
sequenciadores automa´ticos em diversos formatos, dentre eles: Sequence Read Archive
(SRA), Standard Flowgram Format (SFF) e FASTQ [32]. O software utilizado nesta fase e´,
normalmente, fornecido pelo fabricante do sequenciador. Mas, como alguns dos formatos
sa˜o padronizados, e´ poss´ıvel a implementac¸a˜o de software de filtragem por terceiros. Um
exemplo e´ a ferramenta Flower [61].
O mapeamento e´ a fase na qual as SRS produzidas pelos sequenciadores automa´ticos,
ja´ em formato padronizado apo´s a fase de filtragem, sa˜o mapeadas a um genoma de
refereˆncia. Esta fase e´ necessa´ria quando sa˜o utilizados os sequenciadores automa´ticos
de alto desempenho. Isso se da´ pois as SRS produzidas por estes sequenciadores sa˜o
geralmente menores que as produzidas no sequenciamento tradicional, o que dificulta a
montagem dos fragmentos na sequeˆncia original. Para resolver este problema, as SRS
sa˜o mapeadas ao genoma de um indiv´ıduo diferente do mesmo organismo ou ao genoma
de um organismo semelhante. Assim, com va´rias SRS mapeadas em uma mesma regia˜o
do genoma de refereˆncia e´ poss´ıvel realizar a montagem da sequeˆncia original utilizando
te´cnicas tradicionais. Ale´m disso, a sa´ıda do pro´prio mapeamento pode ser utilizada
diretamente por va´rias outras ana´lises. Exemplos de ferramentas tipicamente usadas
nesta fase sa˜o Bowtie [52], BWA [54] e RMAP [83].
A montagem e´ a fase na qual as SRS produzidas pelos sequenciadores automa´ticos sa˜o
montadas de forma a reproduzir a sequeˆncia gene´tica original. Para as SRS produzidas
por sequenciadores de alto desempenho, normalmente, sa˜o utilizadas duas te´cnicas. A
primeira e´ mapear as SRS a um genoma de refereˆncia, e depois aplicar a montagem
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utilizando as te´cnicas tradicionais. Outra maneira e´ a chamada montagem de novo, por
meio da qual e´ poss´ıvel montar a sequeˆncia original a partir somente das SRS, sem a
necessidade do uso de um genoma de refereˆncia. Esta montagem pode ser feita por meio
de extenso˜es realizadas nas SRS originais, utilizando tabelas hash para mapear SRS de um
mesmo trecho da sequeˆncia original. Outra te´cnica seria a aplicac¸a˜o dos chamados grafos
de Bruijn, os quais representam sobreposic¸o˜es de SRS. A sa´ıda dessa fase sa˜o arquivos
contendo contigs (um grupo de dois ou mais fragmentos representando um sequeˆncia
obtida), singlets (fragmentos que na˜o puderam ser agrupados) e outros dados auxiliares.
Ferramentas para montagem de SRS produzidas por sequenciadores de alto desempenho
comumente utilizadas sa˜o Velvet [97], SOAPdenovo [56] e ABySS [10].
Finalmente, na fase de ana´lise e´ feito o tratamento das informac¸o˜es obtidas nas fa-
ses anteriores, o qual depende do objetivo do projeto sendo executado. A ana´lise mais
comum realizada nesta fase e´ a anotac¸a˜o, a qual tem como alvo a descoberta das fun-
c¸o˜es biolo´gicas de contigs e singlets produzidas na fase de montagem, ou de regio˜es dos
genomas de refereˆncia que tiveram SRS mapeadas durante a fase de mapeamento. Para
isso, sa˜o usados algoritmos de comparac¸a˜o aproximada de sequeˆncias, ale´m de informa-
c¸o˜es armazenadas em bancos de dados. A ferramenta cla´ssica para executar a anotac¸a˜o
e´ chamada BLAST [3]. Outros tipos de ana´lises tambe´m podem ser feitos, com diferen-
tes objetivos, como descobrir novos genes, identificar RNAs na˜o-codificadores, identificar
genes diferencialmente expressos, entre outros. Algumas das ferramentas deste grupo sa˜o
SOAPsnp [55], TopHat [90], PORTRAIT [6] e HMMER [26].
Como pode ser visto, a depender do objetivo do projeto em execuc¸a˜o, um workflow
espec´ıfico deve ser projetado, com fases, fluxo de dados e ferramentas tambe´m espec´ıfi-
cos. Um primeiro exemplo de workflow e´ formado pelas fases de filtragem, mapeamento,
montagem e ana´lise. Neste caso, durante a ana´lise e´ realizada a anotac¸a˜o. A Figura 3.2
descreve graficamente este workflow.
Outro poss´ıvel workflow e´ constitu´ıdo pelas fases de filtragem, montagem e ana´lise,
como a anotac¸a˜o. Neste caso, as SRS dispon´ıveis no banco de dados apo´s a filtragem
devem ter tamanho suficiente para aplicar uma montagem de novo. A Figura 3.3 mostra
esquematicamente este workflow.
Por fim, ha´ ainda um terceiro poss´ıvel workflow, formado pelas fases de filtragem,
mapeamento e ana´lise, esta podendo ser, por exemplo, a detecc¸a˜o do chamado single
nucleotide polymorphism (SNP), o qual pode indicar uma poss´ıvel mutac¸a˜o gene´tica entre
indiv´ıduos da mesma espe´cie, entre outras coisas. A Figura 3.4 mostra o workflow citado.
3.4 Nuvens Computacionais e Bioinforma´tica
A computac¸a˜o em nuvem tem sido utilizada como alternativa para tratar a grande quan-
tidade de dados produzidos pelos projetos genoma. Alguns motivos sa˜o: capacidade de
oferecer uma infraestrutura computacional flex´ıvel e sob demanda; recursos aparente-
mente ilimitados e que seguem um modelo pay-per-use; e possibilidade de distribuic¸a˜o de
processamento em larga escala.
Essas caracter´ısticas permitem que pesquisadores implementem ferramentas de bioin-
forma´tica que atingem um alto grau de paralelismo de maneira simplificada, acarretando











Figura 3.2: Exemplo de workflow para projetos de sequenciamento genoˆmico para ma´qui-
nas 454.
Filtragem Montagem Análise
Figura 3.3: Exemplo de workflow com utilizac¸a˜o de montagem de novo.
Filtragem Mapeamento Análise
Figura 3.4: Exemplo de workflow com ana´lise feita logo apo´s o mapeamento das SRS.
Uma das tecnologias mais utilizadas para a implementac¸a˜o de ferramentas de bioin-
forma´tica para execuc¸a˜o em ambiente de nuvem computacional e´ o framework Apache
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Hadoop [36], do qual a implementac¸a˜o do modelo MapReduce [23] e o seu sistema de
arquivos distribu´ıdo HDFS sa˜o utilizados como infraestrutura para a distribuic¸a˜o de pro-
cessamento e armazenamento de dados em larga escala.
Uma forma de utilizar o framework e´ construir algoritmos de bioinforma´tica voltados
para o modelo MapReduce. A ferramenta CloudBurst [82] e´ a implementac¸a˜o de um
algoritmo paralelo projetado para o modelo MapReduce com o objetivo de mapear as SRS
a um genoma de refereˆncia. Seu tempo de execuc¸a˜o varia linearmente com o nu´mero de
SRS mapeadas, e quase linearmente com o aumento de processadores utilizados. Ao fazer
o mapemanento de milho˜es de SRS ao genoma humano, a aplicac¸a˜o chega a ser trinta
vezes mais ra´pida se comparada com outras aplicac¸o˜es na˜o distribu´ıdas [52, 83].
A ferramenta CloudBurst utiliza os bem conhecidos algoritmos de send-and-extend
para realizar o mapeamento de SRS para um genoma de refereˆncia. Na fase de map do
modelo MapReduce, o algoritmo da ferramenta encontra poss´ıveis alinhamentos exatos,
as seeds, entre as SRS e os genomas. Em seguida, o modelo preveˆ uma fase chamada
shuﬄe, quando os alinhamentos sa˜o agrupados por seed, isto e´, trechos do genoma com a
mesma seed sa˜o agrupados com SRS que tambe´m possuem a mesma seed. Finalmente, na
fase de reduce, as seeds das SRS sa˜o estendidas realizando comparac¸o˜es com o restante do
trecho do genoma de refereˆncia que foi alinhado na fase de map. O poder da ferramenta se
encontra no fato de que o mapeamento, o agrupamento e a extensa˜o das seeds sa˜o feitas
de maneira paralela em centenas de processadores. A Figura 3.5 descreve graficamente o
algoritmo utilizado pela CloudBurst.
Figura 3.5: Funcionamento do algoritmo CloudBurst [82].
Uma outra forma de utilizar o framework como infraestrutura e´ construir workflows
que sejam formados pelas duas fases do modelo: map e reduce. A construc¸a˜o e´ feita
por meio do modo Streaming, dispon´ıvel no framework. A ferramenta Crossbow [51] e´
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um workflow implementado desta maneira, no qual o Bowtie [51], uma ferramenta de
mapeamento de SRS, executa durante a fase de map, sendo sua sa´ıda processada pelo
SOAPsnp [55], uma ferramenta que identifica SNPs, e executada durante a fase de reduce.
Usando a ferramenta Crossbow, o tempo de execuc¸a˜o do reconhecimento de SNPs entre
um conjunto de aproximadamente 2,6 bilho˜es de SRS e todo o genoma humano como
refereˆncia foi de um pouco mais de 3 horas em um cluster de 320 nu´cleos montado na
infraestrutura da Amazon EC2 [57]. O custo da execuc¸a˜o do experimento foi de menos de
100 do´lares. Durante a execuc¸a˜o do workflow, as SRS sa˜o enviadas como entrada para os
no´s do cluster Hadoop que executara˜o a fase de map. Nesta fase, as SRS sa˜o mapeadas
ao genoma de refereˆncia utilizando a ferramenta Bowtie. Na sequeˆncia, os mapeamentos
sa˜o agrupados por trecho do genoma de refereˆncia, e cada grupo e´ enviado para um no´
que realiza a fase de reduce. Nela, a ferramenta SOAPsnp e´ utilizada para a detecc¸a˜o de
SNPs no trecho do genoma sendo analisado. A Figura 3.6 demonstra o funcionamento da
ferramenta.
Figura 3.6: Funcionamento do pipeline Crossbow [51].
Um outro exemplo de workflow de bioinforma´tica desenvolvido com a tecnologia da
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computac¸a˜o em nuvem e´ a ferramenta Myrna [50]. Ela e´ utilizada para identificar genes
diferencialmente expressos em conjuntos grandes de dados sequenciados. O workflow com-
bina uma fase de mapeamento com uma de ana´lise estat´ıstica, realizada pela ferramenta
R [72], que e´ capaz de analisar mais de 1 bilha˜o de SRS em um pouco mais de uma hora
e meia, utilizando 320 nu´cleos ao custo de aproximadamente 75 do´lares.
Pratt et al. [69] adaptaram um motor de busca de pept´ıdeos chamado X!Tandem
tambe´m para o Hadoop MapReduce. A aplicac¸a˜o resultante, MR-Tandem, executa em
qualquer cluster Hadoop, mas foi projetada especialmente para o Amazon EC2. Para isso,
os pesquisadores modificaram o co´digo C++ do X!Tandem e criaram um script Python
para executa´-lo em clusters Hadoop, por meio tambe´m do modo Streaming.
A computac¸a˜o em nuvem tambe´m foi utilizada recentemente na a´rea de genoˆmica
comparativa. O algoritmo RSD (Reciprocal Smallest Distance), uma composic¸a˜o de di-
versas ferramentas de bioinforma´tica, foi adaptado para ser executado na infraestrutura
da Amazon EC2, obtendo resultados expressivos [93].
Zhang et al. [98] utilizaram a computac¸a˜o em nuvem como ferramenta para ana´lise
de conjuntos de genes. Eles desenvolveram um algoritmo para identificac¸a˜o de biomarca-
dores em conjuntos de genes para ser executado em nuvem. A ferramenta, chamada de
YunBe, esta´ pronta para ser executada na infraestrutura da Amazon. Ela obteve um bom
desempenho em comparac¸a˜o com execuc¸o˜es em desktops e clusters.
Ekanayake et al. [27] portaram duas aplicac¸o˜es de bioinforma´tica — uma de alinha-
mento de duas sequeˆncias Alu e outra para montagem de sequeˆncias expressas (EST) —
para as tecnologias de computac¸a˜o em nuvem Apache Hadoop e Microsoft DryadLINQ.
Eles estudaram o desempenho das duas aplicac¸o˜es nos dois ambientes, comparando com a
implementac¸a˜o tradicional para clusters, que utilizava MPI. Eles tambe´m analisaram como
dados na˜o homogeˆneos afetavam os mecanismos de escalonamento das infraestruturas de
nuvem, comparando seu desempenho em hardware real e virtualizado.
Seguindo o exemplo acima, recentemente outras aplicac¸o˜es de bioinforma´tica foram
portadas para nuvens computacionais [41, 46, 48], e algumas de suas noto´rias caracte-
r´ısticas sa˜o a facilidade de uso, por meio de interfaces web, e eficieˆncia na execuc¸a˜o de
ferramentas que fazem uso intensivo de memo´ria e armazenamento.
Embora utilizem o poder computacional oferecido pela computac¸a˜o em nuvem, as fer-
ramentas acima descritas sa˜o aplicadas para problemas ou ana´lises espec´ıficas, na˜o preten-
dendo ser uma soluc¸a˜o completa e flex´ıvel para a aplicabilidade de workflows complexos
de bioinforma´tica em nuvem. Nessa direc¸a˜o, alguns esforc¸os tem sido realizados para
oferecer uma arquitetura de simples utilizac¸a˜o por parte de pesquisadores que desejam
combinar e executar diferentes aplicac¸o˜es em workflows de bioinforma´tica.
Um exemplo e´ a integrac¸a˜o do Hadoop com a ferramenta de gerenciamento de work-
flows Kepler [2, 94]. Por meio desta integrac¸a˜o e´ poss´ıvel concatenar aplicac¸o˜es Ma-
pReduce com outros tipos de tarefas. No entanto, essa ferramenta oferece somente uma
implementac¸a˜o gene´rica de um tarefa MapReduce, tendo o pesquisador que customiza´-
la de acordo com suas necessidades, tornando o processo de criac¸a˜o de workflows mais
complicado.
Com o intuito de oferecer uma soluc¸a˜o mais completa, Angiuoli et al. [4] apresentaram
a ferramenta CloVR. Ela e´ uma ma´quina virtual que pode ser executada em computadores
pessoais ou em infraestruturas de computac¸a˜o em nuvem, e tambe´m pode ser utilizada
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Figura 3.7: Arquitetura da ferramenta CloVR [4].
tomaticamente pela ma´quina virtual executando locamente. A ma´quina virtual em si
e´ um sistema operacional completo, e nele ja´ esta˜o instaladas diversas ferramentas de
bioinforma´tica para executar os workflows pre´-definidos. Ale´m disso, em ambientes de
computac¸a˜o em nuvem a ferramenta CloVR e´ capaz de criar novas instaˆncias de si mesma
dinamicamente, de acordo com o tamanho do conjunto de dados sendo analisado, como
mostrado na Figura 3.7, que descreve graficamente sua arquitetura. Assim, embora seja
uma ferramenta muito versa´til, ela na˜o permite ao pesquisador customizar workflows, es-
tando ele restrito aos workflows pre´-definidos. Ademais, no que se refere ao ambiente de
computac¸a˜o em nuvem existem algumas limitac¸o˜es. Por exemplo, ao utilizar diferentes
infraestruturas ela na˜o faz uso das mesmas de maneira direta, ou seja, das aplicac¸o˜es e
recursos que porventura ja´ estejam dispon´ıveis em uma determinada instituic¸a˜o. Ao con-
tra´rio, ela necessita que seja poss´ıvel iniciar uma instaˆncia de si mesma na infraestrutura,
caso contra´rio a integrac¸a˜o na˜o e´ poss´ıvel. Por fim, a intenc¸a˜o da ferramenta, pelo menos
em princ´ıpio, e´ de ser uma aplicac¸a˜o para execuc¸a˜o de workflows que e´ capaz de utilizar
recursos das infraestruturas de terceiros, mas na˜o exatamente construir uma federac¸a˜o
com os requisitos que isso acarreta, como indicado na Sec¸a˜o 2.2.
De uma forma mais centralizada, a plataforma Bio-Cloud [8] oferece aplicac¸o˜es de
bioinforma´tica como servic¸o de forma transparente, sem detalhar como sua infraestrutura
e´ utilizada. Ela foi projetada para suportar processamento de larga escala, integrando
diferentes centros computacionais, com desempenho de ate´ 157 Tflops, com 33.3TB de




Neste trabalho e´ proposta a arquitetura BioNimbus [79] para federac¸a˜o de nuvens com-
putacionais h´ıbrida, a qual permite a integrac¸a˜o e o controle de diferentes provedores
de infraestrutura, com suas ferramentas de bioinforma´tica oferecidas como servic¸o, de
maneira transparente, flex´ıvel e tolerante a falhas, com grande capacidade de processa-
mento e armazenamento. Neste contexto, procura-se oferecer a ilusa˜o de que os recursos
computacionais dispon´ıveis sa˜o ilimitados e que as demandas dos usua´rios sempre sera˜o
atendidas.
Para atingir esses objetivos, a arquitetura BioNimbus permite a integrac¸a˜o entre di-
ferentes plataformas de computac¸a˜o em nuvem, o que significa que provedores indepen-
dentes, heterogeˆneos, privados ou pu´blicos de nuvens computacionais podem oferecer seus
servic¸os de bioinforma´tica conjuntamente, mantendo suas caracter´ısticas e pol´ıticas inter-
nas.
Na Sec¸a˜o 4.1 e´ apresentada uma visa˜o gera da arquitetura proposta e na Sec¸a˜o 4.2
cada componente da arquitetura e´ descrito mais detalhadamente. Em seguida, na Sec¸a˜o
4.3 sa˜o apresentados os casos de uso previstos para a arquitetura, com um detalhamento
da interac¸a˜o entre seus componentes para que cada caso de uso seja atendido. Por fim,
na Sec¸a˜o 4.4 e´ apresentada uma discussa˜o sobre como a arquitetura BioNimbus atende
os requisitos de uma federac¸a˜o de nuvens, ale´m de uma breve comparac¸a˜o com outras
arquiteturas propostas.
4.1 Visa˜o Geral
Todos os componentes da arquitetura BioNimbus e suas respectivas funcionalidades esta˜o
bem definidos e divididos, o que permite simplicidade e eficieˆncia quando novos provedores
de nuvens desejarem ser inclu´ıdos na federac¸a˜o criada, como mostra a Figura 4.1. Outra
caracter´ıstica importante e´ que a comunicac¸a˜o entre esses componentes e´ realizada por
meio de uma rede Peer-to-Peer (P2P) [85].
Para que seja poss´ıvel a integrac¸a˜o de um provedor de nuvem computacional na fe-
derac¸a˜o, um servic¸o plug-in de integrac¸~ao e´ utilizado para realizar a comunicac¸a˜o
entre o provedor e os servic¸os controladores da federac¸a˜o, mapeando as requisic¸o˜es feitas
no padra˜o da federac¸a˜o para o formato de requisic¸a˜o espec´ıfico daquele provedor. Ale´m
disso, o plug-in e´ responsa´vel por coletar informac¸o˜es sobre os recursos computacionais
dispon´ıveis e quais ferramentas de bioinforma´tica sa˜o oferecidas para utilizac¸a˜o por parte
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Figura 4.1: BioNimbus: uma arquitetura de federac¸a˜o de nuvens computacionais para
aplicac¸o˜es de bioinforma´tica.
do usua´rios da federac¸a˜o. A utilizac¸a˜o desses plug-ins torna a arquitetura flex´ıvel para a
integrac¸a˜o dos mais diferentes tipos de infraestruturas de nuvem computacional.
Os servic¸os controladores citados acima fazem parte do nu´cleo da arquitetura BioNim-
bus, os quais sa˜o:
• Discovery Service : coleta dados sobre as diferentes nuvens computacionais fe-
deradas pela arquitetura, como recursos dispon´ıveis e ferramentas oferecidas como
servic¸o;
• Scheduling Service : escalona, inicializa, acompanha e finaliza execuc¸o˜es das fer-
ramentas de bioinforma´tica;
• Storage Service : coordena a estrate´gia de armazenamento de arquivos consumidos
e produzidos pelas ferramentas executadas;
• Fault Tolerance Service : acompanha os membros da rede P2P onde executam
esses servic¸os controladores, bem como aqueles que coordenam as infraestruturas
federadas, de maneira que seja poss´ıvel recuperar os servic¸os ou requisic¸o˜es de exe-
cuc¸a˜o de ferramentas em caso de falha.
• Monitoring Service : registra, monitora e armazena dados sobre carga das nuvens
da federac¸a˜o e sobre histo´rico de execuc¸a˜o de aplicac¸o˜es;
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• Security Service : gerencia a pol´ıtica de acesso a` federac¸a˜o e as credenciais de
acesso dos usua´rios a cada uma das nuvens.
A integrac¸a˜o desses servic¸os na arquitetura e´ feita por meio de uma interface que
pode ser usada para adicionar novas e na˜o previstas funcionalidades a` arquitetura, sem
impactar em seu funcionamento, e aumentando sua flexibilidade. Esta interface exige que
sejam implementadas func¸o˜es operacionais do servic¸o, como inicializac¸a˜o, atualizac¸a˜o de
estado e finalizac¸a˜o do servic¸o, bem como oferece a sinalizac¸a˜o de eventos na rede P2P.
Por u´ltimo, esta˜o as funcionalidades de interac¸a˜o com os usua´rios. Para executar apli-
cac¸o˜es ou montar workflows de bioinforma´tica, a arquitetura preveˆ que existam interfaces
web, linhas de comando ou outras formas mais complexas de interac¸a˜o, como sistemas
gerenciadores de workflows, ou WfMS [38, 42].
Toda a comunicac¸a˜o entre os componentes da arquitetura, ou seja, servic¸os plug-in,
servic¸os controladores e aplicac¸o˜es de interac¸a˜o com o usua´rio, e´ realizada por meio de
uma rede P2P. Cada componente envia suas requisic¸o˜es como pares de mensagens de
requisic¸a˜o (request) e resposta (reply), definidas para cada tipo de requisic¸a˜o prevista
pela arquitetura.
Ale´m dos componentes indicados acima, a arquitetura tambe´m define algumas classes
de informac¸a˜o que sa˜o trocadas entre eles, para que sirvam de refereˆncia para as imple-
mentac¸o˜es. As classes de informac¸a˜o sa˜o:
• PeerInfo: informac¸o˜es referentes a um peer. Um peer e´ um membro da rede P2P.
Exemplo: identificador u´nico, enderec¸o de rede, lateˆncia de rede e tempo na rede;
• PluginInfo: informac¸o˜es referentes a um plug-in de integrac¸a˜o, ja´ definido nesta
sec¸a˜o. Exemplo: dados da classe PeerInfo que descrevem o peer onde o plug-in
executa, nu´mero total de CPUs, nu´mero de CPUs livres, tamanho total de armaze-
namento de dados e tamanho de armazenamento livre;
• ServiceInfo: informac¸o˜es referentes a um servic¸o oferecido por um provedor de
nuvem computacional que faz parte da federac¸a˜o. Um servic¸o para a arquitetura
BioNimbus e´ uma ferramenta de bioinforma´tica. Exemplo: identificador u´nico,
nome da ferramenta, paraˆmetros de configurac¸a˜o, arquivos de entrada e arquivos de
sa´ıda;
• JobInfo: informac¸o˜es referentes a um job. Um job e´ uma requisic¸a˜o de execuc¸a˜o
de um servic¸o na federac¸a˜o. Exemplo: identificador u´nico, identificador do servic¸o
solicitado e argumentos para o servic¸o;
• TaskInfo: informac¸o˜es referentes a uma task. Uma task e´ uma instaˆncia de um
job. Representa uma execuc¸a˜o de um job em algum plug-in de integrac¸a˜o. Essa
diferenciac¸a˜o entre job e task e´ importante para que seja poss´ıvel, por exemplo, haver
execuc¸o˜es paralelas de um mesmo job em infraestruturas diferentes da federac¸a˜o.
Exemplo: identificador u´nico, as informac¸o˜es da classe JobInfo correspondente, a
PluginInfo do local de execuc¸a˜o e seu estado de execuc¸a˜o na infraestrutura, os quais
podem ser “EM ESPERA”, “EM EXECUC¸A˜O” e “FINALIZADO”
• FileInfo: informac¸o˜es referentes a um arquivo armazenado na federac¸a˜o. Exemplo:
identificador u´nico, nome e tamanho do arquivo;
30
• PluginFileInfo: informac¸o˜es referentes a uma instaˆncia de um arquivo. Um ar-
quivo pode conter mais de uma instaˆncia ser for implementada a replicac¸a˜o de
arquivos em diferentes infraestruturas da federac¸a˜o. Exemplo: identificador u´nico,
sua FileInfo e a PluginInfo do local de armazenamento.
A seguir, cada grupo de componentes, com suas funcionalidades e mensagens definidas
pela arquitetura BioNimbus, e´ descrito mais detalhadamente.
4.2 Descric¸a˜o dos Componentes
4.2.1 Plug-in de Integrac¸a˜o das Nuvens Computacionais
Os plug-in de integrac¸a˜o tem como objetivo ser a interface de comunicac¸a˜o entre o seu
respectivo provedor de servic¸o e os demais componentes da arquitetura BioNimbus, e
tambe´m entre ele e os demais provedores federados. Para que a comunicac¸a˜o seja feita com
sucesso, o plug-in precisa mapear as requisic¸o˜es vindas dos componentes da arquitetura
para ac¸o˜es correspondentes a serem realizadas na infraestrutura do provedor de servic¸o.
Por isso, para cada tipo de infraestrutura e´ preciso haver uma implementac¸a˜o diferente
do plug-in.
O plug-in necessita tratar treˆs tipos de requisic¸a˜o: informac¸o˜es sobre a infraestru-
tura do provedor de servic¸o, gerenciamento de tarefas e transfereˆncias de arquivos. Para
informac¸o˜es sobre o provedor, existe um par de mensagens:
• InfoReq: requisic¸a˜o de informac¸o˜es sobre a a infraestrutura do provedor para o
plug-in de integrac¸a˜o. Ela na˜o possui nenhum conteu´do adicional;
• InfoReply: resposta do plug-in de integrac¸a˜o com informac¸o˜es sobre a infraestru-
tura do provedor, ou seja, da classe PluginInfo.
Para as requisic¸o˜es de gerenciamento de tarefas, existem treˆs pares de mensagens. O
primeiro refere-se ao in´ıcio de uma task na infraestrutura do provedor:
• TaskStartReq: requisic¸a˜o de in´ıcio da execuc¸a˜o (task) de um servic¸o na infraestru-
tura do provedor. O conteu´do da mensagem e´ constitu´ıdo de informac¸o˜es sobre o
job do usua´rio, ou seja, da classe JobInfo;
• TaskStartReply: resposta do plug-in de integrac¸a˜o enviada apo´s o in´ıcio da exe-
cuc¸a˜o da task na infraestrutura do provedor. Seu conteu´do e´ formado por dados
sobre a task, ou seja, da classe TaskInfo, mais os dados sobre o job (JobInfo) que
estavam contidos na requisic¸a˜o.
O segundo par de mensagens se refere a consultas de estado de execuc¸a˜o de tasks
executando nas infraestruturas dos provedores:
• TaskStatusReq: requisic¸a˜o de informac¸o˜es sobre o estado de execuc¸a˜o de uma task.
Deve conter, pelo menos, seu identificador u´nico;
• TaskStatusReply: resposta do plug-in de integrac¸a˜o sobre o estado atual da task,
ou seja, dados da classe TaskInfo.
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O u´ltimo par de mensagens sobre gerenciamento de tarefas refere-se ao cancelamento
da execuc¸a˜o de tasks na infraestrutura do provedor:
• TaskCancelReq: requisic¸a˜o de cancelamento de execuc¸a˜o de uma task. Deve conter,
pelo menos, seu identificador u´nico;
• TaskCancelReply: resposta do plug-in de integrac¸a˜o confirmando o cancelamento
da execuc¸a˜o. Conte´m dados da classe TaskInfo sobre a task cancelada.
Adicionalmente a`s mensagens detalhadas acima, referentes ao gerenciamento de tare-
fas, o plug-in de integrac¸a˜o deve enviar uma mensagem do tipo TaskEnd para o Scheduling
Service para que este atualize o estado de execuc¸a˜o desta tarefa para o estado de finali-
zada. Essa mensagem sera´ detalhada quando o Scheduling Service for descrito na Sec¸a˜o
4.2.2.
Finalmente, para as requisic¸o˜es de transfereˆncias de arquivos existem tambe´m treˆs
pares de mensagens. O primeiro deles refere-se a` preparac¸a˜o que deve haver na infraes-
tutura do provedor antes que seja poss´ıvel ao usua´rio efetivamente baixar um arquivo.
Essa preparac¸a˜o pode ser necessa´ria caso, por exemplo, o arquivo esteja armazenado em
um sistema de arquivos ou banco de dados na˜o acess´ıvel diretamente no momento do
download. As mensagens sa˜o:
• FilePrepReq: requisic¸a˜o de preparac¸a˜o para futuro download de um arquivo locali-
zado na infraestrutura do provedor. Deve conter dados da classe PluginFileInfo;
• FilePrepReply: resposta do plug-in de integrac¸a˜o sinalizando o fim da prepara-
c¸a˜o para o futuro download indicado pela requisic¸a˜o. Deve conter dados da classe
PluginFileInfo.
O segundo par de mensagens para transfereˆncias de arquivos e´ usado quando se deseja
realizar efetivamente o download de um arquivo:
• FileGetReq: requisic¸a˜o de download de um arquivo localizado na infraestrutura de
um provedor. Deve conter dados da classe PluginFileInfo;
• FileGetReply: resposta do plug-in de integrac¸a˜o sinalizando o fim do envio de
arquivo para quem fez a requisic¸a˜o. Deve conter pelo menos o identificador do
arquivo.
Por u´ltimo, e´ descrito o par de mensagens para realizar um upload de arquivo na
federac¸a˜o:
• FilePutReq: requisic¸a˜o de upload de um arquivo para a infraestrutura de um pro-
vedor. Deve conter dados da classe FileInfo e o pro´prio conteu´do do arquivo
enviado;
• FilePutReply: resposta do plug-in de integrac¸a˜o enviada ao peer que realizou o
upload, enviada apo´s a gravac¸a˜o efetiva do arquivo na infraestrutura do provedor,
que pode ser um banco de dados, um sistema de arquivos distribu´ıdo, etc.
Adicionalmente a`s mensagens detalhadas acima, referentes a` transfereˆncia de arquivos,
o plug-in de integrac¸a˜o deve enviar uma mensagem do tipo StoreAck para o Storage
Service para que este atualize sua tabela de arquivos. Essa mensagem sera´ detalhada
quando o Storage Service for descrito na Sec¸a˜o 4.2.2.
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4.2.2 Servic¸os Controladores da Federac¸a˜o (Nu´cleo)
O chamado nu´cleo da arquitetura BioNimbus e´ responsa´vel por gerenciar a federac¸a˜o
de nuvens computacionais. Entre suas func¸o˜es esta˜o o descobrimento de provedores e
recursos, o escalonamento e o acompanhamento das execuc¸o˜es de tarefas, e a estrate´gia
de armazenamento de arquivos. Para cada poss´ıvel func¸a˜o de gerenciamento necessa´ria,
um servic¸o controlador pode ser adicionado a` arquitetura.
Inicialmente, sa˜o propostos seis servic¸os principais: Discovery Service, Security Ser-
vice, Monitoring Service, Scheduling Service, Storage Service e Fault Tolerance Service.
Ale´m disso, sa˜o propostos dois controladores: Job Controller e SLA Controller. Para
exercer suas funcionalidades, os servic¸os e os controladores tambe´m interagem com os
demais componentes da arquitetura por meio de mensagens enviadas pela rede P2P.
Abaixo, segue uma descric¸a˜o mais detalhada de quais sa˜o as func¸o˜es de cada servic¸o
controlador proposto, e quais tipos de mensagens sa˜o usados para a interac¸a˜o com os
demais componentes da arquitetura.
Discovery Service
O Discovery Service e´ responsa´vel por identificar os provedores de servic¸o que fazem
parte da federac¸a˜o de nuvens computacionais, e consolidar as informac¸o˜es sobre capaci-
dade de armazenamento e processamento, assim como quais ferramentas de bioinforma´tica
esta˜o sendo oferecidas pelo provedor como servic¸o, com detalhes sobre paraˆmetros de exe-
cuc¸a˜o e arquivos de entrada e sa´ıda.
O Discovery Service, para realizar sua func¸a˜o, primeiramente envia mensagens do tipo
InfoReq por meio da rede P2P. Essas mensagens, como descrito na Subsec¸a˜o 4.2.1, sa˜o
tratadas pelos servic¸os plug-ins dos provedores. As respostas, mensagens do tipo InfoRe-
ply, conteˆm todos os dados referentes a` infraestrutura e a`s ferramentas de bioinforma´tica
dispon´ıveis.
Com relac¸a˜o a` entrada de um provedor na federac¸a˜o constru´ıda pela arquitetura Bio-
Nimbus, a priori, qualquer integrante (peer) da rede P2P pode responder a`s mensagens
InfoReq enviadas pelo Discovery Service, oferecendo recursos computacionais e aplicac¸o˜es
de bioinforma´tica como servic¸o. Entretanto, por questo˜es de controle e de seguranc¸a, a
permissa˜o para fazer parte da federac¸a˜o como provedor de servic¸os deve ser verificada
com a ajuda do Security Service sempre que qualquer informac¸a˜o sobre um novo provedor
chegar ao Discovery Service.
Para consolidar os dados sobre as nuvens federadas, o Discovery Service deve manter
uma estrutura de dados e, para cada nova resposta vinda dos plug-ins dos servidores,
estes dados sa˜o incrementados ou atualizados. Ale´m disso, o servic¸o deve ter uma pol´ıtica
de expirac¸a˜o de provedores, removendo de sua estrutura de dados aqueles que na˜o fac¸am
mais parte da federac¸a˜o.
Finalmente, tendo realizado a consolidac¸a˜o das informac¸o˜es sobre o estado atual da
federac¸a˜o de nuvens, o Discovery Service e´ capaz de atender a`s requisic¸o˜es enviadas pelos
demais componentes da arquitetura que sa˜o de sua responsabilidade. Essas requisic¸o˜es
formam um par de mensagens, as quais sa˜o:
• CloudReq: requisic¸a˜o de informac¸o˜es sobre o estado atual da federac¸a˜o de nuvens.
Ela na˜o possui nenhum conteu´do adicional;
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• CloudReply: resposta do Discovery Service com uma colec¸a˜o de dados da classe
PluginInfo que representa a consolidac¸a˜o dos dados coletados pelo servic¸o ate´ o
momento, indicando os provedores integrantes da federac¸a˜o.
Com a descric¸a˜o acima, e´ poss´ıvel perceber que um mecanismo de descoberta de recur-
sos eficiente exerce um importante papel em uma federac¸a˜o de nuvens, pois a informac¸a˜o
coletada por esse servic¸o e´ essencial para o funcionamento adequado de todos os demais
servic¸os. De acordo com Oppenheimer et al. [67], em sistemas distribu´ıdos de larga es-
cala federados, uma infraestrutura de descoberta de recursos deve atender os seguintes
requisitos chave:
• Ser escala´vel ao ponto de conseguir lidar com milhares de ma´quinas sem ficar indis-
pon´ıvel ou perder desempenho;
• Ser capaz de lidar tanto com recursos esta´ticos quanto dinaˆmicos; e
• Ser flex´ıvel o suficiente de forma que requisic¸o˜es possam ser estendidas com o intuito
de lidar com diferentes tipos de recursos.
Poss´ıveis implementac¸o˜es de um servic¸o de descoberta de recursos poderiam usar abor-
dagens centralizadas ou hiera´rquicas. Pore´m, elas sa˜o conhecidas por possu´ırem se´rias
limitac¸o˜es de escalabilidade, toleraˆncia a falhas e sobrecarga de rede [74]. Para a arquite-
tura BioNimbus, recomenda-se nas implementac¸o˜es que o Discovery Service seja descen-
tralizado, e que utilize uma estrutura de dados distribu´ıda, como uma Distributed Hash
Table (DHT) [7], com o intuito de alcanc¸ar baixos custos de gerenciamento da informac¸a˜o
e de sobrecarga de rede, busca eficiente de recursos e alta toleraˆncia a falhas. Para o
tratamento das informac¸o˜es sobre recursos, aconselha-se o uso de formatos serializa´veis
e extens´ıveis como o formato JSON [22]. Desta maneira, sera´ poss´ıvel para a federac¸a˜o
lidar com diferentes tipos de informac¸o˜es com o menor impacto poss´ıvel.
Job Controller
O Job Controller faz a ligac¸a˜o entre o nu´cleo da arquitetura e a camada de aplicac¸o˜es
de interac¸a˜o com o usua´rio. Uma de suas atribuic¸o˜es e´ realizar o controle de acesso dos
usua´rios que tentam acessar a federac¸a˜o para realizar pedidos de execuc¸a˜o. Para fazer
a verificac¸a˜o de credenciais, o controlador acessa o Security Service. Ale´m disso, o Job
Controller e´ responsa´vel por gerenciar os pedidos dos va´rios usua´rios, de forma a fazer o
controle por usua´rio, e manter os resultados para posterior consulta.
Security Service
Uma federac¸a˜o de nuvens computacionais, ao implementar um servic¸o de seguranc¸a, pre-
cisa considerar as pol´ıticas de cada provedor de servic¸o individualmente sem, contudo,
criar uma interdependeˆncia entre elas. Este e´ um dos principais requisitos do Security
Service. Ale´m disso, ele deve criar contextos de seguranc¸a entre usua´rios e provedores de
servic¸o, e estabelecer pol´ıticas de controle de acesso para que um membro da rede P2P
fac¸a parte da federac¸a˜o de nuvens como provedor.
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A criac¸a˜o de um contexto de seguranc¸a possui requisitos divididos em treˆs to´picos
principais: autenticac¸a˜o, autorizac¸a˜o e confidencialidade. Para a arquitetura BioNimbus,
e´ proposta a utilizac¸a˜o de protocolos e algoritmos padra˜o, muito utilizados em ambientes
de computac¸a˜o em nuvem.
Devido a` natureza descentralizada de uma federac¸a˜o de nuvens computacionais, a
autenticac¸a˜o na˜o deve seguir uma abordagem centralizada, pois impo˜e limites para a
escalabilidade da federac¸a˜o e cria interdependeˆncia entre provedores. Uma alternativa
mais robusta para esse ambiente e´ a utilizac¸a˜o de um protocolo Single Sign-On (SS0) [68]
de forma que na˜o seja necessa´ria uma autoridade central responsa´vel pela autenticac¸a˜o
de usua´rios. Esta te´cnica evita pontos u´nicos de falha e permite maior escalabilidade no
nu´mero de usua´rios. Um exemplo de mecanismo SSO e´ o padra˜o OpenID [75]. Ele tem sido
extensivamente usado por empresas e instituic¸o˜es acadeˆmicas pelo mundo, principalmente
no ambiente de computac¸a˜o em nuvem. O OpenID permite que cada s´ıtio (exemplo,
uma nuvem) fornec¸a um mecanismo de autenticac¸a˜o para seus usua´rios e haja como um
provedor de credenciais. Uma vez que o usua´rio esta´ autenticado em um provedor, suas
credenciais podem ser validadas por meio do protocolo OAuth [9] por outros provedores,
sem expor dados sobre a conta do usua´rio e sem a necessidade de uma autenticac¸a˜o
espec´ıfica para cada provedor.
No que se refere a` autorizac¸a˜o, ela e´ implementada por meio de listas de controle
de acesso (ACL) [89] fornecidas por cada provedor de servic¸o. Uma ACL especifica quem
pode ter acesso a um determinado recurso, como um direto´rio de um sistema de arquivo
ou uma aplicac¸a˜o de bioinforma´tica. Portanto, cada provedor e´ capaz de determinar
padro˜es de acesso, mantendo o controle de seus recursos sem criar interdepedeˆncia entre
provedores.
Por fim, para atender o requisito de confidencialidade, o sigilo deve estar princi-
palmente na troca de informac¸o˜es entre os membros da federac¸a˜o, os componentes con-
troladores da arquitetura e os usua´rios. Ele pode ser implementado por meio do uso de
conexo˜es SSL/TLS [87], por exemplo. A arquitetura BioNimbus na˜o obriga a utilizac¸a˜o
de conexo˜es criptografadas, mas elas podem ser utilizadas sem impacto algum. Basta que
cada membro da federac¸a˜o fornec¸a certificados para a negociac¸a˜o dos canais seguros.
SLA Controller
De acordo com Wu & Buyya [95], um Service-level Agreement (SLA) e´ um contrato formal
entre provedores de servic¸o e consumidores para garantir que as expectativas de qualidade
de servic¸o do usua´rio sejam atingidas. Na arquitetura BioNimbus, o SLA Controller e´
responsa´vel por implementar o chamado ciclo de vida de SLA, o qual possui seis passos:
descoberta de provedores de servic¸o, definic¸a˜o de SLA, estabelecimento do acordo, mo-
nitoramento de violac¸a˜o do acordo, terminac¸a˜o de acordo e aplicac¸a˜o de penalidades por
violac¸a˜o.
Para identificar paraˆmetros de acordo, sa˜o usados os chamados templates. Um template
de SLA representa, entre outras coisas, os paraˆmetros de QoS (Quality-of-Service) que um
usua´rio negociou com a arquitetura. Ele preenche esse template por meio da camada de
interac¸a˜o com o usua´rio com os valores necessa´rios, os quais podem descrever requisitos
funcionais — como nu´mero nu´cleos de CPU, frequeˆncia de CPU, tamanho de memo´ria,
versa˜o mı´nima de aplicac¸o˜es ou tamanho de armazenamento — e na˜o funcionais — como
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tempo de resposta, custo a pagar, taxa de transfereˆncia de arquivos, disponibilidade ou
tempo ma´ximo de execuc¸a˜o.
O SLA Controller tem a responsabilidade de investigar se os requisitos especificados no
template preenchido pelo usua´rio podem ser suportados pela federac¸a˜o de nuvens naquele
dado momento. Para tomar essa decisa˜o, o controlador utiliza os dados de SLA informados
pelo plug-in de integrac¸a˜o de cada provedor. Para cada pedido de execuc¸a˜o feito pelo
usua´rio para a arquitetura BioNimbus, a negociac¸a˜o de SLA procede da seguinte forma:
1. O usua´rio faz seu pedido com um template preenchido com os paraˆmetros de SLA
desejados a` arquitetura;
2. O SLA Controller cria uma sessa˜o de negociac¸a˜o, se ela ainda na˜o existe, e repassa o
pedido de execuc¸a˜o para o Monitoring Service com os requisitos mı´nimos extra´ıdos
do template;
3. O servic¸o requisita enta˜o um escalonamento para o Scheduling Service dado aqueles
paraˆmetros e aguarda sucesso ou falha;
4. Em caso de falha, o processo e´ reiniciado com um novo template SLA ate´ que se
chegue a um acordo.
Apo´s a negociac¸a˜o de um acordo ter obtido sucesso, o SLA Controller mante´m a ses-
sa˜o do acordo por meio de um identificador u´nico, retornando-o para o Job Controller,
que inclui essa informac¸a˜o na sessa˜o do usua´rio. Com o pedido do usua´rio em execu-
c¸a˜o, e´ preciso acompanha´-lo de forma que o acordo na˜o seja violado. Essa e´ uma das
responsabilidade do Monitoring Service.
Monitoring Service
Este servic¸o recebe pedidos de execuc¸a˜o de aplicac¸o˜es (jobs) vindos do Job Controller,
verifica se a aplicac¸a˜o requisitada esta´ dispon´ıvel em algum provedor de servic¸o e envia
o pedido para o Scheduling Service. Apo´s o envio, o servic¸o monitora a federac¸a˜o para
garantir que todos os pedidos foram devidamente atendidos e executados. Ao fim da
execuc¸a˜o de um job, o servic¸o informa o Job Controller do sucesso ou na˜o da execuc¸a˜o.
Os tipos de mensagens enviadas pelos demais componentes da arquitetura BioNimbus
que devem ser respondidas pelo Monitoring Service esta˜o relacionados com o acompanha-
mento do estado de jobs. Sa˜o definidos treˆs pares de mensagens. O primeiro par trata da
submissa˜o de jobs para serem executados na federac¸a˜o de nuvens:
• JobStartReq: requisic¸a˜o de submissa˜o de jobs a serem executados na federac¸a˜o.
Deve conter uma colec¸a˜o de dados da classe JobInfo que indica os servic¸os, com
seus paraˆmetros, que o usua´rio deseja que sejam executados;
• JobStartReply: resposta do Monitoring Service indicando o sucesso na submissa˜o
dos jobs. Possui as informac¸o˜es contidas na requisic¸a˜o com dados atualizados, como
identificador u´nico de cada job e seu estado atual.
O segundo par de mensagens se refere ao acompanhamento do estado do job na fede-
rac¸a˜o de nuvens:
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• JobStatusReq: requisic¸a˜o de informac¸o˜es sobre o estado de um determinado job na
federac¸a˜o. Deve conter pelo menos seu identificador u´nico;
• JobStatusReply: resposta do Monitoring Service sobre o estado atual do job, com
dados da classe JobInfo.
Relacionada ao par de mensagens acima descrito esta´ a mensagem TaskEnd. Ela e´
enviada pelo plug-in de integrac¸a˜o quando uma task finalizar sua execuc¸a˜o. Sua definic¸a˜o
e´:
• TaskEnd: notificac¸a˜o sobre a finalizac¸a˜o de execuc¸a˜o de uma task. Deve conter
dados da classe TaskInfo, como identificador e arquivos de sa´ıda.
O u´ltimo par de mensagens sobre o gerenciamento de jobs refere-se ao cancelamento
da submissa˜o de um job na federac¸a˜o de nuvens:
• JobCancelReq: requisic¸a˜o de cancelamento de submissa˜o de um job na federac¸a˜o.
Deve conter pelo menos seu identificador u´nico;
• JobCancelReply: resposta do Monitoring Service confirmando o cancelamento da
submissa˜o. Conte´m dados da classe JobInfo sobre o job cancelado.
Para realizar o monitoramento de todos os pedidos, o Monitoring Service envia mensa-
gens do tipo TaskStatusReq periodicamente para os plug-ins de integrac¸a˜o dos provedores
de servic¸o para obter informac¸o˜es sobre o estado de execuc¸a˜o das tarefas (tasks) correspon-
dentes aos pedidos (jobs). Desta forma, ele consegue verificar se uma execuc¸a˜o e´ finalizada
com sucesso e sem violar os paraˆmetros de SLA acordados com o usua´rio correspondente.
Para conseguir realizar as atividades descritas acima, o Monitoring Service deve ser
capaz de coletar informac¸o˜es sobre alocac¸a˜o de recursos e sobre execuc¸a˜o de tarefas, in-
formac¸o˜es estas que dependem do tipo de aplicac¸a˜o sendo executada [28]. Portanto, e´
necessa´rio que sejam estabelecidos alguns crite´rios sobre a frequeˆncia em que os dados
sa˜o obtidos e seus correspondentes formatos. Isso para atender os requisitos de confiabi-
lidade dos dados de monitoramento e de flexibilidade com relac¸a˜o aos dados das variadas
aplicac¸o˜es poss´ıveis.
Para a arquitetura BioNimbus, e´ previsto que as implementac¸o˜es enviem na˜o so´ a
intervalos regulares as mensagens de coleta de dados para os membros da federac¸a˜o reco-
nhecidos como provedores, mas tambe´m sempre que a necessidade por dados atuais seja
cr´ıtica. Para que essas coletas de dados tenham o menor consumo poss´ıvel de banda de
rede, e´ sugerido o uso de timestamps lo´gicos para cada tipo de informac¸a˜o, indicando
a ”versa˜o”atual daquela informac¸a˜o, de forma que apenas dados modificados trafeguem
entre os plug-ins e o Monitoring Service. Para atender o requisito de flexibilidade, a
exemplo do Discovery Service, podem ser utilizados formatos como o JSON para troca de
informac¸o˜es.
Ademais, para uma federac¸a˜o de nuvens, o Monitoring Service deve possuir outras
caracter´ısticas, como [19]:
• Escalabilidade, para lidar com um grande nu´mero de recursos e tarefas a serem
monitoradas;
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• Elasticidade, para lidar com adic¸o˜es e remoc¸o˜es frequentes de recursos e servic¸os de
maneira transparente; e obviamente
• Federac¸a˜o, para lidar com a entrada e sa´ıda de provedores de maneira flex´ıvel.
Para atender esses requisitos, e´ proposto o uso de uma infraestrutura de indexac¸a˜o
de recursos descentralizada, que poderia ser a mesma DHT dispon´ıvel para o Discovery
Service.
Scheduling Service
O Scheduling Service recebe os pedidos de execuc¸a˜o de tarefas — na arquitetura Bio-
Nimbus sa˜o chamados de jobs — e distribui dinamicamente as instaˆncias desses pedidos
— chamadas de tasks — entre os provedores de servic¸o que fazem parte da federac¸a˜o,
mantendo um registro das execuc¸o˜es escalonadas, controlando a carga em cada provedor,
e redistribuindo as execuc¸o˜es quando recursos esta˜o sobrecarregados.
Antes do job ser distribu´ıdo a um provedor por meio da mensagem TaskStartReq para
se tornar efetivamente uma tarefa em execuc¸a˜o (task), ele e´ escalonado de acordo com
uma pol´ıtica configurada. Cada pol´ıtica deve implementar a seguinte interface:
Map<JobInfo, PluginInfo> schedule(List<JobInfo> jobsList);
Dessa maneira, cada pol´ıtica recebe uma lista de jobs a serem escalonados e retorna
um mapeamento dos jobs aos plug-ins para onde devem ser enviados para execuc¸a˜o. Para
realizar esta tarefa, as pol´ıticas tem acesso a`s informac¸o˜es obtidas pelo Discovery Service.
Para isso, o Scheduling Service envia mensagens do tipo CloudReq, recebendo a resposta
em uma mensagem do tipo CloudReply. As pol´ıticas tambe´m precisam levar em conta os
paraˆmetros de SLA negociados com o usua´rio que solicitou a execuc¸a˜o. Essas informac¸o˜es
sa˜o enviadas pelo Monitoring Service juntamente com o pedido (job).
Ale´m de receber jobs e escalona´-los, juntamente com sua func¸a˜o de acompanhar seu
estado de execuc¸a˜o, realizada por meio do envio de mensagens do tipo TaskStatusReq, o
Scheduling Service e´ responsa´vel por verificar se um determinado job esta´ ha´ muito tempo
aguardando, o que pode indicar um provedor sobrecarregado ou com poucos recursos.
Nesses casos, ele podera´ enviar mensagens de cancelamento (TaskCancelReq) para o atual
provedor do job e escalona´-lo novamente.
O Scheduling Service aguarda por mensagens de escalonamento originadas no Mo-
nitoring Service e envia uma mensagem de resposta, com dados sobre o resultado do
escalonamento. Essas mensagens sa˜o:
• JobSchedReq: requisic¸a˜o de escalonamento de jobs na federac¸a˜o. Deve conter uma
colec¸a˜o de dados da classe JobInfo que indica quais servic¸os foram requisitados e
seus paraˆmetros, juntamente com os dados de SLA negociados com o usua´rio;
• JobSchedReply: resposta do Scheduling Service indicando o resultado do escalo-
namento. Ale´m do identificador do job escalonado, possui informac¸o˜es da classe
PluginInfo indicando os dados do provedor selecionado.
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Storage Service
O Storage Service e´ responsa´vel por coordenar a estrate´gia de armazenamento dos
arquivos a serem consumidos ou produzidos pelas tarefas executadas na arquitetura Bi-
oNimbus, decidindo sobre a distribuic¸a˜o e replicac¸a˜o dos arquivos entre os diferentes
provedores.
Para realizar essa func¸a˜o, primeiramente, o Storage Service tem acesso a`s informac¸o˜es
sobre a federac¸a˜o enviando ao Discovery Service mensagens do tipo CloudReq. Com isso,
o servic¸o sabera´ as condic¸o˜es atuais de armazenamento de cada um dos provedores que
fazem parte da federac¸a˜o.
Quando um pedido de armazenamento de arquivo for feito, a decisa˜o do local para
onde efetivamente sera´ feito o upload do arquivo e´ realizada pela estrate´gia configurada
por meio da seguinte interface:
PluginInfo chooseStorage(FileInfo file);
Uma estrate´gia de armazenamento deve implementar esta interface de forma que o
Storage Service repasse as informac¸o˜es sobre o arquivo (dados em FileInfo) e ela retorne
o provedor de infraestrutura (dados em PlugInfo) para onde sera´ feito o upload do arquivo
baseado em algoritmo pro´prio e os dados obtidos do Discovery Service. Assim, a arquite-
tura BioNimbus possibilita a utilizac¸a˜o de diferentes estrate´gias de armazenamento.
Em adic¸a˜o, e´ esse servic¸o que mante´m uma tabela com os arquivos armazenados na fe-
derac¸a˜o, com seus respectivos identificadores e localizac¸a˜o. Essa tabela pode ser persistida
de uma ou mais maneiras, chamadas FileTables. A cada armazenamento confirmado
por um plug-in de integrac¸a˜o apo´s um upload de sucesso, o Storage Service percorre sua
colec¸a˜o de tabelas acionando em cada uma delas a interface:
void storeFile(ID id, FileInfo file, List<PluginFileInfo> pluginFiles);
Cada tabela, enta˜o, e´ responsa´vel por mapear o identificador de um arquivo a`s suas
informac¸o˜es originais e aos locais onde ele esta´ armazenado.
Para realizar essas suas func¸o˜es, o Storage Service recebera´ treˆs grupos de mensagens,
as quais devera´ atender. O primeiro grupo trata do processo de decisa˜o do local de
armazenamento de arquivo:
• StoreReq: requisic¸a˜o de escolha do local de armazenamento de um arquivo. Deve
conter dados da classe FileInfo para que sejam usados pela estrate´gia de armaze-
namento;
• StoreReply: resposta do Storage Service indicando o local de armazenamento para
o peer que solicitou o armazenamento. Deve conter, ale´m dos dados da requisic¸a˜o,
dados da classe PluginInfo;
• StoreAck: mensagem enviada por um plug-in de integrac¸a˜o apo´s a finalizac¸a˜o do
upload de um arquivo a` sua infraestrutura. Ela conte´m dados da classe PluginFile-
Info que sera˜o armazenados nas tabelas de arquivo do Storage Service.
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O segundo grupo de mensagens se refere a consultas sobre os arquivos armazenados
na federac¸a˜o de nuvens:
• ListReq: requisic¸a˜o de listagem de arquivos armazenados na federac¸a˜o de nuvens.
Ela na˜o conte´m nenhum conteu´do adicional;
• ListReply: resposta do Storage Service com uma colec¸a˜o de dados da classe File-
Info que representa a consolidac¸a˜o de todos os arquivos mantidos na federac¸a˜o
naquele momento.
O u´ltimo grupo de mensagens enviadas ao Storage Service se refere a` indicac¸a˜o do
local de armazenamento de um arquivo, a partir do qual poderia ser feito um download :
• GetReq: requisic¸a˜o sobre o local de onde pode ser feito o download de um dado
arquivo. Deve conter pelo menos o identificador u´nico do arquivo;
• GetReply: resposta do Storage Service com dados da classe PluginInfo sobre o
provedor para onde deve ser enviada uma mensagem do tipo FilePrepReq para
iniciar o processo de download.
Para definir estrate´gias eficientes de armazenamento para uma federac¸a˜o de nuvens
para bioinforma´tica, e´ necessa´rio, primeiro, ter em mente as caracter´ısticas de dados
biolo´gicos, entre elas:
• Dados biolo´gicos normalmente ocupam enormes volumes de armazenamento;
• Durante execuc¸o˜es de ferramentas de bioinforma´tica, na˜o ha´ atualizac¸a˜o simultaˆnea
de dados por mais de um usua´rio;
• Fragmentac¸a˜o e replicac¸a˜o podem ser feitos de diferentes modos, dependendo da
aplicac¸a˜o; e
• Provenieˆncia dos dados (data provenance) e´ um conceito essencial.
Considerando essas caracter´ısticas e o ambiente de federac¸a˜o de nuvens, uma alterna-
tiva e´ a utilizac¸a˜o de bancos de dados NoSQL (Not only SQL), tais como o HBase [47],
o Cassandra [49] ou o MongoDB [18], pois ale´m de suas caracter´ısticas espec´ıficas para
ambiente em nuvem e de larga escala, possuem caracter´ısticas que permitem a conjugac¸a˜o
de dados (arquivos biolo´gicos) com conjuntos de informac¸o˜es (provenieˆncia de dados).
Para as funcionalidades de replicac¸a˜o e de fragmentac¸a˜o, podem ser projetados me-
canismos que estejam em uma camada acima da infraestrutura de armazenamento. Tais
mecanismos devem levar em conta paraˆmetros como formato dos dados, tamanho de arma-
zenamento dispon´ıvel, taxa de transfereˆncia da rede, localizac¸a˜o geogra´fica, entre outros,
com o intuito de diminuir a quantidade de dados transferidos entre membros da federac¸a˜o
e aumentar o paralelismo nas execuc¸o˜es das aplicac¸o˜es.
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Fault Tolerance Service
Em ambientes de computac¸a˜o em nuvem, falhas em ma´quinas ocorrem e e´ bem reconhecido
o fato de que essas falhas sejam antes uma regra do que excec¸a˜o. Logo, uma federac¸a˜o
de nuvens deve ser projetada levando em considerac¸a˜o requisitos de toleraˆncia a falhas e
alta disponibilidade.
O Fault Tolerance Service e´ responsa´vel por garantir que todos os demais servic¸os
controladores do nu´cleo da arquitetura estejam dispon´ıveis. Para isso, ele mante´m um
registro dos peers da rede P2P nos quais cada um dos servic¸os esta´ executando, e monitora
sua execuc¸a˜o por meio de mensagens de heartbeat, de intervalo curto.
Ao detectar que algum peer na˜o responde apo´s um tempo, o Fault Tolerance Service
inicia um algoritmo de eleic¸a˜o para o servic¸o indispon´ıvel que define em qual peer sera´
iniciada uma nova instaˆncia. Ao fim deste processo, todos os peers sa˜o avisados dessa
escolha.
Para o ambiente de federac¸a˜o de nuvens, um requisito importante e´ a escalabilidade
no mecanismo de detecc¸a˜o de falhas. Por isso, na arquitetura BioNimbus e´ necessa´ria
a utilizac¸a˜o de um mecanismo que suporte um grande nu´mero de membros da federa-
c¸a˜o. Ale´m disso, e´ preciso que o processo de eleic¸a˜o seja descentralizado, para na˜o criar
interdependeˆncia entre membros da federac¸a˜o.
Para a detecc¸a˜o de falhas de maneira escala´vel, pode ser usado um mecanismo baseado
em um algoritmo Gossip [91], em que os diversos membros da federac¸a˜o enviam listas de
peers conhecidos com valores de heartbeat atualizados para os demais. Aqueles peers que
na˜o tiverem seus valores acrescidos depois de algum tempo sa˜o reconhecidos como falhos
por todos os demais.
Para eleic¸a˜o de um novo responsa´vel por algum servic¸o controlador, deve ser utili-
zada uma estrate´gia de coordenac¸a˜o distribu´ıda. Um exemplo e´ o protocolo de broadcast
atoˆmico (atomic broadcast protocol) [76]. O sistema open-source Apache Zookeeper [43]
e´ uma implementac¸a˜o desse protocolo. Ele e´ capaz de executar uma eleic¸a˜o distribu´ıda
atoˆmica apo´s a detecc¸a˜o de uma falha sem haver discordaˆncia entre diferentes peers da
rede.
4.2.3 Servic¸os de Interac¸a˜o com o Usua´rio
Os servic¸os de interac¸a˜o com o usua´rio sa˜o os responsa´veis por coletar as ac¸o˜es as quais
os usua´rios desejam fazer na federac¸a˜o de nuvens, e repassa´-las em formato de mensagens
para o nu´cleo da arquitetura BioNimbus. Eles podem ser de va´rios tipos: pa´ginas web,
linhas de comando, interface gra´ficas, sistemas gerenciados de workflows, etc.
Para isso, os servic¸os precisam inicialmente fazer parte da rede P2P. Uma vez conec-
tados, eles devem enviar as mensagens previstas pelos servic¸os controladores do nu´cleo da
arquitetura BioNimbus para realizar suas tarefas, como listar os arquivos armazenados na
federac¸a˜o, fazer um upload de arquivo, ou submeter um job para execuc¸a˜o.
A Sec¸a˜o 4.3 apresenta de forma detalhada os principais casos de uso previstos para a
arquitetura BioNimbus.
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4.3 Casos de Uso e Troca de Mensagens
A arquitetura BioNimbus foi projetada para atender as ac¸o˜es comumente executadas pelos
pesquisadores durante a realizac¸a˜o de um projeto genoma. Para isso, e´ importante ressal-
tar que, tipicamente, as ferramentas de bioinforma´tica utilizadas possuem caracter´ısticas
semelhantes, as quais sa˜o:
• Um conjunto de arquivos de entrada que sera˜o analisados pela ferramenta, que
podem ser originados a partir da sa´ıda da ma´quina de sequenciamento ou de outra
ferramenta de bioinforma´tica;
• Um conjunto de arquivos de sa´ıda contendo o resultado da ana´lise realizada pela
ferramenta;
• Um conjunto de paraˆmetros de execuc¸a˜o que podem influenciar, por exemplo,
na utilizac¸a˜o dos recursos de hardware ou no formato dos arquivos de entrada e de
sa´ıda.
Sendo assim, a arquitetura preveˆ uma se´rie de casos de uso que tentam se adequar
a`s caracter´ısticas listadas acima. O objetivo e´ prover um conjunto completo de ac¸o˜es
que possam ser realizadas sobre a arquitetura BioNimbus, de forma que os servic¸os de
interac¸a˜o com o usua´rio sejam capazes de atender a`s necessidades dos pesquisadores.
A seguir, sa˜o listados e descritos esses casos de uso e o fluxo de mensagens entre os com-
ponentes da arquitetura para que cada um deles seja executado a contento. Em seguida,
e´ apresentado um exemplo completo de execuc¸a˜o de uma ferramenta de bioinforma´tica,
bastando para isso concatenar alguns dos casos de uso descritos.
4.3.1 Upload de Arquivos
Para que seja poss´ıvel executar uma ferramenta de bioinforma´tica na federac¸a˜o de nuvens
computacionais constru´ıda pela arquitetura BioNimbus, e´ preciso que os arquivos de en-
trada consumidos pela ferramenta estejam armazenados na pro´pria federac¸a˜o. Ale´m disso,
um upload necessita ser realizado quando um processamento for finalizado e os arquivos
de sa´ıda precisarem ser armazenados em uma infraestrura que na˜o a do processamento.
Portanto, e´ necessa´rio um caso de uso para o envio de arquivos para a federac¸a˜o. Assim,
o upload de arquivos e´ feito nos seguintes passos:
1. O servic¸o de interac¸a˜o utilizado pelo usua´rio ou o plug-in de integrac¸a˜o coleta in-
formac¸o˜es sobre o arquivo, e envia uma mensagem do tipo StoreReq para o Storage
Service;
2. O Storage Service decide o local de armazenamento usando a estrate´gia configurada,
e responde para o servic¸o de interac¸a˜o ou plug-in com uma mensagem do tipo
StoreReply;
3. O servic¸o de interac¸a˜o ou plug-in envia uma mensagem do tipo FilePutReq para o
plug-in de integrac¸a˜o do provedor escolhido para o armazenamento;
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4. Este plug-in, apo´s receber o arquivo completamente, inicia o envio do arquivo para
o armazenamento local de sua infraestrutura;
5. Ao fim deste processo, ele envia uma mensagem do tipo StoreAck para o Storage
Service e uma do tipo FilePutReply para quem enviou o arquivo, confirmando o
armazenamento para ambos.
Quando o u´ltimo passo for finalizado, sera´ poss´ıvel consultar o Storage Service e obter
o identificador u´nico do arquivo para sua utilizac¸a˜o em futuras submisso˜es de jobs para
a federac¸a˜o. A Figura 4.2 mostra a sequeˆncia de mensagens no caso de um upload de
arquivo realizado por um usua´rio.
Figura 4.2: Sequeˆncia de mensagens para upload de arquivos por um usua´rio.
4.3.2 Listagem de Arquivos
A listagem de arquivos e´ necessa´ria para se obter, principalmente, os identificadores u´ni-
cos dos arquivos armazenados na federac¸a˜o de nuvens. Estes identificadores sa˜o gerados
durante o processo de upload de arquivos e sa˜o usados para referenciar estes mesmos ar-
quivos durante a submissa˜o de jobs para a federac¸a˜o. A listagem de arquivos e´ feita nos
seguintes passos:
1. O servic¸o de interac¸a˜o com o usua´rio envia uma mensagem do tipo ListReq pela
rede P2P para o StorageService;
2. O Storage Service responde com uma mensagem do tipo ListReply;
3. O servic¸o de interac¸a˜o, com os dados recebidos, e´ responsa´vel por apresenta´-los ao
usua´rio, principalmente os identificadores dos arquivos.
A Figura 4.3 representa graficamente a troca de mensagens para realizar uma listagem
de arquivos armazenados na federac¸a˜o de nuvens.
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Figura 4.3: Sequeˆncia de mensagens para listagem de arquivos por um usua´rio.
4.3.3 Download de Arquivos
O download de arquivos, na arquitetura BioNimbus, ocorre em dois momentos. Prime-
ramente, quando o usua´rio desejar ter acesso ao resultado de um processamento. E em
segundo lugar, quando algum plug-in de integrac¸a˜o necessitar ter acesso a um arquivo
armazenado em outra infraestrutura para ser usado como entrada em um processamento
realizado na infraestrutura do seu respectivo provedor. O download de arquivos pode ser
feito seguindo os seguintes passos:
1. O servic¸o de interac¸a˜o com o usua´rio ou o plug-in de integrac¸a˜o de um provedor de
infraestrutura envia uma mensagem do tipo GetReq para o StorageService, contendo
o identificador do arquivo desejado;
2. O Storage Service consulta suas tabelas e responde com uma mensagem do tipo
GetReply, indicando com dados da classe PluginInfo onde o arquivo pode ser
obtido;
3. Com a indicac¸a˜o do local, quem iniciou o processo agora envia uma mensagen do
tipo FilePrepReq para o plug-in indicado;
4. O plug-in realiza seus preparativos, que pode ser baixar o arquivo de um armaze-
namento distribu´ıdo para a ma´quina onde ele mesmo executa, e envia a resposta do
tipo FilePrepReply, indicando que esta´ pronto para o download ;
5. Quem iniciou o processo envia agora uma mensagem do tipo FileGetReq para o
plug-in;
6. O qual responde na mensagem FileGetReply com o conteu´do do arquivo.
A Figura 4.4 mostra como se da´ a troca de mensagens para que o download de um
arquivo acontec¸a.
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Figura 4.4: Sequeˆncia de mensagens para download de arquivos por um usua´rio.
4.3.4 Submissa˜o de Jobs
A submissa˜o de jobs e´ a atividade central para a arquitetura BioNimbus. Nela o usua´rio
indica qual aplicac¸a˜o deve ser executada e quais seus paraˆmetros. Cabe ao servic¸o de in-
terac¸a˜o com o usua´rio coletar os dados necessa´rios de forma que seja poss´ıvel o envio para
a federac¸a˜o. O envio pode ser de um ou mais jobs em uma u´nica submissa˜o. Va´rios jobs
podem ser enviados quando se deseja a execuc¸a˜o ao mesmo tempo de diferentes aplicac¸o˜es
ou da mesma aplicac¸a˜o com diferentes paraˆmetros. Isto pode ocorrer quando o usua´rio
estiver utilizando um servic¸o de gerenciamento de workflows, por exemplo. Vale ressaltar
que a arquitetura na˜o preveˆ qualquer relac¸a˜o entre jobs que forem submetidos simultane-
amente, comportando-se como se cada um deles fosse enviado de forma individual.
A submissa˜o de jobs pode ser realizada nos seguintes passos:
1. O servic¸o de interac¸a˜o com o usua´rio, apo´s coletar as informac¸o˜es sobre os jobs,
envia-os a` federac¸a˜o por meio do Job Controller ;
2. Este faz a verificac¸o˜es necessa´rias junto ao Security Service e repassa as informac¸o˜es
ate´ agora obtidas para o SLA Controller ;
3. Apo´s a negociac¸a˜o de SLA, esse controlador, juntamente com os dados do acordo,
envia uma mensagem do tipo JobStartReq, contendo uma colec¸a˜o de dados da
classe JobInfo, para o Monitoring Service por meio da rede P2P;
4. O Monitoring Service cria o registro do job em sua estrutura de dados para mo-
nitoramento e requisita o escalonamento ao Scheduling Service por meio de uma
mensagem do tipo JobSchedReq;
5. O Scheduling Service aciona a pol´ıtica de escalonamento configurada para cada um
dos jobs enviados;
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6. Com a indicac¸a˜o de onde sera˜o executados, para cada job ele envia uma mensagem
do tipo TaskStartReq com seus dados para o plug-in de integrac¸a˜o da infraestrutura
escolhida para execuc¸a˜o;
7. O plug-in, por sua vez, cria uma nova task vinculada ao job enviado, e responde
com uma mensagem do tipo TaskStartReply para o Scheduling Service que usara´
os dados da classe TaskInfo para consultar seu andamento, fazer reescalonamentos,
se necessa´rio, e informar o Monitoring Service do local de execuc¸a˜o;
8. Com os dados sobre as tasks recebidos a partir do plug-in, o Monitoring Ser-
vice repassa os dados ao SLA Controller por meio de uma mensagem do tipo
JobStartReply, indicando sucesso na submissa˜o, cumprindo o acordo negociado;
9. Enquanto isso, o plug-in verifica a existeˆncia de arquivos de entrada para a task que
deve ser iniciada e envia mensagens do tipo GetReq para o Storage Service, iniciando
o processo de download dos arquivos, ja´ descrito na Sec¸a˜o 4.3.3;
10. Ao fim do processo de download dos arquivos de entrada, o plug-in inicia efetiva-
mente a execuc¸a˜o da task em sua infraestrutura e aguarda sua finalizac¸a˜o;
11. Quando a execuc¸a˜o acabar, o plug-in inicia o processo de upload dos arquivos de
sa´ıda, como descrito na Sec¸a˜o 4.3.1;
12. Depois de armazenar os arquivos de sa´ıda, o plug-in notifica o Monitoring Service
com uma mensagem do tipo TaskEnd.
A Figura 4.5 mostra graficamente a troca de mensagens realizada durante a submissa˜o,
a execuc¸a˜o e a finalizac¸a˜o de um job.
4.3.5 Consulta de Jobs
A consulta de jobs e´ feita em dois n´ıveis. No primeiro, o usua´rio deseja saber, via Job
Controller qual e´ o estado de um job que submeteu. No outro, o Monitoring Service
deseja saber o estado de execuc¸a˜o de uma task que foi escalonada. Para o primeiro caso,
os passos sa˜o os seguintes:
1. O Job Controller, em favor do usua´rio, envia uma mensagem do tipo JobStatusReq,
com o identificador do job, para o Monitoring Service, por meio da rede P2P;
2. O Monitoring Service envia ao servic¸o do usua´rio a resposta JobStatusReply com
o estado do job.
No segundo caso, os passos sa˜o os seguintes:
1. O Monitoring Service envia uma mensagem do tipo TaskStatusReq para o plug-in
de integrac¸a˜o com o identificador da task ;
2. Que responde com uma mensagem TaskStatusReply com os dados sobre a task.
A Figura 4.6 mostra graficamente uma sequeˆncia de mensagens com a combinac¸a˜o dos
dois casos acima expostos, na qual uma consulta sobre um job feita por um usua´rio inicia
um processo de consulta sobre a task correspondente no Monitoring Service.
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Figura 4.5: Sequeˆncia de mensagens para a submissa˜o, a execuc¸a˜o e a finalizac¸a˜o de um
job por um usua´rio.
Figura 4.6: Sequeˆncia de mensagens para consulta de um job por um usua´rio.
4.3.6 Cancelamento de Jobs
O cancelamento de jobs pode ser feito quando um usua´rio quiser retirar um job da fila de
escalonamento ou interromper sua execuc¸a˜o na federac¸a˜o. A arquitetura tambe´m preveˆ
o cancelamento de tasks por parte do Scheduling Service quando este desejar mover a
execuc¸a˜o de um job de uma infraestrutura para outra.
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O cancelamento de jobs pode ser feito nos seguintes passos:
1. O Job Controller, a pedido do usua´rio, envia uma mensagem do tipo JobCancelReq
por meio da rede P2P para o Monitoring Service contendo o identificador do job;
2. O Monitoring Service verifica se existem tasks referentes ao job. Para cada uma
delas, o servic¸o envia uma mensagem do tipo TaskCancelReq para o plug-in de
integrac¸a˜o da infraestrutura onde a task esta´ executando, contendo seu identificador;
3. Apo´s interromper a execuc¸a˜o, o plug-in responde ao Monitoring Service, confir-
mando o cancelamento com uma mensagem TaskCancelReply;
4. Quando tiver recebido a resposta de todos os plug-ins, o Monitoring Service confirma
o cancelamento do job para o usua´rio com uma mensagem do tipo JobCancelReply.
No cancelamento de tasks para efeitos de refazer o escalonamento, o Scheduling Service
realiza os passos 2 e 3 acima. A Figura 4.7 mostra graficamente a troca de mensagens
necessa´ria para o cancelamento de um job.
Figura 4.7: Sequeˆncia de mensagens para cancelamento de um job por um usua´rio.
4.3.7 Exemplo de Submissa˜o e Execuc¸a˜o de um Job na Federa-
c¸a˜o
Nesta sec¸a˜o sera´ apresentado um exemplo da aplicac¸a˜o de alguns dos casos de uso descritos
anteriormente em uma situac¸a˜o real de utilizac¸a˜o da federac¸a˜o de nuvens computacionais
para a execuc¸a˜o de ferramentas de bioinforma´tica. Os passos descritos abaixo esta˜o re-
presentados graficamente na Figura 4.8.
Inicialmente (passo 1), o usua´rio interage com a arquitetura BioNimbus por meio
de uma interface, a qual poderia ser uma linha de comando ou uma interface web, por
exemplo. Nesse momento, o usua´rio informa detalhes da aplicac¸a˜o ou do workflow, e essas
informac¸o˜es sa˜o enviadas para o Job Controller em forma de jobs a serem executados.
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Figura 4.8: Execuc¸a˜o de jobs na arquitetura BioNimbus.
Depois, o Job Controller repassa as informac¸o˜es para que o Security Service (passo 2)
fac¸a a verificac¸a˜o das permisso˜es do usua´rio para acessar os recursos da federac¸a˜o, o qual
responde (passo 3) de acordo.
Se o usua´rio possuir permissa˜o para utilizar recursos da federac¸a˜o, enta˜o uma mensa-
gem e´ enviada para o SLA Controller (passo 4), o qual registra o template SLA fornecido
inicialmente pelo usua´rio, dando in´ıcio ao ciclo de vida do acordo. Apo´s isso, o controlador
submete os jobs para o Monitoring Service (passo 5), juntamente com o SLA, a fim de
que eles sejam executados nos termos especificados. O Monitoring Service guarda essas
informac¸o˜es em uma lista de jobs pendentes e solicita ao Scheduling Service (passo 6) um
escalonamento de acordo com os paraˆmetros de SLA.
Para fazer sua escolha de acordo com a pol´ıtica de escalonamento configurada, o
Scheduling Service verifica a existeˆncia e a localizac¸a˜o dos arquivos de entrada com ajuda
do Storage Service (passos 7 e 8) e requisita dados sobre os provedores para o Discovery
Service (passos 9 e 10). Com esses dados, o Scheduling Service executa o algoritmo de
escalonamento da pol´ıtica configurada e encaminha cada job para o provedor escolhido
(passos 11 e 12).
O Scheduling Service enta˜o informa ao Monitoring Service (passo 13) o sucesso no
escalonamento nos termos do SLA, para que ele possa monitorar o estado do job ate´ sua
finalizac¸a˜o, verificando se ha´ algum descumprimento no acordo. Ao fim da execuc¸a˜o, o
Monitoring Service envia uma mensagem para o SLA Controller (passo 14) para que este
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finalize o ciclo de vida do SLA. Depois disso, o SLA Controller repassa a mensagem para o
Job Controller (passo 15), terminando todo o processo, que registra os dados finais sobre
a execuc¸a˜o. Eles estara˜o dispon´ıveis para consulta pelo usua´rio (passo 16).
4.4 Discussa˜o
A arquitetura BioNimbus e´ projetada de forma que atenda os objetivos, e cumpra os
requisitos de uma federac¸a˜o de nuvens computacionais, listados na Sec¸a˜o 2.2. Ale´m disso,
a proposta e´ diferente das arquiteturas apresentadas na mesma Sec¸a˜o.
4.4.1 Requisitos Atendidos
Na arquitetura BioNimbus, os objetivos de alcanc¸ar a impressa˜o de recursos ilimitados, de
permitir a eliminac¸a˜o da dependeˆncia de u´nico provedor, e de otimizar o uso de recursos
dos provedores federados, sa˜o atingidos por meio da criac¸a˜o de uma rede P2P de diversos
provedores, com o gerenciamento destes por parte dos servic¸os controladores da federac¸a˜o.
Com isso, tem-se uma unia˜o de recursos computacionais, oferecidos por diversos provedo-
res, que permitem sua utilizac¸a˜o por parte de todos os provedores e por parte de usua´rios
externos que tenham acesso a` federac¸a˜o, sendo poss´ıvel a distribuic¸a˜o desse uso entre seus
membros.
Com o Discovery Service, e´ cumprido o requisito de automatismo na identificac¸a˜o das
nuvens que compo˜em a federac¸a˜o. Isso porque ele monitora os membros da rede P2P,
sua entrada e sa´ıda, e tambe´m faz requisic¸o˜es para identificar os recursos e aplicac¸o˜es
dispon´ıveis neles. Assim, de maneira transparente e automa´tica, o servic¸o constro´i uma
visa˜o geral da federac¸a˜o, que pode ser consultada por todos seus membros.
Por meio do uso combinado do Scheduling Service, do Storage Service e do Monitoring
Service, a arquitetura e´ capaz de cumprir os requisitos de previsa˜o de carga de aplicac¸o˜es
e mapeamento de servic¸os a recursos. As escolhas de distribuic¸a˜o de processamento e de
armazenamento realizadas pelos dois primeiros servic¸os podem ser baseadas nas informa-
c¸o˜es sobre tempo de execuc¸a˜o, localizac¸a˜o de dados e carga de utilizac¸a˜o de recursos, entre
outras, recolhidas durante o tempo pelo Monitoring Service. Essas informac¸o˜es podem
ser organizadas de tal forma que seja poss´ıvel criar uma combinac¸a˜o aplicac¸a˜o-localizac¸a˜o
de dados-infraestrutura possivelmente adequada para cada escolha.
Finalmente, a utilizac¸a˜o do Security Service e dos plug-ins de integrac¸a˜o permitem a`
arquitetura construir um modelo de seguranc¸a interopera´vel, ja´ que o servic¸o cria uma
pol´ıtica geral para a federac¸a˜o, mas que respeita as diversas pol´ıticas particulares de cada
uma das nuvens.
4.4.2 Comparac¸a˜o com Outras Propostas
A` semelhanc¸a das demais propostas da Sec¸a˜o 2.2, a arquitetura aqui apresentada preveˆ um
componente que esteja localizado dentro da infraestrutura das nuvens que sa˜o membros
da federac¸a˜o, que neste caso e´ o plug-in de integrac¸a˜o. Contudo, sua func¸a˜o e´ coletar
dados sobre a nuvem, como recursos, aplicac¸o˜es e pol´ıticas pro´prias, e apresenta´-las a`
federac¸a˜o em formato padra˜o, e tambe´m oferecer uma interface para a utilizac¸a˜o desses
recursos e aplicac¸o˜es, baseadas em suas pol´ıticas. Na˜o e´ sua func¸a˜o executar servic¸os de
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escalonamento e descobrimento, ao contra´rio das outras propostas. Essa escolha foi feita
pois procurou-se dar uma visa˜o u´nica a todos os membros da federac¸a˜o com o objetivo
de evitar conflitos ou escolhas baseadas em dados diferentes, que poderiam gerar, por
exemplo, um balanceamento de carga ineficiente.
Ale´m disso, a escolha acima foi tomada pois na arquitetura BioNimbus o usua´rio na˜o
interage diretamente com uma das nuvens, mas utiliza um servic¸o de interac¸a˜o previsto
pela arquitetura, como tambe´m acontece com a proposta de Buyya et al. [15]. A intenc¸a˜o




Neste cap´ıtulo, e´ descrito o estudo de caso realizado como prova de conceito para a ar-
quitetura BioNimbus. Nele foram federados diferentes provedores de servic¸o, privados e
pu´blicos, para realizar uma federac¸a˜o de provedores de aplicac¸o˜es de bioinforma´tica. Os
provedores sa˜o detalhados na Sec¸a˜o 5.1. Com esta federac¸a˜o, foi executado um workflow
de bioinforma´tica com ferramentas e dados reais, descrito na Sec¸a˜o 5.2. A federac¸a˜o foi
constru´ıda por meio de um proto´tipo da arquitetura BioNimbus, detalhado na Sec¸a˜o 5.3.
O proto´tipo conte´m os servic¸os controladores principais para execuc¸a˜o de workflows : Dis-
covery, Storage, Monitoring e Scheduling. Ademais, foram utilizados plug-ins de integra-
c¸a˜o implementados tambe´m durante este trabalho. A interac¸a˜o, no estudo de caso, e´ feita
por meio de uma linha de comando. Finalmente, a comunicac¸a˜o foi feita por meio da
implementac¸a˜o de um mo´dulo de mensageria com uma camada de roteamento acima para
a construc¸a˜o de redes P2P, detalhado na Sec¸a˜o 5.4. A discussa˜o sobre os resultados do
estudo de caso e´ feita na Sec¸a˜o 5.5.
5.1 Ambiente de Execuc¸a˜o
Para o estudo de caso, foram utilizados dois clusters distintos:
• Na Universidade de Bras´ılia, um cluster Hadoop [36] foi implementado com treˆs
ma´quinas, cada uma possuindo um processador Intel Core 2 Duo com 2.66GHz de
frequeˆncia, 4 gigabytes de memo´ria RAM e sistema operacional Linux, distribuic¸a˜o
Ubuntu 11.10. No total, o cluster possui seis nu´cleos (cores) de processamento e
565 gigabytes de armazenamento. O armazenamento foi implementado por meio
do Hadoop Distributed Filesystem (HDFS) [13]. As aplicac¸o˜es de bioinforma´tica
executam no cluster utilizando o modo streaming do Hadoop MapReduce [23].
• Na infraestrutura da Amazon Elastic Compute Cloud (EC2) [57] tambe´m foi imple-
mentado um cluster Hadoop. Foram utilizadas cinco ma´quinas virtualizadas, cada
uma com processador Intel Xeon com 2.27GHz de frequeˆncia, 8 gigabytes de me-
mo´ria RAM e sistema operacional Linux, distribuic¸a˜o Fedora 8. Uma das ma´quinas
servia como controladora do cluster, enquanto as demais eram no´s trabalhadores.
O cluster totalizava enta˜o oito nu´cleos de processamento, com 1,6 terabytes de ar-
mazenamento. O armazenamento e a execuc¸a˜o das aplicac¸o˜es se deram nos mesmos
moldes do cluster da UnB.
52
5.2 Workflow, Ferramentas e Dados
O workflow de bioinforma´tica escolhido para o estudo de caso tem como objetivo iden-
tificar genes diferencialmente expressos em ce´lulas humanas cancerosas do rim e do f´ı-
gado [62, 77], com fragmentos sequenciados por sequenciadores Illumina [44]. O workflow
consiste em quatro fases, como mostra a Figura 5.1.
Figura 5.1: Workflow utilizado para identificar o n´ıvel de expressa˜o de genes em ce´lulas
cancerosas do rim e do f´ıgado.
Na primeira fase, de mapeamento, os fragmentos sa˜o mapeados aos 24 cromossomos
humanos de refereˆncia. O objetivo e´ identificar a regia˜o do genoma de refereˆncia onde
cada fragmento esta´ localizado. Um conjunto de fragmentos mapeados na mesma regia˜o
permitem inferir que elas possuem a mesma organizac¸a˜o estrutural do genoma de refe-
reˆncia. A ferramenta utilizada para fazer esse mapeamento e´ a ferramenta Bowtie [52].
Na segunda fase, o formato SAM de sa´ıda do mapeamento e´ convertido para o formato
BED com um script de conversa˜o chamado sam2bed, implementado exclusivamente para
esse workflow. Na terceira fase, com um script chamado genome2interval, sa˜o gerados
intervalos de tamanho fixo baseados no tamanho de cada cromossomo que sera˜o utiliza-
dos na fase seguinte. Nesta fase, a partir das sa´ıdas da segunda e da terceira fase, sa˜o
gerados histogramas que indicam o nu´mero de fragmentos mapeados por intervalo dos
cromossomos com a ferramenta coverageBED da suite BEDtools [71].
Vale lembrar que as quatro aplicac¸o˜es mencionadas acima eram oferecidas como ser-
vic¸o pelos dois provedores de servic¸o utilizados no estudo de caso. Ale´m disso, os 24
cromossomos do genoma de refereˆncia humano (HG19) foram obtidos no banco de dados
do NCBI [66] no enderec¸o ftp://ftp.ncbi.nih.gov/genomes/H_sapiens/Assembled_
chromosomes/seq/. A descric¸a˜o do genoma pode ser obtida em http://www.ncbi.nlm.
nih.gov/genome/assembly/293148/.
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5.3 Proto´tipo da Arquitetura
Para o estudo de caso, foi utilizada uma implementac¸a˜o prototipal da arquitetura, desen-
volvida durante a realizac¸a˜o deste trabalho, utilizando a linguagem Java, compat´ıvel com
o JDK 1.6.
A seguir, e´ descrita mais detalhadamente a implementac¸a˜o de cada item da arquitetura
realizada para o estudo de caso. Uma representac¸a˜o gra´fica do proto´tipo pode ser vista
na Figura 5.2.
Figura 5.2: Proto´tipo implementado para estudo de caso mostrando servic¸os controladores
e provedores utilizados.
5.3.1 Discovery Service
A implementac¸a˜o do Discovery Service possui duas threads de execuc¸a˜o. A primeira
e´ responsa´vel por fazer a atualizac¸a˜o e a limpeza da estrutura de dados na qual sa˜o
armazenadas as informac¸o˜es sobre as infraestruturas federadas. A segunda thread aguarda
por mensagens vindas pela rede P2P que devem ser tratadas pelo servic¸o.
Para armazenar as informac¸o˜es das infraestruturas foi utilizada uma estrutura de dados
do tipo map, na qual a informac¸a˜o da infraestrutura esta´ mapeada com seu identificador
u´nico. Ale´m disso, cada dado desses possui um timestamp para indicar o momento do
u´ltimo mapeamento. Para atualizar a infraestrutura, a primeira thread de execuc¸a˜o e´
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acionada a intervalos de 30 segundos para enviar as mensagens do tipo InfoReq para
todos os membros da rede P2P. Este intervalo foi escolhido pois em experimentos com
valores menores a rede P2P e os peers — servic¸os controladores e plug-ins — ficavam
sobrecarregados. A resposta vinda daqueles que sa˜o plug-ins de integrac¸a˜o, as mensagens
do tipo InfoReply, sa˜o tratadas pela segunda thread, que atualiza o mapeamento com
as novas informac¸o˜es e seu respectivo timestamp. Por fim, a primeira thread, a cada
acionamento, tambe´m verifica aquelas informac¸o˜es que na˜o tiveram sua u´ltima data de
modificac¸a˜o alterada nos u´ltimos 90 segundos e remove-as do mapeamento, considerando
assim que esses plug-ins sa´ıram da rede P2P.
Ademais, o tratamento das requisic¸o˜es sobre o estado da federac¸a˜o (CloudReq) tambe´m
e´ feito pela segunda thread de execuc¸a˜o, que monta e envia a resposta (CloudReply) com
o mapeamento mantido pelo servic¸o.
5.3.2 Monitoring e Scheduling Service
No proto´tipo para prova de conceito da arquitetura, o Monitoring Service e o Scheduling
Service foram implementados de maneira unificada, como apenas um processo em execu-
c¸a˜o. Para realizar o seu trabalho de registro, escalonamento e acompanhamento de jobs
enviados pelos usua´rios da federac¸a˜o, a implementac¸a˜o utiliza treˆs estruturas de dados
principais, do tipo map. Sa˜o elas:
• PendingJobs: mapeamento do identificador do job requisitado para suas respectivas
informac¸o˜es, representando aqueles jobs aguardando serem (re)escalonados;
• RunningJobs: mapeamento do identificador da task em execuc¸a˜o para suas infor-
mac¸o˜es e para as informac¸o˜es do job ao qual ela faz parte;
• CancelingJobs: mapeamento do identificador da task em execuc¸a˜o para o identifi-
cador do job ao qual ela faz parte e para o cliente que solicitou o cancelamento.
No servic¸o existe uma thread de execuc¸a˜o responsa´vel por aguardar as requisic¸o˜es e
as respostas vindas dos demais componentes da arquitetura. Ao receber uma requisic¸a˜o
para in´ıcio de job(s) (JobStartReq), esta thread gera um identificador u´nico para cada
job e salva as informac¸o˜es no mapa PendingJobs. Apo´s isso, ela aciona a pol´ıtica de
escalonamento configurada por meio da interface estabelecida pela arquitetura BioNimbus,
a qual retorna o mapeamento dos jobs com o plug-in de integrac¸a˜o para onde cada um
deles deve ser enviado para execuc¸a˜o.
Em seguida, uma vez os jobs devidamente escalonados, a mesma thread envia as re-
quisic¸o˜es para criac¸a˜o de tasks (TaskStartReq) nas infraestruturas e aguarda as respostas
correspondentes (TaskStartReply). A cada chegada de resposta, o servic¸o enta˜o remove o
job do mapa PendingJobs e cria uma entrada no mapa RunningJobs, com as informac¸o˜es
do job e as informac¸o˜es da task em execuc¸a˜o na infraestrutura, somente sendo removida
ao fim de sua execuc¸a˜o.
A segunda thread de execuc¸a˜o existente na implementac¸a˜o, acionada em intervalos de
15 segundos, e´ responsa´vel por realizar o acompanhento dos jobs recebidos pelo servic¸o.
Primeiramente, ela envia requisic¸o˜es de estado (TaskStatusReq) para cada um dos jobs
cadastrados em RunningJobs. A resposta (TaskStatusReply), tratada pela thread des-
crita anteriormente, pode iniciar um processo de reescalonamento caso o servic¸o assim o
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decida. Mensagens de cancelamento (TaskCancelReq e TaskCancelReply) sera˜o trocadas
e o job sera´ reinserido no mapa PendingJobs e removido de RunningJobs.
A segunda thread tambe´m tem a tarefa de verificar se existem jobs pendentes em
PendingJobs e iniciar um novo processo de escalonamento, ja´ descrito, e ale´m disso enviar
mensagens de consultas para o Discovery (CloudReq) e o Storage Services (ListReq), cujas
respostas (CloudReply e ListReply) sera˜o recebidas pela primeira thread e utilizadas pela
pol´ıtica de escalonamento sempre que necessa´rio.
Nos experimentos com o proto´tipo, foi utilizado o algoritmo DynamicAHP [12]. A
ide´ia principal do algoritmo e´ o mapeamento dos recursos dispon´ıveis dos provedores de
servic¸o aos pedidos de execuc¸a˜o baseado no processo de tomada de decisa˜o proposta por
Saaty [78]. As varia´veis utilizadas para o escalonamento esta˜o relacionadas ao tamanho
do arquivo de entrada para a execuc¸a˜o e ao poder computacional de cada provedor de
servic¸o.
5.3.3 Storage Service
A implementac¸a˜o do Storage Service tambe´m utiliza duas threads de execuc¸a˜o para reali-
zar seu trabalho. A principal aguarda as requisic¸o˜es enviadas pelos demais componentes
da arquitetura. Para tratar a requisic¸a˜o de salvamento de arquivos (StoreReq), o servic¸o
aciona a estrate´gia de armazenamento configurada por meio da interface estabelecida pela
arquitetura. A u´nica estrate´gia implementada para o presente estudo de caso executa um
algoritmo round-robin entre os plug-ins de integrac¸a˜o que indicam possuir armazenamento
suficiente para o arquivo que pretende-se salvar na federac¸a˜o.
Apo´s o local de armazenamento ter sido escolhido, a resposta correspondente (Store-
Reply) e´ enviada para quem iniciou a requisic¸a˜o, que procedera´ o envio do arquivo para
o destino indicado pelo Storage Service. Ao fim dessa operac¸a˜o, o plug-in de integrac¸a˜o
no qual foi feito o armazenamento do arquivo envia a mensagem de confirmac¸a˜o prevista
pela arquitetura (StoreAck). Ela conte´m os dados necessa´rios para que o servic¸o seja
capaz de manter a tabela de arquivos armazenados na federac¸a˜o de nuvens.
Para o estudo de caso, foi implementado um backend simples para a manutenc¸a˜o
da tabela de arquivos. Sempre que uma nova confirmac¸a˜o de armazenamento chega ao
Storage Service, ele adiciona uma entrada em um mapa do identificador do arquivo para
suas informac¸o˜es (nome, tamanho, local de armazenamento, etc.). Ao mesmo tempo, esse
mapeamento e´ gravado em um arquivo na ma´quina onde o servic¸o executa, no formato
JSON [22]. Sempre que o servic¸o inicia sua execuc¸a˜o, ele verifica a existeˆncia desse arquivo
e carrega na memo´ria o u´ltimo estado da tabela de arquivos contida nele.
Os outros dois tipos de requisic¸a˜o tratados pela thread principal sa˜o de listagem
(ListReq) e localizac¸a˜o (GetReq) de arquivos. No primeiro caso, a thread constro´i a
resposta (ListReply) com o mapeamento que esta´ atualmente na memo´ria. No segundo,
ela constro´i a resposta (GetReply) buscando a informac¸a˜o de localizac¸a˜o no mapeamento
por meio do identificador fornecido na requisic¸a˜o.
Finalmente, a thread de execuc¸a˜o secunda´ria e´ acionada em intervalos de 30 segundos
para requisitar (com a mensagem CloudReq) a situac¸a˜o atual da federac¸a˜o ao Discovery
Service. A informac¸a˜o obtida e´ utilizada pelo algoritmo da estrate´gia de armazenamento
configurada.
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5.3.4 Plug-ins de Integrac¸a˜o
Por fim, foi desenvolvido um proto´tipo de plug-in de integrac¸a˜o para o Apache Hadoop,
igualmente em Java. Ele foi utilizado para incluir os provedores na federac¸a˜o e para
receber requisic¸o˜es de transfereˆncia de arquivos e de execuc¸a˜o de aplicac¸o˜es.
O processo de execuc¸a˜o do plug-in esta´ dividido da seguinte maneira:
• Uma thread principal, responsa´vel por aguardar por eventos da rede P2P. Os even-
tos tratados sa˜o aqueles relacionados ao trabalho do plug-in: pedidos de informac¸a˜o
sobre o provedor (InfoReq), pedidos de execuc¸a˜o, de cancelamento e de informa-
c¸a˜o de execuc¸o˜es (TaskStartReq, TaskCancelReq e TaskStatusReq), e pedidos de
upload e de download de arquivos (FilePreqReq, FileGetReq e FilePutReq);
• Um pool de threads trabalhadoras, responsa´veis por tratar os eventos recebidos pela
thread principal. Por ele sa˜o realizados os acessos ao cluster Hadoop. Esses acessos
podem ser de acesso ao sistema de arquivos distribu´ıdo (HDFS), de execuc¸a˜o de
tarefas (tasks) no modelo MapReduce e de busca de informac¸o˜es sobre o estado do
cluster ;
• Um thread auxiliar para coleta do resultado das atividades do item anterior, e para
construc¸a˜o das respostas ao requisitante dos dados obtidos, executada a intervalos
regulares.
Para a troca de informac¸o˜es entre as threads descritas acima, sa˜o usadas algumas
estruturas de dados. As principais sa˜o:
• Fila com requisic¸o˜es pendentes recebidas pela thread principal. Ela e´ consumida
pelas thread trabalhadoras;
• Lista de tarefas (tasks) em execuc¸a˜o no cluster Hadoop, com informac¸o˜es sobre o
estado de cada tarefas;
• Lista de tarefas em fase de finalizac¸a˜o, ou seja, aguardando o te´rmino da transfe-
reˆncia dos arquivos de sa´ıda da execuc¸a˜o para o armazenamento da federac¸a˜o de
nuvens.
5.4 Comunicac¸a˜o na Federac¸a˜o
Como mencionado, a comunicac¸a˜o entre os componentes da federac¸a˜o de nuvens se da´
por meio de uma rede P2P. No proto´tipo, foram implementados dois mo´dulos: um de
mensageria e um de P2P. O primeiro e´ a camada mais baixo n´ıvel, responsa´vel pelo
tratamento de conexo˜es TCP e pelo envio e recebimento de mensagens e de arquivos.
Esse mo´dulo trata as mensagens de maneira gene´rica, sem conhecimento de seus detalhes.
O segundo mo´dulo, de P2P, e´ implementado no topo do mo´dulo de mensageria, e especifica
as mensagens do protocolo P2P implementado, e conte´m as estruturas de dados para a
construc¸a˜o da rede P2P e para o roteamento das mensagens entre os peers.
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5.4.1 Mo´dulo de Mensageria
Para a comunicac¸a˜o entre os componentes da arquitetura, foi desenvolvido um servic¸o de
mensageria utilizando a biblioteca de comunicac¸a˜o Netty [45], responsa´vel pela gereˆncia
de eventos das conexo˜es TCP. Os envios ocorrem assincronamente, isto e´, os usua´rios
do mo´dulo encaminham mensagens ao mo´dulo, sem necessitar aguardar pelo resultado.
Somente se houver um erro, ha´ uma notificac¸a˜o sinalizada a quem originou o envio. Da
mesma forma, o recebimento de mensagens tambe´m e´ ass´ıncrono, ou seja, o servic¸o usua´-
rio do mo´dulo se registra, indicando quais tipos de mensagem aguarda, e e´ notificado
posteriormente em caso de recebimento, sem a necessidade de bloquear sua execuc¸a˜o para
esperar por novas mensagens.
Ale´m disso, o mo´dulo trata de maneira transparente a diferenciac¸a˜o entre envios de
mensagens e de arquivos, usando o mesmo canal de comunicac¸a˜o (mesma porta TCP).
O objetivo e´ eliminar a necessidade de regras complexas de firewall. Essa diferenciac¸a˜o
e´ feita internamente ao mo´dulo, verificando os primeiros bytes da transfereˆncia. Se eles
forem os primeiros bytes de um requisic¸a˜o (GET ou PUT) ou de um resposta do protocolo
HTTP, enta˜o a transfereˆncia passa a ser tratada como uma transfereˆncia de arquivos.
Caso contra´rio, e´ um envio de uma das mensagens estabelecidas pelo protocolo P2P e
pela arquitetura BioNimbus.
As mensagens enviadas por meio do mo´dulo de mensageria sa˜o serializadas e desse-
rializadas por interfaces gene´ricas (encode() e decode(), respectivamente), eliminando
a necessidade do mo´dulo conhecer detalhes sobre a mensagem. A serializac¸a˜o e´ feita em
formato JSON [22], com a ajuda da biblioteca Jackson [20]. A biblioteca consegue, a
partir de um objeto Java, gerar o texto em formato JSON com os dados correspondentes,
e tambe´m consegue, a partir de dados JSON, construir o objeto Java correspondente.
5.4.2 Mo´dulo para Protocolo P2P
Para o estudo de caso foi implementada uma versa˜o simplificada do protocolo Chord [85].
O mo´dulo e´ responsa´vel por identificar novos peers na rede, incluindo-os no anel Chord,
o qual e´ a estrutura de dados para guardar informac¸o˜es sobre os peers, como a lateˆncia
de rede e o tempo pertenc¸a (uptime). Uma vez que um peer e´ identificado, o mo´dulo
envia mensagens de ping constantemente, para se certificar de sua presenc¸a na rede. Caso
na˜o haja uma resposta apo´s certo tempo, o mo´dulo considera que o peer abandonou a
rede, retirando-o do anel. Finalmente, o mo´dulo e´ responsa´vel tambe´m por rotear as
mensagens entre os servic¸os da arquitetura, isto e´, ao receber mensagens ou arquivos, e ao
perceber remoc¸a˜o de peers da rede, o mo´dulo gera eventos para os demais componentes
da arquitetura que esta˜o em uma camada acima.
5.5 Resultados e Discussa˜o
O workflow apresentado na Sec¸a˜o 5.2 foi executado em cada uma das nuvens apresentadas
(UnB e Amazon EC2) individualmente e, em seguida, na federac¸a˜o montada com as duas
nuvens. No total, para cada um dos casos, foram executados quatros jobs (quatro fases
do workflow) para cada um dos 24 cromossomos humanos, totalizando enta˜o 96 jobs. Os
tempos de execuc¸a˜o para as treˆs execuc¸o˜es realizadas esta˜o indicados na Tabela 5.1.
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Tabela 5.1: Tempo de execuc¸a˜o do workflow em cada nuvem e na federac¸a˜o.
Provedores hora:minuto:segundo
Universidade de Bras´ılia (UnB) 1:11:47
Amazon EC2 1:18:44
Ambos (UnB and EC2) 1:09:07
Os tempos apresentados na˜o consideram o tempo de transfereˆncia inicial dos arquivos
de entrada (os 24 cromossomos e as SRS) para o armazenamento da federac¸a˜o. Isto
significa que as execuc¸o˜es foram realizadas partindo-se do pressuposto que os arquivos
de entrada ja´ estavam dispon´ıveis na federac¸a˜o. Para o caso de execuc¸a˜o com os dois
provedores, os arquivos de entrada estavam localizados no armazenamento da Amazon
EC2.
O primeiro ponto a se notar dos valores apresentados na Tabela 5.1 e´ que na˜o houve
piora no tempo de execuc¸a˜o, o que poderia ocorrer se houvesse impacto no uso da arquite-
tura. Este impacto poderia ser do pro´prio controle realizado pela arquitetura ou do tempo
em que arquivos de entrada e de sa´ıda estiveram em traˆnsito entre os provedores. Pelo
resultado obtido, mesmo que haja algum impacto, o ganho no aumento do paralelismo se
destaca.
Entretanto, a melhora apresentada no tempo de execuc¸a˜o ao ser utilizada a federac¸a˜o
de dois provedores na˜o foi significativa. Isso contraria resultados anteriores obtidos com
o uso da arquitetura BioNimbus na avaliac¸a˜o do algoritmo DynamicAHP [12], quando
houve ganho considera´vel ao ser utilizada uma federac¸a˜o. A principal diferenc¸a entre os
dois experimentos e´ que no experimento anterior as nuvens usadas na federac¸a˜o estavam
geograficamente pro´ximas umas das outras e a taxa de transfereˆncia dos arquivos de
entrada era muito alta, tornando o tempo de transfereˆncia praticamente irrelevante se
comparado ao tempo total de execuc¸a˜o.
Por essa raza˜o, e´ preciso analisar como o tempo de transfereˆncia dos arquivos de en-
trada afetou o tempo total de execuc¸a˜o. Este tempo se refere ao tempo de transfereˆncia
dos arquivos de entrada de um determinado job entre o provedor onde os arquivos esta˜o
armazenados e o provedor onde o job sera´ executado. Na Tabela 5.2 e na Figura 5.3 sa˜o
apresentados os tempos de execuc¸a˜o totais e o tempo de transfereˆncia dos arquivos de
entrada dos 18 jobs do workflow com maior tempo de execuc¸a˜o individual, juntamente
com a porcentagem da transfereˆncia na relac¸a˜o com o total. Pode-se notar que a trans-
fereˆncia dos arquivos teve grande impacto no tempo total de execuc¸a˜o, com um mı´nimo
de 50% de relevaˆncia. Coincidentemente, os 18 jobs da Tabela 5.2 sa˜o aqueles com os
maiores arquivos de entrada. Esta ana´lise indica que, no caso de federac¸o˜es de nuvens
para execuc¸a˜o de workflows de bioinforma´tica, os servic¸os de armazenamento e de esca-
lonamento (na arquitetura BioNimbus, o Storage Service e o Scheduling Service) devem
ser especialmente projetados de tal maneira que minimizem ao ma´ximo a transfereˆncia de
arquivos de entrada com grandes tamanhos.
Para confirmar essa ana´lise, e´ importante um estudo de como o uso de uma federac¸a˜o
afeta o tempo de execuc¸a˜o de cada job em comparac¸a˜o com o tempo em execuc¸o˜es com
apenas um provedor. A Tabela 5.3 mostra a distribuic¸a˜o de jobs por intervalo de tempo
de execuc¸a˜o em cada um dos treˆs casos executados durante o estudo de caso. O dado
mais importante a ser verificado e´ a diminuic¸a˜o do tempo de execuc¸a˜o da maioria dos
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Tabela 5.2: Tempo total de execuc¸a˜o e tempo de transfereˆncia dos arquivos de entrada,
com a relac¸a˜o entre ambos.
Tempo total Tempo de transfereˆncia Porcentagem do tempo de transfereˆncia



















jobs. Esse fato pode ser percebido com mais facilidade com a ajuda do histograma da
Figura 5.4.
Essa reduc¸a˜o do tempo de execuc¸a˜o dos jobs individualmente se da´ principalmente
por dois fatores. Primeiramente, quando se executa um workflow como o do estudo de
caso somente com uma infraestrutura, cria-se uma fila de espera muito extensa por conta
do grande nu´mero de jobs enviados simultaneamente. Grande parte dos jobs precisam
aguardar durante bom tempo ate´ serem finalmente executados. Ao contra´rio, com uma
federac¸a˜o, essa carga e´ dividida entre dois ou mais provedores, reduzindo os tempos de
espera.
Em segundo lugar, grac¸as a` capacidade da arquitetura BioNimbus de monitorar o
estado de carga dos provedores e o tempo de espera para executar cada uma das tarefas
(tasks) enviadas aos provedores, o Scheduling Service realiza movimentos de tasks de
provedores sobrecarregados para provedores mais livres, evitando tambe´m, neste caso,
longos tempos de espera.
Tabela 5.3: Nu´mero de jobs executados agrupados por tempo de execuc¸a˜o, incluindo
tempo de transfereˆncia.
Provedores t ≤ 200s 200 < t ≤ 1000s t > 1000s
Universidade de Bras´ılia 34 30 32
Amazon EC2 37 27 32
UnB e Amazon EC2 64 8 24
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Figura 5.3: Comparac¸a˜o entre tempo total de execuc¸a˜o e tempo de transfereˆncia de
arquivos de entrada dos maiores jobs executados na federac¸a˜o. Tempo de transfereˆncia
esta´ em vermelho e total em azul. A linha azul representa a porcentagem do tempo de
transfereˆncia em relac¸a˜o ao tempo total.
Ao mesmo tempo, confirmando enta˜o a ana´lise anteriormente exposta, e´ poss´ıvel perce-
ber por meio da Figura 5.4 e dos valores da Tabela 5.3 que mesmo nas condic¸o˜es descritas
acima, certos jobs permaneceram com um tempo longo de execuc¸a˜o se comparados com os
demais. Obviamente, uma causa e´ que alguns deles atingiram seu tempo o´timo, ou seja,
o melhor tempo de acordo com a capacidade de processamento das ma´quinas utilizadas.
Isso ocorre principalmente com aqueles jobs que na˜o precisam aguardar transfereˆncias
de arquivos e foram enviados para provedores livres. Nesse caso, o tempo de execuc¸a˜o
se explica pelo tamanho do arquivo de entrada. Contudo, outros possuem longo tempo
de execuc¸a˜o pois existe um longo tempo de transfereˆncia de arquivos de entrada. Esta
conclusa˜o fica mais clara se for levado em conta o fato de que a arquitetura na˜o considera
esse tempo como tempo de espera pass´ıvel de movimentac¸a˜o de tasks entre provedores.
Por fim, existem outros fatores que, apo´s ana´lise do estudo de caso, podem afetar
o desempenho da arquitetura BioNimbus na distribuic¸a˜o e execuc¸a˜o de workflows de
bioinforma´tica:
• O escalonador (DynamicAHP) utilizado na˜o considera que tasks em fase de prepa-
rac¸a˜o, isto e´, aguardando a transfereˆncia dos arquivos de entrada, ocupem recursos
do provedor. Esse fato pode ocasionar sobrecarga em provedores caso muitas tasks
sejam iniciadas com longo tempo de espera por transfereˆncia, mantendo a falsa
ide´ia de que o provedor esta´ idle. Sendo assim, escalonadores implementados para
o Scheduling Service da arquitetura BioNimbus devem ter em mente essa situac¸a˜o.
• Os arquivos de entrada foram baixados todos ao mesmo tempo nos provedores, sem
prioridade. Isso faz com que todos as tasks dividam a largura de banda dispon´ıvel
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Figura 5.4: Comparac¸a˜o do nu´mero de jobs agrupados por tempo de execuc¸a˜o, incluindo
tempo de transfereˆncia.
no provedor, podendo prejudicar downloads que estavam pro´ximos de seu te´rmino
caso novos sejam iniciados nesse instante. Por isso, no projeto e na implementac¸a˜o
de plug-ins de integrac¸a˜o para a arquitetura BioNimbus, devem ser estudados os
reais efeitos desse problema, e se uma reserva de banda (QoS) deve ser determinada
para cada task e em quais condic¸o˜es.
Para finalizar a discussa˜o sobre a arquitetura e o estudo de caso, foi visto que a arqui-
tetura BioNimbus realmente e´ capaz de formar uma federac¸a˜o de nuvens computacionais
de maneira transparente ao usua´rio, pois a execuc¸a˜o do workflow especificado no estudo
de caso foi executado, na visa˜o do usua´rio, de maneira ideˆntica nos treˆs casos aplica-
dos. Ale´m disso, foram federadas diferentes nuvens computacionais (pu´blica e privada) e
integradas a` federac¸a˜o va´rios tipos de aplicac¸o˜es de bioinforma´tica de maneira flex´ıvel.
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Cap´ıtulo 6
Conclusa˜o e Trabalhos Futuros
No presente trabalho, foi proposta uma arquitetura para federac¸o˜es de nuvens computa-
cionais para execuc¸a˜o de workflows de bioinforma´tica chamada BioNimbus. Seu objetivo
e´ integrar diferentes infraestruturas computacionais as quais oferecem aplicac¸o˜es de bi-
oinforma´tica de maneira transparente, flex´ıvel e tolerante a falhas, e tambe´m oferecendo
grande capacidade de processamento e armazenamento.
Na especificac¸a˜o da arquitetura, foram identificados os servic¸os necessa´rios para rea-
lizar uma federac¸a˜o de nuvens para bioinforma´tica, com os requisitos necessa´rios a serem
cumpridos por implementac¸o˜es. Tambe´m foram descritos os casos de uso principais, com a
interac¸a˜o entre os servic¸os e a especificac¸a˜o das mensagens trocadas durante sua execuc¸a˜o.
Por fim, foi realizada uma comparac¸a˜o entre outras propostas existentes para federac¸a˜o
de nuvens com a apresentada por este trabalho.
Ale´m disso, foi realizado um estudo de caso com um proto´tipo como implementac¸a˜o de
refereˆncia da arquitetura BioNimbus o qual integrou dois provedores diferentes, pu´blico e
privado, com o intuito de verificar sua funcionalidade e seu desempenho na pra´tica. Nesse
estudo de caso, foi usado um workflow para identificac¸a˜o de diferenc¸as de expressa˜o em
genes de ce´lulas cancerosas do rim e do f´ıgado de humanos. Os dados utilizados foram
fragmentos produzidos por um sequenciador automa´tica de alto desempenho Illumina e
os 24 cromossomos humanos. Para efetivar a ana´lise, o workflow foi executado em cada
provedor individualmente e depois com os provedores federados por meio da arquitetura
BioNimbus.
Com os resultados obtidos, foi poss´ıvel observar a real aplicabilidade da arquitetura Bi-
oNimbus para experimentos com workflows de bioinforma´tica. Entre suas caracter´ısticas,
foram verificadas a sua capacidade real de integrar diferentes infraestruturas e aplicac¸o˜es
de bioinforma´tica de maneira transparente, e sua eficieˆncia na distribuic¸a˜o de tarefas entre
os provedores federados.
Ao mesmo tempo, tambe´m foram apontadas questo˜es que devem ser melhor explo-
radas em busca de uma melhor aplicac¸a˜o da arquitetura BioNimbus. Entre elas, esta˜o
a especificac¸a˜o de melhores estrate´gias de escalonamento de tarefas e de armazenamento
de dados de entrada, de forma a reduzir transfereˆncias de arquivos entre provedores de
servic¸os, e o incremento dos plug-ins de integrac¸a˜o, com o intuito de controlar de maneira
mais eficiente essas transfereˆncias.
Como trabalhos futuros, primeiramente, e´ preciso realizar um estudo mais detalhado
com diferentes estrate´gias de armazenamento para reduc¸a˜o de transfereˆncias de arquivos.
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Entre as possibilidades esta˜o o uso de fragmentac¸a˜o e replicac¸a˜o de dados, bem como o
mapeamento de tipos de dados com provedores que oferecem aplicac¸o˜es usua´rias destes
dados. Outro estudo necessa´rio e´ a identificac¸a˜o das melhores varia´veis a serem utilizadas
pelo escalonamento, na˜o so´ considerando tarefas em execuc¸a˜o e recursos computacionais
dispon´ıveis, mas tambe´m tarefas sendo preparadas nos provedores antes mesmo de execu-
tarem, bem como varia´veis econoˆmicas. Ademais, deve-se procurar formas mais eficientes
para controlar a prioridade de transfereˆncias de arquivos nos provedores.
Tambe´m esta˜o previstas as implementac¸o˜es restantes a fim de completar o proto´tipo
apresentado neste trabalho. Entre elas, esta˜o as implementac¸o˜es do Fault Tolerance Ser-
vice, para realizar toleraˆncia a falhas dos servic¸os controladores e das execuc¸o˜es iniciadas
em provedores faltosos; do Security Service, para controlar o acesso de usua´rios aos prove-
dores e para autenticar membros da federac¸a˜o como provedores va´lidos; do Job Controller,
para realizar o controle das execuc¸o˜es de diferentes usua´rios, cada um com suas varia´veis
e credenciais, avaliando principalmente sua escalabilidade; e do SLA Controller, para se
aplicar e monitorar acordos de n´ıvel de servic¸o (SLA), verificando poss´ıveis violac¸o˜es.
Finalmente, vale ressaltar que o presente trabalho resultou em um artigo publicado [79]
e um cap´ıtulo de livro (Bioinformatics — ISBN 980-953-307-202-4) em processo de revisa˜o,
com previsa˜o de publicac¸a˜o em agosto de 2012. A arquitetura proposta no trabalho e o
proto´tipo do estudo de caso tambe´m fizeram parte de outro artigo publicado [12], no
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