As is known, a process of form
Introduction
The notion of G-expectation is a type of nonlinear expectation proposed by Peng [3, 6] . It can be regarded as a nonlinear generalization of Wiener probability space (Ω, F, P ) where Ω = C 0 ([0, ∞), R d ) equipped with the uniform norm, F = B(Ω) and P is a Wiener probability measure defined on (Ω, F). Recall that the Wiener measure is defined such that the canonical process B t (ω) := ω t , t ≥ 0 is a continuous process with stationary and independent increments, namely (B t ) t≥0 is a Brownian motion. G-expectation E is a sublinear expectation on the same canonical space Ω, such that the same canonical process B is a G-Brownian motion, i.e., it is a continuous process with stationary and independent increments. A crucial difference is that the quadratic variance process B of the G-Brownian motion B is no longer a deterministic function of the time variable t. It is a process with stationary and independent increments. For the one-dimensional case, its increments are bounded by σ 2 := E[B 2 1 ] ≥ −E[−B 2 1 ] =: σ 2 , σ 2 (t − s) ≤ B t − B s ≤ σ 2 (t − s), for s < t.
(1.1)
on R, the function u(t, x) := E[ϕ(x + B t )] is the (viscosity) solution to the following G-heat equation The process M t := t 0 ∂ x u(T − s, B s )dB s is a symmetric G-martingale (i.e., M and −M are both G-martingales), which shares the same properties with classical martingales in the probability space. The process K t :=
x u)(T − s, B s )ds is a non-increasing G-martingale. For the linear case (σ = σ), this term disappears. However, when σ < σ, Gmartingales with finite variation are a class of nontrivial processes, which show the variance uncertainty of G-expectation.
For Z ∈ H 2 G (0, T ), η ∈ M 2 G (0, T ), [4] showed that a process of form
is a G-martingale, and conjectured that for any ξ ∈ L 2 G (Ω T ), the martingale E t [ξ] has the representation (1.2). [4] proved this conjecture for cylinder random variables of form ξ = ϕ(B t 1 , ·· ·, B tn ). For the general case, Soner et al (2011) and proved independently the following G-martingale decomposition theorem:
where K t is a non-increasing G-martingale.
In this paper, our interest concentrates on G-martingales with finite variation. In the Gexpectation space, there are three types of processes whose variation is finite.
It is a very important problem to distinguish these three types of processes. Song (2012) distinguished (1) and (2) completely:
As an immediate corollary of this result, Song (2012) proved the uniqueness of the representation for G-martingales with finite variation. Also, Conclusion (1.3) implies that the decomposition of G-Itô process is unique, which is crucial for Peng and Song (2015) to define the G-Sobolev
The main job of this paper is to distinguish G-martingales with finite variation from the other two types of processes. For a G-martingale of the form
, then by Conclusion (1.3), we get ς ≡ η = 0 (resp. ς ≡ ζ = 0). So a G-martingale K t (ς) could not be form of (1) or (2). Here we shall prove this conclusion for general G-martingales:
A G-martingale with finite variation could not be form of
More precisely, let K be a non-increasing G-martingale. If
we conclude that K ≡ 0.
Based on this conclusion, we can prove that the decomposition for generalized G-Itô processes is unique: 
-solution corresponds to the solution of the backward SDEs driven by G-Brownian motion considered in Hu et al (2014) .
In this paper, as an application of the main results, we shall give a characterization of the
The main idea is, just like the liner case, to integrate
x u) as one operator, which reduces the regularity requirement for the solutions. To well define the derivative A G u for u ∈ W The rest of the paper is organized as follows. In Section 2, we present some basic notions and definitions on the G-expectation theory. We shall prove the main results in Section 3. As an application of the uniqueness of the decomposition for generalized G-Itô processes, we shall refine the definition of the G-Sobolev space W 
Some definitions and notations about G-expectation
We review some basic notions and definitions on the G-expectation theory. The readers may refer to [3] , [4] , [5] , [6] for more details.
Let
with ω(0) = 0 and let B t (ω) = ω(t) be the canonical process.
Let us recall the definitions of G-Brownian motion and its corresponding G-expectation introduced in [4] . For simplicity, here we only consider the one-dimensional case.
Set
where C b,Lip (R n ) is the collection of bounded Lipschitz functions on R n . We are given a function G :
we define the following conditional G-expectation
|a|. Sometimes, we denote by E Gε the G-expectation corresponds to the function G ε .
There exists a tight subset P ⊂ M 1 (Ω T ), the set of probability measures on
P is called a set that represents E.
Remark 2.4 Let W t be a one-dimensional standard Brownian motion in the probability space (Ω, F, P ) and let F := (F t ) t≥0 be the augmented filtration generated by (W t ) t≥0 . Denote by L G F the set of F-adapted measurable processes with values in [σ, σ]. [1] showed that
is a set that represents E.
We denote by M 0 (0, T ) the collection of all step processes.
For each p ≥ 1, we denote by M p G (0, T ) the completion of the space M 0 (0, T ) under the norm
has the following decomposition:
where {Z t } ∈ H 1 G (0, T ) and {K t } is a continuous non-increasing G-martingale. Furthermore, the above decomposition is unique and
Main results
In the sequel, we shall only consider the one-dimensional G-expectation space which is nondegenerate and really nonlinear, i.e., σ > σ > 0. Let W be a standard Brownian motion in the probability space (Ω, F, P ) and assume that F = (F t ) is the augmented filtration generated by W .
An F-adapted measurable process h is called an (m-steps) self-dependent process if it has the following form:
where
Clearly, an m-steps self-dependent process h can also be considered as a 2 n m-steps self-dependent process for any n ≥ 0. 
Let B t (ω) = ω t be the canonical process on the space Ω T . For an F-adapted measurable process h,
Lemma 3.2 Let h be an m-steps self-dependent process of form (3.1). We call a bounded Fadapted measurable processh an m-perturbation of h if the following property holds:
Then for any random variable of the form X = ψ(B m
On the one hand, we have
On the other hand, letting P ω 
Repeating the above arguments for m−1 times, finally we can find a bounded Lipschiz continuous function ψ m−1 such that 
Theorem 3.3 Let h be an m-steps self-dependent process. For n ≥ 1, let h n be a 2 n mperturbation of h. Assuming that (h n ) n≥1 are uniformly bounded, we have
Proof. For any k ≥ 1 and any function ψ ∈ C b,Lip (R 2 k m ), by Lemma 3.2, we have, for n ≥ k,
In other words, we have lim
for any k ≥ 1 and any function ψ ∈ C b,Lip (R 2 k m ). Since (h n ) n≥1 are uniformly bounded, we know that (P h n ) n≥1 are tight. Combing the above arguments, we conclude that
Lemma 3.4 Let K be a non-increasing G-martingale. Fix an F-adapted measurable process h with σ ≤ |h| ≤ σ. Then for any s < t and any ε > 0 there exists an F-adapted measurable processh with σ ≤ |h| ≤ σ andh
Proof. Fix s < t, ε > 0 and an F-adapted measurable process h with σ ≤ |h| ≤ σ. By Theorem 5.4 in [10] , for the non-increasing G-martingale K t , there exist ζ ∈ M 0 (0, T ) such that
We assume that ζ is of the following form:
Without loss of generality, we assume s = t i and t = t i+1 . Setã t i = φ i (
Leth r = h r for s ∈ [0, t i ] and leth r = sign σ,σ (ã t i ) for r ∈]t i , t i+1 ]. Then
Lemma 3.5 Let P ⊂ M 1 (Ω T ) be a weakly compact set that represents E:
) Q∈P is continuous with respect to the weak convergence topology on M 1 (Ω T ).
) Q∈P can be considered as the uniform limit of a sequence of continuous functions (E Q [ξ n ]) Q∈P with ξ n ∈ L ip (Ω T ) and E[|ξ n − ξ|] → 0. So we get the desired result.
Proof. Without loss of generality, we consider the case T = 1. Assume E[−K 1 ] > 0. Then, by Lemma 3.5, there exists ε > 0 such that E Gε [−K 1 ] > 0. So, by Theorem 2.3 and Lemma 3.1, we can find a process h of form (3.1) with
Step 1. For any n ≥ 1, we can find a 2 n m-perturbation h n of h with σ ≤ |h n s | ≤ σ such that
First, let us define h n s for s ∈ [0, 
So, noting σ 2 + ε ≤ |ξ n 0 | 2 ≤ σ 2 − ε again, we get
It is easy to check that 
It is easily seen that
Assume that we have defined h n s for all s ∈ [0,
m ] by repeating the above arguments with ξ n 0 replaced by ξ n i . Clealy, the process h n s defined in this way is a 2 n m-perturbation of h. Besides, we have
Step 2.
is continuous:
, which implies the desired result.
By
Step 2 and Theorem 3.3, we get the desired result.
Step 4.
The proof follows immediately from Step 2. Actually, setting
Combing the above arguments, we get
which is a contradiction. The last inequality follows from Step 1 and Step 3.
So L is a non-increasing G-martingale. By Theorem 3.6, we get L ≡ 0, and consequently, K ≡ 0.
As an application of Theorem 3.6, we shall prove the uniqueness of the decomposition for generalized G-Itô processes.
Definition 3.8 A process of the following form is called a generalized G-Itô process:
Remark 3.9 A G-Itô process
can be rewritten as
where 
Proof. By the uniqueness for the decomposition for (classical) continuous semimartingales, we get Proof. We only prove the "only if" part.
Assume that A is a process with stationary and independent increments. Then there exists a constant λ ∈ R such that E[A t ] = λt and L t := A t − λt is a non-increasing G-martingale. So we conclude by Corollary 3.11 that λ = 2G(η s ), which implies the desired conclusion.
2) Corollary 3.5 in 
which implies η ≡ 0, and consequently, ζ ≡ 0. 
for some 0 = t 0 < · · · < t n = T , where ϕ : (R d ) n → R is a C ∞ -function with at most polynomial growth. We denote by C ∞ (Ω T ) the collection of all cylinder functions of paths on [0, T ].
is called a cylinder path process if there exists a time partition 0 = t 0 < · · · < t n = T , such that for each k = 0, 1, · · · , n − 1 and t ∈ (t k , t k+1 ], u(t, ω) = u k (t, ω(t); ω(t 1 ), · · · , ω(t k )).
Here for each k, the function u k : [t k , t k+1 ] × (R d ) k+1 → R is a C ∞ -function with u k (t k , x; x 1 , · · · , x k−1 , x) = u k−1 (t k , x; x 1 , · · · , x k−1 )
such that, all derivatives of u k have at most polynomial growth. We denote by C ∞ (0, T ) the collection of all cylinder path processes.
For a function u ∈ C ∞ (0, T ), set, for t ∈ [t k , t k+1 ], D t u(t, ω) :=∂ t u k (t, x; x 1 , · · · , x k )| x=ω(t),x 1 =ω(t 1 ),··· ,x k =ω(t k ) , (4.1) D x u(t, ω) :=∂ x u k (t, x; x 1 , · · · , x k )| x=ω(t),x 1 =ω(t 1 ),··· ,x k =ω(t k ) , 8) which is noting but the backward SDEs driven by G-Brownian motion (G-BSDE) studied in [2] . On the contrary, letting (Y, Z, K) be a solution of backward SDE (4.8) considered in [2] , notice that, although we have many interesting examples, but it is still a very interesting and challenging problem to give reasonable conditions on ξ and f such that Y lies in the Sobolev space W 1,2;p G (0, T ). Even so, we still think u = Y is a reasonable candidate of the solution to Equ. (4.7).
In [7] , the authors formulated u = Y as the unique solution to Equ. 
