In this paper, we study sparse spike deconvolution over the space of complex-valued measures when the input measure is a finite sum of Dirac masses. We introduce a modified version of the Beurling Lasso (BLasso), a semi-definite program that we refer to as the Concomitant Beurling Lasso (CBLasso). This new procedure estimates the target measure and the unknown noise level simultaneously. Contrary to previous estimators in the literature, theory holds for a tuning parameter that depends only on the sample size, so that it can be used for unknown noise level problems. Consistent noise level estimation is standardly proved. As for Radon measure estimation, theoretical guarantees match the previous state-of-the-art results in Super-Resolution regarding minimax prediction and localization. The proofs are based on a bound on the noise level given by a new tail estimate of the supremum of a stationary non-Gaussian process through the Rice method.
1 Introduction 1.1 Sparse deconvolution with unknown noise 1 
.1.1 Super-Resolution
Sparse deconvolution over the space of complex-valued Borel measures has recently attracted a lot of attention in the "Super-Resolution" community and its companion formulation "Line spectral estimation". In the Super-Resolution framework, one aims at recovering fine scale details of an image from few low frequency measurements, where ideally the observation is given by a low-pass filter. The novelty in this body of work relies on new theoretical guarantees of the 1 -minimization over the space of discrete measures in a grid-less manner. Some recent works on this topic (when the underlying dimension is one) can be found in [17, 12, 36, 14, 2, 24, 8, 21] and references therein.
More precisely, pioneering works were proposed in [12] treating inverse problems on the space of Borel measures and in [13] , where the Super-Resolution problem was investigated via Semi-Definite Programming and a groundbreaking construction of a "dual certificate". Exact recovery (in the noiseless case), minimax prediction and localization (possibly in the noisy case) have been performed using the Beurling Lasso (BLasso) estimator [2, 36, 24, 35] which minimizes the total variation norm over complex-valued Borel measures. Noise robustness (as the noise level tends to zero) has been thoroughly investigated in [21] ; the reader may also consult [22, 19, 23] for more details. Change point detection and grid-less spline decomposition are studied in [7, 18] . Several interesting extensions, such as deconvolution over spheres, have been also recently provided in [6, 8, 9] .
Concomitant Beurling Lasso: adapting to the noise
Our proposed estimator is an adaptation to the Super-Resolution framework of a methodology first developed for sparse high dimensional regression. In the later case, the joint estimation of the parameter and of the noise level has first been considered in [31, 1] , though without any theory. It was based on concomitant estimation ideas that could be traced back to the work of Huber [28] . The formulation we consider in this work appeared first in [31, 1] with a statistical point of view, as well as in [38] with a game theory flavor. Note that interestingly, both approaches rely on the notion of robustness. An equivalent definition of this estimator was proposed and extensively studied independently in [5] under the name Square-root Lasso. The formulation we investigate is also closer to the one analyzed in [34] under the name Scaled-Lasso. Yet, we adopt the terminology of "Concomitant Beurling Lasso" in reference to the seminal paper [31] . Last but not least, our contribution borrows some ideas from the stimulating lecture notes [37] .
Remark that an alternative formulation was investigated in [33] with a particular aim at Gaussian mixture models. The authors have proposed to analyze a different high dimensional regression variant that also leads to a jointly convex (w.r.t. both the parameter and the noise level) reformulation of a penalized log-likelihood estimator. It is to be noted that this estimator is also sometimes referred to Scaled-Lasso, creating possible ambiguities. In practice though, at least in high dimensional regression settings, this method seems to be outperformed by the concomitant formulation [30] .
Model and contributions

Model and notation
Denote E := (C(T, C), · ∞ ) the space of complex-valued continuous functions over the one dimensional torus T (obtained by identifying the endpoints on [0, 1]) equipped with the ∞ -norm and E * := (M(T, C), · TV ) its dual topological space. Namely, E * is the space of complex-valued Borel measures over the torus endowed with the total variation norm, defined by
where R(·) denotes the real part andf the complex conjugate of a continuous function f . Our observation vector is y ∈ C n (where n = 2f c + 1) and our sampling scheme is modeled by the linear operator F n that maps a Borel measure to its n first Fourier coefficients as ∀µ ∈ E * , F n (µ) := (c k (µ)) |k|≤fc , where c k (µ) := T exp(−2πıkt)µ(dt) = T ϕ k dµ , and ϕ k (·) = exp(2πık·). The statistical model we consider is formulated as follows
with ε is a complex valued centered Gaussian random variable defined by ε d = ε (1) + ıε (2) where the real part ε (1) = R(ε) and the imaginary part ε (2) = I(ε) are i.i.d. N n (0, σ 2 0 Id n ) random vectors with an unknown standard deviation σ 0 > 0, where Id n is the identity matrix of size n × n. Moreover, we assume that the target measure µ 0 admits a sparse structure, namely it has finite support and can be written
where s 0 ≥ 1, δ t 0 j is the Dirac measure at positions t 0 j ∈ T and with amplitudes a 0 j ∈ C. We can now introduce our Concomitant Beurling Lasso (CBLasso) estimator, that jointly estimates the signal and the noise level as the solution of the convex program
where R ++ denotes the set of positive real numbers and λ > 0 is a tuning parameter. This formulation, by using a suitable rescaling of the data fitting and adding a penalty on the noise level, leads to a jointly convex formulation that can be theoretically analyzed. The division by σ is used for homogeneity reasons, why the σ/2 term helps avoiding degenerate solutions and play the role of regularization. When the solution is reached forσ > 0, one can check that our estimator satisfies the identitŷ σ = y − F n (μ) 2 / √ n andμ ∈ arg min µ∈E * y − F n (µ) 2 / √ n + λ µ TV , which is in our framework, the analogous version of the square-root formulation from [5] (while the one from (4) is inspired by [31, 34] ).
Remark 1. As defined in (4), the CBLasso estimator is ill-defined. Indeed, the set over which we optimize is not closed and the optimization problem may have no solution. We circumvent this difficulty by considering instead the Fenchel biconjugate of the objective function. The actual objective function accepts σ ≥ 0 as soon as y = F n (µ). In the rest of the paper, we will write (4) instead of the minimization of the biconjugate as a slight abuse of notation (see also [30] for more details).
This new estimator can be efficiently computed using Fenchel-Legendre duality and a semidefinite representation of non-negative trigonometric polynomials. The dual program estimates the coefficients of a non-constant trigonometric polynomial (that we refer to as "dual polynomial") and the support of the estimated measureμ is included in the roots of the derivative of the dual polynomial, see Section 3.1 for further details.
Contributions
By tackling the simultaneous estimation of the noise level and the target measure, we revisit the state-of-the-art results in Super-Resolution theory. In particular, we show (Theorem 1) that the "near" minimax prediction (i.e., "fast rate" of convergence) is achieved by our new CBLasso estimator. To prove this result, we have adapted the proof of [35] to our estimator and finely controlled the noise level dependency in their bounds. This latter task has been carried out thanks to the Rice method for a non-Gaussian process (Lemma 10) which provides new results in this context, whose interest could go behind the context of Super-Resolution. Though standardly proved as in [2, 24, 35] , spike localization errors (Theorem 2) are amended by the Rice method as well. In particular, it allows us control the "no-overfitting" event as shown by Proposition 4. We would like to emphasize that our contribution provides the first result on simultaneous estimation of both the noise level and the the target measure in spike deconvolution. We have introduced a new estimator and theoretically demonstrated that it attains "near" minimax optimal prediction together with strong localization accuracy. On the numerical side, we show that (i) the root-finding search can still be adapted to our method; (ii) the constructed "dual polynomial" (see Eq. (14) and (15) for definition) is never constant (see Proposition 7) answering an open question of [14, Eq. (4.5) ] in the CBLasso framework. Experiments are conducted to illustrate the benefits of our noise and measure estimation procedure.
Notation
We denote by [m] the set {1, . . . , m} for any integer m ∈ N and by S m−1 the (real) unit sphere in R m . For any set A, its indicator function and its cardinality respectively reads 1 A and |A|. We denote by z the complex conjugate of z ∈ C, and by R(z) (resp. I(z)) its real (resp. imaginary) part. For any bounded linear mapping F, its adjoint operator is denoted by F * . The standard Hermitian norm on C n is written · , with ·, · being the associated inner product, i.e., z, z = (z * z ). If a measure µ ∈ E * can be written µ = s j=1 a j δ tj , we say that it has a finite support and we denote it by supp(µ) := {t 1 , . . . , t s } ⊂ T. The canonical distance between two points t and t on the torus T is written d(t, t ).
Main results
Standard assumptions
In the CBLasso analysis, the following standard assumptions will be useful, see [37] for instance. The first assumption governs the Signal-to-Noise Ratio (SNR) that can be defined as
measuring the strength of the true signal µ 0 compared to the noise level σ 0 . 
The main point of the article is to consider a noise-free tuning parameter λ that depends only on the number n of measurements. As standard result in the literature, we consider λ ≥ 2 2 log n/n. In this regime, one may write the sampling rate condition as n/log n ≥ C SNR 2 for some universal constant C > 0. Roughly speaking, Assumption 1 states that the number of measurements n is at least SNR 2 . Another important assumption is the "no-overfitting" condition assuming that the noise level estimatorσ is positive. For obvious reasons, it is essential from both theoretical and practical point of views to assert this property. Observe that, throughout this paper, all our results are based on the event { F * n (ε) ∞ /( √ n ε 2 ) ≤ R} ∩ { ε 2 / √ n ≥ σ} for suitable R and σ, and by Proposition 4
the "no-overfitting" condition holds with large probability. In Super-Resolution, one often assumes that the target measure µ 0 ∈ E * satisfies the classical separation condition, see [25] for a state-of-the-art result on the subject. This condition governs the existence of dual certificates, see Section A.4 for further results. In particular, all our constructions assume a lower bound on the number of observed frequencies f c . Based on [25] , we assume that f c ≥ 10 3 throughout this paper leading to c 0 = 1.26 in Assumption 2 below. Note that one can lower the bound on the observed frequencies f c considering larger values of c 0 , the interested reader may consult [25] on this topic. Assumption 2 (Separation condition). The true support supp(µ 0 ) = {t 0 1 , . . . , t 0 s0 } is said to verify the separation condition if it satisfies the following property
where c 0 = 1.26 and f c ≥ 10 3 .
Compatibility limits
In order to obtain oracle inequalities for the Lasso [37] , the statistical community has proposed various sufficient conditions such that Restricted Isometry Property (RIP), Restricted Eigenvalue Condition (REC), or Compatibility Condition for instance. However, in the Super-Resolution setting, one can show that these classical assumptions do not hold. Indeed, since RIP implies REC which in turn implies the Compatibility Condition (see [37] for further details), we only show that the Compatibility Condition fails to hold. For that, let us recall the definition of the compatibility constant, denoted by C(L, S) for a constant L > 0 and a given support S C(L, S) := inf |S| F n (µ) 2 2 /n s.t. supp(µ) = S, µ S TV = 1, µ S c TV ≤ L . We say that the compatibility condition of parameter (s, L) holds if inf |S|≤s C(L, S) > 0. Assume also that L ≥ 1. Consider the sequence (µ ) >0 defined by µ = δ − δ − , in which the location − on T can be associated to 1 − . Note that for this sequence, we have c k (µ ) = −2ı sin(2πk ) for all k ∈ Z, therefore F n (µ ) 2 2 = fc k=−fc 4 sin 2 (2πk ). Let > 0 and choose S = S = { } meaning that |S | = 1 and S c = T \ { }. Note that (µ ) S TV = 1 and (µ ) S c TV = 1 ≤ L. Considering → 0 leads to the inequality inf |S|≤1 C(L, S) ≤ lim inf →0 1 n fc k=−fc 4 sin 2 (2πk ) = 0. Since one can show that for S ⊂ S, C(L, S)/|S| ≤ C(L, S)/|S| [37] , we deduce that for s ≥ 1, inf |S|≤s C(L, S) = 0, which implies that the Compatibility Condition does not hold for Super-Resolution, and neither do the RIP or REC.
It turns out that our setting meets the curse of highly correlated designs since close Dirac masses (as aforementioned) share almost the same Fourier coefficients.
Prediction error
As in [35] , we uncover that CBLasso achieves the minimax rate 1 in prediction up to a log factor. Up to several technicalities, our proof in Appendix C follows the same guidelines as in [35] though we use the Rice method to finely bound our non-Gaussian process, see Lemma 10.
There exists numerical constants γ, C > 0, that may depend on C, such that the following holds. Assuming Assumptions 1 and 2, the estimatorμ solution to Problem 4 with a choice λ ≥ C log n/n satisfies
Up to a log factor, this prediction error bound matches the "fast rate" of convergence, namely σ 0 s 0 /n (see [16] for instance), established in sparse regression.
Localization and amplitudes estimation
Following [14, 25] , we define the set of "near" points as
for some 0 < c 1 < c 0 /2 (where c 0 = 1.26 is given in Assumption 2) and the set of "far" points as
Theorem 2. Let C > 2 √ 2. There exist numerical constants γ, C > 0, that may depend on C, such that the following holds. Suppose that Assumptions 1 and 2 hold. The estimatorμ, solution to Problem 4 with a choice λ ≥ C log n/n, satisfies
Points 1. and 3. in Theorem 2 ensure thatμ will retrieve the mass of µ 0 in the near regions of the support supp µ 0 and not in regions far away. Point 2. provides a control on the support identification of the procedure. A proof of this theorem can be found in Section 5. In particular, we deduce the following result.
Corollary 3. Under the assumptions of Theorem 2, for any t 0 j in the support of µ 0 such that a 0 j > C σ 0 s 0 λ, there exists an elementt k in the support ofμ such that
with probability at least 1 − C n −γ .
Noise level estimation
The following noise level estimation result relies on standard results in sparse regression, see [37] .
Proposition 4. Let 0 < η < 1 and 0 < α < 1. Let λ be the tuning parameter of the CBLasso. Set
then it holds √ nσ
with probability larger than 1 − α 2
Note that Assumption 1 implies Inequality (8) with η = 1/2 whenever n ≥ −8 log α.
Proof. The proof is a direct application of Lemma 10 with R = √ 2 log(n/α)/n that gives
Applying Lemma 22 with x = − log α gives P( ε 2 / √ n ≤ σ) ≤ α. A union bound on the event 3 Numerical aspects
Primal/Dual problems and Fermat conditions
We begin by presenting the Fenchel dual formulation of CBLasso in the next proposition.
Then, we have the link-equation between primal and dual solutions
where we defineλ = λσ, as well as a link between the coefficient and the polynomial
The polynomialp is said to be the dual polynomial of Problem (4).
Proof. This proposition is proved in Appendix A.1.
Using (11) and (12), we retrieve the KKT conditions, namely
In particular, the dual polynomial satisfies the property of a TV-norm sub-gradient at the solution pointμ, namely
Equivalently, Equation (13) reads as follows
No-overfitting and root-finding issues
In the sequel, we tackle the "no-overfitting" and the "constant dual polynomial" issues and we summarize our results from Propositions 6 and 7 in Figure 1 . We may use the noiseless estimator (17) referred to as "Beurling Minimal Extrapolation" (BME for short) by [17] . The no-overfitting property is guaranteed by the following proposition. Proposition 6. Defining λ min (y) = 1/( ĉ (BME) 2 √ n) and the problem µ (BME) ∈ arg min
and its dual formulationĉ
the following statements are equivalent
(iii)σ = 0 (overfitting). , there is overfitting. When λ min (y) < λ ≤ λ max (y), the dual polynomial is not of constant modulus, so that the root finding can be done. We also show that the no-overfitting assumption holds in such a regime. Finally, when λ > λ max (y), the solution is degenerated andμ = 0.
Remark that λ min (y) = 1/( ĉ (BME) 2
Assume thatĉ =ĉ (BME) , then y = nλĉ (BME) + F n (μ) thanks to Eq. (11) and F n (μ (BME) ) = y thanks to Eq. (17) . Moreover, y,ĉ (BME) = μ TV and λ y,ĉ = 1 2nσ y − F n (μ) 2 +σ 2 + λ μ TV by strong duality. The only way the last equation holds is whenσ = 0 and that y = F n (μ).
(iii) ⇒ (i): Assume thatσ = 0, this leads toλ = 0 thanks to the definition ofλ below (11) . Thanks to Eq. (11), y = F n (μ). This means that (μ,σ) is solution of the problem
and soμ ∈ arg min
i.e.,μ =μ (BME) .
By strong duality in Problem (4), one has λ μ TV = λ ĉ, y and by strong duality in Problem (18) , λ μ (BME) TV = λ ĉ (BME) , y . Hence ĉ, y = ĉ (BME) , y and one can chooseĉ (BME) as a dual optimal solution for Problem (10) . So ĉ (BME) 2 2 ≤ 1/(nλ 2 ), and (i) holds by definition of λ min .
We now proved the last statement of the proposition. Since p ∞ ≤ 1, Parseval's inequality leads to ĉ 2 ≤ 1. If λ < 1/ √ n then λ 2 n ĉ 2 ≤ λ 2 n < 1, this means that the 2 constraint in the dual formulation (10) is not saturated. With the first part of the proof, we deduce the result by choosingĉ =ĉ (BME) . Using (ii) ⇔ (i), one has λ min (y) ≥ 1/ √ n.
Remark 2. As for the BLasso defined by solvinĝ
note that if λ is chosen large enough, 0 is the unique solution of the CBLasso problem given by (4), the threshold being λ max (y) = F * n (y) ∞ /( √ n y 2 ) (for the BLasso it is simply F * n (y) ∞ /n). This result is easily deduced thanks to the KKT conditions. Remark 3. If the associated dual polynomialp is not constant, the support ofμ is finite, and is included in the set of its derivative roots, so the measure solution can be written asμ = ŝ j=1â j δt j .
The next proposition ensures that the root-finding is always possible, meaning that when the primal solution is non-zero, then the dual polynomial is non-constant.
Semi Definite Program formulation of the CBLasso
We write A 0 when a symmetric matrix A is semi-definite positive. Let us recall a classical property expressing the CBLasso as a semi-definite program (SDP), see [20, Sec. 4.3] or [14, 35] for instance.
Proposition 8. For any c ∈ C n , the following holds
where δ k,l is the standard Kronecker symbol.
Remark that
Applying this, one can represent the dual feasible set D n , as an SDP condition and the dual problem can be cast as follows max c∈C n λ y, c such that
From the dual to the primal
By solving Problem (21), one can identifyp, the dual polynomial (12) , and the set of locations where the latter reaches unit modulus and in which the support ofμ is included, see Remark 3. We recall that the support of all the solutions of Problem (4) are included in the level set |p| 2 = 1. Once this set is identified, remark that solutions to Problem (4) are equivalently solutions to a finite dimensional one:
whereÊ * := (C(supp(μ), C), · ∞ ) the space of Borelian measure, whose support is included in supp(μ) = {t j , j = 1, . . . ,ŝ}, a set found thanks to the dual formulation from the previous section. Indeed, any solutionμ to Problem (4) belongs toÊ * so that it is equivalently a solution to (22) . We can now introduce the design matrix X ∈ R n×ŝ , defined by X k,j = ϕ k (t j ). Considering the estimators (â,σ) defined by
one can check that (μ,σ) satisfies the original optimality condition for Problem (4), wherê µ =ŝ j=1â j δt j .
To solve (23), we proceed following the alternate minimization procedure proposed in [34] , that consists in alternating between a Lasso step and a noise level estimation step (i.e., computing the norm of the residuals). Note that the Lasso step is simple in this case, since the KKT condition reads X * (Xa − y) + λσζ = 0 whereζ = sign(X * ĉ ). Provided that the matrix X * X can be stored and inverted, one can useâ
along the iterative process.
Experiments
First, let us summarize the description of the proposed algorithm: given the data y ∈ C n
2. solve Problem (21) to find the coefficientsĉ of the dual polynomialp. For this step, we use the cvx Matlab toolbox [26, 27] ;
3. identify supp(μ) using the roots of 1 − |p| 2 and construct the matrix X described above;
4. solve Problem (23) as follows: for an initial value ofσ, until some stopping criterion, (a) solve Problem (23) using (24) withσ to computeâ, (b) updateσ = y − Xâ 2 / √ n using the new value ofâ,
In our experiments, we have chosen in Step 4 the stopping criterion combining (i) a maximal number of iterations fixed to 1000 and (ii) a tolerance threshold of 10 −4 between two iterates ofσ.
Measure estimation We run this algorithm for estimating a 3-spikes measure. The measure is generated by drawing uniformly at random support locations in the torus satisfying the separation condition. The spike amplitudes are set to 1 or −1. The noise level σ 0 is fixed to 1 and n = 161. For this experiment we fix λ to be equal to λ max (y)/2 = F * n (y) ∞ /(2 √ n y 2 ). The results are presented in Fig. 2 and compared with a BLasso approach (solved thanks to (24) for λ = nλ BLasso max (y)/2 with λ BLasso max (y) = F * n (y) ∞ /n andσ = σ 0 , the true level of noise) over the estimated support supp(μ). First, note that both the BLasso and the CBLasso methods can recover the true support supp(µ 0 ). Second, the CBLasso better estimates the spikes magnitude in the original measure than the BLasso due to a better scaling of the regularizing factor. Noise estimation In order to illustrate noise estimation performance provided by the CBLasso method, we run the following experiment. Following the same procedure described above, we draw at random 100 target measures replica composed of 3 spikes with support satisfying the separation condition. For each target measure µ 0 , we observe y = F n (µ 0 ) + ε with n = 161 and ε a complex Gaussian vector such that ε = ε (1) + iε (2) and ε (1) , ε (2) ∼ N (0, (1/2) Id n ) (here we choose σ 0 = 1/ √ 2) and we perform the algorithm proposed above. In Fig. 3 , we present a boxplot on the valueσ for the 100 CBLasso estimations. One can remark thatσ presents a bias compared to the noise level equal to 1, but this bias will decrease as n increases. Indeed, Proposition 4 shows thatσ is close to ε 2 / √ n whose expectation is √ 2σ 0 E g 2 / √ 2n with g standard Gaussian in dimension 2n. We deduce thatσ
showing thatσ/ √ 2 is consistent estimator of σ 0 . In Fig. 3 , we also compare the CBLasso noise estimation tô
proposed in [32] , in whichμ BLasso denotes the reconstructed measure that is supported onŝ BLasso spikes using the BLasso. The CBLasso approach provides a satisfactory noise level estimation w.r.t. the heuristics defined above. 
We compare our method toσ BLasso = y − F n (μ BLasso ) 2 / √ n −ŝ BLasso proposed in [32] whereμ BLasso is the reconstructed measure supported onŝ BLasso spikes via BLasso. Noise estimation using CBLasso is clearly closer to σ 0 thanσ BLasso .
Proofs and new tools 4.1 Control of the processes
Standard approaches in 1 -minimization are based on bounding the noise correlation F * n (ε) or its normalized version F * n (ε)/ ε 2 in the Concomitant Beurling Lasso case. In particular, one needs to upper bound the probabilities of the following events
where we recall that
for all t ∈ [0, 1]. The first event can be handled with a Rice formula for stationary Gaussian processes as in [2] . Due to the presence of the denominator, the second event cannot be described by a Gaussian process and its analysis is a bit more involved. We start with some notation. Let
0 , . . . , z
fc ) , be i.i.d N n (0, Id n ) random vectors. Set, for any t ∈ [0, 1],
Then, note that
where σ 0 > 0 is the (unknown) standard deviation of the noise ε.
The Gaussian process
Lemma 9. For a complex valued centered Gaussian random vector ε as defined in (2), it holds
where σ 0 > 0 denotes the noise level.
Proof. Observe that X(t) and Y (t) are two independent stationary Gaussian processes with the same auto-covariance function Σ given by 
We use the following inequalities, for any u > 0,
and (by symmetry of the process X)
To give bounds to the right hand side of (27), we use the Rice method (see [3, page 93])
P{ sup
where U v is the number of up-crossings of the level v by the process X(t) on the interval [0, 1]. By the Rice formula (see [3, 
A Chernoff argument provides for any w > 0,
The result follows with (27) .
The non-Gaussian process
Lemma 10. It holds for all 0 < u ≤ 1,
almost surely.
Proof. Consider the stationary process defined for any t ∈ [0, 1] by
Notice that Lemma 18 proves the last statement of Lemma 10. Note that the process X is not a Gaussian and the analysis of Section 4.1.1 fails. Observe that, as in (26), it holds for any 0 < u ≤ 1
and it remains to bound the right hand side term. Observe that P sup
where U v is the number of up-crossings of the level v by the process X on the interval [0, 1]. Eventually, we combine Lemma 20 and Lemma 21 to get
The result follows.
Proof of Theorem 2
Let us remind that by Equation (3), µ 0 = s0 j=1 a 0 j δ t 0 j . Then, let q be a dual certificate of µ 0 obtained by applying Lemma 13 to the set supp(µ 0 ) = (t 0 1 , . . . , t 0 s0 ). Recall that q then interpolates the phase v j = a 0 j /|a 0 j | at the point t 0 j . Recall also that q is a trigonometric polynomial of degree f c with q ∞ ≤ 1. Consider D TV (μ, µ 0 ) the Bregman divergence of the TV-norm between the solutionμ of (4) and the target measure µ 0 , namely
Since q interpolates the phases of µ 0 , one can show that
using Holder's inequality and q ∞ ≤ 1. It shows that D TV (μ, µ 0 ) is non-negative. From this point, we consider the framework of the proof of Theorem 1. In particular, we invoke Lemma 16, Eqs (59),(61) and the control of the event λ/ λ ≤ (C F ∧ C N )/(2C) to get that there exists a constant C > 0 such that D TV (μ, µ 0 ) ≤ Cs λ .
From now on, universal constants C > 0 may change from line to line but they do not depend on n, α, s 0 , σ 0 , λ, λ or λ. Proposition 4 (with η = 1/2) and Lemma 22 (with x = − log α) show that
with probability greater than 1 − α 2
. Invoke (30) and (31) to get that
where we define
with C > 0 a universal constant that is sufficiently large to ensure the correctness of all the bounds involving D α .
Denoteμ =ŝ k=1â k δt k a solution 2 of (4) and observe that
using Cauchy-Schwarz inequality and Lemma 13. Claims (2) and (3) follow from (32) and (33) .
Recall that the set of "near" points is defined as N j := t ∈ T; d(t, t 0 j ) ≤ c1 fc for some 0 < c 1 < c 0 /2, as in the papers [14, 25] ; and the set of "far" points as F := [0, 1] \ j∈[s] N j . Let q j := q 01,j be constructed as in Section A.4.2 with respect to supp(µ 0 ). In particular, Lemma 15 shows that q 01,j 1 ≤ C1s n . We get that, for all j ∈ {1, . . . , s},
using Section A.4.2 and (33) . Furthermore, Lemma 16 shows
Using Lemma 9, with probability 1 − α, it holds that F * n (ε) ∞ ≤ 2nσ 0 log(n/α)/n. Invoke
Eq. (31) and recall λ ≥ 2 √ 2 log(n/α)/ √ n to get that,
with probability greater than 1 − α 2 √ 2/n + (2 √ 3 + 9)/3 . Using inequalities (34) and (35), one can check that, for all j ∈ {1, . . . , s},
This proves Claim (1).
A Convex and analysis tools A.1 Convexity reminder
The sub-gradient of a convex function f :
We denote f * the Fenchel-conjugate of f , f * (z) = sup w∈C d w, z − f (w). In this section, for convexity analysis purpose, we will denote by I C the indicator function of a set C defined as
Before proving Proposition 5, we remind the following result from [4, Example 13.8, Proposition 13.20, and Example 13.6].
Lemma 11. For a convex function f : C n → R, its perspective function is the function
Its Fenchel-conjugate persp(f ) * reads persp(f ) * = I {(z,u)∈C n ×R : u+f * (z)≤0} .
Lemma 12.
For a function f : C n → R and for any z ∈ C n one has the following properties for the Fenchel-conjugate:
.
• (f + ·, z ) * = τ z (f * ).
• For ( · 2 /2) * = · 2 /2.
We are now ready to prove Proposition 5.
Proof. Applying Lemma 11 and Lemma 12 to the function f = · 2 /2 and persp(f )(x, t) = x 2 2 /(2t), provides persp(f ) * = I {(z,u)∈C n ×R : u+ z 2 /2≤0} . We can now dualize Problem (4) . First remark that the objective function in (4) can be written as P λ (µ, σ) = persp( · 2 /2)(F n (µ) − y, nσ) + σ/2 + λ µ TV . For h : C n × R → R defined by h = persp( · 2 /2), one can write the primal in the form P λ (µ, σ) = τ z (h)(F n (µ), nσ)+σ/2+f (µ, σ), where z = (y, 0) ∈ C n × R and f (µ, σ) = λ µ TV + I R++ . Then, we can apply [4, Proposition, 19 .18], with g : C n × R → R by g(·, σ) = τ z (h)(·, nσ) + σ/2 and L = F n . This leads to the Lagrangian formulation
Since strong duality holds, the primal problem is equivalent to finding a saddle point of the Lagrangian. Any such saddle point (μ,σ,ĉ,t) satisfies on the one hand F * nĉ ∞ ≤ λ, and on the other handĉ = (F n (μ) − y)/(nσ) andt = 1/2 − F n (μ) − y 2 /(2n(σ) 2 ) = 1/2 − n ĉ 2 /2. The dual problem can also be obtained from the aforementioned theorem:
where
Hence the dual problem reads min (c,t)∈C n ×R y, −c ,
Re-parameterizing the dual by performing c ← c/λ and taking t ← −t leads to:
Finally, the dual problem of (4) readsĉ
whereD n = (c, u) ∈ C n × R : F * n c ∞ ≤ 1, u ≥ 0, nλ 2 c 2 /2 + u ≤ 1/2 . However, one can easily show that Problem (10) is equivalent to (43). Indeed, one can write thatD n = ∪ u≥0 D n,u where D n,u = c ∈ C n : F * n (c) ∞ ≤ 1, nλ 2 c 2 /2 + u ≤ 1/2 . Moreover, one can remark that for all u ≥ 0, D n,u ⊂ D n,0 and then for all u ≥ 0, Equation (11) is the consequence of considering the Lagrangian formulation of the following constrained problem:
(44)
A.2 Proof of Proposition 6
We present the proof of Proposition 6 here. (i) ⇒ (ii): Let us choose λ ∈]0, λ min (y)], then nλ 2 ĉ (BME) 2 ≤ n(λ min (y)) 2 ĉ (BME) 2 ≤ 1. Hence,ĉ (BME) ∈ D n , and since D n ⊂ {c ∈ C n : F * n (c) ∞ ≤ 1}, thenĉ =ĉ (BME) . (ii) ⇒ (iii): Assume thatĉ =ĉ (BME) , then y = nλĉ (BME) + F n (μ) thanks to Eq. (11) and F n (μ (BME) ) = y thanks to Eq. (17) . Moreover, one has y,ĉ (BME) = μ TV and it holds that λ y,ĉ = y − F n (μ) 2 /2nσ +σ/2 + λ μ TV by strong duality. The only way the last equation holds is whenσ = 0 and that y = F n (μ).
i.e.,μ =μ (BME) . By strong duality in Problem (4), one has λ μ TV = λ ĉ, y and by strong duality in Problem (18) , λ μ (BME) TV = λ ĉ (BME) , y . Hence ĉ, y = ĉ (BME) , y and one can chooseĉ (BME) as a dual optimal solution for Problem (10) . So ĉ (BME) 2 2 ≤ 1/(nλ 2 ), and (i) holds by definition of λ min .
We now prove the last statement of the proposition. Since p ∞ ≤ 1, Parseval's inequality leads to ĉ 2 ≤ 1. If λ < 1/ √ n then λ 2 n ĉ 2 ≤ λ 2 n < 1, this means that the 2 constraint in the dual formulation (10) is not saturated. Thenĉ =ĉ (BME) and using (ii) ⇔ (i), we deduce that λ min (y) ≥ 1/ √ n.
A.3 Proof of Proposition 7
First note that if λ ≤ λ min (y), by Proposition 6 there is overfitting which contradicts the assumption made in Section 2.1. Secondly, if λ > λ max (y), then by Remark 2,μ = 0 a scenario we are not interested in. Now, with Eqs (11) and (12), one can check thatĉ = y/(n λ) = y/( √ nλ y ). Since y is a Gaussian vector,p = F * n (ĉ) almost surely has a non-constant modulus. Set that λ ∈ [λ min (y); λ max (y)]. Let us suppose that the polynomial |p| 2 is of constant modulus, then it can be written as p = vϕ k with v ∈ C and ϕ k (·) = exp(2πık·) for some k ∈ −f c , f c . Note that if |v| < 1, using Holder's inequality on (15) leads toμ = 0. Now if |v| = 1, we also havê c ∈ D n , in particular ĉ 2 ≤ 1/( √ nλ), leading to |v| ≤ 1/( √ nλ). However, since λ min (y) > 1/ √ n, it turns out that |v| < 1, which contradicts |v| = 1. One can then conclude that a dual polynomial of constant modulus never occurs in the CBLasso setup, provided that λ ∈ [λ min (y); λ max (y)].
A.4 Polynomial constructions
This section is devoted to present the different interpolating polynomials that we shall use in this paper. These polynomials are offsprings of the construction given in the pioneering paper [14] that has been recently improved by [25] . Figure 4 : Interpolating polynomial q 1 (|v 1 | = · · · = |v s | = 1) on the left and q 01 (|v 1 | = · · · = |v s | = 0 except for one v j = 1) on the right.
A.4.1 Two constructions
Lemma 13 (Interpolating polynomial). There exists universal positive constants C N , C N and C F such that the following holds. For any set of point {t 1 , . . . , t s } satisfying Assumption 2, for any v ∈ C s such that |v 1 | ≤ 1, . . . , |v s | ≤ 1, there exists a complex trigonometric polynomial q 1 of degree less than f c such that
where we recall that n = 2f c + 1.
The proof of Lemma 13 can be found using the proof of Lemma 2.2 in [24] and Lemma 2.2 in [14] .
Remark 4. Note that Claim (ii) leads to |q(t)| ≥ 1 − C N n 2 2 d 2 (t, t j ).
Lemma 14 (Interpolating derivative polynomial). There exists universal positive constants C N,0 C F,0 such that the following holds. For any set of point {t 1 , . . . , t s } satisfying Assumption 2, for any v ∈ C s such that |v 1 | ≤ 1, . . . , |v s | ≤ 1, there exists a complex trigonometric polynomial q 0 of degree less than f c such that (i) for all j ∈ [s] and for all t ∈ N j , it holds |q
n , where we recall that n = 2f c + 1.
The proof of Lemma 14 can be found in the proof of Lemma 2.7 in [13] which can be improved (lowering c 0 = 1.26 in Assumption 2) using the paper [25] .
A.4.2 Dual certificates
Throughout this paper we shall use the following polynomials, see Figure 4 . Consider a set of point {t 1 , . . . , t s } satisfying Assumption 2.
• Invoke Lemma 13 for well chosen complex numbers |v 1 | = · · · = |v s | = 1 to get a "dual certificate" that we shall denote by q 1 .
• Fix j ∈ [s] and invoke Lemma 13 with v j = 1 and v i = 0 for i = j to define the polynomial q 01,j . In particular, the polynomial q 01,j enjoys -q 01,j (t j ) = 1,
• Polynomial q 0 is given by Lemma 14.
A.4.3 Control of the Bregman divergence
Lemma 15. There exists a universal positive constant C 1 > 0 such that the polynomials q 1 , q 01,j and q 0 defined in Section A.4.2 satisfy
(iii) q 0 1 ≤ C1s n 2 , where we recall that n = 2f c + 1.
The proof of Lemma 15 can be found in the proof of Lemma 4 in [35] .
Lemma 16. Let ν :=μ − µ 0 . Let α ∈ (0, 1) and set λ := 2σ 0 log(n/ α)/n. Then, with probability greater than 1 − α, it holds
where C 1 > 0 is the universal constant defined in Lemma 15 and the polynomials q 1 , q 01,j and q 0 are defined in Section A.4.2.
Proof. We prove the first inequality, the second follows the same lines. Remind that q 1 is a trigonometric polynomial of degree less than f c and write
where we recall that φ k (·) = exp(2πık·). Set ∆ to be the following trigonometric polynomial (used also in (56))
then, using Parseval's identity and Holder's inequality, we have
Using Lemma 15(i) and Lemma 24, we have
as claimed.
B Statistical analysis B.1 Noise level estimation
In order to controlσ, one can use the following result given by [37] . Proposition 17 ([37], Lemma 3.1). Suppose that for some η ∈ (0, 1), some R > 0 and some σ > 0.
and
Then, on the set where
B.2 Rice method
This section contains the Rice method toolbox of Section 4.1. In particular, recall that we consider the stationary process defined for any t ∈ [0, 1] by
B.2.1 Joint law of the process and its derivative
where τ n = 2π f c (f c + 1)/ √ 3 and V 1 and V 2 are the first coordinates of a random vector uniformly distributed on the sphere S 2n−1 . For any t ∈ [0, 1], the joint density p (X (t),X (t)) of (X (t), X (t)) is given by
Proof. We start by noticing that for any t ∈ [0, 1],
where V is uniformly distributed on the sphere S 2n−1 and θ(t) = (cos(2πf c t), cos(2π(f c − 1)t), . . . , 1, . . . , cos(2πf c t), sin(2πf c t), . . . , 0, . . . , − sin(2πf c t)) ,
2πf c cos(2πf c t), 2π(f c − 1) cos(2π(f c − 1)t), . . . , 0, . . . , −2πf c cos(2πf c t) .
The property is proved as follows. First, write
fc , z
−fc , . . . , z
The last term is simply obtained by derivation. Using the previous displays then V = z/ z 2 is uniform on the sphere S 2n−1 , and one can check that X (t) = V, θ(t) / √ n and X (t) = V, θ (t) / √ n.
Using the properties of X and X given in (52) and (53), combinined with (25) and (28) , for all t ∈ [0, 1] it holds that Var(X(t)) = θ(t) 2 2 = n and Var(X (t)) = θ (t) 2 2 = τ 2 n n. Moreover, one
Proof. Let g be any continuous bounded function, using spherical coordinates one has
Using the change of variable a = cos x 1 , one gets
which ends the proof.
B.2.2 Trajectories uniformly above a level
Lemma 20. For all 0 < u < √ 2, it holds
Proof. We simply consider the elementary bound
where the last equality in distribution holds thanks to (54). Then, we make use of the following inequalities as in [37] P X (0) > u
where f χ 2 2n−1 denotes the density function of the chi-squared distribution with 2n − 1 degrees of freedom and Z is distributed with respect to this distribution. Note that we have used Fubini's theorem and a Chernoff argument providing for any v > 0, 1 − Ψ(v) ≤ exp(−v 2 /2) where Ψ denotes the cumulative distribution function of the standard normal distribution.
B.2.3 Number of up-crossings
where we recall that τ n = 2π f c (f c + 1)/ √ 3.
Proof. First observe that the joint density p (X (t),X (t)) of (X (t), X (t)) is a compactly supported continuous function that does not depend on t by Lemma 18. In order to bound E(U u/ √ 2 ), we make use of the following result described in [3, Page 79]
Lemma 18 and an elementary change of variables (namely z = (x/τ n ) 2 and y
B.3 Concentration
B.3.1 The chi-squared distribution
We control the Chi-square deviation using a standard lemma recalled here. = ε (1) + ıε (2) where the real part ε (1) = R(ε) and the imaginary part ε (2) = I(ε) are i.i.d. random vectors N n (0, σ 2 0 Id n ). It holds
Proof. Take D = 2n and a i = σ 2 0 in [29, Lemma 1].
C Proof of Theorem 1
Let
with ϕ k (·) = exp(2πık·). One can write
Applying Lemma 23 (see Section C.1 below) with q =∆ and ν =μ − µ 0 , one gets
The result in Theorem 1 follows by bounding each term in (56) using Lemmas 24,25 and 26, presented in the sequel.
C.1 Preliminary lemma
Lemma 23. For all trigonometric polynomial q of degree less than f c and for all (t 0 i ) 1≤i≤s0 ∈ T s0 satisfying the separation condition given in Assumption 2, we have for any ν ∈ E * ,
Ni
where N j and F are defined in (6) and (7).
Proof. Given the definitions of F and the (N i )'s, one can write
In the sequel, we may identify T with R/Z using [−1/2, 1/2) as fundamental polygon. Using the Taylor-Lagrange expansion 
C.2 Control of ∆ ∞
Lemma 24. Let α ∈ (0, 1) and set λ := 2σ 0 log(n/ α)/n. Then, reminding λ = λσ, it holds
with probability greater than 1 − α.
Proof. Recall that F n (µ 0 ) = y − ε to get
Using Lemma 9, it holds that F * n (ε) ∞ ≤ n λ with probability greater than 1 − α. Using the KKT conditions (13), we have that
We deduce the result from this last point. Lemma 26. Under the assumptions of Theorem 1, with a probability of failure that decays as a power of n, it holds
where the constants C 1 , C N , C F > 0 are defined in Section A.4 and C > 0 is an universal constant.
Proof. The proof follows several steps. Preliminary First, let Π S : E * → E * be defined for ν ∈ E * , such that Π S (ν) is the atomic part of µ on S. Considering that ν =μ − µ 0 and using the triangle inequality, one can write that
where ν |S c = ν − Π S (ν), and q 1 is the interpolation polynomial interpolating the phases of Π S (ν), defined as in Lemma 13. By Hölder's inequality and Lemma 24, one has T q 1 (t)ν(dt) ≤ q 1 1 ∆ ∞ ≤ q 1 1 ( λ + λ)n .
By noticing the following disjoint union T = F (∪ s0 i=1 N i \ {t i }) S, we deduce that
in which the last term is equal to 0 since ν |S c has no mass on S. Note that, for any borelian A ⊆ T, it holds ν |S c (F ∩ A) = ν(F ∩ A). Therefore,
By Lemma 13, one can write that
Moreover, using Lemma 13(iii), 
Control of the event λ/ λ ≤ (C F ∧ C N )/(2C) . Recall that λ := 2σ 0 log(n/ α)/n has been chosen so that P F * n (ε) ∞ ≤ n λ ≥ 1− α , using Lemma 9. Moreover, on the events F * n (ε) ∞ √ n ε 2 ≤ R and ε 2 √ n ≥ σ with the choice R = 2 log(n/ α)/n and σ = √ 2σ 0 1 − −2 log α/n 1/2 , one can invoke Proposition 4 with η = 1/2 to obtain
with probability greater than 1 − α 2 √ 2/n + 2/ √ 3 .
Eventually, setting α = n − β and α = n − β , we can chose the constants β > 0, β > 0, so that, for n large enough, λ λ ≤ √ 2 1 − −2 β log n/n −1/2 log(n/ α) log(n/ α) ≤ 2 1 + β
In this case, note that the probability of failure of the event { λ/ λ ≤ (C F ∧ C N )/(2C)} decays as a power of n.
Control of λ. Invoke Proposition 4 with η = 1/2 (reminding that λ ≥ 2R = 2 2 log(n/ α)/n and that Assumption 1 holds, fulfilling (48) and (49)) and Lemma 22 (with x = γ log n) to obtain,
σ 0 λ(1 + γ log n/n + 2γ log n/n) .
Invoke (61) to conclude the proof of Lemma 26.
The quantity λ is controlled by (62), we can conclude the proof of the theorem.
