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1. Introduction
In this paper, we consider a differential field k with field of constants C , where C is algebraically
closed and has characteristic 0. Let
L(y) = y(n) + an−1y(n−1) + · · · + a1y(1) + a0y = 0
be a homogeneous linear differential equation of order n over k.
Let 1 ≤ d < n. We are interested in the following question, originally posed by Fuchs in 1883 (see
Fano (1900)).
Is it possible to express all solutions of the equation L(y) = 0 in terms of solutions of homogeneous
linear differential equations of order less than or equal to d?
Remark 1. L can be seen as a differential operator L = ∂n + an−1∂n−1 + · · · + a1∂ + a0 belonging to
the ring k[∂] of all differential operators. If L happens to factorize as L1 . . . Lr in k[∂] with deg Li ≤ d
for all i, then it is easily seen that all solutions of the equation L(y) = 0 can be expressed in terms of
solutions of (possibly inhomogeneous) linear differential equations of order less than or equal to d.
However, also for irreducible operators, it is sometimes possible to express their solutions in terms
of operators of lower degrees. For example (see Fano (1900, page 498)), the operator
L5 := ∂5 + 2p∂3 + 3p′∂2 + (3p′′ + p2 − 4q)∂ + (p′′′ + pp′ − 2q′)
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is irreducible for suitable p, q. Consider also the operator L4 := ∂4 + ∂p∂ + q. Then all solutions of
L5 are obtained from pairs (u1, u2) of solutions of L4 by the formula u1u′2 − u′1u2. This phenomenon is
explained in this paper by the observation that L4 and L5 correspond to representations V4 and V5 of
sp4 of dimension 4 and 5 respectively. Moreover, V5 is a direct summand ofΛ2V4. 
Under the assumption that the fundamental solutions {y1, . . . , yn} of the equation satisfy a
nontrivial homogeneous algebraic equation over C , Fuchs in 1883, Schlesinger in 1887, and Fano in
1900 (see Fano (1900)) treated this question for d = n−1 with n = 3, n = 4, and n ≤ 6 respectively,
(see Fano (1900)). Singer (1988) reproved and extended Fano’s work for n ≤ 6, and gave counter
examples for n ≥ 7. He also expressed this question in terms of differential Galois group and its Lie
algebra. In Singer (1985), Singer also gave a full answer to that question in case d = 2.
In this paper, d-solvability for differential equations is introduced and analyzed in terms of
representations of Lie algebras. A complete answer to the question above is given, including the
possible algebraic relations between the solutions of L(y) = 0.
In the final section we present two examples indicating how the above theory can be used for
algorithms.
2. d-solvable extensions
Definition 1 (d-Solvability for Differential Fields). A Picard–Vessiot extension K ⊃ k is said to be d-
solvable if there exists a tower of differential fields k = K0 ⊂ · · · ⊂ Kr such that K ⊂ Kr and each
Ki+1 is either a finite extension of Ki or a Picard–Vessiot extension of Ki for a homogeneous linear
differential equation over Ki of order less than or equal to d. 
While trying to prove Theorem 1 below, we end up with using the differential Galois groups of the
extensions Ki ⊂ Ki+1, i = 0, . . . , r instead of their corresponding linear differential equations. For
this technical reason, we will use the following equivalent definition instead.
Definition 2. We say that a Picard–Vessiot extension K ⊃ k is d-solvable if there exists a tower of
fields k = K0 ⊂ · · · ⊂ Kr such that K ⊂ Kr and each Ki+1 a Picard–Vessiot extension of Ki such that
each differential Galois group Gal(Ki+1/Ki) is finite or is a subgroup of GLd. 
These two definitions are equivalent according to the following lemma.
Lemma 1. Let F ⊂ E be a Picard–Vessiot extension with the field of constants C. If the differential Galois
group Gal(E/F) ⊂ GLm then there exists a linear differential equation L(y) = 0 of order less than or equal
to m over F , such that E is the Picard–Vessiot extension of L(y) = 0.
Proof. Let DiffF denote the category of the differential modules over F . As C is algebraically closed
and of characteristic 0, the category DiffF is known to be a neutral Tannakian category. We consider a
category DiffE/F , which is the full subcategory of DiffF whose objects are the differential modulesM =
(M, ∂) over F such that the differential module E⊗F M over E is trivial in the sense that there is an E-
basis e1, . . . , em of E⊗FM such that ∂ei = 0 for all i. The full subcategory DiffE/F of DiffF is closed under
all ‘‘constructions of linear algebra’’. This implies that DiffE/F is also a neutral Tannakian category. Now
let H denote here the differential Galois group Gal(E/F) and consider the category ReprH of the finite-
dimensional representations of H over C . The Tannakian correspondence (see, for example van der
Put and Singer (2003, B.3)) is an equivalence of the categories DiffE/F −→ ReprH. In this equivalence
an H-module V is mapped toM := (E⊗CV )H , which has dimension equal to dimC (V ). By assumption,
there exists a faithful H-module V of dimension m over C . The corresponding objectM in DiffE/F has
dimensionm over F , and a cyclic vector forM provides the required differential operator L. 
Wewill now seewhat a ‘‘d-solvable extension k ⊂ K ’’ means in termof its differential Galois group.
First we need the following definition.
Definition 3 (d-Solvability for Linear Algebraic Groups). A linear algebraic group G defined over C is
said to be d-solvable if there exists a tower of closed subgroups G = G0 ⊃ · · · ⊃ Gs = {e} such that
each Gi is normal in Gi−1, and Gi−1/Gi is either finite or is a subquotient of GLd.
Proposition 1. Let
{1} → G1 → G2 → G3 → {1}
K.A. Nguyen / Journal of Symbolic Computation 44 (2009) 421–434 423
be an exact sequence of linear algebraic groups defined over C . The group G2 is d-solvable if and only if
both G1 and G3 are d-solvable.
Proof. If G2 is d-solvable then there exists a normal tower of subgroups G2 = G20 ⊃ · · · ⊃ G2s = {e}
such that eachG2i is a linear algebraic subgroup ofG2, andG2(i−1)/G2i is either finite or is a subquotient
of GLd. Hence the two towers of subgroups {G1i = G1 ∩ G2i}si=0 and {G2i}si=0, where G2i is the image of
G2i in G3, make G1 and G3, respectively being d-solvable.
For the ‘‘if’’ part, note that G2/G1 is d-solvable, therefore there exists a normal tower of subgroups
G2 = G20 ⊃ · · · ⊃ G2t = G1 such that each G2i is a linear algebraic subgroup of G2, containing G1,
and G2(i−1)/G2i is either finite or is a subquotient of GLd. This tower together with the fact that G1 is
d-solvable imply that G2 is d-solvable. 
Remark 2. A finite group is d-solvable for all d. Therefore from Proposition 1 we have that a group G
is d-solvable if and only if its identity component G0 is d-solvable. 
The first result of this paper relates the notion of d-solvable Picard–Vessiot extensions to that of
the corresponding differential Galois groups.
Theorem 1. The Picard–Vessiot extension k ⊂ K is d-solvable if and only if the differential Galois group
G of K over k is d-solvable.
The proof of Theorem 1 relies on the two propositions below.
Proposition 2. Let the connected group G be the differential Galois group of the Picard–Vessiot extension
k ⊂ K. Given is a surjective homomorphismG+ → Gof connected linear algebraic groupswith finite kernel
Z . Then there exists a finite field extension k′ ⊃ k and a Picard–Vessiot extension K+ ⊃ k′with Galois group
G+ such that the field of invariants of K+ under the finite group Z is equal to the compositum k′K .
Proposition 2 is somewhat similar to Singer (1988, Lemma 2). However we have here a stronger result
in the sense that in fact we have K ⊂ K+ as we shall see in the following proof.
Proof. For f ∈ K , denote the C-vector space spanned by the G-orbit of f by 〈Gf 〉. Define R ⊂ K by
R = {f ∈ K |〈Gf 〉 has finite dimension over C}.
It is known (see van der Put and Singer (2003, Corollary 1.38)) that R is the Picard–Vessiot ring for
the same equation defining the extension k ⊂ K . For some finite field extension k′ ⊃ k we have
R′ := k′⊗k R = k′⊗C C[G],where C[G] is the coordinate ring of G. The field of fractions of R′ is k′K and
k′ ⊂ k′K is again a Picard–Vessiot extension for the same equation (defining the extension k ⊂ K ).
Since G is connected, the extensions k′ ⊂ k′K and k ⊂ K have the same differential Galois group G.
k 


k′
K


k′K


K+






G
G
G+
Z
We consider the finite extension of k-algebras
R′ := k′ ⊗k R = k′ ⊗C C[G] ⊂ R+ := k′ ⊗C C[G+].
Let K+ denote the field of fractions of R+. It is a finite extension of k′K and the differentiation of K has
a unique extension to K+, since K ⊂ k′K ⊂ K+ are finite extensions. The group G+ acts on R+ and
therefore on K+. Obviously, this action is trivial on k′ ⊂ k′ ⊗C C[G+]. Our aim now is to show that
k′ ⊂ K+ is a Picard–Vessiot extension with differential Galois group G+.
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Since a conjugation σ∂σ−1 of the differentiation ∂ on K+ by an element σ ∈ G+ maps ∂ to one
with the same restriction to k′K , by the uniqueness of ∂ the G+-action on K+ commutes with the
differentiation. Therefore the group G+ is a group of k′-automorphisms of the differential field K+.
The subgroup Z ⊂ G+ has k′K as field of invariants. We conclude that (K+)G+ = (k′K)G = k′. Now
we are ready to show that k′ ⊂ K+ is a Picard–Vessiot extension.
The groupG+ is considered as a subgroup of someGLn(C). Hence C[G+] has the form C[Xi,j, 1/D]/I,
where Xi,j are the coordinates for GLn(C) and D denotes the determinant and I is the ideal defining
G+ as subgroup of GLn(C). Let xi,j, d denote the images of Xi,j,D in C[G+]. We note that for any
σ ∈ G+ ⊂ GLn(C)with matrix C(σ ) one has (σ xij) = (xij) · C(σ ). Define a matrix F by (x′ij) = F · (xij).
Since any σ ∈ G+ commutes with differentiation we have σ F = F for all σ ∈ G+. Hence we find that
F is invariant under G+ and thus has coordinates in k′. This implies that
d′ = trace(F) · d ∈ R+
and
(x′ij) = F · (xij) ∈ M(n× n, R+).
Thus the k′-algebra R+ is invariant under the differentiation. If J would be a nontrivial differential
ideal of R+, then, because R′ ⊂ R+ is finite, we find the contradiction that J ∩ R′ is a nontrivial
differential ideal in R′. It follows that R+ is the Picard–Vessiot ring for the matrix differential equation
y′ = Fy over the field k′. In other words, k′ ⊂ K+ is a Picard–Vessiot extension. Furthermore, G+
is a closed subgroup of the Galois group of the equation y′ = Fy. From (K+)G+ = k′ and the Galois
correspondence, it follows that G+ is the differential Galois group of K+ over k′. 
Proposition 3. Let N ⊂ M be a Picard–Vessiot extension with the differential Galois group Gal(M/N)
which is a subquotient of SLm. Then there exists a tower N = N0 ⊂ N1 ⊂ · · · ⊂ Nr with an embedding
M ⊂ Nr such that each extension Ni ⊂ Ni+1 is either finite or is Picard–Vessiot with differential Galois
group contained in GLm.
Proof. We may suppose that Gal(M/N) is connected and simple. Let Gal(M/N)+ be its universal
covering, i.e., we have a surjective homomorphism
Gal(M/N)+ → Gal(M/N)
with finite kernel such that Gal(M/N)+ is simply connected. Clearly, Gal(M/N)+ is also simple and
its Lie algebra is equal to the Lie algebra of Gal(M/N). By Proposition 2 it suffices to show that
Gal(M/N)+ has a faithful representation of dimension m. As Gal(M/N)+ is simply connected, there
is a bijection between the representations of Gal(M/N)+ and its Lie algebras (see Serre (1964, II.5,
Section 8, Theorem 1)). Hence the statement follows from Lemma 2. 
Lemma 2. Let g be a simple (algebraic) Lie algebra, which is a subquotient of slm (with m > 1). Then g
has a faithful representation of dimension less than or equal to m.
Proof. Write g = a/b with a an algebraic Lie algebra in sl(V ), where V has dimension m and b is an
ideal of a. We proceed by induction onm.
Suppose that a acts reducibly on V and let W ⊂ V be a proper subspace invariant under a. Let
I ⊂ a ⊂ sl(V ) be the ideal consisting of the elements of awhich act as 0 onW . Then the matrices in I
have the form
(
0 ∗
0 ∗
)
. The canonical map φ : a→ g sends I to an ideal J of g. As g is simple, J = g
or J = 0.
If J = g, then in case I0 =
(
0 ∗
0 0
)
⊂ I has image equal to g. One observes that the g = J is
nilpotent. Since g is simple, it follows that g = Lie(Ga). Now Lie(Ga) has a faithful two-dimensional
representation. Therefore, this case is finished.
If the image of I0 ⊂ I is not equal to g, then this image is 0. Hence I/I0 =
(
0 0
0 ∗
)
is mapped onto
g. Therefore, we see that g is a subquotient of sl(V/W ) and induction finishes the proof.
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If J = 0, then I ⊂ b. Furthermore I acts as 0 onW , so we may write a/I as a subalgebras of sl(W ).
Therefore g = a/b = (a/I)/(b/I) is a subquotient of gl(W ). Now induction onm finishes this case.
Finally we consider the case that a ⊂ sl(V ) acts irreducibly on V . If a is simple, then b = 0 and we
are done. If a is not simple, then by Humphreys (1976, Proposition 19.1) a is semisimple. Therefore
we may write a = a1 ⊕ · · · ⊕ ar with each ai simple, and r > 1. As g = a/b is simple, one of the ai is
equal to g. Furthermore, in this case one has that V ∼= V1 ⊗ · · · ⊗ Vr (Samelson, 1990, 3.2, Theorem
E), where each Vi is an irreducible ai-module. Hence g = ai ⊂ gl(Vi) for some i and dim Vi < m. 
We are now in a position to prove Theorem 1.
Proof. We start by proving sufficiency. Suppose that there exists a tower of subgroups G = G0 ⊃
· · · ⊃ Gs = {e} such that each Gi+1 is a linear algebraic subgroup of G, normal in Gi, and Gi/Gi+1
is either finite, or is a subquotient of GLd. We need to show that there exists a tower of fields
k = K0 ⊂ · · · ⊂ Kr such that K ⊂ Kr and each extension Ki ⊂ Ki+1 is a Picard–Vessiot extension
with differential Galois group Gal(Ki+1/Ki) is either finite, or is a subgroup of GLd. We first construct
a tower {K ′i }si=0 of successive Picard–Vessiot extensions by K ′i = KGi . Then K ′s = K , K ′0 = k and the
differential Galois group of the extension K ′i ⊂ K ′i+1 is the quotient Gi/Gi+1.
Now from the tower {K ′i }si=0 above, we want to make another tower {Ki}ri=0 of successive Picard–
Vessiot extensions with k = K0, K ⊂ Kr and each differential Galois group Gal(Ki+1/Ki) is finite
or is a subgroup of GLd. Consider an inclusion K ′i ⊂ K ′i+1, whose the differential Galois group
is Gal(K ′i+1/K
′
i ) = Gi/Gi+1. Let H be the connected component of this Galois group. Then we
have the extensions K ′ i ⊂ (K ′i+1)H ⊂ K ′i+1 with the Galois groups Gal
(
(K ′i+1)H/K
′
i
)
is finite and
Gal
(
K ′i+1/(K
′
i+1)H
) = H is connected. By this process, we obtain a tower {Li}s′i=0 of successive Picard–
Vessiot extensions with k = L0, K ⊂ Ls′ and each differential Galois group Gal(Li+1/Li) is finite or is a
connected subquotient of GLd. Now if Li ⊂ Li+1 is a Picard–Vessiot extension with differential Galois
Gal(Li+1/Li) a connected subquotient of GLd, then by considering a maximal normal, closed subgroup
of Gal(Li+1/Li), we may come up with a tower {L′i}r ′i=0 of successive Picard–Vessiot extensions with
k = L′0, K ⊂ L′r ′ and each differential Galois group Gal(L′i+1/L′i) is finite or is a connected, simple as
algebraic group, subquotient of GLd.
Assume thatGal(L′i+1/L
′
i) = A/BwithA ⊂ GLd. SinceGLd is a quotient of SLd×Gm andGal(L′i+1/L′i) =
A/B is a simple subquotient of GLd we must have Gal(L′i+1/L
′
i)
∼= A˜/˜B, where A˜ ⊂ Gm, or A˜ ⊂ SLd. In
the first case, the extension is trivial. In the second case, Proposition 3 allows us to put the extension
L′i ⊂ L′i+1 into a tower L′i = Ki0 ⊂ · · · ⊂ Kit such that Kit contains L′i+1 and each step in this tower
is a Picard–Vessiot extension with a finite group or a subgroup of GLd. Then for the next extension
L′i+1 ⊂ L′i+2, we may replace it by the Picard–Vessiot extension Kit ⊂ F of the same equation which
defined L′i+1 ⊂ L′i+2 and we proceed as in the previous step. This process proves the sufficiency.
We now deal with necessity. Suppose that there exists a tower of fields k = K0 ⊂ · · · ⊂ Kr such
that K ⊂ Kr and each extension Ki ⊂ Ki+1 is a Picard–Vessiot extension with differential Galois group
Gal(Ki+1/Ki) is either finite, or it is a subgroup of GLd. Note that for every i the compositum KKi is a
Picard–Vessiot extension of Ki. Put Gi = Gal(KKi/Ki), then Gal(K/k) = G = G0 ⊃ · · · ⊃ Gr = {e} is a
sequence of successive closed normal subgroups.
Ki
KKi ∩ Ki+1
 
 
@
@Gi+1
Ki+1
@
@
KKi
 
  Gi+1
KKi+1
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We note that the intersection of KKi and Ki+1 is a Picard–Vessiot extension of Ki, and that the
differential Galois groups Gal(KKi/KKi ∩ Ki+1) and Gi+1 = Gal(KKi+1/Ki+1) are the same. Now it is
clear that Gi/Gi+1 = Gal(KKi ∩ Ki+1/Ki) is a quotient of Gal(Ki+1/Ki) and therefore it is finite or a
subquotient of GLd. 
Remark 3. A consequence of Theorem 1 is that the Picard–Vessiot extension k ⊂ K is 1-solvable if
and only if the group G0 is a torus. Indeed, the ‘‘if" part is clear. For the ‘‘only if" part, we use induction
on the dimension of G, the differential Galois group of the extension k ⊂ K . The group G is 1-solvable,
so is its identity component G0 by Remark Remark 2. As G0 is 1-solvable, there exists a tower of closed
subgroups G0 ⊃ G1 ⊃ · · · ⊃ Gs = {e} such that each Gi is normal in Gi−1, and Gi−1/Gi is either finite
or Gm. Consider the quotient G0/G1, it cannot be finite because G0 is connected. Hence, G0/G1 = Gm.
Also the quotient G0/G01 is of dimension 1 and connected. Therefore G
0/G01 = Gm or G0/G01 = Ga. The
group G0/G01 cannot be Ga, because otherwise we have that Ga = G0/G01 is mapped surjectively to
G0/G1 = Gm This is impossible. Hence G0/G01 = Gm and we have the following short exact sequence
{1} → G01 → G0 → Gm → {1}.
The group G01 has dimension strictly less than the dimension of G
0. Hence by induction hypothesis, G01
is a torus. From the following lemma, we conclude that G0 is a torus.
Lemma 3. Let
{1} → G1 → G2 → G3 → {1}
be an exact sequence of linear algebraic groups defined over C . If both G1 and G3 are tori, then the group
G2 is also a torus.
Proof. By Lie–Kolchin’s Theorem (Humphreys, 1975, Theorem 17.6), we may suppose that G2 is a
subgroup of the upper triangular group T(n, C). Then consider the projection
pi : G2 −→ D(n, C),
where D(n, C) is the diagonal group.
If ker(pi) is nontrivial, then G2 has a subgroup H , isomorphic to Ga. The image of H in G3 is {1}.
The above short exact sequence implies that H ⊂ G1. This is a contradiction. Thus ker(pi) = {1} and
therefore G2 is a torus. 
Remark 4. The notion ‘‘2-solvable’’ has been studied by Singer (1985). In that paper Singer used the
term ‘‘eulerian’’ instead of 2-solvable. Our result improves this work in the following sense.
Proposition 4. A Picard–Vessiot extension k ⊂ K is 2-solvable if and only if there exists a tower of
successive Picard–Vessiot extensions {Ki}ri=0 such that K ⊂ Kr and each Ki+1 is a Picard–Vessiot extension
of Ki with differential Galois group Gal(Ki+1/Ki) being one of the following: finite groups, Gm, Ga, SL2. In
this list we may replace SL2 by PSL2.
Proof. The ‘‘if’’ part is clear. For the ‘‘only if’’ part, we have a tower {Ki} such that Gal(Ki+1/Ki) ⊂ GL2
for every i. We first consider an extension Ki ⊂ Ki+1 and let Hi = Gal(Ki+1/Ki) ∩ SL2. Clearly, Hi is a
normal subgroup of Gal(Ki+1/Ki). Hence we have the extensions
Ki ⊂ (Ki+1)Hi ⊂ Ki+1
with the Galois groups
Gal
(
(Ki+1)Hi/Ki
) = Gal(Ki+1/Ki)/Hi ⊆ Gm,
and
Gal
(
Ki+1/(Ki+1)Hi
) = Hi ⊂ SL2.
By this process and using the trick as in the proof of Theorem 1, we then obtain a tower of successive
Picard–Vessiot extensions {K ′i }si=0 such that K ⊂ K ′s and each K ′i+1 is a Picard–Vessiot extension of
K ′i with differential Galois group Gal(K
′
i+1/K
′
i ) is finite or is a connected and simple (as algebraic
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groups, including Ga, Gm) subgroup of SL2. Now if Gal(K ′i+1/K
′
i ) ( SL2 is infinite, then the well-known
classification of algebraic subgroups of SL2 (see, for example van der Put and Singer (2003, Theorem
4.29)) implies that Gal(K ′i+1/K
′
i )must be contained in the Borel group B = Gm n Ga of SL2. Therefore
Gal(K ′i+1/K
′
i ) = Gm, or Gal(K ′i+1/K ′i ) = Ga. Finally, Proposition 2 implies that we replace SL2 by PSL2
in the list above. 
Remark 5. Recall that the Picard–Vessiot extension k ⊂ K is liouvillian if and only ifG0 is solvable. The
latter is equivalent to G0 having a tower of successive normal subgroups {Gi} such that each Gi+1/Gi is
one of the groups Gm, Ga. The group Ga is 2-solvable but not 1-solvable and Gm is 1-solvable. For this
reason, we may introduce the notion ‘‘d+-solvable’’.
Definition 4. A Picard–Vessiot extension k ⊂ K is said to be d+-solvable if there exists a tower of
successive Picard–Vessiot extensions {Ki}, containing K and such that each step Ki ⊂ Ki+1 is Picard–
Vessiot for a possibly inhomogeneous equation of order less than or equal to d. 
With this definition we find that the notion of 1+-solvable coincides with liouvillian. Therefore
‘‘1-solvable’’⇒ ‘‘1+-solvable’’⇔ ‘‘liouvillian’’⇒ ‘‘2-solvable’’.
The two implications ‘‘⇒’’ here cannot be reversed. For d ≥ 2 the notions d+-solvable and d-solvable
coincide. Indeed, assume that N ⊂ M is a Picard–Vessiot extension for the equation L(y) = b over
N , and N ⊂ E is the Picard–Vessiot extension for the equation L(y) = 0 over N . Then using variation
of constants we see that M lies in a differential extension F of E generated by certain integrals of
elements in E. The extension E ⊂ F is a Picard–Vessiot extension with differential Galois group
Gal(F/E) = (Ga)m or trivial. We note that Ga has a faithful representation of degree 2.
Example 1 (d-Solvable but not (d− 1)-Solvable). Let k = C(z). According to van der Put and Singer
(2003, Theorem 5.12), there exists a linear differential equation of degree d overC(z)with differential
Galois group SLd. Let K be the Picard–Vessiot extension of k for this equation. Then the Picard–Vessiot
extensions k ⊂ K of this equation is d-solvable but not (d−1)-solvable, since every normal subgroup
of SLd is finite, and the group PSLd has no embedding in GLd−1.
Using van der Put and Singer (2003, Section 11.7), there is an explicit matrix differential equation
over C(z) having differential Galois group G = SLd, namely:
y′ = (A0 + A1z)y,
where
A0 =

0 1 · · · 1 1
1 0 · · · 1 1
...
... · · · ... ...
1 1 · · · 0 1
1 1 · · · 1 0
 , and A1 =

a1 0 · · · 0
0 a2 · · · 0
...
... · · · ...
0 0 · · · ad
 ,
such that the elements ai− aj (for 1 ≤ i, j ≤ d, i 6= j), are nonzero and distinct, moreover∑di=1 ai = 0.
This condition is fulfilled if a1, . . . , ad−1 are algebraically independent over Q and ad = −∑d−1i=1 ai.
Example 2. Let k = C((z)). Then every Picard–Vessiot extension K of k is 1+-solvable. Indeed, by van
der Put and Singer (2003, Theorem 11.2) there exists a normal subgroup T of the differential Galois
group G such that T is a torus and G/T = 〈ξ〉 for some ξ ∈ G/T .
If ξ is diagonalizable then 〈ξ〉 is contained in a torus. Therefore k ⊂ K is 1-solvable. If ξ is not
diagonalizable, then 〈ξ〉 ' T ′ × Ga for some torus T ′. In this case G is 1+-solvable.
Example 3. Consider k = C({z}). For an algebraic groupsH overC, let L(H) be the algebraic subgroup
of H defined as the group generated by all maximal tori lying in H . Then van der Put and Singer (2003,
Theorem 11.13) says that H occurs as a differential Galois group over the field C({z}) if and only if
H/L(H) = 〈ξ〉 for some ξ ∈ H/L(H). It follows that SLd is a differential Galois group, because from
the simplicity of SLd we get L(SLd) = SLd. Thus we have here another example of a Picard–Vessiot
extension which is d-solvable but not (d− 1)-solvable. 
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Table 1
Simple Lie algebras and their
representations of minimal
dimension.
Simple Lie algebras d
An, sln+1, n ≥ 1 n+ 1
Bn, so2n+1, n ≥ 3 2n+ 1
Cn, sp2n, n ≥ 2 2n
Dn, so2n, n ≥ 4 2n
E6, e6 27
E7, e7 56
E8, e8 248
F4, f4 26
G2, g2 7
Now suppose that d ≥ 2. As we mentioned above, a solvable linear algebraic group is ‘‘1+-
solvable’’, meaning that it has a tower of successive normal subgroups {Gi} such that each Gi+1/Gi
is one of the groups Gm, Ga, finite. Therefore, it is d-solvable. Since the radical of an algebraic group is
solvable, it follows that a group G is d-solvable if and only if the group H := G0/rad(G0) is d-solvable.
As the groupH is semisimple, there exists a surjective homomorphism
∏
i Hi −→ H with finite kernel,
such that everyHi is simple and simply connected. Hence in this case, G is d-solvable if and only if each
Hi has a faithful representation of dimension less than or equal to d.
For a simple, simply connected group Z , the representations of Z and of its Lie algebra z are in
bijection. Thus we find the following theorem which translates the notion of ‘‘d-solvable’’ for groups
into a property of Lie algebras.
Theorem 2. Let G be a linear algebraic group over C such that G0 is not solvable. Consider the semisimple
linear algebraic group H = G0/rad(G0) and its Lie algebra which is a product of simple Lie algebras hi.
Let di be the smallest dimension of a nontrivial representation of hi. Put d(G) := max{di}. Then G is d(G)-
solvable and not (d(G)− 1)+-solvable.
An immediate consequence of this theorem (case d(G) = n) is the following.
Corollary 1 (Singer, 1988, Corollary of Theorem 1). Let L(y) = 0 be a linear differential equation of order
n ≥ 2 with differential Galois group G ⊂ SLn. The equation L(y) = 0 is not (n − 1)+-solvable (n ≥ 2)
if and only if the Lie algebra g of G is simple, and its action on the solution space induces an irreducible
representation of smallest dimension.
3. d-solvability for low degree equations
The number d(G) in Theorem 2 is the smallest number l so that G is l-solvable. We shall mean that
the group G is strictly d-solvable if it is d-solvable and not (d− 1)+-solvable.
Suppose that the differential Galois group G of the equation L(y) = 0 is known. For the
computation of the d(G) one needs information on the representations of simple Lie algebras. Table 1
(Onishchik and Vinberg, 1990, Table 1) gives the list of simple Lie algebras and the smallest dimension
d of a nontrivial representation. Based on Theorem 2 and Table 1 we reprove the following result, first
proved by Fano (1900), reproved by Singer (1988, Theorem 2) and after that generalized by Compoint
(1994, Theoreme 1.2).
Theorem 3 (Compoint, 1994, Theoreme 1.2). Let {y1, . . . , yn} be a fundamental set of solutions of a
homogeneous linear differential equation L(y) = 0 of degree n ≤ 6, with coefficients in k. Suppose that the
equation L(y) = 0 is strictly n-solvable. Then there is no algebraic relation with coefficients in k between
the yi.
Proof. Wemay suppose that the differential Galois groupG of L(y) = 0 lies in SLn. Hence its Lie algebra
g ⊂ sln is simple by Corollary 1, and the action of g on the solution space hasminimal dimension. From
the Table 1 and n ≤ 6, it follows that g = sln, or g = sp2m. Now apply Corollary 2. 
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We now investigate the possible algebraic relations between fundamental solutions {y1, . . . , yn}
of L(y) = 0 for the cases that the differential Galois group is G = SLn, G = Sp2n, and G = SOn.
More precisely we shall find generators of a given maximal differential ideal defining the Picard–
Vessiot ring in these cases. We note here that the problem of finding algebraic relations between
the y1, . . . , yn, y′1, . . . , y
(n−1)
n was also treated by Compoint (1998). In that paper, relying heavily on
classical invariant theory, it is assumed that the differential Galois group is reductive and unimodular.
Compoint gave an effective algorithm for constructing generators of the ideal of algebraic relations
over C(z) among the fundamental solutions and their derivatives.
First we need some notations. For the differential equation L(y) = 0 of order n with differential
Galois group G, if {y1, . . . , yn} is a fundamental set of solutions then the Picard–Vessiot ring of the
equation has the form
R = k
[
y1, . . . , yn, y′1, . . . , y
(n−1)
n ,
1
w
]
,
wherew is the Wronskian, i.e.,w = det(y(j)i ). It is known that
R = k
[
X1, . . . , Xn, X ′1, . . . , X
(n−1)
n ,
1
W
]/
I,
where I is a maximal among all (proper) differential ideals of the differential ring
R0 = k
[
X1, . . . , Xn, X ′1, . . . , X
(n−1)
n ,
1
W
]
.
We put
y(0) = y = (y1, . . . , yn), X (0) = X = (X1, . . . , Xn),
and
y(i) = (y(i)1 , . . . , y(i)n ), X (i) = (X (i)1 , . . . , X (i)n ), for i = 1, . . . , n− 1.
In the following theorem, we give an explicit description of the ideal I in cases that G is one of the
groups SLn, Sp2m, and SOn. We may choose a basis {y1, . . . , yn} of the solution space of L(y) = 0 such
that the differential Galois group G identifies with one of these groups as follows.
For every σ ∈ Gwe have
(σy1, . . . , σyn) = (y1, . . . , yn)Aσ
with Aσ ∈ SLn, Sp2m, or SOn.
We introduce some more notations. Let the skew-symmetric bilinear form ω on C2m be given by
ω
(
(a1, . . . , a2n); (b1, . . . , b2n)
) = m∑
i=1
(aibi+m − ai+mbi).
Then the symplectic group Sp2m consists of all 2m× 2m invertible matrices A over C such that
ω
(
(a1, . . . , a2m)A; (b1, . . . , b2m)A
) = ω((a1, . . . , a2m); (b1, . . . , b2m)).
If G = Sp2m, then
σ
(
ω(y(i), y(j))
) = ω(y(i)Aσ , y(j)Aσ ) = ω(y(i), y(j)), 0 ≤ i < j < 2m,
for all σ ∈ Sp2m. It follows that ω(y(i), y(j)) is invariant under all σ ∈ G. Hence we have in total
m(2m− 1) relations with coefficients in k, namely
ω(y(i), y(j)) = fij,
for some fij ∈ k, 0 ≤ i < j < 2m. Moreover, for 0 ≤ i, j < 2m we have fij = −fij, and det(fij) 6= 0
sincew 6= 0.
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We will also use the standard inner product 〈·, ·〉 on Cn. Then the special orthogonal group SOn
consists of all n×n invertiblematrices A over C with determinant 1 preserving the symmetric bilinear
form 〈·, ·〉 on Cn. If G = SOn, then
σ 〈y(i), y(j)〉 = 〈y(i)Aσ , y(j)Aσ 〉 = 〈y(i), y(j)〉, 0 ≤ i, j < n,
for all σ ∈ SOn. It follows that 〈y(i), y(j)〉 is invariant under all σ ∈ G. Hence we have in total 12n(n+1)
relations with coefficients in k, namely
〈y(i), y(j)〉 = gij,
for some gij ∈ k, 0 ≤ i, j < n.
We are now ready to state the theorem with all notations above.
Theorem 4. Let L(y) = 0 be a homogeneous linear differential equation over k with differential Galois
group G. Suppose that the Picard–Vessiot ring of the equation is R = R0/I , where I is amaximal differential
ideals of R0.
(i) If G = SLn, then I is the principal ideal generated by the element W − f , for some f ∈ k∗.
(ii) If G = Sp2m, then I is generated by all ω(X (i), X (j))− fij, 0 ≤ i < j < 2m in R0.
(iii) If G = SOn, then I is generated by all 〈X (i), X (j)〉 − gij, 0 ≤ i, j < n, and the element W − f , for a
suitable f ∈ k∗ in R0.
Proof. (i) If G = SLn, then σ(w) = w for all σ ∈ SLn. This implies thatw = f , for some f ∈ k∗. In this
case, R = k[y1, . . . , yn, y′1, . . . , y(n−1)n ]. As dim R = dim SLn = n2 − 1, we conclude that I = (W − f ).
(ii) Let J denote the differential ideal in R0 generated by all
ω(X (i), X (j))− fij, 0 ≤ i < j < 2m.
We then see that J ⊂ I from the relations
ω(y(i), y(j)) = fij, fij ∈ k, 0 ≤ i < j < 2m.
We will show that R/J is the coordinate ring of a nonsingular connected variety of dimension
(2m)2−m(2m−1) = 2m2+m. Then the same holds for R/I (dim Sp2m = 2m2+m)wewill conclude
that I = J. Actually, it suffices to prove that the variety corresponding to k ⊗ R/J is connected and
nonsingular of dimension 2m2 +m.
Observe that R′ = k[X1, . . . , X2m, X ′1, . . . , X (2m−1)2m , 1W ] is the coordinate ring of the group GL2m(k).
We use k here in order to identify a variety with its set of closed points. Consider the morphism of
varieties
Φ : GL2m(k) −→ H(k),
whereH(k) consists of all 2m× 2m invertible skew-symmetric matrices over k, given by
Φ
(
(v1, . . . , v2m)2m×2m
) = (ω(vi, vj))2m×2m,
where v1, . . . , v2m are column vectors. It is easy to see that
H(k) ∼= GL2m(k)/Sp2m(k).
In particular, the variety corresponding to R′/(J) is isomorphic to a right coset BSp2m(k) ⊂ GL2m(k)
and therefore it is connected and nonsingular of dimension 2m2 +m.
(iii) As SOn ⊂ SLn, we have w = f , for some f ∈ k∗. Note that det(gij)n×n = f 2. Similarly to the
proof of (ii), we define J ⊂ I to be the ideal in R0 generated by
〈X (i), X (j)〉 − gij, 0 ≤ i, j < n,
andW − f for some f ∈ k∗. It suffices to show that k ⊗ R/J defines a nonsingular connected variety
of dimension n2 − 12n(n+ 1) = 12n(n− 1) = dim SOn.
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Define
Φ : GLn(k) −→ H(k)× k∗
by
Φ
(
(v1, . . . , vn)n×n
) = ((〈vi, vj〉)n×n, det(v1, . . . , vn)n×n),
whereH(k) denotes the variety of all n×n invertible symmetricmatrices over k. As before,Φ induces
an isomorphism of varieties
GLn(k)/SOn(k) −→ I,
where
I = Im(Φ) = {((λij)n×n, λ) ∈ H(k)× k∗| det(λij)n×n = λ2}.
Hence the variety corresponding to k⊗R/J , namelyΦ−1((gij)n×n, f ), is a right coset BSOn(k) ⊂ GLn(k).
Therefore it is connected and nonsingular of dimension 12n(n− 1). 
Corollary 2. Let L(y) = 0 be a homogeneous linear differential equation over k with differential Galois
group G.
(i) Suppose that G = SLn, and let {y1, . . . , yn} be a basis of the solution space of the equation. Then there
does not exist a relation in the ring k[y1, . . . , yn].
(ii) Suppose that G = Sp2m, and let {y1, . . . , y2m} be a basis of the solution space of the equation. Then
there does not exist a relation in the ring k[y1, . . . , y2m].
(iii) Suppose that G = SOn, and let {y1, . . . , yn} be a basis of the solution space of the equation. Then the
ring k[y1, . . . , yn] has ‘‘only one relation". This relation has the form y21+· · ·+ y2n = f , for a suitable
basics {y1, . . . , yn} and a suitable f ∈ k.
Let L(y) = 0 be a linear differential equation of order n ≥ 2with differential Galois groupG. Let g be
the Lie algebra of G. Suppose that g is simple and that the equation L(y) = 0 induces a representation
of the simple Lie algebra g of smallest dimension. Then by Corollary 1 the equation L(y) = 0 cannot
be solved in terms of equations of lower degrees. However, in contrast to Theorem 3, for n ≥ 7 it is
still possible that the n independent solutions of L(y) = 0 satisfy a nontrivial homogeneous relation
F over C . We present here all the examples with n ≥ 7, for which Theorem 3 no longer holds. These
are derived from Theorem 5 and are listed in Remark 6.
Theorem 5. Let g be a simple Lie algebra over C and W is its representation of minimal dimension n.
Suppose that there exists a nonzero symmetric form F ∈ symrW, invariant under g. Then there exists a
linear differential equation L(y) = 0 over k = C(z) with solution space V and differential Galois group G
such that the representation of the Lie algebra of G on V is isomorphic to the representation of g onW. The
equation L(y) = 0 is strictly n-solvable, and for some basis z1, . . . , zn of V one has F(z1, . . . , zn) = 0.
Proof. We extend the method of Singer (1988, Theorem 3) and Fano (1900) in order to produce
the required linear differential equation L(y) = 0. We choose G to be simply connected and such
that its Lie algebra is g. One knows (Serre, 1964, II.5, Section 8, Theorem 1) that there is a unique
representation of G onW , lifting the representation of g onW .
By Mitschi and Singer (1996, Theorem 1.1), there exists a scalar differential equation L˜(y) = 0 of
degree n over k = C(z) with solution spaceW and differential Galois group G acting uponW in the
prescribed way. Let X1, . . . , Xn be a basis ofW , then F is a homogeneous polynomial in X1, . . . , Xn of
degree r . For σ ∈ Gwe write σXi =∑ cj,i(σ )Xj and we have
F
(∑
cj,1(σ )Xj, . . . ,
∑
cj,n(σ )Xj
)
= F(X1, . . . , Xn).
By assumption, σ acts with the same formula on a basis y1, . . . , yn of the solution space W . It
follows that F(y1, . . . , yn) is invariant under G and therefore belongs to k.
Now we define
zi = a0yi + a1y′i + · · · + ary(r)i
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for i = 1, . . . , n (and here we suppose that r < n) with a0, . . . , ar ∈ k (seen as variables). The
expression
G(a0, . . . , ar) := F(z1, . . . , zn)
is a homogeneous form of degree r in the variables a0, . . . , ar and with coefficients in the Picard–
Vessiot field corresponding to the equation L˜(y) = 0.
For any σ ∈ G one has
σ F(z1, . . . , zn) = F(σ z1, . . . , σ zn).
The action of σ on z1, . . . , zn is the same as its action on y1, . . . , yn. Thus σ F(z1, . . . , zn) =
F(z1, . . . , zn) for all σ ∈ G for all possible choices of a0, . . . , ar . It follows that G(a0, . . . , ar) ∈
k[a0, . . . , ar ] is a homogeneous form of degree r in the r + 1 variables a0, . . . , ar . Since k is a C1-field
one finds a nontrivial solution (a0, . . . , ar) ∈ kr+1 with G(a0, . . . , ar) = 0.
We fix a0, . . . , ar as above. The differential equation L(y) = 0 of degree n with solution space
V := Cz1 + · · · + Czn has a priori its coefficients in the Picard–Vessiot field. However, from the form
of the zi, we see that V is invariant under the action of G, and therefore L has its coefficients in k. The
action of G on V is the same as the action of G onW . Thus L has the required group and solution space,
and F(z1, . . . , zn) = 0. 
Remark 6 (List of the ‘‘Counter Examples" for Theorem 3 with n ≥ 7). For G = SLn+1, the representa-
tion(s) of minimal dimension are W (the natural one) and its dual W ∗ (if n ≥ 2). The group G acts
transitively on P(W ) (and on P(W ∗)). Hence, there are no invariant subvarieties. The same holds for
G = Sp2m.
For a simple Lie algebra g 6= sln+1, sp2m, we have used the classics on Lie algebras by N. Bourbaki,
N. Jacobson, and the LiE online package (Cohen et al., 2000), to find that there is always a nonzero
symmetric invariant form F ∈ symmW . The minimal degree of such an F is:
- 2 for g = son (n ≥ 7), g2, f4, e8;
- 3 for g = e6;
- 4 for g = e7.
4. Some applications
In Section 2, we give a group theoretic criterion (Theorem 1) for a linear differential equation of
order n to be solvable in terms of linear differential equations of order d or less, for some fixed d < n,
in order to answer the question in the beginning of the paper. Moreover, we also give forms of this
criterion which are easier to use in applications (Theorem 2 and Corollary 1). In the next step we
shall address how one can check this for d = n − 1, in other words, we will explicitly ‘‘solve" a
differential equation of order n in terms of differential equations of lower order, whenever this is
possible. This makes sense in terms of differential modules over k, meaning that one tries to obtain
a given differential module M from differential modules of smaller dimensions by constructions of
linear algebra and, possibly, algebraic extensions of k. In this section we consider differential modules
(M, ∂) of dimension m over the differential field k, which is a finite extension of C(z). By factoring
the corresponding differential operator over the field k we arrive at the case where M is absolutely
irreducible, i.e.M := k⊗kM is irreducible.Without loss of generalitywemay suppose that detM = 1,
i.e.ΛmM is the trivial module, or equivalently the matrix of ∂ with respect to a suitable basis ofM has
trace 0.
We use the following notations: V (M) is the solution space ofM , Gal(M) is the differential Galois
group ofM , and gal(M) is the Lie algebra of Gal(M). From the assumptions onM it follows that gal(M)
is semisimple and that its representation V (M) is irreducible. Using the LiE online package (Cohen
et al., 2000) to find irreducible representations of semisimple Lie algebras of low dimensions, one can
deduce what the representation (gal(M), V (M)) is.
According to Corollary 1, M cannot be solved in terms of modules of lower dimensions and finite
extensions of k if and only if gal(M) is simple and its representation V (M) has minimal dimension
among the nontrivial representations of gal(M). Thus the two caseswhereM can be solved bymodules
of smaller dimension and finite field extensions of k are:
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(i) gal(M) is simple but V (M) does not have minimal dimension. This leads to questions of the type:
‘‘Is M (or M) a direct summand of a symmetric power or an exterior power of a module N with
dimN < dimM?’’ If the answer is positive, produce an algorithm to find N .
(ii) gal(M) is semisimple but not simple. This leads to the question: ‘‘CanM (orM) be expressed as a
tensor product N1⊗N2 with dimNi < dimM?’’ If the answer is positive, produce an algorithm to
find N1 and N2.
Wewill give an example for each case. In the next paper (Nguyen and van der Put, 2007) this theme
is worked out in detail.
Criterion 1. Let M be a differential module of dimension 6. The following statements are equivalent.
(1) M ∼= Λ2N for some module of dimension 4 with detN = 1.
(2) There exists F ∈ sym2M with ∂F = 0 such that F is nondegenerate and M has a totally isotropic
subspace of dimension 3.
Proof. We only consider the implication (2)⇒ (1). We can use Maple implementations for actual
computations. Indeed, the F in (2) is a nonzero element of the differential module sym2M and satisfies
∂F = 0. In other words, F is a rational solution of the differential operator corresponding to this
module. In general, F is unique up tomultiplication by a nonzero constant. F can be computed directly
by the Maple package ISOLDE, due to Barkatou and Pflügel (Barkatou, 1999; Barkatou and Pflügel,
1997) (see van der Put and Singer (2003, Sections 4.1, 4.2) for more detail.)
Now one views F as a quadratic form on the vector space M , i.e., a quadratic form in 6 variables
over the field k. Again a Maple program will produce a totally isotropic subspace of dimension 3 (if it
exists). Then F can be written in the form m1m2 + m3m4 + m5m6 for a suitable basis m1, . . . ,m6 of
M . For notational reason we write F = m12m34−m13m24+m14m23 for a basism12, . . . ,m34 ofM . Let
(αij,kl) be the matrix of ∂ onM with respect to this basis, i.e., ∂mij =∑αkl,ijmkl. The equality ∂F = 0
is equivalent to a set of certain equalities between the αij,kl.
We consider a vector space N over k with basis n1, . . . , n4 and define the k-linear bijection f :
Λ2N → M by sending nij := ni ∧ nj to mij for all 1 ≤ i < j ≤ 4. On N we consider an operation
of ∂ given by a matrix (βi,j), i.e., ∂ni = ∑j βj,inj, such that∑βi,i = 0. The condition that f is an
isomorphism of differential modules is equivalent to an overdetermined set of equations for the βi,j.
Its unique solution is
β1,1 = (α12,12 + α13,13 − α23,23)/2,
β2,2 = (α23,23 + α24,24 − α34,34)/2,
β3,3 = (α23,23 + α34,34 − α24,24)/2,
β4,4 = (α24,24 + α34,34 − α23,23)/2. 
Criterion 2. Let M be a differential module over k of dimension 4. Then M is isomorphic to A ⊗ B for
modules A, B of dimension 2 and with det A = det B = 1 if and only if there exists F ∈ sym2M, ∂F = 0,
F is nondegenerate and has an isotropic subspace of dimension 2.
Proof. We only consider one implication. Suppose now that F ∈ sym2M with the required properties
exists. This F and the isotropic subspace of dimension 2 can be computed by Maple, similarly to the
case of Criterion 1. Then for a suitable basis {mij| 1 ≤ i, j ≤ 2} one has F = m11 ⊗ m22 − m12 ⊗ m21.
We consider now k-vector spaces A and B with bases a1, a2 and b1, b2. Define a k-isomorphism
φ : A⊗B→ M by sending ai⊗bj tomij for all 1 ≤ i, j ≤ 2.Wemake A and B into differential modules
by putting ∂ai = ∑αj,iaj and ∂bi = ∑βj,ibj. The two matrices (αi,j), (βi,j) are as yet unknown. We
only require that their traces are 0.
Let ∂ onM be given by ∂mij =∑ γkl,ijmkl. The assumption ∂F = 0 leads to a certain set of equalities
between the γkl,ij. The assumption that φ is an isomorphism of differential modules leads to a unique
solution for the matrices (αi,j), (βi,j), namely
α1,2 = γ11,21 = γ12,22, β1,2 = γ11,12 = γ21,22,
α2,1 = γ22,12 = γ21,11, β2,1 = γ22,21 = γ12,11,
α1,1 = (γ11,22 + γ12,12)/2, β1,1 = (γ11,22 + γ21,21)/2,
α2,2 = (γ21,21 + γ22,22)/2, β2,2 = (γ12,12 + γ22,22)/2. 
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