Introduction
For a polynomial
of degree N , possibly with repeated roots, the logarithmic derivative is given by
For fixed P > 0 we define sets Z(Q N , P ) and X (Q N , P ) by
(1.1)
Clearly Z(Q N , P ) ⊂ X (Q N , P ). Let D(z, r) denote the disk {ζ : ζ ∈ C, |ζ − z| < r} .
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or, as we prefer to state it, M (X (Q N , P )) < 2N P (1 + log N ). (1.2) Here M denotes 1-dimensional Hausdorff content defined by
where the infimum is taken over all coverings of a bounded set A by disks with radii r j . The question of the sharpness of the bound in (1.2) was left open in [2] . We prove -Theorem 2.3 below -that the estimate (1.2) for X is essentially best possible.
Obviously, (1.2) implies the same estimate for M (Z(Q N , P )). It was suggested in [2] that in this case the (1 + log N ) term could be omitted at the cost of multiplying by a constant. The above suggestion means that in the passage from the sum of moduli to the modulus of the sum in (1.1) essential cancellation should take place. As a contribution towards this end the authors showed that any straight line L intersects Z(Q N , P ) in a set F P of linear measure less than 2eP −1 N . Further information about the complement of F P under certain conditions on {z k } is obtained in [1] . Clearly we may assume that N > 1 and we do so in what follows, for ease of notation.
However, it was shown in [3] that there is an absolute positive constant c such that for all N 3 one can find a polynomial Q N of degree N for which the projection Π of Z(Q N , P ) onto the real axis has measure greater than c P N (log N )
Throughout this paper c will denote an absolute positive constant, not necessarily the same at each occurrence. Marstand suggested in [3] that the best result for M (Z(Q N , P )) would be obtained by omitting the log log -term in (1.3). It is the object of this paper to show that this is indeed the case and that the corresponding result is then, apart from a constant best possible (Theorems 2.1 and 2.2 below). Thus the cancellation mentioned above does indeed occur but in general it is not as "strong" as was suggested in [2] .
Results
We prove
There is an absolute constant c such that for every P > 0 there exists a set of disks
In other words
Theorem 2.2. For every N > 1 and every P > 0 there are points
where
i.e. for every set of disks satisfying (2.1) we have The logarithmic derivative is, of course, an example of a Cauchy transform. For a complex Radon measure ν in C the Cauchy transform Cν(z) is defined by
Moreover there is a straight line
In fact Cν(z) is defined almost everywhere in C with respect to area measure. In analogy with (1.1) we set
The proof of Theorem 2.1 is based on results of Melnikov [5] and Tolsa [6] , [7] . The important tool is the concept of curvature of a measure introduced in [5] . For the counter example required for the lower estimate in Theorem 2.2 we need a Cantor-type set E n . We set
j,i . Continuing this process we obtain a sequence of sets E (n) consisting of 2 n intervals of length 4 −n . We define 
The constant 100 appearing in Theorem 2.2 is merely a constant convenient for our proof.
For fixed N 4 (not necessarily of the form N = 4 n+1 ) we can choose n with 4 n+1 N < 4 n+2 to see that (2.4) holds for all N ∈ N with a different constant c. To obtain a corresponding measure ν with N Dirac masses we locate the remaining N − 4 n+1 points sufficiently far from the set E in order to make the influence of these points as small as we want.
A set homothetic to E n also gives the example which shows the sharpness of the estimate (1.2). We have 
In Section 5 we give a generalization of Theorem 2.1.
Preliminary lemma and notation
Following [5] we define the Menger curvature c(x, y, z) of three pairwise different points x, y, z ∈ C by
where R(x, y, z) is the radius of the circle passing through x, y, z with R(x, y, z) = ∞ if x, y, z lie on some straight line (or if two of these points coincide). For a positive Radon measure µ we set
and we define the curvature c(µ) of µ as
The analytic capacity γ(E) of a compact set E ⊂ C is defined by
where the supremum is taken over all holomorphic functions f (z) on C\E with
The capacity γ + is defined as follows:
where the supremum runs over all positive Radon measures µ supported in
Theorem A. For any compact set E ⊂ C we have
where c is an absolute constant and the supremum is taken over all positive measures µ supported in E such that µ(D(z, r)) r for any disk D(z, r).
The inequality (3.1) with γ instead of γ + was obtained by Melnikov [5] . The strengthened form is due to Tolsa [7] .
Theorem B ([8, p. 321]).
There is an absolute constant c such that for any positive Radon measure ν and any λ > 0
We apply this result (excepting the proof of Theorem 5.1) only to discrete measures ν with unit charges at the points z k , k = 1, 2, . . . , N according to multiplicity. So the support of ν is {z 1 , z 2 , . . . , z N } and ν = N. Also
For P > 0 we set 
then ν(D(z, r)) < P r for all r > 0 and all z / ∈ Z (P ). One may also obtain this result, with a worse constant, by standard arguments based on the Besicovitch covering lemma. Hence, for z / ∈ Z (P )
,
denotes summation over the annulus
This latter sum does not exceed
We now set
For every j = 1, 2, . . . , N for which the set {w :
The point is that not only is |Cν(w j )| > P but we can use the estimate (3.4) on the derivative to show that a disk around w j is contained in Z
by (3.4). HenceD j =D(w j , r j ) ⊂ Z P 2 and conditions 1) and 2) of Lemma 3.1 are satisfied.
We now show that we can extract a subsequence D ji with the properties 3), 4) and 5). Take any point z ∈ Z (P ) and suppose that
For simplicity, henceforth we denote the family of disks {D jk } so obtained also by {D k }. Note that r 1 r 2 · · · r N1 , where N 1 N . We have
and, by (3.5), conditions 3) and 4) are satisfied.
(c) Let µ be a measure satisfying the assumptions of 5). To prove 5) we extract a further subsequence from {D k } with preservation of the property 4). We denote by Q(w, ) the square Q (w, ) = {z = x + iy : |x − a| < , |y − b| < } , where w = a + ib, and set
We shall show that
We note that each D j is contained in a square Q(D j ) (with sides parallel to the coordinate axes) and with side-length 2r j and all squares Q(
If, however, Q(D j ) intersects at least two sides of Q we suppose that the sidelengths of the rectangle Q ∩ Q(D j ) are 2αr j and 2βr j where 0 α, β 1. The density of the measure µ in D j is (πr j ) −1 and so
and so, again
. We set 0 = 10r N1 and
Suppose that there are squares
and that
n . For such disks we have r j 0 and µ(D j ) = r j . We may, therefore, remove a number of disks D j contained in Q (0) n in such a way that, for the remaining disks D j ,
The left inequality, together with (3.8), implies that j * r j > 0 , where the sum extends over those j for which D j ⊂ Q (0) n . We now set 1 = 2 0 and
In a similar manner we remove disks from the corresponding squares
n ) > 6 1 . Again we obtain
Repeating this procedure with p = 2 p 0 sufficiently many times we obtain a set of disks {D j } satisfying conditions 1), 2) and 3). Since for every square 
where the first union is taken over all squaresQ
n . Hence
where, again, the first sum is taken over all squaresQ
n . By (3.9)
and the proof of Lemma 3.1 is complete. 
Another lemma
If we set µ x (r) = µ(D(x, r)) then this latter term equals
A related estimate is due to Mattila [4] . 
If x ∈ B k this last integral does not exceed
for some c. Thus
where the sums extend over those j for which D j ⊂ B k . We have
On the other hand
Here again, the inner sum * extends over those j with D j ⊂ B k .
We set K = [log 2 N 0 ] + 1 where [x] denotes the integer part of x. We may suppose that K < s; otherwise we set
The inequalities (4.2) and (4.3) imply (4.1) and Lemma 4.1 is proved.
Proof of Theorem 2.1
If M (P )
10N
P then (2.2) holds and Theorem 2.1 is proved. So suppose
Let E = jD j and put µ = c −1 µ, where D j , µ and c are the disks, measure and constant in 5) of Lemma 3.1. Clearly µ satisfies all the conditions of Theorem A. Moreover, by property 4)
for suitable c. From (3.1), with µ in place on µ, and (4.1) we have, for suitable constants c,
The combination of (5.1), (5.2) and 2) in Lemma 3.1 gives
which proves Theorem 2.1.
Remark. Although the same number N appears in the two factors N and (logN ) 1 2 in (2.2), the meaning in these factors is different. The first factor is the total charge of the measure ν but, in the second factor, N is the number of points and this reflects the complexity of the geometry of Z(P ). More exactly this fact is illustrated by the following generalization of Theorem 2.1.
There is an absolute constant c such that for every P > 0
Sketch of the proof. It is claimed in [6, Section 3] that (3.2) holds for any complex Radon measure ν and any λ > 0. Moreover, one may easily verify that essentially the same arguments as in the proof of Lemma 3.1 work in the more general situation with arbitrary charges ν k . The required corrections in this case are obvious; for example, we should write ν instead of N in the inequality M (P ) > 10N/P , in (3.3) etc. Thus, the same estimates as above give Theorem 5.1.
Proof of Theorem 2.2
For convenience we consider the set E n with the normalized measure µ, consisting of 4 n+1 charges at the corners of E n,k such that each charge is equal to 4 −(n+1) . We denote the centre of E n,k by z n,k and let
Let #F denote the number of elements in a set F . 
Clearly, µ(D(z, r)) < cr for r > 0 and z ∈ Z. Continuing to scale by w(n, P ) we set
Essentially the same estimates as in (3.4) and (3.6) (with z n,k and z in place of w j and z respectively) yield
Clearly, (2.4) follows from the lower bound of |Π|. To prove the desired inequality, we project onto the line y = x 2 . We note that the projection of E 0 onto L is equal to the projection of E 1 onto L. Moreover the projections of all four squares E 1,k are disjoint apart from the end points. By self similarity the same is true for the projections of E n . Since, from (6.2) and (6.1), Z ⊂ Z(ν, P ) and #E >c4 n we have 
Moreover, |z − a| (3− To estimate Re I 4 we note that, for We continue the proof of Lemma 6.1. Denote by p k , q k the number of positive and negative components ofī (k) respectively, and set i(n) = [ √ n + 1]. Forj fixed we introduce the following sets of squares (or, equivalently, sets of multi-indicesī (k) ):
E(j, l) = {E n,k :j (k) =j, p k = l}, l = 0, 1, 2, . . . , n.
Then all the sets E(j, l) are disjoint and we shall prove that, for For the last two factors we set t = We note that the sets (E 1 (j) ∩ E(j, l)) and (E 1 (j) ∩ E(j, l + i(n))) are all disjoint since n 2 − 2i(n) l < n 2 − i(n). Summing the inequalities (7.3) over those l, we have #E 1 (j) c2 n .
This inequality holds for all multi-indicesj. But there are 2 n different such multi-indicesj and E = j E 1 (j). We conclude that #E c4 n .
Thus Lemma 6.1 and hence Theorem 2.2 are proved.
Proof of Theorem 2.3
For a fixed point z ∈ E n let
be the chain of squares such that z ∈ Q (n) and Q (j) ⊂ E j , j = 0, 1, 2, . . . , n. For the set E = ( √ 2P ) −1 n4 n E n and z = ( √ 2P ) −1 n4 n z and for the corresponding measure ν we have 
