This paper starts to develop balanced schemes for stochastic differential equations (SDEs) with multiplicative noise based on the addition of stabilizing functions to the drift terms. First, we use the linear scalar SDE as a test problem to show that it is possible to construct efficient almost sure stable first-order weak balanced schemes. Second, we design balanced schemes for bilinear SDEs that achieve the first order of weak convergence, and do not involve the simulation of multiple stochastic integrals. Numerical experiments show a promising performance of the new numerical methods.
Introduction
In this paper, we deal with the problem of constructing balanced Euler schemes having the same rate of weak converge as the Euler method. Consider the stochastic differential equation (SDE)
where X t is an adapted R d -valued stochastic process, b, σ k : R d → R d are smooth functions and W 1 , . . . , W m are independent standard Wiener processes. For solving (1) in cases the diffusion terms σ k play an essential role in the dynamics of X t , Milstein, Platen and Schurz [14] introduced the balanced implicit method
where c 0 , . . . , c m are weight functions that should be appropriately chosen for each SDE, and ∆ > 0. Up to now, the schemes of type (2) use the damping functions c 1 , . . . , c m to control the numerical instabilities caused by σ k (see, e.g., [1, 14, 16, 17, 21] ), and hence their rate of weak convergence is equal to 1/2, which is low. To the best of our knowledge, concrete balanced versions of the Milstein scheme have been developed only in particular cases, like m = 1, where the Milstein scheme does not involve multiple stochastic integrals with respect to different Brownian motions [2, 10] .
We are interested in the development of efficient 1-order balanced schemes for computing Ef (X t ), with f : R d → R smooth. This motivates us to design balanced schemes based only on c 0 . More precisely, we address the general question of whether we can find c 0 such that
reproduces the long-time behavior of X t . Here, ξ . . are independent random variables satisfying P ξ k n = ±1 = 1/2. Section 2 gives a positive answer to this problem when (1) reduces to an almost sure exponentially stable linear scalar SDE. In this test case, we obtain an explicit expression for c 0 (∆, ·) that makes Z n an almost sure asymptotically stable numerical method for all ∆ > 0. Moreover, Section 2 introduces a stabilized trapezoidal scheme. Section 3 focuses on bilinear systems of SDEs. In case b, σ k : R d → R d are linear, we propose an optimization procedure for identifying a suitable weight function c 0 . Section 3 also provides a choice of c 0 based on a heuristic closed formula. Both techniques show good results in our numerical experiments, which encourages further studies of (3). All proofs are deferred to Section 4.
The linear scalar SDE
In this section, we assume that X t satisfies the scalar SDE
where, for simplicity, the real numbers µ, λ satisfy 2µ − λ 2 < 0. The SDE (4) is a classical test equation for studying the stability properties of the numerical schemes for (1) (see, e.g., [1, 7, 8] ).
Stabilized Euler scheme
Set T n = n∆, with ∆ > 0 and n = 0, 1, . . . For all t ∈ [T n , T n+1 ] we have
where a (∆) is an arbitrary real number. Then
and so X t is weakly approximated by the recursive scheme
where, from now on, ξ
. . is a sequence of independent random variables taking values ±1 with probability 1/2. In case a (∆) ∆ = 1, we have
We wish to find a locally bounded function ∆ → a (∆) such that: 
Using Lemma 2.1 we deduce that we can choose
where 
Let a (∆) be given by (6) . Since ∆ → a (∆) is a bounded function, using classical arguments (see, e.g., [11, 13, 15, 16, 20] ) we can deduce that there exists N 0 ∈ N such that for any f ∈ C 4 p (R, R),
where q ≥ 2 and T → K (T ) is a positive increasing function. Furthermore, from 2µ − λ 2 < 0 it follows that there exists ǫ ∈ (0, 1) such that
(see Section 4), and so (7) holds for all N ∈ N. This is proved by applying, for instance, Theorem 3.2.
Following [14] , we now illustrate the behavior of Y s n using (4) with µ = 0 and λ = 4. We take X 0 = 1. Since µ ≤ 0, we choose α 1 (∆) = 1/4 + 1/100; its convenient to keep the weights as small as possible. Figure 1 
n (see p. 497 of [11] ), and the balanced scheme which is a weak version of the method developed in Section 2 of [14] . Solid lines identifies the 'true' values gotten by sampling 25 · 10 9 times exp (−8t + 4W t ). In contrast with the poor performance of the Euler-Maruyama scheme when the step sizes are greater than or equal to 1/16, Figure 1 suggests us that Y s n is an efficient scheme having good qualitative and convergence properties. In this numerical experiment, the accuracy ofZ n is not good, andỸ n decays too fast to 0 as n → ∞.
Stabilized trapezoidal method
The trapezoidal scheme (see, e.g., p. 497 of [11] )
have a good speed of weak convergence to the solution of (4), but Z T n fails to preserve the sign of X 0 . Analysis similar to that in Subsection 2.1 shows the next theorem, which ensures the existence of a ∈ R such that Table 1 : Estimation of errors involved in the computation of Eg (X T ) and Eh (X T ) for T = 1. Here, X t verifies (4) with X 0 = 1 and λ = 4. 
In order to evaluate the sign-preserving property and the accuracy of Y T n , we compute Eg (X t ) and Eh (X t ), where g (x) = 100 (π/2 − arctan (1000x + 100)) and h (x) = log 1 + x 2 . We choose X 0 = 1, λ = 4, and µ takes the values −1 and 2. In Table 1 we compare the following schemes: Scheme (10) with a = µ/2 − 3λ 2 /8, the trapezoidal scheme Z T n , the weak balanced scheme
and Scheme (5) with α 1 (∆) = 0.26, α 2 (∆) = 1/4 + 10 −4 λ 2 − 2µ µ/ 8λ 2 and β = 0.01. Indeed, Table 1 presents the errors
with T = 1 and N = T /∆. For each numerical methodŶ , we estimate ǫ Ŷ by sampling 25 · 10 9 times bothŶ and the explicit solution exp ((µ − 8) t + 4W t ). Table 1 shows that Y T n has good qualitative properties, and in addition Y T n inherits the good speed of weak convergence of Z T n . We can also observe the very good behavior of the stabilized Euler scheme Y s .
A non-commutative system of bilinear SDEs
This section is devoted to the SDE
where X t ∈ R d and B, σ k are given real matrices of size d×d. The bilinear SDEs describe dynamical features of non-linear SDEs via the linearization around their equilibrium points. The system of SDEs (11) also appears, for example, in the spatial discretization of stochastic partial differential equations (see, e.g., [6, 9] ).
Heuristic balanced scheme
We now return to (3). Since (11) is bilinear, we restrict c 0 to be linear, and so (3) becomes
with H : ]0, ∞[ → R d×d and ∆ > 0. The rate of weak convergence of Z n is equal to 1 provided, for instance, that H (∆) and (I − ∆H (∆)) −1 are bounded on any interval ∆ ∈ ]0, a] (see, e.g., [16] ). Generalizing roughly Subsection 2.1 we choose
where, for example, α k (∆) = −0.26. This gives the recursive scheme
which is a first-order weak balanced version of the semi-implicit Euler method.
Optimal criterion to select c 0
In case I − ∆H (∆) is invertible, according to (12) we have
where I is the identity matrix. Therefore, a more general formulation of Z n is given by
we obtain (14) from (15) . The following theorem provides a useful estimate of the growth rate of V n in terms of E log ( A 0 (∆, M (∆)) x ), a quantity that we can compute explicitly in each specific situation.
Theorem 3.1. Let V n be defined recursively by (15) . Then
where Table 2 : Approximate values of the weight matrix (M i,j (∆)) 1≤i,j≤2 for (20) with σ 1 = 7, σ 2 = 4 and ǫ = 1, together with the corresponding order of magnitude of the objective function minimum.
(see, e.g., [8] ). Fix ∆ > 0. We would like that for all x = 1,
A simpler problem is to find M (∆) for which the upper bounds (16) and (17) are as close as possible, and so we can expect, for instance, that V n is exponentially stable whenever λ < 0. Then, we propose to take
where M is a predefined subset R d×d . Two examples of M used successfully in our numerical experiments are R d×d and
with K large enough. The next theorem states that V n converges weakly with order 1.
. Let V n be given by (15) with ∆ = T /N , where N ∈ N. Assume that X 0 have finite moments of any order, and that for every g ∈ C
where q ≥ 2 and K (·) is a positive increasing function.
Numerical experiments

Exponentially stable SDE
We consider the non-commutative test equation Table 3 : Estimation of errors involved in the computation of E log 1 + X T 2 for T = 1 and T = 3. Here, X t verifies (20) with σ 1 = 7, σ 2 = 4, ǫ = 1 and X 0 = (1, 2) ⊤ .
where σ 1 = 7, σ 2 = 4, ǫ = 1 and X 0 = (1, 2) ⊤ . Since 0 < σ 2 < σ 1 < 3σ 2 , applying elementary calculus we get λ = ǫ 2 − σ 2 2 /2 < 0, and so X t converges exponentially fast to 0. In order to illustrate the performance of schemes of type (3), we take V n with M (∆) given by (18) and 
(dashdot line). Z n is a weak version of the balanced scheme proposed in Subsection 5.2 of [16] . The reference values for E log 1 + X t 2 (solid line) have been calculated by using the weak Euler method
with step-size ∆ = 2 −13 ≈ 0.000122. Indeed, we plot the sample means obtained from 10 8 trajectories of each scheme. Furthermore, Table 3 Table 3 we can see that Y n blows up for ∆ ≤ 1/16. Figure 2 , together with Table  3 , illustrate that Z n is stable, but presents a slow rate of weak convergence. In contrast, the performance of V n is very good, V n mix good stability properties with reliable approximations. The heuristic balanced scheme Y s n shows a very good behavior. In fact, the accuracy of Y s n is very similar to that of V n for ∆ ≤ 1/16, and Y s n does not involve any optimization process.
SDE with an unstable equilibrium point
We solve numerically the SDE
We set X 0 = (1, −1) ⊤ / √ 2. We have that 0 is unstable equilibrium point of (21). Indeed, lim inf t→+∞ X t > 0, because there exists θ ∈ (0, 1/2) such that
We apply to (21) the scheme V n , where M (∆) is defined by (18) Table 4 : Approximate weight matrices (M i,j (∆)) 1≤i,j≤2 for (21), together with the corresponding order of magnitude of the objective function minimum.
Then, we solve the optimization problem corresponding to ∆ = 1/64 (resp. ∆ = 1/32, . . . , 1/4) by running the MATLAB code fmincon with initial solution M (1/128) (resp. M (1/64) , . . . , M (1/8)) (see Table 4 ). Figure 3 presents the computation E arctan 1 + (X 2 t ) 2 estimated by sampling 10 8 trajectories of V n , the backward Euler scheme
and the balanced scheme Z n defined by (2) with
0 ǫ (see [1, 16] ). Solid line provides the 'exact' values obtained by sampling 10 8 times the weak Euler-Maruyama scheme with step-size ∆ = 2 −13 ≈ 0.000122. Moreover, Table 5 provides the errors ǫ Ŷ := Ef (X T ) − Ef Ŷ N , where T = 10, 20, N = T /∆, andŶ stands for the schemes V n , Y n and Z n . Figure 3 and Table  5 show the good accuracy of the new scheme V n . We also see that V n and Z n reply the unstable behavior of the exact solution and that Y n tends to 0 in case ∆ = 1/4. Finally, we have checked that the performs of the heuristic scheme Y s n is similar to that of the backward Euler scheme Y n . 
Proofs
Proof of Lemma 2.1. We first prove that under Property (P1), lim n→∞ Y
Suppose that Property P1 holds. Applying the strong law of large numbers and the law of iterated logarithm we obtain that Y s n → 0 a.s. as n → ∞ iff
(see, e.g., Lemma 5.1 of [7] ). Since
which is equivalent to (22). This establishes our first claim.
From the assertion of the first paragraph we get that Property P1, together
This gives the lemma, because p 1 < p 3 (resp. p 2 > p 3 ) whenever µ < 0 (resp. µ > 0).
Proof of Theorem 2.2. In case λ = 0, using differential calculus we obtain that the function ∆ → 1 − |λ| √ ∆ + µ∆ /∆ attains its global minimum at 4/λ 2 .
Then, for all ∆ > 0 and λ ∈ R we have
First, we suppose that µ ≤ 0 and α 1 (∆) > 1/4. From (24) it follows that
Third, assume that µ > 0 and ∆ < 2/µ. Since µ > 0, for any ∆ < λ 2 /µ 2 we have 1 − |λ| √ ∆ + µ∆ < 1. Using 2µ − λ 2 < 0 we get λ 2 /µ 2 > 2/µ, and so p 1 = 1 − |λ| √ ∆ + µ∆ /∆ whenever ∆ < 2/µ. Applying (24) gives
On the other hand, we have p 3 < µ − α 2 (∆) λ 2 if and only if 2µ − λ 2 < µ∆ 2µ − 4α 2 (∆) λ 2 /2, which becomes
since 2µ − λ 2 < 0 and µ > 0. By 2/µ > ∆, (25) holds in case
Lemma 2.1 with the above three cases yields Properties P1 and P2.
Proof of the inequality (8) . If µ ≤ 0, then a (∆) ≤ µ − λ 2 /4 ≤ 0, and so 1 − a (∆) ∆ ≥ 1. Let µ > 0, together with ∆ ≥ 2/µ. Then we have 1 − a (∆) ∆ = − |λ| √ ∆ − µ∆ − β∆ ≤ −2. Finally, suppose that µ > 0 and ∆ < 2/µ. Since 2µ − λ 2 < 0, there exists ǫ ∈ (0, 1) such that 2µ− λ 2 < −2ǫµ. Hence µ− λ 2 /4 < (1 − ǫ) µ/2 < (1 − ǫ) /∆, which implies
We thus get 1 − a (∆) ∆ > ǫ.
where log + (x) stands for the positive part of log (x). Hence, the limit lim n→∞ 1 n log ( V n )
exists whenever V 0 = 0, and only dependents on V 0 . Furthermore,
where µ is a probability measure (see, e.g., Theorem 3.1 of [5] ). This gives (16) .
Proof of Theorem 3.2. Let q ≥ 2. Iterating (15) we obtain
Since ∆ → M (∆) is locally bounded,
where, from now on, K q (·) is a generic positive increasing function. By ξ j k is bounded, applying the Burkholder-Davis-Gundy inequality yields
and so using a discrete Gronwall lemma (see, e.g., [4] ) we get E V n q ≤ K q (T ) E V 0 q ∀n = 0, . . . , N.
According to (15) we have
Hence V n+1 − V n ≤ K (T ) ∆ 1/2 V n , which implies
From (29) it follows
Moreover, using (29) we deduce that the second (resp., third) moments of V n 2 (resp., O ∆ 2 V n 3 ). Here, O ∆ 2 stands for different random functions depending on ∆ 2 that are less than K (T ) ∆ 2 . Therefore, combining classical arguments [12, 18, 19] with (28) and (30) we conclude that (19) holds (see also Theorem 14.5.2 of [11] ).
