Sound localization systems are widely studied and have several potential applications, including hearing aid devices, surveillance and robotics. However, few proposed solutions target portable systems, such as wearable devices, which require a small unnoticeable platform, or unmanned aerial vehicles, in which weight and low power consumption are critical aspects. The main objective of this research is to achieve real-time sound localization capability in a small, self-contained device, without having to rely on large shaped platforms or complex microphone arrays. The proposed device has two surface-mount microphones spaced only 20 mm apart. Such reduced dimensions present challenges for the implementation, as differences in level and spectra become negligible, and only timedifference of arrival (TDoA) can be used as a localization cue. Three main issues have to be addressed in order to accomplish these objectives. To achieve real-time processing, the TDoA is calculated using zero-crossing spikes applied to the hardware-friendly Jeffers model. In order to make up for the reduction in resolution due to the small dimensions, the signal is upsampled several-fold within the system. Finally, a coherence-based spectral masking is used to select only frequency components with relevant TDoA information. The proposed system was implemented on a fieldprogrammable gate array (FPGA) based platform, due to the large amount of concurrent and independent tasks, which can be efficiently parallelized in reconfigurable hardware devices. Experimental results with white-noise and environmental sounds show high accuracies for both anechoic and reverberant conditions.
Introduction
Along with sight, humans rely on the sense of hearing in order to detect surrounding events. The human hearing system is capable of localizing sound sources in three dimensions, outside of the field of vision and beyond obstacles, thus providing a more complete situational awareness that facilitates functioning in uncontrolled environments. Auditory situational awareness is important in human group organization and interaction in two ways: verbal communication relies on recognizing the speaker to understand the context of the conversation and natural human interaction relies on how to react to the speaker [1] - [3] . An artificial system capable of localizing a sound source would be beneficial in many fields. For instance, autonomous devices, such as robots or unmanned aerial vehicles (UAV), could function more reliably outside controlled environments [4] . Autonomous robots could be used in search and rescue or disaster recovery operations, such as searching for earthquake victims, where locating an individual beyond field-of-vision by sound is critical. By the use of sound localization to achieve a more complete understanding of surroundings, the effectiveness of automatic security and safety systems could be improved. Sound localization techniques can also be applied to wearable technologies, which have been receiving increasing attention, fueled by advances in battery technology and ever increasing computing power of mobile processors. Other applications range from augmented reality solutions to aiding devices [5] .
The use of sound localization in the aforementioned fields sets a series of constrains for the implementation. For instance, wearable applications require a small unnoticeable platform. If the device is intended to be used in uncontrolled environments, it has to handle real-time calculation without relying on remote computing power. Moreover, although battery technology has improved greatly in the past few years, it still imposes the greatest restriction to any mobile system, and thus the sound localization system has to present low power consumption.
Sound localization methods can be divided into three groups: methods based on head-like structures and Head Related Transfer Functions (HRTF), methods using two or more microphones and utilizing binaural cues, and methods based on microphone arrays and beamforming techniques.
Human sound localization is based on binaural hearing combined with shape and size of the body and ears. Human ears are located on opposite sides of the head, which acts as a blocking element for the sound waves, characterizing sounds coming from different directions. In order to model the direction dependency of the frequency response of the ears, HRTF have been developed [6] . These functions summarize the filtering effect of head, torso and pinna, for each direction and distance of a sound source [7] , [8] . Localization then becomes a search for the pair of left and right HRTF that produces the highest correlation value when applied to the incoming signals.
The sound localization in human brain is based on binaural cues that account differences in a sound arriving to each ear. Interaural Level Difference (ILD) focuses on dif-
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⃝ 2016 The Institute of Electronics, Information and Communication Engineers ferences in sound energy level as a cue for localization, while Interaural Time Difference (ITD) corresponds to the Time-Difference of Arrival (TDoA) of sounds between the two ears. The latter is the most direct cue for estimating the direction of the sound source and is used in the majority of the implementations as the primarily localization cue [4] , [9] - [16] . Utilizing TDoA does not impose so many restrictions to the structure of the system when compared to other methods, but obtaining the time difference from separate sound channels might be computationally expensive, making the achievement of a real-time system challenging. Sound detection systems rely on two or more microphones and, depending on the method used, also require other external structures, as in the case of HRTF based solutions. Examples of these implementations include an accurate human head replica [7] , the outer structure of a robot head [2] , [17] and a widely separated array of two microphones with small ear-like structures [18] . Shieh et al. [19] used a 12-microphone 19 cm semi-spherical array to localize sounds, in which a set of fuzzy-logic estimators use the level at each microphone to determine the sound direction. Although these solutions can provide good localization results, they require comparatively large assemblies and/or prior measurement of the HRTF. On the other hand, systems utilizing ITD cues can be implemented with as few as two omnidirectional microphones, without any special physical setup. Some solutions, although not requiring any additional structures, present considerably large spacing of the microphones [4] , [5] , [11] . Beamforming based implementations require multi-microphone arrays with specific geometries and are notorious for their high computational complexity [17] , [20] . Zhao et al. [21] achieved a relatively small sized microphone array consisting of four microphones, but rely on external Graphics Processing Unit (GPU) based processing in order to handle the calculations.
The main objective of this research is to achieve realtime sound localization capability in a small, self-contained device, without having to rely on large shaped platforms or complex microphone arrays. Reducing dimensions of the device presents challenges for the sound localization method and the implementation of the device. As the distance between the microphones has to be small and no obstacle is present between them, differences in spectra and level between the signals in each microphone are negligible. Hence, ILD and HRTF methods are not suitable for the intended implementation, and only ITD can be used. As stated earlier, calculating TDoA is computationally expensive, and the use of a Field-Programmable Gate Array (FPGA) and a biologically inspired architecture were required to keep power consumption low.
Three main issues have to be addressed in order to accomplish these objectives. To achieve real-time processing, the TDoA is calculated using zero-crossing spikes applied to the Jeffers model [22] , a hardware-friendly coincidence detection method, modified to compensate system-related deviations. In order to make up for the reduction in resolution due to the small dimensions, the signal is upsampled several-fold within the system using a new strategy that keeps computational complexity to a minimum. Finally, a new coherence-based spectral masking is applied to the input signal, in order to select only frequency components with relevant TDoA information.
The structure of this paper is as follows. Section 2 presents the basic formulation of binaural localization and the effects of using a small distance between microphones. Section 3 introduces the proposed method and presents implementation details, while experimental results are shown in Section 4. Finally, Section 5 summarizes and provides conclusions and discussions about future work.
Binaural Localization
The main objective of this research is to obtain a small sound localization device with comparable accuracy to other methods proposed in the literature, while presenting a low computational complexity for energy efficiency and not requiring any external processing. In order to achieve a device with reduced dimensions, the microphones must be kept as close as possible. The proposed system uses two microphones placed 20 mm apart, capable of localizing sound in the frontal horizontal plane.
Microphone arrays with dimensions of the same order of the proposed system are used in several different areas of research, such as speech enhancement [23] , [24] , acoustic field analysis [25] and sound source separation [26] . In sound localization applications, however, such small configuration of microphones is not common practice due to its challenges and limitations, as shown along this section and in the conclusions.
As mentioned in Section 1, due to the reduced dimensions, the system is solely based on TDoA between the microphones. Let M 1 and M 2 be a pair of microphones separated by a distance 2d, as shown in Figure 1 . A sound source S is located at a distance D and angle θ from the midpoint O between the microphones, and at distances A 1 and A 2 from M 1 and M 2 , respectively. In principle, the TDoA can be calculated as:
where v is the speed of sound. In practice, however, the Fig. 1 Binaural sound localization configuration, with two microphones M 1 and M 2 and a sound source S sound source distance D (and consequently A 1 and A 2 ) is unknown. Thus, the TDoA must be calculated from the signals of each microphone in order to obtain the angle θ.
The proposed system uses the well-know Jeffress model [22] , inspired in the mammalian hearing system [27] , to calculate the TDoA. In its basic form, the model contains two antiparallel delay lines that receive the spike trains corresponding to the sound coming from the left and right ears. The delay lines are connected to coincidence detectors along their lengths, which generate a spike if its two inputs receive a spike simultaneously. If there is no delay between the two sound signals, the majority of the spikes will coincide at the center of the delay lines. For instance, the more to the left the sound source is, the earlier the spikes from the left ear arrive at the delay line and the coincidence happens closer to the right side of the model. Thus, the temporal information is transformed to spatial information.
Among the most popular alternatives for estimating the TDoA is the Generalized Cross-Correlation (GCC) [15] , [16] , [28] . Correlation based methods calculate the crosscorrelation of the two windowed sound signals x (n) and y (n) in the time domain as:
where L is the frame length. The argument τ that maximizes equation (2) is the estimated delay. In the GCC method, this calculation is performed in the frequency domain, with a filtering applied before the inverse transform:
where X (k) is the Fourier transform of x (n), Y * (k) is the complex conjugate of the Fourier transform of y (n) and W (k) is a weighting function used to enhance the peak of the cross-correlation. Even though the frequency domain calculation speeds up the process considerably, from equations (2) and (3) it can be seen that these methods are computationally expensive. Another popular method for time-delay estimation is the Average Magnitude Difference Function (AMDF) [29] :
Although computationally simpler, the AMDF still requires a considerable amount of calculations, as well as being more sensitive to noise than the GCC [30] . Despite presenting good performance, neither the GCC nor AMDF are the most suitable methods for low-power real-time embedded applications due to their high computational demands. The Jeffress model can be considered a sub-class of the correlation based methods, but on the contrary of those, it can be efficiently implemented in hardware, as its coincidence detectors and delay lines can be carried out by simple AND The space between the microphones directly affects the Jeffress model regarding bandwidth and resolution. Considering a Time-Difference Extractor (TDE) based on the Jeffress model with n coincidence detectors and n positions in each of the anti-parallel delay lines, the index z of the coincidence detector corresponding to a delay of ∆t is given by:
where ⌈·⌉ represents the ceiling operator, f s is the sampling frequency and n can be calculated as follows:
At this point, the detected angle has been quantized and an error was introduced. Based on Figure 2 , the actual angle θ q represented by the index z is given by:
The sound direction can only be unambiguously determined if the signal wavelength λ is longer than the distance between the microphones, otherwise spatial aliasing occurs [31] . Equation (8) shows how to roughly determine the maximal frequency f max for a given distance 2d of the microphones.
Thus, reducing the spacing between the microphones has the benefit of increasing the bandwidth of the Jeffress model. With a gap of 20 mm, the TDoA can be uniquely determined for up to 17 kHz. The proposed system limits the frequency range to 8 kHz, enough for common environmental sounds and speech.
The effects of the sound source distance are also influenced by the microphones gap. Equation (7) can only be used with the far-field assumption. From equation (1) and Figure 1 , the values of A 1 and A 2 can be calculated as:
Hence, in near-field, the TDoA is represented by a hyperbolic curve and it is dependent on the source distance. With far-field assumption, taking D to the limit:
This shows that, if D ≫ 2d, the direction of the sound source does not depend of the sound source distance. In practice, if D > 10d, the effect of the distance is negligible. This means that reducing the microphones' gap also allows the system to be used in much closer distances.
The main drawback of reducing the microphones' separation is a proportional decrease in resolution. When the distance between the microphones is reduced, the time required for the sound to travel from one microphone to the other is shortened, while the spikes are shifted along the TDE coincidence detectors at a constant rate given by the sampling frequency. This reduces the resolution of the system proportionally, according to equation (6) . A straightforward solution would be to simply increase the sampling frequency of the input signal, a solution often used by several authors to increase temporal resolution of low sampling-rate signals [32] , [33] .
If naively implemented, however, this solution has a negative impact on the system's complexity. The proposed system uses an alternative strategy to achieve a 16-fold upsampling only in selected stages of the system, keeping the computational cost low while increasing the resolution proportionally. Details of the proposed solution are presented in the following section. Figure 3 summarizes the structure of the proposed sound localization system. The audio is acquired using two digital microphones, at a sampling rate of 48 kHz. The preprocessing stages are loosely based on the human hearing system.
Proposed System
The band-pass filter bank is composed of 128 channels (64 channels each for the left and the right side signals), linearly spaced from 100 Hz to 8 kHz. Each channel represents a very narrow 4 th order, 4-stage Infinite Impulse Response (IIR) elliptical filter. Although the human hearing cochlea has logarithmic space-frequency mapping [34] , [35] , linearly spaced filters permit an equal frequency interval for each channel, enabling very narrow filters to cover the whole desired bandwidth. Figure 4 shows the frequency response of the filters, where the channel centered at around 1 kHz is emphasized for clarification purposes. Such filters present very nonlinear phase response and large group delay, especially for channels in the low extreme of the frequency range. However, as the same filters are applied to both input channels, such characteristics do not need to be As stated before, in order to compensate for the resolution reduction due to the proximity of the microphones, the input signal must be upsampled. However, performing the whole processing at a higher sampling rate would require an immense amount of computation. Furthermore, the band-pass filters would be located in the very extreme of the spectrum, causing instabilities and requiring a high numerical precision. Instead, this paper proposes to place the upsampling after the band-pass filters. Thus, only the zerocrossing spike generator, TDE and the maximal finder processes have to work at higher sampling rates; these modules only perform simple operations that can be easily carried out at high speeds.
The upsampling of the signals by a factor I is done by simply adding I − 1 zeros between the samples, changing the sampling frequency from f s to I · f s , while preserving the spectral shape of the signal [36] . This will result in a signal which spectra repeats periodically over multiples of f s . These extra images should be removed by the use of a low-pass filter. Due to the fact that only bandlimited signals are being upsampled, the same filter can be used for all frequency channels. Moreover, no normalization factor is necessary, as the signal level is not used by the following processing blocks. Figure 5 shows the upsampling filter used in this research, with I = 16 and cut frequency f c of 8.2 kHz. According to equations (5) to (7), the maximal resolution achievable by the Jeffress model in the proposed system is then 1.3
• , while the average resolution in the ranges of [0
• ] is 6.3
• . The spike generator uses the zero-crossings [33] , [37] of downward direction to create a spike train whose timing contains the time-delay information. These spikes are inputted into the Jeffress model based TDE. The more sinusoidal the signal is, the fewer spurious coincidences will be detected by the TDE. For this reason, each filter channel should be as narrow as possible. The index of the maximal firing coincidence detector represents the TDoA for that specific frequency channel.
Finally, the obtained maximal indexes of each channel are converted to an angular value using equation (7) and averaged. However, equation (7) does not take into consideration the effects of the system's geometry on the timedelay. These effects distort the direction differently for each frequency component. In order to compensate these deviations, two extra parameters are introduced, β and γ, in order to control, respectively, offset and amplitude of the function. The final function then becomes:
Due to these deviations, the number of delay cells n in the Jeffress model, given by equation (6) , was increased from 45 to 51. The parameters β and γ can be optimized by minimizing the localization error. In the experiments of Section 4, the function minimization method provided in MATLAB (based on the Nelder-Mead Simplex Method) was used, although Minimum Mean-Square-Error (MMSE) produces similar results.
The final angle θ is given by:
where K is the number of frequency channels and θ qk is given by equation (11) . Other alternatives for combining the angular values of each frequency channel exist. For instance, a classifier can be used to learn the patterns of all channels and output the final direction, as previously proposed in [38] . However, due to the high dimensionality, such classifier is very hard to learn. Thus, averaging was chosen for its simplicity.
Spectral Masking
For band limited signals, such as environmental sounds or speech, not all frequency components of the input signal contain useful TDoA information. When applied to the TDE, such signals produce random outputs that must be masked and ignored when calculating the final direction. A straightforward masking approach would be to remove the channels in which the sound level is under a certain threshold. This approach, however, does not take into consideration noise that can present significant levels, sometimes as large as the target signal itself. Coherence based methods have been widely used as a speech enhancement and noise suppression technique [39] - [41] . It is based on the premise that the target sound signals in the two microphones are correlated, while noise signals are not. The coherence between two signals x (n) and y (n) is defined as follows:
where Φ x (ω) and Φ y (ω) are the spectral densities of signals x (n) and y (n), and Φ xy (ω) is the cross-spectral density of these signals. When the value of the coherence is close to 1, the signals are strongly correlated, while values close to zero indicate that mostly noise is present. A null value can also indicate that the input signal does not contain that specific frequency component [39] . A hardware implementation of coherence based noise suppression was proposed in [41] , although complete resource utilization was not reported. Nevertheless, calculating the coherence of two signals with equation (13) is computationally expensive.
This paper proposes a coherence-like measure that can be directly obtained from the Jeffress model output. The calculations are hardware-friendly and can efficiently be used to suppress frequency channels in which no correlated signal exists. A competitive layer of leaking integrators is used 
where x is the input, u is the internal potential and c is the decay constant. In order to simplify the hardware implementation, an integrator with a linear decay was used:
The integrated value u ki (n) of each i th delay cell of the TDE corresponding to the k th frequency channel is then given by:
where u max and u min are the maximal and minimal thresholds for the internal potential, φ is the increment value and x k j (t) is the current spike rate of the j th delay cell of the k th frequency channel. The final mask is then calculated as:
where ρ is the potential threshold. By combining m k with equation (12) , the final angle θ becomes:
Assuming the sound source position changes much slower than the time window used for calculating the spike rate of the TDEs, the time required for the potential to reach its maximum with the presence of a valid sound is negligible. Figure 6 shows an example in which a pure tone of 2 kHz moving from left to right for 1 s, followed by a white noise sound moving in the opposite direction for 1 s, both signals containing uncorrelated noise at 12 dB of SNR. The 2 kHz channel (not shown) always present coherent signals, but the channel corresponding to 3 kHz presents random outputs during the first second. The integrated timedifference successfully selects only the relevant portion of the signal.
Hardware Prototype
The sound localization prototype, show in Figure 7 , was developed in-house and its main components are an EP3C40F324C8 FPGA, from Altera † , two digital INMP441 microphones, from InvenSense † † , as well as wired and wireless communication modules. The board measures 50 mm × 50 mm, including debug and programming connectors, and weights roughly 15 g. The FPGA operates at 50 MHz, except for the blocks dealing with upsampled data. It can run for up to 6.2 hours with a 1000 mAh 3.7 V battery, with an average power consumption of 664 mW.
The prototype uses Microelectromechanical System (MEMS) microphones [42] , due to their very small form factor and precise positioning. This eliminates the need for complex mechanical structures for holding bulky microphones, making the system simple to manufacture. The use of digital microphones also simplifies the interface with the FPGA and reduces electrical noise. Wu et al. proposed the use of higher sampling rates in combination with MEMS microphones in order to construct a sound localization system based on the compactness and directivity of such devices [32] . Their theoretical proposal required a very specialized setup of the microphones, and it suggests that oversampling the signal could improve the localization accuracy, although no further implementation details were given.
The motivation for an FPGA based implementation is † https://www.altera.com/products/fpga/cyclone-series/cycloneiii/overview.html (accessed the proposed system's large amount of concurrent and independent tasks, which can be efficiently implemented in reconfigurable hardware devices [43] . Moreover, the amount of data simultaneously being transferred between each stage of the system would be unmanageable by standard CPUbased embedded systems. The bandpass filter bank contains multiple stages of IIR filters, heavily parallelized and making extensive use of block-floating-point arithmetic [44] . As such narrowband filters require a precise numerical representation in order to be stable, single-precision floating-point format was used on the implementation of the filter bank. This not only ensures the stability of the filters, but also the precise detection of the zero-crossings. A natural drawback of using floating-point numbers is the high computation cost, which translates to a large resource usage in an FPGA device. Modern devices, however, contain integer multiplication blocks that can be used for floating point multiplication implementation, saving a significant amount of logic elements. The hardware implementation of the upsampling process also presents some challenges. Similarly to the bandpass filters, the low-pass filter of the upsampling module is calculated using floating-point numerical representation. Although having just one stage, this low-pass filter has to process I times the amount of data for every sample of every channel. This can only be accomplished with extensive parallelization and a clock speed twice as fast as the previous modules, making this the most resource and time-critical stage. Hence, the maximal upsampling factor is dictated by the FPGA maximal supported processing speed.
The zero-crossing spike generator and TDE are simple blocks, requiring low amount of resources and can easily operate at high speeds. The process to find the maximal firing cell of each frequency channel has to deal with large amounts of data and requires a clock speed of 200 MHz. Table 1 lists the amount of FPGA resources required by the proposed system when implemented in an EP3C40F324C8 device. The system uses around half of the device, which is in the middle range of its family, keeping cost and power consumption relatively low. Connection between blocks accounts for the extra total amount of logic. Table 2 shows the basic timing of the system, in which the latency time indicates the delay between the initial input and the first valid output of a block, while the processing time indicates the remaining time before the last output is generated. The blocks operate as a pipeline and their processing overlaps considerably. Each block generates a flag signal indicating when there is a valid output, informing the next block when to start its respective process. These signals were used to measure latency and processing times, initially in the Altera timing simulator, and later confirmed by routing these signals to debug outputs and connecting a logical analyzer to the prototype shown in Figure 7 .
Experiments
All sounds used for the experiments were recorded using the prototype described in Section 3.2. In all experiments, the • corresponding, respectively, to the "right", "front" and "left" relative directions, as shown in Figure 2 . Sounds for the experiments were recorded at three different environments, two being semi-anechoic chambers and one a standard reverberant room. Data set 1 was recorded in the Centre D'etudes Vibro-Acoustique Pour L'automobile (CE-VAA), France, while the other two data sets were recorded in the Nagoya Institute of Technology (NITech), Japan. The recording conditions of each set of sounds are summarized in Table 3 .
The system performance was evaluated with white noise signals in all three conditions. The results are shown in Table 4 , in which ϵ F and σ F represents, respectively, the error and standard deviation in the full range of [0 • 180 • ], while ϵ C and σ C represents, respectively, the error and standard deviation in the central range of [30 • 150
• ]. Figure 8 shows the localization angles obtained for data set 2, while the average errors obtained with and without compensation of the parameters β and γ are shown in Figure 9 . The white noise signals of other data sets present very similar results. The accuracy difference between the three data sets is up to around 1
• , with the results of the smaller anechoic environment presenting the smaller error. As predicted in Section 3, the accuracy in the intervals of [0
• ] is lower than in the central range, in which the error is very close to the calculated limit.
The system was also evaluated using 11 different environmental sounds † † , each with duration of 3 s. Tables 5 and  6 show, respectively, the localization results for data sets † http://www.kohzuprecision.com/products/positioning-stages/ rotation-stage/motorized-rotation-stage/product/426/4/ RA07A-W/263/ (accessed June 6, 2016) † † The monaural non-trimmed versions of these signals are available at http://tupi.elcom.nitech.ac.jp/localization/index.html. 2 and 3. Most of the sound sources have self-explanatory names. For instance, the kettle signal are whistle-like sounds when the water is boiling, while the earthquake sound is the alert melody used by Japanese television when transmitting an earthquake alert. The spectral masking parameters were empirically set as follows: u min = 0, u max = 200, φ = 10 and ρ = 0.25. For each data set, the parameters β and γ were optimized for the white noise signal and used for all environmental sounds. In the anechoic environment (Table 5) , all sounds presented localization accuracy similar to the white noise re- sults. In the reverberant room (Table 6 ), the localization error increased for all sounds in the full range, but remained considerably low in the central range, except for the interphone A, interphone B and earthquake sounds. The first two are very impulsive sounds and are harder to be localized even in anechoic environments, while the earthquake sound presents a large spectral variation along the time. For comparison, Tables 7 and 8 show the results for the environmental sounds without using the spectral masking. These results show that, in the anechoic environment, the proposed masking method reduced the average error by 33% in the full range and 31% in the central range, while in the reverberant environment the error was reduced by 27% in the full range and 16% in the central range. In all cases, the average standard deviation was reduced by around 28%. Sounds with narrow spectrums, like alarm A and kettle, presented a significant error reduction in both ranges. Impulsive sounds, like interphone A and interphone B, did not present significant change in the full range, while presenting a small increase in error in the central range.
The system was also tested with increasing levels of uncorrelated noise. The white noise signal from data set 2 was mixed with uncorrelated white noise with signal-tonoise ratio (SNR) levels from +20 dB to -10 dB. The results are shown in Figure 10 , in which the +∞ SNR values correspond to the original white noise signal without added noise. The accuracy in the central range is nearly flat until 0 dB, increasing linearly until -10 dB. The extreme ranges are more sensible to noise, presenting a more acute increase starting from +5 dB.
Discussion and Conclusions
This paper presents a compact sound localization system implemented in an FPGA-based device. As the proposed system uses a pair of omnidirectional MEMS microphones positioned only 20 mm apart, only ITD cues were used. In order to keep the computational complexity low, the hardwarefriendly Jeffress model was used to calculate the TDoA. In order to compensate for the decrease in resolution due to the reduced dimensions, the system upsamples the input signals several fold after the band-pass filtering stage. A coherencelike measure is used to select only frequency components with useful TDoA information. The final device can successfully localize broadband noise and environmental sound signals in anechoic and reverberant conditions in real time without relying on external processing. Although a precise comparison of the proposed method's performance with other implementations described in the literature is not straightforward due to the large variation of experimental conditions and sound sets used, the results shown in Section 4 are on a par with the majority of other methods.
The proposed system presented an average error of 2.75
• and 0. • and 4.32
• , respectively. In comparison, the head-like structure in a robot by Kim and Choi [10] presented an average localization error of 5.45
• , while the humanoid head based system from Keyrouz [7] presented an error of 1.1
• . Among the embedded implementations, an error of 2.5
• was reported by Wu et al. [5] , although only two directions were tested. The 4-microphone array system from Sun et al. [45] achieved 1.89
• , and the error of the real-time system from Mandewalkar et al. [4] was 11
• . The mixed-signal systems-on-chip implementation by Umbarkar, Subramanian and Doboli [16] presented 1.53
• for pure tones up to 4 kHz, but with a prohibitively large processing time. The neural network based system from Murray Erwin and Wermter [46] reported 1.45
• of error, and the small miniature array system by Zhao et al. [21] achieved an error of 1
• . Some authors report localization accuracy results as the success rate of the system for a given resolution and error limit. In order to compare the proposed system with these results, the success rates of the white noise signal of all data sets were also calculated and are shown in Table 9 , for a resolution of 15
• and an error range of ±10 • . The FPGA based system from Wang, Jiang and Sun [11] achieved an average of 0.95 success rate in the range of [−75
• +75
• ] for a 15
• resolution, while Kim et al. [2] obtained a rate of 0.972 for a 10
• resolution. The head-like structure from Kim and Choi [10] achieved 0.96 for a 5
• resolution. These numbers show that the proposed method's accuracy is comparable with other results reported in the literature. The obtained error is well in the acceptable range of many of the applications mentioned in Section 1.
The proposed spectral masking method significantly reduced the average localization error in more than 30% for environmental sounds, while using relatively small amounts of resources. However, the improvements were not equal for all signals; sounds with rapid changes in spectrum, while still reasonably accurate, presented poorer performance.
One of the main objectives of this research is to achieve a compact system that would enable applications such as wearable devices, UAV and small autonomous robots. Large implementations, with microphone arrays between 250 mm and 500 mm, can be found in several studies [14] , [15] , [17] , [45] - [47] . In some other works [4] , [5] , [16] , middle size arrays of around 200 mm were used. Only few papers present relatively small solutions. Wang, Jiang and Sun [11] used an FPGA based system with an array of 112 mm. A miniature array of only 35 mm was used by Zhao et al. [21] , but their system relies on external GPU processing. In comparison, the proposed system uses an array of only 20 mm, with the whole system measuring only 50 mm. To the knowledge of the authors, this is one of the smallest implementations proposed in the literature.
In summary, the proposed system achieves its objectives of size and accuracy. There are limitations, however, that still have to be addressed. The proposed system uses a single pair of omnidirectional microphones. Hence, it is not capable of three-dimensional localization neither fullplane localization. Nevertheless, due to its simple design, such expansions are relatively straightforward. The compensation parameters are only required if fine resolution is required. Although it is now being done offline, the minimization process can be done by the device itself.
Future work includes the implementation of a fullplane and elevation-capable versions of the system. Further miniaturization that enables wearable applications as well as further reduction on power consumption are also in progress.
