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"Where ignorance is our master,
there is no possibility of real peace."
- Dalaï Lama XIV
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Au-delà des processeurs d’instructions multi-coeurs, le monde du traitement numérique haute
performance moderne est également caractérisé par l’utilisation de circuits spécifiques à un
domaine d’application implémentés au moyen de circuits programmables FPGA (réseau de
portes programmables in situ). Les FPGA représentent des candidats intéressants à la réalisa-
tion de calculs haute-performances pour différentes raisons. D’une part, le nombre importants
de blocs de propriétés intellectuelles gravés en dur sur ces puces (processeurs, mémoires, uni-
tés de traitement de signal numérique) réduit l’écart qui les sépare des circuits intégrés dédiés
en termes de ressources disponibles. Un écart qui s’explique par le haut niveau de configu-
rabilité offert par le circuit programmable, une capacité pour laquelle un grand nombre de
ressources doit être dédié sans être utilisé par le circuit programmé. Néanmoins dans un
contexte où souvent plus de transistors sont disponibles qu’on puisse en utiliser, le coût
associé à la configurabilité s’en trouve d’autant réduit.
De par leur capacité à être reconfigurés complètement ou partiellement, les FPGAs modernes,
tout comme les processeurs d’instructions, offrent la flexibilité requise pour supporter un
grand nombre d’applications. Néanmoins, contrairement aux processeurs d’instructions qui
peuvent être programmés avec différents langages de programmation haut-niveau (Java, C#,
C/C++, MPI, OpenMP, OpenCL), la programmation d’un FPGA requiert la spécification
d’un circuit numérique, ce qui représente un obstacle majeur à leur plus grande adoption.
La description de circuits numériques est généralement exprimée au moyen d’un langage
concurrent pour lequel le niveau d’abstraction se situe au niveau des transferts entre registres
(RTL), tels les langages VHDL et Verilog. Pour une application donnée, la réalisation d’un
circuit numérique spécialisé requiert typiquement un effort de conception significativement
plus grand qu’une réalisation logicielle. Il existe aujourd’hui différents outils académiques
et commerciaux permettant la synthèse haut-niveau de circuits numériques en partant de
descriptions C/C++/SystemC, et plus récemment OpenCL. Cependant, selon l’application
considérée, ces outils ne permettent pas toujours d’obtenir des performances comparables à
celles qui peuvent être obtenues avec une description RTL produite manuellement.
On s’intéresse dans ce travail à un outil de synthèse de niveau intermédiaire offrant un
compromis entre les performances atteignables au moyen d’une méthode de conception RTL,
ainsi que les temps de conception que permet la synthèse à haut-niveau. On considère ainsi la
synthèse de circuits numériques partant d’un langage supportant la description de machines
à états algorithmiques (ASM) contrôlant des connexions entre des sources et des puits avec
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des interfaces de synchronisation prédéfinies. Ces interfaces sont similaires aux interfaces à
flot de données AXI4-Stream et Avalon-Streaming, disposant de signaux de synchronisation
de type prêt-à-envoyer/prêt-à-recevoir pour supporter la synchronisation des transferts à la
source et à la destination.
Le langage d’entrée considéré est basé sur le langage de description de circuits CASM
(Channel-based Algorithmic State Machine) existant. Le langage CASM permet la description
de connexions bloquantes, qui bloquent le flot de contrôle d’une ASM (Algorithmic State Ma-
chine) tant qu’un transfert de donnée n’a pas eu lieu entre la source et le puits correspondants.
Ce langage permet ainsi la description de circuits numériques comme un ensemble de proces-
sus concurrents activant dynamiquement des transferts synchronisés par les données, et ce en
faisant abstraction du détail de la logique de contrôle requise pour supporter cette synchro-
nisation. Néanmoins, l’interconnexion de sources et de puits dans différentes topologies peut
induire des boucles combinatoires en termes des signaux de synchronisation des interfaces à
flot de données. De telles relations cycliques sont problématiques d’une part parce qu’elles
sont associées à des comportements indéterminés, et d’autre part parce qu’elles mènent à des
circuits qui ne sont pas synthétisables ou qui n’ont pas le comportement désiré. La présence
de telles boucles combinatoires peut s’expliquer par la présence de relations combinatoires
entre les entrées et sorties de synchronisation des différents composants interconnectés. Nous
proposons une approche automatisée au niveau fonctionnel (logique) capable de transformer
les boucles combinatoires en circuits acycliques synthétisables. Ceci est essentiellement réalisé
en ne permettant que les états stables de la boucle correspondants à un plus grand nombre
de transferts de données complétés à chaque cycle. Nous proposons également d’augmenter
la syntaxe de base du langage CASM avec une syntaxe supportant la description de règles
d’autorisation des transferts de données, ainsi que de nouveaux opérateurs de connexions
avancés.
La méthodologie de synthèse de circuits numériques présentée dans ce travail a été auto-
matisée au moyen d’un compilateur décrit en langage Java. Pour évaluer la viabilité de la
méthode de synthèse à niveau intermédiaire proposée, celle-ci a été appliquée à un certain
nombre d’applications, notamment dans le domaine du traitement numérique avec des opéra-
teur pipelinés utilisant une représentation des nombres en virgule-flottante. La description de
circuits avec le langage de description au niveau des transferts synchronisés par les données
présenté offre au développeur un niveau de contrôle sur l’architecture qui se rapproche du ni-
veau RTL, tout en permettant d’abstraire différentes difficultés inhérentes à l’interconnexion
d’interfaces synchronisées par les données dans différentes topologies. La méthodologie pro-
posée permet une description plus concise des comportements désirés, et l’automatisation de
différentes tâches liées à l’implémentation de la logique de contrôle vient également réduire
xles sources d’erreurs possibles.
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ABSTRACT
Beyond modern multi/many-cores processors, the world of computing is also caracterized
by the use of dedicated circuits implemented on Field-Programmable Gate-Arrays (FPGAs).
For many reasons, modern FPGAs have become interesting targets for high-performance
computing applications. On one hand, their integration of considerable amounts of IP blocks
(processors, memories, DSPs) has contributed to reduce the resource/performance gap that
exist with Application Specific Integrated Devices (ASICs). A gap that is easily explained by
the high-level of reconfigurability that these devices provide, a feature for which a considerable
amount of resources (transistors) must be dedicated. Nevertheless, in a context where often
more transistors are often available than it is needed or required, the impact of such a cost
is less important.
The ability to reconfigure completely or partially modern FPGAs further offer the flexibility
required to support multiple different applications over time, similarly to instruction proces-
sors. However, while instruction processors can be programmed with different high abstrac-
tion level software programming languages (Java, C#, C/C++, MPI, OpenMP, OpenCL),
FPGA programming typically requires the specification of a hardware design, which is a ma-
jor obstacle to their widespread use. The description of a hardware design is generally done
at the register-transfer level (RTL), using hardware description languages (HDLs) such as
VHDL and Verilog. For a given application, the design and verification of a dedicated circuit
requires a significantly more important effort than a software implementation. Nowadays,
numerous commercial and academic tools allow the high-level synthesis of hardware designs
starting from a software description using programming languages such as C/C++/SystemC,
and more recently OpenCL. Nevertheless, depending on the application considered, at cur-
rent state of the art, these tools do not allow performances that matches those which can be
obtained through hand-made RTL designs.
In this work, we consider an intermediate-level synthesis methodology offering a compromise
between the performances and design times that can be obtained with RTL and high-level
synthesis methodologies. We consider an input hardware description language that allows
the description of algorithmic state machines (ASMs) handling connections between sources
and sinks with predefined streaming interfaces. These interfaces are similar AXI4-Streaming
and Avalon-Streaming interfaces, featuring ready-to-send/ready-to-receive synchronisation
signals.
The intermediate-level hardware description language considered is based on the existing
xii
CASM language. CASM allows the description of blocking connections, which can implicitly
stall the control flow of an ASM as long as a data transfer hasn’t occurred over the specified
blocking connection. The CASM language allows the description of a hardware design as a
collection of ASMs handling dynamic data-synchronized connections, in a way that abstracts
the details of the low-level control logic required to support the adequate synchronization
of data transfers. However, the interconnection of different sources and sinks in various
topologies can induce combinational loops (cyclic relations) in terms of the synchronization
signals of the streaming interfaces. Such combinational loops are problematic because they
are associated to indeterminate behaviors, and lead to circuits that are not synthesizable,
or that do not have the desired behavior. The presence of such combinational loops can be
explained by the presence of combinational relations between the synchronization inputs and
outputs of the interconnected devices. In this work, we propose an automated approach at
the functional (logic) level that is able to transform such combinational loops into acyclic
combinational functions, which can then be synthesized into digital designs. This is achieved
by allowing only the stable states that correspond to the largest amount of completed data
transfers, for any given clock cycle. We also propose to augment the syntax of the CASM
language such as to allow the specification of data transfer authorization rules, as well as the
addition of advanced connection operators.
The automated synthesis methodology proposed in this thesis has been implemented as part
of a compiler developed using the Java programming language. In order to evaluate the ap-
plicability of the proposed intermediate-level synthesis methodology, the compiler has been
applied to the synthesis of various applications in the field of floating-point computing. The
description of hardware designs with our intermediate-level hardware description language
provides the design with a level of control that is close to that of RTL, while abstracting the
complexities inherent to the interconnection of streaming interfaces in different topologies.
The proposed design method allows for a more concise description of the desired behav-
ior, while automating the various tasks associated to the implementation of the low-level
synchronisation logic, reducing design and verification times.
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1CHAPITRE 1 INTRODUCTION
Il y a de cela une décennie (en 2005), Intel prenait un virage important en lançant la pro-
duction de puces de processeurs dont les hautes-performances allaient désormais reposer sur
plusieurs coeurs (cores). De nos jours, les puces multiprocesseurs sont omniprésentes dans nos
vie, de l’unité de traitement centrale au processeur graphique d’un ordinateur de bureau, jus-
qu’à l’intérieur de nos téléphones cellulaires. Elles composent également le coeur des noeuds
des superordinateurs les plus puissants de la planète. Cette tendance à voir augmenter le
nombre de coeurs par puces s’observe toujours alors que l’on passe graduellement de puces à
multiples-coeurs (multi-cores) vers des puces à beaucoup-de-coeurs (many-cores), et elle ne
semble pas sur le point de s’arrêter. Au coeur de ce changement fondamental se trouve la rup-
ture de la mise-à-l’échelle de Dennard (Robert H. Dennard) qui stipule essentiellement que
la densité de puissance des transistors demeure constante avec chaque nouvelle génération de
transistors [1]. Dans ce contexte, la performance des processeurs mono-coeur a cessé de croître
au rythme de la loi de Moore. De plus, les puces de processeurs modernes sont confrontées
au problème du silicium obscur (dark silicon), qui fait référence au fait que les procédés de
microfabrication peuvent désormais intégrer plus de transistors qu’il est possible d’en utiliser,
de sorte à ce que toute la surface d’une puce ne puisse être utilisée simultanément [2].
Au-delà des processeurs d’instructions multi-coeurs, le monde du traitement numérique haute-
performance moderne est également caractérisé par l’utilisation de circuits spécifiques à un
domaine d’application implémentés au moyen de circuits programmables FPGA (réseau de
portes programmables in situ). Intel faisait d’ailleurs récemment l’acquisition du fabricant de
FPGA Altera. Les FPGA représentent des candidats intéressants à la réalisation de calculs
haute-performances pour différentes raisons. D’une part, le nombre importants de blocs de
propriété intellectuelle gravés en dur sur ces puces (processeurs, mémoires, unités de traite-
ment de signal numérique) réduit l’écart qui les sépare des circuits intégrés dédiés en termes
de ressources disponibles [3]. Un écart qui s’explique justement par le haut niveau de confi-
gurabilité offert par le circuit programmable, une capacité pour laquelle un grand nombre
de ressources doit être dédié sans être utilisé par le circuit programmé. Néanmoins dans un
contexte où plus de transistors sont disponibles qu’on puisse en utiliser, le coût associé à la
configurabilité s’en trouve d’autant réduit. On note également que le problème du silicium
obscur ne se pose pas dans la même mesure puisqu’une grande proportion des transistors
est de facto inactive après la programmation d’un FPGA. L’utilisation de blocs de propriété
intellectuelle dédiés permet également de réduire l’écart de performance séparant les cir-
cuits intégrés dédiés des FPGAs. Récemment, des FPGA ont été utilisés par Microsoft dans
2ses centres de données pour accélérer l’engin de recherche Bing [4]. Les différentes analyses
effectuées rapportent des améliorations significatives en termes de débits et de latence.
1.1 Problématique
De par leur capacité à être reconfigurés complètement ou partiellement, les FPGA modernes,
tout comme les processeurs d’instructions, offrent la flexibilité requise pour supporter un
grand nombre d’applications. Néanmoins, contrairement aux processeurs d’instructions qui
sont programmés avec différents langages de programmation haut-niveau (Java, C/C++,
MPI, OpenMP, OpenCL), la programmation d’un FPGA requiert la spécification d’un circuit
numérique, ce qui représente un obstacle majeur à leur plus grande adoption. La description
de circuits numériques est généralement exprimée au moyen d’un langage concurrent pour
lequel le niveau d’abstraction se situe au niveau des transferts entre registres (RTL), tels les
langages VHDL et Verilog. Pour une application donnée, la réalisation d’un circuit numérique
spécialisé requiert typiquement un effort significativement plus grand qu’une réalisation logi-
cielle. Dans [5], une comparaison entre un FPGA et une unité de traitement graphique (GPU)
pour l’implémentation de noyaux de calculs d’applications scientifiques rapporte un temps de
développement 10× plus important pour la solution FPGA. De plus, la description de circuits
au niveau RTL est une tâche souvent réservée aux experts en conception de circuits FPGA,
et est difficilement accessible aux spécialistes provenant de différents domaines d’applications
scientifiques. Il existe aujourd’hui différents outils académiques et commerciaux permettant
la synthèse haut-niveau de circuits numériques en partant de descriptions C/C++/SystemC
[6], et plus récemment OpenCL [7]. Cependant, selon l’application considérée, ces outils ne
permettent pas toujours d’obtenir des performances comparables à celles qui peuvent être
obtenues avec une description RTL produite manuellement.
1.2 Concepts fondamentaux
On s’intéresse dans ce travail à un outil de synthèse de niveau intermédiaire offrant un
compromis entre les performances atteignables aux moyens d’une méthode de conception
RTL et les temps de conception que permet la synthèse à haut-niveau. On considère ainsi la
synthèse de circuits numériques partant d’un langage supportant la description de machines
à états algorithmiques contrôlant des connexions entre des sources et des puits avec des
interfaces de synchronisation prédéfinies. Ces interfaces sont similaires aux interfaces à flot de
données AXI4-Stream et Avalon-Streaming, disposant de signaux de synchronisation de type
prêt-à-envoyer/prêt-à-recevoir pour supporter la synchronisation des transferts à la source
3et à la destination. Un transfert de données survient lorsque la source et le puits associés
à une connexion sont tous deux prêts. Un tel niveau d’abstraction est offert par le langage
de description de circuits de niveau intermédiaire CASM, proposé dans [8]. CASM permet
aussi la description de connexions bloquantes, qui bloquent le flot de contrôle d’une ASM
tant qu’un transfert de donnée n’a pas eu lieu entre la source et le puits correspondants.
Conjointement, ces deux caractéristiques fondamentales du langage CASM permettent la
description de circuits numériques comme un ensemble de processus concurrents activant
dynamiquement des transferts synchronisés par les données, et ce en faisant abstraction du
détail de la logique de contrôle requise pour supporter cette synchronisation. Le déplacement
d’une donnée entre une source et un puits synchronisés par les données devient aussi simple
que la spécification d’une instruction (en langage machine) de déplacement de donnée entre
registres dans un processeur d’instructions.
La Figure 1.1 illustre de manière abstraite le niveau d’abstraction considéré, comprenant un
contrôleur de connexions (une machine à états), ainsi qu’un ensemble de sources et de puits
synchronisés par les données interconnectés par un réseau d’interconnexion point-à-point.
Le contrôleur est responsable d’activer dynamiquement des connexions entre les sources et
puits présents. Lorsqu’une connexion non-bloquante est activée, un canal synchronisé par les
données est établi entre la source et le puits associés à cette dernière. Lorsqu’un canal est
établi, les données peuvent circuler librement de la source à la destination, à raison d’une
donnée par cycle d’horloge pour lequel la source et le puits sont tous deux prêts à envoyer et
recevoir, respectivement. Dans le cas d’une connexion bloquante, le canal est établi jusqu’à
ce que le transfert d’une donnée ait lieu, après quoi le canal disparait (i.e. : la connexion est
automatiquement désactivée).
Les sources et les puits supportent différents protocoles de synchronisation (FS,HS, et NS).
Le protocole FS (Full-Synchronized) est associé à une interface disposant de deux signaux de
synchronisation, rts (ready-to-send) et rtr (ready-to-receive). Le signal rts indique si la source
est prête à envoyer une donnée, tandis que le signal rtr indique si le puits est prêt à recevoir
une donnée. Le protocole HS (Half-Synchronized) est associé à une interface ne disposant
que d’un signal rts. Pour ce protocole, la synchronisation se fait à la source uniquement. La
source ne se soucie pas que la donnée soit reçue (i.e. : la contre-pression n’est pas prise en
compte, on considère que le puits est toujours prêt à recevoir). Dans le cas du protocole NS
(Not-Synchronized), une donnée est envoyée à chaque cycle d’horloge (i.e. : on considère que
la source et le puits sont toujours prêts à envoyer et recevoir des données). Notons qu’il est
possible d’interconnecter des sources et des puits qui ont des protocoles de synchronisation
différents. Dans de tels cas, si une sortie de synchronisation (rts/rtr) ne peut pas être pairée à
une entrée de synchronisation (rts/rtr) correspondante, cette dernière est considérée/laissée
4flottante. De même, si une entrée de synchronisation (rts/rtr) ne peut pas être pairée à une
sortie de synchronisation (rts/rtr) correspondante, cette dernière est assignée à la valeur 1
(vrai).
Figure 1.1 Interconnexion de sources et de puits avec des interfaces synchronisées par les
données supportant différents protocoles (FS,HS,NS). Les triangles représentent les entrées
et sorties, et les trapèzes des multiplexeurs.
1.3 Objectifs de recherche
Bien que le language de niveau intermédiaire CASM contribue à simplifier la description de
circuits numériques, l’interconnexion de sources et de puits dans différentes topologies peut
induire des boucles combinatoires en termes des signaux de synchronisation des interfaces à
flot de données. De plus, ces boucles combinatoires ne sont pas nécessairement équivalentes
à des réseaux acycliques de fonctions combinatoires. De telles relations cycliques sont pro-
blématiques, d’une part parce qu’elles sont associées à des comportements indéterminés, et
d’autre part, parce qu’elles mènent à des circuits qui ne sont pas synthétisables ou qui n’ont
5pas le comportement désiré. La présence de telles boucles combinatoires peut s’expliquer
par la présence de relations combinatoires entre les entrées et sorties de synchronisation des
différents composants interconnectés. Par exemple, une FIFO complètement synchronisée est
prête à recevoir une nouvelle entrée si elle n’est pas pleine (dépendance à un état interne), ou
si elle est lue au même cycle (dépendance avec une entrée de synchronisation). La Figure 1.2
donne une illustration simple de cette problématique, en considérant le modèle illustré à la
Figure 1.1. Dans cette illustration, d’une part l’entrée rtr de la source FS peut dépendre de
la sortie rtr du puit FS, et d’autre part la présence d’une dépendance combinatoire entre la
sortie rtr du puit FS et l’entrée rtr de la source FS vient produire une relation combinatoire
cyclique. Afin de résourdre le problème, nous proposons une approche automatisée au niveau
fonctionnel (logique) capable de transformer les boucles combinatoires en circuits acycliques
synthétisables. Ceci est essentiellement réalisé en ne permettant que les états stables de la
boucle correspondants à un plus grand nombre de transferts de données complétés à chaque
cycle. Cette approche fonctionnelle vient s’inscrire dans l’objectif de faciliter l’accès et de sim-
plifier la description de circuits numériques. De même, elle permet d’abstraire un problème
important associé à l’implémentation bas-niveau de la logique de contrôle pour la synchro-
nisation des transferts de données. Nous proposons également une syntaxe permettant de
spécifier des règles pour la synchronisation et l’ordonnancement des transferts de données
sur un groupe de connexions activées. Cette nouvelle syntaxe offre une séparation au niveau
de la description du contrôle en termes des connexions à activer vis-à-vis de comment les
transferts doivent s’exécuter au sein des connexions activées. Lorsque des règles d’autorisa-
tion forment des relations cycliques, celles-ci sont automatiquement traduites en un réseau
acyclique de fonctions logiques de contrôle qui maximise le nombre de transferts de données.
Nous proposons également de nouveaux opérateurs de connexions avancés développés dans
l’objectif de simplifier la description de circuits qui interconnectent des opérateurs pipelinés.
Une des difficultés inhérentes à l’utilisation d’opérateurs pipelinés est la présence d’un déca-
lage temporel entre le moment auquel les opérandes sont acceptées par l’opérateur et celui
pour lequel l’opérateur produit un résultat à sa sortie. Il s’ensuit que la spécification algorith-
mique d’architectures intégrant des opérateurs pipelinés est significativement plus complexe
qu’il en est pour la spécification d’architectures intégrant des opérateurs non-pipelinés. L’opé-
rateur de connexion différée présenté dans cette thèse contribue à abstraire cette complexité,
la ramenant à un niveau qui s’apparente à celle de la spécification algorithmique d’archi-
tectures intégrant des opérateurs non-pipelinés. D’autre part, l’interconnexion d’un grand
nombre de sources et puits au moyen d’un réseau combinatoire d’interconnexions point-à-
point peut contribuer à augmenter significativement le chemin critique de l’architecture (au
niveau de la logique d’aiguillage du chemin de données), ce qui peut affecter négativement
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les performances du circuit spécifié. Pour contrecarrer ce problème, il est typiquement re-
quis de faire appel à un ou plusieurs réseaux d’interconnexions pipelinés. Or le passage d’un
réseau d’interconnexion combinatoire point-à-point vers un réseau d’interconnexion pipeliné
entraîne une modification non-négligeable de la description algorithmique. Il faut notam-
ment gérer l’adressage adéquat des destinations accessibles via le réseau d’interconnexions.
Les opérateurs de connexions sur un réseau pipeliné que nous proposons dans ce travail
permettent d’abstraire la gestion d’un tel adressage en inférant automatiquement un réseau
d’interconnexion pipeliné synchronisé par les données. La syntaxe est telle que la descrip-
tion de connexions sur un réseau d’interconnexion pipeliné est similaire à la description de
connexions point-à-point non-pipelinées.
1.4 Contributions
La méthodologie de synthèse de circuits numériques présentée dans ce travail a été auto-
matisée au moyen d’un compilateur décrit en langage Java. Pour évaluer la viabilité de la
méthode de synthèse à niveau intermédiaire proposée, celle-ci a été appliquée à un certain
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rateurs pipelinés utilisant une représentation des nombres en virgule-flottante. On considère
des circuits réalisant des algorithmes avec différents niveaux de complexité au niveau du flot
de contrôle. Les applications considérées incluent le tri de données Quicksort, l’accumulation
pipelinée en représentation virgule-flottante, le produit matriciel dense, l’élimination Gaus-
sienne, et l’inversion de matrices. Une comparaison de certains circuits numériques produits
avec notre approche de synthèse de niveau intermédiaire avec d’autres implémentations simi-
laires décrites au niveau RTL et/ou au niveau C montrent que l’approche proposée permet
un compromis intéressant entre les 2 approches, en termes de qualité d’implémentation et
de temps de développement. La description de circuits avec le langage de description au ni-
veau des transferts synchronisés par les données présenté offre au développeur un niveau de
contrôle sur l’architecture qui se rapproche du niveau RTL, tout en permettant d’abstraire
différentes difficultés inhérentes à l’interconnexion d’interfaces synchronisées par les données
dans différentes topologies. La méthodologie proposée permet une description plus concise
des comportements désirés, et l’automatisation de différentes tâches liées à l’implémentation
de la logique de contrôle vient également réduire les sources d’erreurs possibles.
De manière sommaire, cette thèse présente les contributions suivantes au niveau de la des-
cription et de la synthèse automatisée de circuits au niveau des transferts synchronisés par
les données :
1. Une méthode de résolution automatisée des boucles combinatoires en termes des si-
gnaux de synchronisation des interfaces synchronisées par les données. Cette résolu-
tion est exécutée de manière à produire un réseau acyclique de fonctions maximisant
le nombre de transferts de données.
2. Le langage permet la description de règles contrôlant l’autorisation des transferts de
données au sein des connexions activées. Les règles formant des relations cycliques en
termes des signaux de synchronisation des sources et puits sont résolues de manière
automatisée.
3. Un opérateur de connexion avancé de type différé, mis au point pour abstraire un ni-
veau de complexité associé à la spécification de circuits intégrants des opérateurs pipe-
linés, et un mécanisme de traduction associé vers des transferts de base (bloquants/non-
bloquants).
4. Un opérateur de connexion avancé de type réseau d’interconnexion pipeliné, mis au
point pour abstraire la complexité liée à l’utilisation d’un réseau d’interconnexion
pipeliné pour interconnecter de grands nombres de sources et de puits de données.
5. Un compilateur permettant d’automatiser la synthèse de niveau intermédiaire des
8descriptions de circuits décrits au niveau des transferts synchronisés par les données.
Le compilateur produit une description au niveau RTL décrite en langage VHDL
synthétisable qui peut être traitée avec les outils existants.
6. L’application de la méthode de synthèse de niveau intermédiaire à différentes applica-
tions au niveau du traitement numérique avec des opérateurs pipelinés utilisant une
représentation des nombres de type virgule-flottante, telles la sommation pipelinée, le
produit matriciel dense, l’élimination Gaussienne, et l’inversion de matrice. Ces appli-
cations sont comparées avec des implémentations produites avec des approches RTL
et de synthèse haut-niveau en langage C, de manière à évaluer le compromis offert
par l’approche de niveau intermédiaire en termes de performances et de temps de
conception.
1.5 Plan de la thèse
La suite de cet ouvrage est organisée comme suit : Le chapitre 2 présente un survol de l’état
de l’art en matière de description et synthèse à un niveau d’abstraction allant au-delà de
celui offert par les langages de descriptions au niveau des transferts entre les registres (RTL).
Le chapitre 3 présente les ajouts apportés au langage CASM existant, ce qui inclut la des-
criptions de règles d’autorisation des transferts de données, et des opérateurs de connexions
avancés. Le chapitre 4 présente la méthode au niveau fonctionnel permettant la résolution
automatique des boucles combinatoires en termes des signaux de synchronisation des inter-
faces synchronisées par les données. Le chapitre 5 vient ensuite présenter l’application de la
méthode de synthèse de niveau intermédiaire à la conception de divers circuits numériques
de différentes complexités. Le chapitre 6 vient conclure cette thèse.
9CHAPITRE 2 REVUE DE LITTÉRATURE
2.1 Introduction
Le domaine de l’automatisation de la conception des circuit numériques (EDA) a vu le jour
dans les années suivant l’arrivé des circuits intégrés (1958). L’évolution des outils de concep-
tions assistée par ordinateurs est étroitement liée à l’évolution des circuits intégrés : les
nouvelles générations d’outils de conception rendent possibles le développement de circuits
plus complexes, qui permettent à leur tour de supporter de nouvelles générations d’outils
de conception pour des circuits de plus grandes complexités. Après tout la conjecture de
Moore, qui s’applique encore aujourd’hui, stipule que la densité de transistors double tous
les deux ans, si bien que les circuits intégrés modernes peuvent intégrer plus d’un milliard
de transistors. Il va sans dire que ce taux de croissance exponentiel demeure une source de
pression inouïe et sans repos sur l’évolution des outils de conception responsables d’assister
et d’automatiser le développement des circuits intégrés. Afin de composer avec cette aug-
mentation incessante de la complexité, différents niveaux d’abstractions (plus élevés) ont été
graduellement ajoutés/superposés au flot de conception des circuits numériques intégrés. Une
description à un niveau d’abstraction plus élevé contient moins de détails par rapport à l’im-
plémentation finale, mais est plus efficace pour exprimer la fonctionnalité désirée. Le flot de
conception assistée par ordinateurs permet d’automatiser le raffinement d’une spécification
à un niveau d’abstraction donné jusqu’à une implémentation physique finale.
La Figure 2.1 illustre les 4 principaux niveaux de conceptions du processus de synthèse au-
tomatisé des circuits numériques intégrés. À l’état de l’art, le niveau système représente le
plus haut-niveau d’abstraction. À ce niveau d’abstraction, un système complexe est décrit en
termes de processus communicants au moyen de langages tels SystemC et SystemVerilog, qui
permettent de supporter différents degrés de raffinements au niveau de la spécification des
communications et du traitement (untimed, partially-timed, cycle accurate). Il est ainsi pos-
sible de raffiner successivement la spécification exécutable du système à concevoir en partant
d’un programme C/C++ dépourvu de toute notion de concurrence, jusqu’à une spécification
pour laquelle les transferts et les opérations sont spécifiées avec un modèle d’exécution concur-
rente, exprimé au niveau du cycle d’horloge. Un tel niveau de raffinement se rapproche à peu
de choses près du niveau de conception suivant, le niveau des transferts entre registres (RTL).
Au niveau RTL, un circuit est entièrement spécifié au niveau du cycle d’horloge en termes de
transferts de données entre des registres, et en termes d’opérations arithmétiques et logiques
(combinatoires) à réaliser sur ces données. Au niveau logique, l’implémentation se précise
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alors que le circuit intégré est représenté par un réseau de portes logiques (ET/NON-ET,
OU/NON-OU, et inverseurs). Au niveau des portes, le comportement observé se rapproche
davantage de l’implémentation physique finale du circuit. Ce niveau permet également diffé-
rentes optimisations indépendantes de la technologie du réseau de portes logiques (optimisa-
tions 2-niveaux, multi-niveaux, etc...). Le plus bas niveau d’abstraction, le niveau physique,
offre une représentation du circuit au niveau des ressources physiques qui composent le circuit.
Dans un flot de conception dédié, ces ressources sont essentiellement des transistors intercon-
nectés au moyen de traces métalliques, tandis que dans un flot de conception FPGA il s’agit
plutôt d’éléments configurables du circuit programmable (blocs de logiques configurables et
matrices de routage).
Figure 2.1 Niveaux d’abstractions pour la conception de circuits numériques.
L’automatisation du processus de raffinement d’une spécification produite à un plus haut
niveau d’abstraction vers une implémentation physique bas-niveau est très avantageuse sur
le plan de la productivité associée au développement de circuits numériques intégrés. De
manière analogue au monde de la conception logicielle, la spécification d’une application à
un niveau d’abstraction plus élevé permet une plus grande portabilité, et rend possible une
optimisation automatisée de la spécification en ciblant différents objectifs de conception (sur-
face, vitesse, et consommation de puissance). En masquant les détails d’implémentation des
couches d’abstractions inférieures, un niveau d’abstraction supérieur rend également possible
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un développement plus agile, et plus tolérant aux changements de spécifications tardifs. En
effet, il est plus simple d’apporter un changement à un algorithme lorsque la spécification du
circuit correspondant est produite à un niveau algorithmique plutôt qu’à un niveau physique.
De plus, en déléguant la prise en charge des détails d’implémentation bas-niveaux à des outils
de conception automatisée, on réduit significativement les sources d’erreurs possibles en plus
de faciliter leur identification et leur correction, ce qui contribue également à réduire l’effort
de développement d’un circuit intégré.
À l’état de l’art, bien qu’il soit possible de produire un circuit numérique depuis une spé-
cification algorithmique au moyen des outils de synthèse haut-niveau, le développement de
circuit numériques spécialisés est typiquement réalisé au niveau RTL. Les outils de synthèse
haut-niveau permettent de produire rapidement un circuit spécialisé pour un algorithme don-
née, mais de manière générale les implémentations résultantes ne sont pas comparables aux
implémentations produites manuellement au niveau RTL. Dans le rapport sur la feuille de
route des semi-conducteurs (ITRS) [9], cette incapacité des outils de synthèse haut-niveau à
remplacer l’approche RTL comme niveau de description de circuit est formulée ainsi :
For instance, although behavioral synthesis is essential to system-level design,
efficient behavioral synthesis is not yet realized today, despite having been a re-
search topic for more than a decade, and despite recent advances driven by C- and
SystemC-based synthesis and transaction level modeling (TLM) technologies.
Cette situation représente un obstacle majeur à l’automatisation de la synthèse d’une spécifi-
cation au niveau système ou algorithmique en une spécification au niveau RTL. La description
de circuits spécialisés au niveau RTL requiert l’expertise des concepteurs de circuits dédiés, et
n’est généralement pas accessible aux développeurs d’applications scientifiques ne disposant
pas d’une telle expertise. De plus, le niveau d’abstraction RTL introduit dans les années 90
n’est plus adéquat pour composer avec les niveaux de complexité rendus possibles par les
procédés de fabrications modernes, ce qui a une impact négatif sur la productivité associée
au développement des circuits intégrés.
Ce chapitre présente une revue de l’état de l’art en matière de description et de synthèse
de circuits numériques au-delà du niveau RTL. La section 2.2 porte un regard sur les plus
récents avancements dans le vaste domaine de la synthèse comportementale haut-niveau. La
section 2.3 fait un survol de différentes méthodes de description et de synthèse de circuits
dédiés au-delà du niveau RTL.
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2.2 Description comportementale et synthèse haut-niveau
Les premiers travaux de recherches dans de domaine de la synthèse comportementale datent
des années 70, et ont réellement pris de l’importance à partir des années 80. Une analyse
présentée dans [10] propose un survol historiques des différentes générations d’outils de syn-
thèse à haut-niveau. On y rapporte notamment les principales raisons derrière les échecs des
générations précédentes et les succès de la dernière génération. La synthèse comportementale
haut-niveau fait généralement référence à la synthèse de programmes décrits en langage C
ou un de ces dérivés (C++/SystemC/OpenCL). Cela s’explique notamment par le fait que
les langages C/C++ ont longtemps été et demeurent encore aujourd’hui parmi les langages
de programmations les plus connus et utilisés au sein de la communauté.
Le flot de conception de synthèse haut-niveau est caractérisé par 4 étapes importantes per-
mettant la transformation d’un programme en description d’un circuit numérique :
1. Capture du programme : Le programme est capturé en une représentation interne.
Les représentations internes courantes sont les graphes de flot de contrôle et de don-
nées (CFG, DFG, CDFG) et les graphes hiérarchiques de tâches (HTG). Différentes
optimisations sont réalisées sur la représentation interne (propagation de constantes,
élimination de code inutile, ...).
2. Allocation : Allocation de ressources (opérateurs et éléments de mémoire) permet-
tant de supporter l’exécution des différentes opérations du programme. Différentes
ressources peuvent supporter des opérations identiques.
3. Ordonnancement : Ordonnancement des opérations du programme de manière à op-
timiser le temps d’exécution ou la quantité de ressources utilisées. Optimisation des
boucles itératives. Analyse des dépendances de données qui existent entre les diffé-
rentes opérations du programme.
4. Association des ressources et synthèse du contrôle : Association des opérations à des
ressources du circuit. La synthèse du contrôle implique la génération des circuits d’ai-
guillage (mux) de données et de séquenceurs supportant l’exécution des cédules asso-
ciées aux différentes opérations.
Conjointement, les étapes d’allocation, d’ordonnancement, d’association des ressources, et
de synthèse du contrôle réalisent la synthèse d’un circuit automatiquement optimisé afin de
satisfaire différents objectifs en termes d’utilisation de ressources et de temps d’exécution.
Pour une couverture plus exhaustive, [11] présente une introduction au flot de synthèse haut-
niveau, tandis que [12] offre une couverture plus en profondeur de la théorie et des algorithmes
supportant les optimisations architecturales des étapes 2 à 4.
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À l’état de l’art, un effort de recherche important est toujours investi vers l’amélioration des
résultats de synthèse haut-niveau des circuits numériques. Dans [13, 14, 15, 16], un riche
ensemble de transformations visant la parallélisation des opérations est proposé. Les travaux
dans [13, 17] explorent des transformations de code spéculatives. Dans [14], une technique de
décalage de boucle (loop shifting) est présentée, permettant de décaler les opérations au-delà
des frontières de chaque itération. Les travaux dans [18, 19] traitent de la synthèse comporte-
mentale de descriptions contenant des opérations sur des nombres utilisant une représentation
à virgule flottante. Le travail dans [20, 21] s’intéresse à la synthèse de descriptions C conte-
nant des pointeurs et des structures de données complexes. Le travail dans [22] s’intéresse à la
synthèse comportementale ciblant des systèmes reconfigurables dynamiquement. Dans [23],
une approche visant la génération d’architectures multi modes, intégré à l’outil de synthèse
comportementale GAUT, est proposée.
L’analyse des accès mémoire par des pointeurs peut être utilisée afin de paralléliser davantage
les opérations, et de générer des hiérarchies mémoires distribuées supportant une meilleure
réutilisation des données. Dans [24], une approche permettant de partitionner les calculs et
les tableaux vers différentes mémoires est présentée. Par analyse des empreintes des accès
mémoires au travers des boucles, il est possible de réaliser des regroupements de partitions
de tableaux dans différentes mémoires et de générer plusieurs unités de calculs de type contrô-
leur et chemin de données. L’approche proposée pour la génération de systèmes à mémoires
distribuées, en plus de permettre des améliorations des temps d’exécution, permet égale-
ment une réduction intéressante dans les tests comparatifs effectués avec un outil commercial
partant de code C non transformé. Dans [25], une autre approche exposant au compilateur
l’interaction entre le système mémoire et les unités de calculs est présentée. La méthodologie
s’intéresse particulièrement aux accès à des tableaux dans des boucles imbriquées. Ainsi, en
présence de réutilisation de données, le compilateur peut prévoir des mémoires tampons (em-
barqués) pour contenir des partitions de tableaux ce qui permet de réduire considérablement
les temps d’accès. Le compilateur est également en mesure d’explorer la possibilité d’utiliser
plusieurs mémoires parallèles afin de permettre une plus grande bande passante vers les unités
de calcul. Dans [26], une approche consistant à utiliser des mémoires avec unités de calculs
intégrés (CIM) dans la synthèse comportementale est proposée. L’idée derrière l’utilisation
de telles mémoires est qu’elles offrent une meilleure bande passante que le système d’intercon-
nexions (bus) à l’unité de calcul intégré et qu’elles permettent de réduire les communications
au travers de ce même système d’interconnexions. Les résultats obtenus font état d’amélio-
ration d’un facteur 2x en termes de performances et de réduction de la mesure énergie-délais
pour des applications intenses en accès mémoires. Dans [27], une méthode (évalué dans le
cadre de travail offert par l’outil Cyber) permettant de générer des architectures à mémoires
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distribuées hétérogènes, ciblant les applications intensives en accès mémoires est proposée.
A l’ère de l’électronique mobile, les techniques d’optimisations pour la synthèse à haut-
niveau de circuits numériques à faibles consommations de puissance font également l’objet
de recherches actives. Dans [28], une approche basée sur l’utilisation de verrous (latch) est
présentée. Les verrous possèdent plusieurs avantages en termes de surface, de puissance et
de vitesse, mais ne peuvent pas être lus et écrits simultanément. La méthodologie proposée
montre que l’utilisation d’une seule horloge est possible en modifiant légèrement le temps de
vie des variables. Cette méthode est ensuite comparée à une approche basée sur l’utilisation
d’horloge activable (clock gating), et des réductions de puissances allant de 39% à 65% sont
obtenues avec des surfaces similaires. D’autres travaux [29] considèrent également le verrou
comme élément mémoire de base pour la synthèse à haut niveau. En plus de réduire la puis-
sance, les verrous sont ici également utilisés afin de réduire (potentiellement) la latence. Les
algorithmes ont été intégrés au cadre de travail HLS-1, et les résultats de comparaison avec
un outil de synthèse haut-niveau "conventionnel" rapportent des réductions de latence en
moyenne de 18,2% en plus de réductions de surface et de puissance de 9,2% et 18,2% respec-
tivement. Dans [30], le problème d’effets thermiques dans les circuits intégrés est considéré.
La méthodologie consiste en un recuit simulé en 2 étapes combinant la minimisation de puis-
sance et de la température du circuit. La méthodologie réussit systématiquement à trouver
des implémentations avec des températures de pointe réduites. Les résultats, obtenus par
comparaison avec un compilateur haut-niveau minimisant la puissance, font état d’une di-
minution de la température de pointe de l’ordre de 12% à 16% pour un surcoût de surface
moyen de 15%. Les travaux présentés dans [31], poursuivant un objectif similaire, les étapes
d’ordonnancement et de liaison (scheduling et binding) utilisent le retour de simulations ther-
miques afin de produire des circuits pour lesquels la température moyenne est réduite. Les
résultats font état d’une réduction moyenne d’environ 7◦ C.
Avec chaque nouvelle génération de procédés de microfabrication, il est observé que le nombre
de fautes dans les circuits intégrés augmente significativement. Dans ce contexte, les cher-
cheurs se sont intéressés à tenir compte de cette nouvelle réalité dans le processus de synthèse
comportementale. Dans [32], une approche permettant de tolérer des défauts au moyen de
tissus reconfigurables est proposée. Brièvement, il s’agit de générer un ensemble de circuits
réalisant une fonction, de sorte que par reconfiguration de ce circuit, on maximise les chances
d’avoir une configuration fonctionnelle en présence de défauts. Dans [33], on propose d’utili-
ser de verrous transparents afin de tolérer le variations dues aux procédés lors de la synthèse
comportementale. L’idée est de remplacer les bascules par des bistables transparents offrant
la possibilité de propager du temps de jeu/lousse (slack) au niveau du chemin de données.
Le travail présente une définition d’une mesure du ratio de design physiques respectant les
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synchronismes initialement imposés, et la méthodologie rend possible une amélioration de ce
ratio de l’ordre de 27%. Dans [34], ont traite du sujet de l’utilisation d’approches statistique
afin de tenir compte des variations statistiques lors de la synthèse comportementale, et afin
de rechercher des solutions maximisant la proportion de circuits physiques atteignant des
objectifs de puissance ou de fréquence d’horloge.
2.2.1 Outils de synthèse haut-niveau C/C++/SystemC
Des décennies de recherche dans le domaine de la synthèse haut-niveau ont permis à de
nombreux outils académiques et commerciaux de voir le jour. Cette section propose un survol
des principaux outils de synthèse haut-niveau à l’état de l’art. Une revue plus exhaustive des
différents outils et des possibilités qu’ils offrent à l’état de l’art est présenté dans [6].
Catapult (Mentor)
L’outil de synthèse à haut niveau Catapult C de Mentor en date de 2010 avait été nommé 3
ans de suite par Gary Smith EDA comme étant le leader du marché des outils de synthèse
haut-niveau [35]. Traditionnellement, le langage ANSI C++ était la seule entrée possible de
ce dernier, mais il supporte depuis des années le langage SystemC pour la modélisation de
systèmes. L’outil de Mentor se démarque à ce niveau notamment avec le support d’un style
de modélisation compatible avec l’approche TLM2.0. Catapult est présentement utilisé par
des entreprises comme Qualcomm, STMicroelectronics, et AMD. Catapult C supporte un
large sous-ensemble de la norme ANSI C++, mais il ne supporte pas l’allocation dynamique
de mémoire et les pointeurs doivent pointer sur des structures statiquement définies comme
des tableaux. Les appels de fonctions peuvent être mis en ligne (inline) selon la hiérarchie
désirée, et les arguments de fonctions sont utilisés pour inférer les ports d’entrées-sortie
[36]. Le compilateur est capable de pipeliner l’exécution de modules (fonctions) pouvant
s’exécuter de façon concurrente et pipelinée. L’outil inclut également les types de données
bit-accurate de la bibliothèque Algorithmic C [37], offrant des temps d’exécutions pouvant
être de jusqu’à 100x meilleurs, ce qui réduit les temps de simulation. L’allocation de ressources
et l’ordonnancement des opérations de l’outil sont dirigés par le choix technologique spécifié,
ce qui augmente le potentiel de réutilisation et permet de recibler le design vers différentes
technologies tout en produisant une implémentation optimisée.
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Vivado HLS (Xilinx)
Afin d’enrichir son environnement de développement intégré de circuits FPGA, le fabricant
Xilinx faisait l’acquisition de l’entreprise AutoESL et de son compilateur de synthèse haut-
niveau AutoPilot. AutoPilot supporte un sous-ensemble des langages C/C++ et SystemC.
Dans [38], l’implémentation d’un décodeur de profil simple MPEG-4 avec AutoPilot est dis-
cutée. Il est observé que le compilateur génère un peu plus de 10x lignes de VHDL par ligne
de code source C pour chacun des modules utilisés. Le travail dans [39] présente l’implémen-
tation d’un décodeur sphérique avec l’outil Autopilot HLS. Dans [40], l’outil Vivado HLS est
appliqué à la synthèse d’algorithmes intensifs en calculs réalisant une technique d’appren-
tissage machine. Une comparaison avec des implémentations RTL écrites à la main montre
que dans un cas des performances comparables peuvent être atteintes, alors que dans l’autre
cas un différentiel significatif existe, de 30× pour un code non-optimisé à 4× pour un code
optimisé.
Cynthesizer (Cadence)
L’outil de synthèse à haut niveau Cynthesizer de Cadence (acquisition de Forte Design
Systems par Cadence en 2014) supporte les descriptions SystemC et C++. Un large sous-
ensemble de SystemC/C++ est supporté pour la synthèse, sauf l’allocation dynamique de
mémoire, l’arithmétique des pointeurs, le déréférencement de pointeurs pointant vers des ré-
gions non allouées statiquement (tableaux), et l’utilisation de méthodes virtuelles [41]. Bien
que Cynthesizer supporte des descriptions de comportements purement séquentielles, l’outil
permet également l’application de directives afin de guider les étapes d’ordonnancement et
l’allocation d’éléments de mémoire. Dans la littérature, Cynthesizer a été intégré au sein
de l’outil de conception ESL SystemCoDesigner dans une collaboration universitaire avec
l’entreprise Forte Design Systems [42].
CyberWorkBench (NEC)
L’outil CyberWorkBench a été développé au courant des 20 dernières années dans les labora-
toires de l’entreprise NEC. Cet outil supporte comme entrée le langage C. Un des arguments
pour ce choix est que ce langage est typiquement utilisé pour décrire les applications dans
les systèmes sur puces (SoC) contenant des processeurs embarqués. De plus, la simulation en
C permet des temps d’exécution jusqu’à 100x meilleurs que ce qu’offre la simulation RTL.
Un aspect intéressant de CWB est son outil de vérification formelle fortement couplé au syn-
thétiseur [43]. La synthèse comportementale tient également compte de la technologie ciblée
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par l’usager. Dans [44], l’outil CyberWorkBench est présenté brièvement dans un article rap-
portant des expériences avec l’utilisation de ce dernier. On y retrouve notamment le cas de
conception d’une carte d’interface réseau (NIC - Network Interface Card) pour une grappe
d’ordinateurs WindowsNT. La synthèse comportementale a alors été utilisée étant donnée
la complexité du contrôle trop importante pour une description RTL, mais étant donnée la
vitesse de transferts à 1,25Gbps, une approche de type firmware ne pouvant pas être utilisée
non plus. La description résultante contient 23000 lignes de code, représentant plus de 20
processus communicants, pour un total de plus de 1000 états.
Synphony C Compiler (Synopsys)
En 2010, Synopsys faisait l’acquisition du développeur d’outil de synthèse haut-niveau Syn-
fora pour renforcer sa position dans le domaine des outils de conceptions et de vérification de
systèmes numériques. Synfora est l’entreprise derrière la suite PICO (Program-In Chip-Out),
présenté dans [45]. Le langage d’entrée est un sous-ensemble de la norme ANSI C, mais cet
outil a ceci de particulier que le processus de synthèse a recours à une template architectu-
rale, nommée pipeline d’éléments de calculs vectoriels (PPA - parallel processing array). Le
modèle d’exécution parallèle est un réseau de processus séquentiels de Kahn (KPN), bien
adapté pour les applications qui travaillent avec des flux de données. Dans [46], une méthode
permettant de spécifier à haut-niveau et de supporter les chemins multi-cycles (au sein du
chemin de données) avec l’outil HLS Synphony C est présentée.
LegUp Compiler (Toronto University)
L’outil de synthèse haut-niveau LegUp, développé à l’Université de Toronto, est basé sur
le projet d’infrastructure de compilateur LLVM (Low Level Virtual Machine). Le compila-
teur supporte différents modes, pouvant produire une solution entièrement matérielle (circuit
spécifique à l’application), ou bien une solution hybride logicielle-matérielle intégrant un pro-
cesseur d’instructions. Le travail dans [47] présente l’outil et propose une comparaison avec
l’outil HLS eXCite (Y Explorations) en utilisant le benchmark CHStone.
2.2.2 Synthèse haut-niveau OpenCL
Parmi les plus récents développements dans le domaine de la synthèse haut-niveau se trouve
l’utilisation du langage OpenCL comme description d’entrée. OpenCL est une structure lo-
gicielle à standard ouvert, spécifiant son propre langage, pour la programmation d’unité de
traitements dans un environnement de calcul hétérogène pouvant intégrer des unités de trai-
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tement central (CPU), des unités de traitement graphique (GPU), des réseaux de portes
programmables in situ (FPGA), et autres. Le langage OpenCL supporte un modèle d’exé-
cution permettant d’exprimer le parallélisme au niveau des données et au niveau des tâches.
Il est largement utilisé pour la programmation d’applications scientifiques sur GPU, et plu-
sieurs bibliothèques sont disponibles. Il est donc intéressant de considérer ce langage pour
la programmation FPGA. En exprimant un niveau de parallélisme explicitement au niveau
de la description logicielle, il est possible de réduire l’effort de parallélisation que doit réali-
ser l’outil de synthèse haut-niveau. Le travail dans [7] présente l’application du compilateur
OpenCL HLS d’Altera à un algorithme de filtrage de documents. Dans [48], un compilateur
OpenCL HLS est proposé, basé sur l’utilisation de l’outil de synthèse C/C++ AutoPilot
(maintenant Vivado HLS).
2.3 Description et synthèse de circuits numériques au-delà du niveau RTL
En partant d’une description logicielle C/C++, la synthèse comportementale haut-niveau
permet d’abstraire presqu’en totalité la complexité associée à l’expression du parallélisme et
la description du circuit spécialisé. En contrepartie, à l’état de l’art, les outils de synthèse
haut-niveau ne parviennent généralement pas à produire des circuits numériques pour les-
quels les performances peuvent réellement rivaliser avec des implémentations RTL décrites
manuellement. Face à cette situation, différentes approches sont proposées dans la littérature
pour réduire la complexité associée à la description de circuits numériques au niveau RTL.
2.3.1 Bluespec SystemVerilog
Bluespec SystemVerilog est un langage de description de circuits centré sur les opérations.
Bluespec permet la spécification de comportements au moyens d’actions atomiques gardées
par des règles [49, 50]. La méthode de compilation, qui s’enracine dans la théorie des systèmes
de réécriture de termes (Term Rewriting Systems, [51, 52]), permet de gérer la concurrence
liée à différentes règles de réécriture de registres. Chacune de ces règles est décrite comme si
elle était la seule à opérer à tout moment. Il est également possible de spécifier l’ordre dans
lequel l’effet d’une règle est perçu par une autre règle lorsqu’elles sont activées simultané-
ment. L’approche permet également un raffinement temporel graduel, les règles pouvant être
raffinées en sous-règles plus fines pour supporter une plus grande concurrence à l’exécution.
L’ordonnancement des règles peut également être dirigé par l’usager, sujet qui est discuté dans
[53]. Dans [54, 55], le processeur BlueSPARC et son implémentation avec BlueSpec System-
Verilog (BSV) sont présentés. Le processeur BlueSparc est un processeur multi-fils pouvant
supporter jusqu’à 16 fils, pouvant exécuter des applications commerciales destinées au pro-
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cesseur UltraSPARC III. Dans [56], un processeur pipeliné permettant d’exécuter du code
natif Java, implémenté avec BlueSpec, est également présenté. Dans [57], une comparaison
entre Bluespec et un outil de synthèse C/C++ pour la synthèse d’un décodeur Reed-Solomon
est présentée, rapportant que l’approche Bluespec permet de meilleurs résultats de synthèse
tout en permettant une amélioration de la productivité.
2.3.2 Maxeler Compiler
Le compilateur Maxeler permet d’implémenter des engins de calculs sur des plateformes
FPGA propriétaires. Ces plateformes peuvent être interconnectées entre-elles et avec un hôte
de type ordinateur personnel au moyen de liens PCI-Express [58, 59]. Ce type d’architec-
ture permet d’exécuter les régions non-critiques d’une application sur un unité de traitement
central (CPU) et d’exécuter les régions critiques sur des processeurs spécialisés (FPGA). Le
compilateur prend en entrée la description d’un graphe de flot de données (DFG), spécifiée
au moyen d’un méta-programme basé sur le langage Java. Dans [60], l’approche est appliquée
à l’implémentation d’un processeur spécialisé pour un algorithme de Reverse Time Migration
(RTM). L’algorithme de Reverse Time Migration est un algorithme très intensif en calculs
dans le domaine de la géophysique. Une comparaison entre l’implémentation de type proces-
seur à flot de donnée spécialisé produite avec le compilateur Maxeler et une implémentation
logicielle sur des processeurs multi-coeurs d’Intel rapporte une efficacité 10× plus élevée en
termes de consommation de puissance. Dans [61], l’approche est appliquée à l’accélération
des calculs dans le domaine de la mécanique moléculaire. L’engin de calcul à flot de données
produit permet une amélioration des temps de calculs de l’ordre de 29× en comparaison
avec un processeur d’Intel à 12 coeurs. En comparaison avec un processeur graphique ba-
sée sur l’architecture Fermi, des améliorations de temps d’exécution entre 2.5× et 4× sont
rapportées.
2.3.3 Langages synchrones
Les langages synchrones Lustre et Esterel sont aussi utilisés pour la description et la synthèse
de circuits numériques. Les langages synchrones sont basés sur un modèle mathématique fa-
cilitant l’analyse formelle des circuits et systèmes. Ils sont basés sur un modèle d’exécution
concurrente et sont bien adaptés à la description de systèmes réactifs. Chacun de ces langages
propose également des sémantiques claires pour la composition parallèle de deux processus
concurrents. La composition parallèle de machines de Mealy peut mener à des relations as-
sociées des boucles combinatoires. Dans Lustre, de telles boucles combinatoires ne sont pas
permises. Dans Esterel, les boucles combinatoires sont supportées pour autant que les rela-
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tions associées soient équivalentes à des fonctions logique combinatoire. Une telle équivalence
requiert que la relation cyclique ne permette pas plus d’un seul point-fixe à tout moment. La
revue dans [62] présente une introduction aux langages synchrones et offre une présentation
plus détaillée des langages Lustre et Esterel.
2.3.4 Machines séquentielles algorithmiques
La méthode de conception ASM (Algorithmic State Machine) a été proposée par Tom Os-
borne dans les années 60 à l’Université de Californie à Berkeley. Dans les années 70, HP
avait largement adopté l’approche pour la conception des premiers calculateurs de bureau
et microprocesseurs. En 1973, Chris Clare de HP Labs publie un livre sur la méthode ASM
[63]. Les ASM permettent de capturer au moyen d’un graphe les conditions et les affectations
concurrentes d’un algorithme. La Figure 2.2 illustre un exemple d’ASM pour l’algorithme de
recherche du plus grand diviseur commun. Les rectangles représentent des états, les rectangles
aux coins arrondis représentent des affectations concurrentes, les losanges représentent des
conditions, et les arcs dirigés représentent le flot de contrôle. Dans [64] une variation de la
notation ASM classique est proposée pour faciliter la capture de machines plus complexes.
Dans [65], un langage de description d’ASM est proposé. Le langage comprend des directives
permettant de spécifier des régions parallèles et séquentielles, des boucles de répétitions, et
autres. Pour les régions séquentielles, une analyse de dépendances de données est réalisée afin
de permettre l’optimisation de l’ordonnancement des opérations. L’ordonnancement est suivi
par l’allocation et l’association des ressources.
Figure 2.2 ASM pour l’algorithme de recherche du PGDC.
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2.3.5 Langage de niveau intermédiaire CASM
Le langage de niveau intermédiaire CASM a été proposé dans [66, 67] pour supporter la
description d’ASM contrôlant des connexions entre des sources et des puits synchronisés par
les données. Cette approche élève également le niveau d’abstraction offert par la méthode
ASM en supportant la description de connexions bloquantes (=) et non-bloquantes (∗ =).
Une connexion bloquante vient bloquer le flot de contrôle d’une ASM jusqu’à ce qu’un trans-
fert de donnée ait lieu. Les sources et les puits possèdent des interfaces prédéfinies de type
flot de données. Ces interfaces possèdent des signaux de synchronisation de type prêt-à-
envoyer/prêt-à-recevoir. Un transfert de donnée a lieu sur une connexion lorsque la source et
le puits sont tous deux prêts. Ce type de protocole de synchronisation est déjà supporté par
les interfaces AXI-Stream et Avalon Streaming, et est utilisé par de nombreux modules de
propriété intellectuelle. La Figure 2.3 illustre l’opération d’un protocole de synchronisation
complète. Un transfert de donnée a lieu à chaque cycle d’horloge pour lequel les signaux de
synchronisations RTS et RTR sont tous deux vrais. Le langage CASM supporte également
les appels et retours d’états, au moyen d’une pile d’état, ce qui permet la description de
fonctions récursives.
Figure 2.3 Protocole de synchronisation complète.
La Figure 2.4 présente une description CASM de l’algorithme de recherche du plus grand
diviseur commun. Les entrées et sorties INA,INB,et RESULT ont des interfaces complètement
synchronisées. Dans l’état N0, l’ASM attend la réception des deux arguments de la fonction.
Dans l’état N1, lorsque le test sur la valeur contenue dans le registre B est vrai, l’opération
A%B est réalisée, autrement le résultat contenu dans le registre A est envoyé à la sortie. Le
retour à l’état N0 a lieu après que le résultat soit envoyé à la sortie. Dans [68], le langage
CASM a été utilisé pour la description d’un opérateur de multiplication sur des grands entiers
basé sur la transformée de Fourier rapide (FFT).
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Figure 2.4 Description CASM pour l’algorithme de recherche du PGDC.
2.4 Conclusion
L’évolution des outils d’automatisation de la conception des circuits numériques est étroite-
ment liée à celle des circuits numériques intégrés. Afin de composer avec l’augmentation de
complexité des circuits intégrés, différents niveaux d’abstraction de conception ont été intro-
duits au flot de conception. Partant d’un niveau de description physique, le niveau logique,
le niveau transfert de registres, et le niveau système sont venus s’ajouter au flot. Les outils
de conception assistée par ordinateur permettent d’automatiser la traduction/synthèse des
descriptions d’un niveau d’abstraction supérieur vers un niveau inférieur. À l’état de l’art, la
synthèse automatisée des descriptions au niveau système (C/C++/SystemC/SystemVerilog)
vers le niveau RTL passe par la synthèse comportementale haut-niveau. Après des décen-
nies de recherche dans le domaine de la synthèse haut-niveau, les outils académiques et
commerciaux permettent aujourd’hui de produire rapidement des circuits numériques par-
tant de descriptions algorithmiques C/C++/SystemC, mais les résultats de synthèse ne sont
généralement pas comparables aux résultats atteints avec des descriptions RTL produites
manuellement [9]. Or le niveau RTL est mal adapté pour gérer la complexité offerte par
les circuits intégrés modernes. Dans des travaux plus récents, on observe la synthèse haut-
niveau se tourner vers le langage de traitement parallèle OpenCL [7, 48]. D’autre approches
visent également à élever le niveau d’abstraction au-delà du niveau RTL tout en permettant
l’expression de processus concurrents et/ou la description d’un circuit, telles les approches
Bluespec et Maxeler, ainsi que des approches basées sur la méthode de conception de ma-
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chine séquentielles algorithmiques (ASM). Bien que de telles approches n’offrent pas le même
niveau d’abstraction qu’une approche de synthèse haut-niveau partant d’une description al-
gorithmique séquentielle, ainsi que la même simplicité et vitesse de développement, en offrant
une plus grande liberté de conception elles permettent d’obtenir un meilleur compromis en
termes de qualité d’implémentation par rapport au résultats atteignables avec une descrip-
tions RTL produite manuellement. À ce jour, la question de savoir dans quelle mesure les
langages C/C++ sont appropriés pour la description de circuits numériques demeure ouverte,
et est toujours sujet de différents débats. Parmi les questions ouvertes, citons la recherche
qui vise à déterminer la forme que prendrait le prochain langage de description de circuits
numériques, et quelles abstractions devraient-il contenir ? Comment serait-il possible de tra-
duire un tel langage automatiquement en une description RTL? Nous pouvons postuler que
ces questions continueront de stimuler l’esprit des chercheurs de la communauté tant qu’une
solution viable de remplacement à la description au niveau RTL n’aura pas été établie et re-
connue, car la description de circuits au niveau RTL entraîne un coût de productivité toujours
plus important avec chaque nouvelle génération de circuits intégrés.
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CHAPITRE 3 DESCRIPTION DE CIRCUITS AVEC LE LANGAGE
CASM+
3.1 Introduction
Dans ce chapitre, nous présentons les différents ajouts apportés au langage CASM. Le pre-
mier ajout important est la possibilité de spécifier des règles d’autorisation des transferts
de données. Les boucles combinatoires induites par ces règles d’autorisation seront résolues
automatiquement par le compilateur afin de maximiser le nombre de transferts de données
qui sont réalisés à chaque cycle d’horloge. Les deuxième et troisième ajouts consistent en des
opérateurs de connexions avancés, spécialisés pour la description d’architectures pipelinés.
Pour chacun de ces opérateurs, nous présentons les sémantiques associées, et nous proposons
une méthode de traduction vers une description n’utilisant que des opérateurs de base du
langage CASM (bloquants et non-bloquants).
3.2 Règles d’autorisation de transferts de données
Les règles d’autorisation permettent de contraindre les transferts de données associés à des
connexions entre des sources et des puits avec des interfaces synchronisées par les données.
En contraignant l’autorisation des transferts de données au moyen de règles, il est possible de
décrire des comportements de synchronisation, de priorité, ou d’ordonnancement des trans-
ferts sur des connexions actives. L’activation des connexions est déterminée par les énoncés
conditionnels (if, else, switch, case) traditionnels, tandis que l’autorisation des transferts est
contrainte par les règles d’autorisation. Ces règles sont spécifiées au moyen de règles d’implica-
tions de la forme ti => guardk(ti), ou ti représente l’identifiant d’une connexion, et guardk(ti)
représente une règle s’appliquant aux transferts de données sur cette connexion. Ensemble, les
règles d’autorisation sont combinées pour former l’équation d’autorisation d’une connexion
tel qu’exprimée par l’Équation 3.1, où ti.active est un signal indiquant si la connexion ti est
active.




Les règles d’autorisation des transferts de données peuvent être spécifiées en fonction de dif-
férents attributs associés à chaque connexion. La Table 3.1 résume l’ensemble des attributs
disponibles. L’attribut active spécifie que la connexion est active. L’attribut available (dis-
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ponible) spécifie que la source et le puits d’une connexion sont tous deux prêts, en fonction
des signaux de synchronisation des interfaces à flot de données. L’attribut rtf spécifie si la
connexion est à la fois active et disponible. L’attribut fire spécifie qu’un transfert de données
a lieu entre la source et le puits de la connexion associée. Dans le cas d’une connexion blo-
quante, l’attribut done (fait) spécifie que la connexion correspondante a alloué un transfert
de donnée depuis son activation. L’attribut complete (complété) correspond à la disjonction
des attributs fire et done. Lorsque les règles d’autorisation forment des relations cycliques en
termes des signaux de synchronisation des interfaces à flot de données ou des attributs d’au-
torisations, le compilateur peut résoudre ces dépendances cycliques en un réseau acyclique de
fonctions logiques qui maximise le nombre de transferts de données à chaque cycle d’horloge.
Plus particulièrement, les dépendances cycliques avec un seul ou plusieurs point-fixes sont
supportées.
Tableau 3.1 Attributs de connexions
Attribut Description
active Signal d’activation généré par une ASM.
available La source et le puits d’une connexion sont prêts.
rtf La connexion est prête à permettre un transfert (active ∧ available).
authorize Conjonction des règles associées à une connexion.
fire Un transfert de donnée a lieu sur la connexion (rtf ∧ authorize).
done Une connexion bloquante a permis le transfert d’une donnée.
complete Disjonction des attributs fire et done (done ∨ fire).
La Figure 3.1 donne un exemple illustrant l’utilisation de règles pour contraindre l’autorisa-
tion de transferts de données sur un ensemble de connexions actives. Les règles (lignes 3 et
4) s’appliquant aux connexions t1 et t2 spécifient que l’autorisation de transferts sur celles-ci
doit être simultanée. La connexion t1 attend qu’un transfert ait lieu sur t2 pour procéder au
transfert, et inversement la connexion t2 attend qu’un transfert ait lieu sur t1 pour procé-
der au transfert. Bien que cela induise une boucle avec deux états possibles, l’approche de
synthèse proposée dans cette thèse permet la résolution de celle-ci en un circuit de contrôle
acyclique et de telles règles sont permises. La règle (ligne 7) sur la connexion t4 spécifie
une contrainte d’ordonnancement requérant que t4 puisse autoriser un transfert de donnée
uniquement après que la connexion t3 en ait autorisé un. En effet, il faut avoir t3.done pour
que t4 puisse procéder au transfert d’une donnée.
3.3 Opérateurs de connexion différée
Cette section présente les opérateurs de connexion différée proposés dans cette thèse. L’opé-
rateur de connexion différée est conçu spécialement pour réduire la complexité associée à la
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Figure 3.1 Exemple d’utilisation de règles pour contraindre l’autorisation de transferts de
données sur un ensemble de connexions actives.
description de machines séquentielles algorithmiques interconnectant des sources et des puits
d’opérateurs pipelinés. Dans un premier temps, les opérateurs et leur sémantique sont intro-
duits au moyen de différents exemples. Dans un second temps, le processus de traduction
automatisée de ces opérateurs par notre compilateur est présenté. Ce processus implique no-
tamment de remplacer les opérateurs de connexion différée par des opérateurs de connexions
de base du langage CASM.
3.3.1 Motivation
La description d’ASM interconnectant des opérateurs pipelinés est sensiblement plus com-
plexe que lorsque des composant combinatoires ou non-pipelinés sont utilisés. La Figure 3.2
illustre un exemple simple dans lequel une ASM réalise un produit scalaire entre deux vec-
teurs à 3 dimensions. La description présentée du produit scalaire permet de saisir facilement
le comportement désiré. En assumant que l’opérateur de multiplication est combinatoire, la
boucle itérative peut s’exécuter à raison d’une itération par cycle d’horloge. Cependant la
situation est bien différente lorsque l’on considère que l’opérateur de multiplication est pipe-
liné. Dans ce cas, la boucle itérative s’exécute à raison d’une itération à tous les LMUL cycles,
où LMUL est la latence de l’opérateur de multiplication pipeliné. Bien qu’il soit possible de
transformer la description de la boucle illustrée afin de supporter un débit d’une itération
par cycle, une telle transformation alourdit significativement la description algorithmique
du comportement désiré. L’opérateur de connexion différée permet de décrire un tel com-
portement pipeliné, mais avec une syntaxe similaire à celle qui serait utilisée en présence
d’opérateurs combinatoires.
3.3.2 Sémantique
L’opérateur de connexion différée permet de gérer plus facilement la description d’ASMs
contrôlant des sources et des puits issus de différents domaines temporels d’un chemin de
données pipeliné. Le langage supporte des opérateurs de connexion différée de type bloquant
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(a) (b)
Figure 3.2 Produit scalaire sur deux vecteurs à 3 dimensions. a) Description CASM. b)
Architecture cible.
et non-bloquant, dénotés par les symboles ?= et ?*= respectivement. Sémantiquement, une
connexion différée entre une source A et un puits X dans une ASM asm0 se traduit par
l’émission d’une requête, à une ASM implicite asm∗
0
, qui permet de réaliser une connexion
entre la source A et le puits X. Les requêtes de connexion différées sont mémorisées dans
des mémoires tampons (FIFO) jusqu’à temps qu’elles puissent être exécutées par l’ASM
implicite asm∗
0
. Une requête de connexion différée est exécutée en allouant un transfert de
donnée sur la connexion correspondante. Pour un opérateur de connexion différée bloquante,
la requête faite par l’ASM asm0 est bloquante. Lorsqu’une mémoire tampon impliquée dans
une requête bloquante est pleine, le flot de contrôle de l’ASM asm0 est bloqué jusqu’à ce
qu’un espace se libère. Pour un opérateur de connexion différée non-bloquante, la requête
correspondante n’est pas bloquante. Dans ce cas, lorsque la mémoire tampon est pleine, le flot
de contrôle de l’ASM asm0 n’est pas bloqué et la requête n’est pas émise. La Figure 3.3 donne
une illustration de l’utilisation de l’opérateur de connexion différée bloquante dans l’ASM
dotprod_main de la Figure 3.2. Dans cette nouvelle description, la connexion bloquante qui
envoit le résultat de l’opérateur de multiplication vers l’accumulateur est remplacée par une
connexion différée bloquante. Cet opérateur de connexion se traduit par une requête de
connexion qui peut être émise au même moment que les opérandes sont envoyées à l’entrée
de l’opérateur de multiplication. Cette requête est envoyée vers une ASM implicite dp_slv
qui se chargera de réaliser la connexion entre l’opérateur de multiplication et l’accumulateur,
dès qu’il sera possible de réaliser le transfert d’une donnée.
La Figure 3.4 illustre l’application de l’opérateur de connexion différée pour gérer des trans-
ferts de données en utilisant un opérateur pipeliné à un seul opérande. Dans cet exemple,
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(a) (b)
Figure 3.3 Produit scalaire sur deux vecteurs à 3 dimensions utilisant un opérateur de
connexion différée. a) Description CASM. b) Architecture cible avec ASM implicite.
le port de lecture d’une mémoire RAM à double-port et de latence non-nulle est utilisé. En
utilisant l’opérateur de connexion bloquante de base, il est possible de spécifier simplement
de multiples opérations de lecture tel qu’illustré en Figure 3.4a. Cependant, tout comme dans
l’exemple de la Figure 3.2, ce style de description entraîne une sous-utilisation des ressources
pipelinées. En effet, il faut attendre que la valeur soit lue à l’état N0 (X = mem.rddata)
avant de pouvoir passer à l’état N1 qui commande une deuxième lecture (mem.rdaddr = 1).
En assumant une latence de 1 cycle, le style de description de la Figure 3.4b permet de
pipeliner efficacement les deux opérations de lecture. En effet, dans ce cas pendant que la
première valeur est lue à la sortie de la mémoire (X = mem.rddata), une deuxième lecture
est commandée (mem.rdaddr = 1). En contrepartie, la description est alourdie du fait que la
spécification de chaque opération de lecture, composée de deux connexions, est maintenant
séparée dans différents états consécutifs. Pour conserver son efficacité, cette description devra
être révisée si la latence de la mémoire est augmentée. La Figure 3.4c montre comment l’uti-
lisation de l’opérateur de connexion différée vient simplifier la description de transferts issus
de différents domaines temporels d’un pipeline. La description est pratiquement identique à
celle de la Figure 3.4a, mais elle permet d’obtenir la même efficacité que la description de
la Figure 3.4b. De plus, la description est insensible à la latence de l’opérateur utilisé. La
Figure 3.4d montre comment cet opérateur permet de décrire simplement des macros (macro
utilisé au même sens qu’en langage C) spécifiant plusieurs connexions dans différents étages
d’un chemin de données pipeliné.
La Figure 3.5 illustre un deuxième exemple d’application de l’opérateur de connexion différée.




Figure 3.4 Application de l’opérateur de connexion différée pour la description d’une opéra-
tion de lecture sur une mémoire pipelinée.
pipeliné à un seul opérande dénoté op1 et de latence L1. La boucle itérative décrite dans
la Figure 3.5a est pipelinée par décomposition en trois phases différentes. Dans un premier
temps, il faut remplir le pipeline de l’opérateur op1, dans un deuxième temps il faut conti-
nuer de remplir le pipeline de l’opérateur op1 et récupérer les résultats à sa sortie, puis
finalement, dans un troisième temps il faut uniquement récupérer les derniers résultats à
sa sortie. De manière générale, considérant une macro-opération constituée de P opérateurs
pipelinés consécutifs et en assumant N > P , la structure conditionnelle de la boucle doit
être décomposée en 2 × P + 1 cas différents, ce qui contribue à obfusquer la description de
l’algorithme à réaliser. Dans la description de la Figure 3.5b, l’utilisation de l’opérateur de
connexion différée permet de ramener la description de la boucle au niveau de simplicité
associé à l’utilisation d’opérateurs combinatoires. La Figure 3.5c montre comment il devient
possible de spécifier plus clairement et simplement le comportement de l’ASM au moyen de
macros.
La Figure 3.6 illustre un troisième exemple d’application de l’opérateur de connexion différée.
Dans cet exemple, la description spécifie l’exécution de deux boucles itératives consécutives.
La première boucle BOUCLE1 réalise N opérations au moyen d’un opérateur pipeliné à
un seul opérande dénoté op1 et de latence L1. La deuxième boucle BOUCLE2 réalise N
opérations au moyen d’un opérateur pipeliné à un seul opérande dénoté op2 et de latence
L2. On considère L2 > L1. Le problème illustré dans la description à la Figure 3.6a est qu’il
30
(a) (b) (c)
Figure 3.5 Utilisation de l’opérateur de connexion différée pour la description de boucles
itératives faisant appel à des opérateurs pipelinés.
faut maintenant démarrer les opérations (op2) de la boucle BOUCLE2 à même le corps
de la description associée à la boucle BOUCLE1. Autrement, la boucle BOUCLE2 serait
démarrée avec L1 cycles de retard, augmentant la latence liée à l’exécution du design. De plus
la description est sensible à la latence des opérateurs et n’aura pas le même comportement
si L2 < L1. En comparaison, la description avec l’opérateur de connexion différée est plus
concise et permet d’abstraire la latence des opérateurs. Il n’est alors pas requis de spécifier
les opérations de la boucle BOUCLE2 à même la description de la boucle BOUCLE1
occasionné par le chevauchement de l’exécution des deux boucles.
3.3.3 Ordonnancement
Le mécanisme d’émission et de traitement des requêtes de connexion différée est responsable
de maintenir la cohérence entre l’ordre d’exécution des requêtes d’accès aux sources et aux
puits et l’ordre d’exécution de ces requêtes. Des dépendances d’ordonnancement existent
entre des connexions différées ayant des sources et/ou des puits identiques. Par exemple, si
une requête pour x ?=b est faite, suivi d’une requête pour y ?=b, le mécanisme de traitement
des requêtes doit s’assurer de réaliser la connexion x=b avant de réaliser la connexion y=b. Il
n’est pas possible de faire simultanément des requêtes d’accès à des sources/puits identiques.
3.3.4 Transformation
Cette section présente le processus de transformation proposé d’une description contenant des
opérateurs de connexion différées bloquants et non-bloquants (? = et ?∗ =) en une description
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Figure 3.6 Utilisation de l’opérateur de connexion différée pour la description de deux boucles
itératives consécutives faisant appel à des opérateurs pipelinés.
ne contenant que des transferts de base (= et ∗ =). Le processus de transformations implique
de remplacer les connexions différées de l’ASM source par des requêtes de connexion dans
des tampons mémoire de type FIFO. Ces tampons mémoires sont ensuite lus par une autre
ASM implicite, qui exécute les connexions différées entre les source et puits requis.
Les Figures 3.7 et 3.8 illustrent au moyen d’un exemple simple le processus de traduction
des descriptions contenant des opérateurs de connexion différée. Dans la Figure 3.7a, la
description d’une ASM spécifiant l’utilisation de connexion différée est présentée. La Figure
3.7b présente cette description après la transformations des connexions différée en requêtes de
connexion. Pour chaque ensemble de sources et de puits connectés, un identifiant unique sera
attribué à chaque source, et de même pour chaque puits. De même, pour chaque ensemble de
sources et de puits connectés, il y aura jusqu’à une FIFO de requête pour chaque source et
puits de l’ensemble. Une requête de connexion différée pj ?=si est complétée en écrivant à la
fois l’identifiant de la source si dans la FIFO de requête du puits pj, et l’identifiant du puits
pj dans la FIFO de requête de la source si. Une règle d’autorisation est également ajoutée
afin de synchroniser ces deux transferts. Pour une connexion différée bloquante la requête
associée est bloquante (=), tandis que pour une connexion différée non-bloquante la requête
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associée est non-bloquante (∗ =).
(a) (b)
Figure 3.7 Transformation d’une ASM incluant des opérateurs de connexion différée, en une
ASM qui émet des requêtes de connexions dans des FIFO. a) Exemple d’ASM source. b)
ASM transformée.
La figure 3.8a illustre l’architecture cible pour une ASM réalisant des connexions différées.
Cette architecture inclue l’ASM source modifiée, des FIFOs pour mémoriser les requêtes,
et l’ASM implicite responsable d’exécuter les requêtes de connexion différée. De manière
générale, pour chaque ensemble de sources et de puits connectés, il y aura jusqu’à une FIFO
de requête pour chaque source et puits de l’ensemble. Cependant, lorsque pour un ensemble
de sources et de puits connectés, une source peut envoyer à un seul puits ou qu’un puits peut
recevoir d’une seule source, alors la source ou le puits respectivement n’ont pas besoin de
FIFO de requête. Dans le cas ou un ensemble de sources et de puits connectés ne contient
qu’une seule source ou un seul puits, une seule FIFO de requête est requise pour l’ensemble.
Dans le cas particulier ou un ensemble de sources et de puits connectés ne contient qu’une
seule source et qu’un seul puits, une seule FIFO de réservation est requise pour l’ensemble.
La figure 3.8b présente la description associée à l’ASM implicite responsable d’exécuter les
requêtes de connexion différée. Une requête de connexion différée pj ?=si peut être exécutée
lorsque la sortie de la FIFO de requête du puits pj correspond à l’identifiant de la source
si, et que la sortie de la FIFO de requête de la source si correspond à l’identifiant du puits
pj. Les identifiants seront lus des FIFO correspondantes de manière synchronisée avec l’exé-
cution d’un transfert de donnée sur la connexion pj ?=si. La description de l’ASM implicite
responsable d’exécuter les requêtes de connexions différées est décrite comme une composi-
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tion d’autant d’ASMs qu’il y a de FIFO de requête dans le mécanisme de traitement des
connexions différées.
(a) (b)
Figure 3.8 Sémantique pour les opérateurs de connexion différée. a) Circuit correspondant à
l’ASM source de la Figure 3.7, illustrant l’ASM source, les FIFO de requête, ainsi que l’ASM
implicite. b) Description de l’ASM implicite, responsable de traiter les requêtes de connexion,
par une collection d’ASM.
3.4 Opérateurs de connexion sur réseau d’interconnexions pipeliné
Cette section présente les opérateurs de connexion sur réseau d’interconnexions pipeliné pro-
posés dans cette thèse. Les opérateurs de connexion sur réseau d’interconnexions pipeliné
sont conçus pour réduire la complexité associée à l’interconnexion d’un nombre important de
sources et de puits au moyen de réseau d’interconnexion pipelinés.
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3.4.1 Motivation
L’interconnexion d’un nombre important de sources et de puits dans différentes topologies
au moyen d’un réseau d’interconnexion purement combinatoire (0 cycles de latence) peut
avoir un impact négatif sur la fréquence maximale d’opération de l’implémentation finale.
Il est possible de spécifier manuellement l’utilisation d’un réseau d’interconnexion pipeliné,
mais cela vient alourdir la description par rapport à l’utilisation de connexions point-à-point
de base. En effet, pour connecter une source si vers un puit pj en passant par un réseau
d’interconnexion, il faut connecter la source si au réseau et spécifier une destination cible en
utilisant un identifiant associé au puits pj . Les opérateurs de connexion sur réseau d’inter-
connexion pipeliné viennent abstraire ce niveau de complexité en permettant la spécification
des connexions sur réseau pipeliné avec une syntaxe similaire à celle utilisée pour spécifier
des connexions point-à-point de base (=,∗ =).
3.4.2 Sémantique
Les opérateurs | = | et |∗ = | correspondent à des connexions bloquantes et non-bloquantes
respectivement, sur un réseau d’interconnexion pipeliné implicite. Pour chaque ASM conte-
nant des opérateurs de connexion sur réseau pipeliné, un réseau sera inféré, et l’ensemble des
puits est séparé en deux ensembles disjoints afin de départager les puits qui sont accessibles
via réseau de ceux qui ne le sont pas. Pour chaque source qui est connectée à au moins un
puits accessible via le réseau pipeliné, un port d’entrée sera présent sur le réseau pipeliné.
Chaque port est composé de deux canaux complètement synchronisés, un pour les données
à envoyer et l’autre pour les destinations des données à envoyer. Une connexion pj |=|si sur
réseau pipeliné est ainsi traduite en une requête d’envoi sur le port d’entrée associé à si du
réseau implicite en spécifiant l’adresse de destination correspondant à pi. Cette requête est
bloquante dans le cas d’un opérateur bloquant | = |, et est non-bloquante dans le cas d’un
opérateur non-bloquant |∗ = |.
3.4.3 Ordonnancement
Dans la présente implémentation, le réseau d’interconnexions pipeliné implicite garantit une
complétion en ordre des requêtes d’envois pour chaque paire de source et de puits possible.
Ainsi, si on envoie une séquence de données I = i0, i1, i2, ... d’une source si vers un puits
pj, la séquence i0, i1, i2, ... reçue vérifiera toujours tr(i0) < tr(i1) < tr(i2) < ..., ou tr(x)
correspond au temps de réception d’une donnée x. Si au même moment un ensemble de
données J = j0, j1, j2, ... est envoyé d’une source sk 6=i vers le puits pj, la séquence des données
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reçues respectera tr(i0) < tr(i1) < tr(i2) < ... et tr(j0) < tr(j1) < tr(j2) < ....
3.4.4 Transformation
La Figure 3.9 illustre au moyen d’un exemple simple le processus de traduction d’une descrip-
tion contenant des opérateurs de connexions sur réseau pipeliné en une description contenant
uniquement des opérateurs de base (=,∗ =). La Figure 3.9a donne la description d’une ASM
réalisant quatre connexions sur réseau pipeliné. Dans cette description, les puits x et y sont
accessibles via un réseau pipeliné, tandis que le puits z est accessible via un réseau point-à-
point entièrement combinatoire. La Figure 3.9b illustre l’architecture cible intégrant l’ASM
source transformée, ainsi que le réseau d’interconnexion pipeliné et ces ports d’entrées et sor-
ties. Il y a deux ports d’entrée dans ce réseau, chacun composé d’un canal de données et d’un
canal d’adresse (de destination), pour les sources a et b qui peuvent envoyer des données sur le
réseau. La Figure 3.9c illustre la description de l’ASM après le remplacement des opérateurs
de connexion sur réseau par des requêtes d’envois sur le réseau. Les canaux des ports d’entrée
du réseau sont nommés en suivant la syntaxe ncdata_<srcname> et ncaddr_<srcname>.
Des règles sont également ajoutées pour assurer la synchronisation des données et des adresses
associées aux requêtes d’envois. Les adresses adéquates pour réaliser les connexions spécifiées
sont générées automatiquement par le processus de transformation automatisé. Pour chaque
ensemble de sources et de puits connectés, un identifiant (adresse) unique sera attribué à
chaque puits. Le compilateur est capable de produire une implémentation pour laquelle un
nombre minimal de bits est utilisé pour encoder les adresses de destination. Présentement,
deux types de réseaux sont supportés : le simple bus partagé et le réseau complètement
connecté. Le type de réseau et différents paramètres de configurations peuvent être spécifiés
comme propriétés d’une ASM. Dans l’implémentation courante, un seul type de réseau peut
être spécifié par ASM. Les paramètres de configuration incluent la taille des tampons FIFO
d’entrée et sortie du réseau, ainsi que la taille maximale des multiplexeurs et démultiplexeurs
entre chaque étage de pipeline.
Réseau à bus simple partagé
En spécifiant l’utilisation d’un réseau à bus simple partagé, il est possible de réduire à un
minimum l’utilisation des ressources logiques consacrées à l’interconnexion des sources et des
puits synchronisés par les données. En contrepartie ce réseau offre une bande-passante limitée
à un transfert par cycle d’horloge. Pour chaque ensemble de sources et de puits connectés, un
simple bus partagé est inféré, doté d’un seul multiplexeur pipeliné ayant chacune des sources
de l’ensemble à son entrée.
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Figure 3.9 Sémantiques matérielles pour les opérateurs de connexions sur réseau pipeliné. a)
Exemple de code source. b) Représentation matérielle. c) Code source transformé.
Réseau complètement connecté
En spécifiant l’utilisation d’un réseau complètement connecté, il est possible d’obtenir la
bande-passante la plus élevée possible pour un ensemble de sources et de puits interconnectés.
En contrepartie, ce réseau requiert une quantité plus importante de ressources logiques pour
son implémentation. Pour chaque ensemble de sources et de puits connectés, il y aura un
multiplexeur pour chacun des puits présents. Le nombre d’entrées de chaque multiplexeur
correspond au nombre de sources connectées au puits correspondant.
3.5 Conclusion
En simplifiant la description des transferts de données entre des sources et des puits avec
interfaces à flot de données au moyen de connexions bloquantes et non-bloquantes, le langage
CASM offre un niveau d’abstraction intéressant pour la synthèse de circuits numériques.
Afin d’élever davantage ce niveau d’abstraction au niveau des transferts synchronisés par les
données, ce chapitre a fait la présentation de différents ajouts sémantiques et syntaxiques de
notre variante CASM+ du langage CASM original.
Le langage CASM+ permet la spécification de règles d’autorisation des transferts de données
sur des connexions actives. Ces règles peuvent former des relations combinatoires cycliques en
termes des attributs et signaux de synchronisations des connexions impliquées. Néanmoins,
la méthode de synthèse automatisée qui est présenté au Chapitre 4 permet de résoudre de
telles relations cycliques en un réseau acyclique de fonctions logiques maximisant le taux de
transferts. En particulier, l’approche proposée permet de supporter les relations combinatoires
cycliques ayant un ou plusieurs point stables.
Afin de simplifier et de faciliter la description d’algorithmes utilisant des opérateurs pipelinés,
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un opérateur de connexion de type différé a été introduit. Cet opérateur de connexion avancé
permet d’abstraire le niveau de complexité associé à la description du contrôle requis pour une
utilisation efficace des opérateurs pipelinés. Au moyen de cet opérateur de connexion différée,
il est possible de spécifier des opérations ayant lieu dans différents domaines temporels avec
une syntaxe similaire à celle utilisée pour interconnecter des opérateurs combinatoires au
moyen des opérateurs de connexion de base.
Un opérateur de connexion de type réseau d’interconnexion pipeliné a également été introduit.
Cet opérateur permet de spécifier des connexions sur un réseau d’interconnexion pipeliné
complètement synchronisé par les données avec une syntaxe similaire à celle utilisée pour
spécifier des connexions point-à-point avec les opérateurs de connexion de base. Le réseau
d’interconnexion pipeliné est généré automatiquement par le compilateur.
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CHAPITRE 4 SYNTHÈSE AUTOMATISÉE DES DECRIPTIONS CASM+
La description de connexions entre des composants aux interfaces de type flot de données dans
différentes topologies peut induire des relations combinatoires cycliques dans la logique de
contrôle du chemin de données. Plus particulièrement, ces relations combinatoires cycliques
peuvent admettre un ou plus d’un point stable à la fois. La gestion manuelle de telles rela-
tions combinatoires cycliques contrevient à l’esprit de la description au niveau des transferts
synchronisés par les données, qui vise à réduire le niveau de complexité associé à la spéci-
fication de la logique de contrôle. Dans ce chapitre, une approche de niveau fonctionnel est
proposée pour automatiser le processus de résolution des relations combinatoires cycliques
en termes des signaux de synchronisations et d’autorisation des transferts de données. Les
relations cycliques sont traduites en un réseau acyclique de fonctions logiques maximisant le
nombre de transferts réalisés à chaque cycle d’horloge. La méthode de synthèse automatisée
a été intégrée à notre compilateur CASM+.
4.1 Introduction
Le compilateur CASM+ réalisé dans le cadre de ce travail de recherche a été développé
avec le langage de programmation Java. La Figure 4.1 illustre les principales étapes du flot
de compilation. L’étage d’entrée du compilateur est responsable d’analyser la description
CASM+ et d’en produire un arbre syntaxique abstrait. Cet arbre est produit à l’aide du
générateur de parser (outil d’analyse de texte) SableCC. L’arbre syntaxique produit à partir
de la description CASM+ est ensuite analysé afin de produire une représentation intermé-
diaire hiérarchique. Il est alors possible de réaliser les transformations des opérateurs de
connexion de type différé et réseau, présenté au Chapitre 3, pour obtenir une représentation
contenant uniquement des opérateurs (bloquant et non-bloquant) de base. Les ASMs sont
ensuite analysées afin d’élaborer les différentes équations logiques liées aux différents attri-
buts des connexions, et aux signaux de synchronisation des interfaces à flot de données. Les
équations logiques sont représentées par des arbres de décision binaire (BDD) au sein du
compilateur. La bibliothèque JavaBDD est utilisée à cet effet, permettant de s’interfacer à
différentes implémentations, dont la bibliothèque C BuDDy. Après cette étape, l’identification
et la résolution des dépendances combinatoires cycliques sont réalisées, produisant un réseau
acyclique de fonctions logiques. Cette étape fait appel aux outils d’analyse de graphes. Pour
cette fin, la bibliothèque JGraphT est utilisée par le compilateur. Ensuite, une description
au niveau RTL en langage VHDL est produite, en vue d’être synthétisée à l’aide des outils
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de synthèse RTL existants.
Figure 4.1 Flot de compilation CASM.
L’architecture générique d’un circuit associée à une description CASM+ est illustrée dans la
Figure 4.2. L’architecture comprend un ensemble d’ASM concurrentes, ainsi que les sources
et les puits synchronisés par les données qui sont interconnectés. Le bloc de logique d’autori-
sation des transferts est responsable de piloter les entrées de synchronisation des sources et
des puits, en fonction des connexions activées et des sorties de synchronisation des sources
et des puits. Le bloc de logique d’autorisation des transferts pilote également un réseau d’in-
terconnexions point-à-point (combinatoire) composé de multiplexeurs permettant d’aiguiller
les données des sources aux puits.
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Figure 4.2 Architecture associée à une description CASM+.
4.2 Problématique
4.2.1 Dépendances combinatoires structurelles
L’interconnexion de sources et de puits synchronisés par les données dans différentes topo-
logies peut mener à des dépendances combinatoires cycliques. Ces dépendances cycliques
peuvent être causées par la présence de fonctions combinatoires liant les entrées et sorties
de synchronisation des différents composants interconnectés, ou par la spécification de cer-
taines règles d’autorisation des transferts de données. La Figure 4.3 illustre les circuits d’un
opérateur d’addition pipeliné et d’un registre complètement synchronisé (FIFO de 1 mot).
On observe dans les deux circuits la présence de fonctions combinatoires liant les entrées de
synchronisation (rtr) et les sorties de synchronisation (rtr). Ces fonctions combinatoires sont
résumées par les Équations 4.1, 4.2, et 4.3.
add.inArtr = (add.outrts ∨ add.outrtr) ∧ add.inBrts (4.1)
add.inBrtr = (add.outrts ∨ add.outrtr) ∧ add.inArts (4.2)
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(a) (b)
Figure 4.3 Deux opérateurs complètement synchronisés. Un additionneur à latence de 1 cycle
(a) et un registre synchronisé (b).
reg.inrtr = reg.outrts ∨ reg.outrtr (4.3)
Dépendances fonctions d’un état interne
Les dépendances combinatoires structurelles liant les entrées et sorties de synchronisation
des différents composants interconnectés considérées dans cette thèse peuvent également
dépendre d’états internes à ces composants. La Figure 4.4 illustre une FIFO de 1 mot
complètement synchronisée (FS), avec un chemin de contournement (bypass). Le chemin
de contournement est rendu possible par le multiplexeur connecté à la sortie out, qui permet
à l’entrée in d’être reliée directement à la sortie par un chemin combinatoire. Pour ce type
de composant, lorsqu’un mot est présent dans la FIFO, cette dernière se comporte exac-
tement comme le registre complètement synchronisé (FIFO de 1 mot) de la Figure 4.3b.
Cependant, lorsque la FIFO est vide, cette dernière se comporte comme un conduit (fil)
complètement synchronisé pour lequel l’entrée est directement connectée à la sortie. Pour un
conduit complètement synchronisé, on observe les relations conduit.outrts = conduit.inrts,
conduit.inrtr = conduit.outrtr, et conduit.out = conduit.in. Il s’ensuit que les relations liant
les entrées et sorties de ce composant dépendent de l’état interne full, qui n’est pas équi-
valent à la sortie rts dans ce cas. La relation combinatoire liant la sortie rts de la FIFO de
1 mot avec chemin de contournement dépend de son entrée rts ainsi que de son état interne
full. De même, la sortie rtr dépend de l’entrée rtr ainsi que de la valeur de l’état interne
full.
La méthode de synthèse automatisée présentée dans cette section permet de supporter des
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Figure 4.4 FIFO complètement synchronisée, avec chemin de contournement.
composants pour lesquels les dépendances combinatoires liant les entrées et sorties de syn-
chronisation dépendent d’un état interne. En effet, il suffit alors que cet état interne soit
observable (par le circuit de contrôle) depuis l’extérieur du composant. Dans l’exemple de la
FIFO de 1 mot avec chemin de contournement illustré à la Figure 4.4, cela est réalisé par la
présence du port de sortie FULL.
4.2.2 Relations combinatoires cycliques
Le circuit illustré à la Figure 4.5 représente le chemin de données d’un accumulateur utilisant
un additionneur pipeliné. On assume que l’additionneur et la FIFO A correspondent aux
circuits de la Figure 4.3. On assume que l’entrée source et la sortie result de l’accumulateur
ont des interfaces complètement synchronisées. Le chemin de données présente une rétroaction
de la sortie de l’additionneur vers l’entrée de la FIFO A ou vers l’entrée inB de l’additionneur.
Selon que la rétroaction ait lieu vers l’un ou l’autre de ces entrées, les relations combinatoires
cycliques des Équations 4.4 et 4.5 sont formées, respectivement. L’Équation 4.4 est obtenue
en substituant add.outrtr = A.inrtr dans l’Équation 4.1, où l’expression A.inrtr est définie par
l’Équation 4.3. L’Équation 4.5 est obtenue directement en substituant add.outrtr = add.inBrtr
dans l’Équation 4.2.
Un problème fondamental avec ces relations cycliques est qu’elles peuvent supporter plus
d’un état stable à la fois. Pour la relation cyclique de l’Équation 4.4, lorsque le vecteur
d’entrée (A.outrts, add.outrts, add.inBrts) est égal à (1, 1, 1), la relation est satisfaite à la fois
par add.inArtr = 0 et add.inArtr = 1. De même, pour la relation cyclique de l’Équation 4.5
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lorsque le vecteur d’entrée (add.outrts, add.inArts) est égal à (1, 1), la contrainte est satisfaite
pour add.inBrtr = 0 et add.inBrtr = 1. Dans ce contexte, il est préférable pour chacun de
ces cas de restreindre les points stables à add.inArtr = 1 et add.inBrtr = 1 respectivement,
car ceux-ci permettent un plus grand nombre de transferts de données.
Figure 4.5 Accumulateur basé sur un additionneur pipeliné.
A.inrtr = A.outrts ∨ ((add.outrts ∨ A.inrtr) ∧ add.inBrts) (4.4)
add.inBrtr = (add.outrts ∨ add.inBrtr) ∧ add.inArts (4.5)
Bien que certains outils de synthèse RTL soient capables de supporter la présence de relations
combinatoires cycliques, cela s’applique lorsque celles-ci sont équivalentes à des fonctions
logiques. Le cas des relations cycliques des Équations 4.4 et 4.5 est plus problématique car
il n’y a pas d’équivalence à un réseau acyclique de fonctions logiques. Afin de rendre le
réseau cyclique de fonctions logiques équivalent à un réseau acyclique de fonction logiques, il
faut s’assurer que pour chaque vecteur d’entrée un et un seul point stable soit permis. Afin
de retrouver le point stable correspondant à l’intention du concepteur, nous proposons de
sélectionner celui qui permet le plus de transferts de données à chaque cycle d’horloge.
4.3 Logique de synchronisation des transferts
La logique de synchronisation des transferts consiste en un réseau de fonctions logiques liant
les signaux de synchronisation de sorties aux signaux de synchronisation d’entrées des sources
et puits interconnectés, en fonction des connexions activées et complétées. Ce réseau contient
toutes les fonctions logiques associées aux attributs des énoncés de connexion présentés au
Chapitre 3. Afin de réduire le nombre de fonctions dans le réseau, il est possible de réécrire ce
dernier en termes d’attributs d’instances de connexion. Une instance de connexion est spéci-
fiée par une source et un puits, ainsi que par un identifiant. Plusieurs énoncés de connexion
entre une source si et un puits pi sont ainsi associés à une et une seule instance de connexion
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(conn(si → pi). Puisque le nombre de connexions possibles entre N sources et M puits est
inférieur ou égal au nombre d’énoncées de connexions possibles, la réécriture du réseau en
termes d’instances de connexion, plutôt qu’en termes d’énoncés de connexions, permet de
réduire considérablement le nombre de fonctions logiques (noeuds) qu’il contient.
Considérant une instance de connexion ci associée à un ensemble d’énoncés de connexion
t1, t2, ..., tn, l’Équation 4.6 permet de ré-exprimer le réseau en termes d’attributs d’instances
de connexion, partant de la description des attributs d’énoncés de connexion. L’Équation
4.9 illustre la transformation inverse. Puisque la transformation de l’Équation 4.6 permet de
réduire le nombre de noeuds dans le graphe associé au réseau de fonctions, cette dernière
est appliquée préalablement à la résolution des relations combinatoires cycliques. L’ensemble
des fonctions associées aux attributs des énoncés de connexions peut être retrouvé par ap-
plication de la transformation inverse de l’Équation 4.9, une fois la résolution des relations
combinatoires cycliques complétée.
Par exemple, considérant les énoncés de connexions {t1}x *= a et {t2}x *= a de deux états
différents d’une ASM donnée, il est possible d’exprimer conn(a → x).f ire = t1.f ire∨t2.f ire.
Inversément, partant de l’expression de conn(a → x).f ire, il est possible d’exprimer t1.f ire =
t1.active ∧ conn(a → x).f ire et t2.f ire = t2.active ∧ conn(a → x).f ire.
ci. < attribute >= t1. < attribute > ∨t2. < attribute > ∨... ∨ tn. < attribute > (4.6)
t1. < attribute >= t1.active ∧ ci. < attribute > (4.7)
t2. < attribute >= t2.active ∧ ci. < attribute > (4.8)
tn. < attribute >= tn.active ∧ ci. < attribute > (4.9)
Afin d’illustrer les différentes étapes de la méthode de résolution des relations cycliques
proposée, l’exemple de l’accumulateur déjà présenté à la Figure 4.5 sera utilisé. Plus particu-
lièrement, seule la configuration formée des connexions add.inA *= A, add.inB *= add.out, et
A *= source est considérée. La première étape de la méthode de résolution proposée consiste
à produire le réseau de fonctions logiques, liant les signaux de synchronisation de sorties
aux signaux de synchronisation d’entrées des sources et puits interconnectés. La Figure 4.6
illustre un sous-graphe du réseau de fonctions logiques pour l’accumulateur dans la configura-
tion considérée. Le sous-graphe contient un ensemble de points fortement connexes composé
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des signaux de synchronisation add.out.rtr et add.inB.rtr. Les rectangles réprésentent des
entrées primaires pour le sous-graphe considéré.
Figure 4.6 Exemple de réseau combinatoire cyclique.
4.4 Analyse de stabilité
L’analyse de stabilité permet d’identifier les combinaisons d’entrées des relations combina-
toires cycliques pour lesquelles plusieurs états stables sont possibles. Au niveau du graphe
associé au réseau de fonctions logiques, les relations combinatoires cycliques forment des en-
sembles de points (fonctions) fortement connexes (Strongly Connected Component, (SCC)).
Un groupe de points fortement connexes dans un graphe orienté est un groupe pour lequel
entre chaque paire de points (u, v), il existe un chemin de u à v. Après identification de
tous les ensembles de points fortement connexes, ceux-ci sont triés topologiquement. Le tri
topologique permet de garantir que lors de la résolution de chaque SCC, les noeuds en amont
du SCC correspondent à des fonctions combinatoires (acycliques). Cette approche ouvre la
porte à d’éventuelles simplifications des fonctions logiques à l’entrée du SCC considéré. La
méthode d’analyse et de résolution est réalisée itérativement sur chacun des ensembles de
points fortement connexes. À chaque itération, un ensemble de points fortement connexes est
résolu afin d’être remplacé par un ensemble de points formant un graphe acyclique.
4.4.1 Recherche d’un ensemble de points de rétroaction
L’analyse de chaque SCC, basée sur les travaux présentés par [69], requiert de trouver un
ensemble de points de rétroaction (Feedback Vertex Set), qui rendent acyclique le SCC lors-
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qu’enlevés de ce dernier. Au moyen d’un ensemble de points de rétroaction, chaque SCC est
transformé en un réseau acyclique en déconnectant les sorties de chaque noeuds de cet en-
semble. La Figure 4.7 illustre une telle transformation, considérant un SCC avec un vecteur
d’entrées i, et des vecteurs de sorties X et Y, ou X représente un ensemble de points de rétro-
action. Après avoir déconnecté les sorties du vecteur X, le vecteur d’entrées (de rétroaction)
est renommé x.
4.4.2 Contrainte de stabilité
Il a été démontré dans [69] que les assignations stables de x sont celles qui vérifient la
contrainte C(i,x) donnée par l’Équation 4.10, où X = XKXK−1..X1X0 et x = xKxK−1..x1x0
(avec K points de rétroaction). De manière intuitive, l’Équation 4.10 exprime que pour qu’une
assignation de x soit stable, sa valeur doit être équivalente à celle de X. En effet, avant de
déconnecter les sorties de X, on observait X = x, puisque chaque sortie Xk est reliée à
l’entrée xk directement par un fil.
Au moyen de cette contrainte, il est possible de déterminer si une assignation xk de x est stable
pour au moins une combinaison du vecteur d’entrée i en vérifiant l’inégalité de l’Équation 4.11.
De même, l’ensemble des assignations stables de x, S(x), est donnée par la quantification
existentielle de C sur les variables du vecteur i. L’ensemble des assignations stables est
exprimé au moyen de l’Équation 4.12. L’Équation 4.12 indique ainsi toutes les assignations
du vecteur x pour lesquelles il existe au moins une assignation du vecteur d’entrée i qui
satisfait la contrainte C.






∃(i)(C|x=xk) 6= 0 (4.11)
S(x) = ∃(i)(C) (4.12)
4.4.3 Mono- et Multi-stabilité
Inversement, il est possible de déterminer l’ensemble des assignations de i qui supportent
au moins un état stable au moyen de l’Équation 4.13. L’ensemble des assignations de i qui
supportent au moins un état stable est donné par la quantification existentielle de C sur les
variables de x. Le complément de cette expression permet également d’obtenir l’ensemble
des assignations de i qui ne supportent aucun un état stable. Les relations cycliques ayant
des assignations de i qui ne supportent aucun un état stable ne sont pas permises, elles sont
associées à des comportement instables. Il est possible d’obtenir l’ensemble des assignations
de i qui supportent un et un seul état stable au moyen de l’Équation 4.15. Cet ensemble
est obtenu par construction en faisant la disjonction de tous les cas de figures possibles ne
permettant qu’un et un seul état stable à la fois. À partir de l’expression de l’ensemble
des assignations de i qui supportent un et un seul un état stable, il est possible de dériver
l’ensemble des assignations de i qui supportent plus d’un état stable au moyen de l’Équation
4.16.
stable(i) = ∃(x)(C) (4.13)
unstable(i) = ∃(x)(C) (4.14)
monostable(i) = (C|x=s0 ∧ C|x=s1 ∧ ... ∧ C|x=sn−1) ∨
(C|x=s0 ∧ C|x=s1 ∧ ... ∧ C|x=sn−1) ∨
... ∨
(C|x=s0 ∧ C|x=s1 ∧ ... ∧ C|x=sn−1) (4.15)
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multistable(i) = stable(i) ∧monostable(i) (4.16)
La Figure 4.8 illustre la table de vérité associée à une contrainte C(i,x) qui présente les trois
cas de figures mentionnés (instable, monostable, multi-stable). La contrainte contient 2-bits
d’entrée (i) et 1 seul point de rétroaction (x). Lorsque le vecteur d’entrées i est assigné à (0, 0)
un comportement instable est détecté, il n’y a aucune valeur de x qui permette de satisfaire
la contrainte C. Lorsque le vecteur d’entrées i est assigné à (0, 1) ou (1, 0), un comportement
monostable est observé. Dans chaque cas, il y a une et une seule assignation de x qui permette
de satisfaire la contrainte C. Finalement lorsque le vecteur d’entrée i est assigné à (1, 1) un
comportement multi-stable est observé. Dans ce cas, il existe deux assignations possibles de
x qui permettent de satisfaire la contrainte.
Figure 4.8 Table de vérité pour une contrainte de stabilité C avec des entrées primaires i1i0
et de rétroaction x0, illustrant les 3 cas possibles (instable, monostable, multi-stable).
Revenant à l’exemple de la Figure 4.6, en choisissant le point add.out.rtr comme ensemble
de point de rétroaction, la Figure 4.9 illustre le graphe acyclique obtenu en déconnectant la
sortie du point de rétroaction add.out.rtr. Le graphe acyclique possède une nouvelle entrée
add.result.rtr.fvs pour les cibles originales du point add.out.rtr dans le réseau. Le Tableau
4.1 illustre la table de vérité correspondant à la contrainte de stabilité associée (Équation
4.10) au graphe boucle-ouverte de la Figure 4.9. On observe que lorsque les entrée add0.a.rts
et add0.out.rts sont toutes deux à 1, la contrainte présente un comportement multi-stable en
termes du signal de rétroaction add0.out.rtr.fvs.
4.5 Stabilisation des relations combinatoires cycliques
Le processus de stabilisation des relations combinatoires cycliques transforme une contrainte
de stabilité en vue de la rendre monostable. Pour chaque combinaison d’entrées ik permettant
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Figure 4.9 Exemple de réseau combinatoire acyclique boucle-ouverte.
Tableau 4.1 Table de vérité de la contrainte de stabilité de la Figure 4.9
Entrées primaires Entrées de rétroaction Contrainte de stabilité
add.inA.rts add.out.rts add.out.rtr.fvs add.out.rtr <=>
add.out.rtr.fvs
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
un comportement multi-stable, il est requis de contraindre la contrainte pour ne permettre
qu’un et un seul point stable. On assume que la contrainte de stabilité initiale ne présente
que des comportements monostables et multi-stables, les comportements instables ne sont
pas supportés. Pour réaliser la sélection automatique de l’état monostable à conserver pour
chaque combinaison d’entrées permettant un comportement multi-stable, l’état associé à un
plus grand nombre de transferts de données est conservé. Pour chaque état stable, les attributs
fire des transferts de données associés aux signaux de synchronisation et d’autorisation
impliqués dans le réseau cyclique sont utilisés pour évaluer le nombre de transferts autorisés.
Dans un premier temps, la contrainte de stabilité est augmentée pour y inclure l’évaluation
des attributs fire des connexions impliquées, tel qu’exprimé par l’Équation 4.17. Pour ajouter
un attribut cj .f ire à la contrainte, on exprime que pour satisfaire la contrainte augmentée il
faut également que la valeur de cj .f ire soit équivalente à l’expression logique de cet attribut,
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soit cj .F IRE, exprimé en fonction des entrées i et x.
C ′ = C ∧ (
J∧
j=1
(cj.f ire <=> cj.F IRE)) (4.17)
4.5.1 Méthode I
A ce point, il est possible de construire la contrainte monostable en itérant sur l’ensemble des
combinaisons d’entrées associées à des comportements multi-stables (Équation 4.16). Pour
chacune de ces combinaisons d’entrées ik, en considérant que si est un état stable allouant
un nombre maximal de transferts de données, la contrainte peut être rendue monostable
en appliquant la transformation de l’Équation 4.18. L’Équation 4.18 exprime que lorsque
le vecteur d’entrée i est évalué à ik, seul l’état stable si est permis (premier terme de la
disjonction). Toutefois, lorsque le vecteur d’entrée i n’est pas égal à ik, la contrainte C
demeure identique (deuxième terme de la disjonction).
C ′ = (ik ∧ si) ∨ (ik ∧ C) (4.18)
4.5.2 Méthode II
L’approche itérative basée sur l’Équation 4.18 permet de stabiliser correctement les contraintes,
néanmoins plusieurs combinaisons d’entrées peuvent activer des ensembles d’états stables
identiques. Une autre approche possible consiste à identifier tous les états multi-stables pos-
sible et de les trier selon un ordre décroissant de nombre de transferts alloués. Par la suite, en
itérant sur l’ensemble des états multi-stable possibles, il est possible de stabiliser la contrainte
en appliquant pour chaque état multi-stable si la transformation spécifiée par l’Équation
4.19. La transformation de l’Équation 4.19 spécifie que les combinaisons d’entrées permet-
tant l’état stable si ne pourront permettre que cet état stable et aucun autre (premier terme
de la disjonction), tandis que la contrainte n’est pas modifiée sur l’ensemble des combinaisons
d’entrées i ne supportant pas l’état stable si (deuxième terme de la disjonction).
C ′ = ((C|x=si) ∧ si) ∨ ((C|x=si) ∧ C) (4.19)
Le Tableau 4.2 illustre la table de vérité de la contrainte de stabilité augmentée associée
au graphe boucle-ouverte de la Figure 4.9, après stabilisation. On observe que pour chaque
assignation du vecteur d’entrée i (formé des deux entrées add.inA.rts et add.out.rts), il n’y
a qu’une et une seule assignation du vecteur de rétroaction x (add.out.rtr.fvs) qui vient
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satisfaire la contrainte de stabilité.
Tableau 4.2 Table de vérité de la contrainte de stabilité après stabilisation
Entrées primaires Entrées de rétroaction transferts exécutés Contrainte de stabilité
add.inA.rts add.out.rts add.out.rtr.fvs conn(add.out− > add.out.rtr <=>
add.inB).fire add.out.rtr.fvs
0 0 0 0 1
0 0 1 0 0
0 1 0 0 1
0 1 1 0 0
1 0 0 0 0
1 0 1 0 1
1 1 0 0 0
1 1 1 1 1
4.6 Génération de fonctions combinatoires acycliques
Une fois la contrainte de stabilité rendue monostable, la génération d’un réseau acyclique de
fonction logiques combinatoires est réalisée en remplaçant l’expression des fonctions logiques
des points de rétroaction à l’aide de l’Équation 4.20. L’équation 4.20 permet d’obtenir di-
rectement une expression de la fonction d’un noeud de rétroaction Xk en termes des entrées
primaires (i) du réseau cyclique associé à la contrainte. L’Équation 4.20 exprime la quanti-
fication existentielle sur les variable du vecteur de rétroaction x de la contrainte stabilisée,
après simplification de cette dernière en assignant la variable xk à 1. Il s’en suit que Xk
correspond à la somme (disjonction) des assignations de i pour lesquelles la contrainte C est
satisfaite lorsque xk = 1.
Xk(i) = ∃(x)(C|xk=1) (4.20)
Partant de la table de vérité illustrée au Tableau 4.2, correspondant à la contrainte stabilisée
associée au réseau boucle-ouverte de la Figure 4.9, l’application de l’Équation 4.20 permet
d’obtenir add.out.rtr = add.inA.rts. La table de vérité correspondante est illustrée par le
Tableau 4.3. Il est alors possible de remplacer l’expression de add.out.rtr dans le graphe
cyclique de la Figure 4.6 par cette nouvelle expression, de sorte à obtenir un réseau acyclique.
Le graphe du réseau acyclique résultant est illustré à la Figure 4.10.
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Tableau 4.3 Table de vérité de la fonction add0.out.rtr résolue
Entrées primaires Entrées de rétroaction Contrainte de stabilité
add.inA.rts add.out.rts add.out.rtr add.out.rtr <=>
add.out.rtr.fvs
0 0 0 1
0 1 0 1
1 0 1 1
1 1 1 1
Figure 4.10 Exemple de réseau combinatoire acyclique résolu.
4.7 Conclusion
La description de circuits au niveau des transferts synchronisés par les données est bien adap-
tée à la gestion d’interconnexions entre des sources et des puits avec des interfaces de type flot
de données. Néanmoins, l’interconnexion de sources et de puits dans différentes topologies
peut mener à des relations combinatoires cycliques en termes des signaux de synchronisation
des interfaces à flot de données. Ces relations combinatoires sont problématiques car elles
peuvent supporter plus d’un état stable à la fois, et ne sont pas équivalentes à des réseaux
acycliques de fonctions logiques. Cette problématique a été illustrée au moyen d’un exemple
simple présentant un accumulateur basé sur un additionneur pipeliné complètement synchro-
nisé. Lorsque plus d’un état stable à la fois sont supportés par le réseau cyclique, le choix de
cet état stable en fonction des signaux de synchronisation et d’autorisation vient affecter le
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nombre de transfert autorisé par le circuit de contrôle.
L’approche de synthèse automatisée présentée dans ce chapitre propose de transformer le
réseau combinatoire cyclique afin qu’il ne permette qu’un et un seul état stable à la fois.
La résolution des états multi-stables est réalisée en sélectionnant automatiquement l’état
stable qui permet d’accomplir un nombre maximal de transferts de données. Les différentes
étapes de cette méthode de résolution des relations combinatoires cycliques ont été intégrées
au compilateur CASM+, décrit en langage Java, permettant d’automatiser complètement le
processus.
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CHAPITRE 5 APPLICATION À LA CONCEPTION DE CIRCUITS
5.1 Introduction
Ce chapitre présente l’application de la méthode de conception au niveau des transferts
synchronisés par les données à l’implémentation de circuits numériques dédiés. Différentes
applications du domaine du calcul scientifique utilisant des opérateurs pipelinés avec une
représentation des nombres de type virgule-flottante sont considérées, telles la sommation
pipelinée, le produit matriciel dense, l’élimination Gaussienne, et l’inversion de matrices. Ces
applications sont comparées avec des implémentations similaires produites avec des approches
RTL et/ou de synthèse haut-niveau en langage C. Le tri de données au moyen de l’algorithme
récursif Quicksort est également considéré. Ensembles, ces applications permettent d’évaluer
le compromis offert par l’approche de niveau intermédiaire proposée en termes de perfor-
mances et de temps de conception.
5.2 Tri de données rapide
Le tri de données est une opération fondamentale dans le domaine du traitement de données.
Deux architectures sont proposées. La première architecture est basée sur une seule ASM
interconnectant une mémoire à simple port (2 cycles de latence) et un comparateur pipeliné
(2 cycles de latence). La deuxième architecture est basée sur 2 ASM concurrentes, formant
un pipeline fonctionnel pour cacher la latence du comparateur, et ainsi de réduire le temps
d’exécution de l’implémentation finale. Ces travaux ont fait l’objet d’une première publication
dans [70].
5.2.1 Algorithme
Le tri rapide Quicksort est un algorithme récursif très répandu pour sa simplicité et son temps
d’exécution moyen (O(n × log(n))). La Figure 5.1 présente une description de l’algorithme
récursif. Dans un premier temps, un pivot est choisi de manière arbitraire. La valeur contenue
à l’indice mémoire de ce pivot est ensuite utilisée pour partitionner la plage mémoire (gauche à
droite) en un ensemble de valeurs inférieures ou égales et un ensemble de valeurs supérieures.
La position de la valeur utilisée comme pivot après partitionnement est retourné par la
routine partition. On ré-exécute ensuite la routine quicksort sur chacun des deux ensembles
résultant du partitionnement courant de la plage mémoire (gauche à droite). L’algorithme
de partitionnement utilisé est illustré à la Figure 5.2.
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1: quicksort(mem, left, right)
2: if left < right then
3: pivot = (left + right) >> 1 ;
4: pivot = partition(mem, left, right, pivot) ;
5: quicksort(mem, left, pivot-1) ;
6: quicksort(mem, pivot+1, right) ;
7: end if
Figure 5.1 Algorithme quicksort.
1: partition(mem, left, right, pivotIndex)
2: storeIndex = left ;
3: pivotValue = mem[pivotIndex] ;
4: swap mem[pivotIndex] and mem[right] ;
5: for i = left → right− 1 do
6: r1 = mem[i] ;
7: if r1 < pivotV alue then
8: mem[i] = mem[storeIndex] ;




13: swap mem[pivotIndex] and mem[right] ;
14: return storeIndex ;
Figure 5.2 Algorithme partition.
5.2.2 Conception
La représentation de niveau intermédiaire pour l’architecture basée sur deux ASM et un
comparateur pipeliné est illustrée à la Figure 5.3. L’architecture interconnecte des registres,
un comparateur pipeliné, ainsi que des mémoires de type FIFO, LIFO, et RAM. L’algorithme
est décomposé en deux processus concurrent (Quicksort et SwapUnit). L’ASM Quicksort
est responsable d’initier les comparaisons requise par la routine de partitionnement, tandis
que l’ASM SwapUnit est responsable de réaliser les permutations requises en fonction des
résultats de comparaison. Trois ASMs supplémentaires sont présentes pour arbitrer les accès
à la mémoire double-port partagée par les ASMs Quicksort et SwapUnit.
5.2.3 Résultats de synthèse et d’implémentation
Les résultats de synthèse et d’implémentation présentés dans cette section ont été obtenus
avec l’outil de synthèse Quartus II d’Altera en ciblant un FPGA de type Stratix-III. La
fonctionnalité de l’implémentation RTL produite par notre compilateur a été validée par
simulation RTL. Le comparateur pipeliné ainsi que les mémoires RAM ont été réalisés à
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Figure 5.3 Représentation STL de l’architecture avec mémoire partagée.
partir de composants de la librairie LPM d’Altera.
Le Tableau 5.1 résume les temps d’exécutions et fréquences maximales pour les deux im-
plémentations matérielles de l’algorithme Quicksort. Les fréquences maximales des deux
implémentations sont presqu’identiques, à 325 MHz et 318 MHz. Les temps d’exécution ont
été obtenus pour une séquence décroissante de 256 valeurs. Pour l’architecture à ASM simple
16223 cycles sont requis, contre 12796 pour l’architecture pipelinée. Le Tableau 5.2 présente
une analyse des ressources utilisées par les différents modules des deux implémentations pro-
duites.
Tableau 5.1 Exécution des implémentations simple et à pipeline fonctionnel.
Implémentation Fréquence d’horloge Cycles
maximale (MHz) d’exécution
simple 325 16223
pipeline fonctionnel 318 12796
5.2.4 Discussion
L’application de l’approche de niveau intermédiaire à la description de circuits dédiés réalisant
l’algorithme de tri de données rapide permet d’apprécier comment celle-ci permet de simplifier
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Tableau 5.2 Utilisation des ressources pour les deux implémentations.
Implémentation Simple Pipelinée
ALUTs Registres ALUTs Registres
- Logique d’autorisation 43 0 69 0
- Réseau d’interconnexions 147 0 294 0
- ASM QuickSort 164 86 155 71
- ASM SwapUnit – – 27 10
- Composants interconnectés 184 270 403 965
Total 538 356 948 1046
la descriptions d’architectures pipelinées et la gestion de transferts entre des sources et des
puits avec des interfaces à flot de données. Bien que les implémentations produites n’offrent
pas un niveau de parallélisme élevé, elles permettent néanmoins d’évaluer le compilateur sur
des architectures intégrant différents types de mémoires ainsi que des opérateurs pipelinés.
Bien que l’architecture pipelinée requiert près de deux fois plus de ressources combinatoires et
trois fois plus de registres, on observe que la partie contrôle (ASMs et logique d’autorisation
des transferts) requiert un nombre similaire de ressources de part et d’autres. La logique de
contrôle de l’architecture pipelinée requiert environ 10% plus de ressources que l’architecture
de base.
5.3 Accumulateur pipeliné
Cette section présente l’application de la méthode de synthèse à niveau intermédiaire à
la conception d’un accumulateur basé sur l’utilisation d’un additionneur pipeliné. L’accu-
mulateur est un opérateur important qui intervient dans plusieurs applications de calculs
scientifiques. Dans un premier temps, une implémentation est produite sans faire usage de
l’opérateur de connexion différée [71],[72]. Dans un second temps, la même architecture est
décrite à nouveau, mais en faisant cette fois usage de l’opérateur de connexion différée. Les
deux implémentations sont comparées à une implémentation RTL d’une architecture pres-
qu’identique.
5.3.1 Conception
L’architecture de l’accumulateur proposé est basée sur la méthode de réduction DB (Delayed
Buffering) proposée dans [73]. La méthode de réduction DB requiert l’ajout d’un registre
tampon et réalise les opérations d’addition dès que possible, entre les opérandes provenant
de l’entrée de l’accumulateur, la sortie de l’additionneur, et la sortie du registre tampon. La
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Figure 5.4 illustre l’architecture de l’implémentation proposée, basée sur 2 ASMs concurrentes
qui gèrent l’interconnexion des sources et puits. L’ASM principale main est responsable
d’alimenter l’additionneur et le registre tampon A en fonction de la disponibilité des données
provenant des sources source, fb, et A. L’ASM forward est responsable de rediriger les
résultats à la sortie de l’additionneur vers l’étage d’entrée via le conduit de rétroaction fb,
ou bien vers le port de sortie result de l’accumulateur.
Figure 5.4 Représentation STL de l’architecture proposée.
(a)
(b)
Figure 5.5 Comparaison des chemins de données pour l’accumulateur. (a) Chemin de données
présenté dans [73]. (b) Chemin de données associé à l’architecture de la Figure 5.4.
5.3.2 Description sans opérateur de connexion différée
La Figure 5.6 illustre la description CASM+ d’un accumulateur pipeliné basé sur la méthode
de réduction DB. La description fait uniquement appel aux opérateurs de connexion de base
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(=,∗ =). L’ASM principale main est responsable d’alimenter l’additionneur et le registre
tampon A en fonction de la disponibilité des données provenant des sources source, fb, et A.
Dans l’état N0, les connexions t1, t2, t3, t4 représentent les différents cas de figures possibles.
Des règles sont associées à ces connexions pour spécifier que chaque source (source et fb)
peut seulement être envoyée vers un seul puits à la fois. À chaque fois que l’additionneur
accepte une paire d’opérandes, un identifiant sera inscrit dans un registre à décalage de
latence identique à celle de l’additionneur. L’identifiant sert à indiquer vers quelle destination
envoyer le résultat à la sortie de l’additionneur. De plus, le registre tokencount est utilisé
afin de maintenir le compte du nombre de données contenues dans l’accumulateur. Lorsque
l’accumulateur reçoit la dernière donnée d’un vecteur à réduire, l’ASM accepte cette donnée
puis passe à l’état N1. Dans l’état N1, les données à la source ne sont plus acceptées, et les
résultats à la sortie de l’additionneur sont réacheminés vers l’étage d’entrée jusqu’à ce qu’il
n’y ait plus qu’une seule donnée dans l’accumulateur. Cette dernière est acheminée vers le
port de sortie result. L’ASM forward est uniquement responsable de diriger les résultats à
la sortie de l’additionneur vers l’une ou l’autre des deux destinations possibles, tel qu’indiqué
à la sortie du registre à décalage myAdderID.
5.3.3 Description avec opérateurs de connexions différée
La Figure 5.7 illustre la description CASM+ d’un accumulateur pipeliné basé sur la méthode
de réduction DB en faisant usage des opérateurs de connexion différée. La description est
presqu’identique à celle basée uniquement sur les opérateurs de base qui vient d’être pré-
sentée. Cependant, la gestion des transferts de données dans différents domaines temporels
est spécifiée à un niveau d’abstraction plus élevé au moyen d’une seule ASM. Le mécanisme
permettant de diriger les résultats à la sortie de l’additionneur est implicite, et il n’y a plus
besoin de spécifier le registre à décalage myAdderID. Plutôt que d’inscrire dans ce dernier la
destination désirée au moment où les opérandes sont acceptées par l’additionneur, l’opérateur
de connexion différée est utilisé permettant de spécifier explicitement les connexions désirées
(source/puits plutôt qu’un identifiant).
5.3.4 Résultats de synthèse et d’implémentation
Afin de permettre une comparaison avec une implémentation RTL de la littérature ([73]), les
résultats de synthèse et d’implémentation de l’accumulateur pipeliné ont été obtenus pour un
FPGA de type Virtex-5 de Xilinx. Le Tableau 5.3 présente l’ensemble des résultats obtenus
pour différentes implémentations de l’accumulateur proposé. Les résultats de synthèse pour
l’accumulateur décrit uniquement avec des opérateurs de connexion de base ont été présentés
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Figure 5.6 Description CASM+ d’un accumulateur pipeliné.
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Figure 5.7 Description d’un accumulateur pipeliné avec connexions différées.
dans [72]. En considérant des ports d’entrée et de sortie avec des interfaces complètement
synchronisées (FS), cette implémentation requiert 731 LUTs et 644 registres, et permet une
fréquence d’horloge maximale de 315 MHz. Pour la même architecture décrite en faisant usage
d’opérateurs de connexion différée, l’implémentation requiert 673 LUTs et 631 registres, et
supporte également une fréquence d’horloge maximale de 315 MHz. Le fait de supporter
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la contre-pression à la sortie de l’accumulateur contribue à augmenter la complexité de la
logique de contrôle. En spécifiant une interface demi-synchronisée (HS) pour le port de
sortie, la logique de contrôle ne dépend plus du signal d’entrée myadder.dout.rtr, ce qui
permet une logique de contrôle simplifiée. En assumant que le port de sortie est toujours
prêt à recevoir, l’implémentation utilise une quantité équivalente de ressources mais permet
maintenant une fréquence d’horloge maximale de 357 MHz. La logique de contrôle associée à
la synchronisation des données peut être simplifiée davantage si l’on considère que la source est
toujours prête à envoyer une donnée (interface NS). Dans ce cas, l’implémentation résultante
requiert toujours une quantité similaire de ressources, mais permet une fréquence d’horloge
maximale de 368 MHz.
Tableau 5.3 Résultats de synthèse de l’accumulateur sur un FPGA Virtex-5
Implémentation Caractéristiques
LUTs Registres DSPs Fmax
(MHz)
RTL (design de référence) 501 615 0 363
- Tai et al. [73]
STL (sans connexions différées + sortie FS) 731 644 0 315
- Daigneault and David [72]
STL (avec connexions différées + sortie FS) 673 631 0 315
- [Ce travail]
STL (avec connexions différées + sortie HS) 687 632 0 357
- [Ce travail]
STL (avec connexions différées + entrée NS) 662 632 0 368
- [Ce travail]
5.3.5 Discussion
En comparaison, les deux implémentations de l’architecture proposée avec et sans opérateurs
de connexion différée, considérant des interfaces complètement synchronisées, permettent
d’obtenir des fréquences d’opérations maximales comparables. De même, la quantité de lo-
gique requise par les deux approches est presqu’équivalente. Il s’ensuit que les résultats
montrent que l’utilisation des opérateurs de connexion différée est faite sans pénalité de
performance au niveau de l’implémentation. En contrepartie, ils permettent de simplifier la
description de l’accumulateur en faisant abstraction du mécanisme de redirection des données
à la sortie de l’additionneur.
Les implémentations dotées d’interfaces complètement synchronisées à l’entrée et à la sortie
de l’accumulateur supportent une fréquence d’horloge maximale de 315 MHz contre 363 MHz
pour l’implémentation présentée dans [73]. Néanmoins, l’implémentation présentée dans [73]
ne supporte pas de contre-pression à la sortie de l’accumulateur. En considérant que la
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sortie de l’accumulateur est toujours prête à recevoir, des fréquences d’horloges maximales
presqu’identiques sont obtenues. Ainsi, en spécifiant que le port de sortie de l’accumulateur
utilise une interface demie-synchronisée HS, la fréquence d’horloge maximale obtenue grimpe
à 357 MHz, une différence de 2% avec le design RTL présenté dans [73]. La fréquence d’horloge
maximale grimpe davantage, jusqu’à 368 MHz, en considérant également que la source est
toujours prête à envoyer une donnée.
5.4 Produit matriciel
Cette section présente l’application de la méthode de synthèse à niveau intermédiaire à la
conception d’un circuit dédié pour le produit matriciel dense, ayant fait l’objet de publications
dans [74] et [75].
5.4.1 Algorithme
Le produit matriciel est une opération fondamentale de l’algèbre linéaire et intervient dans
de nombreux algorithmes de traitement et calculs scientifiques. Pour une multiplication de
matrices de taille n × n, n2 produits scalaires doivent être réalisés, un pour chaque paire
(ligne, colone) possible. Il s’ensuit une complexité algorithmique O(n3). La Figure 5.8 illustre
l’algorithme de produit matriciel A×B = C.
1: matmul(A, B, n)
2: for i = 0→ n− 1 do
3: for j = 0→ n− 1 do
4: C[i][j] = 0 ;
5: for k = 0→ n− 1 do




10: return C ;
Figure 5.8 Algorithme de produit matriciel A× B = C.
5.4.2 Conception
On considère la conception d’un circuit dédié pour le produit matriciel en assumant que les
matrices sont contenues dans une mémoire externe avec une bande-passante d’une donnée
par cycle. Afin d’obtenir une réutilisation de données intéressante, des mémoires sur puce
sont intégrées au circuit. L’architecture du circuit de calcul repose sur l’exécution parallèle
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de N éléments de calcul spécialisés pour le produit scalaire. Chacun de ces éléments de calcul
spécialisés contient une mémoire à double ports pouvant contenir une rangé complète de la
matrice A. Après avoir chargé N rangées consécutives de A, les colonnes de la matrice B
sont envoyées à tous les éléments de calculs. En sortie, les N rangées de C correspondantes
sont obtenues.
La Figure 5.9 illustre l’architecture d’un élément de calcul spécialisé pour le produit scalaire,
intégrant un multiplieur et un accumulateur simple précision (virgule flottante) pipelinés,
ainsi que deux mémoires RAM sur puce pouvant contenir chacune une rangée complète de
A ou de C. Des mémoires de type FIFO (de petites tailles) sont utilisées aux interfaces et au
sein du chemin de données. La FIFO last est utilisée pour indiquer si la valeur à la sortie du
multiplieur est la dernière de l’accumulation associée au produit scalaire.
Figure 5.9 Représentation STL de l’architecture d’un élément de traitement.
La Figure 5.10 illustre la description CASM+ de l’ASM responsable d’alimenter le multi-
plieur d’un élément de calcul spécialisé pour le produit scalaire. L’ASM MACinput réalise
deux boucles imbriquées de taille n (rowsize). Pour chaque colonne de B reçue, la rangée de
A contenue en mémoire est lue complètement. La sortie de la mémoire memA est connectée
en permanence à l’entrée mul.a du multiplieur. La sortie de la FIFO columnB recevant les
éléments de la colonne de B est connectée en permanence à l’entrée mul.b du multiplieur.
L’état N2 est associé à la boucle d’itération interne de l’algorithme, et est responsable d’in-
diquer si la paire d’opérandes à multiplier correspond à la dernière pour une rangée et une
colonne données.
La Figure 5.11 illustre la description de l’ASM MACoutput qui gère l’écriture des résultats à
la sortie de l’accumulateur pipeliné vers la mémoire RAM sur puce associée à une rangée de
C. L’algorithme présente une boucle itérative de n itérations, pour l’écriture de chacun des n
résultats à la sortie de l’accumulateur à chaque fois que toutes les n colonnes de B sont lues
complètement. Le processus de type always décrit un ensemble de connexions non-bloquantes
activées en permanence.
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1: device mul {type="fp_mul", protocol = "FS"}[32] ;
2: device acc {type="user_acc"} ;
3: device memA {type="dp_ram", ... }[32] ;
4: queue columnB {type="fifo",size=8}[32] ;
5: queue last,start {type="fifo",size=8}[1] ;
6: register i,j,rowsize[11] ;
7: asm MACinput {
8: {ta} mul.a *= memA.rddata ;
9: {tb} mul.b *= columnB ;
10: ta <=> tb.fire ;
11: {tc} acc.din *= mul.result ;
12: {td} acc.last *= last ;
13: tc <=> td.fire ;
14: switch( state )
15: case N0 :
16: {t01} null = start ;
17: {t02} j *= 0 ;
18: goto N1 ;
19: case N1 :
20: if( j < rowsize )
21: {t11} i *= 0 ;
22: goto N2 ;
23: else ;
24: goto N0 ;
25: end ;
26: case N2 :
27: if( i < rowsize )
28: if( i == (rowsize-1) )
29: {t21} memA.rdaddr *= i0 ;
30: {t22} i = i + 1 ;
31: {t23} last = 1 ;
32: t21 <=> t22.f ire ;
33: else ;
34: {t24} memA.rdaddr *= i0 ;
35: {t25} i = i + 1 ;
36: {t26} last = 0 ;
37: t24 <=> t25.f ire ;
38: end ;
39: goto N2 ;
40: else ;
41: {t27} j *= j + 1 ;
42: goto N1 ;
43: end ;
44: end ; }
Figure 5.10 Description CASM+ de l’ASM MACinput.
La Figure 5.12 illustre l’architecture du circuit spécialisé pour le produit matriciel dense.
L’architecture interconnecte les entrées et sorties de N éléments de calculs de produit sca-
laire au moyen d’un réseau d’interconnexions pipeliné complètement synchronisés. Le réseau
d’interconnexion pipeliné à l’étage d’entrée permet de diriger vers chacun des éléments de
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1: always {
2: acc.din *={tc} mul.R ;
3: acc.last *={td} lastQueue ;
4: outputbuffer *={te} acc.dout ;
5: rowSizeRegister *=tf rowSize ;
6: tc <=> td.fire ;
7: }
8: asm MACoutput {
9: switch( state )
10: case N0 :
11: i1 *={t01} 0 ;
12: goto N1 ;
13: case N1 :
14: if( i1 < rowSizeRegister )
15: memC.wraddr *={t21} i1 ;
16: rowC.din *={t22} outputBuff ;
17: i1 ={t23} i1 + 1 ;
18: t21 <=> t22.f ire ;
19: t21 <=> t23.f ire ;
20: goto N1 ;
21: else ;
22: goto N2 ;
23: end ;
24: case N2 :
25: done ={t31} 1 ;
26: goto N0 ;
27: end ;
28: }
Figure 5.11 Description CASM+ de l’ASM MACoutput.
calculs les données et arguments qui leur sont propres (rangées de A), ainsi que de diffu-
ser simultanément vers tous les éléments de calculs les colonnes de la matrice B. Le réseau
à l’étage de sortie est responsable d’acheminer les valeurs lues des mémoires contenant les
rangées de C. La pertinence d’utiliser un réseau pipeliné est de supporter des fréquences
d’horloges maximales intéressantes lorsque des quantités appréciables d’éléments de calculs
sont considérées. La Figure 5.13 donne une représentation au niveau des ASMs de l’archi-
tecture du réseau utilisé pour envoyer des données vers un des différents éléments de calculs.
Un réseau considérant 4 éléments de calculs spécialisés est illustré. La description CASM+
associée à un élément d’aiguillage particulier, sw_0_0, est donnée à la Figure 5.14. L’ASM
responsable de l’aiguillage réalise un test sur la valeur du champ de sélection de rangées pour
déterminer vers quelle FIFO envoyer les données.
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Figure 5.12 Architecture intégrant de multiples unités de traitements.
Figure 5.13 Représentation STL d’un réseau d’interconnexions pipeliné.
5.4.3 Résultats de synthèse et d’implémentation
Les résultats de synthèse et d’implémentation de l’architecture spécialisée pour le produit
matriciel sont obtenus pour les FPGAs de type Stratix-III d’Altera et Virtex-5 de Xilinx.
Les opérateurs arithmétiques utilisent une représentation en virgule flottante fonctionnent
avec une précision simple. Le Tableau 5.4 présente les ressources utilisées en termes de LUTs,
registres, DSP, et mémoires RAM, pour l’architecture avec un nombre d’éléments de calculs
allant de 1 à 56 ciblant un FPGA de type Stratix-III. La quantité de ressources utilisées pour
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1: queue A_rowselq_0_3 {type="fifo", size=1}[8] ;
2: queue A_wraddrq_0_3 {type="fifo", size=1}[10] ;
3: queue A_wrdataq_0_3 {type="fifo", size=1}[32] ;




8: if( A_rowselq_0_3.dout.main < 2 )
9: {t1} A_rowselq_0_1 *= A_rowselq_0_3 ;
10: {t2} A_wraddrq_0_1 *= A_wraddrq_0_3 ;
11: {t3} A_wrdataq_0_1 *= A_wrdataq_0_3 ;
12: t1 <=> t2.f ire ;
13: t1 <=> t3.f ire ;
14: else
15: {t4} A_rowselq_2_3 *= A_rowselq_0_3 ;
16: {t5} A_wraddrq_2_3 *= A_wraddrq_0_3 ;
17: {t6} A_wrdataq_2_3 *= A_wrdataq_0_3 ;
18: t4 <=> t5.f ire ;
19: t4 <=> t6.f ire ;
20: end ;
21: goto N0 ;
22: }
Figure 5.14 Description CASM+ d’un réseau d’interconnexions pipeliné.
un seul élément de calcul s’élève à 1,3k LUTs, 2,3k registres, 4 blocs DSP, et 65,5kbits de
mémoire RAM. Le Tableau 5.5 présente les ressources utilisées pour l’architecture avec un
nombre d’éléments de calculs allant de 1 à 56 ciblant un FPGA de type Virtex-5. La quantité
de ressources utilisées pour un seul élément de calcul s’élève à 1,3k LUTs, 1,2k registres, 4
blocs DSP, et 2 blocs RAM.
Le Tableau 5.6 présente les fréquences d’horloges maximales et le nombre d’opérations par
secondes pour les différentes implémentations de l’architecture sur le Stratix-III et le Virtex-
5. Il est observé que la fréquence maximale d’horloge n’est pas significativement affectée par
l’augmentation du nombre d’éléments de calculs de produit scalaire pour n variant de 16 à
56. Sur le Stratix-III, le nombre d’opérations par secondes de pointe varie de 7.68 GFLOPS à
27 GFLOPS pour n variant de 16 à 56. Sur le Virtex-5, le nombre d’opérations par secondes
de pointe est similaire variant de 7.55 GFLOPS à 25.54 GFLOPS.
5.4.4 Discussion
Dans la littérature, plusieurs travaux considèrent l’implémentation FPGA de l’algorithme de
multiplication matricielle dense. Le Tableau 5.7 résume différentes implémentations FPGA
du produit matriciel à l’état de l’art, permettant une comparaison avec les résultats obtenus
pour l’implémentation proposée dans ce travail. Toutes les implémentations mentionnées,
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Tableau 5.4 Utilisation des ressources pour le produit matriciel (Stratix-III)
Élements Ressources FPGA
de calcul LUTs Registres DSPs RAMs
(PEs) (blocs) (bits)
1 1.3 (1%) 2.3 (1%) 4 (1%) 65.5k (<1%)
16 27.4k (13%) 43.8k (22%) 64 (8%) 1.1M (7%)
24 41.1k (20%) 65.3k (32%) 96 (13%) 1.6M (11%)
32 56.7k (28%) 79.9k (39%) 128 (17%) 2.1M (14%)
40 66.7k (33%) 113.1k (56%) 160 (21%) 2.7M (18%)
56 93.1k (46%) 157.9k (78%) 224 (21%) 3.7M (25%)
Tableau 5.5 Utilisation des ressources pour le produit matriciel (Virtex-5)
Éléments Ressources FPGA
de calcul LUTs Registres DSPs RAMs
(PEs) (blocs) (blocs)
1 1.3k (<1%) 1.2 (<1%) 4 (<1%) 2 (<1%)
16 31.7k (21%) 26.2k (17%) 64 (6%) 33 (6%)
24 57.1k (38%) 49.5k (33%) 96 (9%) 49 (9%)
32 77.4k (51%) 65.6k (43%) 128 (12%) 65 (12%)
40 96.2k (64%) 82.2k (54%) 160 (15%) 81 (15%)
56 132.4k (88%) 114.7k (76%) 224 (21%) 113 (21%)
Tableau 5.6 Performances pour le produit matriciel sur FPGA.
Éléments Stratix-III Virtex-5
de calcul Fmax GFLOPS Fmax GFLOPS
(PEs)
1 287 0.57 253 0.51
16 240 7.68 236 7.55
24 241 11.57 240 11.52
32 230 14.72 225 14.4
40 225 18 224 17.92
56 241 27 228 25.54
à l’exception de [76] et [77], considèrent une représentation en virgule-flottante à simple
précision. On remarque que les implémentations FPGA du produit matriciel sur des FPGAs
Virtex-5 et Stratix-III permettent d’atteindre des performances comprises entre 10 et 30
GFLOPS.
En comparaison avec l’implémentation sur un Virtex-5 rapportée dans [78], l’implémentation
proposée dans ce travail avec 32 éléments de calculs supporte une fréquence d’opération maxi-
male supérieure de 12%. De même, le taux d’opérations par seconde est aussi supérieur, avec
14,4 GFLOPS contre 12,8 GFLOPS. En comparaison avec l’implémentation sur un Stratix-
III rapportée dans [79], l’implémentation proposée dans ce travail avec 40 éléments de calculs
supporte également une fréquence d’opération maximale supérieure de 12%. Le taux d’opé-
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rations par seconde est de 18 GFLOPS contre 16 GFLOPS. L’architecture rapportée dans
[77] offre des performances significativement supérieures, intégrant jusqu’à 40 éléments de
calculs opérant à 372 MHz, et fonctionnant en double précision. Dans ce travail, l’algorithme
de produit matriciel utilisé est différent, basé un produit vectoriel plutôt que sur produit
scalaire. Une telle formulation de l’algorithme permet à chaque élément de calcul d’exécuter
plusieurs accumulations indépendantes entrelacées. L’avantage majeur de cette approche est
que l’entrelacement de multiples accumulations indépendantes permet de cacher la latence
de l’additionneur. Le circuit d’accumulation se ramène ainsi à celui d’un additionneur qui
offre une fréquence d’horloge maximale plus élevée. Cela contraste avec l’accumulateur basé
sur la méthode de réduction DB utilisé dans l’architecture proposée, qui permet d’accumuler
une nouvelle donnée d’un même vecteur de réduction à chaque cycle d’horloge. Néanmoins,
l’utilisation d’un tel accumulateur permet une description simple de l’algorithme de produit
matriciel basé sur une formulation de type produit scalaire.
Tableau 5.7 Comparaison d’implémentations dédiées au produit matriciel.
Travail Niveau d’abstraction Nombre de PE Fmax GFLOPS Type de FPGA
Zhuo and Prasanna [76] RTL 8 155 2.48 Virtex-II-50
Govindu et al. [80] RTL – 240 19.6 Virtex-II-125
Kumar et al. [77] RTL 19 373 14.2 Virtex-V-95
Kumar et al. [77] RTL 40 372 29.8 Virtex-V-240
Jiang et al. [78] RTL 32 200 12.8 Virtex-V
Holanda et al. [79] RTL 40 200 16 Stratix-III-260
Daigneault and David [75] STL 32 225 14.4 Virtex-V-240
Daigneault and David [75] STL 40 225 18 Stratix-III-260
Daigneault and David [75] STL 56 228 25.5 Virtex-V-240
Daigneault and David [74] STL 56 240 26.9 Stratix-III-260
Bien que l’approche de synthèse et de description à niveau intermédiaire proposée ne remplace
pas la capacité du concepteur à traduire un algorithme en une architecture pipelinée et pa-
rallèle, elle permet à ce dernier d’exprimer rapidement, clairement et surement l’architecture
qui est désirée. Le compilateur CASM+ développé gère la génération de la logique de contrôle
bas-niveau supportant la synchronisation des transferts de données sur des connexions entre
des sources et des puits avec des interfaces à flot de données. Tout en offrant un niveau de
conception supérieur au niveau RTL, les résultats présentés pour l’implémentation d’une ar-
chitecture dédiée pour le produit matriciel montre que des résultats comparables avec ceux
rapportés à l’état de l’art peuvent être obtenus.
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5.5 Élimination Gaussienne
Cette section présente l’application de la méthode de synthèse à niveau intermédiaire à la
conception de circuits dédiés pour l’algorithme d’élimination Gaussienne. Deux architectures
sont présentées, supportant deux modes de pivotement différents. Ces deux architectures
considèrent que la matrice qui représente le système d’équation est contenue dans une mé-
moire externe avec une bande passante limitée, et sont basées sur la mise en série de plusieurs
répliques identiques d’un élément de traitement spécialisé. L’implémentation de cet élément
est comparée à une implémentation RTL d’un élément de traitement similaire. L’implémen-
tation est également comparée à des implémentations de l’algorithme obtenues au moyen
d’un outil de synthèse à haut niveau commercial.
5.5.1 Algorithme
L’algorithme d’élimination Gaussienne permet de réaliser la résolution de systèmes d’équa-
tions linéaires et l’inversion de matrices. Dans cette section, l’élimination est appliquée à la
résolution de systèmes d’équations linéaires. La Figure 5.15 illustre une description de l’algo-
rithme considéré. La matrice augmentée de taille m × n associée au système d’équation est
contenue dans un tableau A à deux dimensions. Pour chaque passe de réduction k, une ligne
de pivot non-nul doit être sélectionnée. Selon le mode de pivotement considéré, l’indice de
la première ligne de pivot non-nul, ou l’indice de la ligne ayant le pivot maximal (en valeur
absolue) est retourné. Par la suite, la ligne de pivot est permutée avec la ligne k du système,
avant d’être normalisée. Après, chaque ligne i (i > k) en dessous de la ligne de pivot est
transformée selon une combinaison linéaire sur les éléments j (j >= k) des lignes i et k.
1: for k = 1 to m do
2: ipivot = getPivotRowIndex(k)
3: swap(ipivot,k)
4: normalize(k)
5: for i = k+1 to m do
6: for j = k+1 to n do
7: A[i,j] = A[i,j]-A[k,j]*A[i,k]
8: end for
9: A[i,k] = 0
10: end for
11: end for
Figure 5.15 Algorithme d’élimination Gaussienne.
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5.5.2 Conception
Afin de produire une implémentation permettant un haut niveau de parallélisme dans un
contexte où le système entier ne peut être contenu dans la mémoire RAM sur puce du
FPGA, l’architecture proposée est associée au pipelinage de la boucle d’itération externe (en
k) de l’algorithme de la Figure 5.15. Chaque élément de traitement réalise une itération du
corps de la boucle d’itération externe. L’architecture proposée permet de mettre en chaîne
plusieurs de ces éléments de traitement afin de permettre l’exécution parallèle (pipelinée)
de plusieurs itérations consécutives de la boucle d’itération externe. La Figure 5.16 illustre
un exemple considérant une matrice augmenté de dimension 4 × 5 et une implémentation
intégrant 2 éléments de calculs. L’élimination Gaussienne du système requiert deux passes de
lecture/écriture du système complet ou en partie. Lors de la première passe, le système est
lu entièrement, et à la sortie du circuit de calcul deux colonnes consécutives ont été réduites.
Lors de la deuxième passe, seulement un sous-ensemble de la matrice A doit être chargée.
La portion du système A qui est lue/écrite en mémoire à chaque passe est indiquée par un
rectangle pointillé.
Figure 5.16 Illustration des accès mémoire sur deux passes consécutives.
Design-I
La Figure 5.17 illustre le chemin de données abstrait au niveau des ASMs de l’élément de
traitement permettant de traiter en flot les éléments de la matrice A. L’élément de traitement
est composé de trois ASMs concurrentes, intègre 3 opérateurs pipelinés travaillant en repré-
sentation virgule-flottante avec précision simple, ainsi qu’une FIFO basée sur une mémoire
RAM permettant de contenir une ligne entière de la matrice augmentée A. L’élément de
traitement reçoit le système (complet ou partiel) contenu dans A ligne par ligne. La première
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ligne reçue n’ayant pas de pivot nul est retenue comme ligne de pivot. Tant qu’une ligne
de pivot non-nul n’est pas trouvée, les lignes de pivot nul reçues sont envoyées directement
vers la sortie, comme si elles avaient été réduites. Lorsqu’une première ligne de pivot non-nul
est finalement détectée, la valeur du pivot est mémorisée dans un registre et la ligne entière
est mémorisée dans la FIFO ith_line. Pour chacune des lignes j suivantes, une combinaison
linéaire de la ligne j avec la ligne de pivot donne la nouvelle ligne j à produire en sortie. La
ligne de pivot sera envoyée à la sortie à la toute fin, après toutes les autres.
L’élément de traitement illustré à la Figure 5.17 a été intégré au sein d’un coprocesseur doté
d’interfaces mémoires de type maître et esclave. L’architecture du coprocesseur est illustrée
à la Figure 5.18. Les multiples instances de l’élément de traitement sont reliées en chaîne.
L’interface esclave permet de charger les arguments requis par les différentes instances de l’élé-
ment de traitement, ainsi que de commander l’exécution de l’algorithme. L’interface maître
permet au coprocesseur d’accéder directement à la mémoire externe lors de l’exécution de l’al-
gorithme. Le fonctionnement du coprocesseur a été validé au sein d’un système sur puce basé
sur un processeur d’instruction Nios-II d’Altera et utilisant une mémoire SDRAM externe.
Ce premier design ainsi que son implémentation FPGA ont fait l’objet d’une publication
dans [81].
Figure 5.17 Architecture d’une unité de traitement (type-I).
Design-II
La deuxième architecture pour l’élimination Gaussienne réalise le pivotement en cherchant
le pivot maximal (en valeur absolue) sur une colonne donnée. Contrairement à la première
architecture, celle-ci reçoit la matrice A colonne par colonne, plutôt que ligne par ligne.
L’architecture intégrant plusieurs éléments de traitements offre un débit atteignant jusqu’à 1
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Figure 5.18 Architecture intégrant de multiples unités de traitements en série.
donnée par cycle. Considérant N éléments, à chaque fois que le système A (ou sous-système
de A) est lu complètement, N colonnes consécutives de la matrice A sont réduites (i.e. : N
itérations consécutives en terme de k dans l’algorithme de la Figure 5.15).
La Figure 5.19 illustre le chemin de données abstrait au niveau des ASMs de l’élément
de traitement permettant de traiter en flot de données les éléments de la matrice A. Les
entrées et sorties complètement synchronisées datain et dataout permettent de convoyer
les colonnes de la matrice A. Les entrées et sorties complètement synchronisées argsin et
argsout permettent de convoyer les arguments et paramètres d’opération. L’ASM loader
est responsable d’identifier le pivot maximal et l’index de la ligne correspondante. Cette
identification ne s’applique qu’à une seule colonne. Toutes les colonnes sont convoyées au fur
et à mesure vers l’ASM swapper via des FIFOs. La FIFO col_buff permet de mémoriser
une colonne entière de la matrice A. Cette mémoire permet de tamponner les valeurs de
la colonne k pendant la recherche du pivot maximal. L’ASM swapper est responsable de
réaliser la permutation des lignes, en réalisant une permutation de deux éléments sur chaque
colonne. Les colonnes après permutation sont dirigées vers l’ASM main, qui est responsable
de réaliser les combinaisons linéaires sur les différents éléments de chaque colonne. Pour les
éléments de chaque colonne au-dessus de la ligne pivot, aucune opération n’est nécessaire.
Pour un élément de la ligne pivot, une simple normalisation par rapport au pivot de la
ligne (pi) a lieu. Pour les éléments j en-dessous de la ligne de pivot, la combinaison linéaire
e′j = ej − (pj/pi)× ei est appliquée, où ej représente l’élément j d’une colonne, pj le pivot de
la ligne j, ei l’élément i d’une colonne, et pi est le pivot de la ligne i.
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Figure 5.19 Architecture d’une unité de traitement (type-II).
5.5.3 Résultats de synthèse et d’implémentation
Design-I
Le Tableau 5.8 détaille les ressources utilisées par les différents modules de l’élément de calcul
spécialisé de la première implémentation. Les opérateurs de soustraction, de multiplication,
et de division représentent environ la moitié des éléments logiques et le tiers des registres
de l’élément de calcul. Au niveau du contrôle, la logique d’autorisation des transferts et les
ASMs représentent 12% des éléments logiques et 4% des registres utilisés. Presque la totalité
de la mémoire RAM sur puce est utilisée par la FIFO pouvant contenir une ligne complète de
la matrice A. Environ 10% de la mémoire sur puce est utilisée par l’opérateur de division en
virgule flottante à précision simple. Selon un modèle considérant des délais courts (fast timing
model), l’élément a une fréquence d’horloge maximale de 464 MHz sur un FPGA Stratix-V.
Le Tableau 5.9 résume les résultats de synthèse et d’implémentation de l’architecture inté-
grant de 8 à 64 éléments de calculs spécialisés ciblant un FPGA Stratix-V. De 8 à 48 éléments,
la fréquence d’horloge diminue de 410 MHz à 389 MHz. Une baisse de 389 MHz à 361 Mhz
est observée entre 48 et 64 éléments. Le Tableau 5.10 résume les résultats de synthèse et
d’implémentation de l’architecture intégrant 1 et 32 éléments de calculs spécialisés en ciblant
un FPGA Virtex-5. On observe une diminution de 5% au niveau de la fréquence d’horloge
maximale pour une augmentation de 1 à 32 éléments de calculs, soit de 263 MHz à 250 MHz.
Le Tableau 5.11 résume les résultats d’efficacité au niveau des calculs. Pour une efficacité
de 100%, l’élément de calcul peut accepter une nouvelle donnée provenant de la matrice à
chaque cycle d’horloge. Dans les implémentations produites, les en-têtes de boucles itératives
et autres préviennent l’obtention d’une telle efficacité, néanmoins des efficacité entre 70,6%
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et 97,5% ont été mesurées pour des dimensions de 16 à 256.
Tableau 5.8 Utilisation des ressources pour un unité de type-I (Stratix-V)
Composant LC Comb. LC Reg. DSPs RAMs
(blocs) (bits)
User Registers 0 256 0 0
User Queues 196 530 0 0
User FIFO-ram 141 109 0 36.8k
FP-sub 601 768 0 165
FP-mul 156 457 1 99
FP-div 206 913 5 4.8k
Interconnect 193 0 0 0
Authorization logic 110 0 0 0
Main ASM 87 54 0 0
Ith-line buffer ASM 18 17 0 0
Output control ASM 34 25 0 0
Others 353 29 0 363
Total 2095 3158 6 42.3k
Tableau 5.9 Utilisation des ressources pour l’accélérateur type-I (Stratix-V)
Éléments Caractéristiques
de calcul ALUTs Registres DSPs RAMs Fmax
(blocs) (Mbits) (MHz)
8 13k 25k 52 0.3 410
16 24k 48k 100 0.7 410
32 49k 95k 196 1.4 400
48 73k 140k 292 2.0 389
64 98k 187k 388 2.7 361
Tableau 5.10 Utilisation des ressources pour l’accélérateur type-I (Virtex-5)
Éléments Caractéristiques
de calcul ALUTs Registres DSPs RAMs Fmax
(blocs) (blocs) (MHz)
1 3.1k 3.4k 4 1 263
32 99k 110k 314 32 250
Design-II
Le Tableau 5.12 détaille les ressources utilisées par les différents modules de l’élément de calcul
spécialisé de la première implémentation. Les opérateurs de soustraction, de multiplication, et
de division représentent environ 25% des éléments logiques et 37% des registres de l’élément
de calcul spécialisé. Au niveau du contrôle, la logique d’autorisation des transferts et les
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Tableau 5.11 Efficacité des calculs d’un unité de traitement(type-I)
Nb. rangées de la matrice (N) 16 32 64 128 256
Efficacité (%) 70.6 82.8 90.7 95.0 97.5
ASMs représentent 11% des éléments logiques et 3% des registres utilisés. Presque la totalité
de la mémoire RAM sur puce est utilisée par les deux FIFOs pouvant contenir une colonne
complète de la matrice A. Selon modèle considérant des délais courts (fast timing model),
l’élément a une fréquence d’horloge maximale de 436 MHz sur un FPGA Stratix-V.
Le Tableau 5.13 résume les résultats de synthèse obtenus sur un FPGA Stratix-V d’Altera.
Les fréquences d’horloges rapportées sont obtenues avec des modèles considérant des délais
longs/courts (slow/fast timing models). En considérant le modèle de délais lents, une dimi-
nution de l’ordre de 10% de la fréquence maximale est observée pour un passage de 8 à 48
unités de traitement parallèles. Cette diminution est de 4% pour un passage de 8 à 32 unités
de traitement parallèles. Les résultats de synthèse sur un Virtex-5 sont résumés dans Le Ta-
bleau 5.14. La fréquence maximale pour une seule unité de traitement est de 225 MHz. Un
coprocesseur intégrant 32 de ces coeurs de calculs atteint 210 MHz, pour une diminution de
la fréquence maximale de l’ordre de 7%. Le Tableau 5.15 rapporte l’efficacité des calculs en
termes des taux d’utilisation des opérateurs pipelinés. Pour des matrices comptant de 16 à
256 rangées, l’efficacité mesurée est de 79,7% à 98,6%.
Tableau 5.12 Utilisation des ressources pour un unité de type-II (Stratix-V)
Composant LC Comb. LC Reg. DSPs RAMs
(blocs) (bits)
User Registers 370 800 0 0
User Queues 674 1239 0 0
User FIFO-ram 288 178 0 67.5k
FP-sub 635 655 0 294
FP-mul 174 424 1 139
FP-div 256 725 5 5k
FP-compare 109 2 0 0
Interconnect 331 0 0 0
Authorization logic 305 0 0 0
Loader ASM 96 58 0 0
Main ASM 46 38 0 0
Swapper ASM 45 35 0 0
Sequencer ASM 24 13 0 0
Others - - 0 0
Total 4639 4829 6 73k
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Tableau 5.13 Utilisation des ressources pour l’accélérateur de type-II (Stratix-V)
Éléments Caractéristiques
de calcul ALMs Registres DSPs RAMs Fmax
(blocs) (Mbits) (MHz)
8 25.7k 37.9k 48 0.6 291/427
16 51.8k 75.8k 96 1.2 278/401
32 102.3k 151.6k 192 2.4 281/401
48 147.8k 224.8k 288 3.6 262/364
Tableau 5.14 Utilisation des ressources pour l’accélérateur de type-II (Virtex-5)
Éléments Caractéristiques
de calcul LUTs Registres DSPs RAMs Fmax
(blocs) (blocs) (MHz)
1 5.4k 5.4k 5 3 225
32 172k 170k 160 97 210
5.5.4 Discussion
D’autres implémentations FPGA de circuits dédiés à l’algorithme d’élimination Gaussienne
sont présentes dans la littérature à l’état de l’art [82, 83, 84]. Toutes ces implémentations
décrites au niveau RTL considèrent des matrices pouvant être entièrement mémorisées dans
la mémoire RAM sur puce du FPGA. Cela permet d’exploiter une bande-passante mémoire
plus grande au moyen d’une architecture SIMD dotée d’un seul contrôleur pour l’ensemble
des opérateurs parallèles. Cela contraste avec les implémentations proposées dans ce travail
qui requièrent plusieurs contrôleurs indépendants afin de pipeliner les opérations dans un
contexte où la bande-passante mémoire est limitée. Dans [82], un circuit spécialisé pour
l’inversion de matrice au moyen de l’algorithme Gauss-Jordan est présentée. L’architecture
intègre des opérateurs spécialisés en précision double, et supporte une fréquence d’horloge
maximale de 270 MHz. En considérant un seul élément de calcul, celle-ci est similaire à
la première proposée dans ce travail. Le Tableau 5.16 compare les résultats de synthèse
et d’implémentation pour ces architectures avec un seul élément de calcul. Bien que les
opérateurs des deux implémentations soient significativement différents, on observe de part
et d’autre des fréquences d’horloge maximales équivalentes. Puisque la fréquence d’opération
maximale est liée à la logique de contrôle supportant le chemin de données, ces résultats
Tableau 5.15 Efficacité des calculs d’un unité de traitement (type-II)
Nb. rangées de la matrice (N) 16 32 64 128 256
Efficacité (%) 79.7 90.9 95.0 97.3 98.6
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montrent que l’approche de synthèse à niveau intermédiaire proposée permet de générer un
circuit de contrôle de qualité comparable à une implémentation RTL à l’état de l’art.
Tableau 5.16 Comparaison des unités de traitement (Virtex-5)
Implémentation Caractéristiques
simple coeur LUTs Registres DSPs RAMs Fmax
(blocs) (blocs) (MHz)
Duarte et al. [82] 4k 3.9k 41 - 270
Design-I 3.1k 3.4k 4 1 263
Design-II 5.4k 5.4k 5 3 225
Dans un deuxième temps, le deuxième design (Design-II) proposé dans ce travail a été com-
parée avec une implémentation matérielle de l’algorithme au moyen de l’outil de synthèse C
commercial Vivado HLS. Comme point de départ, l’algorithme d’élimination Gaussienne de
référence a été employé, conjointement avec la spécification de différentes directives parti-
culières au compilateur. L’interface de l’implémentation matérielle ciblée dispose d’un port
maître dans un système adressable (memory-mapped). La première optimisation appliquée
consiste à spécifier un pipeline au niveau de la boucle imbriquée intérieure (ref-alg-opt1 ). La
deuxième optimisation consiste à spécifier un tampon mémoire pour mémoriser la colonne
de pivot qui est réutilisée à chaque itération de la boucle extérieure à la boucle pipelinée la
plus intérieure. Il a également été spécifié explicitement au compilateur que les itérations de
la boucle la plus intérieure sont indépendantes (ref-alg-opt2 ). Par la suite, une description C
de notre unité de traitement (sérialisable) à flot de données a été produite. L’implémentation
matérielle cible des interfaces de type flot de données. La description C de cet unité fait appel
à 3 fonctions pipelinées (max/swap/reduce) correspondant aux principales ASMs de l’archi-
tecture illustrée à la Figure 5.19 (st-sc-alg). Le design a également été optimisé en spécifiant
que les boucles intérieures de chaque sous-fonction doivent être pipelinées (st-sc-alg-opt1 ).
Le Tableau 5.17 résume les résultats de synthèse obtenus en ciblant un FPGA de type Virtex-
7 pour les différentes descriptions C produites. Au niveau de l’utilisation de LUTs et de
registres, on remarque que l’architecture à flot de données en requiert légèrement plus. Au
niveau de l’algorithme de référence, les directives d’optimisations permettent d’obtenir une
accélération d’un facteur 24×, et se traduisent par une utilisation plus importante des blocs
DSPs, ainsi que par l’utilisation de 4 blocs RAM pour la réutilisation des données. La fré-
quence d’horloge maximale rapportée est de 235 MHz. Pour le design avec des interfaces à flot
de données, les optimisations spécifiées au moyen de directives ont permis d’obtenir une aug-
mentation d’un facteur 6, 7× au niveau du débit supporté. Néanmoins, la version optimisée
obtenue est limitée à 1 donnée acceptée à tous les 5 cycles. Cela contraste avec nos implé-
mentations CASM+ (casm-design-I/casm-design-II) qui atteignent des bandes passantes à
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près d’une donnée par cycle en entrée. D’autre part, bien que l’implémentation ref-alg-opt2
atteigne des niveaux d’efficacité comparables à ceux obtenus avec l’approche au niveau des
transferts synchronisés par les données, il n’a pas été possible de paralléliser davantage les
calculs de l’algorithme pour les implémentations générées avec l’outil de synthèse C com-
mercial, afin d’obtenir des taux d’opérations par seconde comparables à notre architecture
multi-coeurs.
Tableau 5.17 Comparaison avec un outil de synthèse C
Implémentation Caractéristiques Performances
de l’algorithme LUTs Registres DSPs RAMs Fmax Temps d’exécution Débit
(blocs) (blocs) (MHz) (×109 cycles) (données/cycles)
ref-alg 3238 2680 9 0 235 26.9 -
ref-alg-opt1 3306 2624 9 0 150 16.1 -
ref-alg-opt2 3473 2788 13 4 235 1.1 -
st-sc-alg 4047 2903 5 2 236 - 0.03
st-sc-alg-opt1 4912 3668 9 2 179 - 0.2
casm-type-I 3.1k 3.4k 4 1 263 - 1
casm-type-II 5.4k 5.4k 5 3 225 - 1
5.6 Inversion de matrices
Cette section présente l’application de la méthode de synthèse à niveau intermédiaire à la
conception d’un circuit dédié pour l’inversion de matrices au moyen de l’algorithme d’élimi-
nation Gauss-Jordan. L’implémentation produite est comparée à une implémentation RTL à
l’état de l’art [82].
5.6.1 Algorithme
L’algorithme d’élimination Gauss-Jordan considéré dans ce travail est illustré à la Figure
5.20. Cette algorithme réalise de façon entrelacée l’exécution des étapes d’élimination avant
et arrière (élimination sur les lignes en dessous et au dessus du pivot, respectivement). Pour
chaque colonne k, l’indice du pivot maximal est trouvé, et une permutation avec la ligne
d’indice k a lieu au besoin. La rangée k est ensuite normalisée, puis utilisée pour réaliser les
éliminations des rangées au-dessus, et en-dessous de la rangée k.
Optimisation mémoire
L’implémentation de l’algorithme d’élimination Gauss-Jordan utilisé fait appel à l’optimisa-
tion mémoire proposée dans [85], qui requiert seulement la mémorisation de la moitié de la
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1: for column k= 1 to m do
2: ipivot = selectPivotRowIndex(k)
3: swap(ipivot,k)
4: normalize(k)
5: for i = 1 to m do
6: for j = k to n do




Figure 5.20 Algorithme d’inversion de matrice Gauss-Jordan.
matrice augmentée. De plus, cette optimisation permet également de réduire d’un facteur
deux le nombre de lectures et d’écritures à chaque itération de la boucle extérieure (k) de
l’algorithme. La Figure 5.21 donne une illustration de cette optimisation. Considérant une
matrice augmentée 3× 6, la région encadrée par un trait pointillé représente le contenu de la
mémoire 3 × 3 à chaque itération de la boucle extérieure de l’algorithme d’élimination. On
observe que les colonnes qui ne sont pas mémorisées sont implicites en fonction de la valeur
de la variable d’itération k.
Figure 5.21 Optimisation des accès mémoire.
5.6.2 Conception
L’architecture de l’implémentation proposée pour l’inversion de matrices avec l’algorithme
d’élimination Gauss-Jordan est basée sur celle qui est proposée dans [82]. Cette architecture
intègre un unité de recherche du pivot maximal, ainsi qu’un unité de traitement des rangées
permettant de réaliser l’élimination et la normalisation des rangées. L’unité de traitement
peut être parallélisée selon une approche SIMD, pour laquelle n éléments consécutifs d’une
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rangée sont traités en parallèle. La Figure 5.22 illustre cette architecture au niveau des ASMs.
Les tâches de recherche du pivot maximal et d’élimination des rangées sont pipelinées, de
sorte que la recherche du pivot pour l’itération k + 1 se fait de manière concurrente avec
les opérations d’élimination de l’itération k. La FIFO ithrowcache permet de mémoriser
entièrement la ligne de pivot.
Figure 5.22 Architecture dédiée pour l’inversion de matrices Gauss-Jordan.
5.6.3 Résultats de synthèse et d’implémentation
La synthèse de l’architecture dédiée pour l’inversion de matrices a été réalisée avec l’outil
ISE de Xilinx, ciblant un FPGA de type Virtex-5. En considérant une implémentation simple
précision avec 4 unités de traitement, Le Tableau 5.18 résume les résultats obtenus en termes
de ressources utilisées et de fréquence d’horloge maximale pour l’unité de recherche du pivot,
l’unité de traitement des rangées, ainsi que le design dans son ensemble. Au total, le design
requiert 5.9k LUTs, 6.6k registres, 20 DSP, et 2 blocs de mémoire RAM. La fréquence d’hor-
loge maximale atteint 251 MHz. L’unité de recherche du pivot représente 1.5k LUTs et 1.8k
registres, principalement dédiées au diviseur responsable de produire la réciproque du pivot.
L’unité de traitement des rangées pour sa part représente 3.4k LUTs, 3.5k registres, et 20
DSPs dédiés aux multiplieurs et soustracteurs.
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Tableau 5.18 Résultats d’implémentation en simple précision (Virtex-5)
Caractéristiques
Composant LUTs Registres DSPs RAMs Fmax
(DSP48E) (36k BRAM) (MHz)
Pivot finder 1.5k 1.8k 0 0 255
RPU 3.4k 3.5k 20 0 268
Core (x4) 5.9k 6.6k 20 2 251
5.6.4 Temps d’exécutions
Le Tableau 5.19 présente les temps d’exécutions obtenus pour des matrices de dimensions
16× 16 à 256× 256 considérant 4 unités de traitement parallèles et une fréquence d’horloge
de 250 MHz. L’implémentation produite supporte une performance de pointe atteignant
2×N opérations en virgule flottante par cycle d’horloge, ou N représente de nombre d’unités
parallèles dans l’unité de traitement des rangées. Pour une matrice de dimension 256× 256,
l’efficacité d’utilisation des opérateurs (multiplication et soustraction) observée atteint 94%.
Tableau 5.19 Temps d’exécution (4 coeurs de traitement)







On retrouve dans la littérature différentes implémentations FPGA de circuits dédiés pour
l’inversion de matrices denses au moyen de l’algorithme d’élimination Gauss-Jordan [82,
84]. Ces implémentations ont été obtenues au moyen d’une méthode de conception et de
description au niveau RTL. Dans cette section, on considère la comparaison de notre design
avec celui proposé dans [82]. Les deux circuits sont basés sur la même architecture et réalisent
le même algorithme d’élimination optimisé pour l’utilisation mémoire.
Le Tableau 5.20 présente une comparaison sommaire de différentes implémentations de l’ar-
chitecture, en termes de ressources utilisées et de performances obtenues. Bien que les archi-
tectures réalisées soient presqu’identiques, les opérateurs arithmétiques en virgule flottante
utilisés dans [82] ne sont pas des opérateurs provenant de librairies standards. Plus particu-
lièrement, ces opérateurs sont conçus spécialement pour faire une utilisation plus importante
des blocs DSPs. Cela contraste avec nos implémentations qui utilisent des opérateurs stan-
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dards générés avec l’outil CoreGen de Xilinx. Étant donné que ces opérateurs consomment
significativement plus de ressources en termes de LUTs et de registres, des implémentations
en simple et double précisions sont considérées. En termes de LUTs et de registres utilisés,
nos implémentations en simple précision requièrent une quantité comparable aux implémen-
tations proposées dans [82]. En double précision nos implémentations en requièrent de 2 à
3 fois plus. Bien que l’opérateur de division (double précision) utilisé dans nos implémenta-
tions soit limité à une fréquence d’opération de 258 MHz, on observe en double précision une
baisse de fréquence appréciable à 219 MHz et 206 MHz pour des implémentations à 1 et 4
éléments de traitements parallèles. Par rapport aux implémentations proposées dans [82], ces
fréquences d’horloges maximales plus basses peuvent s’expliquer par la plus grande quantité
de ressources logiques et de registres utilisés. En contrepartie, pour les implémentations ob-
tenues en simple précision, des fréquences d’horloges de 269 MHz et 251 MHz sont obtenues
pour des implémentations à 1 et 4 coeurs. Des fréquences comparables à celle de 270 MHz
obtenue pour l’implémentation à 1 coeur rapportée dans [82].
Les temps d’exécutions pour des matrices de tailles 128 × 128 et 256 × 256 rapportés dans
[82] ont été obtenus en considérant une fréquence d’horloge de 250 MHz. Pour nos implé-
mentations en simple précision, la même fréquence d’horloge est ainsi considérée. Toutefois,
nos implémentations en double précision ne supportant pas une telle fréquence d’horloge,
leurs fréquences d’horloge maximales respectives (219 MHz et 206 Mhz) sont considérées. On
observe des temps d’exécutions comparables, bien que nos implémentations requièrent des
temps légèrement supérieurs.
Tableau 5.20 Comparaison des designs dédiés pour l’inversion de matrices
Duarte et al. [82] Ce travail
Configuration
Précision double double simple simple simple simple
Type d’opérateurs spécialisés spécialisés IP Xilinx IP Xilinx IP Xilinx IP Xilinx
NP E 1 4 1 4 1 4
Ressources utilisées
LUTs 4k 10.6k 3.1k 5.9k 8.5k 18.6k
Registres 3.9k 10.3k 3.4k 6.6k 10.7k 20.8k
DSPs 41 77 5 20 14 56
RAMs variable variable variable variable variable variable
Fmax 270 - 269 251 219 206
Temps d’exécution (s)
128x128 0.008 0.002 0.009 0.002 0.010 0.003
256x256 0.067 0.017 0.070 0.018 0.080 0.022
Le Tableau 5.21 s’intéresse aux ressources utilisées au niveau du chemin de données et de son
circuit de contrôle pour l’implémentation simple coeur proposée dans [82], et notre implé-
mentation 4 coeurs en simple précision. Au niveau du chemin de données, on observe pour le
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module pivotfinder que l’utilisation d’un opérateur de division standard en simple précision
entraîne une utilisation plus importante de ressources logiques et de registres. L’utilisation de
l’opérateur spécialisé de division requiert toutefois significativement plus de blocs DSPs. Au
niveau du contrôleur pour le chemin de données de l’architecture considérée, l’implémentation
proposée dans [82] requiert environ 0.9k LUTs et 0.8k registres. Dans notre implémentation,
en considérant les différentes ASMs illustrées à la Figure 5.22 et la logique d’autorisation
des transferts de données, environ 0.8k LUTs et 0.1k registres sont requis. La centaine de
registres utilisés est associée aux registres servant à mémoriser l’état de chaque ASM ainsi
que le status de complétion (attribut done) des connexions bloquantes. Les autres registres
spécifiées explicitement par l’usager dans la description sont considérés comme des éléments
du chemin de données, ce qui explique le nombre significativement plus faible de registres
utilisés par notre contrôleur. Au niveau des fonctions logiques combinatoires, les contrôleurs
utilisent des quantités comparables de LUTs.
Tableau 5.21 Comparaison contrôle vs. chemin de données
Duarte et al. [82] Ce travail
Composants LUTs Registres DSPs Fmax LUTs Registres DSPs Fmax
Pivot finder 0.6k 0.7k 29 270 1.5k 1.8k 0 255
Row Processing Unit 0.9k 1.1k 12 281 3.4k 3.5k 20 268
FP pre-/post-processor 1.6k 1.3k 0 310 - - - -
Chemin de données 3.1k 3.1k 41 - 5.1k 6.5k 20 -
Logique de contrôle 0.9k 0.8k 0 - 0.8k 0.1k 0 -
Total 4.0k 3.9k 41 270 5.9k 6.6k 20 251
En regard des résultats obtenus par l’application de la méthode de synthèse de niveau in-
termédiaire à la conception d’un circuit spécialisé pour l’inversion de matrices, on observe
que l’approche permet d’obtenir des résultats d’implémentations comparables à ceux obte-
nus avec une approche au niveau RTL, tout en permettant de bénéficier des avantages d’un
niveau d’abstraction supérieur. Au niveau des transferts synchronisés par les données, le lan-
gage CASM+ permet de simplifier la descriptions de circuits au moyen d’ASMs concurrentes
gérant l’interconnexion de sources et de puits avec des interfaces synchronisés par les données.
Le langage CASM+ permet d’exprimer des opérations concurrentes et un contrôle précis au
cycle d’horloge, mais une portion considérable de la logique de contrôle supportant la syn-
chronisation adéquate des transferts de données est implicite et est générée automatiquement
par le compilateur. Néanmoins, les implémentations de circuits spécialisés pour l’inversion de
matrices produites montrent comment l’approche de niveau intermédiaire permet d’obtenir
un contrôle efficace du chemin de données associé à l’architecture présentée à la Figure 5.22.
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5.7 Conclusion
Dans ce chapitre, la méthode de description et de synthèse à niveau intermédiaire basée sur le
langage CASM+ a été appliquée à la conception de différents circuits spécialisés intégrant des
opérateurs et composants pipelinés. Le circuit spécialisé pour le tri rapide Quicksort présenté
permettait d’évaluer le compilateur sur une première application requérant l’interconnexion
de différents types de composants pipelinés, notamment des mémoires de type RAM. Les
autres circuits spécialisés présentés ciblent des algorithmes de calculs avec des nombres en
représentation virgule flottante. Dans un premier temps, un accumulateur pipeliné est pré-
senté, reproduisant un algorithme de réduction présenté à l’état de l’art. Dans un second
temps, des circuits spécialisés de plus grandes envergures sont considérés, associés à des al-
gorithmes de produit matriciel, d’élimination Gaussienne, et d’inversion de matrices. Les
comparaisons entre nos implémentations FPGA et celles retrouvées à l’état de l’art montrent
comment l’approche de niveau intermédiaire permet d’obtenir des performances et qualités
de designs comparables, tout en offrant les avantages inhérents à une approche de plus haut
niveau par rapport à l’utilisation d’une approche au niveau RTL. Dans le cas de l’architec-
ture spécialisée pour l’élimination Gaussienne dans un contexte de bande-passante mémoire
limitée, nos expérimentations avec un outil de synthèse haut-niveau C/C++ commercial
n’ont pas permis de produire (dans des temps équivalents) une implémentation offrant des
performances comparables.
L’application de la méthode de description et de synthèse à niveau intermédiaire proposée à
la conception de différents circuits spécialisés, de différents niveaux de complexités en terme
de contrôle, permet également de valider sur des applications réelles le fonctionnement du
compilateur, ainsi que sa méthode automatisée de résolution des relations combinatoires
cycliques. Dans tous les cas observés, les descriptions RTL générées automatiquement par
le compilateur manifestent le comportement désiré par rapport à la description CASM+
spécifiée. Une grande partie de la logique de contrôle supportant les transferts de données
entre des sources et des puits aux interfaces à type flot de données prédéfinies est implicite
et générée automatiquement par le compilateur.
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CHAPITRE 6 CONCLUSION
6.1 Synthèse des travaux
Les procédés de micro-fabrication modernes permettent des niveaux d’intégration supportant
plus d’un milliard de transistors par puce. Néanmoins, les coûts non-récurrents associés à la
fabrication de circuits spécialisés au moyen de ces procédés sont tels que leur développement
n’est justifiable que pour de très grands volumes de production. En revanche, les FPGA
modernes permettent également de bénéficier des avancées au rythme de la loi de Moore
en matière de densité d’intégration, mais avec des coûts non-récurrents nettement moins
importants. De par leur capacité à être reprogrammés au moyen d’un fichier binaire, les FPGA
s’apparentent d’une certaine façon à un processeur d’instruction pouvant supporter une vaste
panoplie d’applications (de programmes) différentes. Étant donné leur potentiel intéressant
en termes de temps d’exécution (puissance de calcul) et de consommation énergétique dans
différentes applications, Intel a déjà annoncé leur intégration dans les puces de processeurs
Xeon. Néanmoins, l’adoption des FPGA est confronté à un obstacle majeur, à savoir que leur
programmation requiert la spécification d’un circuit numérique au moyen d’un langage de
description de matériel (HDL).
Dans ce contexte, cette thèse s’est intéressée au sujet de la synthèse de niveau intermédiaire
partant du langage de description de circuits CASM. Le langage CASM, introduit dans les
années 2000, permet la description de machines séquentielles algorithmiques (ASM) gérant
des connexions bloquantes et non-bloquantes entre des sources et des puits avec des inter-
faces prédéfinies de type flot de données. Sur la base du langage CASM, nous avons proposé
une syntaxe supplémentaire permettant d’associer des règles à des énoncés de connexion.
Les règles viennent contraindre l’autorisation des transferts de données sur les connexions
actives, et peuvent sous-tendre des relations combinatoires cycliques en termes des signaux
de synchronisation implicites des interfaces à flot de données. Deux opérateurs de connexion
avancés ont également été proposés. L’opérateur de connexion différée a été proposé dans
l’objectif d’abstraire le niveau de complexité associé à l’interconnexion d’opérateurs et de
composants pipelinés. Avec cet opérateur, il est possible de décrire/spécifier au même mo-
ment un ensemble de connexion (associés à une opération complexe) issus de différents do-
maines temporels (étages) d’un pipeline. Les connexions différées sont traduites en requêtes
de connexion qui seront exécutées (allouant le transfert d’une donnée) dès que possible. La
logique de contrôle responsable de gérer et de traiter les requêtes de connexion différée est
implicite et générée automatiquement par le compilateur. L’opérateur de connexion sur ré-
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seau d’interconnexion pipeliné a été proposé afin de simplifier la description de connexions
sur un réseau d’interconnexion pipeliné, tout en permettant la génération automatique de ce
dernier selon différents objectifs (débit vs. surface). Avec cet opérateur, la spécification d’une
connexion entre une source et un puit via un réseau d’interconnexion pipeliné se fait aussi
simplement que dans le cas d’une connexion point-à-point standard. Les réseaux de types
complètement connectés et bus partagés sont supportés.
Bien que le niveau d’abstraction proposé par le langage CASM soit bien adapté à la descrip-
tion de circuits qui interconnectent des sources et des puits avec des interfaces à type flot de
données, l’interconnexion de sources et de puits dans différentes topologies peut induire des
boucles combinatoires en termes des signaux de synchronisation des interfaces. Il en va de
même pour les règles d’autorisation des transferts de données qui peuvent sous-tendre des
relations combinatoires cycliques. La présence de relations cycliques est problématique d’une
part parce qu’elle peut être associée à un comportement indéterminé, et d’autre part parce
qu’elle mène à des circuits qui ne sont pas synthétisables ou pour lesquels l’analyse des temps
de propagation est plus délicate. Notamment, ces relations combinatoires cycliques au niveau
de la logique de synchronisation ne sont typiquement pas équivalentes à un réseau acyclique
de fonctions logiques combinatoires. Afin de répondre à cette problématique, la thèse présenté
propose une approche automatisée, travaillant à un niveau fonctionnel (logique), capable de
transformer ces boucles combinatoires en circuits acycliques synthétisables. La résolution des
comportements multi-stables en comportements monostables est faite de sorte à maximiser
le nombre de transferts de données réalisés à chaque cycle d’horloge. La méthode de réso-
lution proposée a été intégré à notre compilateur CASM+ développé en langage Java et
permet d’abstraire tout le détail associé à la résolution des relations cycliques combinatoires
en circuits combinatoires acycliques au niveau des signaux de synchronisation.
Dans l’optique de valider l’approche de synthèse automatisée proposée, le compilateur CASM+
développé dans le cadre de cette thèse a été appliqué à la conception de circuits spécialisés
de différentes envergures, et de différents niveaux de complexité. Les circuits spécialisés pré-
sentés réalisent des algorithmes tels le tri rapide, le produit de matrices denses, l’élimination
Gaussienne, ainsi que l’inversion de matrices denses. Le design d’un accumulateur basé sur
un additionneur pipeliné est également présenté. Les comparaisons de ces circuits numériques
avec d’autres implémentations similaires décrites au niveau RTL et/ou au niveau C montrent
que l’approche proposée permet un compromis intéressant en termes de qualité d’implémen-
tation, et de temps de développement. D’une part, la description de circuits interconnectant
des sources et des puits avec des interfaces de type flot de données avec le langage CASM+
permet une description plus concise des comportements désirés. D’autre part, l’automatisa-
tion de nombreuses tâches liées à l’implémentation de la logique de contrôle vient également
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réduire les sources d’erreurs possibles.
6.2 Comparaison avec l’état de l’art
À l’état de l’art, différentes méthodologies de conception de circuits numériques offrant un
niveau d’abstraction supérieur au niveau RTL ont été proposées. Les outils de synthèse haut-
niveau permettent notamment de supporter la synthèse automatisée de circuits numériques
partant d’une spécification exécutable, généralement décrite au moyen des langages de pro-
grammation C/C++, SystemC, et plus récemment OpenCL. Sur la base d’une description
algorithmique composée d’un ou de plusieurs processus séquentiels, les outils de synthèse
haut-niveau ont la capacité de réordonnancer les opérations, en vue de paralléliser leur exé-
cution de manière à satisfaire un budget de ressources disponibles et différentes contraintes de
performance spécifiées par le concepteur (temps d’exécution, fréquence d’horloge, et consom-
mation de puissance). Alors que la conception de circuits numériques au niveau RTL est
généralement réservée aux spécialistes dans ce domaine, la synthèse haut-niveau permet au
plus néophyte en électronique de synthétiser un circuit numérique partant d’une descrip-
tion logicielle. Toutefois, malgré des décennies de recherches intensives dans ce domaine, les
résultats obtenus au moyen des outils de synthèse haut-niveau ne sont généralement pas
suffisamment intéressant pour permettre à cette dernière de remplacer la méthodologie de
conception au niveau RTL. De plus, bien que cette approche soit accessible au néophyte
en électronique, en pratique l’obtention des meilleurs résultats requiert une bonne compré-
hension des implications associées à la manière de décrire un algorithme sur l’architecture
matérielle qui sera synthétisée par l’outil. Bien qu’il soit possible de guider l’outil de syn-
thèse haut-niveau au moyen de directives qui s’ajoutent à l’algorithme de départ, même pour
un spécialiste en conception de circuits numériques il n’est pas toujours évident de com-
prendre pourquoi le compilateur n’est pas capable de produire l’architecture désirée (avec les
performances escomptées). Le concepteur se trouve alors dans une impasse, puisqu’il n’est
généralement pas envisageable d’aller modifier manuellement l’implémentation RTL produite
par le compilateur. D’une part le spécialiste a souvent l’impression qu’il ne dispose pas d’un
niveau de contrôle suffisant sur l’architecture qu’il cherche à produire, et d’autre part le néo-
phyte peut difficilement produire des implémentations de qualité à la hauteur de ce dont ces
outils sont capables.
En regard de la méthode de synthèse haut-niveau, qui propose un grand pas en avant en
matière d’élévation du niveau d’abstraction au niveau de la conception de circuits numé-
riques par rapport à la méthode de conception RTL, le niveau de conception avancé dans
cette thèse propose certes un pas moins grand, mais d’autant plus sur. La description de
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circuits numériques avec les langages CASM/CASM+ offre au concepteur un contrôle pré-
cis au niveau de l’architecture à produire et de la concurrence des opérations à exécuter
(précision au cycle d’horloge). Néanmoins un niveau de complexité important, associé à la
synchronisation des transferts sur des canaux (connexions) synchronisés par les données, est
abstrait de la description. Au moyen de sémantiques clairement définies, le compilateur est en
mesure de synthétiser automatiquement la logique de contrôle responsable d’assurer la syn-
chronisation adéquate des transferts de donnés sur les connexions spécifiées par le concepteur.
Bien que cette approche ne permette pas des temps de conceptions aussi rapides qu’une ap-
proche de synthèse haut-niveau C/C++, elle contribue tout de même de réduire de manière
non-négligeable les temps de conceptions et de vérification associés à l’utilisation d’une mé-
thodologie RTL. D’autre part, pour l’ensemble des applications considérées dans cette thèse,
des résultats comparables à ceux obtenus avec une approche RTL ont été observés au niveau
des performances obtenues (débit/latence), ainsi qu’en termes d’utilisation de ressources.
La description d’architectures dédiés au moyen d’interconnexions entre des sources et des
puits dotés d’interfaces de type flot de donnés (streaming interfaces) n’est pas une approche
unique aux langages CASM et CASM+ considérés dans cette thèse. Les interfaces de type
flot de donnés sont couramment utilisées pour interconnecter des blocs de propriétés intel-
lectuelles disponibles dans les librairies standard. Dans le monde des FPGAs, les interfaces
AXI4-Stream et Avalon Streaming sont d’ailleurs largement supportées. Ces interfaces sont
caractérisées par la présence de signaux de synchronisation de type prêt-à-envoyer et prêt-
à-recevoir. Toutefois, les flots de conception supportés par les outils de synthèse modernes
(Vivado de Xilinx, Quartus II d’Altera) se limitent typiquement à la spécification de canaux
statiques. C’est à dire que pour chaque paire source-puits est reliée de manière permanente au
moyens de fils. Bien que cela soit adéquat pour la description d’architecture à flot de donnés,
cela est également une limitation importante pour la descriptions d’architectures où le flot de
contrôle représente une partie importante de l’algorithme (la tâche/fonction) à réaliser. Cela
contraste avec l’approche présentée dans cette thèse, pour laquelle les canaux synchronisés
par les données sont activés et désactivés dynamiquement (à l’exécution) par des machines
à états concurrentes.
En présences de relations combinatoires liant les entrées et sorties de synchronisation des
différents blocs de propriétés intellectuelles interconnectés, l’interconnexion des sources et
puits dans certaines topologies peut induire des relations combinatoires cycliques. De telles
relations cycliques sont problématiques d’une part parce qu’elles sont associées à des com-
portements indéterminés, et d’autre part parce qu’elles mènent à des circuits qui ne sont
pas synthétisables ou qui n’ont pas le comportement désiré. La résolution manuelle de telles
boucles combinatoires est un réel problème, même pour les spécialistes en conception de cir-
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cuits numériques les plus chevronnés. Afin d’adresser le problème, nous avons proposé une
approche automatisée au niveau fonctionnel (logique) capable de transformer ces boucles
combinatoires en circuits acycliques synthétisables, produisant un circuit de contrôle cor-
rect par construction. Ceci est réalisé en ne permettant que les états stables de la boucle
correspondants à un plus grand nombre de transferts de données complétés à chaque cycle.
Cette approche permet de simplifier le processus de description de circuits numériques. De
même, elle permet d’abstraire un problème important associé à l’implémentation bas-niveau
de la logique de contrôle supportant la synchronisation des transferts de données. À l’état de
l’art, il n’existe pas d’autres approches de synthèse permettant d’automatiser la résolution de
ce problème fondamental. De plus, puisque l’utilisation exclusive de canaux statiques pour
interconnecter des sources et des puits à interfaces de type flot de donnés n’est qu’un cas
particulier du modèle considéré dans cette thèse (supportant l’instanciation dynamique de
tels canaux), la base théorique et la méthode de résolution automatisée des relations combi-
natoires cycliques proposée sont directement applicables aux outils de synthèse commerciaux
utilisés dans l’industrie.
Les travaux de recherche présentés dans cette thèse ont fait l’objet de différentes publications
scientifiques. Dans [70], une première version du compilateur a été appliquée à la conception
et à la synthèse automatisée de circuits dédiés à l’exécution de l’algorithme de tri de données
rapide Quicksort. Cette première application a permis d’évaluer la capacité du compilateur à
produire un circuit de contrôle efficace partant de descriptions de circuits intégrants différents
opérateurs et mémoires pipelinés. Dans [71] et [72], la méthode de description et de synthèse
au niveau des transferts synchronisés par les données a été appliquée à la conception d’ac-
cumulateurs pipelinés en format virgule flottante. Un accumulateur basé sur l’architecture
DB (delayed buffering) proposée à l’état de l’art a été conçu, permettant de comparer les
résultats obtenus avec l’approche de niveau intermédiaire proposée à ceux obtenus au moyen
d’une approche de description et de synthèse au niveau RTL. Dans [74] et [75], la méthode
de description et de synthèse au niveau des transferts synchronisés par les données a été
appliquée à la conception d’un design de plus grande envergure, soit un coprocesseur pour
réaliser le produit matriciel en format virgule flottante. Les résultats de synthèse et d’implé-
mentation FPGA obtenus ont également pu être comparés à ceux obtenus dans la littérature
au moyen d’une approche RTL traditonnelle. Il a été possible d’observer que l’approche
proposée permet d’obtenir des performances comparables tout en supportant la description
d’architectures parallèles à un niveau d’abstraction plus élevé. Dans [81], la description et
la synthèse au niveau des transferts synchronisés par les données est appliquée à la concep-
tion d’une architecture dédiée à l’élimination Gaussienne. Contrairement à l’algorithme de
produit matriciel, l’exécution de l’algorithme d’élimination Gaussienne est sujette à un flot
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de contrôle qui dépend des données, ce qui entraîne un circuit de contrôle plus complexe.
Dans un contexte de bande-passante mémoire limitée, nos expérimentations avec un outil
de synthèse haut-niveau C/C++ commercial n’ont pas permis de produire (dans des temps
équivalents) une implémentation offrant des performances comparables à celles obtenues avec
notre approche au niveau des transferts synchronisés par les données. Cette thèse présente
également l’application de la méthode de description et de synthèse proposée à la conception
d’une architecture dédiée à l’inversion de matrices proposée à l’état de l’art. L’algorithme
d’inversion de matrices Gauss-Jordan considéré est également sujet à un flot de contrôle qui
dépend des données. Une comparaison entre nos implémentations FPGA et celles retrouvées
à l’état de l’art montrent comment l’approche de niveau intermédiaire permet d’obtenir des
performances et qualités de designs comparables, tout en offrant les avantages inhérents à
une approche de plus haut niveau par rapport à l’utilisation d’une approche au niveau RTL.
6.3 Limitations de la solution proposée et améliorations futures
L’approche de synthèse de niveau intermédiaire proposée dans cette thèse élève le niveau
d’abstraction RTL offert par les langages de description de circuits VHDL et Verilog. Néan-
moins, bien que le langage CASM+ permette de simplifier la description de circuits inter-
connectant des sources et des puits avec des interfaces à flot de données, pour le moment
l’approche de synthèse de niveau intermédiaire proposée ne supporte pas l’exploration ar-
chitecturale automatisée (allocation et association des ressources) et le réordonnancement
des opérations que l’on retrouve dans les outils de synthèse haut-niveau C/C++. Tout en
conservant la possibilité de spécifier complètement l’architecture désirée, il serait intéressant
dans des travaux futurs de considérer d’abstraire les opérateurs pipelinés et les mémoires afin
de permettre au compilateur d’automatiser la recherche d’une architecture intéressante en
respect des objectifs ciblés (latence, débit, ressources, consommation de puissance). De même
il serait possible de spécifier des variables qui serait allouées sur différents types d’éléments
mémoires (registres, dossier de registres, mémoires RAM) également de manière automatisée
en fonction de leurs temps de vie.
D’autre part, bien que le modèle de programmation basé sur des processus séquentiels com-
municants permette une fine description du parallélisme au sein d’une architecture à flot de
données, il serait également intéressant dans des travaux futurs d’intégrer au langage CASM+
une syntaxe et des sémantiques permettant d’exprimer des algorithmes (ASMs) selon des mo-
dèles de programmation parallèle de type mémoire partagée et/ou mémoire distribuée. Cela
permettrait dans une certaine mesure d’inférer automatiquement le(les) fichier(s) de des-
cription responsables d’interconnecter les multiples mémoires et unités de traitement d’une
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architecture (pouvant être mise-à-l’échelle) à multi-coeurs spécialisés. D’autre part, une telle
approche permettrait également de simplifier davantage le problème associé à la description
d’algorithmes et d’architectures parallèles dédiées.
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