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DIVISION BY FLAT ULTRADIFFERENTIABLE FUNCTIONS
AND SECTORIAL EXTENSIONS
VINCENT THILLIEZ
Abstract. We consider classes AM (S) of functions holomorphic in an open
plane sector S and belonging to a strongly non-quasianalytic class on the
closure of S. In AM (S), we construct functions which are flat at the vertex of
S with a sharp rate of vanishing. This allows us to obtain a Borel-Ritt type
theorem for AM (S) extending previous results by Schmets and Valdivia. We
also derive a division property for ideals of flat ultradifferentiable functions, in
the spirit of a classical C∞ result of Tougeron.
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Introduction
Let S be an unbounded, open, plane sector with vertex at the origin. For a given
sequence M = (Mj)j≥0 of positive real numbers, we consider the ultraholomorphic
class of functions associated withM in S, that is the classAM (S) of functions which
are holomorphic in S and whose derivatives at any order j are uniformly bounded
by Cσjj!Mj, where C and σ are positive constants (depending on the function). Of
course, working with such classes requires some growth and regularity assumptions
onM . In the present paper, we always use a standard set of assumptions, described
in subsection 1.1, which ensures that a Whitney extension theorem holds for the
corresponding ultradifferentiable class CM (Rn), that is the class of C∞ functions
in Rn whose partial derivatives at any order j are bounded by Cσjj!Mj. We shall
indeed use Whitney extensions, as well as Whitney’s spectral theorem, in these
classes.
At the origin, any function in AM (S) admits an asymptotic formal power series∑
j∈N λj
zj
j! with the estimate |λj | ≤ Cσjj!Mj on the coefficients. The class is
said to be non-quasianalytic if it contains a non-zero function which is flat at the
vertex, in other words such that λj = 0 for any j. The study of quasianalyticity for
AM (S) has a long history, but we shall only refer, for our purpose, to the classical
characterization by Korenblum [12], relating M and the aperture of S, as recalled
in subsection 2.2.
The present paper contains three main results. The first one, theorem 2.3.1, is
the key to the two others. Under the aforementioned set of assumptions on M , it
provides a construction of flat functions belonging to AM (S) and admitting certain
sharp estimates from above and below. In a first step, devoted to the particular
case of a half-plane, the result is obtained by means of a suitable outer function, see
subsection 2.1. We thank Jacques Chaumat for having suggested this approach. In
a second step, the general problem is reduced to the case of a half-plane by checking
that the outer function of proposition 2.1.3 behaves well under ramification. Prior
to this, a certain amount of work has to be completed in order to analyze the
relationship between M and the aperture of sectors S for which the construction is
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possible. We manage this by means of a growth index γ(M) defined and studied
in subsection 1.3.
The second main result, theorem 3.2.1, deals with Borel-Ritt type theorems in
the ultraholomorphic setting. Being given a formal power series
∑
j∈N λj
zj
j! with
the bounds |λj | ≤ Cσjj!Mj , the problem consists in finding an element of AM (S)
asymptotic to that series. Of course, the size of the sectors S in which such an
extension is possible has to be related as precisely as possible to M . Well-known
[14][19] for the Gevrey regularity G1+α, that is for Mj = j!α with α > 0, the
solution was, up to now, far from being complete in a more general setting. A
noticeable step in this direction was made by Schmets and Valdivia in [15], but the
results of [15] are subject to certain limitations discussed in subsection 3.1. They
exclude, for instance, the case of classes which are, roughly speaking, smaller than
the Gevrey class G2. By quite different methods, we obtain in the present work a
ultraholomorphic Borel-Ritt theorem which, unlike the previous ones, is valid for
any sequenceM satisfying the aforementioned assumptions. The aperture of sectors
in which the extension property holds is also sharp. The proof uses an interpolation
scheme originating in classical complex analysis of several variables (see [4] in the
C∞ case and [5] in a special Gevrey case). The construction of theorem 2.3.1 plays
here a crucial role and, as in [15], the result comes with linear continuous operators.
The last main result, theorem 4.2.4, deals with the factorization of flat ultradif-
ferentiable function germs by flat factors. It is known that any C∞ function germ
u in Rn which is flat at the origin, or more generally on a germ of closed subset
X , can be factored as u = u1u2, where both u1 and u2 are C
∞ and flat on X . In
other words, a given flat germ can always be divided by a well chosen flat germ,
and the quotient is still flat. This is a particular case of a more general result
of Tougeron [18] recalled in subsection 4.1. Here, we address this question in the
ultradifferentiable setting and we obtain the corresponding result provided X is a
germ of real-analytic submanifold.
Notation. For any multi-index J = (j1, . . . , jn) in N
n, we always denote by the
corresponding lower case letter j the length j1 + · · · + jn of J . We put DJ =
∂j/∂xj11 · · · ∂xjnn .
1. Prerequisites and basic tools
1.1. Some conditions on sequences. A sequence M = (Mj)j≥0 of real numbers
is said to be strongly regular if it satisfies the following conditions, where A denotes
a positive constant:
(1) M0 = 1 and M is non-decreasing,
(2) M is logarithmically convex,
(3) Mj+k ≤ Aj+kMjMk for any (j, k) ∈ N2,
(4)
∑
j≥ℓ
Mj
(j + 1)Mj+1
≤ A Mℓ
Mℓ+1
for any ℓ ∈ N.
For any strongly regular sequence M , we define its sequence of quotients m =
(mj)j≥0 by
(5) mj =
Mj+1
Mj
for any j ∈ N.
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Condition (2) amounts to saying that m is non-decreasing. Together with (4), it
implies
(6) lim
j→∞
mj =∞.
With (1), it also implies
(7) MjMk ≤Mj+k for any (j, k) ∈ N2
as well as
(8) M
1/j
j ≤ mj for any j ∈ N∗.
Thus, condition (3) appears as some sort of converse to (7): we refer to it as
the moderate growth condition. It implies also a converse to (8): indeed, using
successively (2) and (3), one has (mj)
j ≤ mj . . .m2j−1 = M2j/Mj ≤ A2jMj for
any integer j ≥ 1, hence
(9) mj ≤ A2M1/jj for any j ∈ N∗.
Finally, (4) is known as the strong non-quasianalyticity condition; its function-
theoretical meaning will be recalled in subsection 1.2. With M is also associated
the function hM defined on R+ by
hM (t) = inf
j≥0
tjMj for t > 0 and hM (0) = 0.
The function hM is continuous, non-decreasing, with values in [0, 1]. More precisely,
by virtue of (1), (2) and (6), it is easy to see that hM (t) = t
jMj for j ∈ [ 1mj , 1mj−1 [
with j ≥ 1, and hM (t) = 1 for t ≥ 1m0 . In particular, hM fully determines M since
we then have
Mj = sup
t>0
t−jhM (t).
Let s be a real number, with s ≥ 1. Obviously, one has (hM (t))s ≤ hM (t). An easy
but important consequence of the moderate growth condition (3) is the existence
of a constant ρ(s) ≥ 1, depending only on s and M , such that
(10) hM (t) ≤
(
hM (ρ(s)t)
)s
for any t ∈ R+.
Example. A most classical example of strongly regular sequence is given by the
Gevrey sequences Mj = j!
α with α > 0. In this case, one has exp(−2αt−1/α) ≤
hM (t) ≤ exp(−α2 t−1/α).
1.2. Some Carleman classes of functions. Let M be a strongly regular se-
quence and let Ω be an open subset of Rn. For any real σ > 0, any complex-valued
function f belonging to C∞(Ω) and any point x of Ω, put
pσ(f, x) = sup
J∈Nn
|DJf(x)|
σjj!Mj
.
Lemma 1.2.1. Let f1 and f2 be C
∞ functions on Ω, let σ1 and σ2 be positive real
numbers. Then for any point x in Ω, we have pσ1+σ2(f1f2, x) ≤ pσ1(f1, x)pσ2(f2, x).
Proof. For any multi-index L, we have |DL(f1f2)(x)| ≤ pσ1(f1, x)pσ2 (f2, x)SL with
SL =
∑
J+K=L
L!
J !K!
σj1σ
k
2 j!Mjk!Mk
by the Leibniz formula. Using the elementary estimate j!k! ≤ (j+k)! and property
(7), we get immediately SL ≤ (σ1 + σ2)ℓℓ!Mℓ. The lemma follows. 
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Now consider the space CM,σ(Ω) of those functions f for which pσ(f, x) is uni-
formly bounded with respect to x in Ω, in other words, for which there exists a
constant Cf such that
(11) |DJf(x)| ≤ Cfσjj!Mj for any J ∈ Nn and any x ∈ Ω.
This is a Banach space for the norm ‖f‖Ω,σ defined as the smallest constant Cf such
that (11) holds. We define the Carleman class CM (Ω) as the increasing union of all
Banach spaces CM,σ(Ω) for σ > 0, endowed with its natural (LB)-space topology.
Remark 1.2.2. In view of (11), the sequence M conveys the defect of analyticity
of the elements of CM (Ω). Depending on authors, Mj often rather denotes what
appears in (11) as j!Mj . For practical reasons we prefer to separate the analytic
part. Anyways, writing Mj = j!Mj , it can be checked that the strong regularity
of M is equivalent to the classical set of conditions (M1)-(M2)-(M3) for M, as it
appears in [1] or [11], for instance.
Example. Taking Mj = j!
α with α > 0, we obtain Gevrey classes G1+α(Ω).
Now denote by Λ(Nn) the space of families λ = (λJ )J∈Nn of complex numbers
and consider the Borel map B : C∞(Rn) −→ Λ(Nn), given by (Bf)J = DJf(0) for
any f of C∞(Rn) and any multi-index J . Define ΛM,σ(Nn) as the space of those
elements λ of Λ(Nn) for which there exists a constant Cλ such that
(12) |λJ | ≤ Cλσjj!Mj for any multi-index J ∈ Nn.
The Borel map restricts obviously as follows:
(13) B : CM,σ(Rn) −→ ΛM,σ(Nn).
In the same way as for functions, we define the norm |λ|σ as the smallest possible Cλ
in (12). Then ΛM,σ(N
n) becomes a Banach space and the map (13) is continuous,
with norm 1. We also consider the (LB)-space ΛM (N
n) obtained as the inductive
limit of these spaces. Thus, we have naturally
(14) B : CM (Rn) −→ ΛM (Nn).
This map is surjective, as shown in particular by the following proposition, which
summarizes results of several authors [1][3][6][13], not in full generality, but rather
in a form adapted to our needs.
Proposition 1.2.3. Let M be a strongly regular sequence.
(i) One can find a constant b ≥ 1, depending only on M and n, such that, for any
real σ > 0, there exists a linear continuous operator
Eσ : ΛM,σ(N
n) −→ CM,bσ(Rn)
satisfying BEσλ = λ for any element λ of ΛM,σ(N
n). The extensions Eσλ can be
assumed to have compact support, contained in a prescribed neighborhood of 0.
(ii) For any bounded open subset Ω of Rn with Lipschitz boundary, one can find a
constant c ≥ 1, depending on M and Ω, such that, for any real σ > 0, there exists
a linear continuous operator
Fσ : CM,σ(Ω) −→ CM,cσ(Rn)
satisfying Fσf |Ω = f for any element f of CM,σ(Ω).
Proof. The proposition can be derived from sufficiently precise CM versions of the
Whitney extension theorem, see for instance [6], theorem 11 and remark 12. Part
(i) corresponds to K = {0} and part (ii) corresponds to K = Ω, since the Lipschitz
smoothness of ∂Ω allows us to identify functions in CM (Ω) and Whitney jets of
class CM on Ω. 
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Since the strong regularity of M implies in particular the well-known Denjoy-
Carleman condition of non-quasianalyticity
(15)
∑
j≥0
Mj
(j + 1)Mj+1
<∞,
we know that CM,σ(Rn) contains non-zero functions f which are flat at the origin,
which means that Bf = 0. Such a function f satisfies, for any multi-index K ∈ Nn
and any x ∈ Rn,
(16) |DKf(x)| ≤ ‖f‖Rn,σ(2Aσ)kk!MkhM (2Aσ|x|).
Indeed, DKf can be majorized by applying the Taylor formula at any order j,
together with (3) and the elementary estimate (j + k)! ≤ 2j+kj!k!. It suffices then
to take the infimum with respect to j to get (16). We see in particular that any flat
function f in CM,σ(Rn) satisfies |f(x)| ≤ ‖f‖Rn,σhM (2Aσ|x|). Using the optimal
cut-off functions of Bruna [3], it is not very difficult to construct such an f for which
this estimate is sharp, in the sense that |f(x)| ≥ A′hM (A′|x|) for some A′ > 0. We
shall not describe this construction, nor the corresponding upper bounds on the
successive derivatives of 1/f , since they are too crude for the practical purposes
of sections 3 and 4. From section 2, we shall, in appropriate circumstances, get
additional holomorphy properties, hence a much better handling of 1/f .
1.3. On growth properties of strongly regular sequences. We study here
a property of strongly regular sequences which can be viewed as a relationship
between the growth and regularity of such a sequence, and that of suitable Gevrey
sequences.
Definition 1.3.1. Let M be a strongly regular sequence, m its sequence of quo-
tients, and let γ be a positive real number. We say that M satisfies property (Pγ)
if there exist a sequence m′ = (m′j)j≥0 and a constant a ≥ 1 such that (j+1)−γm′j
increases and a−1mj ≤ m′j ≤ amj for any j ∈ N.
Notice that property (Pγ) implies easily the estimate
(17) aj1j!
γ ≤Mj for any j ∈ N
with a1 = m
′
0/a, since Mj = m0 · · ·mj−1. The introduction of (Pγ) is justified by
lemma 1.3.2 below. The most important part of the lemma is a rewriting of a result
of Petzsche ([13], corollary 1.3), for which we remind the reader about notational
differences: what is denoted byMj (resp. mj , m
′
j) in the present paper corresponds
to M∗j (resp. m
∗
j+1, n
∗
j+1) in [13].
Lemma 1.3.2. Let M be a strongly regular sequence.
(i) There always exists a real γ > 0 such that property (Pγ) holds,
(ii) There exist constants δ > 0 and a2 > 0 such that
(18) Mj ≤ aj2j!δ for any j ∈ N.
Proof. Part (i) is the aforementioned result of [13]. Part (ii) is obtained easily from
(9): choose δ > 0 such that A2e−δ ≤ 1. Then a trivial induction using (9) and the
elementary estimate ( jj+1 )
j+1 ≤ e−1 yields Mj ≤ M j1 jδj . Finally we get (18) by
Stirling’s formula. 
Remark 1.3.3. In terms of Gevrey classes, (17) and (18) amount to the inclusions
G1+γ(Ω) ⊂ CM (Ω) ⊂ G1+δ(Ω).
As a first application of lemma 1.3.2, we gain some information on the powers
of M .
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Lemma 1.3.4. Let M be a strongly regular sequence. Then, for any real s > 0,
the sequence M s = (M sj )j≥0 is also strongly regular and it satisfies
(19) hMs(t
s) =
(
hM (t)
)s
for any t ∈ R+.
Proof. The only fact which is not obvious is that M s satisfies the strong non-
quasianalyticity condition (4). Using part (i) of lemma 1.3.2, we have
∑
j≥ℓ
M sj
(j + 1)M sj+1
≤ as
∑
j≥ℓ
1
(j + 1)(m′j)s
= as
∑
j≥ℓ
((j + 1)γ
m′j
)s 1
(j + 1)1+sγ
≤ as
( (ℓ+ 1)γ
m′ℓ
)s∑
j≥ℓ
1
(j + 1)1+sγ
≤ a2s M
s
ℓ
M sℓ+1
(ℓ + 1)sγRℓ
with Rℓ =
∑
j≥ℓ(j+1)
−(1+sγ). The result then follows from the elementary estimate
Rℓ ≤ (1 + (sγ)−1)(ℓ + 1)−sγ . Notice that the case s ≥ 1 could have been treated
without lemma 1.3.2: writing M sj /M
s
j+1 = (mj)
1−sMj/Mj+1, it is enough to use
(4) and the fact that (mj)
1−s is non-increasing in this case. 
We introduce now a growth index which will play a crucial role throughout the
paper.
Definition 1.3.5. Let M be a strongly regular sequence. We define its growth
index γ(M) by
γ(M) = sup
{
γ ∈ R ; (Pγ) holds
}
.
By lemma 1.3.2, this definition makes sense and we always have 0 < γ(M) <∞.
It is also easy to see that
(20) γ(M s) = sγ(M) for any real s > 0.
Example. In the case of a Gevrey sequenceMj = j!
α with α > 0, one has obviously
γ(M) = α. The result is the same for Mj = j!
α(Log j)βj with β ∈ R (either
positive or negative). The case α = 1, β = −1 corresponds to the so-called “1+
level” occuring in formal solutions of certain linear difference equations, see [9]
(thus, γ(M) = 1 in this case).
As shown by the preceding example, property (Pγ) is easy to test in concrete
situations. However, the following lemma sheds more light on the significance of
γ(M). It will be used several times in the next sections.
Lemma 1.3.6. Let M be a strongly regular sequence. Then for any real number γ
with 0 < γ < γ(M), there exist a constant a ≥ 1 and a strongly regular sequence
M ′ such that (j!−γM ′j)j≥0 is strongly regular and a
−jMj ≤ M ′j ≤ ajMj for any
j ∈ N.
Proof. Choose a real δ with γ < δ < γ(M). By definition of γ(M), property (Pδ)
holds, hence one can find a constant a ≥ 1 and a sequence m′ = (m′j)j≥0 such
that (j + 1)−δm′j increases and a
−1mj ≤ m′j ≤ amj for any j ∈ N. Clearly we
can also assume m′0 ≥ 1. Put M ′0 = 1 and M ′j = m′0 · · ·m′j−1 for j ≥ 1. By
straightforward verifications, M ′ is strongly regular and it satisfies the estimate
a−jMj ≤M ′j ≤ ajMj for any j ∈ N. Next we show that the sequence M ′′ given by
M ′′j = j!
−γM ′j is strongly regular. It is easy to see that it satisfies conditions (1) and
(2). The moderate growth property (3) for M ′′ is a consequence of the moderate
growth property of M ′ and of the elementary estimate j!k! ≤ (j + k)! ≤ 2j+kj!k!.
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Finally, for any integer ℓ ≥ 0, we have
∑
j≥ℓ
M ′′j
(j + 1)M ′′j+1
=
∑
j≥ℓ
1
(j + 1)1−γm′j
=
∑
j≥ℓ
(j + 1)δ
m′j
1
(j + 1)1+δ−γ
≤ (ℓ + 1)
δ
m′ℓ
∑
j≥ℓ
1
(j + 1)1+δ−γ
=
M ′′ℓ
M ′′ℓ+1
(ℓ+ 1)δ−γRℓ
with Rℓ =
∑
j≥ℓ(j +1)
−(1+δ−γ). The strong non-quasianalyticity condition (4) for
M ′′ follows, since we have Rℓ ≤ (1 + (δ − γ)−1)(ℓ + 1)γ−δ. 
2. Sectorial flatness
In this section, we construct holomorphic functions in plane sectors with precise
flatness properties at the vertex. For any real γ > 0, put
Sγ =
{
z ∈ Σ ; |Arg z| < γπ
2
}
,
where Σ denotes the Riemann surface of the logarithm and Arg the principal deter-
mination of the argument. We consider first the special case of the right half-plane
S1 = {z ∈ C ; ℜz > 0}.
2.1. A construction of outer functions. We begin by stating two auxiliary
technical lemmas. The second one is a familiar logarithmic integral condition: this
will be, in fact, the starting point of our construction.
Lemma 2.1.1. Let N be a strongly regular sequence with γ(N) > 1. Then there
exist real constants b1 and b2, with b1 > 0, such that, for any real u > 0,∫ 1
0
LoghN (su)ds ≥ Log hN (b1u) + b2.
Proof. Let N ′ be the sequence associated with N and with γ = 1 by lemma 1.3.6,
so that (j!−1N ′j)j≥0 is strongly regular and
(21) a−jNj ≤ N ′j ≤ ajNj for any j ∈ N.
Define now
ω(t) = sup
j≥0
Log
( tj
N ′j
)
for t > 0, ω(0) = 0.
Since (j!−1N ′j)j≥0 satisfies the strong non-quasianalyticity condition (4), a result of
Komatsu ([11], proposition 4.4, equation 4.14) shows that one can find a constant
b3 > 0 such that
(22)
∫ +∞
1
ω(ty)
t2
dt ≤ b3ω(y) + b3 for any y > 0
(in fact, the strong regularity of (j!−1N ′j)j≥0 implies that ω is a strong weight
function in the sense of [1]). Besides (22), it is clear by (21) that one has
−Log
(
hN
(a
t
))
≤ ω(t) ≤ −Log
(
hN
( 1
at
))
.
Putting t = 1/s and y = 1/u in (22) then yields easily the result. 
Lemma 2.1.2. Let N be a strongly regular sequence with γ(N) > 1. Then we have∫ +∞
−∞
Log hN (|t|)
1 + t2
dt > −∞.
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Proof. Pick a real γ with 1 < γ < γ(N). By definition of γ(N), and by property (17)
for the sequence N , we have aj1j!
γ ≤ Nj for any j ∈ N. Multiplying this inequality
by |t|j and taking the infimum with respect to j, we derive exp(−b4|t|−1/γ) ≤
hN (|t|) for some suitable b4 > 0. The lemma follows, since 1/γ < 1. 
We are now ready to work out the key construction.
Lemma 2.1.3. Let N be a strongly regular sequence with γ(N) > 1. Then there
exist a function F holomorphic in the right half-plane S1 and constants b5 > 0,
b6 > 0 and b7 > 0, depending only on N , such that
(23) b5hN(b6ℜw) ≤ |F (w)| ≤ hN (b7|w|) for any w ∈ S1.
Proof. We use the classical construction of outer functions in Hp spaces, see e.g.
[8], theorem 11.6, or [10], chapter 8. For w ∈ S1, we put
F (w) = exp
(
1
π
∫ +∞
−∞
Log hN (|t|) itw − 1
it− w
dt
1 + t2
)
.
Thanks to lemma 2.1.2 and to the boundedness of hN , it is known that F is a
bounded holomorphic function in S1. For w ∈ S1, put now w = u + iv (thus,
u > 0). Then we have
(24) |F (w)| = exp
(
1
π
∫ +∞
−∞
Log hN(|t|) u
(t − v)2 + u2 dt
)
.
Remark that
∫
|t−v|≤u
u
(t−v)2+u2 dt =
π
2 . Since |t − v| ≤ u implies |t| ≤ 2|w|, we
derive
(25)
∫
|t−v|≤u
Log hN (|t|) u
(t− v)2 + u2 dt ≤
π
2
Log hN (2|w|).
Since hN (|t|) ≤ 1 for any t, we also have
(26)
∫
|t−v|>u
Log hN (|t|) u
(t− v)2 + u2 dt ≤ 0
By (24), (25) and (26), we obtain |F (w)| ≤
√
hN (2|w|). Using property (10) with
M = N , we get the upper bound in (23), with b7 = 2ρ(2). The proof of the lower
bound goes as follows. Putting t = us in (24) gives
(27) |F (w)| = exp
(
1
π
∫ +∞
−∞
Log hN(u|s|) u
2
(us− v)2 + u2 ds
)
.
For |s| ≥ 1, one has Log hN (u|s|) ≥ Log hN(u), hence∫
|s|≥1
Log hN (u|s|) u
2
(us− v)2 + u2 ds ≥ Log hN(u)
∫
|s|≥1
u2
(us− v)2 + u2ds.
Since Log hN(u) ≤ 0 and
∫
|s|≥1
u2
(us−v)2+u2 ds ≤ π, this implies
(28)
∫
|s|≥1
Log hN (u|s|) u
2
(us− v)2 + u2ds ≥ π Log hN (u).
One has also u
2
(us−v)2+u2 ≤ 1 and Log hN(u|s|) ≤ 0 for any u, v and s. Invoking
lemma 2.1.1, we get therefore∫
|s|≤1
Log hN (u|s|) u
2
(us− v)2 + u2ds ≥
∫
|s|≤1
Log hN (u|s|)ds
≥ 2(Log hN (b1u) + b2).
(29)
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From (27), (28) and (29), we derive easily |F (w)| ≥ b5(hN (b8u))2 with b5 =
exp(2b2/π) and b8 = min(1, b1). By virtue of property (10) for N , this yields
the desired lower bound, with b6 = b8/ρ(2). 
2.2. Background on ultraholomorphic functions. For any open subset Ω of
Cn, we use the standard identification between Cn and R2n to consider the spaces
CM,σ(Ω) and CM (Ω) as introduced in subsection 1.2. We put AM,σ(Ω) = H(Ω) ∩
CM,σ(Ω), where H(Ω) denotes the space of holomorphic functions in Ω. Clearly,
AM,σ(Ω) is a closed subspace of CM (Ω). In the same way, we put AM (Ω) =
H(Ω) ∩ CM (Ω).
Now consider the sectors Sγ introduced at the beginning of the current section.
For γ < 2, one can use the preceding definition with Ω = Sγ since in this case Sγ is
an open subset of C. It is then easy to see that any element f of AM (Sγ) extends
continuously, together with all its derivatives, to the closure of Sγ . In particular,
f has a Taylor series at 0. For γ ≥ 2, in other words for sectors on the Riemann
surface Σ, one can similarly define AM (Sγ) as the space of holomorphic functions
f in Sγ whose derivatives at any order j are uniformly bounded by Cfσ
jj!Mj for
suitable constants Cf and σ. The Taylor series still makes sense, since all the
restrictions of f to subsectors of aperture smaller than 2π have the same expansion
at 0. In all cases, one has thus a Borel map (abusively still denoted by B)
B : AM (Sγ) −→ ΛM (N).
f 7−→ (f (j)(0))j∈N
As for CM (Rn), an element f of AM (Sγ) is said to be flat if Bf = 0, and the
class AM (Sγ) is said to be non-quasianalytic if it contains a non-zero function f
which is flat at 0. A classical work of Korenblum provides a necessary and sufficient
condition for this property ([12], theorem 3 and remark 1). In our setting, thanks to
(8), (9) and Stirling’s formula, Korenblum’s result can be stated as follows: AM (Sγ)
is non-quasianalytic if and only if
(30)
∑
j≥1
(
Mj
(j + 1)Mj+1
) 1
γ+1
<∞.
Just as the Denjoy-Carleman condition appears as a limit case of (30) (putting
γ = 0), it turns out that the strong non-quasianalyticity condition (4) appears as
the limit case of another condition (31), stronger than (30), and related to the
growth index γ(M) by means of the following lemma.
Lemma 2.2.1. Let M be a strongly regular sequence and let γ be a real number
with 0 < γ < γ(M). Then there exists a constant b9 > 0 such that
(31)
∑
j≥ℓ
(
Mj
(j + 1)Mj+1
) 1
γ+1
≤ b9(ℓ + 1)
(
Mℓ
(ℓ + 1)Mℓ+1
) 1
γ+1
for any ℓ ∈ N.
Proof. Consider the sequence M ′ associated with M and γ by lemma 1.3.6. Since
we have a−1m′j ≤ mj ≤ am′j for some constant a ≥ 1, it suffices to prove (31)
with M replaced by M ′. Put M ′′j = j!
−γM ′j and M
′′′
j = (M
′′
j )
1
γ+1 . Since M ′′ is
strongly regular, lemma 1.3.4 shows that M ′′′ is also strongly regular. Writing the
strong non-quasianalyticity property (4) for the sequence M ′′′, we obtain precisely
the desired estimate. 
Remark 2.2.2. If we replace γ by a natural integer r in (31), we recover the so-called
property (γr+1) of Schmets and Valdivia [15].
10 VINCENT THILLIEZ
2.3. A result on sectorially flat functions. Lemma 2.2.1 shows in particular
that AM (Sγ) is non-quasianalytic provided γ < γ(M) (this is no longer true for
γ ≥ γ(M), as the Gevrey case shows). The construction of lemma 2.1.3 allows us
to state a much more precise result, since we can now obtain flat functions with
sharp estimates, as announced above.
Theorem 2.3.1. Let M be a strongly regular sequence and let γ be a real number,
with 0 < γ < γ(M). There exists a function G belonging to AM (Sγ) such that, for
any z ∈ Sγ, we have the estimate
(32) κ1hM (κ2|z|) ≤ |G(z)| ≤ hM (κ3|z|)
where κ1, κ2 and κ3 are positive constants depending only on M and γ.
Proof. Pick two real numbers δ and s with γ < δ < γ(M) and sδ < 1 < sγ(M).
Consider the sequence N = M s. We know from lemma 1.3.4 that N is strongly
regular, and by (20) we have γ(N) = sγ(M) > 1. It is thus possible to apply lemma
2.1.3. Consider the function F provided by the lemma and put
G(z) = F (zs) for z ∈ Sδ.
This makes sense since z 7−→ w = zs maps holomorphically Sδ into the subsector
Ssδ of S1. We shall show that the restriction of G to the subsector Sγ of Sδ
has all the desired properties. We claim first that the estimates (32) hold for z
in Sδ (hence in Sγ). The lower estimate is obtained from (23) by the following
arguments: for w ∈ Ssδ, one has ℜw ≥ b10|w|, with b10 = cos(sδ π2 ) > 0. For
z ∈ Sδ, one has thus hN(b6ℜzs) ≥ hN ((b11|z|)s) with b11 = (b6b10)1/s. One has
also hN ((b11|z|)s) = (hM (b11|z|))s, as observed in (19). For s ≤ 1, we derive
immediately hN (b6ℜzs) ≥ hM (b11|z|). For s ≥ 1, we use (10) to obtain the same
estimate, where the value of b11 is divided by ρ(s). In any case, we get the desired
lower bound in (32), with κ1 = b5 and κ2 = b11. The proof of the upper estimate
goes along the same lines and we skip the details. Finally, we have to show that G
belongs to AM (Sγ). Choose a real ε with 0 < ε < min(1, δ − γ)π2 . Then for any
z ∈ Sγ , the closed disc of center z and radius (sin ε)|z| lies in Sδ. Since (32) has
been shown to hold on Sδ, the Cauchy formula yields easily
(33) |G(j)(z)| ≤ j!
((sin ε)|z|)j hM
(
κ3(1 + sin ε)|z|
)
for any j ∈ N.
Since hM (t) ≤ tjMj for any j, we derive |G(j)(z)| ≤ bj12j!Mj for any j, with
b12 = κ3
(
1 + (sin ε)−1
)
. This completes the proof. 
The following supplement to theorem 2.3.1 will be useful in section 3.
Lemma 2.3.2. The function G of theorem 2.3.1 satisfies, for any z ∈ Sγ and any
j ∈ N,
(34) |G(j)(z)| ≤ bj13j!Mj hM (b14|z|)
(35)
∣∣∣( 1
G
)(j)
(z)
∣∣∣ ≤ b15bj16j!Mj(hM (b17|z|))−1
with positive constants b13 to b17 depending only on M and γ.
Proof. Going back to (33), and using (10) with s = 2, we obtain easily (34) with
b14 = ρ(2)κ3(1 + sin ε) and b13 = b14(sin ε)
−1. The proof of (35) follows the same
pattern: using the lower bound of G in Sδ and the Cauchy formula on the same
disc as before, we get∣∣∣( 1
G
)(j)
(z)
∣∣∣ ≤ κ−11 j!((sin ε)|z|)j
(
hM (b18|z|)
)−1
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with b18 = κ2(1− sin ε). Using once more (10), we remark that
(
hM (b18|z|)
)−1
=
hM (b18|z|)(
hM (b18|z|)
)2 ≤ hM (b18|z|)hM (b17|z|) ≤
(b18|z|)jMj
hM (b17|z|)
with b17 = b18/ρ(2). Hence we obtain the result with b15 = 1/κ1 and b16 =
b18(sin ε)
−1. 
Remark 2.3.3. Theorem 2.3.1 is much easier for Gevrey classes. Indeed, for Mℓ =
ℓ!α with α > 0, it is possible to check directly that G(z) = exp(−z−1/α) has all
the required properties. The key fact is that, in this Gevrey setting, hM (t) is
comparable (up to scaling constants) to exp(−t−1/α), which appears directly as the
restriction of G to R+. There is no such explicit estimate for general sequences M ,
and the preceding work amounts to constructing a function which plays a similar
role for the corresponding hM .
3. Sectorial extensions
3.1. Background on Borel-Ritt type theorems. The well-known Borel-Ritt
theorem states that for any element λ of Λ(N) and any sector Sγ with 0 < γ < 2, one
can find a holomorphic function on Sγ having
∑
j∈N λj
zj
j! as asymptotic expansion
at 0. It implies the Borel theorem in its most classical form, that is the surjectivity of
the map B : C∞(R) −→ Λ(N). Since the Borel theorem admits ultradifferentiable
versions, it is natural to ask whether the Borel-Ritt theorem has ultraholomorphic
analogues. In our context, the problem can be stated as follows:
Problem. Find conditions, relating the strongly regular sequence M and the real
number γ, which ensure the surjectivity of B : AM (Sγ) −→ ΛM (N).
In the typical Gevrey case, the answer to this question is well-known as a basic
tool in the asymptotic theory of differential equations: see e.g. [14] or [19] and the
references therein. Precisely, when Mj = j!
α, the map B : AM (Sγ) −→ ΛM (N) is
surjective if and only if γ < α, that is γ < γ(M). The classical proof is based on
explicit constructions which are specific to Gevrey classes, as those mentioned in
remark 2.3.3. For more general sequences M , despite the quite particular results of
[2], very few things were known until the recent article [15] of Schmets and Valdivia.
Theorem 5.8 of [15] is more particularly related to our problem; we recall it briefly
for the reader’s convenience. Being given an integer r ≥ 0, denote by Dr+1 the
space of C∞ functions f on the real line, supported in [−1, 1], for which one can
find constants c1 and c2 such that, for any j ∈ N, one has supx∈R |f ((r+1)j)(x)| ≤
c1c
j
2j!Mj and f
((r+1)j+k)(0) = 0 for k = 1, . . . , r. Then a sufficient condition for
the Borel map B : AM (Sγ) −→ ΛM (N) to be surjective for any real number γ with
0 < γ < r, is that the map R : Dr+1 −→ ΛM (N) defined by Rf = (f ((r+1)j)(0))j∈N
be itself surjective. Moreover, the extensions are given by linear continous operators
between Banach spaces ΛM,σ(N) and AM,dσ(Sγ) for some suitable constant d ≥
1, depending only on M and γ. As pointed out in [15], the preceding sufficient
condition implies in particular (31) with γ = r. It is thus generally false for r ≥
γ(M). Conversely, using lemmas 1.3.6, 2.2.1 and proposition 1.2.3, it can be shown
that the condition holds provided r < γ(M), hence it allows extensions in AM (Sγ)
in the following situations:
- when γ(M) is an integer and γ < γ(M)− 1,
- when γ(M) is not a integer and γ < [γ(M)] (the brackets denote the integer part).
This result is not optimal. In particular, the case of all sequencesM with γ(M) ≤ 1
is not covered. In fact, for such sequences, it is not possible to deduce from [15]
whether the map B : AM (Sγ) −→ ΛM (N) is surjective for some γ > 0 or not.
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However, there are some indications. For Gevrey sequences, we have recalled the
characterization of surjectivity γ < γ(M), and one can even find linear continuous
extension operators as mentioned above: this is theorem 5.10 of [15], which is
based on a refinement of the classical methods of Laplace transforms. Thus, the
Gevrey case suggests that for any strongly regular sequence M , one should have
corresponding extension operators as soon as γ < γ(M) (and, of course, generally
not for any larger γ). This expectation will be satisfied in what follows.
3.2. The main theorem. Our approach is based on the following fact: for Gevrey
sequences, a statement quite similar to theorem 5.10 of [15] had been obtained
previously in [16], with a completely different scheme of proof and with an extra
assumption, namely γ < 2. Here, the flat functions of theorem 2.3.1 will allow us
to extend the method of [16] to general strongly regular sequences M . We shall
also overcome the additional limitation on γ.
Theorem 3.2.1. Let M be a strongly regular sequence and let γ be a real number
with 0 < γ < γ(M). One can then find a constant d ≥ 1, depending only on M and
γ, such that, for any real σ > 0, there exists a linear continuous operator
Tγ,σ : ΛM,σ(N) −→ AM,dσ(Sγ)
satisfying BTγ,σλ = λ for any element λ of ΛM,σ(N).
Proof. We distinguish two cases in the proof.
first case: γ < 2
In this case, Sγ is a subsector of the complex plane C instead of the Riemann surface
Σ. Putting z = x+ iy for z ∈ C, we identify C and R2 in the standard way and we
denote by ∂¯ the Cauchy-Riemann operator 12
(
∂
∂x+i
∂
∂y
)
. Let D and D′ be two open
discs centered at 0, with D ⊂ D′. For a given σ > 0, let χ be a function belonging
to CM,σ(C), supported in D′ and identically equal to 1 in D (for instance, a cut-off
function of Bruna type [1][3][6]). The proof can now be cut into several steps.
(i) Construction of ultradifferentiable extensions in C with formal holomorphy at 0.
With any given element λ of ΛM,σ(N), we associate λ
C = (λCjk)(j,k)∈N2 obtained by
the natural complexification
(36)
∑
(j,k)∈N2
λCjk
xjyk
j!k!
=
∑
ℓ∈N
λℓ
(x+ iy)ℓ
ℓ!
,
which amounts to putting λCjk = i
kλj+k. Remark that the map λ 7−→ λC acts
as a linear continuous operator ΛM,σ(N) −→ ΛM,σ(N2), with norm 1. Then we
put gλ = Eσλ
C, where Eσ is the extension map ΛM,σ(N
2) −→ CM,bσ(C) given by
proposition 1.2.3, and chosen in such a way that the extensions are supported in
D. By (36), it is clear that ∂¯gλ is flat at 0. Therefore, proceeding as for (16), we
get, for any K ∈ N2 and any z ∈ C,
(37)
∣∣DK(∂¯gλ)(z)∣∣ ≤ c3ν1(σ)|λ|σ(c4σ)kk!MkhM (c4σ|z|),
where ν1(σ) denotes the operator norm of Eσ, c3 = 4A
2M1 and c4 = 4A
2b.
(ii) Division of a flat ultradifferentiable function by a flat ultraholomorphic function.
For any real τ > 0 and any z ∈ Sγ , put now ψτ (z) = G(τz), where G is the function
of theorem 2.3.1 and lemma 2.3.2. Using (35), (37) and lemma 1.2.1, we get, for
any bi-index L ∈ N2 and any point z of Sγ , the estimate∣∣∣∣DL
( 1
ψτ
∂¯gλ
)
(z)
∣∣∣∣ ≤ b15c3ν1(σ)|λ|σ
(
hM (c4σ|z|)
hM (b17τ |z|)
)
(b16τ + c4σ)
ℓℓ!Mℓ.
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Now we put
(38) τ = ρ(2)c4b
−1
17 σ and ψ = ψτ .
Thanks to (10), the preceding estimate then yields
(39)
∣∣∣∣DL
( 1
ψ
∂¯gλ
)
(z)
∣∣∣∣ ≤ ν2(σ)|λ|σ(c5σ)ℓ ℓ!Mℓ hM (c5σ|z|)
for some suitable positive constants ν2(σ) and c5.
(iii) Solution of a ∂¯-problem. From (39), we see in particular that 1ψ ∂¯gλ belongs
to CM,c5σ(Sγ) and that its norm in this space is majorized by ν2(σ)|λ|σ . We apply
part (ii) of proposition 1.2.3, with Ω = Sγ ∩ D′. Put vλ = Fc5σ
(
1
ψ ∂¯gλ
)
. Then vλ
belongs to CM,cc5σ(C) and we have ‖vλ‖cc5σ ≤ ν3(σ)|λ|σ where ν3(σ) is the product
of ν2(σ) and of the operator norm of Fc5σ. Since vλ coincides with
1
ψ ∂¯gλ on Sγ ∩D′
and 1ψ ∂¯gλ vanishes on Sγ\D, we have actually
(40) χvλ =
1
ψ
∂¯gλ in all of Sγ .
Moreover, lemma 1.2.1 shows that χvλ belongs to CM,c6σ(C) with c6 = cc5+1, and
that ‖χvλ‖C,c6σ ≤ ν4(σ)|λ|σ for some suitable ν4(σ). Consider now the convolution
uλ = K ∗ (χvλ), where K denotes the Cauchy kernel K(ζ) = (πζ)−1. Since χvλ is
compactly supported in D, the function uλ solves ∂¯uλ = χvλ in C. Moreover, for
any L ∈ N2 it is routine to check that supz∈C |DLuλ(z)| ≤ π supζ∈D |DL(χvλ)(ζ)|,
hence
(41) sup
z∈C
|DLuλ(z)| ≤ πν4(σ)|λ|σ(c6σ)ℓℓ!Mℓ.
(iv) Addition of a flat correction to obtain a holomorphic extension. Using (34),
(38), (41) and lemma 1.2.1, we derive that ψuλ belongs to CM,c7σ(Sγ) with c7 =
ρ(2)c4b13b
−1
17 + c6, and that we have ‖ψuλ‖Sγ ,c7σ ≤ πν4(σ)|λ|σ . Put fλ = gλ−ψuλ.
Then fλ is well-defined and holomorphic in Sγ since ∂¯fλ = ∂¯gλ − ψ∂¯uλ = ∂¯gλ −
ψχvλ = 0 in Sγ , thanks to (40). A quick look at the previous constructions also
shows that the functions gλ, vλ, uλ, and subsequently fλ, all depend linearly on λ.
Our estimates on gλ and ψuλ show moreover that the map λ 7−→ fλ is continuous
from ΛM,σ(N) to AM,c8σ(Sγ) where c8 = max(b, c7) depends only on γ and on the
sequence M . Finally, since ψ, and consequently ψuλ, are flat at the origin, we have
f
(j)
λ (0) = (∂
jfλ/∂x
j)(0) = (∂jgλ/∂x
j)(0) = λj for any integer j ≥ 0. Thus, it
suffices to put Tγ,σλ = fλ and d = c8 to get the desired conclusion in this case.
second case: γ ≥ 2
We use the naive idea of reducing this case to the first one by means of a suitable
ramification. The less obvious part consists in showing that the required estimates
are preserved by this process. Pick an integer q such that γ/q < 2 (hence q ≥ 2).
We shall use the estimate
(42) Mj ≤ (Mqj)1/q ≤ AjMj for any j ∈ N,
which is immediate by (3) and (7). Now, with any sequence λ in ΛM,σ(N), we
associate the sequence λ∗ given by
λ∗qj = λj
(qj)!
j!
and λ∗qj+k = 0 for any j ∈ N and any k = 1, . . . , q − 1.
By (42), it is easy to see that λ∗ belongs to ΛM1/q,σ1/q (N) and that its norm
in this space is majorized by |λ|σ. Recall also that we have γ/q < γ(M)/q =
γ(M1/q) by (20). We can therefore extend λ∗ by applying the first case of the
proof with M replaced by M1/q and γ replaced by γ/q. We obtain thus a function
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hλ in AM1/q,c9σ1/q (Sγ/q) depending linearly and continuously on λ ∈ ΛM,σ(N) and
verifying
(43) Bhλ = λ
∗.
Of course, the constant c9 depends only on M and γ. For z ∈ Sγ , we put now
fλ(z) = hλ(z
1/q). Obviously, the function fλ is holomorphic in Sγ and bounded
by the supremum norm of hλ. In order to estimate its derivatives, we shall follow
the general pattern of [17]. Consider the differential operator Y = q−1w1−q ∂∂w on
C \ {0}, so that
(44) f
(ℓ)
λ (w
q) = (Yℓhλ)(w) for any w ∈ Sγ/q and any integer ℓ ≥ 1.
Proceeding by induction on ℓ as in the proof of proposition 2.5 of [17] (but in a
much simpler situation), we obtain
Yℓ =
ℓ∑
k=1
Yℓ,k(w)
∂k
∂wk
with
(45)
∣∣∣∣∂
jYℓ,k
∂wj
(w)
∣∣∣∣ ≤ (4q−1)ℓ 2ℓ+j−k(ℓ+ j − k)! |w|k−j−qℓ
for any integers j, k, ℓ with 1 ≤ k ≤ ℓ and j ≥ 0. Now we introduce the polynomial
(46) Pλ,ℓ(w) =
ℓ−1∑
j=0
λj
wqj
j!
.
From (43) and from the definition of λ∗, we see that
Pλ,ℓ(w) =
qℓ−1∑
p=0
h
(p)
λ (0)
wp
p!
.
The Taylor formula for hλ between 0 and any point w in Sγ/q yields therefore∣∣∣∣ ∂
k
∂wk
(
hλ − Pλ,ℓ
)
(w)
∣∣∣∣ ≤ sup
ζ∈]0,w[
∣∣h(qℓ)λ (ζ)∣∣ |w|
qℓ−k
(qℓ− k)!
≤ ν5(σ)|λ|σ(c9σ1/q)qℓ (qℓ)!
(qℓ− k)! (Mqℓ)
1/q|w|qℓ−k,
where ν5(σ) denotes the operator norm of the map λ 7−→ hλ from ΛM,σ(N) to
AM1/q ,c9σ1/q (Sγ/q). Using (42) and the elementary estimate (qℓ)! ≤ 2qℓ(qℓ− k)!k!,
we derive ∣∣∣∣ ∂
k
∂wk
(
hλ − Pλ,ℓ
)
(w)
∣∣∣∣ ≤ ν5(σ)|λ|σ(c10σ)ℓ k!Mℓ |w|qℓ−k,
with c10 = (2c9)
qA. Together with (45) and the obvious fact (ℓ − k)!k! ≤ ℓ!, this
yields finally
(47)
∣∣(Yℓ(hλ − Pλ,ℓ)(w)∣∣ ≤ ν5(σ)|λ|σ(c11σ)ℓℓ!Mℓ for any w ∈ Sγ/q,
with c11 = 8c10/q. Now recall from (46) that Pλ,ℓ(w) can be written as Q(wq)
where Q is a polynomial of degree at most ℓ− 1, hence
(48)
(
YℓPλ,ℓ
)
(w) = Q(ℓ)(wq) = 0.
Gathering (44), (47) and (48), we see that fλ belongs to AM,dσ(Sγ) with d = c11,
and that it depends linearly and continuously on λ. At last, we know from (43) that
the Taylor series of hλ at 0 is
∑
j∈N λj
wqj
j! , which means that the expansion of fλ
is given by
∑
j∈N λj
wj
j! . Therefore we have Bfλ = λ and the proof is complete. 
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3.3. Comments on the strong regularity assumption. The problem of secto-
rial extensions could be put under weaker assumptions on M , say (1) and (2). But
as in the C∞ case, it is easy to see that the desired surjectivity property implies also
the surjectivity of B : CM (R) −→ ΛM (N). Therefore, Petzsche’s results [13] show
that assumption (4) is necessary. The additional moderate growth assumption (3)
seems more related to technical reasons. Consider, for example, Mj = e
j2 . In this
case, for which (1), (2) and (4) hold, but not (3), it is easy to check that theorem
5.6 of [15] applies: for any real γ > 0, there exists a continuous extension map Tγ
from the (LB)-space ΛM (N) to the (LB)-space AM (Sγ). The arbitrary aperture
agrees with the fact that (Pγ) holds here for any γ.
In this particular example, disregarding continuity properties, one can also obtain
an extension procedure working simultaneously for every γ. Indeed, being given a
sequence λ in ΛM (N), section 2 of [20] provides a function holomorphic in a whole
“punctured disc” D = {z ∈ Σ ; |z| < δ} on the Riemann surface Σ, and whose
restriction to every bounded sector Sγ ∩ D belongs to AM (Sγ ∩ D) and satisfies
Bf = λ. We do not know whether a similar statement holds for more general
sequences M satisfying (1), (2) and (4), but not (3).
3.4. The case of Beurling classes. Instead of a Carleman class AM (Sγ), it is
also possible to consider a Beurling class, that is the Fre´chet spaceA−M (Sγ) obtained
as the projective limit of spaces AM,σ(Sγ). In the same way, one defines a Fre´chet
space Λ−M (N) as the projective limit of spaces ΛM,σ(N) and we have an induced Borel
map B : A−M (Sγ) −→ Λ−M (N). Theorem 3.2.1 then has the following corollary.
Corollary 3.4.1. For any strongly regular sequence M and any real number γ with
0 < γ < γ(M), the Borel map B : A−M (Sγ) −→ Λ−M (N) is surjective.
Proof. The result is an easy consequence of theorem 3.2.1 and of the following
argument, inspired by [6]: for any element λ of Λ−M (N), one can find a strongly
regular sequence N , with γ < γ(N), such that the sequence λ belongs to ΛN(N)
and the Carleman class AN (Sγ) is contained in the Beurling class A−M (Sγ). The
construction of N is a slight variation on lemma 16 and proposition 17 of [6]; we
will not describe the details here. 
It should be emphasized that Schmets and Valdivia have also considered in [15]
the case of Beurling classes, quite in the same spirit as for Carleman classes. A nice
feature of theorem 4.5 of [15] is that it provides linear continuous extension maps.
4. Division by flat functions
4.1. Setting of the problem. Denote by C∞(Rn, 0) the ring of C∞ function germs
at the origin of Rn. For any open neighborhood Ω of the origin, denote by πΩ
the canonical mapping which, to each element of C∞(Ω), associates its germ in
C∞(Rn, 0). Let I be an ideal of C∞(Rn, 0). An ideal IΩ of C∞(Ω) is called a
representative of I if it satisfies πΩ(IΩ) = I, and we say that I is closed if, for any
sufficiently small Ω, it has a closed representative in the Fre´chet space C∞(Ω).
Now let X be a germ of closed subset at the origin of Rn. With the usual
confusion between germs and their representatives, an element of C∞(Rn, 0) is said
to be flat on X if it vanishes, together with all its derivatives, on X . We denote
by m∞X the ideal of all such germs. A classical result of Tougeron ([18], proposition
V.2.3), when stated from a local viewpoint, asserts that for any closed ideal I of
C∞(Rn, 0), the ideal of elements of I which are flat on X is generated over I by
m∞X , which can be written
(49) I ∩m∞X = m∞X I.
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In particular, one has m∞X = m
∞
Xm
∞
X . It should be emphasized that these
properties are delicate even when X = {0}. Interesting in themselves, they also
have a number of applications in differential analysis. This motivates their study
in the setting of ultradifferentiable classes.
4.2. The ultradifferentiable case. Let M be a strongly regular sequence. We
consider the ring CM (Rn, 0) of all those germs f of C∞(Rn, 0) which have a repre-
sentative in CM (Ωf ) for some open neighborhood Ωf of 0. Just as in the C∞ case,
being given an open neighborhood Ω of 0 and an ideal IM of CM (Rn, 0), we say
that an ideal IM,Ω of CM (Ω) is a representative of IM if it satisfies πΩ(IM,Ω) = IM ,
and we say that IM is closed if, for any sufficiently small Ω, it has a closed repre-
sentative in the (LB)-space CM (Ω). Finally, we denote by m∞X,M the ideal of germs
of CM (Rn, 0) which are flat on the germ of closed subset X .
Lemma 4.2.1. Let M be a strongly regular sequence and let V be a vector subspace
of Rn. Then, for any real τ > 0, there exists a real non-negative function vτ which
belongs to m∞V,M (R
n), has no zero in Rn \ V and satisfies, for any multi-index J
and any point x in Rn \ V ,
(50)
∣∣∣DJ( 1
vτ
)
(x)
∣∣∣ ≤ d1(d2τ)jj!Mj(hM(d3τ dist(x, V )))−1
with positive constants d1, d2, d3 depending only on M and X.
Proof. Using the natural identification of Rn as a totally real subset of Cn, we
define, for any real ε > 0, the set Vε = {ζ ∈ Cn ; |ℑζ| < ε dist(ζ, V )}. Note that
Vε contains R
n \ V . After a suitable linear change of coordinates, we can assume
V =W ∩Rn with W = {ζ ∈ Cn ; ζ1 = · · · = ζk = 0} and k = codimV . For ζ ∈ Cn,
put ξ = ℜζ. Then
(51) dist(ζ, V )2 = ξ21 + · · ·+ ξ2k + |ℑζ|2.
Consider Q(ζ) = ζ21 + · · · + ζ2k . For 1 ≤ j ≤ k, one has |ξj | ≤ |ζj | ≤ dist(ζ, V )
by (51). Assuming now that ζ belongs to Vε, one has also |ζj − ξj | < ε dist(ζ, V )
and we obtain |Q(ζ) −Q(ξ)| < 2kε dist(ζ, V )2. Using (51) again, one gets Q(ξ) ≥
(1− ε2) dist(ζ, V )2. All this yields
(52) ℜQ(ζ) > (1− ε2 − 2kε) dist(ζ, V )2.
Now let γ be a real number with 0 < γ < γ(M). Pick δ with 0 < δ < min(1, 2γ)
and choose ε > 0 small enough to have 1 − ε2 − 2kε > cos(δ π2 ). Denote by √ the
natural determination of the square root in C\] − ∞, 0]. Since cos(δ π2 ) > 0 and
dist(ζ, V )2 ≥ |ζ|2 ≥ |Q(ζ)|, the estimate (52) shows that the function Φ given by
Φ(ζ) =
√
Q(ζ) is well-defined and holomorphic in Vε and that it satisfies Φ(Vε) ⊂
Sδ/2, hence
(53) Φ(Vε) ⊂ Sγ .
One has also clearly, for some suitable constant d4 ≥ 1,
(54) d−14 dist(ζ, V ) ≤ |Φ(ζ)| ≤ d4 dist(ζ, V ) for any ζ ∈ Vε.
For ζ ∈ Vε, we consider H(ζ) = G(τΦ(ζ)), where G denotes the function of theorem
2.3.1. We shall see that the function vτ defined by
(55) vτ (x) = H(x) for x ∈ Rn \ V, vτ (x) = 0 for x ∈ V
has all the required properties. For any x in Rn \ V , consider the closed polydisc
Px = {ζ ∈ Cn ; |ζj − xj | ≤ ε2√n dist(x, V ) for j = 1, . . . , n}. Then Px is contained
in Vε. One can assume ε < 1, so that
1
2 dist(x, V ) ≤ dist(ζ, V ) ≤ 2 dist(x, V )
for any ζ ∈ Px. Since H is holomorphic in Vε, it restricts to a C∞ function in
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Rn \ V and its derivatives at the point x can be estimated by the Cauchy formula
on Px. The scheme of proof is then essentially the same as in lemma 2.3.2: taking
into account the upper bounds in (32) and (54), we get the estimate |DJH(x)| ≤
dj5 j! dist(x, V )
−jhM
(
d6τ dist(x, V )
)
for any multi-index J , with d5 = 2
√
nε−1 and
d6 = 2κ3d4. Using (10), we derive
(56) |DJH(x)| ≤ (d7τ)jj!MjhM
(
d8τ dist(x, V )
)
for any J ∈ Nn,
with d7 = d5d6ρ(2)ε
−1 and d8 = d6ρ(2). In particular, we see that all the derivatives
DJH(x) tend to 0 as x approaches V in Rn \ V . By Hestenes lemma, the function
vτ defined in (55) is therefore C∞ in Rn, and by (56) it belongs to m∞V,M (Rn)
as announced. The derivation of (50) goes along the same lines: using the lower
bounds in (32) and (54), the Cauchy formula on Px yields the desired estimate (50)
by virtue of (10). 
We can now state the key result of this section.
Proposition 4.2.2. Let X be a germ of real-analytic submanifold at the origin in
Rn. Then for any strongly regular sequence M and any finite family u1, . . . , up of
germs belonging to m∞X,M , one can find an element v of m
∞
X,M whose germ of zero
set is precisely X and such that ui belongs to vm
∞
X,M for i = 1, . . . , p.
Proof. After a suitable real-analytic change of coordinates in a neighborhood Ω of
0, one can assume that X = Ω∩ V , where V is a vector subspace of Rn. The proof
consists in showing, from lemma 4.2.1 and from the flatness of the ui, that it is
possible to choose v as the germ of vτ for some suitable τ . We shall not describe all
the details, since the arguments essentially mimic step (ii) of the proof of theorem
3.2.1. First, the flatness of the ui yields, for any multi-index K ∈ Nn, any x in Ω
and any i = 1, . . . , p,
(57) |DKui(x)| ≤ d9dk10k!MkhM
(
d11 dist(x,X)
)
for some suitable positive constants d9, d10, d11 (the proof is the same as for (16),
except that the Taylor formula is used between x and a point xˆ in X satisfying
dist(x,X) = |x − xˆ|). Without loss of generality, one can assume that Ω and V
intersect transversally, so that any point x of Ω verifies dist(x,X) ≤ d12 dist(x, V )
for some positive constant d12 depending only on Ω and V . Hence (50) yields
(58)
∣∣∣DJ( 1
vτ
)
(x)
∣∣∣ ≤ d2(d3τ)jj!Mj(hM(d13τ dist(x,X)))−1
for any multi-index J in Nn and any x in Ω, with d13 = d3d
−1
12 . Now it is enough
to choose τ ≥ ρ(2)d11d−113 : putting v(x) = vτ (x) for any x in Ω, the desired result
then follows from (10), (57), (58) and lemma 1.2.1. 
Remark 4.2.3. Contrarily to what happens in the C∞ setting ([18], lemma V.2.4),
it is easy to see that proposition 4.2.2 is no longer true if u1, . . . , up is replaced by
a countable family (ui)i≥1, even in the simplest case X = {0}.
We obtain finally a result in the spirit of property (49).
Theorem 4.2.4. Let X be a germ of real-analytic submanifold at the origin in Rn.
Then, for any strongly regular sequence M and any closed ideal IM of CM (Rn, 0),
one has
IM ∩m∞X,M = m∞X,MIM .
In particular, m∞X,M = m
∞
X,Mm
∞
X,M .
18 VINCENT THILLIEZ
Proof. It suffices to copy the proof of (49) in [18], using proposition 4.2.2 (only
the case p = 1 is required) instead of lemma V.2.4 of [18], and the CM version of
Whitney’s spectral theorem due to Chaumat-Chollet [7] instead of the usual C∞
one. 
Problem. We do not know whether the previous results are true for more general
classes of closed subsets X . In particular, does the identity m∞X,M = m
∞
X,Mm
∞
X,M
still hold when X is a singular real-analytic variety ?
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