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Abstract
Wireless networking is fast becoming the primary method for people to connect to the In-
ternet and with each other. The available wireless spectrum is increasingly congested, with
users demanding higher performance and reliability from their wireless connections. This
thesis proposes a game-theoretic random access model, compliant with the IEEE 802.11
standard, that can be integrated into the distributed coordination function (DCF). The
objective is to design a game theoretic model that potentially optimizes throughput and
fairness in each node independently and, therefore, minimise channel access delay. This
dissertation presents a game-theoretic MAC layer implementation for single-cell networks
and centralised DCF in the presence of hidden terminals to show how game theory can be
applied to improve wireless performance. A utility function is proposed, such that it can
decouple the protocol's dynamic adaptation to channel load from collision detection. It
is demonstrated that the proposed model can reach a Nash equilibrium that results in a
relatively stable contention window, provided that a node adapts its behaviour to the idle
rate of the broadcast channel, coupled with observation of its own transmission activity.
This dissertation shows that the proposed game-theoretic model is capable of achieving
much higher throughput than the standard IEEE 802.11 DCF with better short-time
fairness and signiﬁcant improvements in the channel access delay.
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Chapter 1
Introduction
Wireless devices are increasingly pervasive in everyday life. Coupled with the ﬂexibility
and mobility of wireless systems, technological advances are the driving force behind
the Anyone, Anywhere, Anytime paradigm of networking. With laptops connecting to
WiFi hotspots and cellphones streaming videos through cellular base-stations, users are
demanding higher speeds and higher availability from their wireless networks. Even with
the signiﬁcant advancements made in wireless network designs over the last few decades,
wireless networks are plagued with problems, such as location-dependent nature of carrier-
sensing operation (that ultimately results in hidden terminals and exposed terminals
problems), burst errors, and time-varying channel. An example that many readers would
identify with is seeing a good signal level on the WiFi connection of a laptop and still
experiencing page load errors in a web browser. Such problems are much more noticeable
in highly crowded wireless environments, such as enterprise buildings or conferences with
hundreds of users simultaneously using the wireless medium for data transfer.
Most challenges in wireless networking originate from the shared, broadcast nature
of the wireless medium. In the broadcast networks, a single transmission medium is
shared by a community of nodes [1]. For this reason, these networks are called multiple
access networks (Figure 1.1). A shared transmission medium implies that communication
devices need to contend amongst themselves, requiring speciﬁc sharing mechanisms to use
1
Shared transmission
medium
1
2
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...
Figure 1.1: Shows a generic multiple access communication situation in which a number
of stations share a transmission medium (N denotes the number of stations in this thesis).
the medium eﬃciently. These mechanisms consist of a set of rules, which are collectively
called the medium access control (MAC) protocol.
The scope of this study must be deﬁned before a whole network of wireless nodes1
trying to establish the proposed protocols, are considered. There are two broad categories
of schemes for sharing a transmission medium [2]. The ﬁrst category involves a static,
collision-free, and contention-free channel access sharing of the medium, which is called
a channelisation scheme because it involves the partitioning of the medium into separate
channels that are then dedicated to particular users [1, 3]. Channelisation techniques are
Time-Division Multiple Access (TDMA), Frequency-Division Multiple Access (FDMA),
Code-Division Multiple Access (CDMA) or Spread-Spectrum Multiple Access (SSMA),
Space-Division Multiple Access (SDMA), and channelisation techniques that are used in
telephone cellular networks and lie outside the scope of this thesis.
The second category involves a dynamic sharing of the medium on a per frame basis that
1Wireless devices are called stations, terminals, or nodes in this thesis (generally in wireless network
terminology, a station, terminal, and node are often used interchangeably with no strict distinction
existing between these terms).
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Figure 1.2: Approaches to sharing a transmission medium.
is better matched to situations in which the user traﬃc is bursty [1, 3]. This category is
called medium access control schemes. The primary function of MAC is to minimise or
eliminate collisions to achieve a reasonable utilisation of the transmission medium both
in terms of channel access delay and channel throughput. MAC schemes can be classiﬁed
based on the mode of operation into random and guaranteed access protocols2. As the
title of the thesis suggests, MAC schemes and speciﬁcally random access protocols are
the main focus. Figure 1.2 summarises the various methods to sharing a transmission
medium.
In wireless networks, there are two types of architecture, centralised and distributed:
Centralised architecture in wireless networks are extensions to wired networks with wire-
less in the last section of the network. This type of the architecture in the wireless
networks are also known as last-hop networks. These networks have an access point (AP)
that allows wireless devices to connect to a wired network. In centralized architecture, the
down-link transmissions (from AP to stations) and the up-link (from stations to the AP)
are shared by all the stations, therefore, this is a multiple access channel. The existence
2There is another classiﬁcation of MAC which is hybrid access protocols. This type of MAC protocol
uses random access protocols and scheduling protocols in hybrid fashion. Hybrid access protocols can
only operate in a centralised architecture.
3
Figure 1.3: Typical centralised wireless network, also known as last-hop network.
of a central coordinator, such as an AP in this type of network architecture, gives a great
degree of ﬂexibility in using diﬀerent MAC protocols [1, 3]. This network architecture
can operate in all MAC schemes, including random access protocols, guaranteed access
protocols, and hybrid access protocols. The AP can control the up-link transmissions by
coordinating the channel access according to Quality of Service (QoS) requirements. The
centralised wireless network architecture is shown in Figure 1.3.
Distributed wireless networks are wireless stations that communicate with one another in
a infrastructure-less fashion. This type of architecture is also known as ad hoc networks. A
typical ad hoc network is illustrated in Figure 1.4. In ad hoc networks wireless terminals
exchange information between one another in a distributed manner. In this particular
network architecture, all data transmission and reception must be in the same frequency
band since there are no special nodes to translate the transmission from one frequency
band to another. Therefore, all ad hoc networks can only operate using random access
protocols.
4
Figure 1.4: Typical distributed wireless network, also known as ad-hoc network.
1.1 Wireless Random Access MAC Protocols Today
Due to the simple nature of random access protocols, their operating mechanisms are
generally straightforward. However, random access protocols are problematic in that
a transmission is not guaranteed to be a success [4]. In random access protocols, a
transmission is initiated without a prior negotiation with other possible transmissions,
that ultimately can result in collision. This enables the protocol to accommodate large
numbers of stations in the network without any increase in the computational complexity
of its operation in order to allocate channels to individual stations. In random access
protocols, when network traﬃc load is light, the probability of collisions becomes small,
so retransmissions need to be carried out infrequently. Consequently, under light network
traﬃc load, the channel access delay is low. On the contrary, when network traﬃc load
is high, the probability of collisions increases, resulting in high channel access delay and
low system throughput. For this reason, random access protocols require stations to use
a backoﬀ algorithm, which typically delays retransmission for the duration of a random
amount of time.
5
The history of random access MAC is now brieﬂy discussed for the sake of explaining
today's state-of-art MAC protocol for wireless local area networks (LANs).
• ALOHA :
Norman Abramson and his team at the University of Hawaii Developed ALOHA
random access protocol [5]. The system operation is simple. A radio transmitter
is attached to the stations, and packets are transmitted as soon as they are gener-
ated, thus producing the smallest possible channel access delay. When two or more
nodes transmit simultaneously, a collision will occur. This results in a corrupted
packet. These collisions can be treated as transmission errors, and recovery can
take place by retransmission3. The retransmission mechanism uses a simple backoﬀ
algorithm without carrier sensing4 in order to minimise the probability of further
collisions. In 1972, Robert et al. [6] proposed a method for doubling the ALOHA
system performance. The proposal was to divide time into discrete intervals, each
interval corresponding to one frame. This approach requires the nodes to send their
packets during synchronised time slots. In order to achieve synchronization, Robert
suggested [6] having one special node in the network to broadcast the start of each
interval, like a clock. This method is called slotted ALOHA.
• Carrier Sense Multiple Access Protocols: Protocols in which nodes sense the
carrier on the transmission medium and act accordingly are called carrier sense
protocols. In 1975, Kleinrock et al. [8] proposed and analysed several protocols
from this category, such as 1-persistent, nonpersistent, and p-persistent protocols.
When a node wishes to transmit, it senses the carrier on the channel. If it ﬁnds the
3It is assumed that a protocol providing a reliable communication service that resides in the upper
layers of the protocol stack and it will discover a failure of the transmission some time after the collision
and will then trigger a retransmission [5].
4By sensing the medium for the presence of carrier signal from other stations, a station can determine
whether there is an ongoing transmission. When nodes sense the carrier on the transmission medium,
none of them will attempt to use the medium until it becomes idle.
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channel to be busy, the node waits until it becomes idle. Otherwise, it transmits a
frame. If a collision occurs, the station waits a random amount of time and starts
all over again. In practice, the performance of the CSMA protocol is much better
than ALOHA system. The reason is that nodes have the ability to desist from
interfering with the other node's transmission. However, each variant of CSMA
has its own problems. 1-persistent CSMA has poor fairness because a station with
packets to send becomes too greedy and never loses hold of the channel. To overcome
this problem nonpresistent CSMA was proposed, that was made to be less greedy
than in the 1-persistent variant. Before sending, a station senses the carrier on the
channel. If the channel is idle, the station initiate its transmission. However, if the
channel is already in use, the station does not continually sense it for the purpose
of seizing it immediately. Instead, it waits a random period of time and starts
all over again. This protocols has better channel throughput but longer channel
access delays than 1-persistent CSMA. To deal with delay problem and providing
better channel utilisation, the p-persistent protocol was proposed. In this protocol
stations transmit with a probability a and they defer transmission attempts with
a probability b = 1 − a until the next slot. Nevertheless, all CSMA protocols are
not practical for today's wireless networking demands. The lack of ability to deal
with problems such as the hidden and exposed terminal (cf. 2.1.2) shows they
can not operate reliably with large numbers of competing node. Moreover CSMA
protocols do not have appropriate collision avoidance mechanisms5 to operate in
wireless medium.
• Multiple Access with Collision Avoidance for Wireless (MACAW):
One of the ﬁrst protocols designed speciﬁcally for wireless networks was MACA
(Multiple Access with Collision Avoidance) [7]. The basic concept behind its oper-
5These mechanisms are explained in context of distributed coordination function (DCF) in 3.2.1.
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ation is that the node that intends to transmit uses the short frame called request
to send (RTS) in order to stimulate the destination node to respond using another
short frame called clear to send (CTS). Thus, the stations nearby receive CTS frame
and detect this transmission. Consequently, they avoid transmitting for the dura-
tion of the upcoming (large) data frame. Later on, Bharghavan et al. [8] suggested
including an ACK frame to MACA after each successful data transmission in or-
der to make this protocol more reliable and also to improve its performance. They
called the new protocol MACA for Wireless (MACAW). This protocol became the
foundation for today's standard 802.11 distributed coordination function (DCF). In
this study, the DCF was used as the reference protocol. The detailed description of
DCF is given in Chapters 3 and 4.
IEEE 802.11 DCF is the de facto MAC protocol for WLANs because it is one of
the most stable distributed protocols that has been ever built. However, it has a serious
shortcoming: The choice of contention resolution algorithm and contention measure is the
key to the performance of medium access control protocols, and the inappropriate choice of
contention measure and contention resolution will and does result in poor performance [9,
10]. DCF uses the binary exponential backoﬀ mechanism as one of its collision avoidance
methods, where each node doubles its contention window (CW) after each collision. This
collision avoidance mechanism results in too many collisions and, subsequently, leads to
poor channel utilisation as the size of the network increases [10]. Moreover, DCF also has
short-term fairness problem due to the exponential backoﬀ mechanism applied after each
collision, which results in unwanted oscillation in the size of contention window simply
because DCF cannot distinguish collisions from corrupted frames. Designing eﬃcient
MAC protocols provides motivation for addressing these issues in the DCF. This leads to
the fundamental questions on how to design eﬃcient MAC protocols and how to determine
which methodology and guidelines to follow. Designing eﬃcient MAC protocols is a
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challenging task, especially in wireless environments where channel sensing is much less
reliable than in a wired medium. Therefore, an eﬃcient MAC protocol should satisfy the
following properties:
• An eﬃcient MAC protocol, at some point of operation, must converge to a sta-
ble equilibrium. The converged stable equilibrium must be optimal for the whole
network, which means each node must get a fair share of payoﬀ and good channel
utilisation at the equilibrium operating point.
• An eﬃcient MAC protocol must be able to survive in a non-compliant environment:
In autonomous wireless networks, nodes may act selﬁshly and do not cooperate as
an entity in a wireless network. These nodes may adapt the strategy that maximises
their own utility. Therefore, under such circumstances, an eﬃcient MAC protocol
must be able to survive in a way that each node can reach the stable equilibrium even
if the rest of the network operates in a self-interested and noncooperative fashion.
1.2 Game Theory for Wireless MAC
``Game theory is a bag of analytical tools designed to help us understand
the phenomena that we observe when decision-makers interact.''
Martin Osborne and Ariel Rubinstein
The study is conducted to design an eﬃcient MAC protocol using game theory. In
this section, the motivation behind adopting a game theoretic approach rather than global
optimization approach is discussed. The discussion starts by asking, why is game theory
the most promising candidate for conducting this study?
Game theory is a branch of mathematics concerned with the analysis of interactive
decision-making processes. It provides mathematical basis for predicting what might
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(and possibly what should) happen when rational agents with conﬂicting interests inter-
act. It is not a single monolithic technique, but a collection of modelling tools that aids
in the understanding of interactions amongst the decision-making processes. A game has
three basic components: a set of players which are the decision makers in the modelled
scenario, a set of actions, and a set of preferences. For a MAC protocol to be designed
eﬃciently, the players are most often the nodes of the network. The actions are the alter-
natives available to each player. In extensive or dynamic form games, the set of actions
might change over time. In a wireless MAC protocol, actions may include the transmit
power level, channel access probability, or any other factor that is under the control of the
node [11, 12]. The outcome of the game is determined by the result action proﬁle when
each player chooses an action. Finally, a preference relationship or in many cases, utility
function evaluates all possible outcomes from each node's point of view. An action with
higher utilities representing more desirable outcomes. In the wireless MAC scenario, out-
comes that yield higher channel utilisation, lower channel access delay, and better fairness
might be preferred by a player, although in many practical situations, these goals will be
in conﬂict [11]. Appropriately modelling these preference relationships is one of the most
challenging aspects of the application of game theory to MAC protocol design.
Wireless networks using DCF protocols have occupied a preeminent place in the wire-
less networking literature for the last several years (cf. 2.2.3). A DCF is a self-conﬁguring
protocol in which no central coordinator is presented, even in the centralised conﬁguration.
Thus, every aspect of the conﬁguration and operation of a DCF protocol is completely
distributed. In a modern wireless network, each node running a distributed protocol must
make its own decisions (possibly relying on information from other nodes). These deci-
sions may be constrained by the rules or algorithms of a protocol, but ultimately, each
node will have some leeway in setting parameters or changing its mode of operation [11].
These nodes, then, are autonomous agents, making decisions about transmit power, back-
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oﬀ time as the choice of channel access probability, and so on. In making these decisions,
what does the node seek to optimize?
In some cases, nodes may seek the greater good of the network as a whole. In other cases,
nodes may behave selﬁshly, looking out for only their own user's interests [11]. In a ﬁnal
case, nodes may behave maliciously, seeking to ruin network performance for other users
[11, 12]. In the second and third cases, the application of game theory is straightforward
as game theory traditionally analyses situations in which player objectives are in conﬂict
[11]. In the ﬁrst case, node objectives are aligned (as all players seek the greater good of
the network), but game theory may still oﬀer useful insights [11, 12, 13]. Even when nodes
have shared objectives, they will each have a unique perspective on the current network
state (e.g., networks with presence of hidden terminals), leading to possible conﬂicts
regarding the best course of action.
1.3 Contributions
This thesis proposes and explores the game-theoretic approach as a new paradigm for
designing distributed wireless MAC protocols. It adopts a noncooperative, static, game-
theoretic approach to model DCF in autonomous wireless networks where each node
chooses its strategy, which is the channel access probability, to maximise its utility func-
tion. In noncooperative games, the players make rational, self-enforcing decisions con-
sidering only their individual payoﬀs. Due to the nature of the wireless channel, static
games are employed, which means all players make decisions without the knowledge of the
remaining competing players' strategies. The idle sense method is employed to design the
utility and payoﬀ functions, as proposed by Heusse et al. [14]. This derives the optimal
number of consecutive idle time slots between transmissions, dependent on the channel
modulation scheme, in order to avoid or minimise contention. This means at the Nash
equilibrium (cf. 3.2.3 for deﬁnition of Nash equilibrium in the game) the proposed non-
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cooperative games produce the strategy proﬁle where no players (nodes) have incentive
to deviate unilaterally. Thus, the proposed game-theoretic MAC protocols operate as
the distributed strategy update mechanism, approaching the Nash equilibrium by locally
observing the consecutive idle slots between transmissions. To this end, two games are
proposed. The ﬁrst game is designed for single-cell ad hoc networks [15]; the other game
is designed for centralised networks using DCF in the presence of hidden terminals [16].
Speciﬁcally, the proposed MAC protocols make the following contributions.
• Game-theoretic MAC protocols decouples the channel access probability from the
conditional collision probability by estimating the conditional collision probability
through observation of consecutive idle slots on the medium in order to provide
the ability to discriminate between channel contention and occasional channel lack
of reliability and to minimise the eﬀect of de-synchronisation amongst covered and
hidden nodes.
• The proposed game-theoretic random access models provide an appropriate con-
tention window size independently for each node in the network. This yields an
appropriate channel access probability for all nodes in the presence of hidden ter-
minals and provides an almost equal channel access probability for all nodes in
single-cell ad hoc network only through local observation of consecutive idle slots
between transmissions.
These contributions results in signiﬁcant improvement to channel utilisation and fairness
and ultimately lower channel access delay in all circumstances, such as in the presence of
hidden terminals, high error rates on the channel and etc, where compare to DCF as base
line protocol.
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1.4 Outline
The thesis is organised as follows. Chapter 2 provides a background to distributed medium
access protocols, identifying the current state-of-the-art protocols, and explores the de-
signs that improve distributed protocols using game-theoretic and global optimization
approaches. This chapter explains challenge in game theoretic designs of multiple access
protocols and provides comprehensive details on previous work in this area. Chapter 3
proposes and describes the design of a game-theoretic medium access method for single-
cell ad hoc networks. This chapter explains how the proposed MAC protocol can be
integrated into DCF and exhibits stable protocol behaviour. Chapter 4 describes the de-
sign of a game-theoretic access method for a centralised network operating in a distributed
manner. This chapter addresses the issue of hidden terminals by designing utility function
using an appropriate Markov model that takes the eﬀect of hidden terminals into account.
Chapter 5 provides the simulation methodology employed, including the validation of the
chosen network simulator, Omnet++, and compares it against a number of other network
simulators. It also introduces and discusses the performance metrics, network topology,
simulations parameters, and simulation scenarios used in this study and upon which the
discussion of further chapters has been based. In Chapter 6, the simulation results of the
proposed protocols are analysed and compared with DCF as baseline protocol, focusing
on their throughput, collision rate, fairness, and average channel access delay. Finally,
in Chapter 7, the thesis is concluded with a discussion of the main ﬁndings and possible
avenues for future work.
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Chapter 2
Contention-Based Random Channel
Access Schemes
``It is generally not possible for radios to receive and transmit
on the same frequency band because of the interference that res-
ults. Thus, bidirectional systems must separate the uplink and
downlink channels into orthogonal signalling dimensions, typica-
lly using time or frequency dimensions.''
- Andrea Goldsmith,``Wireless Communications,'' Cambridge University Press.
2.1 Wireless Medium from Random Channel Access
Point of View
Random access protocols are a well-researched topic in both wired and wireless systems.
Due to the nature of wireless networks medium, the design procedure for wireless network
MAC protocols notably diﬀerent to those of wire line networks, and is also considered
much more challenging. In order to design an eﬃcient MAC protocol, there are various
issues relevant to the wireless medium that need to be considered.
14
2.1.1 Single channel Half-duplex
One of the key principles associated with wireless communication is the fact that a radio
is unable to both receive and transmit simultaneously at the same frequency. In other
words, a radio cannot operate in a full-duplex fashion in wireless networks. This is because
of the fact that wireless signals attenuate quickly over distance. Thus, the signal power
from a local transmitting antenna is signiﬁcantly stronger than those from other nodes.
Accordingly, collision detection is not an option for single channel half-duplex wireless
networks. To deal with this issue, wireless nodes that are running random access protocols
must separate the uplink and downlink using Time-Division Duplex (TDD), also known
as half-duplexing.
In the wireless network, TDD can be viewed simply in terms of time slots; when data
is to be sent between nodes, access in time is shared, which breaks up time into respective
time slots. Subsequently, the nodes take turns to send data to one another. Channel
time division, applied in such a way, prevents interference in transmissions when two
nodes are transmitting. Various diﬀerent networks utilise TDD owing to the fact that
its application is relatively straightforwardparticularly in the case of ad hoc networks
in which frequency use is neither strictly coordinated nor controlled (e.g., wireless LANs
(802.11), Bluetooth and Zigbee [17]). Nevertheless, the utilisation of time-division du-
plexing aggravates any channel-level inconsistency across nodes. The fact that only one
node in every communicating pair is able to transmit data at any particular time, the
transmitting node's surrounding wireless channel may appear to be engaged, whilst the
receiving node's surrounding wireless channel may appear vacant. These types of discrep-
ancy are one of the key reasons behind the numerous issues and challenges apparent with
TDD wireless networks, including hidden terminal eﬀects and packet losses as a result of
collisions, etc.
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There are a number of suggested approaches1 [18, 19, 20, 21, 22, 23, 24] for the design
of a single-channel, full-duplex wireless radio, utilising interference cancellation for the
eradication of the self-interference signal from the receiver of the wireless node. The-
oretically, such an obstacle should be simple to overcome: for a system with separate
antennas for receiving and transmitting, owing to the fact that the system knows the
signal of the transmit antenna, it is able to subtract it from the signal of the receiving
antenna and then decode the remainder. However, in practice, overcoming this obstacle is
much more problematic: the receiver circuitryparticularly the ADC (analogue to digital
converter)is saturated through strong self-interference, which makes it impossible for
a packet to be decoded by the receiver following the deduction of the self-interference
signal. Thus, this impedes the application of a full-duplex system utilising only digital
cancellation [22]; nonetheless, such a cancellation approach cannot function when there
is a moderately high-power, wideband wireless signal, as in the case of the 802.11 (WiFi)
because of ADC saturation.
To conclude, because of the fact that full-duplexing is not considered practical for
distributed networks, and also because TDD operation would not facilitate the detection
of the collision by nodes, as in the case of the wired networks, all suggested MAC protocols
for TDD systems need to implement collision-avoidance approaches2. One of the key
collision-avoidance instruments in the majority of all distributed MAC protocols is carrier-
sensing; this is commonly adopted with the aim of lessening the likelihood of an in-network
collision (decreasing the probability of a collision). Nonetheless, this tool can induce a
number of other challenges, as discussed in the following part.
1Wireless researchers have used interference cancellation techniques to either exploit collisions [18] or
recover from collision losses [19, 20]. Full-duplexing using some cancellation techniques has also been ex-
plored in the literature. Analogue cancellation techniques using noise cancelling chips have been proposed
to subtract the self-interference signal (the noise") from the received signal [21]. Digital cancellation,
used in CSMA/CN [22], optical networks [23], and proposals for full-duplex operation [24], subtracts self-
interference in the digital domain, after a receiver has converted the baseband signal to digital samples.
2 Collision avoidance principles belonging to DCF are discussed in detail in Chapter 3 and 4.
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2.1.2 Location-dependent carrier sensing
Over distance, wireless signals are known to attenuate according to a power law distance
dependency; this is usually attributed to multipath propagation. Accordingly, in line with
the transmitter position, the position of the receiver implements carrier-sensing, meaning
that, in the network, wireless nodes only have the ability to sense the presence of one
another within a restricted range; this is dependant on the sensitivity of the receiver as
well as the power of the transmitter. Accordingly, such location dependency will result in
various problems, some of which stated below:
• Hidden Terminals: This issue arises when a node is visible from a set of speciﬁc
nodes in the network, but not from other nodes communicating with that set of
speciﬁc nodes.
• Exposed Terminals: This problem goes hand-in-hand with the hidden terminal
issue. This arises when a node is stopped from transmitting to other nodes as a
result of the occupancy of the wireless medium channel by a nearby carrier signal,
meaning the message recipients intended by the node are not reached.
• Capture: This arises when a receiver is able to easily and eﬃciently receive a
transmission from one of two simultaneous transmissionsboth within its range.
The overall eﬃciency of the network in a distributed structure might be increased;
however, in the case of a centralised architecture, those nodes that are closely aligned
with AP could seize the channel more often, thus resulting in fairness issues amongst
nodes in the network.
Game-theoretic designs to address these problems in 802.11 are discussed in Chapters 3
and 4.
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2.1.3 Time-varying channel
Multipath propagation in a wireless medium causes the received signal at each node, to
become a superposition of attenuated and time-shifted versions of the transmitted signal.
Moreover, the received signal varies as a function of time due to the movement of scatters.
Therefore, in a time-varying channel, the received signal may not be recognised by the
destination node. In this case, the destination node is said to be in a fade. In order to
mitigate this problem, which is a direct result of constant change of signal characteristics
in a time-varying channel, handshaking is widely used: Nodes that wish to communicate
with each other use small packets without payload to test the quality of the channel
between themselves. However, the changing characteristic of channel over time makes
nodes more vulnerable to receiving corrupted frames. Ultimately, this increases the error
rate on the channel. This phenomenon is called Burst Channel Error [1]. To address this
problem, the link-layer provides a reliable communication channel by acknowledging the
transmitted signal or in the case of not receiving an acknowledgement from the destination,
by triggering the retransmission procedure.
2.2 The Design of MAC for Random Channel Access
Schemes
The key parameters that need to be considered in order to design and optimise a multiple
channel access scheme are network throughput, network delay, and fairness. Network
throughput is the volume of data transmitted successfully across the nodes within a
particular timeframe. Network delay refers to the time spent by nodes in the network
to successfully transmit their packets, whilst fairness considers whether or not network
nodes utilise their fair share of channel capacity within a long or short period of time.
Wireless system properties and their associated mediumnotably time-varying channel,
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location-dependent carrier-sensing, and half-duplexingcause inadequate fairness, long
delays, low throughput and, low level of power eﬃciency, due to aforementioned reasons.
A number of experiments have been carried out in real-world environments with the
aim of examining the wireless medium with the implementation of the wireless LAN
protocol. Based on an 802.11 centralised testbed in the Divert project, experiments
showed notable frame losses as a result of radio channels' time-varying behaviourseven
when nodes were fairly close to the AP [25]. Moreover, it was also observed that frame
losses were identiﬁed in bursts, with their rate signiﬁcantly depend on the path between a
node and an access point. In Roofnet [26], extensive measurements showed that frame loss
rates distribution is comparatively uniform across the entire loss rates range. Furthermore,
both distance and Signal-to-Noise Ratio (SNR) have very little predictive value for loss
rate [26]. An additional research based on ad hoc networks showed that the transmission
range in ad hoc networks is not circular, communications amongst nodes is not symmetric,
and the wide variation in the average signal strengtheven amongst those nodes whose
positions are relatively close to an AP [27]. As another example [28], the authors measured
bit-rate diversity amongst nodes in the context of centralised wireless LANs, showing that,
when nodes are comparatively close to the AP, as in the case in an indoor environment,
more than half of all data packets were transferred with the use of the lowest bit rate rather
than the higher one. Other experiments [29] examined the physical layer capture eﬀect in
consideration of 802.11 wireless LANs, with the ﬁnding established that a stronger signal
might be successfully received by a node if a data packet is transmitted with the use of a
stronger signal involved in a collision. Such an occurrence induces signiﬁcant inequality
in terms of throughput amongst contending nodes; this induces notable inequitableness
owing to the fact that the node that detects the collision doubles its contention window;
this decreases the channel access probability. However, the successful node achieves a
larger share of the channel in two diﬀerent ways: It performs its frame transmission and
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continues to function with the use of the minimum contention window, which provides a
rationale for why the 802.11 is recognised as having a short-time fairness issue, that also
leads to a long-time fairness issue.
The performance analysis of a node's behaviour in wireless networks and particularly in
802.11 wireless LANs will be brieﬂy reviewed below. The performance analysis of a node's
behaviour will be used later for designing the utility and payoﬀ function in the proposed
game-theoretic designs. Subsequently, a number of the designs that propose enhanced
contention resolution algorithms related to this study are discussed in order to identify
the shortcomings of the 802.11 wireless MAC.
2.2.1 Performance analysis of DCF in single-cell wireless net-
works
Kleinrock and Tobagi [30] proposed the ﬁrst model to evaluate the 1-persistent, p-persistent,
and non-persistent CSMA. Huang et al. [31] evaluated non-persistent CSMA with four-
way handshaking methods in multi-cell wireless networks by taking hidden node problems
and cell-overlapping into account. Ray et al. [32] proposed a detailed analysis method
based on queuing theory to evaluate the eﬀect of hidden terminals on the mean packet
delay in CSMA protocol without considering the backoﬀ time between consecutive trans-
missions. Chhaya [33] and Wang et al. [34] introduced the concept of the vulnerable
period3 and developed a model for the collision probability in the network based on the
length of the vulnerable period. However, these models [30, 31, 32, 33, 34] are not able to
analyse a node's behaviour in IEEE 802.11 DCF because they ignore the binary exponen-
tial backoﬀ procedure, which is one of the most important collision avoidance principles
incorporated in DCF.
In 1997, the IEEE 802.11 protocol [17] was the ﬁrst wireless networking protocol to be
3The concept of vulnerable period is discussed in context of IEEE 802.11 DCF for centralised wireless
network architecture in 4.1.2
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standardised for wireless LANs. Since then, a large number of performance analysis
studies have focused on modelling the DCF behaviour in wireless networks. The ﬁrst
coherent model for 802.11 DCF was proposed by Bianchi [9]4. He deﬁned the conditional
transmission probability for a node as the sum of all the probabilities corresponding to
the node's backoﬀ counter as it reaches zero during a randomly chosen slot time. He
assumed that transmission probability is constant and independent of the number of
retransmissions (which can be interpreted as the DCF backoﬀ mechanism). Furthermore,
he pointed out that this assumption is fairly accurate when the size of the contention
window and the number of nodes is relatively large. Finally, based on the transmission
probability, he derived the saturation throughput of DCF, which incorporates the binary
exponential backoﬀ mechanism. This model was the ﬁrst model to elucidate the DCF
backoﬀ procedure in terms of channel access probability. However, this model did not
consider the eﬀect of hidden terminals and networks with nodes in the nonsaturation
condition. After his proposed model for DCF, many modiﬁed models were proposed
considering various aspects of 802.11: Wu et al. [35] used the Markov chain model like
Bianchi's [9], which considers frame retry limits to arrive at a more accurate calculation
of DCF throughput. Alternatively, Ziouva et al. [36] used the Bianchi model [9] by
considering contention window time slots being recounted as a result of a frozen timer
when the wireless medium is sensed busy by the carrier sensing procedure in DCF. In
[37, 38], Bianchi's model [9] is extended to analyse the network throughput when nodes
are in both nonsaturation and saturation conditions. An additional transition state was
used to model the nonsaturation condition to present nodes that have no packets to
transmit in the network.
4We use Bianchi's model for design of the utility function in Chapter 3. For more details see 3.2.2
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2.2.2 Performance analysis of DCF in the presence of hidden ter-
minals
The DCF models discussed above have been established based on the perspective that
the DCF network is single-cell. In other words, the assumption is held that, within the
network, there are no hidden terminals. Simulation [39] shows that Bianchi's model [9] is
not valid for the analysis of DCF networks with the presence of hidden terminals. Several
studies [40, 41, 42, 43, 44, 45] were proposed to model the eﬀect of hidden terminals on
the overall network performance. These studies can be divided into two groups: The ﬁrst
group [40, 46, 41] considers networks with small numbers of nodes and only two contending
stations. The second group [42, 43, 44, 45] performs the analysis for large numbers of
contending nodes in the network. The ﬁrst group of models are fairly accurate; however,
they cannot be used for realistic network scenarios because of lack of clarity in terms of
how they may be extended to networks with large number of active nodes (e.g. N > 10).
Kim et al. [40] modelled the coupling eﬀect5 with the application of Bianchi's model for the
network with small numbers of nodes (N 6 8). The work illustrated that the probability
of collision signiﬁcantly depends on the DCF backoﬀ approach. The model was amended
and modiﬁed so as to include the coupling eﬀect of the conditional collision probability
within the network where nodes are recognised as being in saturation. A special scenario
was adopted where the hidden terminals and opposing nodes were categorised into two
diﬀerent areas, with the contending nodes found to be equal to the number of hidden
terminals. In a similar vein, a phenomenon was introduced by Tsertou and Laurenson
[46], centred on the lack of time-synchronisation amongst hidden terminals. The research
emphasised that hidden terminals are not able to decrement their backoﬀ counters upon
the occurrence of a collision within the network, and that the synchronisation of backoﬀ
5The coupling eﬀect is the eﬀect between hidden and covered node in process of seizing the channel
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timers will only be witnessed following successful transmission; thus suggests that the
duration of the vulnerable period6 is double that previously believed to be the case. In
consideration to this conclusion, the authors also maintained that renewal theorysuch as
Poisson and Bianchi's Markov modelsis not able to suﬃciently represent the transmis-
sion probability because of the lack of time-synchronisation amongst stations. Although,
in [46], an accurate model was suggested with the aim of presenting the impacts of hidden
terminals but, their model is valid only for networks with only two nodes contending at
same time. They also used a ﬁxed-size backoﬀ counter as opposed to a binary exponential
backoﬀ mechanism in DCF. Furthermore, Kim and Choi [41] proposed presenting the
conditional collision probability in saturation mode based on an ad hoc network with two
sets of contending station pairs.
A model was presented by Ekici and Yongacoglu [42], which was concerned with the
calculation of the collision probability between contending nodes and hidden terminals in
a centralised WLAN. Similarly, Tsertou et al. [43] presented a model based on conditional
collision probability between two contending pairs in the context of an ad hoc network.
The postulation was made that the probability of a hidden terminal gaining access to
the channel in each backoﬀ slot is independent of the probability of hidden nodes gaining
access to the channel in any of the previous slots. Nonetheless, such a postulation7 goes
against the fundamental characteristics of the Markov chain; this necessitates that the
transmission probability in each backoﬀ slot rests only on the state of the node for the
duration of the previous time slot alone. In order to overcome this issue, [44, 45] considered
the probability of hidden terminal transmission during the vulnerable period as another
parameter in their node's behaviour analysis. However, their model can only be used in
a network with hidden terminals present.
6c.f. 4.1.2
7If P τi denote the channel access probability in a randomly chosen slot time, then based on [42, 43]
the probability that a hidden terminal will not transmit during the vulnerable period τV is (1− P τi )τV .
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The performance analysis model in [39] was used for designing the utility function in
chapter 48. [39] devise an analytical framework geared towards the assessment of the per-
formance of the centralised 802.11 DCF in both nonsaturation and saturation conditions;
this was achieved with the utilisation of a spatial-temporal analysis and a two-dimensional
Markov chain. Importantly, the framework can be applied not only in cases where hid-
den terminals are present, but also in the case of networks without hidden terminals.
Moreover, their model is simpler when compared with similar models, such as [44].
2.2.3 Enhancing contention resolution algorithms
There have been a number of proposals made in regard to the numerous improvements
to be implemented for 802.11. Protocol designs proposing better contention resolution
algorithms to improve throughput, mostly by tuning the contention window in order to
be comparable with the proposals, are now brieﬂy discussed.
The optimal value of the contention window (CW) was calculated by Cali et al. [47].
Comparably, Gannoune et al. [48] suggested an approach for the calculation of the mini-
mum CW size, whilst Bianchi et al. [49] presented an approach for predicting the amount
of active hosts through the use of a Kalman ﬁlter to establish appropriate CW values. In
an attempt to overcome the complexity associated with such an approach, a centralised
strategy, involving the AP measuring the number of active nodes in the network then
broadcasts the optimal CW size across all contending nodes, was proposed by Ma et
al. [10]. Furthermore, a very complicated and decentralised approach was suggested by
Bianchi et al. [50] and Cali et al. [47] with the aim of predicting the number of contending
nodes in the network and accordingly calculating an optimal CW for the maximisation of
network throughput. However, their estimation is fragile because it is highly dependent
on the estimation of the conditional collision probability. A new backoﬀ algorithm was
presented by Bononi et al. [51] with the aim of improving an 802.11 DCF; this is known
8For more details see 4.1.3
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as Asymptotically Optimal Backoﬀ (AOB), and has performance objectives comparable
with [14].
Aad et al. [52] proposed a method to enhance the DCF eﬃciency and fairness by dividing
the CW by two instead of resetting it to its initial value of CWmin, treating it like the
binary exponential backoﬀ mechanism after a successful transmission (cf. 3.2.1 for the
formal binary exponential backoﬀ detail) in order to provide a less disproportionate CW
for nodes in the network. This method is called slow CW decrease. Conversely, a fast
collision resolution algorithm was proposed by Kwon et al. [53], based on throughput
improvement. The backoﬀ mechanism acts like the DCF backoﬀ when any node that either
experiences a collision or loses a contention (it doubles the contention window size), but
when the backoﬀ timer begins the countdown stage, nodes can exponentially lower their
backoﬀ timer if they come to identify number of idle slots on the channel. In comparison
to DCF backoﬀ mechanism, the fast collision resolution algorithm signiﬁcantly improves
the throughput. However, it causes a reduction in the short time fairness because only the
node that has just succeeded in accessing the channel can minimise its CW. To address
this issue, Kwon et al. [53] have introduced the fairly scheduled fast collision resolution
(FSFCR) method, which simply sets a limit on the amount of successive retransmissions
which a node may perform: upon the reaching of a limit by a station, the CW is set to
CWmax.
In [54], an approach based on decreasing the collision overheadreferred to as the binary
countdown strategywas deﬁned by the authors. Because of the fact that, collisions sig-
niﬁcantly deteriorate the throughput of the 802.11 DCF, the transmission of management
messages was proposed with the aim of scheduling each transmission. Nonetheless, this
management technique is recognised as taking up as much as one-ﬁfth of the channel's
overall capacity [54].
Some proposals have been made based on node cooperation to meet requirements,
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such as high throughput, lower delay, and better fairness. In an attempt to deal with the
hidden terminal issue, Multiple Access Collision Avoidancereferred to as MACA[7]
was suggested, which utilises RTS/CTS as a collision-avoidance principle on the shared
channel. In line with MACA, there is the proposition of a new protocol for wireless net-
work LANs: the MACA for wireless (MACAW) was created with the aim of establishing
fair channel allocation and high throughput with the utilisation of ACKs frames to ac-
company RTS/CTS ones [8]. The MACAW backoﬀ mechanism suggested is based on the
multiplicative increase, linear decrease (MILD) principle, whereby the backoﬀ counter of
each node is increased by a factor upon a collision or a corrupted frame, with the backoﬀ
timer decreased by one following transmission success. The approach applies the same
backoﬀ counter value for all nodes, as distributed in the packet header and copied by the
receiver into its own counter.
Nandagopal et al. [55] introduced the proportionally fair contention resolution (PFCR)
in which nodes control a transmission probability using the MILD principle to impose
fairness among nodes when ﬂows in the network face diverse spatial and contention con-
ditions. However, imposing fairness at the level of ﬂows must not be done at the MAC
layer. It can be argued that ﬂow control is the problem of traﬃc management, and it
should be handled at an upper layer, such as the transport layer. Similarly, Song et al.
[56] proposed a new backoﬀ algorithm based on the EIED (exponential increase, expo-
nential decrease) principle, in which each node increases its backoﬀ counter by a factor
upon a collision or corrupted frame and decreases the backoﬀ timer by a diﬀerent factor
after a successful transmission. This method does well in comparison with MILD and the
binary exponential backoﬀ, which is used as standard backoﬀ mechanism in 802.11 DCF.
The main problem with all these proposals is related to the core principle of dynamic
load control. When a network node experiences a collision in all instances, the CW size of
the node is increased in an attempt to decrease the probability of collision. This results
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in lower channel utilisation and fairness owing to the fact that the previously discussed
proposals for enhancing DCF are unable to diﬀerentiate between collisions from corrupted
frames; in addition, they do not have the ability to appropriately handle the capture ef-
fect [29]. In the case of the above methods, the CW size is usually increased signiﬁcantly
following a collision, and the increased size of the CW is almost never optimal. To address
these issues, Heusse et al. [14] proposed a novel idle-sense access method for a single-cell
wireless LAN, which compares the mean number of consecutive idle slots between trans-
mission attempts to the optimal value and adopts an additive increase and multiplicative
decrease algorithm to dynamically control the contention window in order to improve
throughput and short-term fairness. As the idle-sense method relies on only observing
idle periods in channel activity, this method is insensitive to all the problems that arise in
the above methods based on inferring the channel load from collisions. In the proposed
access methods (cf. Chapters 3 and 4), conditional collision probabilities are estimated by
wireless nodes through observations of consecutive idle slots between transmissions similar
to idle-sense. Accordingly, as in the case of the idle-sense, the proposed access methods
can separate handling failed transmissions from contention control. Similar to idle-sense
method, Hu et al. [57] proposed a channel access method to maximise the bandwidth util-
isation and achieve proportional bandwidth allocation. This approach ultimately rests on
to locally observable variables, namely the amount of collisions witnessed between two
consecutive successful transmissions and the amount of consecutive idle slots, based on
which to control the de-queueing rate of wireless nodes instead of dynamically tuning
their contention windows.
A diﬀerent approach is shown by Tan et al. [28], who proposed the placement of a
regulator above the MAC layer in an AP with the aim of controlling the set and cell
rates for nodes in line with various performance-related goals (commonly throughput or
time fairness). Despite the fact that the concept may be seen to be valuable from the
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perspective of achieving equal time shares across stations, it remains that there is much
dependence on a central coordinator and the access method does not address the hidden
terminals problem.
2.3 Game Theory and its Application to Random Chan-
nel Access Schemes
A game in random channel access schemes includes a set of players, actions, and pref-
erences or player payoﬀs. Commonly, the players are the wireless nodes when MAC
protocols are designed [11]. The actions are the alternatives available to each player. An
action selected by a player, is referred to as the strategy. In the case of a wireless MAC
protocol, actions might comprise the probability of channel access, the level of transmit
power, CW size, as well as a number of other elements within the player's control. Upon
the deterministic selection of the action, this is referred to as pure strategy. In contrast,
upon the probabilistic selection of the action in line with a particular probability distri-
bution, this is referred to as mixed strategy. Ultimately, the action proﬁle established
based on selection of an action by all players will determine the outcome of the game.
For all players, a preference relationship signiﬁes the player's individual assessment of all
potential outcomes. In a number of diﬀerent instances, the preference link is signiﬁed by
a utility function; this attributes a number to all of the possible outcomes, with higher
utilities representing more desirable outcomes. In the wireless MAC scenario, a player
might prefer outcomes that yield higher channel utilisation, lower channel access delay,
and better fairness, although in many practical situations, these goals will be in conﬂict.
Ultimately, depending on the game's nature, there are a number of diﬀerent solution con-
cepts that commonly depend on the principle of equilibrium. Using this principle ensures
that a player will gain optimal payoﬀ with considering the strategies of other players. One
other important game concept is Pareto optimality. A strategy is called Pareto optimal,
28
if it is impossible to make one player better oﬀ without requiring other players to for-
feit or sacriﬁce in any way possible. The suitable modelling and implementation of such
preference relationships is recognised as being one of the most challenging aspect of game
theory, which will be reviewed brieﬂy in the following sections.
2.4 Game Theoretic Models
When modelling multiple access schemes, there are two types of game that can be used,
namely cooperative and noncooperative games. In the case of the former, group rationality
behaviour is displayed by players, who implement an enforceable contract within their
group; in the case of noncooperative methods, self-interested behaviours are displayed by
the players, meaning decisions are made based only on their individual payoﬀ.
2.4.1 Noncooperative games
In noncooperative games, players are not able to establish binding commitments [13];
however, this is not to suggest that players are not able to cooperate: in these games,
any cooperation needs to be self-enforcing. Such a game has been applied widely with
the aim of improving the performance of wireless networks (e.g, various aspects of MAC
games, power control in CDMA, time slot competition, etc.). Nash equilibrium [13] is a
well-known equilibrium concept in the context of noncooperative games; this is a joint
approach where there is no incentive amongst players to deviate from their strategy when
considering that other players behave in the same way. This means that a player's utility
cannot be enhanced through unilateral deviation. In the case of pure strategies, si ∈ Si9
is a Nash equilibrium if the following is true:
ui(s
∗
i , s
∗
−i) > ui(si, s∗−i),∀si ∈ Si,∀i ∈ N, (2.4.1)
9Si denote a set of strategies of player i
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where ui(.) is the payoﬀ function of player i; s
∗
i is a Nash equilibrium strategy of player
i; and s∗−i is a Nash equilibrium strategy vector of all players except player i. The most
glaring shortcoming of this equilibrium concept is the fact that it is almost impossible to
justify why players in a real game would necessarily play with such equilibrium, and if
they did play such an equilibrium, whether it is unique.
Another equilibrium concept for noncooperative approaches is correlated equilibrium;
this is recognised as being a more generalised version of the Nash equilibrium [58]. A
strategy proﬁle is a correlated equilibrium in situations where players decide upon their
strategy in line with the joint distribution as opposed to marginal distribution, as in
the case of the Nash equilibrium. Notably, an oﬃcial deﬁnition has been provided: a
probability distribution pi over S1 × ...× SN is a correlated equilibrium if every strategy
s∗i ∈ Si satisﬁes pi(s∗i , s−i) > 0, and every alternative strategy (si ∈ Si) must satisfy∑
s−i∈S−i pi(s
∗
i , s−i)[ui(s
∗
i , s−i) − ui(si, s−i)] ≥ 0,∀si ∈ Si,∀i ∈ N . In other words, upon
a recommendation (i.e., a recommended strategy according to the distribution pi) being
made to player i, a distribution pi is recognised as a correlated equilibrium if no player i
is able to select a strategy si as opposed to s
∗
i , thus causing a higher expected payoﬀ [13].
In terms of classiﬁcation, a noncooperative game may be considered as an incomplete
or complete information game. In the case of the former, this involves players' lack of
information of various characteristics relevant to their opponents; such information might
relate to their payoﬀ, strategies and/or available actions. On the other hand, complete
information games give players all information relating to their opponents. An incomplete
information game can be modelled as a Bayesian game [13, 11], which involves Bayesian
analysis being applied with the aim of predicting the game's outcome. Furthermore,
games may be considered either dynamic or static in nature: the former involves a player
selecting an action at the current stage, with consideration to the knowledge of the actions
selected by other players, either in previous phases or at the current phase. The latter is
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a one-shot game involving all players making decisions without any knowledge relating to
the strategies adopted by other players.
Importantly, in the case of dynamic games, the common equilibrium solution is a sub-
game perfect Nash equilibrium [59], which can be interpreted as a Nash equilibrium of
every sub-game of the original game. One approach utilised widely in order to achieve
sub-game perfect equilibria is backward induction.
A dynamic game with incomplete information can be described as a multi-stage game
when information is unknown to other players [13]. It is similar to a dynamic game with
complete information in that the players take turns sequentially rather than simultane-
ously, but information is incompletely known by others. The players follow their beliefs
and dynamically update their beliefs by using Bayes' rule which is a natural and standard
way to handle incomplete information games [13]. In a dynamic game with incomplete
information, perfect Bayesian equilibrium is the solution concept. The term Bayesian
equilibrium is used to refer to a Nash equilibrium in which players update their strategies
according to Bayes' rule.
Repeated games are an important tool for understanding concepts of reputation and
punishment in game theory [13]. In a repeated game formulation, players participate in
repeated interactions within a potentially inﬁnite time horizon. Players must therefore,
consider the eﬀects that their chosen strategy in any round of the game will have on their
opponents' strategies in subsequent rounds. Each player tries to maximise its expected
payoﬀ over multiple rounds. It is well-known that some single-stage games result in Nash
equilibria that are suboptimal from the point of view of all players. The key issue is
that each player must consider possible reactions from opponents that will impact that
player's future payoﬀs. For instance, selﬁsh behaviour may be punished. There is a very
natural relationship between the notion of a repeated game and that of a Markov game.
A Markovian game (i.e., Markovian dynamic game or stochastic game) is an extension
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of game theory to Markov decision process-like environments. In a stochastic or Markov
game, the history at each stage of the game can be summarised by a state, and movement
from state to state follows a Markov process. In other words, the state at the next round
of the game depends on the current state and the current action proﬁle [60, 61, 62].
Lastly, there is the Stackelberg leadership model, also known as leader-follower game
[13]. This game adopt a strategic approach, in which the player acting as a leader moves
ﬁrst and then the players acting as follower move sequentially. The leadership model is
based on establishing an optimal strategy for the leader, presuming that the followers
behave rationally and optimise their objective functions in direct consideration of the
leader's actions. The Stackelberg game model can be solved through the utilisation of the
sub-game perfect Nash equilibrium.
2.4.2 Cooperative games
In contrast with noncooperative games, in the case of cooperative games, players can
make binding commitments. In this type of game, players maximise their payoﬀs based
on the common objective of a coalition to which they belong. This means, the players
are able to implement strategy coordination and agree on the way in which payoﬀ is
to be divided amongst all individuals in a coalition. One of the most widely researched
cooperative games is Nash bargaining [13], which involves players maximising their gain in
consideration to what would be received by each player without cooperation. Essentially,
the Nash bargaining solution is deﬁned as following [13]:
s∗ = argmax
s
∏
i∈N
(ui(si)− udi ) (2.4.2)
where s∗ is a Nash bargaining solution strategy vector of all players, and udi is the threat
point (i.e., the utility gained if player i decides not to cooperate and bargain with the
other players).
32
2.4.3 Challenges in game theoretic design of random channel ac-
cess schemes
As discussed in the introduction, when seeking to model and analyse nodes' cooperative
and noncooperative behaviours and their interactions throughout the course of channel-
access contention in the case of wireless networks, game theory may be applied. However,
when this is achieved and multiple access schemes in wireless networks are analysed,
various considerations are needed to deliver guidance on the suitable application of game
theory. This is because, it will help examine the possible future applications and directions
of game theory.
• Self-interest and group-rationality: The majority of game theoretic frameworks
that are designed for distributed protocols in wireless networks presume group ra-
tionality and self-interest in the case of both cooperative and noncooperative game
models. A self-interest node (player) only tires to maximise its own payoﬀ func-
tion; nevertheless, such behaviours might not be well positioned to deliver a socially
ideal solution, which then encourages the implementation of a cooperative game in
order to achieve socially optimal solution for all the nodes in the network (e.g., a
bargaining game) [63, 64]. However, in most cases, the condition of group ratio-
nality might not be true across all nodes, with some showing non-conformity to
cooperation. Accordingly, there is the necessity of a penalisation mechanism [65] to
ensure cooperation among the nodes is enforced and guarantee the achievement of
a socially optimal solution.
• Practical implementation: Despite the fact that the game theory provides solu-
tions for distributed protocols such as DCF, the implementation of such solutions in
a practical setting remains problematic. In a number of situations, game-theoretic
access methods require information from the channel (e.g., power, SINR) in order
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to convergence to the equilibrium solution, which in reality is impossible to obtain
accurately. This means, the stations might need to learn such information from
the radio environment with less accuracy, thus potentially this lead to the overall
complexity of implementation and accordingly decreasing the rate of convergence
to the equilibrium solution.
• Payoﬀ function: A payoﬀ function in the game shows a player's beneﬁt or reward
as a strategy is selected by the player. Designing an appropriate payoﬀ function
requires considerable insight into the problem at hands. There is a need to deﬁne the
payoﬀ function in consideration to the nodes' and/or network's physical performance
measures (cf. 3.2.4 and 4.2.2 for designing of payoﬀ functions in Chapter 3 and
Chapter 4).
The following section brieﬂy reviews a number of diﬀerent game-theoretic models
proposed in the literature for the study of distributed protocols in wireless networks.
2.5 Games for Multiple Access Schemes
There are a number of diﬀerent game models, such as cooperative, noncooperative, and
Stackelbergall of which used to model and analyse the ALOHA channel access scheme
behaviour both with and without rate adaptation and power control. In the majority of
the ALOHA game models, nodes are given the option of choosing whether to transmit or
not to transmit, with the assumption that their possible actions and nodes' transmission
powers are ﬁxed. Tables 2.1 summarize the game models formulated for the Aloha access
mechanisms.
There are also a number of diﬀerent game models, same as ALOHA protocolsall of
which used for the analysis of the CSMA/CA-based channel access scheme. Tables 2.2
summarise the game models formulated for CSMA/CA-based access mechanisms. In some
CSMA/CA-based MAC game models, the action set of nodes is deﬁned as channel access
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probabilities. In addition, most of the CSMA/CA-based MAC game models consider only
the symmetric strategy case by assuming that all nodes are identical and that throughput
maximisation is the key objective. In some of the CSMA/CA-based game models, the
actions are To transmit and backoﬀ. The solutions of these game models are mixed
strategies. Since in random access schemes, nodes access the channel(s) in a distributed
manner, some nodes may misbehave. Moreover, to the best of author knowledge, there
is no study in the game theoretic literature so far that addresses the hidden and expose
terminal problem. This is because, almost all of the studies consider single-cell networks.
2.6 Summary
In this chapter, the wireless medium access problem was discussed, and the performance
analysis of the node's behaviour in wireless networks, particularly in 802.11 wireless LANs,
was brieﬂy reviewed. Then, some designs that propose better contention resolution algo-
rithms that relate to this study to address the shortcomings in the wireless medium were
also discussed. It can be observed that the main problem with all of these proposals is
related to the core principle of dynamic load control, which implies that these methods
cannot distinguish collisions from corrupted frames, nor can they handle the capture ef-
fect. In the next chapters, a method similar to [14] and [57] is proposed that relies on only
observing idle periods in the channel activity and is therefore insensitive to most of the
problems that are discussed in this chapter. The random channel access from the game
theory point of view was investigated in this chapter, and a background was provided
on how game theory can be applied to a random channel access protocol and the way
in which an equilibrium solution (i.e., behaviour of the nodes at steady state) can be
obtained.
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Chapter 3
Game Theoretic DCF for Single Cell
Wireless Network
3.1 Introduction
This chapter presents a game-theoretic random access model capable of being readily
incorporated into the IEEE 802.11 DCF standard. The objective is to design a game the-
oretic model that can potentially optimize throughput and fairness in each node indepen-
dently and, therefore, minimise channel access delay. A utility function is proposed, such
that it can decouple the protocol's dynamic adaptation to channel load from collision de-
tection by replacing binary exponential backoﬀ mechanism with game theoretic approach
for backoﬀ mechanism (cf. 3.2.2), which ultimately results in constant contention win-
dow (CW) for each active node in the network. The proposed model demonstrated that
it can reach a Nash equilibrium, which results in a relatively stable contention window
provided that each node adapts its behaviour to the idle rate of the broadcast channel,
coupled with observation of its own transmission activity.
A noncooperative, static, game-theoretic approach is adapted to model contention-
based wireless medium access: In noncooperative games, the players make rational de-
cisions considering only their individual payoﬀs. The players are unable to reach an
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enforceable contract, but this does not mean that the players do not cooperate, provided
that the game is appropriately designed. However, any cooperation implied by this kind
of games must be self-enforcing (cf. 2.4.1). Moreover, due to the nature of the wireless
channel, a static game is used, which means that all players make decisions without the
knowledge of the strategies that are being chosen by the remaining competing players
(cf. 2.4.1). To design utility and payoﬀ functions, a single cell network is assumed,
implying that all nodes can sense each other's transmissions. It is worth mentioning that
this protocol can be integrated into DFC for both centralised and ad hoc wireless network
topologies.
The idle-sense method is employed to design our utility and payoﬀ functions, as pro-
posed by Heusse et al. [14], which derives the optimal number of consecutive idle time
slots between transmissions (dependent on the channel modulation scheme) in order to
avoid or minimise contention. Then, gradient play is used as a strategy update mechanism
to dynamically control the contention window size by adjusting a current channel access
probability gradually in a gradient direction towards the optimal value of the number of
idle slots observed between transmission attempts. In Chapter 6 numerical simulations
of proposed method in this chapter is shown, including throughput, short-time fairness,
collision rate, and channel access delay.
The remainder of this chapter is organized as follows. In 3.2, the formulation of a
random access game theoretic model is structured by ﬁrst reviewing the operation of the
IEEE 802.11 DCF in 3.2.1 and then casting the essence of its operation in game theoretic
terms by specifying a per-node utility function in 3.2.2. Section 3.2.3 deﬁnes the Nash
equilibrium and investigates under what kind of conditions a unique nontrivial Nash
equilibrium can be achieved. In 3.2.4, the design of the utility function is speciﬁed using
reverse engineering from a desired point of operation based on the conditions discussed
in 3.2.3. Furthermore, in 3.2.5, a method is proposed based on the game that adjusts
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the CW size much less aggressively than the commonly used binary exponential backoﬀ
algorithm. Then in 3.3, a MAC protocol is designed, based on the formulated game.
Finally, in 3.4, a summary of this chapter is given.
3.2 Formulation of Random Access Model
As mentioned in Chapter 2, the broad consensus in the published literature is that the
performance of DCF is highly dependent on the number of active nodes in the network.
Consequently, most of the proposals for improving the IEEE 802.11 MAC attempt to esti-
mate the number of competing stations in the network and adjust the contention window
size accordingly (cf. 2.2.3). In practice, it is diﬃcult to calculate the number of (active)
competing stations accurately because the DCF backoﬀ scheme cannot distinguish colli-
sions from frame corruption events that commonly occur in wireless networks, especially
in weak signal areas. Thus, most proposed methods that depend on estimating the num-
ber of (active) nodes suﬀer from the above inaccuracy. In this chapter a channel access
method is sought that decouples the channel access probability, P τi , from the conditional
collision probability, P ci , in order to provide the ability to discriminate between chan-
nel contention and occasional channel lack of reliability. Thus, in order to achieve high
throughput and relatively good short-time fairness, a game-theoretic random access model
based on CSMA/CA is proposed that provides an appropriate CW size independently for
each node in the network. This yields an almost equal channel access probability for all
nodes only through local observation of consecutive idle slots between transmissions.
3.2.1 Description of DCF
The operation of the DCF channel access mechanism is well-documented in [17]. In order
to model the contention resolution algorithm in the context of game theory, this section
attempts to explain both basic access and request to send (RTS) / clear to send (CTS)
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Figure 3.1: Backoﬀ timer operation as a part of collision avoidance mechanism in DCF.
access mechanisms in detail.
A node wishing to transmit, senses the carrier on the channel. If the channel remains
idle for a period of time, called a distributed inter frame space (DIFS), the node transmits.
Otherwise, the node persists in sensing the channel until this is measured as being idle
for a DIFS period. At this point, the node generates a random slotted backoﬀ interval
before transmitting. It chooses backoﬀ b, an integer distributed uniformly in the window
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Figure 3.2: Receiving the ACK and CRC check operation.
[0, CW ], and waits for period of b time slots before attempting to transmit, while the
backoﬀ timer is decremented as long as the channel remains idle. This procedure will be
repeated until the node transmits its packet (Figure 3.1). Since the DCF does not rely
on the capability of the stations to detect a collision by hearing their own transmission
(cf. 2.1.1), a positive acknowledgement (ACK) is required by the destination station to
signal the successful frame reception. Therefore, if the data frame is correctly received,
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Figure 3.3: Virtual carrier sensing, duration ﬁeld and the NAV timer.
the receiving node transmits an ACK frame after a ﬁxed period of time, which is called
a short inter frame space (SIFS).
Otherwise, if the transmitting node does not receive the ACK frame, it executes the
exponential backoﬀ algorithm (it doubles CW , which is bounded between CWmin and
CWmax) and repeats the transmission attempt up to a maximum number of attempts
(Figure 3.2).
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Figure 3.4: Example of basic access mechanism in a single cell wireless network.
It is also unusual for all nodes to be able to communicate directly with all other nodes
(cf. 2.1.2). For this reason, DCF implements a network allocation vector (NAV). The
NAV is a value that indicates to a station the amount of time that remains before the
medium will become available. In the basic access mechanism, NAV information is im-
plemented using a duration ﬁeld in the MAC header of each data frame. The value of
the duration ﬁeld speciﬁcally represents the transmitter's estimate of how much time is
needed to complete the current frame sequence. Even if the medium does not appear to
be carrying a transmission via physical carrier sense, a listening station may avoid trans-
mitting. Therefore, the NAV plays the role of virtual carrier-sensing mechanism in DCF
(cf. Figure 3.3). By combining the virtual carrier sensing mechanism with the physical
carrier sensing mechanism and the binary exponential backoﬀ mechanism, the DCF im-
plements the collision avoidance portion of the CSMA/CA access mechanism. Although
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Figure 3.5: The simpliﬁed basic access mechanism operation.
both the NAV and the backoﬀ mechanism support collision avoidance, they perform very
diﬀerent functions: e.g., a non-zero NAV timer indicates that virtual carrier sensing has
reserved the use of the broadcast medium, but a non-zero backoﬀ timer identiﬁes a node
in a randomly ordered queue waiting to transmit. Figure 3.4 illustrates a successful basic
access operation in which all stations share the same wireless channel. At the end of the
frame transmission by the source, all other stations wait for a DIFS and then choose a
random backoﬀ time before transmitting another frame. Note that the frame transmis-
sion by the source occurs in the middle of the backoﬀ time for the destination node. As
a consequence of the channel being sensed as busy, the backoﬀ time is frozen, and the
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Figure 3.6: Example of RTS/CTS mechanism in a single-cell wireless network.
backoﬀ counter decrements again only when the channel is sensed idle for a DIFS. The
ACK is immediately transmitted at the end of the frame transmission, after a SIFS. As
the SIFS (plus the propagation delay) is shorter than a DIFS, no other station is able to
detect the channel idle for a DIFS until the end of the ACK transmission.
A simpliﬁed version of two-way handshaking technique (the basic access mechanism op-
eration in the DCF), which is described above, is illustrated in Figure 3.5. Once again
note that DCF is built based on CSMA/CA and has three main elements: Element A is
a physical carrier sense mechanism that works using CCA. Element B and C are a binary
backoﬀ and virtual carrier sense respectively, which provide collision avoidance ability for
nodes.
DCF also has an additional four-way handshaking technique that is optional. This mech-
anism is known as request to send / clear to send (RTS/CTS). An example of successful
frame transmission is shown in Figure 3.6. A node wishing to transmit senses the carrier
on the channel. If the channel remains idle for a DIFS, the node transmits a special short
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frame called request to send (RTS). When the destination station detects an RTS frame,
it responds after a SIFS with a clear to send (CTS) frame. The source is allowed to trans-
mit its data frame only if the CTS frame is correctly received. The frames RTS and CTS
carry the information of the length of the frame to be transmitted (duration ﬁeld). This
information can be read by any listening station, which is then able to update a network
allocation vector (NAV) containing the information of the period of time in which the
channel will remain busy. This method is suitable to address the hidden terminal prob-
lem. The importance of this method in designing the utility function for a network with
hidden nodes will be discussed in next chapter, where a network with hidden terminals
is assumed. Note that the RTS/CTS mechanism is exactly the same as the basic access
mechanism in terms of collision avoidance except that the NAV information is carried by
a RTS and CTS frame. This method provides better time synchronization among the
nodes, especially when the size of data frame is large.
3.2.2 The game
Now consider a set of wireless network nodes N with DCF as the contention protocol.
Associated with each wireless node i ∈ N is its channel access probability, P τi (t), and a
certain contention measure observed by each node through the backoﬀ mechanism. As
stated in the description of DCF, each node in the network can observe its own channel
access probability P τi (t) and its conditional collision probability (contention measure),
P ci (t), but not those of other nodes. It can then adjust its channel access probability,
P τi (t), based on a system control point of view, written as:
P τi (t+ 1) = Fi(P τi (t), P ci (t)), (3.2.1)
where time is slotted in units of a slot duration. The conditional collision probability de-
pends on the channel access probability, represented through a vector Pτ (t) = (P τi (t), i ∈
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N):
P ci (t) = Ci(Pτ (t)). (3.2.2)
Here, Fi models the contention resolution algorithm, and Ci models a mechanism that
updates the conditional collision probability in DCF. It is assumed that Equation 3.2.1
and 3.2.2 have an equilibrium (Pτ ,Pc). The ﬁxed point of Equation 3.2.1 deﬁnes an
implicit relation between the equilibrium P τi (t) and P
c
i (t). Then, by the implicit function
theorem [82], there exists a unique continuously diﬀerentiable function Fi, such that,
P ci = Fi(P
τ
i ). (3.2.3)
In [9] the probability P τi that a station transmits in a randomly chosen slot time when
the backoﬀ time counter is equal to zero, regardless of the backoﬀ stage, is expressed as
the following:
P τi =
2(1− 2P ci )
(1− 2P ci )(CW + 1) + P ci CW (1− (2P ci )m)
. (3.2.4)
where m is the backoﬀ stage. Also, the probability that a transmitted packet encounters
a collision (the conditional collision probability) is the probability that, in a time slot, at
least one of the remaining stations in the network transmits. Therefore this probability
is deﬁned as the following:
Ci(Pτ ) = 1− (1− P τi )N−1, ∀i ∈ N. (3.2.5)
The contention window (CW) in DCF is formulated in terms of the node channel ac-
cess probability, P τi (cf. Equation 3.2.4). When, m = 0, i.e., no exponential backoﬀ is
considered, the CW easily maps to a backoﬀ mechanism by the following correspondence
between P τi and a constant contention window, that holds in saturation mode [9, 35]. The
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saturation mode implies that every node has a packet ready to transmit at all times.
P τi =
2
CW + 1
. (3.2.6)
Therefore, the probability P τi is independent of P
c
i (c.f. Equation 3.2.6). However, the
current backoﬀ scheme in DCF considers the lack of an ACK reception as a collision
and doubles its contention window, which is the main source of short-time unfairness
[48]. Therefore, a constant contention window is adopted in our utility function design
in order to preserve the independence of P τi from P
c
i . As will become clear later, such a
choice of constant contention window in the protocol plays a crucial role in guaranteeing
the uniqueness of the Nash equilibrium and enabling the design of a payoﬀ function.
Therefore, the utility function of each node i is deﬁned as follows:
Ui(P
τ
i ) =
∫ P τi
vi
Fi(P
τ
i )dP
τ
i . (3.2.7)
Based on the Lack of dependency of P τi on P
c
i embodied in Equation 3.2.6 and the utility
function 3.2.7, a random access game G is deﬁned as a triple G = {N, (Si)i∈N , (ui)i∈N},
where N is the set of players (active nodes in the network). Player i ∈ N , adopts strategy
Si = {P τi |P τi ∈ [vi, P τi ]} with 0 < vi 6 P τi < 1, and a payoﬀ function:
ui(P
τ ) = Ui(P
τ
i )− P τi Ci(Pτ ). (3.2.8)
with a utility function Ui(P
τ
i ) and price function P
τ
i Ci(Pτ ). Note that the throughput
and fairness of node i depend on the P τi (as throughput is proportional to P
τ
i , if there
are no collisions in the network). P τi Ci(Pτ ) is considered as a contention price for node
i for a given P τi . Therefore, potentially each node can calculate precisely the cost of
its action based on P τi , and with the knowledge that P
τ
i and Ci(Pτ ) are independent of
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each other, each node has the ability to maximise its payoﬀ function regardless of having
direct knowledge of any other player's action at a speciﬁc time. In the next section, we
discuss the condition for which our payoﬀ function can produce a unique nontrivial Nash
equilibrium and thus all nodes can independently reach almost the same channel access
probability, which can then maximise the overall network performance. Here is the list of
the assumptions that will be used in the proposed game theoretic approach.
• Assumption 1: The utility function Ui(P τi ) is twice continuously diﬀerentiable and
strictly concave and increasing.
• Assumption 2: Function P idlei (Pτ ) = (1 − P τi )(1 − U ′i(P τi )), ∀i ∈ N at a nontriv-
ial equilibrium Pτ ∗ is strictly monotone in Si,∀i ∈ N , which means it is strictly
increasing or strictly decreasing function.
Assumption 1 is a standard assumption in economics and can also be seen as derived
from those assumptions on Equation 3.2.3. Under this assumption, there exists a Nash
equilibrium for any random access game G. Assumption 2 guarantees the uniqueness of
nontrivial Nash equilibrium, which we will deﬁne later in Section 3.2.4.
3.2.3 Nash Equilibrium
The objective in this noncooperative game model is to ﬁnd the equilibrium solution for
a wireless network with self-interested nodes in a distributed manner. As mentioned in
2.4.1, a well-known solution for noncooperative games is the Nash equilibrium [13], which
jointly maximises all the players' utilities.
Based on the game deﬁned in Section 3.2.1, Pτ ∗ is Nash equilibrium if it satisﬁes the
following condition [13]:
ui(P
τ
i
∗,Pτ ∗−i) > ui(P τi ,Pτ ∗−i),∀i ∈ N,∀P τi ∈ Si, (3.2.9)
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where ui(.) is the payoﬀ function of player i, and P
τ ∗
−i is a Nash equilibrium strategy
vector for all the players except player i (Pτ−i ≡ (P τ1 , ..., P τi−1, P τi+1, ..., P τN)).
Equation 3.2.9 states that each player i, in choosing P τ ∗i is playing its best response to
all the other players' strategy choices. A Nash equilibrium Pτ ∗ is a nontrivial equilibrium
if P τ ∗i satisﬁes the following condition [13]:
∂ui(P
τ
i
∗,Pτ ∗−i)
∂P τi
= 0,∀i ∈ N. (3.2.10)
Note that the equilibrium condition in Equation 3.2.10 does not guarantee that the equi-
librium is unique and implies that, at the Nash equilibrium, P τi
∗ can take values at the
boundaries of the strategy space which results in poor performance in terms of throughput
and fairness (cf. the assumptions in 3.2.2). However, if it satisﬁes Equation 3.2.11 then
the equilibrium P τi
∗ is guaranteed to be a unique nontrivial equilibrium [13]:
∂Ui(P
τ
i
∗)
∂P τi
= Ci(Pτ ∗),∀i ∈ N. (3.2.11)
In order to meet the condition in Equation 3.2.11, the utility function Ui(P
τ
i ) must be
continuously diﬀerentiable and strictly concave. Since Equation 3.2.7 is an integral, and
since P ci = Fi(P
τ
i ) and P
c
i > 0, Fi(P τi ) is a continuous and decreasing function (the
larger the channel access probability, the smaller the conditional collision probability (cf.
Equation 3.2.5), it follows that Ui(P
τ
i ) is a nondecreasing function: This implies that
Ui(P
τ
i ) is strictly concave. Therefore, ui(P
τ ) is continuous and concave in P τi . Hence,
there exists a nontrivial Nash equilibrium for game G [13].
3.2.4 Utility function design
Choosing an appropriate utility function requires considerable insight into the problem
at hand. The utility function in this study is formulated for each node in the network in
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Figure 3.7: Number of nodes versus optimal number of idle slots nopti for basic access
mechanism, up to 50 active nodes based on the parameters in table 3.1 (802.11/b).
such a manner as to ensure that its design results in a unique, nontrivial Nash equilibrium
for each node. Based on the idle sense method [14], DCF is reverse engineered from the
desired operation point. In [14], a medium access method is proposed that uses the mean
number of consecutive idle slots between two transmission attempts. Let us denote by ni
the mean number of consecutive idle slots between two transmission attempts (successful
transmission, or collision, or frame corruption). This can be written as a function of P idlei (
the probability of channel being idle), as follows,
ni =
P idlei (P
τ )
1− P idlei (Pτ )
. (3.2.12)
Under the assumption of a Poisson arrival process, the channel idle probability is [9, 14],
P idlei (P
τ ) = (1− P τi )N . (3.2.13)
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Figure 3.8: Number of nodes versus optimal number of idle slots nopti for RTS/CTS access
mechanism, up to 50 active nodes based on the parameters in table 3.1 (802.11/b).
It can be shown using [14] that, provided an equal contention window is used for all
competing nodes in a network as N →∞, this leads to the following:
P
idle(opt)
i = (1− ξ/N)N → e−ξ. (3.2.14)
where ξ satisﬁes 1− ξ = ηe−ξ, η = 1− Ts/Tc, Ts is a slot duration that is a ﬁxed period
of time, and Tc is the average collision duration. Thus, the optimal number of idle slots
between two transmission attempts becomes the following:
nopti∞ =
e−ξ
1− e−ξ . (3.2.15)
If DCF does not use a RTS/CTS handshake scheme, then the average collision duration
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Figure 3.9: Number of nodes versus optimal values of contention window size CWopt for
basic access mechanism based on the parameters in table 3.2 (802.11/b).
becomes this:
Tc =
PHYhdr
br
+
MAChdr + L
v
+DIFS + σ̂; (3.2.16)
otherwise,
Tc = RTS +DIFS + σ̂, (3.2.17)
where PHYhdr is the header of the physical layer, and MAChdr is the header of the
MAC layer. L is the packet length/size, v is the channel bit rate, br is the basic rate
and σ̂ is the mean propagation delay. Note that nopti∞ is completely determined by the
protocol parameters and not by estimating the number of nodes in the network (Equa-
tions 3.2.12 and 3.2.13 give the optimal number of idle slots between two transmission
attempts nopti and thus the optimal contention window size CWopt which are shown in
Figures 3.7,3.8,3.9,3.10). As it can be seen in Figure 3.7 for basic access mechanism and
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Figure 3.10: Number of nodes versus optimal values of contention window size CWopt for
RTS/CTS access mechanism based on the parameters in table 3.1 (802.11/b).
Figure 3.8 for RTS/CST access mechanism that as the number of competing nodes in-
creases, the optimal number of idle slots converges quickly to nopti∞ . This indicates that
any deviation from nopti∞ will result in decreasing the network performance in terms of
both throughput and fairness. Therefore, without loss of generality, for a large number
of nodes (N > 10),
P
idle(opt)
i ≈ e−ξ,∀i ∈ N. (3.2.18)
In order to reverse engineer the utility function from the desired point of operation, it can
be shown that,
P idlei (P
τ ) = (1− P τi )(1− U ′i(P τi )), ∀i ∈ N. (3.2.19)
Therefore, according to Equation 3.2.18, the utility function at its maximum should be
P idlei (P
τ ) = e−ξ. By applying Equation 3.2.7, the utility function is obtained as the
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Table 3.1: DSSS system parameters and additional parameters used to obtain nopti
Channel Bit Rate 11 Mbps
Basic Rate 1 Mbps
Slot Time 20 µs
DIFS 50 µs
SIFS 10 µs
Propagation Delay 1 µs
Physical Header 192 bits
MAC Header 272 bits
ACK 112 bits
Packet Payload 12000 bits
following:
Ui(P
τ
i ) = P
τ
i + e
−ξln(1− P τi ). (3.2.20)
However, utility function 3.2.20 is not a strictly nondecreasing function, and hence, it can-
not guarantee the uniqueness of the Nash equilibrium. In other words, it does not satisfy
assumption 2 in 3.2.2. A convenient approximate choice that satisﬁes the uniqueness of
the Nash equilibrium is as follows:
P idlei (P
τ ) = e−ξ(1 + P τi ). (3.2.21)
As mentioned before when N is large, the optimal P τi that maximises the throughput is
very small [14, 9]. Applying Equation 3.2.7, the utility function is derived as follows:
Ui(P
τ
i ) = (1 + e
−ξ)P τi + 2e
−ξln(1− P τi ). (3.2.22)
Therefore, the payoﬀ function now becomes:
ui(P
τ ) = (1 + e−ξ)P τi + 2e
−ξln(1− P τi )− P τi Ci(Pτ ). (3.2.23)
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3.2.5 Dynamics of random access game
This section discusses how interacting players converge to a Nash equilibrium. Since a
noncooperative, static, game-theoretic approach is adopted to model contention-based
wireless medium access, repeated play of the random access game was considered as an
update mechanism in which players adjust strategies in response to observations of other
player actions, so as to achieve the Nash equilibrium. The simplest strategy update
mechanism is the best response. At each stage, every node chooses the best response to
the actions of all the other nodes in the previous round by maximising Equation 3.2.23.
Mathematically, at stage t + 1, node i ∈ N chooses a channel access probability derived
from stage t. Then each node i ∈ N updates its contention window CWi as follows:
CWi(t+ 1) =
2− P τi (t+ 1)
P τi (t+ 1)
. (3.2.24)
Equation 3.2.24 is derived from Equation 3.2.6 with the assumption that if the size of
contention window remains constant, P τi and P
c
i become independent of each other. This
relation is extremely accurate when we have a large number of active nodes in the network
(N > 10), as validated through extensive simulations by [83, 9]. Clearly, if the above game
reaches a steady state, then this state is a Nash equilibrium. Nonetheless, to the best of
this author's knowledge, there are no known convergence results for general games using
this approach. We thus consider an alternative strategy update mechanism called gradient
play [84]. Each node i ∈ N updates its strategy according to the following:
P τi (t+ 1) = P
τ
i (t) + E(P
τ )[U ′i(P
τ
i(t))− Ci(Pτ (t))]. (3.2.25)
where E(Pτ ) > 0 is step size towards the equilibrium The gradient play admits a nice
economic interpretation if the conditional collision probability Ci(Pτ (t)) is interpreted as
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contention price for node i: If the marginal utility U ′i(P
τ
i(t)) is greater than the contention
price, we increase the channel access probability. Conversely, if the marginal utility is less
than the contention price, then the access probability is decreased; then using Equation
3.2.24, each node updates its strategy. The step size determines the convergence speed.
In the proposed game, we choose a constant step size E(Pτ ) for all nodes because the
same payoﬀ function is used for all nodes that make the network homogeneous. Moreover,
the assumed network is single-cell, which means all nodes can see each other. Therefore,
the same step size in a homogeneous single-cell network can guarantee the convergence of
the whole network in almost a ﬁxed number of transmissions.
3.3 Medium Access Control Design
Based on Section 3.2, a medium access model adopted by each node in a wireless network
was designed, instead of using a binary exponential backoﬀ scheme. Hence, each node
computes locally its displacement from equilibrium using U ′i(P
τ
i(t))− Ci(Pτ (t)) in a dis-
tributed manner, and uses it to adjust the size of its contention window (see Table 3.2
for a formal description of this scheme in the form of an algorithm) in order to achieve
an optimal channel access probability P τi , which leads to optimal throughput, as well as
short-time fairness for each node. The variable maxtrans in Table 3.2 denotes the size
of the observation window, which only depends on the number of transmission attempts.
As ntrans increases, n̂i approaches ni. In the next section, methodology of obtaining
Ci(Pτ (t)), only by listening for consecutive idle slots in the shared transmission medium
is explained.
3.3.1 Conditional collision probability estimation
In order to have an accurate estimation of the conditional collision probability we have
used the same method as in [14]. Therefore, the conditional collision probability can be
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Table 3.2: Medium Access Control Design
After each transmission
{
/∗ observe mean number of idle slots ni ∗/
sum← sum+ ni
ntrans← ntrans+ 1
if ntrans > maxtrans {
n̂i ← sum/maxtrans
/∗ reset variables ∗/
sum← 0
ntrans← 0
/∗ compute conditional collision probability ∗/
Ci(Pτ (t)) = 1−(1+ni)P
τ
i
(1−P τi )(1+ni)
/∗ compute its distance from equilibrium ∗/
dist← [U ′i(P τ i(t))− Ci(Pτ (t))]
/∗ compute new channel access probability ∗/
P τi (t+ 1) = P
τ
i (t) + E(P
τ )[dist]
/∗ adjust new contention window ∗/
CWi(t+ 1) =
2−P τi (t+1)
P τi (t+1)
}
}
estimated via the observation of the wireless medium over several time slots. The pa-
rameters in our access method depend only on the protocol parameters that enable the
game-theoretic model to provide a feedback scheme which does not need to diﬀerentiate
between collided and corrupted frames. Thus, as aforesaid, we seek a channel access
method that decouples the channel access probability from the conditional collision prob-
ability in order to provide us with the ability to discriminate between channel contention
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and occasional channel lack of reliability. Therefore, the conditional collision probability
can be written using Eq. (3.2.5) and (3.2.13) as
Ci(Pτ ) = 1− P
idle
i (P
τ )
1− P τi
. (3.3.1)
Combining Eqs. (3.2.12) and (3.3.1) yields with good accuracy,
Ci(Pτ ) = 1− (1 + ni)P
τ
i
(1− P τi )(1 + ni)
, (3.3.2)
which is determined through monitoring the consecutive idle time slots in the transmission
medium only. The accuracy of conditional collision probability is proven by comparison
with extensive simulations and literature [9].
3.4 Summary
A game-theoretic model for contention control has been developed and proposed a medium
access method derived from CSMA/CA, in which each node estimates its state in a game
and adjusts its persistence probability, or equivalently its contention window, according to
its displacement from the Nash equilibrium. This results in harmonised but independently
determined performance objectives for all competing nodes through the speciﬁcation of
per-node utility functions. As wireless nodes can estimate the conditional collision proba-
bility by observing consecutive idle slots between transmissions, it is possible to decouple
contention control from handling failed transmissions. In Chapter 6, numerical results
show, this model is capable of achieving much higher throughput than the standard IEEE
802.11 DCF with signiﬁcantly better short-time fairness. Given that the network is in sat-
uration mode, this also implies a low collision probability and channel access delay. The
proposed protocol is highly dependent on the estimation of consecutive idle slot times.
Therefore, a wrong choice of maxtrans, which deﬁnes the size of the observation window,
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can lead to a collapse of the game. Also, the step size must be chosen appropriately in
order to converge to the desired point of operation with a reasonable convergence speed.
This is an empirically arrived at compromise that balances convergence speed against
protocol instability, which arises by choosing a larger step size for the update mechanism
in the design.
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Chapter 4
Game Theoretic DCF in Presence of
the Hidden Terminals
As discussed in Chapter 2, the role of the MAC distributed coordination function (DCF) as
the underpinning contention-based random channel access method has received much at-
tention in the past decade (cf 2.2.3) to quantify its performance and improve its through-
put and fairness. In literature (cf. 2.2.2), it is shown that the performance of DCF is
highly dependent on the number of hidden nodes in the network: These studies show that
the presence of hidden nodes causes signiﬁcant degradation in fairness and throughput
due to the lack of time-synchronization between the hidden nodes. As DCF is expected to
continue to play a prominent role in 5th generation mobile communication technologies to
address the issue of high bandwidth demand at base stations, eliminating its shortcomings
remains a signiﬁcant challenge.
This chapter seeks a channel access method that decouples the channel access prob-
ability P τi from the conditional collision probability P
c
i , to minimise the eﬀect of de-
synchronization amongst hidden nodes. Thus, in order to achieve good short-time fairness
and higher throughput, a game-theoretic random access model based on CSMA/CA is
proposed. This protocol provides an appropriate contention window size independently
for each node in the network, resulting in an appropriate channel access probability for
62
all nodes through local observation of consecutive idle slots between transmissions. The
design of the game and utility function is reverse engineered through a system control
point of view from the desired operation point using the DCF models in [39, 9]. A non-
cooperative, static, game theoretic approach to model the behaviour of contention-based
wireless medium access was adopted. In noncooperative games, the players make rational,
self-enforcing decisions considering only their individual payoﬀs; hence, the protocol oper-
ation is purely local. Due to the nature of the wireless channel, a static game in which all
players make decisions without the knowledge of the remaining competing players' strate-
gies was used(cf. 2.4.1). In designing utility and payoﬀ functions, a 802.11 DCF network
with a single AP in the presence of hidden nodes is assumed. The concept of idle sense
method was employed to design the utility and payoﬀ functions, as proposed in [14], to
derive the optimal number of consecutive idle time slots between transmissions based on
the channel modulation scheme to avoid or minimise contention. A gradient play solution
is used as a strategy update mechanism to dynamically control the contention window
size by adjusting a current value of P τi gradually towards its optimal value based on the
number of idle slots observed between transmission attempts. Moreover, in Chapter 6,
numerical simulations of the proposed method in this chapter is demonstrated, including
throughput, short-time fairness, collision rate, channel access delay, and delay distribution
among the networks with diﬀerent percentages of hidden terminals.
4.1 Analysis of Channel Contention
In this section, the eﬀect of hidden terminal is introduced, the network topology that
is used in the game will be discussed, and ﬁnally, an analytical model for DCF in the
presence of hidden stations is presented.
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A CB
Figure 4.1: The classic hidden station
4.1.1 Classic hidden station
The classic hidden station scenario is shown in Figure 4.1, where both node A and C are
in the carrier-sensing range of node B. However, node A and C cannot hear each other's
transmission, and both may end up transmitting simultaneously. If one or both of those
transmissions is destined for B, then B will not be able to receive the packet successfully
because of the data frame collision between A and C. Therefore, node C is called a hidden
terminal to A and vice versa (cf. Figure 4.1).
4.1.2 The hidden terminal eﬀect on the DCF (time-based point
of view)
The operation of the DCF channel access mechanism was discussed in 3.2.1 and will not
be repeated here in the interest of brevity. The remarks here are conﬁned to the scenario
depicted in Figure 4.2. Taking X as the source for a particular transmission and AP as
the destination, the backoﬀ time measured in b slots is a random transmission deferral
time chosen uniformly from a distribution [0, CW ], where CW is the contention window
deﬁned by the protocol. As shown in Figure 4.3, when a source transmits a data frame
to the destination, the covered nodes sense the channel as busy, defer their transmission,
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AP
X
Figure 4.2: AP scenario in the presence of hidden nodes from the node X point of view:
The dashed circle represents the carrier sense range of X. The solid black circles represent
nodes covered by both X and the AP, whereas the open circles represent hidden terminals
for X but not the AP.
and freeze their backoﬀ timers. A packet collision between the source and a covered
node occurs only if the covered node transmits its frame before it senses the transmission
from the source. The possible collision period between two nodes is called the vulnerable
period (τV ) [39, 46]. This period for a covered node in the basic access mechanism is
the minimum period of time from the instant the source starts to transmit a data frame
to the instant the covered node detects this ongoing transmission (deﬁned as one slot
time in IEEE 802.11 Figure 4.3). On the other hand, when the source transmits a data
frame to the destination, the hidden nodes will sense the channel as idle until they receive
an acknowledgement (ACK) frame from the destination. Any hidden node can transmit
another frame to the destination during this period (a data frame together with a SIFS
time duration). Hence, the vulnerable period for a hidden node in the basic access method
equals the length of a data frame, as shown in Figure 4.3. As expected, the backoﬀ period
needs to be minimised to increase throughput, but maximised to reduce contention. From
Figure 4.3, it is evident that τV time interval depends on the backoﬀ delay and the data
frame duration.
Likewise, for a covered station in the RTS/CTS access mechanism, the basic access
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Figure 4.3: The vulnerable period (τV ): The basic access method. For details of all
quantities, cf. [17]
mechanism τV time interval is also a slot time. In contrast, however, upon the transmission
of a data frame to the destination, as incurred by the source, the hidden stations could
sense the channel as being idle prior to receiving a CTS frame from the destination. Based
on the RTS/CTS handshaking process, the destination will respond through only a CTS
frame if it receives the RTS frame correctly and if it recognises the channel as idle. If
the hidden station transmits another frame in the period of SIFS between the RTS and
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CTS frame, the channel will be determined by the destination as busy, meaning it will
not respond with a CST frameeven if the RTS frame is correctly received. Accordingly,
in the case of a hidden station in the RTS/CTS access method, the τV is equal to the
total an SIFS plus the RTS frame time period, as shown in Figure 4.4.
Comparing the hidden station eﬀect on the basic and RTS/CTS access mechanisms, the
τV for the covered station in the RTS/CTS access method is same as that in the basic
access mechanism. However, unlike the basic access method, the τV for hidden stations
in the RTS/CTS access method is a ﬁxed length period, a RTS frame plus a SIFS time,
and does not depend on the length of the data frame from the source. So the RTS/CTS
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access mechanism reduces τV for the hidden stations. However, the RTS/CTS access
method introduces an overhead, a RTS/CTS handshaking period, in every successful
transmission which correspondingly decreases the network performance both in terms of
network throughput and channel access delay.
4.1.3 Analytical model of the DCF in the presence of the hidden
stations
The objective of the proposed method in this chapter is to minimise the eﬀect of de-
synchronization amongst hidden nodes in both basic access and RTC/CTS mechanism,
in order to minimise the collision probability in the τV time interval, without increasing
CW as aggressively as IEEE 802.11 DCF. First, an accurate relationship between τV and
the conditional collision probability must be determined. Therefore, model in[39] is used
as the underlying analytical model to compute P ci and P
τ
i .
In the case of the infrastructure mode in DCF [17], all of the stations are only able to
transmit a frame to the AP; therefore, the network transmission can be categorised as
upstream and downstream traﬃc: a frame sent from a station to the AP is known as
upstream traﬃc, whereas a frame sent to the station from an AP is downstream traﬃc.
Upon the transmission of a frame to the AP by the station, any station that is able to sense
the source's transmission is referred to as a covered station. In contrast, any station that
does not sense the transmission from the source but which is able to sense the transmission
from the AP is referred to as a hidden station (cf. Figure 4.2). Accordingly, as it can be
seen in Figure 4.2, in the case of the downstream traﬃc, there is no hidden station as all
stations are able to sense the AP transmissions. Nonetheless, not all of the stations have
the ability to sense transmissions in the upstream traﬃc, meaning, in this situation, the
hidden station problem remains apparent.
In [39], the conditional collision probability of above scenario is evaluated using the two-
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dimensional Markov chain model. Based on chain regularities in [39], it is shown that the
stationary probability P τi that a covered station will, in a randomly selected time slot in
the saturation conditions, transmit and then collide with the frame transmitted by the
source, can be represented as follows[39]:
b0,0 =
2(1− P ci )(1− 2P ci )
2(1− P ci )(1− 2P ci ) + (1− 2P ci )(1− (P ci )m+1) +Wmin(1− P ci )[1− (2P ci )m+1]
,
P τi =
m∑
i=0
bi,0 =
1− (P ci )m+1
1− P ci
.b0,0
(4.1.1)
where m is the backoﬀ stage (CWj = 2
jCW, j ∈ (0,m)). The stationary probability
P
τ
h
i that a hidden station will transmit during the τV period and collide with the frame
transmitted by the source can be represented as [39]:
P
τ
h
i =
m∑
i=0
τV∑
k=0
bi,k =

(
(τV + 1).
(
1−P ci
m+1
1−P ci
)
−
(
τV (τV +1)
2CWmin
)
.
(
1−(P ci /2)
m+1
1−(P ci /2)
))
.b0,0, τV < CWmin(
1
2
.
(
1−P ci
R
1−P ci
)
+ CWmin
2
.
(
1−(2P ci )
R
1−(2P ci )
)
+ (τV + 1) .
(
P ci
R−P ci
m+1
1−P ci
)
−(
τV (τV +1)
2CWmin
)
.
(
(P ci /2)
R−(P ci /2)
m+1
1−(P ci /2)
))
.b0,0, CWR−1 < τV < CWR
1, τV > CWmax
(4.1.2)
Where the τV duration is measured in the units of backoﬀ slots. R is the minimum backoﬀ
stage at which the contention window size is greater than τV (1 6 R 6 m)1.
1Please Note that in 802.11/b τV < CWmin
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4.2 Formulation of Game Theoretic Random Access Model
Consider a set of wireless network nodes N with DCF as the contention protocol. Asso-
ciated with each wireless node i ∈ N is its channel access probability P τi (t) and a certain
contention measure observed by each node through the backoﬀ mechanism. As stated
in the description of DCF, each node in the network can observe its own channel access
probability P τi (t) and its conditional collision probability (contention measure) P
c
i (t), but
not those of other nodes. It can then adjust P τi (t) based on a system control point of
view, written as:
P τi (t+ 1) = Fi(P τi (t), P ci (t)), (4.2.1)
where time is slotted in units of a slot duration. The conditional collision probability
depends on the channel access probability (i.e., the state of the broadcast medium),
represented through a vector Pτ (t) = (P τi (t), i ∈ N):
P ci (t) = Ci(Pτ (t)). (4.2.2)
Here, Fi models the contention resolution algorithm and Ci models a mechanism, which
updates the conditional collision probability in DCF. We assume that Equation 4.2.1 and
4.2.2 have an equilibrium (Pτ ,Pc). The ﬁxed point of Equation 4.2.1 deﬁnes an implicit
relation between the equilibrium P τi (t) and P
c
i (t). Then, by the implicit function theorem
[82], there exists a unique, continuously diﬀerentiable function Fi, such that,
P ci = Fi(P
τ
i ). (4.2.3)
Under the assumption of a Poisson arrival process, in DCF the conditional collision prob-
ability in the presence of hidden nodes is deﬁned as [39],
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Ci(Pτ ) = 1− (1− P τi )nc−1(1− P τhi )nh ,∀i ∈ N. (4.2.4)
where nc is number of the covered nodes including the transmitting node, and nh is the
number of the hidden nodes. The total number of contending nodes in the network N is
N = nc + nh and P
τ
h
i will be deﬁned in Equation 4.2.6.
The CW in DCF is formulated in terms of the node channel access probability, P τi .
When, m = 0 (i.e., no exponential backoﬀ) is considered, the CW easily maps to a
backoﬀ mechanism by the following correspondence between P τi and a constant contention
window, that holds in saturation mode [9, 39] (the saturation mode implies that every
node has a packet ready to transmit at all times) and it is independent of P ci (cf. Equation
4.1.1):
P τi =
2
CW + 1
. (4.2.5)
Moreover, as discussed above: no exponential backoﬀ is considered, so based on Equation
4.1.1 and 4.1.2, P τhi can be written as a function of P
τ
i as follows:
P
τ
h
i =
(
τV + 1− τV (τV + 1)
2CWmin
)
P τi , (4.2.6)
A slowly varying contention window in the proposed utility function design is considered
(theoretically, it is treated as a constant) in order to preserve the independence of P τi
from P ci . As will become clear later, such a choice of a constant contention window in
the protocol plays a crucial role in guaranteeing the uniqueness of the Nash equilibrium,
enabling the correct design of a payoﬀ function and, more importantly, decoupling the P τi
from P ci . Therefore, the utility function of each node i is deﬁned as the following:
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Ui(P
τ
i ) =
∫ P τi
vi
Fi(P
τ
i )dP
τ
i . (4.2.7)
Based on the lack of dependency of P τi on P
c
i embodied in Equation 4.2.5 and the utility
function 4.2.7, a random access game G is deﬁned as a triple G = {N, (Si)i∈N , (ui)i∈N},
where N is the set of players (nodes in the network). Player i ∈ N , adopts strategy
Si = {P τi |P τi ∈ [vi, P τi ]} with 0 < vi 6 P τi < 1, and a payoﬀ function ui(Pτ ) = Ui(P τi )−
P τi Ci(Pτ ), with a utility function Ui(P τi ) and price function P τi Ci(Pτ ). Note that the
throughput and fairness of node i depend on P τi (as throughput is proportional to P
τ
i in
the absence of collisions). P τi Ci(Pτ ) represents the contention price for node i, for a given
P τi . Therefore, potentially, each node can calculate precisely the cost of its action based
on P τi , and with the knowledge that P
τ
i and Ci(Pτ ) are independent of each other, has
the ability to maximise its payoﬀ function regardless of having direct knowledge of any
other player's action at any speciﬁc time.
All the assumptions that will be used in the proposed game are same as the assumptions
in last chapter. Please see 3.2.2.
4.2.1 Nash Equilibrium
The objective of the noncooperative game is to ﬁnd the equilibrium solution for a wireless
network with self-interested nodes in a distributed manner. A well-known solution for
noncooperative games is the Nash equilibrium [13], which jointly maximizes all the players'
utilities. Based on the game deﬁned in Section 4.2, the Nash equilibrium satisﬁes the
following condition [13]:
ui(P
τ
i
∗,Pτ ∗−i) > ui(P τi ,Pτ ∗−i), ∀i ∈ N,∀P τi ∈ Si, (4.2.8)
where ui(.) is the payoﬀ function of player i, andP
τ ∗
−i is a Nash equilibrium strategy vector
for all the players except player i (Pτ−i ≡ (P τ1 , ..., P τi−1, P τi+1, ..., P τN)). Equation 4.2.8
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states that each player i, in choosing P τ ∗i is playing its best response to all the other
players' strategy choices. A Nash equilibriumPτ ∗ is a nontrivial equilibrium if P τ ∗i satisﬁes
the following condition [13]:
∂ui(P
τ
i
∗,Pτ ∗−i)
∂P τi
= 0,∀i ∈ N. (4.2.9)
Note that Equation 4.2.9 does not guarantee that the equilibrium is unique and can
admit solutions where the Nash equilibrium, P τi
∗ can take values at the boundaries of the
strategy space, resulting in poor performance in terms of throughput and channel access
delay (cf. assumption 2 in Section 4.2). However, if it satisﬁes Equation 4.2.10, then the
equilibrium P τi
∗ is guaranteed [13] to be a unique nontrivial equilibrium:
∂Ui(P
τ
i
∗)
∂P τi
= Ci(Pτ ∗),∀i ∈ N. (4.2.10)
In order to meet the condition 4.2.10, the utility function Ui(P
τ
i ) must be continuously
diﬀerentiable and strictly concave. Since Equation 4.2.7 is integral and since P ci = Fi(P
τ
i )
and P ci > 0, Fi(P τi ) is a continuous decreasing function (the larger the channel access
probability, the smaller the conditional collision probability), it follows that Ui(P
τ
i ) is a
non-decreasing function: This implies that Ui(P
τ
i ) is strictly concave. Hence, ui(P
τ ) is
continuous and concave in P τi , and there exists a nontrivial Nash equilibrium for game G
[13].
4.2.2 Utility function design
The utility function is formulated for each node in the network so as to ensure the existence
of a unique nontrivial Nash equilibrium for each node. Based on the idle sense method [14],
DCF from the desired operation point is reverse engineered. Consider a node attempting
to transmit in a given time slot. the collision probability P ci is denoted as the probability
that two nodes in the network have the same value of b and they transmit and collide at
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the same instant, or at least one hidden node transmits in the vulnerable period. Now let
Ptr be the probability that there is at least one transmission in the considered time slot:
Ptr(P
τ ) = 1− (1− P τi )N . (4.2.11)
Thus, it is straightforward to express the probability of a successful transmission in a
given slot, Ps, if N nodes contend for the channel: Such an event requires a transmission
attempt by a single node and the absence of all the others, including hidden and covered
nodes:
Ps(P
τ ) =
NP τi (1− P τi )nc−1(1− P τhi )nh
Ptr(Pτi )
.2 (4.2.12)
The collision probability in a slot can be expressed similarly:
Ci(Pτ ) = 1− Ps(Pτ )Ptr(Pτ )− P idlei (Pτ ), (4.2.13)
where P idlei is the probability of an idle slot and based on Equation 4.2.12 and 4.2.13,
P idlei can be written as:
P idlei (P
τ ) = (1−NP τi )(1− P τi )nc−1(1− P τhi )nh . (4.2.14)
In [14], a medium access method is proposed that uses the mean number of consecutive
idle slots between two transmission attempts. The mean number of consecutive idle slots
between two transmission attempts (successful transmission, collision or frame corruption)
is denoted by ni. This can be written as a function of P
idle
i as following:
ni =
P idlei (P
τ )
1− P idlei (Pτ )
. (4.2.15)
2Please note that when N is large, the optimal channel access probability that maximises the channel
utilization is very small (according to 802.11/b CWmin = 32 and CWmax = 1024, see Equation 4.2.5).
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To derive the utility function the throughput is optimized by minimizing collision overhead
and the time spent in idle slots. The throughput is expressed as a function of P τi (cf.
Equation 4.2.5) using [9, 39], such as what follows:
S(P τi ) =
PsPtrL
(1− Ptr)Tslot + PtrPsTs + Ptr(1− Ps)Tc . (4.2.16)
In this expression, Tslot is a slot duration that is a ﬁxed protocol parameter. Tc and Ts are
the average collision and transmission durations, respectively, and L is the packet size.
The average busy time after a collision by two mutually hidden nodes is denoted as
Tc(hidden) , and the average busy time after a collision by two mutually covered stations is
denoted as Tc(covered) . Let Tint denote the time interval between the start times of two
colliding transmissions [39]. Denoting ϑ = PHY(header)/br + MAC(header)/v, σ̂ being the
propagation delay and ACK(timeout) = SIFS + ACK/v + DIFS, for the basic access
mechanism we have:
Ts = ϑ+ L+ σ̂ + SIFS + ACK + σ̂ +DIFS.
Tc(covered) = Tint(covered) + ϑ+ L+ σ̂ + ACK(timeout).
Tint(covered) = (1/2)× Tslot.
Tc(hidden) = Tint(hidden) + ϑ+ L+ σ̂ + ACK(timeout).
Tint(hidden) = (1/2)× (ϑ+ L).
Tc = (nc/N)× Tc(covered) + (nh/N)× Tc(hidden) .
(4.2.17)
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Also for RTS/CTS the following is true:
Ts = RTS + σ̂ + SIFS + CTS + σ̂ + SIFS + ϑ
+ L+ σ̂ + SIFS + ACK + σ̂ +DIFS.
Tc(covered) = Tint(covered) +RTS + σ̂ + CTST imeout.
Tint(covered) = (1/2)× Tslot.
Tc(hidden) = Tint(hidden) +RTS + σ̂ + CTSTimeout.
Tint(hidden) = (1/2)× (RTS + σ̂).
Tc = (nc/N)× Tc(covered) + (nh/N)× Tc(hidden) .
(4.2.18)
where CTST imeout = SIFS + CTS + (2× Tslot).
The objective is to calculate the optimal value P idlei
∗
, so the ﬁrst derivative of the through-
put in Equation 4.2.16 is set to zero, ∂S(P τi
∗)/∂P τi = 0, to obtain n
opt
i for a given number
of competing and hidden nodes for values of P idlei
∗
in [0, 1], corresponding to a variant of
802.11 summarized in Table 3.1 and Equation 4.2.17 and 4.2.18.
This leads to P τi
∗. Equation 4.2.14 and 4.2.15 give the optimal number of idle slots
between two transmission attempts nopti and thus the optimal contention window size
CWopt. We summarize n
opt
i for variable numbers of hidden nodes as the lower triangular
matrix Ψi:

nopti(2,0)
nopti(3,0) n
opt
i(3,1)
0
...
...
. . .
nopti(k−1,0) n
opt
i(k−1,1) · · · n
opt
i(k−1,j)
nopti(k,0) n
opt
i(k,1)
nopti(k,2) · · · n
opt
i(k,j)

(4.2.19)
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where k is the total number of active nodes in the network, and j is the number of hidden
nodes from each node's point of view. If there are a total of 5 nodes in the network, a
node with no hidden terminals should choose Ψi(5, 0), and another node with one hidden
node should choose Ψi(5, 1) as its optimal n
opt
i (cf. Figures 4.5 and 4.6).
According to the above procedure, the variation of nopti for the basic access mechanism
is highly sensitive to the vulnerable period because the size of τV depends on the size of
the data frame (cf. Figure 4.3). Therefore, when the total number of stations increases
and the fraction of covered and hidden nodes changes, nopti varies dramatically and does
not converge to the same value across the network (cf. Figure 4.5). In contrast, in the
RTS/CTS access mechanism, nopti varies slowly because the size of τV is ﬁxed to the length
of the RTS frame (cf. Figure 4.4). However, nopti still does not converge to the same value
across the network (cf. Figure 4.6). In order to reach equilibrium, stations must mirror
the fact that they observe diﬀering numbers of consecutive idle slots (c.f. Equation 4.2.19)
between two transmission attempts, based on their associated number of hidden stations.
Optimal contention window sizes CWopt for given n
opt
i are presented in Figures 4.7 and
4.8.
Any deviation from nopti will result in decreasing network performance in terms of
throughput, fairness, and increased channel access delay. Therefore, without loss of gen-
erality, P idlei
∗
becomes the following:
P idlei
∗ ≈Mi,∀i ∈ N. (4.2.20)
whereMi is deﬁned based on the number of hidden nodes that node i sees, as well as the
total number of nodes in network:
Mi = Ψi(k, j)
1 + Ψi(k, j)
, ∀i ∈ N. (4.2.21)
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Figure 4.5: Number of nodes versus number of hidden nodes from each node point of
view versus optimal number of idle slots nopti for basic access mechanism based on the
parameters in Table 3.1 (802.11/b).
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Figure 4.6: Number of nodes versus number of hidden nodes from each node point of
view versus optimal number of idle slots nopti for RTS/CTS access mechanism based on
the parameters in Table 4.1 (802.11/b).
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Figure 4.7: Number of nodes versus number of hidden nodes from each node point of view
versus optimal values of contention window size CWopt for basic access mechanism based
on the parameters in Table 3.1 (802.11/b).
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Figure 4.8: Number of nodes versus number of hidden nodes from each node point of view
versus optimal values of contention window size CWopt for RTS/CTS access mechanism
based on the parameters in Table 3.1 (802.11/b).
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In order to reverse engineer the utility function from the desired point of operation, it can
be easily shown that,
P idlei (P
τ ) = (1−NP τi )(1− U ′i(P τi )),∀i ∈ N. (4.2.22)
where a prime denotes a derivative with respect to the function argument. According
to Equation 4.2.20, the utility function at its maximum should be P idlei (P
τ ) = Mi. By
applying Equation 4.2.7 we obtain the utility function. This function turns out not to be
a strictly non-decreasing function; hence, it cannot guarantee the uniqueness of the Nash
equilibrium. A convenient approximate choice that satisﬁes the uniqueness of the Nash
equilibrium is the following:
P idlei (P
τ ) =Mi(1 + P τi ). (4.2.23)
Note that when N is large, the optimal channel access probability that maximizes the
throughput is very small [39, 14]. Applying Equation 4.2.7, the utility function is derived
as follows:
Ui(P
τ
i ) = P
τ
i
(Mi
N
+ 1
)
+
ln(1−NP τi )(Mi +NMi)
N2
. (4.2.24)
Therefore, the payoﬀ function now becomes this:
ui(P
τ ) = P τi
(Mi
N
+ 1
)
+
ln(1−NP τi )(Mi +NMi)
N2
−P τi Ci(Pτ ).
(4.2.25)
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Table 4.1: Medium Access Control Design
After each transmission{
/∗ observe mean number of idle slots ni ∗/
sum← sum+ ni
ntrans← ntrans+ 1
if ntrans > maxtrans {
n̂i ← sum/maxtrans
/∗ reset variables ∗/
sum← 0, ntrans← 0
/∗ compute conditional collision probability ∗/
Ci(Pτ ) = 1−(1+ni)P
τ
i
(1−NP τi )(1+ni)
/∗ compute its distance from equilibrium ∗/
dist← [U ′i(P τ i(t))− Ci(Pτ (t))]
/∗ compute new channel access probability ∗/
P τi (t+ 1) = P
τ
i (t) + E(P
τ )× dist
/∗ adjust new contention window ∗/
CWi(t+ 1) =
2−P τi (t+1)
P τi (t+1)
}}
4.2.3 Dynamics of random access game
An investigation on how interacting players converge to a Nash equilibrium is the next
step. Repeated play of the random access game is considered, and an update mechanism
in which players repeatedly adjust strategies in response to observations of other player'
actions is sought so as to achieve the Nash equilibrium. The simplest and most common
strategy update mechanism is sorting the best response at each stage. This means that
every node chooses the best response to the previous round of the game. Mathematically,
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at stage t+ 1, node i chooses a channel access probability using the following mechanism:
P τi (t+ 1) = argmax
P τi ∈Si
(Ui(P
τ
i(t))− P τ i(t)Ci(Pτ (t)). (4.2.26)
Evidently, if the above mechanism reaches to a steady state, then this state is a Nash
equilibrium. However, there are no convergence results for noncooperative games using
this mechanism (cf. 2.4.2). Therefore, we adopt the gradient play [84] strategy update
mechanism. Each node i ∈ N updates its strategy according to,
P τi (t+ 1) = P
τ
i (t) + E(P
τ )[U ′i(P
τ
i(t))− Ci(Pτ (t))]. (4.2.27)
where E(Pτ ) > 0 is the update step size. At stage t + 1, node i ∈ N chooses a channel
access probability derived from stage t. Then each node i ∈ N updates its contention
window CWi as follows:
CWi(t+ 1) =
2− P τi (t+ 1)
P τi (t+ 1)
. (4.2.28)
The gradient play admits a nice economic interpretation, if we interpret the conditional
collision probability Ci(Pτ (t)) as contention price for node i. If the marginal utility
U ′i(P
τ
i(t)) is greater than the contention price, we increase the channel access proba-
bility. Conversely if the marginal utility is less than contention price, we decrease the
access probability; then using Equation 4.2.28 each node updates its strategy. The step
size determines the convergence speed. In our game we choose a constant step size E(Pτ )
for all nodes. The step size empirically arrived at a compromise that balances conver-
gence speed against protocol instability. Each node in the network might see diﬀerent
number of hidden and covered terminals (each node has diﬀerent Mi). Therefore, the
payoﬀ function is diﬀerent for each node (cf. Equation 4.2.25). This means nodes in
the network converge to the equilibrium in diﬀerent number of transmissions. However,
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in comparison with single-cell networks in the previous chapter both proposed protocols
have close overall convergence speed.
4.3 Medium Access Control Design
Using section 4.2, a medium access model is designed assuming that the AP can deter-
mine and periodically broadcast the number of active nodes. Then, instead of using a
binary exponential backoﬀ scheme, each station computes locally its displacement from
equilibrium using U ′i(P
τ
i(t)) − Ci(Pτ (t)) in a distributed manner and uses it to adjust
the size of its contention window (see Table 4.1 for a formal description of this scheme in
the form of an algorithm). The variable maxtrans in Table 4.1 denotes the size of the
observation window, which only depends on the number of transmission attempts. As
ntrans increases, n̂i approaches ni.
4.3.1 Conditional collision probability estimation
In order to estimate accurately the conditional collision probability, the same method as
[14] has been used. Therefore, the conditional collision probability can be estimated via
the observation of the wireless medium over several time slots and can be written using
Equations 4.2.4 and 4.2.14 as the following:
Ci(Pτ ) = 1− P
idle
i (P
τ )
1−NP τi
. (4.3.1)
Combining Equation 4.2.15 and 4.3.1 yields with good accuracy:
Ci(Pτ ) = 1− (1 + ni)P
τ
i
(1−NP τi )(1 + ni)
. (4.3.2)
This is determined through monitoring the consecutive idle time slots in the transmis-
sion medium and broadcasting the number of active nodes by the AP. The accuracy of
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conditional collision probability is proven by comparison with extensive simulations and
literature [9, 39]. This estimation leads to extremely accurate results, especially when the
number of stations in the network is fairly large (say N > 10).
4.4 Summary
This study has developed a game-theoretic model for contention control and proposes
a medium access method derived from CSMA/CA, in which each node estimates its
state in a game and adjusts its persistence probability or contention window according
to its displacement from the Nash equilibrium. The novelty of the protocol is that,
to the best of author's knowledge, it is the ﬁrst such protocol to explicitly account for
the eﬀect of hidden nodes and mitigate for it purely through local observations in the
context of game theory. The correct speciﬁcation of per-node utility functions results
in harmonized but independently determined performance objectives for all competing
nodes. As wireless nodes can estimate the conditional collision probability by observing
consecutive idle slots between transmissions, contention control can be decoupled from
the handling of failed transmissions. As it will be shown in chapter 6 the proposed
game-theoretic medium access control design exhibits low channel access delay and better
throughput which ultimately results in good short-term fairness.
The proposed protocol is highly dependent on the estimation of consecutive idle slot times.
Therefore, a wrong choice of maxtrans, which deﬁnes the size of the observation window,
can lead to a collapse of the game. Also, the step size must be chosen appropriately in
order to converge to the desired point of operation with a reasonable convergence speed.
This is an empirically arrived at compromise that balances convergence speed against
protocol instability that arises by choosing a larger step size for the update mechanism in
this design.
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Chapter 5
Simulation Methodology
5.1 Introduction
OMNeT++ is an object-oriented modular discrete event network simulation framework
[85]. OMNeT++ itself is not a simulator of any speciﬁc system; however, it provides
infrastructure and tools for writing simulations. It has a generic architecture; therefore, it
can be used in modelling and simulation of any system where the discrete event approach
is suitable and can be conveniently mapped into entities communicating by exchanging
messages. One of the fundamental ingredients of OMNet++'s infrastructure is a compo-
nent architecture for simulation models. Models are assembled from reusable components
termed modules. Well-written modules are truly reusable, and can be combined in various
ways like LEGO blocks [85].
Numerical experiments have been conducted using OMNeT++. The game-theoretic MAC
protocols that were discussed in chapter 3 and 4 were implemented into the standard
802.11 DCF basic access method and RTS/CTS in order to evaluate their performance in
comparison to the original access mechanisms.
This chapter describes brieﬂy the OMNeT++ simulation framework and introduces the
design of the study's wireless network in the simulation environment. Moreover, it details
the development work of a number of extensions that were added to the existing protocol
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stack in order to implement the game theoretic MAC protocols. The chapter presents the
implementation of various simulation aspects, such as the network topology parameters
and traﬃc patterns parameters. A number of validation studies are also presented. Fi-
nally, a number of performance metrics are deﬁned to measure the channel throughput,
channel access delay, and fairness of the MAC protocols.
5.2 Simulation Environment
A network simulator is an eﬃcient and cost-eﬀective way to measure how the network or
protocol would behave in any given hypothetical conditions or scenarios. Most network
simulators vendors provide source code for users in order to enable them to customize the
simulator in a way to fulﬁl their speciﬁc simulation and analysis needs. Discrete event
simulations store a list of pending events, and these events are processed in order, with
some events triggering future events, such as the event of the departure of a packet from
one node triggering the event of the arrival of that packet at a downstream node [85].
Some network simulation problems, notably those relying on queuing theory, are well
suited to Markov chain simulations; in that a list of future events is maintained and
the simulation consists of transiting between diﬀerent system states in a memory-less
fashion. Markov chain simulation is typically faster but less accurate and ﬂexible than
detailed discrete event simulation. Therefore, to have accurate and detailed results for
this study, a number of discrete-event network simulators were evaluated.
There are many discrete-event network simulators available for wireless networks [86].
Some of the well-known simulators include Network Simulator 2 (Ns-2)[87], Opnet Modeler[88],
Jist/SWANS[89], QualNet (previously GloMoSim)[90] and OMNeT++[85]. These sim-
ulators run over the GNU/Linux, FreeBSD, Solaris, Mac OS, and Microsoft Windows
operating systems. A brief evaluation of Ns2 in order to implement our MAC proto-
cols revealed a programming model that used a combination of a C++ for simulation
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Figure 5.1: OSI model vs MiXiM model
models backed by a tcl scripting engine, resulting in complex simulation code and a time-
consuming programming task. Opnet was discounted as the kernel source code was not
readily available, and this was required for the implementation of the MAC layer access
to the physical layer to calculate the consecutive idle time slots (cf. 5.3.2). Jist/SWANS
and GloMoSim are no longer under active development and simulated entities are buggy
and incomplete, especially for implementing IEEE 802.11. Finally, for this study, OM-
NeT++ was adopted as simulator for a number of reasons. The author was familiar
with the C++ language which is the programming language for modules in OMNeT++.
More importantly OMNeT++ come with MiXiM1 which has a detailed radio wave prop-
agation and 802.11 MAC protocol by default. The availability of radio wave propagation
model was especially important to determine the eﬀects these had on time-synchronization
among the nodes in both single-cell networks and centralised networks with hidden ter-
minals in order to evaluate the proposed MAC protocol's performance (cf. Chapter 3
1 MiXiM is an OMNeT++ modeling framework created for mobile and ﬁxed wireless networks (wire-
less sensor networks, body area networks, ad-hoc networks, vehicular networks, etc.). It oﬀers detailed
models of radio wave propagation, interference estimation, radio transceiver power consumption and
wireless MAC protocols (e.g. 802.11, Zigbee, etc.)."[91]
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and 4). Moreover the simulations can be run under various user interfaces. Graphical,
animated user interfaces are highly useful for demonstration and debugging purposes, and
command-line user interfaces are best for batch execution [85]. These interfaces allow us
to build a realistic simulation for the proposed MAC protocols, where particular aspects
of protocol implementation can be isolated and individually tested. None of the above
simulators have all these features together except Opnet, for which the kernel source code
was not available. Additionally, the MiXiM Application Programming Interface (API)
was well-documented and facilitated rapid prototyping and was easy to understand as the
MiXiM is organised into a set of sub modules which corresponded roughly to the classical
OSI model (cf. Figure 5.1).
5.3 Simulation Conﬁguration
Credible simulation studies, which ultimately could produce correct and trustworthy sim-
ulation results, must be veriﬁed and validated in order to conﬁrm a simulation model is
implemented correctly with respect to its mathematical (conceptual) model [92, 93, 86].
IEEE 802.11 MAC protocol model has been implemented and conﬁgured for both access
mechanisms (RTS/CTS & basic access) to run as a baseline for comparison, veriﬁcation
and validation of simulator behaviour against the proposed game theoretic MAC pro-
tocols. According to [86]: Valid and credible simulation studies must be repeatable,
unbiased, rigorous and results must be statistically sound with respect to the mathemati-
cal models. This section introduces the network topology, network and node model, and
the environmental parameters used to design the network simulations. The methods used
to evaluate the validity of the baseline protocols are also detailed. The script code for the
details of the simulation conﬁguration, the omnetpp.ini ﬁle is given in Appendix C.
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Table 5.1: Generating random locations of nodes
For total number of node in the network N
{
/∗ observe mean number of idle slots ni ∗/
θ(N)← rand× 2pi
length(N)← rand× playgroundsize
width(N)← rand× playgroundsize
xlocation(N)← cos(θ(N))×
√
width(N)× length(N)
ylocation(N)← sin(θ(N))×
√
width(N)× length(N)
}
rand generate values from the uniform distribution on the interval [0, 1]
5.3.1 Simulation topology
The topology for the proposed protocol in Chapter 3 is ad hoc and assumes there are
no hidden terminals in the network. Therefore, nodes were randomly located around the
centre of the simulation area (playground), which is a square. The diagonal of the area
was set as the maximum sensing range of the nodes to guarantee the absence of hidden
terminals in the network. Speciﬁc and realistic simulator environment parameters, such
as the phy layer, transmit power and phy sensitivity, etc. (cf. Appendix C) were used.
The same parameter settings were re-used in the proposed MAC protocols for the sake of
drawing meaningful comparisons. Moreover, simulations were run for diﬀerent numbers
of nodes and in Chapter 4 also with a diﬀerent number of hidden nodes in the network.
This is done to ensure that fair and representative performance comparisons are made.
All these measures were taken to make the simulation fair, unbiased and rigorous. The
size of the networks is varied from 5 active nodes up to 40 active nodes. Table 5.1 shows
the formal algorithm description for generating the location of simulation nodes based on
the assumptions of Chapter 3. Figure 5.2 shows one of the scenarios of an ad-hoc network
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Figure 5.2: Ad hoc network topology with 5 nodes and no hidden terminal.
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Figure 5.3: Calculation of network with speciﬁc hidden node percentage (µ).
topology on the OMNeT++ graphical interface.
Chapter 4 assumes an infrastructure topology. In order to evaluate the protocol's per-
formance for all possible scenarios, the simulation topology was designed based on the
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Figure 5.4: An example of cen-
tralised topology. A network with
5 nodes and 20% hidden terminal.
Table 5.2: The number of hid-
den and covered stations in scenario
depicted in Figure 5.4 from each
node's point of view:
N Hidden Covered
node[0] 0 4
node[1] 2 2
node[2] 1 3
node[3] 0 4
node[4] 1 3
Percentage 20% 80%
percentage of total hidden nodes in the network. Calculating the theoretical average
number of hidden stations has to be done based on each station's point of view of the
distribution of node locations around the AP. In this study, a uniform spatial distribution
is assumed. However, any other distribution can be assumed. The problem is formalized
as follows: N stations are randomly (uniformly) located around the AP (cf. Table 5.1).
For each station, it is determined how many of the remaining N−1 stations are hidden to
that particular station. Then, if the average hidden nodes in the network are the desired
percentage (µ) for the scenario, it will be updated to the omnetpp.ini ﬁle. Otherwise,
the process will be repeated till the desired average for the scenario is reached (cf. Figure
5.3). For example, Figure 5.4 and Table 5.2 shows a 20% hidden nodes scenario in the
infrastructure topology according to the assumptions discussed in Chapter 4.
5.3.2 Network modelling
A MiXiM node model in OMNeT++ consists of hierarchically nested sub modules that
communicate by exchanging messages with each other [91]. These sub modules are writ-
ten in C++, using the OMNeT++ simulation class library and MiXiM's APIs. As men-
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tioned earlier, these sub-modules correspond roughly to the classical OSI model (Figure
5.1). Sub modules communicate with messages that contain arbitrary data, in addition to
usual attributes, such as a time-stamp. They send messages via gates to their destination
modules. Gates are the input and output interfaces of modules: messages are sent through
output gates and arrive through input gates. An input gate and output gate are linked
by a connection (Figure 5.5). All the sub modules have parameters 2 that are assigned in
the conﬁguration ﬁle omnetpp.ini. These parameters are detailed in Appendix C.
Typical 802.11 networks in MiXiM are shown in Figures 5.2 and 5.4. The connection
manager module is responsible for providing the connections between the wireless MiXiM
NICs (Network Interface Card). Parameters such as propagation delay, data rate, and bit
error ratio are assigned to connections using the connection manager. Also, each node in
the network consists of modules for its application, network, and MAC layers (cf. Figure
5.5).
A number of functions were developed for the diﬀerent parts of the protocol stacks used
in implementing the game theoretic MAC protocols. Based on the assumptions discussed
in Chapters 3 & 4, all nodes in the network are in saturation mode, which requires that
all nodes have a packet ready to send. At the application layer based on the total number
of the nodes in the network, each node generates its portion of the data traﬃc in such
a way as the summation of all generated traﬃc streams brings network into saturation
mode. Moreover, addressing the packets has been done completely randomly and based
on the topology of the network. In a centralised topology, after authentication, the AP
broadcasts the total number of active nodes to the network in order to enable the nodes
to calculate their distance from equilibrium in a distributed manner (cf. Section 4.3).
In the MAC layer, a number of functions were designed in which each node, by con-
2Parameters can take string, numeric or boolean values, or can contain XML data trees. Numeric
values include expressions using other parameters and calling C functions, random variables from diﬀerent
distributions, and values input interactively by the user. [91] Parameters are used to customize the sub
modules behaviour, and to parametrize the model topology.
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Figure 5.5: The ﬁgure represents the MiXiM node model. The green background box la-
belled "nic" represents the MAC and phy modules. Arp is used by network layer and MAC
layer for address resolution. Arrows connecting the sub modules represent connections
and gates.
sidering its MAC state, checks on the channel state during every slot time using the
getChannelState() to request the phy to sense the channel over a period of time to get
the instantaneous channel state. Therefore, each node becomes able to count the number
of consecutive idle slots after each transmission attempt and ultimately choose the right
CW size.
In order to verify and validate the simulation models various processes and techniques
were used to assure the model matches speciﬁcations and assumptions with respect to
the mathematical model. The behaviour of the design model was checked against the
protocols description (cf. 3.2.1 and 4.1) using OMNeT++'s event log. Figure 5.6 shows
the receiving procedure of node 0 in the event log. This procedure start from top of
the ﬁgure and completed in the button of the ﬁgure. As the ﬁgure shows the ACK is
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Figure 5.6: The ACK transmission procedure in event log.
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immediately transmitted at the end of the frame transmission, after a SIFS. As the SIFS
(plus the propagation delay) is shorter than a DIFS, no other station is able to detect
the channel idle for a DIFS until the end of the ACK transmission. This can be seen in
the middle image when node 0 detects the channel to be busy and goes into contention
resolution mode. (for details of protocol's behaviour please see Figures 3.4 and 3.6).
In order to verify the simulation results and to assure that they are statistically sound
as suggested in [93], the throughput of the mathematical model was compared against
simulation output. we compared the mathematical models in [39, 9] with our simulation
output, 6.1 for 802.11/b without hidden terminal and 6.4 and 6.5 for 802.11 in the presence
of hidden terminal. The throughput of the mathematical design is slightly better than the
simulation models, and the reason is that in mathematical model, the eﬀect of realistic
physical channel characteristic (see 2.1) has not been considered. However, the overall
behaviour of the simulation matches the theoretical design. For example, as the number
of nodes increases, both the theoretical and simulated throughputs decrease almost at the
same rate.
5.4 Metrics
The proposed game theoretic MAC protocols have a range of interesting properties and
features to be analysed and compared to the existing baseline medium access control
methods. Statistics of performance metrics were collected periodically for each node
during the simulation, which included the number transmitted packets, the number of
successfully transmitted packets, the number of collisions, and the size of the MAC buﬀer.
These raw data were processed in MATLAB and the following metrics were computed.
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5.4.1 Throughput
Throughput is deﬁned as the successful traﬃc transmitted between stations. Throughput
reﬂects how the shared medium is utilized by the network's active nodes and quantiﬁes,
as a fraction of total channel capacity used successfully. It is given by the following:
Throughput =
N,Ps∑
i=1,j=1
Pktij
Tsim
(5.4.1)
where Pktij is the j
th packet length of a successful packet received by node ith. Tsim is the
total simulation time in seconds. N is the number of total active nodes in the network.
Ps is the total number of successful packets received by a node. In this study, saturation
throughput was considered as main metric to measure the network performance.
This is recognised as an fundamental performance ﬁgure, explained as the limit met
by the system throughput with the increase of the network traﬃc. This signiﬁes the
maximum traﬃc the system is able to carry in stable conditions. It is also acknowledged
that several random access schemes demonstrate an unstable behaviours; more speciﬁcally,
with the increase of the oﬀered load, the throughput of random access schemes increases
to a maximum value, referred to as maximum throughput. Nonetheless, subsequent
increases of the oﬀered load (traﬃc) result in a major drop in the throughput of the
system. This causes infeasibility in operating the random access scheme at its maximum
throughput for a long period of time. This instability issue, in terms of its mathematical
formulation and interpretation, is the focus of a wide-ranging of discussion in [94]. Indeed,
DCF is recognised as showing some type of instability.(see e.g., [95, 96]).
To visualize the unstable behaviour of 802.11 DCF, in Figure 5.7 the simulations
have been run in which the oﬀered load linearly increases with the simulation time. The
general simulation model and parameters employed are summarized in Appendix C. The
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Figure 5.7: Measured throughput with slowly increasing oﬀered load.
throughput depict in Figure 5.7 is obtained with 20 nodes. The simulated oﬀered load
has been generated with ﬁxed size packets and is shown by blue line (cf. Table 3.1). The
Figure 5.7 shows both oﬀered load and system throughput measured over 100 seconds time
intervals and normalized with respect to the channel rate. From the ﬁgure, we see that the
measured throughput appears to follow closely the measured oﬀered load for the ﬁrst 58
seconds of simulation, while it asymptotically drops to the value 0.54 in the second part
of the simulation run. This asymptotic throughput value is referred to, in this study, as
saturation throughput, and represents the system throughput in overload conditions. Note
than, during the simulation run, the instantaneous throughput temporarily increases over
the saturation value (up to 0.64 in the example considered), but ultimately, it decreases
and stabilizes to the saturation value. Queue build-up is observed in such a condition in
the MAC layer [9].
5.4.2 Average delay
The average delay rate is deﬁned as the aggregate of all MAC layer delays. This was
measured by rate of the occupancy of the MAC buﬀer. The delay rate is given by the
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following:
Delayaverage =
N∑
i=1
Ps∑
j=1
Delj
buffersizei
N
(5.4.2)
Essentially, this means the average of all nodes servicerate
buffersize
for speciﬁc time interval. Delj
is the jth packet that has been transmitted by node i. Buf sizei is the occupancy value of
MAC buﬀer for node i over speciﬁc time interval.
5.4.3 Collision rate
The collision rate of the network measures the collisions that occurred during the simu-
lation time, and it is given by the following:
Collisionrate =
N,Cn∑
i=1,j=1
Colij
Tsim
(5.4.3)
where Colj is the j
th collided packet detected by node i. Tsim is the total simulation time
in seconds. Cn is total number of collisions that occurred during the simulation time for
each node i.
5.4.4 Jain index
To measure the network fairness, the Jain fairness index was employed, which is deﬁned
as the following: [97],
Fairness =
(
N∑
i
ti)
2
|N |Σit2i
, (5.4.4)
where ti is the number of transmissions of node i over a speciﬁc time window, and N is
the total number of active nodes in the network.
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5.5 Summary
In this chapter, OMNeT++ was introduced and chosen as a simulation platform. All
the components of the proposed game theoretic MAC protocols are described in the
context of OMNeT++ modelling. A number of components were added to ease simulation
debugging, development, and post-processing for metric collection. Signiﬁcant validation
work revealed the necessity of implementation of some parts, including traﬃc generating,
observing idle slot, calculating equilibrium, and impelementing the new backoﬀ function
within the application and MAC layers. These parts were ﬁxed and the functionality
added, which produced results comparable to published simulation studies for large-scale
wireless network in realistic propagation environments. Moreover, the topology design for
each proposed MAC protocol was detailed.
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Chapter 6
Simulation Results
6.1 Introduction
This chapter presents the numerical experiments that evaluate the performance of the
proposed medium access method. As discussed in Chapter 5, OMNeT++ was employed
to implement the game-theoretic medium access protocol, the standard 802.11b (DCF)
basic access method, and the RTS/CTS access method. Realistic simulator environment
parameters for 802.11b, such as the physical layer transmit power, receiver sensitivity,
etc., were used. The MAC and physical layer information is included in the Appendix C.
All other relevant simulation parameters that were used to obtain numerical results in
this chapter are listed in Table 3.1 and 6.1. These system values are those speciﬁed in the
802.11b standard with DSSS physical layer [17] and based on the game-theoretic design
in Chapters 3 and 4.
To evaluate the game-theoretic design of Chapter 3 by simulation, a single-cell network
without hidden terminals with homogeneous users is considered. All nodes are in satu-
ration mode and also run for varying traﬃc load, from 0 to 100 percent of the channel
capacity. All nodes were located in the OMNet++ playground using the algorithm de-
tailed in 5.3.1. The size of the network is varied from 5 to 40 nodes in 5 diﬀerent networks
of size 5, 10, 20, 30 and 40 nodes. Each network is run under the DCF MAC protocol
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Table 6.1: Initial game parameters
Parameters Value
maxtrans for single-cell networks 5
maxtrans for the networks with hidden terminals 10
Step size for the gradient play E(Pτ ) 0.025
Step size for the gradient play with hidden terminals E(Pτ ) 0.020
and then under the game-theoretic protocol. Metrics were collected and are presented
in this chapter. Moreover, in networks with hidden terminals present, the simulations
were run with diﬀerent numbers of hidden node, from 0% hidden nodes up to 60%, using
the algorithm explained in 5.3.1. Then the same parameter settings were re-used on the
proposed MAC protocol to enable direct comparison. This is done to ensure that fair
and representative performance comparisons are made. Also simulations were run for a
relatively long time of 1000 seconds to ensure the stability of the protocol designs during
the simulation execution time.
6.2 Saturation Throughput and Collision Rate
The throughput achieved by the game-theoretic access method compared with 802.11b
DCF. In the numerical experiments with DCF, after a packet's (m+ 1)th failed transmis-
sion, the contention window resets to the base contention window, where m denotes the
maximum backoﬀ stage, and is set to 5 for 802.11/b. This is also equivalent to the packet
being discarded after m failed retransmissions (cf. Figure 3.2).
Figure 6.1 shows the saturation throughput achieved by the game theoretic design and
DCF for both access mechanisms. The game-theoretic design achieves the higher satu-
ration throughout in most cases, with only a slightly lower throughput than DCF for a
network of a very small number of competing nodes. This also conﬁrms the validity of the
approximations (3.2.18) and (3.2.21) made in deriving the utility functions (3.2.22), and
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Figure 6.1: Saturation throughput comparison for network of 5-40 competing active nodes
operating in basic access and RTS/CTS mechanism.
the contention measure estimator (3.3.1) and (3.3.2) gives a fairly accurate estimation of
the conditional collision probability. The reason for a lower game-theoretic access scheme
throughput for small number of competing nodes is that the utility function (c.f. 3.2.4)
is designed based on an optimal number of idle slots for a large number of nodes. (N > 10
in practice, cf. Figures. 3.7 & 3.8).
For a network of a very small number of wireless nodes, 802.11 provides a slightly higher
throughput than the game-theoretic design. However, with the basic access method as
the number of nodes increases, The game-theoretic access method achieves much higher
throughput and with RTS/CTS, both designs maintain approximately the same level
of performance. With 802.11, each new transmission starts with the base contention
window and executes a binary exponential backoﬀ upon collisions, while with the game-
theoretic design, nodes choose a constant contention window determined by the Nash
equilibrium, which is optimal for the current contention level in the network. Thus,
for a system of many competing nodes where the contention in the network is heavy, the
802.11 basic access mechanism will incur many more packet collisions than the game-
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Figure 6.2: Average collision rate comparison for a network of 5-40 active nodes operating
in basic access method.
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Figure 6.3: Average collision rate comparison for a network of 5-40 active nodes operating
in RTS/CTS access method.
theoretic design, which results in a much lower throughput, as shown in Figure 6.1. This
is further conﬁrmed by the comparison of collision overheads, as shown in Figure 6.2.
The 802.11 RTS/CTS increases the system performance by reducing the duration of a
collision (the vulnerable period) when data frames are transmitted. On the other hand,
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Figure 6.4: Saturation throughput comparison for network of 5-40 competing active nodes
and with diﬀerent percentage of hidden terminals, operating in basic access.
RTS/CTS decreases eﬃciency since it transmits two additional frames without any pay-
load, which result in lower performance than the game-theoretic design in the basic access
method. The game-theoretic design both in basic access and RTS/CTS achieves a very
small, almost constant collision rate (Figures 6.2 & 6.3), better tradeoﬀ between channel
access and collision avoidance, and hence a higher throughput that is sustainable over a
large range of numbers of competing nodes. Practically, this means that the game theo-
retic design can achieve a higher throughput, but with fewer transmissions than 802.11
DCF, which will beneﬁt the whole system in many aspects, such as having lower energy
usage and less interference to the wireless nodes of neighbouring cells, if any exist.
As mentioned in the introduction, simulations for the networks with hidden terminals
were run for diﬀerent numbers of nodes and diﬀerent percentages of hidden terminals.
Figure 6.4 shows the saturation throughput achieved by the game theoretic design and
the 802.11 basic access method. Figure 6.5 shows the saturation throughput of the game
theoretic design and the 802.11 RTS/CTS access method. The game-theoretic design
achieves the higher saturation throughout for large networks with only a slightly lower
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Figure 6.6: Average delay comparison for a network of 5-40 active nodes, operating in
RTS/CTS and basic access method (DCF & game-theoretic design).
throughput than DCF for a network of a very small number of competing nodes. This
also conﬁrms the validity of the approximations (4.2.20) and (4.2.23) made in deriving the
utility functions (4.2.24), and the contention measure estimator (4.3.1) and (4.3.2) gives
a fairly accurate estimation of the conditional collision probability. Again the reason for
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a lower game-theoretic access scheme throughput for small number of competing nodes is
that the utility function is designed based on a Markovian model [9, 39] which is accurate
for the networks with the size of N > 10.
Compared to 802.11, for a network of a very small number of wireless nodes with
hidden terminals and AP as central coordinator in the network, 802.11 provides a slightly
higher throughput than the game-theoretic design for diﬀerent percentages of hidden
nodes. However, with DCF operating in basic access method, as the number of nodes
increases, the game-theoretic access method achieves a much higher throughput, especially
when the percentage of hidden terminals increases in the network. In networks operating
in RTS/CTS mechanism both designs (game-theoretic and DCF) again keep almost the
same level of performance. With 802.11, each new transmission starts with the base
contention window and executes binary exponential backoﬀ upon collisions, while, with
the game-theoretic design nodes choose a constant contention window determined by the
Nash equilibrium, which is optimal for the current contention level in the network.
Thus, for a system of many competing nodes with hidden terminals where the contention
in the network is heavy, the 802.11 basic access mechanism will incur much more packet
collisions than the game-theoretic design, which results in much lower throughput, as
shown in Figure 6.4.
This is further conﬁrmed by the comparison of collision overheads for diﬀerent percentages
of hidden terminals in each network topology, as the lower part of each sub ﬁgure shown
in Figure 6.7. The game-theoretic design both in basic access and RTS/CTS achieves a
lower collision rate for a system of many competing nodes (Figures 6.7 & 6.8), i.e., a better
tradeoﬀ between channel access and collision avoidance, and hence a higher throughput
that is sustainable over a large range of numbers of competing nodes, as the number of
hidden nodes increases. Practically, this means that game theoretic design can achieve
higher throughput, but with fewer transmissions than 802.11 DCF, the same argument
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which was made in single-cell network with same beneﬁts, which are lower energy usage
and less interference to the wireless nodes of neighbouring cells. Figures 6.7 & 6.8 also
exhibit the power of four-way hand shaking of the RTS/CTS access method in dealing
with hidden terminals in the network by reducing the number of collisions signiﬁcantly.
the warmer colour shows more collisions and cooler colour show less collisions. Top part
of each sub-ﬁgure shows the collision rate of DCF and the bottom part shows the collision
rate of the game.
The Figure 6.4 shows, as the percentage of hidden terminals in the network increases,
the saturation throughput of the DCF basic access method dramatically decreases: E.g.,
for network of size of 40 nodes as the percentage of hidden terminals reaches 60% the
saturation throughput almost approaches zero. In contrast to DCF operating in the
RTS/CTS mode, where the RTS/CTS handshaking manages to keep the throughput at
approximately 0.37 (cf. Figure 6.5), another observation worth mentioning is that the
level of the game-theoretic design throughput improvement is more signiﬁcant in the
basic access method than in the RTS/CTS access method. This is because of the level of
de-synchronization among the hidden nodes in the DCF basic access method (cf. 4.1.2).
Therefore, the game-theoretic MAC protocol is able to improve the system performance
more eﬀectively than the RTS/CTS access method, which already has the appropriate
tools to deal with this de-synchronization, to reduce the vulnerable period among hidden
nodes (cf. 4.1.3).
6.3 Average Channel Access Delay
For 802.11/b (for both the RTS/CTS & basic access mechanisms), a network of a very
small number of wireless nodes provides a slightly lower diﬀerence in channel access delay
than the game-theoretic design (cf. Figure 6.6). As mentioned in the above sections,
this is because design of the utility function based on a Markov model is only accurate
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for networks with size N > 10. However, as the size of the network increases, the game-
theoretic design provides a much lower channel access delay. Moreover, RTS/CTS both in
DCF and the game-theoretic design produce longer delays because of the four-way hand
shake which produces extra packets without payload for time synchronisation among
nodes. Figures 6.9, 6.10, 6.11, and 6.12 compare the DCF delay distribution of the
basic and RTS/CTS access methods with their corresponding game-theoretic design over
1000 second simulation runs. The left sub-ﬁgure for each network shows the linear scale
delay distribution histogram and the right sub-ﬁgure shows the logarithmic scale delay
histogram of the left sub-ﬁgure to emphasize long delays with small but ﬁnite probabilities.
With 802.11, each new transmission starts with the base contention window and executes
a binary exponential backoﬀ when collisions occur, while with the game-theoretic design,
nodes choose a constant contention window determined by the Nash equilibrium, which is
optimal for the current contention level in the network. Therefore, in the game-theoretic
design the delays are tightly distribute around a speciﬁc range of times on the other hand,
the delay in DCF is more broadly distributed and exhibits long tails. As the size of the
network increases, this distribution for DCF becomes wider. This demonstrates that the
game-theoretic design has better short-time fairness (this will be discussed in more detail
in the next section).
Figures 6.13 and 6.14 compare the average channel access delay of the two protocols
for diﬀerent percentages of hidden terminals in the network. It can be seen that the game-
theoretic design provides a much better channel access delay than DCF. Figures B.1-B.19
compare the normalized delay distribution of the two protocols for each network depicted
in Figures 6.13 and 6.14. The large histogram peak at the right hand side of the rightmost
sub-plots shows that 802.11 aggressively moves toward the maximum contention window
size CWmax, but the game theoretic model adjusts its CW based on the Nash equilibrium
in a much more measured way. In the networks with hidden terminals present, and which
108
are operating in the RTS/CTS access method, all stations are adjusting their NAV based
on the duration ﬁeld value of the RTS from the source station, or the CTS from the
destination station. The use of RTS/CTS frames helps to minimise the duration of the
collisions, including those caused by hidden stations. More speciﬁcally, if a collision occurs
with two or more small RTS frames, the time loss is smaller compared to the collision
of long data frames. Furthermore, the successful exchange of small messages, RTS and
CTS, reserves the area within the range of the receiver and the sender for the intended
transmission period guaranteeing undisturbed transmission for the longer data frame,
which results in lower delay, better fairness and higher throughput.
6.4 Fairness
It is well-known [48] that the DCF backoﬀ scheme (binary exponential backoﬀ) has poor
short-time fairness. This is the case for two reasons. First, a node that fails to transmit
successfully has to wait for a longer period of time before it retries. Second, whenever a
failed transmission is reported, DCF automatically considers it as a collision, and there-
fore, it executes a binary exponential backoﬀ with similar results. Figures 6.15 and 6.16
compare the short-time fairness of the game-theoretic model and DCF, using the Jain
fairness index [97].
The game-theoretic access scheme in both the basic and RTS/CTS access methods
produces a much better short-time fairness than the IEEE 802.11b DCF for networks of
many competing nodes (N > 10), as expected due to the sharing of the same contention
window by all the nodes in single-cell networks, which results in the same channel access
probability for all nodes. On the other hand for DCF, a node that fails to transmit
successfully has to wait for a longer period of time before it retries, and whenever a
failed transmission is reported DCF automatically considers it as a collision. Therefore,
it executes a binary exponential backoﬀ which results in dramatic diﬀerences in CW sizes
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between nodes. This diﬀerence becomes rapidly larger as the number of nodes in the
network increases, which ultimately leads to lower short-time fairness, which can imply
lower long-time fairness as well.
As expected, the 802.11 RTS/CTS mechanism provides the better short-time fairness in
a network without hidden terminals than the basic access method by introducing extra
packets for synchronisation between nodes to reduce the vulnerable time (cf. Figure 4.4).
This results in reducing the duration of a collision and ultimately yield better short-
time fairness. However, the true power of the RTS/CTS access method reveals itself in
networks with hidden terminals present. Figures 6.17 & 6.18 show that RTS/CTS has
much better short-time fairness than the basic access method. These ﬁgures illustrate
how short-time fairness drops below 0.1 in the basic access method in a network of 40
nodes, but with RTS/CTS the fairness is maintained above 0.6. Also, in both access
methods, the game-theoretic design has much better fairness than DCF. This is because
each node in the game-theoretic design adopts the optimal contention window based on
the number of hidden terminals that particular node interact with. Therefore, if a node
interacts with more hidden terminals, it has to choose a bigger contention window, and
this results in nodes with higher number of hidden terminal in their neighbours staying
more quiet and allow the overall network to operate better. Superﬁcially, it seems this
might result in unfairness, but in comparison with DCF, the game-theoretic design shows
that this choice of contention window will result in better fairness because it decreases the
collision probability across the entire network. This ultimately means, even nodes with
higher numbers of hidden terminal neighbours have more chance to transmit their data
packets successfully than DCF, and do so more frequently.
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6.5 Conclusion
This chapter illustrates that 802.11 starts each new transmission with the base contention
window, and after each collision, it executes a binary exponential backoﬀ. As the size of
a single-cell network grows, or the percentage of hidden terminal increases, 802.11 aggres-
sively moves toward the maximum contention window CWmax. Thus, the binary expo-
nential backoﬀ collision avoidance mechanism leads to longer delays, unfairness among
the nodes and increasing the collision probability by not considering the vulnerable pe-
riod among the covered and especially hidden nodes, which decreases the whole network
performance. While, on the contrary, the game-theoretic design nodes choose a constant
contention window determined by the Nash equilibrium, which is optimal for the current
contention level in the network, both for single-cell network and for network with hidden
terminals present. This decreases the collision probability, which leads to better fairness,
lower delays, and ultimately, better network performance.
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Figure 6.7: Average collision rate comparison for a network of 5-40 active nodes operating
in basic access (DCF & game-theoretic design) method with 0-60 percent hidden terminal
for each scenario.
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(c) N = 20
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Figure 6.8: Average collision rate comparison for a network of 5-40 active nodes operating
in RTS/CTS access (DCF & game-theoretic design) method with 0-60 percent hidden
terminal for each scenario.
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Figure 6.9: Normalised delay distribution comparison for a network of 5-20 active nodes,
operating in basic access method (DCF & game-theoretic design). The bin-size is 0.2 sec-
onds.
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Figure 6.10: Normalised delay distribution comparison for a network of 30-40 active
nodes, operating in basic access method (DCF & game-theoretic design). The bin-size is
0.2 seconds.
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Figure 6.11: Normalised delay distribution comparison for a network of 5-20 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design). The bin-size is
0.2 seconds.
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Figure 6.12: Normalised delay distribution comparison for a network of 30-40 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design). The bin-size is
0.2 seconds.
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Figure 6.13: Average delay comparison for a network of 5-40 active nodes operating in
basic access (DCF & game-theoretic design) method with 0-60 percent hidden terminal
for each scenario
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Figure 6.14: Average delay comparison for a network of 5-40 active nodes operating
in RTS/CTS access (DCF & game-theoretic design) method with 0-60 percent hidden
terminal for each scenario
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Figure 6.15: Fairness comparison for a network of 5-40 active nodes operating in basic
access method.
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Figure 6.16: Fairness comparison for a network of 5-40 active nodes operating in RTS/CTS
access method.
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Figure 6.17: Fairness comparison for a network of 5-40 active nodes operating in basic
access method with 0-60 percent hidden terminal for each scenario.
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Figure 6.18: Fairness comparison for a network of 5-40 active nodes operating in basic
access method with 0-60 percent hidden terminal for each scenario.
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Chapter 7
Conclusions
This thesis proposes and explores a game-theoretic approach as a new paradigm for de-
signing a distributed wireless MAC protocol. This study has focused on laying out a theo-
retical framework to design a reliable, robust, and eﬃcient game-theoretic MAC protocol
for wireless LANs operating under DCF, which is simple to implement and computation-
ally eﬃcient. We adopted a noncooperative, static, game-theoretic approach to model
DCF in autonomous wireless networks where each node chooses its strategy (which is the
channel access probability) to maximise its utility function.
Two games-theoritic model were proposed: The ﬁrst game is designed for single-cell
ad hoc networks [15] (see Chapter 3), and the second one is designed for centralised
networks using DCF in the presence of hidden terminals [16] (see Chapter 4). Both
games derive from CSMA/CA, in which the idle sense method is employed to design
appropriate utility and payoﬀ functions, as proposed by Heusse et al. [14]. The correct
speciﬁcation of a homogeneous utility function for single-cell games and per-node utility
functions for centralised games in the presence of hidden terminals results in harmonized
but independently determined performance objectives for all competing nodes.
Replacing the binary exponential backoﬀ mechanism with an optimal contention window
derived from idle sense method [14] preserves the independence of channel access proba-
bility from the conditional collision probability. Therefore, unlike DCF in the proposed
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access methods, wireless nodes can estimate the conditional collision probability by ob-
serving consecutive idle slots between transmissions. This means that contention control
can be decoupled from the handling of failed transmissions. This results in a stable MAC
protocol immune to a wide range of errors on the channel. Moreover, the design of the
utility function based on optimal consecutive idle slots minimises the vulnerable period on
the channel, which results in a lower number of collisions without the necessity to compro-
mise the trade-oﬀ between throughput and channel access delay. As shown in numerical
simulations (Chapter 6), the game-theoretic medium access control designs exhibit lower
channel access delay, higher throughput, and signiﬁcantly better short-term fairness (and
ultimately better long-term fairness) than DCF. In addition to guiding medium access
control design, the random access game model also provides an analytical framework to
understand the equilibrium properties and dynamic properties of diﬀerent medium access
protocols.
In conclusion, it has been shown that employing a reasoned approach to design a
distributed MAC protocol through the use of game theory in an imperfect wireless
environment results in increased performance as observed through the wireless network
metrics of throughput, channel access delay and fairness in a variety of network scenarios
and topologies. Finally, this study demonstrates that game theory is an appropriate
mathematical tool in dealing with today's wireless networks issues when it comes to
resolving conﬂict situations over shared medium resources.
7.1 Future Work
A great deal of work is needed in order to elevate the proposed game-theoretic protocols
from what is, so far, an encouraging and promising design framework to a complete and
fully ﬂedged medium access control protocol.
• Examining the coexistence of the proposed access methods and 802.11 DCF: It is
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important to examine the coexistence of all protocols together for the deployment
of the proposed methods. It should be performed not only by simulations but also
with the inclusion of real-world equipment in order to study the behaviour of their
contention signals at the same time. One of the most appropriate methods for
examining this coexistence in the real-life setting is to apply the proposed access
methods in a testbed with the aim of assessing performance in comparison with the
802.11 DCF for a variety of radio channel environments. Most importantly, this will
facilitate the research of the robust estimation of conditional collision probability
and the analysis of the setting of various control parameters that determine the
dynamic properties of the proposed access methods.
• Extending the proposed access methods to multi-cell network: There is a need to
investigate other contention resolution algorithms that have the ability to deal with
the issue of exposed terminals, particularly in DCF with centralised architecture.
The reason is that in DCF, a node in range of two other nodes will reduce its
channel access probability by increasing its contention window size, which results in
less frequent channel access when compared to its neighbours. Network performance
degradation are then witnessed, particularly in terms of fairness. This issue can be
further exasperated if the neighbourhood nodes do not successfully communicate,
therefore they might successfully and simultaneously transmit. Such a situation
means that the node present in the overlapping area between cells will see that the
channel is idle less frequently, meaning a decreased propensity to achieve channel
access. Notably, all protocols based on CSMA/CA experience this problem, with
the current solution to this challenge is based on the proper conﬁguration of APs
so as to ensure cells do not overlap or function on orthogonal channels.
• Extending the proposed access methods to the network where wireless nodes operate
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in diﬀerent classes of traﬃc. In this study, it is assumed that nodes in the network
are homogeneous and belong to same QoS class. However, in reality, wireless nodes
operate using diﬀerent bit rates in the network. Accordingly, there is a need to
provide a general analytical framework with the ability to model a large class of
system-wide quality-of-service (QoS) models through the criteria of per-node utility
function; this would help to ensure high channel utilisation and time fairness in a
wireless network with bit rate diversity.
• It is also worth investigating diﬀerent utility function designs. There are a number
of diﬀerent functions that may be used so as to symbolise players' utility function in
the proposed access methods. These utility functions are mostly function of chan-
nel access probability. In order to design an appropriate utility functions that can
converge to desirable equilibrium, the design should be based on reverse engineering
from existing channel access methods or forward engineering from desired operating
points (e.g., [15, 16])all of which merit in-depth investigation. These functions can
be compared in terms of network performance through mathematical network mod-
els, and also, based on eﬀectiveness in real-world environment through simulations
and testbed examinations.
• It is also worth investigating diﬀerent equilibrium concepts. Notably, this proposal
considers only the Nash equilibrium as the solution; nevertheless, such solution
concept may be insuﬃcient in delivering optimum network performance. In or-
der to ensure Nash equilibrium superiority, a number of other related concepts
should be examined. For instance, the Nash bargaining solutionwhich is Pareto-
optimalshould be taken into account in regard to fairness and eﬃciency. An alter-
native solution is correlated equilibrium. This solution concept is more generalised
when contrasted alongside Nash equilibrium, and is also recognised as incurring less
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computational complexity throughout the course of determination.
• The creation and development of application-centric game models for distributed
wireless protocol: Conventional random channel access schemes might not be ap-
plicable in a number of speciﬁc wireless network scenarios, including wireless sensor
networks and vehicular networks. In order to design a MAC protocols for particular
applications, there are two steps that are need to be taken: primarily, application cri-
teria and the resource constraints must be speciﬁed. Secondly, all restrictions caused
by the speciﬁed requirements in the ﬁrst step need to be taken into account during
the design process. For example, transmission delay (i.e., emergency messaging de-
lay) is an important application criteria in vehicular networks. In such networks,
high mobility is also one of the application criteria (high mobility rapidly changes
the topology of the vehicular network). Limited bandwidth is one of the resource
constraints. Variable vehicle density is also one of the resource constraints. To de-
sign a comprehensive utility functions for such networks, all associated parameters
and restrictions need to be considered. Because of speciﬁcations and requirements
of the applications, the development of game models for application-centric random
channel access is recognised as being far more problematic than general wireless
protocols like wireless LANs.
• As DCF is expected to continue to play a prominent role in 5th generation mobile
communication technologies to address the issue of high bandwidth demand at base
stations, the modelling random channel access and channel allocation problem in a
heterogeneous wireless access network using game theory is highly promising solu-
tion to address the issues regarding the bandwidth demand. In the speciﬁc context
of a heterogeneous network, service providers for the various wireless access net-
worksin addition to mobile usersmight compete or cooperate with one another.
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Game-theoretic modelling and the examination of any and all interactions across
mobile nodes and service providers is an interesting research topic. In this same re-
gard, in a heterogeneous network where a bi-level hierarchy exists, the rate control
and transmission power issue for random channel access may be modelled with the
application of game theory, and an overall optimal random channel access protocol
can be designed.
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Appendix A
Derivation of Utility functions
A.1 Derevation of Equation 3.2.19 & 3.2.22
In 3.2.3, we use the fact that U ′i(P
τ
i
∗) = Ci(Pτ ∗) at the nontrivial Nash equilibrium. By
Equation 3.2.5 we have:
1− (1− P τi )N−1 = U ′i(P τi )
(1− P τi )N−1 = 1− U ′i(P τi )
(1− P τi )N = (1− P τi )(1− U ′i(P τi )),
(A.1.1)
then based on 3.2.13 based on 3.2.21 we have :
P idlei (P
τ ) = (1− P τi )(1− U ′i(P τi )),∀i ∈ N. (A.1.2)
in 3.2.4 we also have P idlei (P
τ ) = e−ξ(1 + P τi ) therefore Equation A.1.2 becomes:
(1− P τi )(1− U ′i(P τi )) = e−ξ(1 + P τi )
1− U ′i(P τi ) =
e−ξ(1 + P τi )
(1− P τi )
U ′i(P
τ
i ) = 1−
e−ξ(1 + P τi )
(1− P τi )
Ui(P
τ
i ) =
∫
1− e
−ξ(1 + P τi )
(1− P τi )
dP τi
Ui(P
τ
i ) = (1 + e
−ξ)P τi + 2e
−ξln(1− P τi ).
(A.1.3)
Equation 4.2.22 & 4.2.24 can be derived exactly in the same manner.
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Figure B.1: Normalised delay distribution comparison for a network of 5 active nodes,
operating in basic access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.2: Normalised delay distribution comparison for a network of 5 active nodes,
operating in basic access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.3: Normalised delay distribution comparison for a network of 5 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.4: Normalised delay distribution comparison for a network of 5 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.5: Normalised delay distribution comparison for a network of 10 active nodes,
operating in basic access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.6: Normalised delay distribution comparison for a network of 10 active nodes,
operating in basic access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.7: Normalised delay distribution comparison for a network of 10 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.8: Normalised delay distribution comparison for a network of 10 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.9: Normalised delay distribution comparison for a network of 20 active nodes,
operating in basic access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.10: Normalised delay distribution comparison for a network of 20 active nodes,
operating in basic access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.11: Normalised delay distribution comparison for a network of 10 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.12: Normalised delay distribution comparison for a network of 20 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.13: Normalised delay distribution comparison for a network of 30 active nodes,
operating in basic access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.14: Normalised delay distribution comparison for a network of 30 active nodes,
operating in basic access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.15: Normalised delay distribution comparison for a network of 30 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.16: Normalised delay distribution comparison for a network of 30 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.17: Normalised delay distribution comparison for a network of 20 active nodes,
operating in basic access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.18: Normalised delay distribution comparison for a network of 20 active nodes,
operating in basic access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.19: Normalised delay distribution comparison for a network of 40 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 10-30 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Figure B.20: Normalised delay distribution comparison for a network of 40 active nodes,
operating in RTS/CTS access method (DCF & game-theoretic design) with 40-60 percent
hidden terminal for each scenario. The bin-size is 0.2 seconds.
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Appendix C
Common Parameters Used for MiXiM-
OmnetPP Simulations
C.1 omnetpp.ini
The omnetpp.ini are including of all the simulation conﬁgurations and is intended to be
used with 802.11/b MAC. This simulation conﬁguration also includes the scenario of 10
nodes with 10 percent hidden terminals
Listing C.1: Conﬁguration Script code
//∗ Modif ied by Hani Mortazavi
//∗ copyr ight : (C) 2008 Telecommunication Networks Group (TKN) at
//∗ Technische Un i v e r s i t a e t Ber l in , Germany .
[ General ]
cmdenv−express−mode = true
network = MyNetVer2
##############################
# Simulat ion parameters
#
##############################
∗∗ .∗∗ . coreDebug = f a l s e
∗∗ . playgroundSizeX = 400m
∗∗ . playgroundSizeY = 400m
∗∗ . p laygroundSizeZ = 300m
∗∗ . numNodes =10
##############################
# WorldUt i l i ty parameters
#
##############################
∗∗ . world . useTorus = f a l s e
∗∗ . world . use2D = true
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###################################
# Parameters f o r the ConnectionManager #
###################################
∗∗ . connectionManager . ca r r i e rFrequency = 2.412 e9Hz # [Hz ]
# max t ransmi s s i on power [mW]
∗∗ . connectionManager . pMax = 110.11mW # [mW]
# s i g n a l a t t enuat ion th r e sho ld [dBm]
∗∗ . connectionManager . sa t = −80dBm
# path l o s s c o e f f i c i e n t alpha
∗∗ . connectionManager . alpha = 3 .0
∗∗ . connectionManager . sendDirect = f a l s e
##########################################
# Parameters f o r the Mac Layer
#
##########################################
# debug switch
∗∗ .mac . headerLength = 272 b i t
∗∗ .mac . queueLength = 15
∗∗ .mac . b i t r a t e = 11E+6bps# in b i t s / second
∗∗ .mac . autoBi t ra t e = f a l s e
## va lues i f no fad ing i s modelled ,
## g iv e s at most 1% packet e r r o r r a t e
∗∗ .mac . snr2Mbit = 1 .46dB # [dB ]
∗∗ .mac . snr5Mbit = 2 .6dB # [dB ]
∗∗ .mac . snr11Mbit = 5.68dB # [dB ]
∗∗ .mac . r t sCtsThresho ld =4
∗∗ .mac . neighborhoodCacheSize = 30
∗∗ .mac . neighborhoodCacheMaxAge = 100 s # [ s ]
∗∗ .mac . txPower = 110.11mW # [mW]
################################
# Parameters f o r the Host #
################################
############# Phy parameters #######################
∗∗ . phy . usePropagationDelay = true
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∗∗ . phy . thermalNoise = −110dBm # [dBm]
∗∗ . phy . useThermalNoise = true
∗∗ . phy . analogueModels = xmldoc (" c on f i g . xml ")
∗∗ . phy . de c id e r = xmldoc (" c on f i g . xml ")
∗∗ . phy .maxTXPower = 110.11mW
∗∗ . phy . s e n s i t i v i t y = −119.5dBm # [dBm]
################ Appl i cat ion l ay e r parameters ############
∗∗ . node [ ∗ ] . app l i cat ionType = "Traf f i cGen "
∗∗ . node [ ∗ ] . appl . debug = f a l s e
∗∗ . node [ ∗ ] . appl . headerLength = 12000 b i t
∗∗ . node [ ∗ ] . appl . bu r s tS i z e = 1
################NETW laye r parameters ###############
∗∗ . node [ ∗ ] . networkType = "BaseNetwLayer"
∗∗ . node [ ∗ ] . netwl . debug = f a l s e
∗∗ . node [ ∗ ] . netwl . s t a t s = f a l s e
∗∗ . node [ ∗ ] . netwl . headerLength = 32 b i t
################ Mobi l i ty parameters #################
∗∗ . node [ ∗ ] . mobil ityType = "BaseMobi l i ty "
∗∗ . node [ ∗ ] . mob i l i ty . debug = f a l s e
∗∗ . node [ ∗ ] . mob i l i ty . update In te rva l = 0 .1 s
sim−time−l im i t = 1000 s
∗∗ . node [ 0 ] . mob i l i ty . i n i t i a l X = 150m
∗∗ . node [ 0 ] . mob i l i ty . i n i t i a l Y = 150m
∗∗ . node [ 1 ] . mob i l i ty . i n i t i a l X = 135.414786m
∗∗ . node [ 1 ] . mob i l i ty . i n i t i a l Y = 49.554634m
∗∗ . node [ 1 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 2 ] . mob i l i ty . i n i t i a l X = 171.058614m
∗∗ . node [ 2 ] . mob i l i ty . i n i t i a l Y = 50.709845m
∗∗ . node [ 2 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 3 ] . mob i l i ty . i n i t i a l X = 127.924794m
∗∗ . node [ 3 ] . mob i l i ty . i n i t i a l Y = 50.930907m
∗∗ . node [ 3 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 4 ] . mob i l i ty . i n i t i a l X = 145.125415m
∗∗ . node [ 4 ] . mob i l i ty . i n i t i a l Y = 48.618353m
∗∗ . node [ 4 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 5 ] . mob i l i ty . i n i t i a l X = 219.533982m
∗∗ . node [ 5 ] . mob i l i ty . i n i t i a l Y = 76.060664m
∗∗ . node [ 5 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 6 ] . mob i l i ty . i n i t i a l X = 247.001651m
∗∗ . node [ 6 ] . mob i l i ty . i n i t i a l Y = 120.122255m
∗∗ . node [ 6 ] . mob i l i ty . i n i t i a l Z = 0m
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∗∗ . node [ 7 ] . mob i l i ty . i n i t i a l X = 236.183631m
∗∗ . node [ 7 ] . mob i l i ty . i n i t i a l Y = 96.386739m
∗∗ . node [ 7 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 8 ] . mob i l i ty . i n i t i a l X = 204.365795m
∗∗ . node [ 8 ] . mob i l i ty . i n i t i a l Y = 64.289088m
∗∗ . node [ 8 ] . mob i l i ty . i n i t i a l Z = 0m
∗∗ . node [ 9 ] . mob i l i ty . i n i t i a l X = 231.965451m
∗∗ . node [ 9 ] . mob i l i ty . i n i t i a l Y = 90.136280m
∗∗ . node [ 9 ] . mob i l i ty . i n i t i a l Z = 0m
#Hidden Covered
# 3 6
# 1 8
# 3 6
# 2 7
# 0 9
# 4 5
# 3 6
# 0 9
# 2 7
# 0 9
#f_res_h = 0.20
#f_res_c = 0.80
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