satisfies the large deviation principle with a certain rate function I. Further, let N n be the Cox point process (doubly stochastic Poisson point process) directed by M n . The purpose of this paper is to establish the large deviation principle for the sequence of empirical measures (N n /n) ∞ n=1 with rate function expressed in terms of I.
Introduction and main results.
The pioneering paper of Sanov (1957) on large deviations for empirical measures generated by independent random elements gave rise to an important number of refinements and applications both in probability theory (see e.g. Dembo and Zeitouni (1993) , Deuschel and Stroock (1989) , Dupuis and Ellis (1997) , Groeneboom, Oosterhoff and Ruymgaart (1979) and the references therein, see also Proposition 3 in the Appendix) and in mathematical foundations of statistical mechanics (see e.g. Ellis (1985) ). In the present paper we establish a large deviation principle for empirical measures corresponding to a stochastic mechanism of a different nature, namely to doubly stochastic Poisson point processes, usually also called Cox processes.
A Cox point process is constructed in a two-stage random procedure, by first taking at random a certain measure µ on the state space and then choosing the point configuration according to the Poisson process with intensity measure µ.
Cox processes arise naturally as a very general, flexible and yet analytically tractable model in a number of applications in statistics, physics and natural sciences. We refer the reader to Section 8.5 in Daley and Vere-Jones (1988) and to Chapter 7 in Karr (1991) for numerous examples of such applications. The latter reference reviews the rich set of existing mathematical tools for statistical inference for Cox point processes.
The large deviation principle for empirical measures generated by Cox point processes, as established below, apart from its intrinsic interest, seems to provide a theoretical framework for statistical applications in the area of hypothesis testing, asymptotic discernibility and directing measure estimation for Cox point processes, much along the general lines sketched in Bucklew (1990) , where a number of applications of the large deviation theory to statistical inference are discussed (see Chapters VI and IX there). The aforementioned applications, falling beyond the scope of the present article, are subject of the author's work in progress. Due to the variational form of the rate function in the general setting of our main Theorem 1, the anticipated results would also involve nonexplicit expressions of variational nature. Fortunately, in the important case of the mixed Poisson processes (see Section 1.1 in Karr (1991) ) the explicit evaluation of the rate function is possible as stated in Corollary 1.
To proceed with the formal description of our setting, we denote by M ∞ the space of all nonnegative Borel measures on [0, ∞) which are finite on compact sets, and we let N ∞ ⊂ M ∞ be the subspace of all N ∪ {∞}-valued (counting) nonnegative measures on [0, ∞). We endow M ∞ with the so-called vague topology (see Definition A2.3.I in Daley and Vere-Jones (1988) or Section 1.9 in Kerstan, Matthes and Mecke (1982) Kerstan, Matthes and Mecke (1982) ). Further, it can be proved that M ∞ can be metrised so as to make it a Polish space (see Theorem A2.6.III in Daley and Vere-Jones (1988) or Proposition 1.9.1 in Kerstan, Matthes and Mecke (1982) ). The Borel σ-field corresponding to that topology endows M ∞ , and hence N ∞ , with a measurable structure.
A random element taking values in M ∞ will be referred to as a random measure on [0, ∞). Further, N ∞ -valued random elements are called point processes on [0, ∞). All random elements considered in this paper are assumed, without further mention, to be defined on a common probability space (Ω, , P). For a random element X taking values in a measurable space X we write P X for the distribution of X on X .
For each random measure M we denote by Λ M its intensity measure (see Section 1.1 in Kerstan, Matthes and Mecke (1982) or Definition 7.2.III in Daley and Vere-Jones (1988) ), given by Λ M (A) := EM (A) for each Borel A ⊆ [0, ∞). Note that it may happen that Λ M ∈ M ∞ . The operation of taking the intensity measure defines in the natural way the measure-valued mapping Λ(·) acting on P(M ∞ ) by Λ(P M ) := Λ M , with P(M ∞ ) standing for the space of all Borel probability measures on M ∞ endowed with the usual weak topology.
For a given random measure M the Cox point process (also called doubly stochastic Poisson point process) directed by M is defined to be the (unique in distribution) point process N such that its conditional distribution given by M = µ coincides for M -almost all µ ∈ M ∞ with that of the Poisson point process Π µ with intensity measure µ (see Daley and Vere-Jones (1988) , Sections 2.4 and 8.5, or Karr (1991) , Definitions 1.2 and 1.3).
Let X be a Polish metric space and X 1 , X 2 , . . . a sequence of X -valued random elements. We say that (X n ) ∞ n=1 satisfies the large deviation principle on X with (good ) rate function I : X → [0, ∞] if the following conditions are satisfied (see Section 1.1 in Dupuis and Ellis (1997) or Chapter 2 in Deuschel and Stroock (1989) ):
• the level sets {x ∈ X | I(x) ≤ A} for A ≥ 0 are compact (thus, in particular, I is lower semicontinuous),
To proceed consider a sequence (M n ) ∞ n=1 of random measures on [0, ∞) satisfying the following conditions: For all n ∈ N let N n be the Cox point process directed by M n . Dividing the random counting measure N n by n we obtain an "empirical measure" whose behaviour for large n should, roughly speaking, resemble that of M n /n. In other words, in view of condition (L) it is reasonable to expect that N n /n satisfies the large deviation principle with some rate function closely related to I. This is the contents of our main theorem. To formulate it we need some additional notation.
For any two probability measures θ, γ defined on the same measurable space, by the relative entropy of θ with respect to γ (or, in classical terminology, the Kullback-Leibler divergence) we mean
if θ is absolutely continuous with respect to γ, ∞ otherwise. For the details concerning this concept see e.g. Dupuis and Ellis (1997) and the references therein.
For our purposes it will be of particular importance to investigate the relative entropy with respect to the homogeneous Poisson point process.
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where P(N ∞ ) denotes the space of all Borel probability measures on N ∞ (endowed with the usual weak topology) and Π λ + is the homogeneous Poisson point process on [0, ∞) with intensity measure λ + defined as the restriction of the Lebesgue measure λ to R + .
Further, for two measures
for all t ≥ 0. In other words, denoting by F µ , F γ and F µ•γ the respective distribution functions, we have F µ•γ (t) = F µ (F γ (t)). Our interest in the operation • is motivated by the representation formula (33), to be established in the proof of our Theorem 1, according to which the empirical measure N n /n coincides in distribution with the composition of Π (n) /n with M n /n, where Π (n) is an intensity-n homogeneous Poisson point process on [0, ∞) independent of M n .
The main result of our article is: 
The relative entropy H(µ) appearing in the expression for the rate function can be determined explicitly. Namely, we have Lemma 1. The Poisson point process Π µ minimizes the relative entropy with respect to Π λ + among all point processes with a given intensity measure
Further
where ϑ(u) := u log u + 1 − u (note that ϑ(u) ≥ 0 for u ≥ 0 so that the above integral is always well defined , though possibly infinite).
The variational formula (4) for the rate function in Theorem 1 may in general be extremely difficult to evaluate explicitly. However, if the nature of the directing measures M n is not very complicated, it may happen rather often that M n /n belongs almost surely to a certain narrow class Y ⊆ M ∞ .
If Y is chosen to be closed in M ∞ , this yields immediately I(γ) = ∞ for γ ∈ Y. In particular, in (4) it is then enough to consider the infimum over γ ∈ Y. Even further simplification can be obtained if it happens that a given θ ∈ M ∞ admits only a very limited number of representations θ = µ • γ with γ ∈ Y and H(µ) < ∞. In such cases we can hope to obtain an explicit expression for J(θ). As an example of such a situation we consider the socalled (homogeneous) mixed Poisson point processes defined to be Cox point processes directed by random multiplicities of the Lebesgue measure (see e.g. Section 1.1 in Karr (1991) or Exercise 2.1.8 in Daley and Vere-Jones (1988) ). Clearly, in such a case we can set Y = {αλ + | α ≥ 0}. The details are given in the following corollary.
Corollary 1. Consider a sequence of directing random measures M n satisfying (B) and (L) and admitting the representation M n := ζ n λ + , where ζ n are certain nonnegative random variables. Let N n be the corresponding Cox (mixed Poisson) point processes. Further , denote by I the unique rate function on R which governs the large deviations of ζ n /n and is such that I satisfies
otherwise. Then, for a given θ ∈ M ∞ , we have:
2. Proofs. We will proceed as follows. First in Lemma 2 we investigate the properties of the intensity measure mapping on the level sets of the relative entropy. This technical result plays an important role in further proofs because in general, as mentioned before, the intensity measure mapping can exhibit quite an irregular behaviour being discontinuous or taking values outside of M ∞ . Next, we prove Lemma 1. The most complex task to be accomplished in this paper is to prove the crucial Lemma 3 stating the large deviation principle for empirical measures generated by homogeneous Poisson point processes, which corresponds to the assertion of Theorem 1 for deterministic homogeneous directing measures M n = nλ + . The next step will be to deduce the main theorem from Lemma 3. Finally we establish Corollary 1.
When completing the paper we have learnt that results similar to our Lemma 3 have recently appeared in the literature (see Florens and Pham (1998) and Léonard (2000) ). However, we present a proof using different methods, which we believe to be of independent interest as relying on a natural interpretation of the rate function H(µ) = R(P Π µ P Π λ + ).
Lemma 2
Lemma 2. The mapping
well defined and weakly continuous on the relative entropy level sets
is weakly compact.
Due to its technical character the proof of this lemma is postponed to the Appendix.
Proof of Lemma 1. Let us first concentrate on (5). Clearly we can assume without loss of generality that inf
for otherwise our assertion becomes trivial. In view of (7) we conclude from Lemma 2 and from the lower semicontinuity of R(· P Π λ + ) (see e.g. Lemma 1.4.3(b) in Dupuis and Ellis (1997) ) that there exists a point process Ψ such that
We will show that the relative entropy minimiser Ψ inherits from Π λ + the independence property on disjoint domains and we will conclude that 
almost surely and let Ψ |B , (Π λ + ) |A and (Π λ + ) |B be defined analogously. For notational convenience we also agree to write P Ψ A instead of P Ψ |A etc. By general properties of the relative entropy (see Subsection 3.5 in the Appendix) we conclude that
with equality iff
However, if the inequality in (9) were strict, the point process Ψ defined to be the sum of independent copies of Ψ |A and Ψ |B would have the property
which contradicts (8). This means that (10) has to be satisfied. In particular Ψ |A and Ψ |B are independent.
In addition Ψ is a simple point process, i.e. it concentrates with probability 1 on the space of the counting measures whose atoms all have mass 1 (see Kerstan, Matthes and Mecke (1982) , Section 1.2). This property of Ψ follows immediately from R(P Ψ P Π λ + ) < ∞ and from the simplicity of Π λ + (ibid., Proposition 1.5.7). Since A and B were arbitrary, by Proposition 1.1.9 ibid. the independence of Ψ |A and Ψ |B yields the complete independence property for Ψ (see Assumption 2.4.V in Daley and Vere-Jones (1988) ), stating that for each finite family A 1 , . . . , A k of bounded disjoint Borel subsets of [0, ∞) the random variables Ψ (A 1 ), . . . , Ψ (A k ) are mutually independent. Applying Theorem 2.4.VIII ibid. and taking into account the simplicity and the lack of fixed atoms of Ψ we conclude that Ψ is a certain Poisson point process.
Recalling that Λ Ψ = µ we see that Ψ has the same law as Π µ . This completes the proof of (5).
To proceed, we turn to (6). We begin by noting that if the measure µ is not absolutely continuous with respect to λ + then
Thus, henceforth we assume the absolute continuity of µ with respect to λ + . Using the standard formulae for the density of one Poisson process with respect to another (see Kerstan, Matthes and Mecke (1982) , Proposition 1.5.11) we arrive at
(recall that ϑ(u) = u log u + 1 − u). On the other hand, from the properties of the relative entropy (see Proposition 15.6 in Georgii (1988)) we conclude that
Combining this with (11) yields (6). The proof of Lemma 1 is hence complete.
Lemma 3.
The following lemma is crucial to the proof of Theorem 1.
Lemma 3. For each n ∈ N let Π (n) denote the homogeneous Poisson point process on [0, ∞) with intensity n (i.e. its intensity measure is nλ + ). Then the sequence (Π (n) /n) ∞ n=0 of random measures satisfies on M ∞ the large deviation principle with rate function H given by (2) and (6).
Proof. Let Π (1) , Π (2) , . . . be a sequence of independent homogeneous Poisson point processes on [0, ∞) with common intensity 1. It is clear that
This identity leads to the idea whose rough description is given below. For each ω ∈ Ω the measure (Π (n) /n)(ω) ∈ M ∞ can be represented as the intensity measure of the distribution Θ n (ω) ∈ P(N ∞ ) which assigns probability 1/n to Π (1) (ω), probability 1/n to Π (2) (ω) etc. More precisely, let Θ n be the P(N ∞ )-valued random element defined by
Then it is easily seen that [Π (n) /n](ω) = Λ(Θ n (ω)) for almost all ω ∈ Ω. Hence, dropping the ω's,
It is very convenient to regard Θ n as the empirical measure generated on N ∞ by N ∞ -valued random elements Π (1) , . . . , Π (n) . We recall that the space N ∞ can be metrised to be Polish (see the discussion following its definition), and therefore, the same is true for P(N ∞ ) (see e.g. Lemma 3.2.2 in Deuschel and Stroock (1989) ). Thus, applying Sanov's theorem (see e.g. Dupuis and Ellis (1997) , Theorem 2.2.1, Deuschel and Stroock (1989) , Theorem 3.2.17, or Proposition 3 in the Appendix) we conclude that the sequence (Θ n ) ∞ n=1 satisfies on P(N ∞ ) the large deviation principle with rate function
Therefore, if the intensity measure mapping Λ were well defined from P(N ∞ ) to M ∞ and if it were continuous, we could easily complete the proof by using the standard contraction principle (see e.g. Dupuis and Ellis (1997) , Theorem 1.3.2), quoted in the Appendix as Proposition 2 for the convenience of the reader. However, the properties of this mapping are by no means that good: it is not continuous, and even worse, its values often fail to belong to M ∞ . Nevertheless, we will proceed along the suggested lines, although a considerable additional effort will be needed to make things work.
For each increasing sequence L = (L 0 , L 1 , . . .) of positive numbers, consider the space M ∞ (L) of all those measures µ ∈ M ∞ which satisfy
for every k ∈ N. By the above boundedness condition, for each Ξ ∈ P(M ∞ (L)) the intensity measure Λ(Ξ) is well defined and it belongs to M ∞ (L).
For each measure µ ∈ M ∞ we construct the corresponding "rescaled"
An equivalent of Θ n given by (13) with respect to this rescaling is Θ
n is to be interpreted as the empirical measure on M ∞ (L) generated by the M ∞ (L)-valued random elements
(n) does not have to be a point process). Clearly,
(n) ) almost surely.
In analogy with what we did for Θ n , also here we note that M ∞ (L), as a closed subset of M ∞ , can be metrised as a Polish space, and therefore, we can apply Sanov's theorem to obtain the large deviation principle for
Applying the bounded convergence theorem it is easily checked that the intensity measure mapping
is continuous. Therefore, using (18) and the contraction principle (Theorem 1.3.2 in Dupuis and Ellis (1997) , Proposition 2 in the Appendix) we conclude that the sequence (Λ(Θ [L] n )) ∞ n=0 satisfies on M ∞ (L) the large deviation principle with rate function
It is important to observe that H [L] can be expressed in a more convenient form:
where Q [L] denotes the image of the probability measure Q ∈ P(N ∞ ) under the mapping ν → ν [L] and R is given by (14) . Indeed, we know that the Poisson point process Π λ + almost surely takes its values in the space N ∞ of all simple counting measures (i.e. counting measures whose atoms all have mass 1; see Kerstan, Matthes and Mecke (1982) , Section 1.2 and Proposition 1.5.7). Thus, almost surely Π
Relation (19) now follows by standard arguments.
The idea underlying the remaining part of the proof is, roughly speaking, to show that letting
n ), and H with H [L] . To proceed, we introduce an explicit metric on M ∞ with the vague topology. Let D = {g 1 , g 2 , . . .} be a countable family of continuous functions defined on [0, ∞) such that (D1) the support of each g i is contained in some interval of length 1, (D2) the supremum norm g i ∞ equals 1 for each i ∈ N, (D3) the linear hull of D is uniformly dense in the space of all continuous functions on [0, ∞) with compact supports.
The existence of such D is not difficult to establish (for instance we can take g i 's equal on their supports to appropriate polynomials or trigonometric polynomials). For µ, ν ∈ M ∞ we set
Using standard arguments we easily prove that metrises the vague topology on M ∞ and that the resulting metric space (M ∞ , ) is Polish.
In view of Corollary 1.2.5 in Dupuis and Ellis (1997) the proof of the lemma will be complete if we show that for each bounded Lipschitz function
The proof of this identity is subdivided into three steps.
Step (1): The limit in (21) exists. Let ξ, ξ 1 , ξ 2 , . . . be a sequence of i.i.d. random variables with standard mean 1 Poisson distribution Poiss(1). Take some ε > 0 and choose L 0 > 0 such that
Further, define L(l, t) to be the Laplace transform of the random variable
and let, for α ≥ ε and l ≥ L 0 ,
Note that in view of (22),
It is easily seen that lim l→∞ I(l, α) = ∞ for fixed α, so it is possible to choose an increasing sequence
We will investigate the behaviour of the probabilities
for n, k ∈ N. It is easily verified, using (16) and the properties of a homogeneous Poisson point process, that
Hence, it follows by standard arguments (see e.g. Lemma 1.2.3 in Deuschel and Stroock (1989) ) that
Thus, by (23) we get
Finally, taking the sum over k gives
Clearly 1/(1 − e −n ) < 2 for n ≥ 1, so by (20) and in view of conditions (D1) 98 T. SCHREIBER and (D2) this bound yields
Thus, by (12) and (17) we get
Now let C be the Lipschitz constant for h in (21) and let h ∞ be the supremum norm of h. Then
Thus, since the sequence (Λ(Θ [L] n )) ∞ n=0 satisfies the large deviation principle on M ∞ (L) with rate function H [L] (see (19)), applying Theorem 1.2.1 in Dupuis and Ellis (1997) we conclude that
In an analogous way we deduce that
Since ε was arbitrary, this proves the existence of the limit in (21), and therefore, completes
Step (1) of the proof.
Step (2): We prove that
Step (1) so that (26) holds with ε = ε k . Fix arbitrary δ > 0 and choose a sequence (Q k 
Note that the existence of such Ψ k follows immediately from (19).
We claim that (Ψ k ) ∞ k=0 contains a subsequence weakly convergent in P(N ∞ ). Indeed, since n −1 log E exp(−nh(Π (n) /n)) ≥ − h ∞ , we conclude from (26) and (28) that
so we obtain the uniform bound
We get our assertion because the level sets of the relative entropy R(· P Π λ + ) on the Polish space P(N ∞ ) are compact (see Dupuis and Ellis (1997) , Lemma 1.4.3(c)).
Thus, we can assume without loss of generality that the sequence Q k converges weakly in P(N ∞ ) to some Q ∞ . Further, using (29) and applying Lemma 2 we conclude that Q ∞ has a boundedly finite intensity measure Λ(Q ∞ ) and Λ(Q k ) → Λ(Q ∞ ) vaguely. Hence, using the lower semicontinuity of R, continuity of h and (28) we get
In view of (2) and (14) this yields
Using (26) and letting δ → 0 we complete the proof of (27).
Step (3): The final step of the proof. We establish the converse inequality to (27), namely
Fix some δ > 0 and choose ν ∈ M ∞ so that
Note that the first equality is a consequence of Lemma 1. Further, take a decreasing sequence ε k → 0 and let
. .) be as in
Step (1) 
On the other hand, by (19),
Thus, using (32) and the continuity of h we obtain
Applying (31) we get
Letting δ → 0 and taking into account (25) establishes (30). This completes the proof of Step (3).
Combining Steps (1)- (3) gives (21). The proof of Lemma 3 is complete.
We are now ready to prove our main theorem.
2.4.
Proof of Theorem 1. The first step of the proof is to establish a suitable representation for the Cox processes N n . As in Lemma 3, we denote by Π (n) the homogeneous Poisson point process on [0, ∞) with intensity n. In addition we require it to be independent of M n .
Using (3) it can be verified that the point process Π (n) • (M n /n) has the same distribution as N n . Indeed, take some γ ∈ M ∞ and note that for 0 ≤ t 1 < t 2 ,
and hence the integer-valued random variable [
Further, observe also that for disjoint intervals I 1 = (t
This means that Π (n) •γ/n is the Poisson point process with intensity measure γ. Using the independence of Π (n) and M n we finally obtain
and hence
The particular convenience of the representation given by the above formula is that it expresses the Cox process N n in terms of two independent random elements: Π (n) and M n . This suggests the following proof strategy. In Lemma 3 we have established the large deviation principle for (Π (n) /n) on M ∞ with the rate function H(µ) = R(P Π µ P Π λ + ). Further, in view of condition (B) the random measures (M n /n) almost surely take their values in M Thus, by condition (L) and by the independence of Π (n) and M n we conclude, using Lemma 4.1.5(b), Exercise 4.2.7 and Exercise 4.1.10(c) in Dembo and Zeitouni (1993) , that the sequence ((Π (n) /n), (M n /n)) ∞ n=1 satisfies on M ∞ × M In particular, if α = 0, we obtain θ([0, T ]) = µ({0}) = 0 for all T (the last equality follows from µ λ + ) so that θ ≡ 0. Moreover, the unique-to denote generic measures on [0, ∞) concentrated on A and B respectively. Finally, to streamline the proof, denote by σ A→B (·|·) the regular conditional distribution of Ψ |B given Ψ |A and by π A→B (·|·) the regular conditional distribution of (Π λ + ) |B given (Π λ + ) |A . By the standard properties of Poisson point processes we can choose a version of π A→B so that π A→B (·|µ A ) = π B (39) for all µ A ∈ N ∞ . Using the definition of the relative entropy we write
and hence, by (39),
Thus, in view of the strict convexity of the relative entropy mapping P(N ∞ ) Q → R(Q π B ) on its domain of finiteness (see Lemma 1.4.3(c) in Dupuis and Ellis (1997)) we get, using Jensen's inequality,
R(P
with equality iff σ A→B (·|µ A ) = σ B for σ A -almost all µ A . This completes the proof of (9).
