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LIPSCHITZ EQUIVALENCE OF SELF-SIMILAR SETS WITH TOUCHING
STRUCTURES
HUO-JUN RUAN, YANG WANG, AND LI-FENG XI
Abstract. Lipschitz equivalence of self-similar sets is an important area in the study of fractal geometry.
It is known that two dust-like self-similar sets with the same contraction ratios are always Lipschitz
equivalent. However, when self-similar sets have touching structures the problem of Lipschitz equivalence
becomes much more challenging and intriguing at the same time. So far the only known results only
cover self-similar sets in R with no more than 3 branches. In this study we establish results for the
Lipschitz equivalence of self-similar sets with touching structures in R with arbitrarily many branches.
Key to our study is the introduction of a geometric condition for self-similar sets called substitutable.
1. Introduction
1.1. Motivation . A fundamental concept in fractal geometry is dimension. It is often used to differ-
entiate fractal sets, and when two sets have different dimensions (Hausdorff dimensions, box dimensions
or other dimensions) we often consider them to be not alike. However two compact sets, even with the
same dimension, may in fact be quite different in many ways. Thus it is natural to seek a suitable quality
that would allow us to tell whether two fractal sets are similar. And generally, Lipschitz equivalence is
thought to be such a suitable quality.
It has been pointed out in [5] that while topology may be regarded as the study of equivalence classes of
sets under homeomorphism, fractal geometry is sometimes thought of as the study of equivalence classes
under bi-Lipschitz mappings. The more restrictive maps such as isometry tend to lead to poor and
rather boring equivalent classes, while the far less restrictive maps such as general continuous maps take
us completely out of geometry into the realm of pure topology (see [6]). Bi-Lipschitz maps offer a good
balance, which lead to categories that are interesting and intriguing both geometrically and algebraically.
There are many works done in the filed of Lipschitz equivalence of two fractal sets. Some earlier
fundamental results are obtained by Cooper and Pignataro [1], David and Semmes [2], and Falconer
and Marsh [4, 5]. Recently, based on these works and motivated by Problem 11.16 in [2], Rao, Ruan,
Wang, Xi, Xiong and their collaborators obtained a series of results, see e.g. [12]-[14], [19]-[23]. There
are also some other related works. Xi [18] discussed the nearly Lipscchitz equivalence of self-conformal
Key words and phrases. Lipschitz equivalence, self-similar sets, touching structure, martingale convergence theorem,
graph-directed sets, substitutable.
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sets. Mattila and Saaranen [10] studied the Lipschitz equivalence of Ahlfors-David regular sets. Deng,
Wen, Xiong and Xi [3] and Llorente and Mattila [9] discussed the bi-Lipschitz embedding of fractal sets.
Let E and F be two compact subsets of Rd. A bijection f : E → F is said to be bi-Lipschitz if there
exist two positive constants c and c′ such that
(1.1) c|x− y| ≤ |f(x)− f(y)| ≤ c′|x− y|, ∀x, y ∈ E.
E and F are said to be Lipschitz equivalent, denoted by E ∼ F , if there exists a bi-Lipschitz map f from
E to F .
We recall some basic notations in fractal geometry. Given a family of similitude Φi(x), i = 1, . . . , n, on
Rd, where each Φi has contraction ratio ρi with ρi < 1, there exists a unique nonempty compact subset
E of Rd such that
⋃n
i=1Φi(E) = E, see [7]. The set of maps {Φi(x), i = 1, . . . , n} is called an iterated
function system (IFS) and E is called the attractor, or the invariant set, of the IFS. We also call E a
self-similar set since every Φi is a similitude. If Φi(E)∩Φj(E) = ∅ for any distinct i and j, the IFS {Φi}
is then said to satisfy the strong separation condition (SSC), and E is said to be dust-like.
Given ρ1, . . . , ρn ∈ (0, 1) with
∑n
i=1 ρ
d
i < 1, we call ρ = (ρ1, . . . , ρn) a (separable) contraction vector
(in Rd). We denote by D(ρ) the family of all dust-like self-similar sets with contraction vector ρ (here
the ambient dimension d is implicitly fixed). The following property is well known, see e.g. [13].
Proposition 1.1. Any two sets in D(ρ) are Lipschitz equivalent.
There are examples where two different contraction vectors ρ1 and ρ2 lead to Lipschitz equivalent
families D(ρ1) and D(ρ2). For example, Rao, Ruan and Wang [12] has completely classified the Lipschitz
equivalence of dust-like families D(ρ) where ρ = (ρ1, ρ2), and one of the results is that ρ1 = (λ, λ
5) and
ρ2 = (λ
2, λ3) lead to Lipschitz equivalence families whenever the resulting self-similar sets are dust-like.
The paper [12] and some earlier studies such as [1, 5] have explored the impact of algebraic properties
of the contraction vectors on Lipschitz equivalence, yielding a number of intriguing results showing the
links.
Nevertheless one should not overlook the importance of geometric properties of the underlying IFSs
has on Lipschitz equivalence of self-similar sets. Relating to this point is an interesting problem proposed
by David and Semmes [2] (Problem 11.16).
Problem 1.1. Let Si(x) := x/5+(i− 1)/5 be a contractive map from [0, 1] to [0, 1] where i ∈ {1, · · · , 5}.
Let M and M ′ be the attractor of the IFS {S1, S3, S5} and the IFS {S1, S4, S5}, respectively. Are M and
M ′ Lipschitz equivalent?
We callM the {1, 3, 5}-set andM ′ the {1, 4, 5}-set. Clearly,M is dust-like andM ′ has certain touching
structure, see Figure 1. In this problem, the contraction rations are all identical so the difference lies
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Figure 1. Initial construction of M and M ′
entirely in the geometry of the two IFSs. David and Semmes conjectured that M 6∼ M ′. However,
by examining graph-directed structures of the attractors and introducing techniques to study Lipschitz
equivalence on these structures, Rao, Ruan and Xi [13] proved that in fact M ∼M ′.
Notice that all contractive maps in above problem have same contraction ratio 1/5. Some similar
works has been done in higher dimensional case, e.g. [8, 16, 17, 22].
A follow up study in Xi and Ruan [20] exploits the interplay of algebraic properties of contraction
vectors and geometric properties of IFSs. It considers the following generalization of the {1, 3, 5}−{1, 4, 5}
problem:
Problem 1.2. Let ρ = (ρ1, ρ2, ρ3) be a contraction vector (in R). Let Φi(x) = ρix + di, i ∈ {1, 2, 3},
where d1 = 0, d3 = 1− ρ3 and ρ1 < d2 < 1− ρ2 − ρ3 (e.g. d2 = ρ1 + (1− ρ1 − ρ2 − ρ3)/2). Let Ψ1 = Φ1,
Ψ3 = Φ3 and Ψ2(x) = ρ2x + t2 with t2 = 1 − ρ2 − ρ3. Let Mρ and M ′ρ be the attractor of {Φ1,Φ2,Φ3}
and {Ψ1,Ψ2,Ψ3}, respectively. See Figure 2 for their initial configuration. Are Mρ and M ′ρ Lipschitz
equivalent?
o 1
o 1 o 2 o 3
o 2 o 3
Figure 2. Initial construction of Mρ and M
′
ρ
Somewhat surprisingly, the Lipschitz equivalence of the two sets are completely determined by the
algebraic property of ρ1 and ρ3 and independent of ρ2. It is shown in [20] that Mρ ∼ M ′ρ if and only if
log ρ1/ log ρ3 ∈ Q.
The above example is nevertheless a very special case. It is natural to exploit such algebraic and geo-
metric connections further in more general settings, which is the aim of this paper. Given the complexity
of even to establish the result for Problem 1.2, this may appears to be a very daunting task. Fortunately,
by introducing a new geometric notion called substitutable we are able to prove a number of results in
this direction.
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Throughout this paper we assume that ρ = (ρ1, . . . , ρn) is a contraction vector (in R) with n ≥ 3. Let
D ∈ D(ρ). By Proposition 1.1, we may assume without loss of generality that D is the attractor of the
IFS {Φi(x) = ρix+ di}
n
i=1, where Φ1([0, 1]), . . . ,Φn([0, 1]) are equally spaced closed subintervals of [0, 1]
arranged from left to right, normalized so that the left endpoint of Φ1([0, 1]) is 0 and the right end of
Φn([0, 1]) is 1.
We are interested in the Lipschitz equivalence of D with the attractor T of another IFS {Ψi(x) =
ρix+ ti}ni=1 having the same contraction vector ρ but with translations {ti} that may result in some of
the subintervals Ψ1([0, 1]), . . . ,Ψn([0, 1]) touching one another (but no overlapping). More precisely, the
IFS {Ψi(x) = ρix+ ti}ni=1 satisfies the following three properties:
(1) The subintervals Ψ1([0, 1]), . . . ,Ψn([0, 1]) are spaced from left to right without overlapping, i.e.
their interiors do not intersect.
(2) The left endpoint of Ψ1[0, 1] is 0 and the right endpoint of Ψn[0, 1] is 1.
(3) There exists at least one i ∈ {1, 2, . . . , n− 1}, such that the intervals Ψi([0, 1]) and Ψi+1([0, 1])
are touching, i.e. Ψi(1) = Ψi+1(0).
Denote by T the attractor of the IFS {Ψi}ni=1. Figure 3 gives an example of {Φi} and {Ψi}, respectively.
In this paper we present necessary conditions and sufficient conditions for D ∼ T .
o 1
o 1
o 2 o 3 o 4 o 5 o 6
o 2 o 3 o 4 o 5 o 6
T
D
Figure 3. Initial construction of D and T , where n = 6
1.2. Notations and Examples. First some commonly used basic notations. Denote Σn := {1, 2, . . . , n}
and Σ∗n :=
⋃
m≥1Σ
m
n =
⋃
m≥1{1, 2, . . . , n}
m. We shall call any i ∈ Σn a letter and i = i1 · · · im ∈ Σ∗n a
word of length |i| := m. i1 and im is called the first letter and last letter of i, respectively. We define
ρi = ρi1 · · · ρim , Ψi = Ψi1 ◦· · ·◦Ψim and Ti = Ψi(T ). Ti is called a cylinder of the IFS {Ψi} for i. Similarly
we define Φi = Φi1 ◦ · · · ◦ Φim and the cylinder Di = Φi(D).
Specific to this study we introduce also other notations. A letter i ∈ Σn is a (left) touching letter
if Ψi([0, 1]) and Ψi+1([0, 1]) are touching, i.e. Ψi(1) = Ψi+1(0). We use ΣT ⊂ Σn to denote the set of
all (left) touching letters. Note that one may view ΣT + 1 to be the set of all right touching letters.
For simplicity we shall drop the word “left” for ΣT . Let α and β be the number of successive touching
intervals among Ψ1([0, 1]), . . . ,Ψn([0, 1]) at the beginning and at the end, respectively. In other words,⋃α
i=1Ψi[0, 1] and
⋃n
i=n−β+1Ψi[0, 1] are intervals, while Ψα(1) 6= Ψα+1(0) and Ψn−β(1) 6= Ψn−β+1(0).
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Given a cylinder Ti and a nonnegative integer k, we can define respectively the level (k+1) left touching
patch and the level (k + 1) right touching patch of Ti to be
(1.2) Lk(Ti) =
α⋃
j=1
Ti[1]kj , Rk(Ti) =
n⋃
j=n−β+1
Ti[n]kj,
where [ℓ]k is defined to be the word ℓ · · · ℓ︸ ︷︷ ︸
k
for any ℓ ∈ {1, . . . , n}, with i[1]kj be the concatenation of i, [1]k
and the letter j (similarly for i[n]kj). We remark that L0(Ti) =
⋃α
j=1 Tij and R0(Ti) =
⋃n
j=n−β+1 Tij.
Now comes the main notation we introduce for this paper. A letter i ∈ ΣT is called left substitutable
if there exist j ∈ Σ∗n and k, k
′ ∈ N, such that diamLk(Ti+1) = diamLk′(Tij) and the last letter of j does
not belong to {1} ∪ (ΣT + 1). Geometrically it simply means that certain left touching patch of the
cylinder Ti+1 has the same diameter as that of some left touching patch of a cylinder Tij, and as a result
we can substitute one of the left touching patches by the other without disturbing the other neighboring
structures in T because they have the same diameter. The actual substitution is performed in the proof
of our main theorem. Similarly, i ∈ ΣT is called right substitutable if there exist j ∈ Σ∗n and k, k
′ ∈ N,
such that diamRk(Ti) = diamRk′(T(i+1)j) and the last letter of j does not belong to {n} ∪ ΣT . We say
that i ∈ ΣT is substitutable if it is left substitutable or right substitutable.
Remark 1.1. Both left and right substitutable properties can be characterized algebraically as well. By
definition, it is easy to check that diamLk(Ti+1) = diamLk′(Tij) is equivalent to
(1.3) ρi+1ρ
k
1 = ρiρ
k′
1 ρj,
while diamRk(Ti) = diamRk′(T(i+1)j) is equivalent to
(1.4) ρiρ
k
n = ρi+1ρ
k′
n ρj.
Example 1.1. Let Ψ1,Ψ2,Ψ3 be defined as in Problem 1.2 and let T be its attractor. Clearly ΣT = {2},
α = 1 and β = 2. Assume that log ρ1/ log ρ3 ∈ Q, i.e. there exist u, v ∈ Z+ such that ρu1 = ρ
v
3. Pick
k = v + 1, k′ = 0 and j = 2[1]u. It is easy to check that (1.4) holds for i = 2 and the last letter of j is
1 6∈ {3} ∪ΣT . Thus the touching letter 2 is right substitutable. See Figure 4 for a graphical illustration.
o 1 o 2
R T
v+1 2( )
T32[1] u
R T0 32[1]( )
T2
o 3
T1 T32T31
T31
T33
u
Figure 4. The unique touching letter 2 is right substitutable in Example 1.1
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1.3. Statement of Results. We establish several results in this paper. First we prove the following
necessary condition for D ∼ T , regardless of the geometric configuration of the IFS {Ψi}:
Theorem 1.1. Assume that D ∼ T . Then log ρ1/ log ρn ∈ Q.
As a result we shall always assume in this paper that log ρ1/ log ρn ∈ Q. For the case of n = 3 branches
it was shown in [20] that the condition log ρ1/ log ρ3 ∈ Q is also sufficient for the Lipschitz equivalence of
D and T . So naturally one may ask whether this condition is sufficient in general. The following theorem
shows that this is false, even for the 4-branch case.
Theorem 1.2. Let n = 4, ρ1 = ρ4, and ΣT = {2}. Assume that D ∼ T . Let s be the common Hausdorff
dimension of D and T and µi = ρ
s
i for 1 ≤ i ≤ 4. Then µ2 and µ3 must be algebraically dependent,
namely there exists a rational nonzero polynomial P (x, y) such that P (µ2, µ3) = 0.
Later in the paper we shall see that if log ρi/ log ρj ∈ Q for all i, j ∈ {1, . . . , n} then D ∼ T . To go
deeper we must take into account the geometric information of the IFS {Ψi}. The main theorem of the
paper is:
Theorem 1.3. Assume that log ρ1/ log ρn ∈ Q. Then, D ∼ T if every touching letter for T is substi-
tutable.
As indicated in Example 1.1, the IFS in question in Problems 1.2 has a single touching letter ΣT = {2}
and the letter is substitutable. Thus the Lipschitz equivalences in both problems follow directly from
Theorem 1.3.
Corollary 1.1 ([20]). Let ρ = (ρ1, ρ2, ρ3) andMρ andM
′
ρ
be sets defined in Problem 1.2. Then Mρ ∼M ′ρ
if and only if log ρ1/ log ρ3 ∈ Q.
Corollary 1.2 ([13]). Let M and M ′ be sets defined in Problem 1.1. Then M ∼M ′.
Theorem 1.3 allows us to establish a more general corollary. The argument used to show the substi-
tutability in Example 1.1 is easily extended to prove the following corollary:
Corollary 1.3. D ∼ T if one of the following conditions holds:
(1) log ρi/ log ρj ∈ Q for all i, j ∈ {1, n, α} ∪ (ΣT + 1).
(2) log ρi/ log ρj ∈ Q for all i, j ∈ {1, n, n− β + 1} ∪ ΣT .
Proof. Without loss of generality, we only prove (1). Given a touching letter i. We will show that
i is right substitutable. Since log ρα/ log ρn, log ρi+1/ log ρn ∈ Q, there exist u, v, w ∈ Z+ such that
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ρuα = ρ
v
n = ρ
w
i+1. Pick k = 2v, k
′ = 0 and j = i[i+ 1]w−1[α]u. It is easy to check that (1.4) holds. Notice
that α 6∈ {n} ∪ ΣT . It follows that i is right substitutable.
The following result, which we wish to state as a theorem because of the simplicity of its statement,
is a direct corollary of Corollary 1.3.
Theorem 1.4. Assume that log ρi/ log ρj ∈ Q for all i, j ∈ {1, . . . , n}. Then D ∼ T .
We remark that the above condition is clearly not a necessary condition, as we have seen from the 3-
branch case, for which the contraction ratio of the middle branch is irrelevant. One difference between the
dust-like case and the touching case is that the order of the contraction ratios do matter, as Theorem 1.1
indicates. However, the condition in Theorem 1.4 can be viewed as a weak necessary condition in the
sense that given a set of contraction ratios ρ1, . . . , ρn, if log ρi/ log ρj 6∈ Q for some i, j ∈ {1, . . . , n} then
there exists a touching IFS whose contraction ratios are {ρi} such that its attractor T is not Lipschitz
equivalent to D. This is easily done by making the contraction ratios of the left most and right most
branches to be ρi and ρj, respectively.
The rest of the paper will be devoted to proving the stated results. In Section 2 we prove Theorems 1.1
and 1.2, and in Section 3 we prove Theorem 1.3.
2. Necessary condition for D ∼ T
2.1. Bi-Lipschitz map related with a dust-like self-similar set . In this subsection, we will discuss
the property of bi-Lipschitz map f : E → F , where E is a nonempty compact subset of Rd and F is a
dust-like self-similar subset of Rd with contraction vector (ρ1, . . . , ρn). We assume that
(2.1) c|x− y| ≤ |f(x)− f(y)| ≤ c′|x− y|, ∀x, y ∈ E,
where 0 < c ≤ c′.
For any nonempty subsets A,B ⊂ Rd, we define d(A,B) = inf{|x− y| : x ∈ A, y ∈ B}. The diameter
of A is defined to be diamA := sup{|x− y| : x, y ∈ A}. If d(A,B \A) > 0, we say that A is a B-separate
set. If d(A,B \A) ≥ λ · diamA for some λ > 0, we say that A is a (B, λ)-separate set.
We now present a lemma which is similar to [5, Lemma 3.2].
Lemma 2.1. For any λ > 0, there exists an integer n0 such that for any (E, λ)-separate set A ⊂ E,
there exist k, j1, . . . , jp ∈ Σ∗n such that Fkj1 , . . . , Fkjp are disjoint and
(2.2) f(A) =
p⋃
r=1
Fkjr ⊂ Fk,
where each |jr| = n0.
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Proof. Given an (E, λ)-separate set A ⊂ E. Let Fk be the smallest cylinder containing f(A). Then, it
is clear that there exists a positive constant δ dependent only on F such that diamFk ≤ δ diam f(A).
For a detailed proof, please see e.g. [5, Lemma 3.1]. Thus, by (2.1), we have
diamFk ≤ δ diam f(A) ≤ δc
′diamA.
Let n0 be the smallest integer satisfying ρ
n0δc′ ≤ cλ2 , where ρ = max{ρ1, . . . , ρn}. Then, if |j
′| = n0,
(2.3) diamFkj′ ≤ ρ
n0diamFk ≤ ρ
n0δc′diamA ≤
cλ
2
diamA.
Assume that Fkj′ ∩f(A) 6= ∅, we will prove Fkj′ ⊂ f(A) by showing d(z, f(E \A)) > 0 for any z ∈ Fkj′ .
Pick x ∈ f−1(Fkj′ ∩ f(A)), we have
(2.4) d(f(x), f(E \A)) ≥ d(f(A), f(E \A)) ≥ c · d(A,E \A) ≥ cλdiamA.
Thus, for any z ∈ Fkj′ , using (2.3) and (2.4), we have
d(z, f(E \A)) ≥ d(f(x), f(E \A))− diamFkj′ ≥ cλdiamA−
cλ
2
diamA > 0.
This completes the proof of the lemma.
Remark 2.1. By the proof, we can require that Fk is the smallest cylinder containing f(A). Under this
restriction, k is uniquely determined by A. Consequently, the set {j1, . . . , jp} are also uniquely determined
by A and n0.
2.2. Construction of (T, λ)-separate sets. Let Ø be the empty word. We say that the length of Ø is
0. Define ΨØ = ΦØ = id, ρØ = 1 and IØ = [0, 1]. Let I0 = {IØ} and Im = {Ii : |i| = m} for all positive
integers m.
By the definition of T , we know that there exists i such that Ψi(1) = Ψi+1(0). We pick one such i and
denote it by i0. Without loss of generality, we assume that ρ1 ≥ ρn. For positive integer k, we define
τ(k) to be the unique positive integer satisfying
(2.5) ρknρ1 < ρ
τ(k)
1 ≤ ρ
k
n.
It is clear that τ(k) ≥ k and is increasing with respect to k. We define
Ck = Rk(Ti0) ∪ Lτ(k)(Ti0+1).
We remark that C1 ⊃ C2 ⊃ · · · .
We shall adopt the notation ≍ throughtout this paper. Let A be a given index set. Given two sequences
of positive real numbers (ai)i∈A and (bi)i∈A indexed by A, we denote (ai) ≍ (bi) if there exist positive
constants c1, c2 independent of i such that c1ai ≤ bi ≤ c2ai for all i ∈ A. For convenience of statement
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in the proofs, we shall often write ai ≍ bi for all i ∈ A, or simply ai ≍ bi if there is no confusion about
the index set.
Lemma 2.2. There exists λ > 0, such that Ck is (T, λ)-separate for all k.
Proof. Notice that Rk(Ti0) ∩ Lτ(k)(Ti0+1) is a singleton. By (2.5), for all k we have
diamCk = diamRk(Ti0) + diamLτ(k)(Ti0+1)
= ρi0ρ
k
n · diam
( n⋃
j=n−β+1
Tj
)
+ ρi0+1ρ
τ(k)
1 · diam
( α⋃
j=1
Tj
)
≍ ρkn.(2.6)
On the other hand, it is clear that the distance of Ck and T \ Ck equals the minimum of the following
two distances: d(Rk(Ti0), Ti0[n]k(n−β)) and d(Lτ(k)(Ti0+1), T(i0+1)[1]τ(k)(α+1)). Since
d(Rk(Ti0), Ti0[n]k(n−β)) = d(Ti0[n]k(n−β+1), Ti0[n]k(n−β)) = ρi0ρ
k
n · d(Tn−β+1, Tn−β),
and similarly,
d(Lτ(k)(Ti0+1), T(i0+1)[1]τ(k)(α+1)) = ρi0+1ρ
τ(k)
1 · d(Tα, Tα+1),
we know from (2.5) that d(Ck, T \Ck) ≍ ρkn for all k. Combining this with (2.6), we have d(C
k, T \Ck) ≍
diamCk for all k. Hence, there exists λ > 0 such that d(Ck, T \ Ck) ≥ λ · diamCk for any k. This
completes the proof.
For all i ∈ Σ∗n ∪ {Ø} and k ∈ Z
+, we define
Cki = Ψi(C
k).
It is clear that diamCki = ρi ·diamC
k and d(Cki , T \C
k
i ) = ρi ·d(C
k, T \Ck). Thus, Cki is (T, λ)-separated,
where λ is defined as in Lemma 2.2. For any k ∈ Z+, we define
Ck = {C
j
i : |i|+ j = k where i ∈ Σ
∗
n ∪ {Ø} and j ∈ Z
+}.
Lemma 2.3. For any two distinct sets A,B ∈ Ck, we have A ∩B = ∅.
Proof. Suppose that A = Cki and B = C
ℓ
j . It is clear that A ∩ B = ∅ if k = ℓ. Thus, without loss of
generality, we assume that k < ℓ.
Case 1. Assume that j = Ø. Let m = |i|. Then m+ k = ℓ and m ≥ 1. Notice that
Cℓ = Rℓ(Ti0) ∪ Lτ(ℓ)(Ti0+1) =
 n⋃
j=n−β+1
Ti0[n]ℓj
 ∪
 α⋃
j=1
T(i0+1)[1]τ(ℓ)j
 .
From Cki ⊂ Ti and τ(ℓ) ≥ ℓ > m, we know that C
k
i ∩ C
ℓ = ∅ if i 6∈ {i0[n]m−1, (i0 + 1)[1]m−1}.
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In case that i = i0[n]
m−1, we have
Cki ⊂ Ψi0[n]m−1(C
1), Rℓ(Ti0) = Ψi0[n]m−1
 n⋃
j=n−β+1
T[n]ℓ−m+1j
 .
Notice that
maxC1 = Ψ(i0+1)[1]τ(1)α(1) ≤ Ψn1α(1) < Ψn1(1),
min T[n]ℓ−m+1(n−β+1) = Ψ[n]ℓ−m+1(n−β+1)(0) > Ψn(n−β+1)(0) > Ψn(n−β)(1) > maxC
1.
We have Cki ∩ C
ℓ = Cki ∩Rℓ(Ti0) = ∅.
In case that i = (i0 + 1)[1]
m−1, we have
Cki ⊂ Ψ(i0+1)[1]m−1(C
1), Lτ(ℓ)(Ti0+1) = Ψ(i0+1)[1]m−1
 α⋃
j=1
T[1]τ(ℓ)−m+1j
 .
Notice that
minC1 = Ψi0n(n−β+1)(0) > Ψ1n(n−β)(1) > Ψ1(n−1)(1),
maxT[1]τ(ℓ)−m+1α < Ψ1α(1) ≤ Ψ1(n−1)(1) < minC
1,
where we use τ(ℓ)−m ≥ ℓ−m = k ≥ 1. We have Cki ∩ C
ℓ = Cki ∩ Lτ(ℓ)(Ti0+1) = ∅.
Case 2. Assume that j 6= Ø. Let u ∈ Σ∗n ∪ {Ø} be the word with the maximal length which satisfies
i = ui′ and j = uj′ for some i′, j′ ∈ Σ∗n ∪ {Ø}.
Suppose that u 6= j, then i′, j′ are all in Σ∗n with i
′(1) 6= j′(1), where i′(1) and j′(1) is the first letter
of i′ and j′, respectively. Using Cki′ ⊂ Ti′(1) and C
ℓ
j′ ⊂ Tj′(1), it is easy to see that C
k
i′ ∩ C
ℓ
j′ = ∅ so that
Cki ∩C
ℓ
j = Ψu(C
k
i′ ∩C
ℓ
j′ ) = ∅.
Suppose that u = j. Using the result of Case 1, we have Cki ∩C
ℓ
j = Ψj(C
k
i′ ∩ C
ℓ) = ∅.
Lemma 2.4. For any A ∈ Cu and B ∈ Cv with u > v. We have either A ∩B = ∅ or A ⊂ B.
Proof. Suppose that A = Cki and B = C
ℓ
j .
If i = j = Ø, then the lemma holds in this case since Ck ⊂ Cℓ for k > ℓ. If i = Ø and j ∈ Σ∗n, then
from Lemma 2.3, we have Ck ∩Cℓj ⊂ C
|j|+ℓ ∩Cℓj = ∅ so that the lemma also holds in this case. Thus, we
can assume that i ∈ Σ∗n in the following.
Given i ∈ Σ∗n. It is easy to check that we must have either C
1
i ∩ Rℓ(Ti0) = ∅ or C
1
i ⊂ Rℓ(Ti0), while
C1i ⊂ Rℓ(Ti0) if and only if one of the followings happens: (1). i = i0[n]
ℓ and i0 ≥ n − β + 1, or
(2). i = i0[n]
ℓju for some j ∈ {n − β + 1, . . . , n} and u ∈ Σ∗n ∪ {Ø}. Similarly, we must have either
C1i ∩ Lτ(ℓ)(Ti0+1) = ∅ or C
1
i ⊂ Lτ(ℓ)(Ti0+1), while C
1
i ⊂ Lτ(ℓ)(Ti0+1) if and only if one of the followings
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happens: (1). i = (i0 + 1)[1]
τ(ℓ) and i0 ≤ α − 1, or (2). i = (i0 + 1)[1]τ(ℓ)ju for some j ∈ {1, . . . , α}
and u ∈ Σ∗n ∪ {Ø}. It follows that we must have either C
1
i ∩ C
ℓ = ∅ or C1i ⊂ C
ℓ.
Case 1. Assume that j = Ø. Since Cki ⊂ C
1
i for any k ∈ Z
+, we know from above that the lemma holds
in this case.
Case 2. Assume that j 6= Ø. Let u ∈ Σ∗n ∪ {Ø} be the word with the maximal length which satisfies
i = ui′ and j = uj′ for some i′, j′ ∈ Σ∗n ∪ {Ø}.
Suppose that both i′ and j′ are in Σ∗n. Using the same method in Case 2 in the proof of Lemma 2.3,
we have Cki ∩ C
ℓ
j = Ψu(C
k
i′ ∩ C
ℓ
j′) = ∅.
Suppose that one of i′ and j′ equals Ø. Using the above discussions, we can easily see that one of the
followings must holds: Cki ∩ C
ℓ
j = ∅ or C
k
i ⊂ C
k
j .
Let E be a given subset of R and P a family of finitely many closed subsets of E. If
⋃
A∈P A = E and
the union is disjoint, we call P a partition of E and define ‖P‖ = maxA∈P diamA. Let A1 and A2 be
two partitions of E. If for any A ∈ A1, there exist j ∈ Z+ and A′1, . . . , A
′
j ∈ A2 such that A =
⋃j
i=1 A
′
i,
then A2 is called a refinement of A1. Clearly, A2 is a refinement of A1 if and only if for each B ∈ A2,
there exists B′ ∈ A1 such that B ⊂ B′.
Let {Pk} be a sequence of partitions of T . {Pk} is called hierarchical if Pk+1 is a refinement of Pk for
any k. {Pk} is called convergent if it is hierarchical and limk→∞ ‖Pk‖ = 0.
Denote by cardA the cardinality of A for any set A. Given a bounded subset B of R. We define
CH(B) to be the convex hull of B. Equivalently, CH(B) is the minimal closed interval containing B.
Let A be a given compact subset of R. Let {Ai}ki=1 be a family of compact subsets of A with the
following properties: Ai is A-separate for all i, CH(Ai)∩A = Ai for all i, and CH(Ai) does not intersect
CH(Aj) for all distinct i and j. We define S to be the family of compact subsets of A with the minimal
cardinality such that the following two conditions hold: (1).
⋃
B∈S B = A and CH(B)∩CH(B
′) = ∅ for
all distinct B,B′ ∈ S; (2). Ai ∈ S for all i. We call S the simple decomposition of A by {Ai}ki=1. Clearly,
there exists a unique simple decomposition for given A and {Ai}ki=1. Furthermore, it is obvious that we
have the following property by definition:
(2.7) If B ⊂ A and CH(B) ∩
⋃k
i=1 Ai = ∅, then there exists a unique E ∈ S, such that B ⊂ E.
We call this the containing property of the simple decomposition. For convenience, S = {A} is defined
to be the simple decomposition of A by ∅. It is clear that the containing property still holds in this case.
Given k ∈ Z+ and a compact subset F of T , we define Ck(F ) = {A : A ∈ Ck and A ⊂ F}. Notice that
A is F -separate and CH(A)∩F = A for all A ∈ Ck(F ). We define Sk(F ) to be the simple decomposition
of F by Ck(F ).
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Now we inductively construct {Sk} as follows. Define S1 = S1(T ) and Sk+1 =
⋃
F∈Sk
Sk+1(F ) for
k ≥ 1. Clearly, S1 is the simple decomposition of T by {C1}, i.e. S1 = {[0, a] ∩ T,C1, [b, 1] ∩ T }, where
a = Ψi0n(n−β)(1) and b = Ψ(i0+1)[1]τ(1)(α+1)(0).
Lemma 2.5. {Sk} is a hierarchical partition sequence of T such that Ck ⊂ Sk for all positive integers k.
Proof. By the definition of the simple decomposition, we know that Sk+1 is a refinement of Sk for all k,
and Sk is a partition of T for all k. Thus, in order to prove the lemma, it suffices to show that Ck ⊂ Sk
for all k. We will prove this by induction. Clearly, C1 ⊂ S1.
Assume that Ck ⊂ Sk for all k ≤ m for some given m ∈ Z+.
Claim 1. For any A ∈ Cm+1, there exists B ∈ Sm such that A ⊂ B.
Proof. Since A ⊂ T and Sm is a partition of T , there exists B ∈ Sm such that A ∩B 6= ∅. Denote this
B by Bm. Notice that by definition, Sk+1 is a refinement of Sk for all k. Hence there exists (unique)
{Bk}
m−1
k=1 such that Bk+1 ⊂ Bk and Bk ∈ Sk for all k = 1, 2, . . . ,m− 1. It follows from A ∩Bm 6= ∅ that
A ∩Bk 6= ∅ for all k = 1, 2, . . . ,m.
Suppose that A ∩ C1 6= ∅. Then by Lemma 2.4, we have A ⊂ C1. Since all sets in the family S1 are
disjoint, we have B1 = C
1 so that A ⊂ B1. Suppose that A ∩ C1 = ∅. Notice that A ⊂ T and S1 is the
simple decomposition of T by {C1}. Using the containing property of the simple decomposition, there
exists a unique E ∈ S1 \ {C1} such that A ⊂ E. By the same reason as above, we have B1 = E so that
A ⊂ B1. Hence, we always have A ⊂ B1. Thus the claim holds in case that m = 1.
Assume that m ≥ 2. Suppose that there exists B′ ∈ C2 such that A ∩ B′ 6= ∅. Similarly as above,
we have A ⊂ B′. By the inductive assumption, we have C2 ⊂ S2. Since S2 is a partition of T , we
have B2 = B
′ so that A ⊂ B2. Suppose that A ∩
⋃
F∈C2
F = ∅. Then we have A ∩
⋃
F∈C2(B1)
F = ∅.
Since A ⊂ B1, we can obtain from the containing property of the simple decomposition that there exists
B′ ∈ S2(B1) \ C2(B1) ⊂ S2 such that A ⊂ B
′. Similarly as above, we have B2 = B
′ so that A ⊂ B2.
Repeating this process, we can see that A ⊂ Bk for k = 1, 2, . . . ,m. Thus the claim also holds in this
case.
From the above claim, we know that for each A ∈ Cm+1, there exists B ∈ Sm such that A ⊂ B. Thus,
we have A ∈ Sm+1(B) ⊂ Sm+1. It follows that Ck ⊂ Sk for k = m + 1. By induction, Ck ⊂ Sk for all
k ∈ Z+.
By Lemma 2.5, we can show that the following corollary holds.
Corollary 2.1. There exists a convergent partition sequence {Tk} of T such that Ck ⊂ Tk for all positive
integers k.
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Proof. Let E be a compact subset of T . An open interval (a, b) is said to be a gap of E if a, b ∈ E
and (a, b) ∩ E = ∅. We call b − a the length of the gap (a, b). Let δ be a positive real number. We
define G(E, δ) = {(a, b) : (a, b) is a gap of E such that b− a ≥ δ}. Define J (E, δ) to be the family of all
connected components of CH(E) \
⋃
F∈G(E,δ) F . Define P(E, δ) = {A∩E : A ∈ J (E, δ)}. Then P(E, δ)
is a partition of E. Furthermore, for all F ∈ P(E, δ), CH(F ) does not contain any gap of T whose length
greater than δ.
Now, we define δk = max{diamA : A ∈ Ck} for k ∈ Z+. Then the sequence {δk}∞k=1 is decreasing and
limk→∞ δk = 0. Define
Tk =
⋃
E∈Sk
P(E, δk), ∀k.
Clearly, Tk is also a hierarchical partition sequence of T with Ck ⊂ Tk for all k. From C1i ⊂ Ii, we can
see that for any A ∈ Ik with k ∈ Z
+, there exists B ∈ Ck+1 such that B ⊂ A. Thus
‖Tk+1‖ < 2 ·max{diamA : A ∈ Ik}+ δk+1
for all k so that limk→∞ ‖Tk‖ = 0. It follows that the corollary holds.
2.3. Martingales and the proof of Theorem 1.1. Assume that f : T → D is bi-Lipschitz, i.e., f is
bijective and there exist two positive constants c, c′ such that
(2.8) c|x− y| ≤ |f(x)− f(y)| ≤ c′|x− y|, ∀x, y ∈ T.
Let s be the common Hausdorff dimension of T and D, i.e. dimH T = dimH D = s.
By Lemmas 2.1 and 2.2, there exists an integer n0 such that for any i ∈ Σ∗n ∪ {Ø} and k ∈ Z
+, there
exist j, j1, . . . , jp ∈ Σ∗n such that Djj1 , Djj2 , . . . , Djjp are disjoint and
f(Cki ) =
p⋃
r=1
Djjr ⊂ Dj,
where each |jr| = n0. Furthermore, by Remark 2.1, we can require Dj to be the smallest cylinder
containing f(Cki ). We denote this j by j(i, k) and define γi,k =
∑p
r=1 ρ
s
jr
. Then
(2.9) Hs(f(Cki )) = H
s(Dj(i,k)) · γi,k, and
(2.10) Dj(i,k) ⊂ Dj(i′,k′) if C
k
i ⊂ C
k′
i′ .
Define
(2.11) M =
∑
j∈A
ρsj | A ⊂ {1, . . . , n}
n0
 .
Then γi,k ∈M for all i and k.
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Let {Tk} be a convergent partition sequence of T as defined in Corollary 2.1. We define
gk(A) =
Hs(f(A))
Hs(A)
, A ∈ Tk.
Notice that for any A ∈ Tk, we can decompose A by A =
⋃j
i=1A
′
i where A
′
1, . . . , A
′
j ∈ Tk+1. Then,
j∑
i=1
Hs(A′i)
Hs(A)
gk+1(A
′
i) =
j∑
i=1
Hs(A′i)
Hs(A)
Hs(f(A′i))
Hs(A′i)
=
j∑
i=1
Hs(f(A′i))
Hs(A)
=
Hs(f(A))
Hs(A)
= gk(A).(2.12)
Let Fk be the sigma field generated by Tk, and define
gk(x) = gk(A)
for x ∈ A where A ∈ Tk. Then gk is a Fk-measurable function. By (2.12), we know that (gk,Fk) is
a martingale. Furthermore, by (2.8), we have cs ≤ gk(x) ≤ (c′)s for any k and any x ∈ T . So the
martingale convergence theorem implies that
(2.13) gk(x)→ g(x) as k →∞, for H
s-almost all x in T,
where g is F -measurable, with F the sigma field generated by
⋃∞
k=1 Fk.
Define µi = ρ
s
i for any i = 1, . . . , n. For any i = i1 · · · ij ∈ Σ
∗
n, we define µi =
∏j
k=1 µik . Denote
µL =
∑α
j=1 µj and µR =
∑n
j=n−β+1 µj . We have the following lemma.
Lemma 2.6. If D ∼ T , then there exist a constant M > 0 and infinitely many (p1, p2, q1, q2) ∈ (Z+)4
with q1 6= q2 and |p2 − p1|, |q2 − q1| ≤M such that
(2.14)
µi0µ
q2
n µR + µi0+1µ
p2
1 µL
µi0µ
q1
n µR + µi0+1µ
p1
1 µL
= µk11 µ
k2
2 · · ·µ
kn
n ,
where {ki}ni=1 are nonnegative integers with maxi ki ≤M .
Proof. Let Σ∞n = {i1i2 · · · im · · · | im ∈ {1, . . . , n} for all m} . For each x ∈ T , there exists i1 · · · im · · · ∈
Σ∞n such that {x} =
⋂
m≥1Ψi1···im(T ). We call i1 · · · im · · · to be the address of x. We remark that the
address of x may be not unique. However, if we define T˜ to be the set of all points in T with unique
address, then Hs(T˜ ) = Hs(T ) by the definition of T . For each x ∈ T˜ with address i1 · · · im · · · , we define
σ(x) to be the point with address i2 · · · im · · · . It is easy to check that σ(x) ∈ T˜ for all x ∈ T˜ .
Let F˜ be the sigma field generated by {Ti ∩ T˜ : i ∈ Σ∗n}. Define ν(A) = H
s(A ∩ T˜ )/Hs(T˜ ), ∀A ∈ F˜ .
Then σ : (T˜ , F˜ , ν) → (T˜ , F˜ , ν) is measure preserving. Fix p ≥ cardM + 1 in the proof of the lemma,
where M is defined by (2.11). Given q ∈ Z+, by the Poincare´ recurrence theorem, for ν-almost all
x ∈ Cpq ∩ T˜ , i.e. for Hs-almost all x ∈ Cpq ∩ T˜ , there is an integer sequence 0 < n1(x, q) < n2(x, q) < · · ·
such that σni(x,q)(x) ∈ Cpq ∩ T˜ for all i. Thus, from (2.13), we can pick a point xq ∈ Cpq ∩ T˜ with
σni(xq,q)(xq) ∈ Cpq ∩ T˜ for each i and gk(xq)→ g(xq) as k →∞.
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Let i1 · · · im · · · be the address of xq. Define ik = i1i2 · · · ink(xq,q). Then
xq = Ψik(σ
nk(xq,q)(xq)) ∈ Ψik(C
pq) = Cpqik .
Recall that Hs(f(Ctik)) = H
s(Dj(ik,t)) · γik,t for any t ∈ Z
+. For any t, t′ ∈ Z+ ∩ [1, p] with t′ < t, using
xq ∈ C
pq
ik
⊂ C
p(q−1)+t
ik
⊂ C
p(q−1)+t′
ik
, we have
g|ik|+p(q−1)+t(xq)
g|ik|+p(q−1)+t′(xq)
=
Hs(Dj(ik,p(q−1)+t))
Hs(Dj(ik,p(q−1)+t′))
·
γik,p(q−1)+t
γik,p(q−1)+t′
·
Hs(C
p(q−1)+t′
ik
)
Hs(C
p(q−1)+t
ik
)
.
By (2.10), Dj(ik,p(q−1)+t) ⊂ Dj(ik,p(q−1)+t′) so that there exists u(q, k, t, t
′) ∈ Σ∗n such that
Hs(Dj(ik,p(q−1)+t)) = µu(q,k,t,t′)H
s(Dj(ik,p(q−1)+t′)).
Meanwhile, by definition,
Hs(C
p(q−1)+t′
ik
)
Hs(C
p(q−1)+t
ik
)
=
µi0µ
p(q−1)+t′
n µR + µi0+1µ
τ(p(q−1)+t′)
1 µL
µi0µ
p(q−1)+t
n µR + µi0+1µ
τ(p(q−1)+t)
1 µL
.
Thus
g|ik|+p(q−1)+t(xq)
g|ik|+p(q−1)+t′(xq)
=µu(q,k,t,t′) ·
γik,p(q−1)+t
γik,p(q−1)+t′
·
µi0µ
p(q−1)+t′
n µR + µi0+1µ
τ(p(q−1)+t′)
1 µL
µi0µ
p(q−1)+t
n µR + µi0+1µ
τ(p(q−1)+t)
1 µL
.(2.15)
Claim 2. {µu(q,k,t,t′)}q≥1,k≥1,1≤t′<t≤p can take only finitely many values.
Proof. Notice that f is bi-Lipschitz. Thus for all q ≥ 1, k ≥ 1, 1 ≤ t′ < t ≤ p we have
Hs(f(C
p(q−1)+t
ik
)) ≍ Hs(C
p(q−1)+t
ik
) ≍ Hs(C
p(q−1)
ik
) ≍ Hs(C
p(q−1)+t′
ik
) ≍ Hs(f(C
p(q−1)+t′
ik
)).
On the other hand, by (2.9),
Hs(Dj(ik,p(q−1)+t)) ≍ H
s(f(C
p(q−1)+t
ik
)) and Hs(Dj(ik,p(q−1)+t′)) ≍ H
s(f(C
p(q−1)+t′
ik
))
for all q ≥ 1, k ≥ 1, 1 ≤ t′ < t ≤ p. Thus
Hs(Dj(ik,p(q−1)+t)) ≍ H
s(Dj(ik,p(q−1)+t′))
so that µu(q,k,t,t′) ≍ 1. The claim follows immediately.
By the claim, for fixed q ≥ 1, the right hand of (2.15) can take only finitely many distinct values for
1 ≤ t′ < t ≤ p and k ∈ Z+ so that
g|ik|+p(q−1)+t(xq)
g|ik|+p(q−1)+t
′ (xq)
can take only finitely many distinct values. Hence, we
can take k large enough such that
g|ik|+p(q−1)+t(xq)
g|ik|+p(q−1)+t
′ (xq)
is so close to 1 that it equals 1. Since p ≥ cardM+1,
we can take tq > t
′
q such that γik,p(q−1)+tq = γik,p(q−1)+t′q . Thus,
µi0µ
p(q−1)+tq
n µR + µi0+1µ
τ(p(q−1)+tq)
1 µL
µi0µ
p(q−1)+t′q
n µR + µi0+1µ
τ(p(q−1)+t′q)
1 µL
= µ
k1(q)
1 µ
k2(q)
2 · · ·µ
kn(q)
n ,
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where {ki(q)}1≤i≤n,q≥1 are bounded nonnegative integers. Also, we have |(p(q−1)+tq)−(p(q−1)+t′q)| ≤
p− 1. From
ρ
τ(p(q−1)+tq)
1 ≍ ρ
p(q−1)+tq
n ≍ ρ
p(q−1)+t′q
n ≍ ρ
τ(p(q−1)+t′q)
1
with respect to the indices p, q we know that {τ(p(q − 1) + tq)− τ(p(q − 1) + t′q)}q≥1 are bounded.
Define p1 = τ(p(q − 1) + t′q), q1 = p(q − 1) + t
′
q, p2 = τ(p(q − 1) + tq), q2 = p(q − 1) + tq. From
1 ≤ t′q < tq ≤ p, we have q1, q2 ∈ Z
+ ∩ [p(q − 1) + 1, pq] with q1 6= q2. Since q can be arbitrary chosen in
Z+, we finally obtain infinitely many solution of (2.14). The lemma is proved.
Now, we can prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.6, there exist infinitely many solutions (p1, p2, q1, q2) of (2.14)
with q1 6= q2 such that (p2−p1), (q2− q1), {ki}ni=1 are constants. It follows that there are infinitely many
(p1, q1) ∈ (Z+)2 and constants µi0µ
q2−q1
n µR, µi0+1µ
p2−p1
1 µL, µi0µR, µi0+1µL, µ
k1
1 · · ·µ
kn
n such that the
following equation holds:
(µi0µ
q2−q1
n µR) · µ
q1
n + (µi0+1µ
p2−p1
1 µL) · µ
p1
1
(µi0µR) · µ
q1
n + (µi0+1µL) · µ
p1
1
= µk11 µ
k2
2 · · ·µ
kn
n .
Assume that
µi0µ
q2−q1
n µR
µi0µR
6=
µi0+1µ
p2−p1
1 µL
µi0+1µL
. Then there is a constant δ such that
µ
p1
1
µ
q1
n
= δ for infinitely
many (p1, q1) ∈ (Z+)2. Take (p1, q1), (p′1, q
′
1) ∈ (Z
+)2 such that (p1, q1) 6= (p′1, q
′
1) and
µ
p1
1
µ
q1
n
= δ =
µ
p′1
1
µ
q′1
n
. It
follows that µ
p1−p
′
1
1 = µ
q1−q
′
1
n so that ρ
p1−p
′
1
1 = ρ
q1−q
′
1
n which implies that log ρ1/ log ρn ∈ Q.
Assume that
µi0µ
q2−q1
n µR
µi0µR
=
µi0+1µ
p2−p1
1 µL
µi0+1µL
. Then µq2−q1n = µ
p2−p1
1 with q2 6= q1 so that log ρ1/ log ρn ∈
Q.
2.4. Algebraic dependence necessary condition for n = 4. In this subsection, we assume that
n = 4, ρ1 = ρ4, ΣT = {2} and f : T → D is bi-Lipschitz. Denote s := dimH T = dimH D. Denote
µi := ρ
s
i for each i.
Define Ek = T2[4]k ∪ T3[1]k for all k ≥ 0. Define E1 = {T1, T4, E0} and
Ek+1 = Ψ1(Ek) ∪Ψ4(Ek) ∪
(
Ψ2(Ek) \ {T2[4]k}
)
∪
(
Ψ3(Ek) \ {T3[1]k}
)
∪ {Ek}
for all k ≥ 1. For example, the sets in the class E2 are:
T11, T14,Ψ1(E0), T41, T44,Ψ4(E0), T21,Ψ2(E0), T34,Ψ3(E0), E1.
Remark 2.2. Let i0 = 2 and {Ck}∞k=1 defined as in subsection 2.2. Then C
k = T2[4]k+1 ∪T3[1]k+1 = Ek+1
for k ≥ 1. Also, it is clear that the sequence {Ek}∞k=1 is a convergent partition of T . However, in this
subsection, we will not use these facts and the martingale convergent theorem.
It is clear that the following lemma holds.
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Lemma 2.7. Let λ0 = min{
diam (A)
d(A,T\A) : A ∈ E1}. Then each set in the family
⋃∞
k=1 Ek is (T, λ0)-separate.
For any A ∈ Ek, we define
g˜k(A) =
Hs(f(A))
Hs(A)
.
We also abuse the notation g˜k(x) = g˜k(A) for x ∈ A. Assume that {A1, . . . , Aj} be a partition of A in
Ek+1, i.e. A =
⋃j
i=1Ai, Ai ∈ Ek+1 for each i, and the union is disjoint. Then it is clear that
g˜k(A) =
j∑
i=1
Hs(Ai)
Hs(A)
g˜k+1(Ai).
Lemma 2.8. The set { g˜k+1(x)
g˜k(x)
: x ∈ T, k ≥ 1} is finite.
Proof. Notice that H
s(Ek+1)
Hs(Ek)
= µ1 for all k. By induction, we can easily see that{
Hs(A)
Hs(B)
: A ∈ Ek+1, B ∈ Ek with A ⊂ B
}
=
{
µ1, µ2, µ3, µ2 + µ3,
µ1µ2
µ2 + µ3
,
µ1µ3
µ2 + µ3
}
for all k ≥ 1. On the other hand, using Lemma 2.1, Remark 2.1 and Lemma 2.7, and using the bi-Lipschitz
property of f , we can obtain that the set{
Hs(f(A))
Hs(f(B))
: A ∈ Ek+1, B ∈ Ek with A ⊂ B, k ≥ 1
}
is finite.
Given x ∈ T and k ≥ 1. We assume that x ∈ A ⊂ B with A ∈ Ek+1 and B ∈ Ek. Then
g˜k+1(x)
g˜k(x)
=
Hs(f(A))
Hs(f(B))
·
Hs(B)
Hs(A)
.
By above discussions, we know that the lemma holds.
Now we have the following property by using Lemma 2.8. We remark that the proof of this property
is same as the proof of Lemma 4 in [21], which was restated in [12] for completeness (see the proof of
Lemma 2.4 therein). Thus we omit the proof.
Lemma 2.9. There is a set A0 in the family
⋃∞
k=1 Ek and a constant δ > 0, such that g˜k(x) = δ for all
x ∈ A0 and k ≥ k0, where A0 ∈ Ek0 .
By the lemma, the restriction of f on A0 is measure-preserving up to a constant. Thus, if we choose
i0 ∈ Σ∗4 such that Ψi0(T ) ⊂ A0, then the restriction of f on Ψi0(T ) is also measure-preserving up to a
constant. Hence, without loss of generality, we assume that A0 = Ψi0(T ) in the sequel.
By Lemmas 2.1 and 2.7, there exists an integer n1 such that for any k ∈ Z+, there exist j, j1, . . . , jp ∈ Σ∗4
such that Djj1 , Djj2 , . . . , Djjp are disjoint and
f(Ψi0(Ek)) =
p⋃
r=1
Djjr ,
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where each |jr| = n1. Furthermore, by Remark 2.1, we can require Dj to be the smallest cylinder
containing f(Ψi0(Ek)). We denote this j by j
′(k) and define γ′k =
∑p
r=1 µjr . Define
M′ =
∑
j∈A
µj| A ⊂ {1, . . . , 4}
n1
 .
Proof of Theorem 1.2. Notice that 2µ1 + µ2 + µ3 = 1. In order to prove the lemma, it suffices to
show that there exists a polynomial P (x1, x2, x3) with rational coefficients such that P (µ1, µ2, µ3) = 0
and P ((1− x2 − x3)/2, x2, x3) is not identically equal to 0.
Define f˜ : T → D by
f˜(x) = f(Ψi0(x)).
Let x∗ be the unique point in the set T2 ∩ T3. Assume that {f˜(x∗)} = Dt1t2···.
Given i = i1i2 · · · ik ∈ Σ∗4 and ℓ ∈ {1, 2, 3, 4}, we define Nℓ(i) to be the cardinality of {j : ij = ℓ, 1 ≤
j ≤ k}.
Case 1. Assume that there are infinitely many k such that tk = 2. Then limq→∞N2(j
′(q)) =∞. Notice
that cardM ′ < +∞. Thus, we can choose q1, q2 with 1 ≤ q1 < q2 such that γ′q1 = γ
′
q2
and
(2.16) N2(j
′(q2)) > N2(j
′(q1)).
From γ′q1 = γ
′
q2
and Lemma 2.9, we have
Hs(Ψi0(Eq2))
Hs(Ψi0(Eq1))
=
Hs(Dj′(q2))
Hs(Dj′(q1))
.
Thus, by (2.16),
µq2−q11 = µ
k1
1 µ
k2
2 µ
k3
3
with k2 ∈ Z+ and k1, k3 ∈ N. Since the above equality does not hold if we plug in µ1 = 1/2, µ2 = µ3 = 0,
we know that µ2 and µ3 are algebraic dependent.
Case 2. Assume that there are infinitely many k such that tk = 3. Then using the same method as in
Case 1, we can obtain that µ2 and µ3 are algebraic dependent.
Case 3. Assume that there are only finitely many k such that tk ∈ {2, 3}. Then there exists q0 ∈ Z
+,
such that N2(j
′(q)) = N2(j
′(q0)) and N3(j
′(q)) = N3(j
′(q0)) for all q ≥ q0.
By definition,
Hs(f˜(Eq0 ))
Hs(Eq0)
=
Hs(Dj′(q0))γ
′
q0
(µ2 + µ3)µ
q0
1 · H
s(T )
.
Substituting µ3 by 1− 2µ1−µ2, we know that γ′q0 is a polynomial of µ1 and µ2 with integral coefficients.
By using Euclidean algorithm, it is easy to see that there exist polynomials Q(µ1, µ2) and R(µ2) with
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rational coefficients, such that γ′q0 = (1− 2µ1)Q(µ1, µ2) +R(µ2). Thus γ
′
q0
= (µ2+µ3)Q(µ1, µ2)+R(µ2)
so that
(2.17)
Hs(f˜(Eq0))
Hs(Eq0 )
=
Hs(Dj′(q0))
(
(µ2 + µ3)Q(µ1, µ2) +R(µ2)
)
(µ2 + µ3)µ
q0
1 · H
s(T )
.
From Eq0 = T2[4]q0 ∪ T3[1]q0 , we know that Ψi0(T2[4]q01) ⊂ Ψi0(Eq0). Thus the smallest cylinder of D
containing f(Ψi0(T2[4]q01)) is a subset of the smallest cylinder of D containing f(Ψi0(Eq0 )). It follows
that there exists a polynomial P of µ1, µ2, µ3 with integral coefficients, such that
(2.18)
Hs(f˜(T2[4]q01))
Hs(T2[4]q01)
=
Hs(Dj′(q0)) · P (µ1, µ2, µ3)
µq0+11 µ2 · H
s(T )
.
By Lemma 2.9 and the definition of f˜ , the right hand sides of (2.17) and (2.18) are equal so that
(2.19)
(
(µ2 + µ3)Q(µ1, µ2) +R(µ2)
)
µ1µ2 = (µ2 + µ3)P (µ1, µ2, µ3).
Case 3.1. Assume that the polynomial R(x) is not identically equal to 0. Then there exists a 6= 0 such
that R(a) 6= 0. Notice that (2.19) does not hold if we plug in µ1 = 1/2, µ2 = a, µ3 = −a. Thus µ2 and
µ3 are algebraic dependent.
Case 3.2. Assume that the polynomial R(x) is identically equal to 0. Then from (2.17), we have
(2.20)
Hs(f˜(Eq0))
Hs(Eq0)
=
Hs(Dj′(q0)) ·Q(µ1, µ2)
µq01 · H
s(T )
.
Since there are only finitely many k such that tk = {2, 3}, we can choose q3 > q0 such that in the right
hand side of
f(Ψi0(Eq3)) =
p⋃
r=1
Djjr ,
where j, j1, . . . , jp have same meaning as above, the cylinder Djjr containing Ψi0(x
∗) satisfies N2(jr) =
N3(jr) = 0. It follows that γ
′
q3
6= 0 if we plug in µ1 = 1/2, µ2 = µ3 = 0.
Notice that
Hs(f˜(Eq3 ))
Hs(Eq3)
=
Hs(Dj′(q3)) · γ
′
q3
(µ2 + µ3)µ
q3
1 · H
s(T )
.
By (2.20) and using Lemma 2.9, we have
(µ2 + µ3)µ
q3−q0
1 Q(µ1, µ2) =
Hs(Dj′(q3))
Hs(Dj′(q0))
· γ′q3 .
It follows from N2(j
′(q3)) = N2(j
′(q0)) and N3(j
′(q3)) = N3(j
′(q0)) that
Hs(Dj′(q3))
Hs(Dj′(q0))
= µk1 for some k ∈ N.
Thus the above equality does not hold if we plug in µ1 = 1/2, µ2 = µ3 = 0 so that µ2 and µ3 are algebraic
dependent.
Example 2.1. Let n = 4 and ΣT = {2}. Let µ2 = e/4, µ3 = 1/4 and µ1 = µ4 = (1− µ2 − µ3)/2, where
e is the Euler constant. Let ρi = µ
2
i for all i. Then dimH D = dimH T = 1/2. By Theorem 1.2, D 6∼ T .
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3. Sufficient condition for D ∼ T
3.1. Graph-directed sets corresponding to D and T . Now we recall the notion of graph-directed set.
Let G = (V,Γ) be a directed graph and d a positive integer. Suppose for each edge e ∈ Γ, there is a
corresponding similarity Se : R
d → Rd with ratio re. Assume that for each vertex i ∈ V , there exists an
edge starting from i, and assume that re1 · · · rek < 1 for any cycle e1 · · · ek. Then there exists a unique
family {Ki}i∈V of compact subsets of Rd such that for any i ∈ V ,
(3.1) Ki =
⋃
j∈V
⋃
e∈Eij
Se(Kj),
where Eij is the set of edge starting from i and ending at j. In particular, if the union in (3.1) is disjoint
for any i, we call {Ki}i∈V are dust-like graph-directed sets on (V,Γ). For details on graph-directed sets,
please see [11, 15].
Similarly as Theorem 2.1 in [13], we have the following lemma which was also pointed out in [20].
Lemma 3.1. Suppose that {Ki}i∈V and {K ′i}i∈V are dust-like graph-directed sets on (V,Γ) satisfying
(3.1) and K ′i =
⋃
j∈V
⋃
e∈Eij
S′e(K
′
j). If similarities Se and S
′
e have the same ratio for each e ∈ Γ , then
Ki ∼ K ′i for each i ∈ V .
Definition 3.1. Assume that K = {Ki}mi=1 and K
′ = {K ′i}
m
i=1 are two families of compact subsets of
Rd, where m ≥ 2 is a given positive integer. We say that two compact subsets A and B of Rd have
same dust-like decomposition w.r.t. K and K′, if there exist a positive integer t ≥ 2 and positive integers
j1, j2, . . . , jt ∈ {1, . . . ,m}, such that
A =
t⋃
i=1
Si(Kji), and B =
t⋃
i=1
S′i(K
′
ji
),
where the above two unions are disjoint, while for each i, Si and S
′
i are similarities from R
d to Rd with
same ratio.
Clearly, the following lemma is a weak version of Lemma 3.1.
Lemma 3.2. Suppose that K = {Ki}mi=1 and K
′ = {K ′i}
m
i=1 are two families of compact subsets of R
d.
If for each 1 ≤ i ≤ m, Ki and K ′i have same dust-like decomposition w.r.t. K and K
′, then Ki ∼ K ′i for
each i = 1, . . . ,m.
Given i ∈ Σ∗n and a nonnegative integer k. We recall that Lk(Ti) =
⋃α
j=1 Ti[1]kj and Rk(Ti) =⋃n
j=n−β+1 Ti[n]kj as defined in (1.2). Now we define
Lk(Di) =
α⋃
j=1
Di[1]kj , Rk(Di) =
n⋃
j=n−β+1
Di[n]kj .
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In the rest of this section, we will always assume that log ρ1/ log ρn ∈ Q and every touching letter is
substitutable. Thus, for any i ∈ ΣT , there exist ji ∈ Σ∗n and ki, k
′
i ∈ N, such that one of the following
holds:
(1) diamLki(Ti+1) = diamLk′i(Tiji) and the last letter of ji does not belong to {1} ∪ (ΣT + 1),
(2) diamRki(Ti) = diamRk′i(T(i+1)ji) and the last letter of ji does not belong to {n} ∪ ΣT .
From log ρ1/ log ρn ∈ Q, there exist p, q ∈ Z+ such that ρ
p
1 = ρ
q
n. Notice that we can choose p and q
large enough such that p, q > max{k′i + |ji| : i ∈ ΣT }. As a result, we have
(3.2) Lk′
i
(Ti[n]2qji) ∩R3q(Ti) = Lk′i(Di[n]2qji) ∩R3q(Di) = ∅ and Lk′i(Diji) ∩Rq(Di) = ∅
for any left substitutable touching letter i, and
(3.3)
L3p(Ti+1) ∩Rk′
i
(T(i+1)[1]2pji) = L3p(Di+1) ∩Rk′i(D(i+1)[1]2pji) = ∅ and Lp(Di+1) ∩Rk′i(D(i+1)ji) = ∅
for any right substitutable touching letter i. We remark that this restriction is useful in the definition of
D
(4)
i and in the proof of Lemma 3.11. We will fix p, q in this section.
Given a positive integer m. Let Jm =
⋃
|i|=m Ii and Jm,1, . . . , Jm,cm are the connected components of
Jm, spaced from left to right. We define Λi = {j| Ij ⊂ J1,i} for i = 1, . . . , c1. Define
T
(1)
i =
⋃
j∈Λi
Tj, D
(1)
i =
⋃
j∈Λi
Dj , ∀i = 1, . . . , c1.
Then for any i ∈ Σ∗n and k ∈ N, we have
Lk(Ti) = Ψi[1]k(T
(1)
1 ), Rk(Ti) = Ψi[n]k(T
(1)
c1
),
Lk(Di) = Φi[1]k(D
(1)
1 ), Rk(Di) = Φi[n]k(D
(1)
c1
).
For any touching letter i, we define
T
(2)
i = R0(Ti) ∪ L0(Ti+1), D
(2)
i = R0(Di) ∪ L0(Di+1),
T
(3)
i = Rq(Ti) ∪ Lp(Ti+1), D
(3)
i = Rq(Di) ∪ Lp(Di+1).
We remark that R0(Ti) = Ψi(T
(1)
c1 ) and L0(Ti+1) = Ψi+1(T
(1)
1 ). Furthermore, for any touching letter i,
if i is left substitutable, we define
T
(4)
i = Rq(Ti) ∪ Lki(Ti+1), D
(4)
i = Lk′i(Diji) ∪Rq(Di).
Otherwise, we define
T
(4)
i = Rki(Ti) ∪ Lp(Ti+1), D
(4)
i = Lp(Di+1) ∪Rk′i(D(i+1)ji).
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Define T = {T } ∪ {T
(1)
i : i = 1, · · · , c1} ∪ {T
(j)
i : i ∈ ΣT , j = 2, 3, 4} and D = {D} ∪ {D
(1)
i : i =
1, · · · , c1} ∪ {D
(j)
i : i ∈ ΣT , j = 2, 3, 4}. We will show that each corresponding pair in T and D have
same dust-like decomposition w.r.t. T and D.
3.2. The family T ∗. Given i ∈ Σ∗n. We say that i ∈ Σ
∗
L if there exist i
′ ∈ Σ∗n ∪ {Ø}, j ∈ ΣT + 1 and
k ∈ N such that i = i′j[1]k. Similarly, we say that i ∈ Σ∗R if there exist i
′ ∈ Σ∗n ∪ {Ø}, j ∈ ΣT and k ∈ N
such that i = i′j[n]k. The following lemma is easy to check.
Lemma 3.3. Given i ∈ Σ∗n and j ∈ {1, . . . , c1}. Then Ψi(T
(1)
j ) is T -separate if and only if one of the
following conditions holds: (1). 2 ≤ j ≤ c1 − 1; (2). j = 1 and i 6∈ Σ∗L; (3). j = c1 and i 6∈ Σ
∗
R.
Define
T (1) = {Ψi(T
(1)
j ) : i ∈ Σ
∗
n ∪ {Ø} and j ∈ {1, . . . , c1} such that Ψi(T
(1)
j ) is T -separate},
T (k) = {Ψi(T
(k)
j ) : i ∈ Σ
∗
n ∪ {Ø} and j ∈ ΣT }, k = 2, 3.
It is clear that all sets in T (2) and T (3) are T -separate. Define
T ∗ = {A|A is a disjoint union of finitely many (≥ 2) sets in the class T (1) ∪ T (2) ∪ T (3)}.
Remark 3.1. Assume that A ∈ T (1) with A ⊂ (0, 1). Then it is easy to check that Ψi(A) ∈ T
(1) for any
i ∈ Σ∗n. It follows that Ψi(B) ∈ T
∗ for all B ∈ T ∗ with B ⊂ (0, 1) and all i ∈ Σ∗n.
Let Σ∞n = {i1i2 · · · im · · · | im ∈ {1, . . . , n} for all m} as defined in the proof of Lemma 2.6. Given
i = i1 · · · im · · · ∈ Σ∞n , there exists a unique point x ∈ T such that
{x} =
∞⋂
m=1
Ψi1···im([0, 1]).
We denote this unique x by πT (i). Then πT : Σ
∞
n → T is a surjection. Similarly, we can define
πD : Σ
∞
n → D by
{πD(i)} =
∞⋂
m=1
Φi1···im([0, 1]), ∀ i = i1 · · · im · · · ∈ Σ
∞
n .
Since D is dust-like, πD is a bijection.
By definition of πT and πD, it is easy to check that
(3.4) πD ◦ π
−1
T (Ψi(T
(k)
j )) = Φi(D
(k)
j ), ∀Ψi(T
(k)
j ) ∈ T
(k), k = 1, 2, 3.
Using this fact, we have the following lemma.
Lemma 3.4. Let A ∈ T ∗. Then A and πD ◦ π
−1
T (A) have same dust-like decomposition w.r.t. T and D.
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Proof. Assume that A =
⋃m
i=1 Ai, where m ≥ 2, Ai ∈ T
(1) ∪ T (2) ∪ T (3) and the union is disjoint. Then
(3.5) πD ◦ π
−1
T (A) =
m⋃
i=1
πD ◦ π
−1
T (Ai).
From the union in
⋃m
i=1Ai is disjoint, we can see that the union in
⋃m
i=1 π
−1
T (Ai) is disjoint. Since πD
is a bijection, we know that the union in (3.5) is also disjoint. From (3.4), we can see that the lemma
holds.
3.3. Graph-directed decomposition of T and D and the proof of sufficient condition . The
following lemma is easy to show.
Lemma 3.5. The following pairs have same dust-like decomposition w.r.t. T and D.
(i) T and D;
(ii) T
(1)
i and D
(1)
i for i = 1, · · · , c1;
Proof. (i) Clearly, T and D can be decomposed to following disjoint unions.
T =
c1⋃
i=1
T
(1)
i , D =
c1⋃
i=1
D
(1)
i .
(ii) Given i = 1, . . . , c1. Notice that
(3.6) T
(1)
i =
⋃
j∈Λi
Tj =
⋃
j∈Λi
Ψj(T ) =
⋃
j∈Λi
c1⋃
k=1
Ψj(T
(1)
k ).
Let b(i) and e(i) be the minimal and maximal element in Λi, respectively. If b(i) = e(i), then
T
(1)
i =
c1⋃
k=1
Ψb(i)(T
(1)
k ) ∈ T
∗,
since each Ψb(i)(T
(1)
k ) is T -separate in this case. If b(i) < e(i), then for any b(i) ≤ j < e(i),
Ψj(T
(1)
c1
) ∪Ψj+1(T
(1)
1 ) = T
(2)
j ,
and other Ψj(T
(1)
k ) in (3.6) are T -separate so that they belong to T
(1). Thus T
(1)
i also belongs to T
∗ in
this case. By Lemma 3.4, T
(1)
i and D
(1)
i = πD ◦ π
−1
T (T
(1)
i ) have same dust-like decomposition w.r.t. T
and D.
Remark 3.2. It follows from the above lemma that T (1) ⊂ T ∗.
Lemma 3.6. Given i ∈ Σ∗n and two nonnegative integers u, v with u < v. The pairs Lu(Ti) \Lv(Ti) and
Lu(Di) \ Lv(Di), Ru(Ti) \ Rv(Ti) and Ru(Di) \ Rv(Di) have same dust-like decomposition w.r.t. T and
D, respectively.
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Proof. Without loss of generality, we only show that Lu(Ti) \ Lv(Ti) and Lu(Di) \ Lv(Di) have same
dust-like decomposition w.r.t. T and D. Clearly,
πD ◦ π
−1
T (Lu(Ti) \ Lv(Ti)) = Lu(Di) \ Lv(Di).
Thus, from Lemma 3.4 and noticing that Lu(Ti) \Lv(Ti) =
⋃v−1
k=u
(
Lk(Ti) \Lk+1(Ti)
)
, it suffices to show
that Lk(Ti) \ Lk+1(Ti) ∈ T ∗ for all k ∈ N.
Given k ∈ N. Assume that 1 6∈ ΣT , i.e. α = 1. Then
Lk(Ti) \ Lk+1(Ti) =
n⋃
j=2
Ti[1]k+1j =
c1⋃
j=2
Ψi[1]k+1(T
(1)
j ).
Notice that Ψi[1]k+1(T
(1)
c1 ) is T -separate in this case. By Remark 3.2, Lk(Ti) \ Lk+1(Ti) ∈ T
∗.
Assume that 1 ∈ ΣT , i.e. α ≥ 2. Then Lk(Ti) \ Lk+1(Ti) = Ψi[1]k(A), where
(3.7) A =
 n⋃
j=α+1
T1j
 ∪( α⋃
ℓ=2
Tℓ
)
=
 c1⋃
j=2
Ψ1(T
(1)
j )
 ∪
 α⋃
ℓ=2
c1⋃
j=1
Ψℓ(T
(1)
j )
 .
For each 1 ≤ ℓ ≤ α− 1, Ψℓ(T
(1)
c1 ) ∪Ψℓ+1(T
(1)
1 ) = T
(2)
ℓ . Furthermore, other Ψ1(T
(1)
j ) and Ψℓ(T
(1)
j ) in the
right-hand side of (3.7) are T -separate. By Remark 3.1, it is easy to see that Lk(Ti) \ Lk+1(Ti) ∈ T ∗.
From this fact, we have the following lemma.
Lemma 3.7. For any i ∈ ΣT , T
(2)
i and D
(2)
i have same dust-like decomposition w.r.t. T and D.
Proof. For each touching letter i, we have following disjoint unions.
T
(2)
i =
(
R0(Ti) \Rq(Ti)
)
∪
(
L0(Ti+1) \ Lp(Ti+1)
)
∪ T
(3)
i , and
D
(2)
i =
(
R0(Di) \Rq(Di)
)
∪
(
L0(Di+1) \ Lp(Di+1)
)
∪D
(3)
i .
The lemma follows from Lemma 3.6.
Given i = i1i2 · · · im, j = j1j2 . . . jm ∈ Σ∗n with the same length. We denote by i < j if there exists
1 ≤ k ≤ m such that ik < jk and it = jt for 1 ≤ t < k. We denote by i ≤ j if i < j or i = j.
Given i, j ∈ Σ∗n with i < j. We say that (i, j) is a joint pair if k ≤ i for every k ∈ Σ
∗
n with k < j.
Lemma 3.8. Let i, j ∈ Σ∗n with Ψi(0) < Ψj(1). Suppose that [Ψi(0),Ψj(1)] ∩ T is T -separate and
max{|i|, |j|} ≤ min{p, q}. Then [Ψi(0),Ψj(1)] ∩ T ∈ T
∗.
Proof. Given k ∈ Σ∗n, we define the middle part of Tk to be M(Tk) =
⋃n−β
j=α+1 Tkj. It is clear that
M(Tk) = Tk \ {L0(Tk) ∪ R0(Tk)}. We remark that M(Tk) = ∅ for all k if α = n − β. In case that
α < n− β, it is clear that M(Tk) ∈ T ∗ for all k.
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Without loss of generality, we may assume that |i| ≤ |j|. Define k = |j|− |i|. Then [Ψi[1]k(0),Ψj(1)]∩T
is T -separate since Ψi[1]k(0) = Ψi(0). Thus, noticing that the lemma holds in case that i = j, we assume
that i < j in the sequel of the proof.
Define m = |i|. Let Σ(i, j) = {k ∈ Σmn : i ≤ k ≤ j}. Then
(3.8) [Ψi(0),Ψj(1)] ∩ T =
⋃
k∈Σ(i,j)
Tk.
Now we arbitrary pick a joint pair (u,v) with u,v ∈ Σ(i, j). Notice that
Tu = L0(Tu) ∪R0(Tu) ∪M(Tu), Tv = L0(Tv) ∪R0(Tv) ∪M(Tv).
In case that R0(Tu) is T -separate, we have R0(Tu) ∈ T
(1). Also, in this case, we must have L0(Tv) is
T -separate so that L0(Tv) ∈ T (1). It follows that there exists A(u,v) ∈ T ∗ such that
(3.9) Tu ∪ Tv = L0(Tu) ∪R0(Tv) ∪ A(u,v),
where the union is disjoint.
In case that R0(Tu) is not T -separate, we define s to be the maximal nonnegative integer which satisfies
u = u′[n]s for some u′ ∈ Σ∗n. Let u
′ = u1u2 · · ·um−s. From Lemma 3.3, we have um−s ∈ ΣT so that
v = v′[1]s where v′ = u1 · · ·um−s−1(um−s +1). It is clear that s < min{p, q} since |u| = |i| ≤ min{p, q}.
Notice that
R0(Tu) = Rq−s(Tu) ∪
(
R0(Tu) \Rq−s(Tu)
)
, L0(Tv) = Lp−s(Tv) ∪
(
L0(Tv) \ Lp−s(Tv)
)
,
where the unions are disjoint and R0(Tu) \Rq−s(Tu), L0(Tv) \ Lp−s(Tv) ∈ T ∗ by Lemma 3.6. Since
Rq−s(Tu) ∪ Lp−s(Tv) = Rq−s(Tu′[n]s) ∪ Lp−s(Tv′[1]s) = Rq(Tu′) ∪ Lp(Tv′)
= Ψu1···um−s−1
(
Rq(Tum−s) ∪ Lp(Tum−s+1)
)
= Ψu1···um−s−1(T
(3)
km−s
) ∈ T (3),
we know that in this case, there also exists A(u,v) ∈ T ∗ such that (3.9) holds while the union is disjoint.
Notice that L0(Ti) and R0(Tj) are T -separate so that they are all in T ∗. Using (3.8) and (3.9), we can
see that the lemma holds.
Corollary 3.1. Given i = 1, 2, . . . , n, k ∈ N and j ∈ Σ∗n with k + |j| < min{p, q}. Assume that the last
letter of j does not belong to {1} ∪ (ΣT + 1). Then Rq(Ti) \
(
R3q(Ti) ∪ Lk(Ti[n]2qj)
)
∈ T ∗.
Proof. Let j = j1j2 · · · jm. Then jm > 1. Define u = j1 · · · jm−1(jm − 1). It is easy to check that
Rq(Ti) \
(
R3q(Ti) ∪ Lk(Ti[n]2qj)
)
=
(
[a1, b1] ∪ [a2, b2]
)
∩ T,
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where a1 = Ψi[n]q(n−β+1)(0), b1 = Ψi[n]2qu(1), a2 = Ψi[n]2qj[1]k(α+1)(0), b2 = Ψi[n]3q(n−β)(1). Thus it
suffices to show that [a1, b1] ∩ T ∈ T ∗ and [a2, b2] ∩ T ∈ T ∗. Notice that
[a1, b1] ∩ T =
(
Rq(Ti) \R2q−1(Ti)
)
∪
(
[a′1, b1] ∩ T
)
,
where a′1 = Ψi[n]2q−1(n−β+1)(0) and the union is disjoint. Using Lemma 3.8, we have
[a′1, b1] ∩ T = Ψi[n]2q−1
(
[Ψ(n−β+1)(0),Ψnu(1)] ∩ T
)
∈ T ∗
so that [a1, b1] ∩ T ∈ T ∗.
Let s be the maximal nonnegative integer such that j = [n]sj′ for some j′ ∈ Σ∗n. Then s ≤ |j|−1 < q−1.
Notice that
[a2, b2] ∩ T =
(
R2q+s+1(Ti) \R3q(Ti)
)
∪
(
[a2, b
′
2] ∩ T
)
,
where b′2 = Ψi[n]2q+s+1(n−β)(1) and the union is disjoint. From |j
′| + k + 1 ≤ min{p, q} and Lemma 3.8,
we have
[a2, b
′
2] ∩ T = Ψi[n]2q+s
(
[Ψj′[1]k(α+1)(0),Ψn(n−β)(1)] ∩ T
)
∈ T ∗
so that [a2, b2] ∩ T ∈ T ∗.
The following lemma is useful in the proof of Lemma 3.11.
Lemma 3.9. For any left substitutable touching letter i, we have
Ψi[n]2q ◦Ψ
−1
i (T
(4)
i ) = R3q(Ti) ∪ L2p+ki(Ti+1),(3.10)
Φi[n]2q ◦ Φ
−1
i (D
(4)
i ) = Lk′i(Di[n]2qji) ∪R3q(Di).(3.11)
Proof. By definition of T
(4)
i , in order to prove (3.10), it suffices to show that
Ψi[n]2q ◦Ψ
−1
i (Rq(Ti)) = R3q(Ti) and Ψi[n]2q ◦Ψ
−1
i (Lki(Ti+1)) = L2p+ki(Ti+1).
It is clear that
diamΨi[n]2q ◦Ψ
−1
i (Rq(Ti)) = diamR3q(Ti) and
diamΨi[n]2q ◦Ψ
−1
i (Lki(Ti+1)) = diamL2p+ki(Ti+1).
Notice that the maximum value of Ψi[n]2q ◦Ψ
−1
i (Rq(Ti)) is
Ψi[n]2q ◦Ψ
−1
i (Ψi(1)) = Ψi[n]2q (1) = Ψi(1),
which equals the maximum value of R3q(Ti). It follows that Ψi[n]2q ◦Ψ
−1
i (Rq(Ti)) = R3q(Ti).
Since i is a touching letter, the minimum value of Ti+1 equals Ψi(1). Thus the minimum value of
Ψi[n]2q ◦Ψ
−1
i (Lki(Ti+1)) is also Ψi(1), which is equals the minimum value of L2p+ki(Ti+1). If follows that
Ψi[n]2q ◦Ψ
−1
i (Lki(Ti+1)) = L2p+ki(Ti+1).
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In order to prove (3.11), it suffices to show that
Φi[n]2q ◦ Φ
−1
i (Lk′i(Diji)) = Lk′i(Di[n]2qji) and Φi[n]2q ◦ Φ
−1
i (Rq(Di)) = R3q(Di).
Similarly as above, we can easily see that Φi[n]2q ◦Φ
−1
i (Rq(Di)) = R3q(Di). Using diameter and noticing
that the minimum value of Φi[n]2q ◦ Φ
−1
i (Lk′i(Diji)) is
Φi[n]2q ◦ Φ
−1
i (Φiji(0)) = Φi[n]2qji(0),
which equals the minimum value of Lk′
i
(Di[n]2qji), we know that Φi[n]2q ◦Φ
−1
i (Lk′i(Diji)) = Lk′i(Di[n]2qji).
The following lemma is natural.
Lemma 3.10. Given i, j ∈ Σ∗n. If there exist u, v ∈ Z
+ such that Lu(Ti) is T -separate and diamLu(Ti) =
diamLv(Tj), then Lu(Ti) and Lv(Dj) have same dust-like decomposition w.r.t. T and D.
Proof. It is clear that
Lu(Ti) =
α⋃
k=1
Ti[1]uk = Ψi[1]u(T
(1)
1 ), Lv(Dj) =
α⋃
k=1
Dj[1]vk = Φj[1]v(D
(1)
1 ).
By diamLu(Ti) = diamLv(Tj), we have ρ
u
1ρi = ρ
v
1ρj so that the contraction ratios of Φi[1]u and Φj[1]v are
same. Thus the lemma follows from that T
(1)
1 and D
(1)
1 have same dust-like decomposition w.r.t. T and
D.
Based on the above lemmas, now we can prove the following crucial lemma.
Lemma 3.11. For any i ∈ ΣT , the pairs T
(3)
i and D
(3)
i , T
(4)
i and D
(4)
i have same dust-like decomposition
w.r.t. T and D.
Proof.Without loss of generality, we only show that the lemma holds for every left substitutable touching
letter i. By Lemma 3.9, we have
T
(3)
i = A1 ∪
(
Lp(Ti+1) \ L2p+ki(Ti+1)
)
∪ A2 ∪
(
Ψi[n]2q ◦Ψ
−1
i (T
(4)
i )
)
,(3.12)
D
(3)
i = B1 ∪
(
Lp(Di+1) \ L2p+ki(Di+1)
)
∪B2 ∪
(
Φi[n]2q ◦ Φ
−1
i (D
(4)
i )
)
, where(3.13)
A1 = Rq(Ti) \
(
Lk′
i
(Ti[n]2qji) ∪R3q(Ti)
)
, A2 = Lk′
i
(Ti[n]2qji),
B1 = Rq(Di) \
(
Lk′
i
(Di[n]2qji) ∪R3q(Di)
)
, B2 = L2p+ki(Di+1).
Notice that Lk′
i
(Di[n]2qji)∩R3q(Di) = ∅ by (3.2). Since D is dust-like, it is clear that the union in (3.13)
is disjoint. By definition, the last letter of ji does not belong to {1}∪(ΣT+1). Thus, using Lemma 3.3, we
know that A2 = Lk′
i
(Ti[n]2qji) = Ψi[n]2qji[1]k
′
i
(T
(1)
1 ) is T -separate. Hence, by Lk′i(Ti[n]2qji) ∩ R3q(Ti) = ∅,
we know that the union in (3.12) is disjoint.
28 HUO-JUN RUAN, YANG WANG, AND LI-FENG XI
By Lemma 3.10, we know that Lp(Ti+1) \L2p+ki(Ti+1) and Lp(Di+1) \L2p+ki(Di+1) have same dust-
like decomposition w.r.t. T and D. Thus in order to show that T
(3)
i and D
(3)
i have same dust-like
decomposition w.r.t. T and D, it suffices to show that A1 and B1, A2 and B2 have same dust-like
decomposition w.r.t. T and D.
Notice that |ji|+ k′i < min{p, q} and Lk′i(Ti[n]2qji) is T -separate. By Corollary 3.1, we have A1 ∈ T
∗.
It is clear that B1 = πD ◦ π
−1
T (A1). By Lemma 3.4, A1 and B1 have same dust-like decomposition w.r.t.
T and D.
Notice that diamA2 = ρ
2q
n diamLk′i(Tiji) and diamL2p+ki(Ti+1) = ρ
2p
1 diamLki(Ti+1). From the defini-
tion of ki, k
′
i and ji, we know that diamLk′i(Tiji) = diamLki(Ti+1) so that diamA2 = diamL2p+ki(Ti+1).
Since A2 is T -separate, by Lemma 3.10, A2 and B2 have same dust-like decomposition w.r.t. T and D.
Hence, T
(3)
i and D
(3)
i have same dust-like decomposition w.r.t. T and D.
Using Lemma 3.9 again,
T
(4)
i = A1 ∪ A3 ∪ A2 ∪
(
Ψi[n]2q ◦Ψ
−1
i (T
(4)
i )
)
,
D
(4)
i = B1 ∪B3 ∪B
′
2 ∪
(
Φi[n]2q ◦ Φ
−1
i (D
(4)
i )
)
, where
A3 = Lki(Ti+1) \ L2p+ki(Ti+1), B3 = Lk′i(Diji) \ L2p+k′i(Diji), B
′
2 = L2p+k′i(Diji).
Similarly as above, we can see that A2 and B
′
2 have same dust-like decomposition w.r.t. T and D.
By Lemma 3.10, A3 and Lki(Di+1) \ L2p+ki(Di+1) have same dust-like decomposition w.r.t. T and
D. Notice that
Lki(Di+1) \ L2p+ki(Di+1) = Φ(i+1)[1]ki
(
D
(1)
1 \ Φ[1]2p(D
(1)
1 )
)
,
B3 = Φiji[1]k
′
i
(
D
(1)
1 \ Φ[1]2p(D
(1)
1 )
)
.
By the definition of ki, k
′
i and ji, we know that ρi+1ρ
ki
1 = ρ
k′i
1 ρiji . Thus it is easy to see A3 and B3 have
same decomposition w.r.t. T and D. As a result, T
(4)
i and D
(4)
i have same dust-like decomposition w.r.t.
T and D.
Proof of Theorem 1.3 The theorem follows from Lemmas 3.2, 3.5, 3.7 and 3.11.
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