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We consider a fractional generalization of two-dimensional (2D) quantum-mechanical Kepler prob-
lem corresponding to 2D hydrogen atom. Our main finding is that the solution for discreet spectrum
exists only for µ > 1 (more specifically 1 < µ ≤ 2, where µ = 2 corresponds to ”ordinary” 2D hy-
drogenic problem), where µ is the Le´vy index. We show also that in fractional 2D hydrogen atom,
the orbital momentum degeneracy is lifted so that its energy starts to depend not only on principal
quantum number n but also on orbital m. To solve the spectral problem, we pass to the momen-
tum representation, where we apply the variational method. This permits to obtain approximate
analytical expressions for eigenvalues and eigenfunctions with very good accuracy. Latter fact has
been checked by numerical solution of the problem. We also found the new integral representation
(in terms of complete elliptic integrals) of Schro¨dinger equation for fractional hydrogen atom in
momentum space. We point to the realistic physical systems like bulk semiconductors as well as
their heterostructures, where obtained results can be used.
I. INTRODUCTION
The excitons in two-dimensional (2D) semiconduc-
tor structures, especially in the presence of disorder, is
a topic of intensive experimental and theoretical stud-
ies [1–5]. Such studies become particularly useful for
semiconductor quantum wells and interfaces that em-
brace number of functionalities like photovoltaic cells and
nanolasers [6, 7]. It is well known (see, e.g. [8, 9]),
that the exciton is a physical realization of quantum Ke-
pler problem or hydrogen atom. It have been shown re-
cently [10, 11] that adding the spin-orbit interaction in
Rashba form [12] generates the chaotic motion in the
above excitons, which can degrade the performance of
the exciton-based devices. On the other hand, the disor-
der can also adversely influence such devices functional-
ity. The convenient tool to account for disorder in such
a quantum system is to substitute the ordinary Lapla-
cian in the Schro¨dinger equation by the fractional one.
In other words, the problem of fractional 2D hydrogen
atom can serve as a model example of an exciton in dis-
ordered semiconductor quantum well and/or interface.
The definition of the fractional Laplacian in two spatial
dimensions reads:
−|∆|µ/2f(x) = Aµ
∫
f(u)− f(x)
|u− x|µ+2 d
2u, (1)
Aµ =
2µΓ
(
µ+2
2
)
pi|Γ(−µ/2)| . (2)
Here 0 < µ < 2 is Le´vy index and Γ(x) is Γ - function [13].
With this definition at hand, the fractional Schro¨dinger
equation for 2D hydrogen atom reads
− |∆|µ/2Ψnmµ(r)− 2
r
Ψnmµ(r) = EnmµΨ(r), (3)
where r is a two-dimensional vector, indices n and m
denote, respectively, the principal and orbital quantum
numbers, which are different for any specific µ value. Be-
low we shall see that for µ < 2 the orbital degeneracy is
lifted and that is the reason why the eigenenergy E has
now two subscripts. Here we use modified (for the frac-
tional case µ < 2) Rydberg units [14], i.e. we measure
the energy E and coordinates r in the units
E0µ =
(
β
2h¯
) µ
µ−1
D
− 1µ−1
µ , r0µ =
(
2h¯µDµ
β
) 1
µ−1
(4)
respectively. Here β is a coefficient in front of (dimen-
sional) Coulomb potential:
U(r) = −β
r
, (5)
Dµ is a mass term [14]. At µ = 2 D2 ≡ 12m (m is a
real physical mass) and we have from (4) E0,µ=2 =
mβ2
2h¯2
,
r0,µ=2 =
h¯2
mβ , i.e. standard Rydberg units. We pay at-
tention to one more fact. Namely, at µ = 1 both quan-
tities E0,µ=1 and r0,µ=1 are divergent. Below we will see
that this reflects the actual situation with fractional 2D
hydrogenic problem, i.e. that discreet spectrum of the
problem exists for µ > 1 only and at µ → 1 the whole
spectrum goes to minus infinity.
It is well-known that integral (1) exists only in the
sense of Cauchy principal value. This already com-
plicates the solutions of spectral problems for pseudo-
differential equations involving this operator and Eq. (3)
in particular. Below we shall see that it is much more
profitable to pass to the momentum space as the opera-
tor (1) in this space renders simply as −kµ (k ≡ |k|). Al-
though the potential term (5) converts to the integral in
momentum space, this integral proves to be much easier
to handle then initial one (1). Moreover, below we show
that we can do angular integration without expansion
over spherical harmonics (which is customary in quan-
tum hydrogenic problems, see [15] and references therein)
and by that virtue derive very useful representation of
the equation (3) in momentum space. Latter represen-
tation will permit to solve the corresponding fractional
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2Schro¨dinger equation both numerically and variationally.
To find the eigenfunctions in the r space, we perform in-
verse Fourier transformation.
In the present paper we focus on the discreet spectrum
of 2D fractional quantum Kepler problem. We will show
that the solution to this problem exists only for Le´vy
index 1 < µ ≤ 2, which is already surprising fact. We
will also show that for µ 6= 2 the well-known orbital de-
generacy for quantum hydrogenic problem (see, e.g. [16]
for 3D case and [15, 17] for 2D one) is lifted. That is to
say, that imperfections, leading to fractional derivatives
introduction to the problem, lower its symmetry, thus
lifting the orbital degeneracy.
II. THE SPECTRAL PROBLEM IN
MOMENTUM SPACE
We convert the problem (3) to the momentum space
by means of symmetric Fourier transform
f(k) =
1
2pi
∫
eikrf(r)d2r, (6a)
f(r) =
1
2pi
∫
e−ikrf(k)d2k. (6b)
Such symmetric transform is convenient for our purposes
as it conserves the normalization of wave function Ψ both
in coordinate and momentum spaces∫
|Ψ(r)|2d2r = 1,
∫
|Ψ(k)|2d2k = 1. (7)
We apply Fourier transformation (6a) to both parts of
equation (3) to obtain (E − kµ)Ψ(k) − W (k) = 0 (we
suppress subscripts for a moment), where
W (k) =
1
2pi
∫
V (r)Ψ(r)eikrd2r
≡ 1
(2pi)2
∫
V (|k− k′|)ψ(k′)d2k′, (8)
where
V (r) = −2
r
, V (q) = −4pi
q
, (9)
(q ≡ |q|) are, respectively, Coulomb potential and its
Fourier image. Plugging everything together, we arrive
at following final form of the equation (3) in momentum
representation
(kµ + kµ0 ) Ψ(k)−
1
pi
∫
d2k′
Ψ(k′)
|k− k′| = 0, (10)
where we once more suppress the indices nmµ. Here,
similar to the case of ordinary 2D hydrogen atom (see,
e.g. [15]), we denote
E = −kµ0 . (11)
It is easy to see, that at µ = 2 the equation (10) yields
well-known form for k - space representation of ”ordi-
nary” (i.e. with normal Laplacian, corresponding to
µ = 2) 2D hydrogen atom [15].
As Coulomb potential (5) is central, the solutions are
invariant under the rotation around z axis. In other
words, z - projection of the angular momentum is con-
served (which is sufficient in 2D) and we can separate the
radial (in k space) and angular variables. This implies
that the solution can be represented in the form
Ψnmµ(k) = ψnmµ(k)e
imϕ, (12)
where k = |k| is vector k modulus and ϕ is its asimuth
angle. As usual in hydrogenic problems, radial functions
ψnmµ(k) are real. With respect to (7), the normalization
condition for radial functions becomes
2pi
∫ ∞
0
ψ2nmµ(k)kdk = 1. (13)
Substitution of (12) into the Schro¨dinger equation (10)
yields
(kµ + kµ0 )ψnmµ(k)e
imϕ − 1
pi
∫ 2pi
0
dϕ′
×
∫ ∞
0
ψnmµ(k
′)eimϕ
′
k′dk′√
k2 + k′2 − 2kk′ cos(ϕ− ϕ′) = 0. (14)
Performing the substitution ϕ − ϕ′ = t in the angular
integral (14), we transform this equation to the form
(kµ + kµ0 )ψnmµ(k)e
imϕ
+
eimϕ
pi
∫ ∞
0
Im(k, k
′)ψnmµ(k′)k′dk′ = 0, (15)
which, after cancellation of the factor eimϕ, gives the
following equation for radial component
(kµ + kµ0 )ψnmµ(k) +
1
pi
∫ ∞
0
Im(k, k
′)ψnmµ(k′)k′dk′ = 0,
(16)
where for clarity we suppress the subscripts mnµ in the
parameter k0 and
Im(k, k
′) =
∫ ϕ−2pi
ϕ
e−imtdt√
k2 + k′2 − 2kk′ cos t . (17)
The possibility to cancel the exponent eimϕ in (15) is
one more demonstration of the correctness of ansats (12).
Note that at µ = 2, the Scro¨dinger equation (10) is usu-
ally solved by Fock’s method [18] (see also Ref. [19] for
discussion of d = q+2 dimensional case) of stereographic
projection [15]. In this method, the angular integrals are
not calculated explicitly; rather, the spherical harmonics
expansion of the wave function is used, giving the exact
solution of the problem for µ = 2. Our analysis shows
that for µ < 2 such stereografic projection is impossible
3for general µ, which is continuous variable. That’s why
here we adopt a different strategy. Namely, we calculate
the integrals Im(k, k
′) analytically, which permits to solve
the problem variationally, obtaining the approximate val-
ues of eigenenergies for each µ as well as the expressions
for corresponding wave functions. The variational results
will then be checked numerically.
Although it is impossible to calculate analytically Im
for general m, it is possible to do that for each specific
m. This calculation shows explicitly that Im(k, k
′) does
not depend on ϕ, which once more is the consequence of
angular momentum conservation and hence of the possi-
bility to separate the variables (12).
We have for m = 0
I0(k, k
′) =
∫ ϕ−2pi
ϕ
dt√
k2 + k′2 − 2kk′ cos t =
= − 4
k + k′
K
(
4kk′
(k + k′)2
)
, (18)
where K(m) is a complete elliptic integral of the first
kind [13]. The details of derivation of (18) are listed
in the Appendix A. Note that at k = k′ the integral
K(...) in (18) is divergent as its argument equals to 1.
This reflects the spherical harmonic series divergence at
k = k′ both from the side k < k′ and k > k′. Because
of weak (logarithmic) character of divergence, it is well
compensated by other parts of corresponding integrands.
This once more shows the usefulness of the closed form
analytical representation for Im as compared to spherical
harmonics expansion.
The expressions for the integrals I1(k, k
′) and I2(k, k′)
can be obtained in a similar way, see Appendix A for
details. After lengthy calculations we arrive at
I1(k, k
′) =
∫ ϕ−2pi
ϕ
e−itdt√
k2 + k′2 − 2kk′ cos t =
− 2
kk′(k + k′)
[
(k2 + k′2)K − (k + k′)2E
]
. (19)
I2(k, k
′) =
∫ ϕ−2pi
ϕ
e−2itdt√
k2 + k′2 − 2kk′ cos t =
− 4
3k2k′2(k + k′)
[
(k4 + k′4 + k2k′2)K −
−(k2 + k′2)(k + k′)2E
]
, (20)
where
K ≡ K
(
4kk′
(k + k′)2
)
, E ≡ E
(
4kk′
(k + k′)2
)
and E(m) is a complete elliptic integral of the second
kind [13]. The angular integrals Im(k, k
′) for m > 2 can
be calculated in a similar manner.
The Scro¨dinger equations (16) for each individual m
define the spectrum (eigenfunctions and eigenenergies ex-
pressed through k0) of fractional hydrogen atom for that
particular m and all n ≥ m. That is to say, the equation
for m = 0 (16)
(kµ + kµ0 )ψn0µ(k)
+
1
pi
∫ ∞
0
I0(k, k
′)ψn0µ(k′)k′dk′ = 0 (21)
(where I0(k, k
′) is defined by Eq. (18)) determines the
eigenfunctions ψ00µ (ground state), ψ10µ, ψ20µ etc. In its
turn, the equation for m = 1
(kµ + kµ0 )ψn1µ(k)
+
1
pi
∫ ∞
0
I1(k, k
′)ψn1µ(k′)k′dk′ = 0, (22)
(I1(k, k
′) is defined by Ex. (19)) determines ψ11µ, ψ21µ,
ψ31µ etc.
The equation (16) and its particular cases (21) and
(22) are important results of the present paper as they
constitute a new representation of quantum hydrogen
atom problem both in ordinary (µ = 2) and in fractional
(µ < 2) cases. To the best of our knowledge, this rep-
resentation has not previously been derived in the liter-
ature. As we shall see below, it is especially useful in
fractional case as they give a tremendous alleviation of
both numerical and variational problem solution. This
is because they permit to avoid the account for angular
variable in numerical solution (the expansion in infinite
series over spherical harmonics is not good idea for nu-
merical solution of spectral problem for integral equa-
tion) and make variational one much easier.
III. VARIATIONAL SOLUTION OF THE
SPECTRAL PROBLEM
Here we suggest the method of variational solution of
the set of radial equations (16), thereby obtaining the
eigenenergies and eigenfunctions of the fractional hydro-
gen atom for all admissible µ. For that we come back to
the Schro¨dinger equation in terms of energy E, rewriting
Eq. (16) in the form
kµψnmµ(k) +
1
pi
∫ ∞
0
Im(k, k
′)ψnmµ(k′)k′dk′ =
Eψnmµ(k). (23)
As the integration over ϕ′ has been already accomplished
in the second term of Eq. (23), the integration over ϕ re-
duces merely to multiplication by 2pi. Multiplying both
parts of (23) by 2piψnmµ(k) (no need for complex conju-
gation as radial functions are real) and integrating over
kdk, we obtain following variational functional
Evar(k0) = 2pi
∫ ∞
0
kµψ2nmµ(k)kdk
+2
∫ ∞
0
Im(k, k
′)ψnmµ(k, k0)kdk
×
∫ ∞
0
ψnmµ(k
′, k0)k′dk′. (24)
4The variational problem is now formulated as follows.
For each state, characterized by two quantum numbers
m and n, substitute properly orthonomalized function
ψnmµ into Evar(k0) (24) and minimize the obtained func-
tion over k0. This procedure will give the approximate
eigenstate Emin for given n and m as a function of Le´vy
index µ. To do so, we need to construct the orthonormal
set of trial wave functions. For that we use the corre-
sponding basis for µ = 2 [15] and modify it to our case
of arbitrary µ < 1.
The basis for µ = 2 reads [15]
ψnm(k) = Cnmf(k)P
|m|
n (cos θ)e
imϕ, (25)
cos θ =
k20 − k2
k20 + k
2
, f(k) =
(
2k0
k2 + k20
)3/2
,
where Cnm are normalization constants and P
|m|
n (z) are
associate Legendre polynomials [13]. Note that the state
(25) with each n = 0, 1, 2, ... is 2n+1 fold degenerate [15,
17]. In the case of functions (25), the orthonormalization
relation reads [15]
1
(2pi)2
∫
fw(k)ψ
∗
n′m′(k)ψnm(k)d
2k = δmm′δnn′ , (26)
fw(k) =
k2 + k20
2k20
. (27)
The choice of the weigh function fw(k) in the form (27)
is dictated by the demand that in r - space the wave
function (25) should be normalized to unity. Below we
shall see that for µ < 1 the orthonormalization condi-
tion (26) with weigh function (27) will lead to divergent
integrals. For that reason below we shall use different
orthonormalization procedure.
To construct our variational basis, we should first an-
alyze the character of wave functions localization in mo-
mentum space. In other words, we should find the large
k asymptotics of the ψnmµ(k). This can be accomplished
most conveniently based on the radial equation (16). The
large k asymptotics of all Im(k, k
′) is (k + k′)−1. In this
case, at k → ∞ we can neglect kµ0 in the first term of
(16) and k′ in the denominators of integrands in the sec-
ond term. This generates very simple algebraic equa-
tion kµψ − A/(pik) = 0 for ψ ≡ ψnmµ(k → ∞). Here
A = const =
∫∞
0
ψ(k′)k′dk′. The solution of the above
algebraic equation gives the desired asymptotics
ψnmµ(k →∞) ∼ A
kµ+1
. (28)
Based on Eq. (28), it is reasonable to choose
fµ(k) =
(
2k0
k2 + k20
)µ+1
2
, (29)
which at µ = 2 gives the result (25). It can be shown
that the weigh function (27) in our case modifies as
fwµ(k) =
(
k2 + k20
2k20
)µ−1
, (30)
(once more, at µ = 2 we recover the result (27)) so that
the integrals like (26) become divergent at µ < 2. That is
why in subsequent calculations we will not use the nor-
malization (26) with weigh function. Rather, we shall
use the ”symmetric” normalization (7) with correspond-
ing modification of the basic functions (25). Namely,
we substitute the coefficients of Legendre polynomials in
Eq.(25) by the unknown ones, which will be found from
the orthogonality conditions.
The ground state (n = 0) is not degenerate and cor-
responding Legendre polynomial P 00 = 1. This implies
that ground state wave function is simply proportional
to fµ(k) (29). With respect to normalization condition
(7), we have
ψ00µ(k) =
√
µ
pi
kµ0
(k2 + k20)
µ+1
2
, (31)
where k0 is now a variational parameter.
The first excited state (n = 1) is three-fold degener-
ate at µ = 2 so that there are three distinct functions
ψ10µ(k), ψ11µ(k)e
iϕ, ψ1,−1µ(k)e−iϕ. It is well known that
at µ = 2 the functions ψ11µ(k) and ψ1,−1µ(k) are similar
to each other. Our analysis shows that at µ < 1 any
appropriate choice (from the point of view of orhogonal-
ity, see below) of these functions gives the same energy.
This means that it is reasonable to choose them equal
to each other also for µ < 1. At the same time, below
we shall see that the energies, corresponding to ψ10µ(k)
and ψ11µ(k) are different, which implies that fractional
Laplacian lifts the angular quantum number degeneracy
of the hydrogen atom. We choose the functions ψ10µ(k)
and ψ11µ(k) in the form
ψ10µ(k) =
√
µ+ 2
pi
kµ0 (k
2
0 − µk2)
(k20 + k
2)
µ+3
2
, (32)
ψ11µ(k) = −
√
(µ+ 1)(µ+ 2)
pi
kkµ+10
(k20 + k
2)
µ+3
2
. (33)
The coefficient µ in front of k2 in the numerator of ex-
pression (32) is chosen from the orthogonality condition
〈ψ10µ(k)ψ00µ(k)〉 = 0, where 〈...〉 = 2pi
∫∞
0
...kdk. Note
that functions with different m’s are already orthogonal
because of relation∫ 2pi
0
ei(m−m
′)ϕdϕ = 2piδmm′ (34)
so that there is no need to orthogonalize the functions
with different angular quantum numbers m. We only
need to orthogonalize the functions with different n.
There are five distinct functions for the second excited
state: ψ20µ(k), ψ2,±1µ(k)e±iϕ, ψ2,±2µ(k)e±2iϕ. Similar
to the case n = 1, the radial parts of the functions
ψ2,±1µ(k) and ψ2,±2µ(k) are equal to each other, i.e.
ψ21µ(k) = ψ2,−1µ(k) and ψ22µ(k) = ψ2,−2µ(k). We con-
5struct them in the form
ψ20µ(k) =
√
µ+ 4
pi
kµ0 (k
4
0 +Bk
2k20 + Ck
4)
(k20 + k
2)
µ+5
2
, (35)
ψ21µ(k) = −
√
2(µ+ 2)(µ+ 4)
pi
kkµ+10 (k
2
0 −Dk2)
(k20 + k
2)
µ+5
2
, (36)
ψ22µ(k) =
√
(µ+ 2)(µ+ 3)(µ+ 4)
2pi
k2kµ+20
(k20 + k
2)
µ+5
2
. (37)
The coefficients B, C and D are found from orthogonality
conditions 〈ψ20µ(k)ψ00µ(k)〉 = 0, 〈ψ20µ(k)ψ10µ(k)〉 = 0
and 〈ψ21µ(k)ψ11µ(k)〉 = 0, which yields
B = −2(µ+ 1), C = 1
2
µ(µ+ 1), D =
1
2
(µ+ 1). (38)
Presented construction shows our algorithm of orthogo-
nalization. Namely, based on functions for µ = 2 (25),
we choose the functions for µ < 2 and given n as the
polynomials (in numerators) with unknown coefficients.
These coefficients are determined from the correspond-
ing orthogonality conditions similar to the above cases
of n = 1 and 2. Such procedure can be continued for
arbitrary n, which gives a prescription to construct the
arbitrary excited state.
Substitution of constructed wave functions to the ex-
pression for Evar(k0) (24) generates the expression
Evar(k0) = k
µ
0J1nmµ − k0J2nmµ, (39)
which has the same structure for all quantum numbers m
and n. That is to say that the integrals J1nmµ (coming
from the first term in right-hand side of (24)) and J2nmµ
(coming from the second term in right-hand side of (24))
are independent of k0. This, in turn, implies very simple
procedure of finding of the energy (39) extremum, which
yields
k0 extr(µ) =
( J2nmµ
µJ1nmµ
) 1
µ−1
, (40)
Eextr(µ) = k0 extr(µ)J2nmµ
(
1
µ
− 1
)
, (41)
where we suppress indices m and n in k0 min and Emin
for clarity. It is seen that point µ = 1 is peculiar for this
procedure. Really, at µ = 1 we have that Evar(k0) ∼ k0,
i.e. is a linear function having neither maximum nor
minimum.
To understand the character of the above extremum
for different µ we use the ordinary prescription of find-
ing the second derivative E′′var of the energy (39) in the
extremum point (40). For E′′var > 0 we have minimum,
while for E′′var < 0 we have maximum. The expression
for second derivative in the point (40) reads
E′′var(k0 extr) = µ(µ− 1)kµ−20 extrJ1nmµ (42)
It can be shown that the integrals J1,2 nmµ are positive
for all admissible n, m and µ. Hence k0 extr(µ) > 0 and
E′′var(k0 extr) > 0 at µ > 1 and E
′′
var(k0 extr) < 0 at µ <
1, which shows that minimal solution of our variational
problem exists at µ > 1 only. This is one of the main
theoretical results of the paper.
Our numerical solution of the integral equations (16)
will confirm this conclusion. In other words, contrary to
the other problems (like 1D potential well [20] and/or
harmonic oscillator [21]) of fractional quantum mechan-
ics, the problem of fractional 2D hydrogen atom has solu-
tions for µ > 1 only. This may be related to the non-1D
character of the problem (hence more quantum numbers
related to the number of degrees of freedom) under con-
sideration. More detailed studies of this question (along
with consideration of fractional 3D hydrogen atom) will
be published elsewhere.
IV. COMPARISON OF VARIATIONAL AND
NUMERICAL SOLUTIONS
The representation (16) can be used for the numeri-
cal solution of the Schro¨dinger equation for the problem
under consideration. Performing substitutions k/k0 = x,
k′/k0 = y in it, we arrive at the following form of the
Schro¨dinger equation, which is convenient for numerical
solution
κ0ψnmµ(x) = − 1
pi
1
xµ + 1
∫ ∞
0
Im(x, y)ψnmµ(y)ydy,
(43)
where κ0 = k
µ−1
0 so that the eigenenergy
E = −κ
µ
µ−1
0 . (44)
The functions Im(x, y) are defined by the expression (17).
The equation (43) is a linear spectral problem for the
Fredholm integral equation [22], which can be easily dis-
cretized with subsequent solution of the spectral problem
for the obtained matrix. The eigenenergy of our problem
E is related to the eigenvalues κ0 of the above matrix
by the expression (44). To obtain the satisfactory accu-
racy of the numerical solution of the eigenproblem (43),
we should typically diagonalize a 10000×10000 matrix,
which makes the task to be quite computer intensive.
Our next step is to obtain the variational energies for
the states ψnmµ as functions of Le´vy index µ by means of
(41) and compare them to numerical ones, obtained from
(43), (44). Note that the forms of variational wave func-
tions are dictated by the expressions (31) (ground state),
(32), (33) (first excited state) and (35) - (37) (second ex-
cited state) with respect to parameter k0 min(µ) (40) as
for µ > 1 the energy extremum corresponds to minimum.
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FIG. 1: Panel (a). Comparison of numerical (dashed line) and
variational [Eq (41) with respect to (45), solid lines] ground
state energies as functions of the Le´vy index µ. Panel (b).
Variational parameter k0 min [Eq (40) with respect to (45)]
as a function of µ. Insets to both panels show the ground state
energy (panel (a)) and k0 min (panel (b)) for 1.7 < µ < 2 to
detail their behavior near µ = 2 limit.
We have for the ground state (n,m = 0)
J1 00µ =
µΓ2
(
µ
2
)
2Γ(µ)
,
J2 00µ = 8µ
pi
∫ ∞
0
xdx
(x+ x1)(1 + x2)
µ+1
2
×
∫ ∞
0
x1dx1
(1 + x21)
µ+1
2
K
(
4xx1
(x+ x1)2
)
, (45)
where Γ(z) is gamma-function [13].
Now we consider the known case of ”ordinary” (i.e.
with normal Laplacian in the Schro¨dinger equation) 2D
hydrogen atom, corresponding to µ = 2. In this case
the solution of the problem is well studied (see [17] for
coordinate space and [15] for momentum space) and its
energy spectrum in our Rydberg units reads
E = − 1
(n+ 1/2)2
, n = 0, 1, 2, 3, ... (46)
At the same time, we have from (45) at µ = 2
J1 00µ=2 = 1, J2 00µ=2 = 16
pi
pi
4
= 4. (47)
The value J2 00µ=2 has been obtained numerically. Its
explicit form is listed in Appendix B. Substitution of (47)
to the expressions (40) and (41) gives
k0min(µ = 2) = 2, Emin(µ = 2) = −4, (48)
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FIG. 2: Comparison of numerical (dashed line) and varia-
tional (Eq. (31), solid line) ground state wave functions for
different Le´vy indices µ (figures near curves). Panel(a) - mo-
mentum space, panel (b) - coordinate one. Insets to both
panels detail the behavior of the function for µ = 1.4.
which reproduces the exact result (46) for n = 0 (ground
state).
The comparison of numerical and variational ground
state energies is reported in Fig. 1 (a). As usually for
variational method, the variational curve (solid line) lies
above the numerical one. This is because variational en-
ergy should be larger than its exact (in our case numeri-
cal) value [16]. It is seen that both numerical and varia-
tional ground state energies go to minus infinity as Le´vy
index µ approaches 1. The inset to Fig. 1 (a) shows the
behavior of the energy at µ sufficiently close to 2, the lat-
ter case corresponds to ordinary quantum 2D hydrogenic
problem. It is seen that at µ = 2 the numerical and vari-
ational solutions match which means that for ordinary
quantum 2D hydrogen problem the variational method
is exact, see also expression (48). At µ < 2 the ground
state energy diminishes, i.e. fractional hydrogen atom
has lower energy then ordinary one. Panel (b) of Fig. 1
the minimal radius of state (in momentum space) k0 min,
found from our variational procedure. Inset shows once
more the behavior at µ near 2. It is seen that the radius
of state grows as µ diminishes from 2 to 1. At µ → 1
k0 min →∞.
Substitution of the values k0 min from Fig. 1 (b) into
the expression (31) generates the ground state wave func-
tion for each 1 < µ ≤ 2. These functions are shown in
Fig. 2 along with their numerical counterparts. The
functions in coordinate space are obtained by numerical
inverse Fourier transformation (6b). Very good coinci-
dence between numerical and variational approaches is
clearly seen. It can be shown that the average relative
7State label, nm 00 10 20 11 21 22
µ = 1.1 -8069.7 -24.56 -0.0465 -2.7317 -0.0356 -0.0074
µ = 1.3 -139.8 -7.5767 -0.1332 -0.5590 -0.1138 -0.0503
µ = 1.5 -15.983 -1.4516 -0.1514 -0.4467 -0.1296 -0.0863
µ = 1.7 -7.0138 -0.6810 -0.1540 -0.4343 -0.1407 -0.1174
µ = 1.8 -5.3659, -0.5636 -0.1541 -0.4372 -0.1463 -0.1314
µ = 2.0 -3.9929 -0.4415 -0.1566 -0.4489 -0.1571 -0.1566
TABLE I: Six lowest eigenvalues for angular momenta m = 0, 1, 2 of the fractional quantum 2D hydrogen atom for different µ,
obtained numerically from matrix 10000×10000 diagonalization. Maximal relative error is estimated to be 2%. The energies
for m and −m are the same, i.e. E11 = E1,−1, E21 = E2,−1, E22 = E2,−2.
error between numerical and variational curves is almost
the same for all 1 < µ ≤ 2 and equals approximately to
2%. The curves for µ = 1.4 look like similar in the scales
(both in momentum and coordinate space) of the fig-
ure as they are ”anomalous” in the sense that they has
very small amplitude and long spatial extension (inset
to panel (a)) in k space, while their behavior is oppo-
site (large amplitude and short spatial extension, inset
to panel (b)) in r space. It is seen from Fig.2(a) that
in k space as µ→ 1 the wave function amplitude dimin-
ishes and it becomes progressively more extended. For
instance, alredy for µ = 1.4 (inset to Fig.2(a)) the wave
function amplitude is around 0.04 (while at µ = 2, cor-
responding to ”ordinary” case it ten times more) and its
extension is up to k ∼ 100 (while at µ = 2 it is up to
k ∼ 8). This means that at µ = 1 (limiting case of our
solution existence) the wave function has zero amplitude
and infinite spatial extension. This corresponds to Dirac
δ function in the coordinate space. The corresponding co-
ordinate dependences are reported in Fig.2(b) and show
opposite trend - at µ = 2 we have well-known exponen-
tial function exp(−2r) [17], while at µ = 1 it is above
Dirac δ function.
Now we pass to the first excited state. Here a remark-
able property of the ”fractionalization” (the deviation of
µ from 2 in our case) becomes visible. Namely, if at µ = 2
the 2D hydrogen atom energy is degenerate with respect
to orbital quantum number m (see Eq. (46)), this degen-
eracy is lifted at µ < 2. Our analysis shows that this is
the case for higher excited states also. The µ dependence
of first excited state energies E10 and E1,±1 (first lower
index corresponds to principal quantum number n, while
second to orbital number m) is reported in Fig.3. Once
more, good coincidence of numerical and variational en-
ergies is clearly seen in Fig.3(a). This is especially true
for E1,±1, where numerical and variational curves are
very close (less then 1%) to each other at 1.2 ≤ µ ≤ 2.
For E10, the coincidence (although generally not bad) is
better at µ close to 2 (see the inset to Fig.3(a)), where
numerical energy lies lower than variational one, as it
should be. However, at µ ∼ 1.3 the numerical curve in-
tersects variational and at µ ≤ 1.3 and starts to have
higher energy than variational one. This is related to the
fact that for excited states the errors of our numerical
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FIG. 3: Same as in Fig. 1 but for the first excited state. Inset
to panel (a) details the lifting of orbital degeneracy at µ < 2:
while the energy E10 diminishes monotonously, the energy
E1,±1 grows at 1.7 < µ < 2 and then decays much slower than
E10. Panel (b) shows the minimizing variational parameter as
function of µ. The difference between k10 and k1,±1 is clearly
seen at µ < 2, which reflects the orbotal degeneracy lifting.
scheme become larger so that we should use more (then
104) discretization steps, which takes very long times for
corresponding matrices diagonalization. Panel (b) of Fig.
3 shows that minimizing momenta k0 for the states 10
and 1,±1 are different for µ < 2, yielding the resulting
difference in the variational energies E10 and E1,±1. The
same behavior of minimizing momenta is true for higher
excited states.
Our numerical analysis of higher excited states shows
that although we should choose larger number of dis-
cretization steps, the orbital degeneracy disappears at
µ < 2. The main difference between higher excited states
and first one is that there is (much for high m and n)
more states, which cease to be degenerate at µ < 2. Re-
ally, if for n = 1, we have two states (32), (33) (see also
Fig. 3), for n = 2 we have three states (35), (36), (37),
8and for arbitrary n we have n+ 1 states with respect to
degeneracy (lifted in nonzero external magnetic field as
it is related to time inversion symmetry [16]) m ↔ −m.
The selective results for the ground and first two excited
states are summarized in the Table I. It is seen that the
states 20, 21 and 22 have indeed the different energies at
µ < 2. Also, if the ground state energy as well as those
for the states 10 and 11 go to minus infinity as µ→ 1, the
energies for the states with m = 2 do not. Rather, they
go to zero or at least to very small values. The point
is that in the vicinity of µ = 1 our numerical method
becomes unstable so that we should use more exquisite
approaches in this region. The numerical calculations of
the energies for higher n show that they behave like those
for n = 2, i.e. grow from µ = 2 up to µ = 1.05, finishing
at some small values. The energies for different m are dif-
ferent for µ < 2, i.e. the orbital degeneracy is lifted. This
permits us to assert that the orbital degeneracy is lifted
for 2D fractional quantum mechanical hydrogen atom.
V. CONCLUSIONS
Two-dimensional fractional quantum-mechanical hy-
drogenic problem is a theoretical construction, which
may have important physical realizations. For instance,
it can describe phenomenologically (by means of frac-
tional Laplacian introduction) the excitons in disordered
semiconductor heterostructures and/or interfaces. In this
paper, we have studied the spectral problem for 2D frac-
tional quantum-mechanical hydrogen atom. Although
2D problem is much more complicated then 1D one, it
turns out that in momentum space it admits approxi-
mate analytical solution by means of variational method.
Moreover, the comparison of variational and numerical
solutions to the problem permits us to establish two very
important facts. First is related to fractional character
of the problem. It tells us that the solution to the prob-
lem exists only at 1 < µ ≤ 2. This is at odds with 1D
fractional quantum mechanical problems of infinite po-
tential well [20] and oscillator [21], where the solution
exist for all admissible 0 < µ < 2. Second is the lifting of
orbital degeneracy in fractional (µ < 2) case. This fact
may have a profound influence on the described physical
objects like excitons in semiconductors. This interesting
question should be studied in more details.
The immediate generalization of the considered prob-
lem is 3D fractional quantum hydrogen atom, which can
be studied along the lines of present paper. Namely, we
can readily pass to momentum space by means of sym-
metric 3D Fourier transform to obtain
(kµ + kµ0 ) Ψ(k)−
1
pi2
∫
d3k′
Ψ(k′)
|k− k′|2 = 0, (49)
where k is now the 3D vector and parameter k0 is again
related to eigenenergy by Eq. (11). The solution of 3D
problem can be sought of in the form of a decomposition
by radial Rnlµ(k) and angular parts
ψnlmµ(k) = Rnlµ(k)Ylm(θ, ϕ), (50)
where one more quantum number l (orbital quantum
number [16]) appears. The spherical harmonics have
usual form Ylm(θ, ϕ) = P
|m|
l (cos θ)e
imϕ, where now θ is
real (contrary to Eq. (25) for µ = 2, where θ was related
to the modulus of k in the spirit of stereographic pro-
jection [15]) apex angle. Our preliminary analysis shows
that for µ 6= 2 this problem also cannot be solved by the
Fock stereographic projection [18] so that we should opt
for variational and of course numerical methods. How-
ever, it is not yet clear if we can obtain the representa-
tion like (16) in 3D case. Latter fact complicates a lot
the numerical and notably variational treatment of the
problem. This makes the problem of 3D fractional quan-
tum hydrogen atom to be much more arduous than 2D
one.
Note that 3D fractional quantum-mechanical hydro-
genic problem is also important for the description of
Rydberg excitons (described by the quantum mechanical
Kepler problem, see, e.g. [8, 9]) in bulk semiconductors
in the presence of disorder and other imperfections. Lat-
ter disorder, influencing the charge carrier (electron or
hole in semiconductors) diffusion length, may lead to the
excitonic spectrum, which cannot be described by the
Schro¨dinger equation with ordinary Laplacian. Rather,
fractional derivatives, which are usually responsible for
”long tails”, should be introduced in this case. For exam-
ple, semiconducting perovskites like CsPbBr3 are widely
used in photovoltaics and have extremely long diffusion
lengths [23]. The influence of disorder on their excitonic
properties plays important role in spintronic (especially
with Rashba spin-orbit coupling [24]), optoelectronic and
photovoltaic devises functionality. The explanation of
this influence is still controversial, see, e.g. [23, 25]. One
of the reasons is that the above perovskites have strong
spin-orbit coupling, which alters the excitonic spectra
[23, 25, 26]. This is closely related to the chaotic features
in the spectra of excitons due to Rashba spin-orbit in-
teraction [10, 11]. This suggests one more generalization
of 2D and 3D fractional quantum-mechanical hydrogenic
problems. Namely, the spin-orbit interaction term can
be added to corresponding fractional Schro¨dinger equa-
tion. In this case, the solution will be more sophisti-
cated as the wave function will be spinor now [11, 27],
although the problem can become doable in the mo-
mentum space, where variational or direct diagonaliza-
tion techniques [11] can be utilized. This problem turns
out to be extremely important for above perovskite sub-
stances [23, 25, 28], where chaos can disturb or even dis-
rupt optoelectronic, spintronic and/or photovoltaic de-
vices functionality. It had been shown [11] that the de-
scription by means of the ”oridinary” (i.e. that with con-
ventional Laplacian) Schro¨dinger equation do not show
strong quantum chaotic features like non-Poissonian en-
ergy level statistics [29, 30]. This may be related to the
fact that proper description of such features is possible
9only within 2D and 3D excitonic models, containing frac-
tional Laplacians.
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Appendix A: Calculation of the integral I0(k, k
′)
from the main text
We calculate the integral (18). The trigonometric iden-
tity cos t = 1 − 2 sin2 t2 and subsequent substitution
θ = t/2 reduces it to the form
I0(k, k
′) =
2√
A−B
∫ ϕ/2−pi
ϕ/2
dθ√
1 + 2BA−B sin
2 θ
=
=
2√
A−B
[
F
(
ϕ
2
− pi,− 2B
A−B
)
−
−F
(
ϕ
2
,− 2B
A−B
)]
, A = k2 + k′2, B = 2kk′, (A1)
where
F (ϕ,m) =
∫ ϕ
0
dθ√
1−m sin2 θ
(A2)
is incomplete elliptic integral of the first kind [13].
Making a substitution θ + pi = z in the first integral,
we obtain
I0(k, k
′) = − 2√
A−B
∫ ϕ/2
0
dz√
1 + 2BA−B sin
2 z
+
∫ pi
ϕ/2
dz√
1 + 2BA−B sin
2 z
 ≡ − 2√
A−B
∫ pi
0
dz√
1 + 2BA−B sin
2 z
≡
≡ − 4√
A−B
∫ pi/2
0
dz√
1 + 2BA−B sin
2 z
≡ − 4√
A−BK
(
− 2B
A−B
)
, (A3)
where K(m) = F (pi/2,m) is a complete elliptic integral of the first kind [13]. Although the negative argument is
perfectly legitimate, it’s a good idea to pass to the positive argument. This is accomplished as follows
K(−m) =
∫ pi/2
0
dx√
1 +m sin2 x
=
∫ pi/2
0
dx√
1 +m−m cos2 x =
1√
1 +m
∫ pi/2
0
dθ√
1− m1+m cos2 x
≡ 1√
1 +m
∫ pi/2
0
dθ√
1− m1+m sin2 θ
≡ 1√
1 +m
K
(
m
1 +m
)
, 0 <
m
1 +m
< 1. (A4)
To derive final expression (A4), we made a substitution
x = pi/2 − θ. Combining expressions (A3) and (A4), we
obtain with respect to definitions of A and B (A1)
I0(k, k
′) = − 4√
A+B
K
(
2B
A+B
)
≡
≡ − 4
k + k′
K
(
4kk′
(k + k′)2
)
, (A5)
which is the equation (18) from the main text.
Similar calculation for the complete elliptic integral of
the second kind [13]
E(m) =
∫ pi/2
0
√
1−m sin2 θdθ (A6)
yields
E(−m) = √1 +m E
(
m
1 +m
)
. (A7)
The expression (A7) has been used to derive the expres-
sions for I1(k, k
′) (19) and I2(k, k′) (20) of the main text.
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Appendix B: Some exact results for the integrals
J2 nmµ, obtained numerically
Below we list the values of some of the integrals
J2 nmµ=2 (although other µ values are also considered)
in our variational approach, which we believe to be exact,
although not tabulated in any known literature sources.
The integrals below have been calculated numerically.
But in their numerical evaluation we have purposely in-
creased the precision and compared the result to known
values, related to the number pi, with the same precision.
From J2 00µ=2 ∫ ∞
0
xdx
(x+ x1)(1 + x2)3/2
×
∫ ∞
0
x1dx1
(1 + x21)
3/2
K
(
4xx1
(x+ x1)2
)
=
pi
4
. (B1)
From J2 00µ=1
∫ ∞
0
xdx
1 + x2
×
∫ ∞
0
x1dx1
(x+ x1)(1 + x21)
K
(
4xx1
(x+ x1)2
)
=
pi3
8
. (B2)
Many other numerically exact integrals can be extracted
for higher n and m.
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