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Vacuum induced coherence in a strongly coupled cavity consisting of a three-level system is studied
theoretically. The effects of the strong coupling to electromagnetic field vacuum are examined by
solution of an open-system quantum master equation. The numerical results show that the system
exhibits population trapping, and the numerical results are interpreted with analytical expressions
derived from a new basis in the weak excitation regime. We further show that the generated effects
can be probed with weak external fields. Moreover, it is shown that the induced coherence can
be controlled by the applied field parameters like field detuning. Finally, we study the trapping
dynamics in the strong field excitation regime, and also demonstrate that a recently proposed
asymmetric pumping regime (limited to the weak coupling regime) can remove the radiative decay
of coherent Rabi oscillations, with both weak and strong excitation fields.
I. INTRODUCTION
It is now well established that quantum coherence is an
underlying principle for controlling the optical properties
of a medium. Quantum coherence induced by the inter-
action of coherent laser fields with a quantum system has
a key role in many implementations in optical physics. In
recent years, a new class of quantum coherence genera-
tion, focusing on coherence induced by the vacuum of
electromagnetic fields, has been the subject of extensive
studies both experimentally and theoretically. The study
of vacuum induced coherency (VIC) has been triggered
by Agarwal [1] and continues to be of much interest [2].
It has been demonstrated that, in the absence of any ap-
plied field, quantum interference occurs between the de-
cay channels and leads to a coherence based incoherent
process [3]. It is worth noting that spontaneous emission,
which is a source of decoherence in quantum processes, is
a major source of difficulty in many quantum optical phe-
nomena such as single photon emission. However, it has
been shown that spontaneous emission reduction [4, 5]
and cancellation [6–8] are possible by exploiting VIC. In-
deed, the manifestation of VIC leads to numerous studies
like modified resonance fluorescence [9, 10], fluorescence
quenching [11, 12], unexpected population inversion [13],
gain with or without inversion [14], phase dependent line
shape [15], ultracold photoassociative ro-vibrational exci-
tations [16], optical generation of electron spin coherence
in quantum dots [17], and long-lived quasistationary co-
herences [18].
The deep connection between quantum mechanics and
thermodynamics is also a current base for some inves-
tigations of novel heat engines. The consistency of dy-
namical equations with thermodynamic equilibrium has
been shown for the interaction between a heat bath and
∗ azarvafafard@gmail.com
a multilevel atom [19]. The quantum dynamics of a V-
type system driven by weak coupling to a thermal bath,
relevant to light harvesting processes, has also been stud-
ied [20]. Recently, VIC is predicted as a new way to in-
crease the power of a quantum heat engines (QHE) which
transform high-energy thermal radiation into low entropy
useful work. Scully et al. showed that it is possible to
break detailed balance and enhance quantum efficiency in
a QHE without using any external field and energy source
[22]. The power enhancement of heat engines in a degen-
erate V-type three level system has also been studied [21].
Another motivation in this area is to estimate the role of
VIC on biological QHE, where it is demonstrated that
the photosynthetic reaction center may be considered as
the biological QHE that converts hot thermal radiation
into electron flux. Interestingly, it has been shown that
VIC is the common origin of population oscillations in
photosynthetic complexes and enhancement of photo cur-
rent [23]. Recently, Hughes and Agarwal also showed
how semiconductor cavity systems can induce popula-
tion trapping and substantial anisotropic AVI between
orthogonal dipole states in single quantum dots [28].
To the best of our knowledge, all the above studies con-
sidered weak coupling to the vacuum field which allows
the standard Born approximation in the calculations. In
this study, on the contrary, we consider a strong cou-
pling to the vacuum and analyze the appearance of the
VIC effects. Then, we present a model that involves an
atom (or any three level quantum system such as a quan-
tum dot) inside a cavity. The population trapping is a
considerable achievement of coherency in the presented
model. Our paper is organized as follows. In Sec. II, the
atomic model is presented. In Sec. III, we analyze the re-
sults of the system in three parts. In the first part, III A,
the behavior of the system in the vacuum of electromag-
netic field is studied. We investigate the time evolution
of population that shows a trapping of population in up-
per states occurs. By defining a new set of states and
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FIG. 1. (left) A simple three level atom system trapped in a
leaky optical cavity with the decay constant κ. (right) Three-
level quantum dot system of a single charge-neutral exciton
in a semiconductor cavity (e.g., pillar microcavity).
deriving analytical expressions, the population trapping
is interpreted theoretically. In the second part, III B,
the generated effects are probed by applying two exter-
nal fields. These fields are sufficiently weak that we use
a weak excitation approximation (WEA). In the third
part, III C, we look at the breakdown of the WEA with
stronger excitation fields, and also study a double pump-
ing scenario (Ωα = −Ωβ), and confirm the absence of
any radiative decay of coherent Rabi oscillations—as re-
cently predicted in the weak cavity coupling regime [28].
We conclude and present closing discussions in Sec. IV.
II. THEORETICAL MODEL AND EQUATIONS
A. Energy level system and master equations
We consider a single three-level atom which, e.g., is
trapped in a leaky cavity with the decay constant, κ. An
example atomic level scheme is shown in Fig. 1 (left).
The cavity mode is linearly polarized through (σ+ +
σ−)/
√
2. For example, the dipole-allowed transitions
|g〉 ≡ [F = 4,MF = −4] and |α〉 ≡ [F = 5,MF = −3] (
|β〉 ≡ [F = 5,MF = −5]) are coupled by the σ+ (σ−) po-
larized component of the cavity mode. Here F is the to-
tal atomic angular momentum quantum number andMF
represents the magnetic quantum number of the corre-
sponding state. The spontaneous decay rates from levels
|α〉 and |β〉 to |g〉 are denoted by 2γ1 and 2γ2, respec-
tively. Such a system can be generated in the D2 line of
133Cs atom [29], or in semiconductor quantum dots [24–
28] (see Fig. 1 (right)).
The quantized cavity field at the atom can be expressed
as
Eˆ = a0ǫˆxae
−iωct +H.c., (1)
where H.c. refers to Hermitian conjugate, a0 =
i
√
2π~ωc/V (in Gaussian units, with V is the effective
mode volume), and ωc is the cavity mode frequency. The
dipole operator is
dˆ = |d| ǫˆ+e−iω0t |g〉 〈α|+ |d| ǫˆ−e−iω0t |g〉 〈β|+H.c., (2)
where ω0 denotes the atomic transition frequency. The
system Hamiltonian, in the dipole and rotating wave ap-
proximations, is given by (rotating frame at ωc):
HS = −~∆ |α〉 〈α| − ~∆ |β〉 〈β|
− ~g(|g〉 〈α|a† + |g〉 〈β|a†) + H.c.. (3)
where we have introduced the atom-cavity detuning
∆ = ω0 − ωc, and the dipole-cavity coupling rate g =√
πωc/V ~.
In the presence of a coherent driving field, we can drive
the atoms directly with some Rabi field Ω, and obtain the
following system Hamiltonian (now in a frame rotating
at the laser frequency ωL),
HS/~ = Ωα(σgα + σαg) + Ωβ(σgβ + σβg)
+ a†a(ωc − ωL) + σαα(ω0 − ωL) + σββ(ω0 − ωL)
− g(|g〉 〈α|a† + |g〉 〈β|a†) + H.c.. (4)
The quantum master equation for the density matrix
operator ρ of the system can then be written as
∂ρ
∂t
=
−i
~
[HS , ρ]− κ(a†aρ− 2aρa† + ρa†a)
− γ1(AαgρAgα − 2AgαρAαg + ρAαgAgα)
− γ2(AβgρAgβ − 2AgβρAβg + ρAβgAgβ), (5)
where Aij is an operator defined through Aij =
|i〉〈j|, (i, j = α, β, g).
B. Weak excitation approximation
In the limit of weak excitation (here, in the limit of
one quantum excitation) or vacuum dynamics only, the
four basic states for this system are defined as follows:
|ψ1〉 = |α〉|0〉, |ψ2〉 = |β〉|0〉,
|ψ3〉 = |g〉|1〉, |ψ4〉 = |g〉|0〉. (6)
The corresponding density matrix equations of motion
then take the following form:
ρ˙ψ1ψ1 = igρψ3ψ1 − igρψ1ψ3 − 2γ1ρψ1ψ1, (7a)
ρ˙ψ2ψ2 = igρψ3ψ2 − igρψ2ψ3 − 2γ2ρψ2ψ2, (7b)
ρ˙ψ3ψ3 = igρψ1ψ3 − igρψ3ψ1 + igρψ2ψ3 − igρψ3ψ2
− 2κρψ3ψ3, (7c)
ρ˙ψ4ψ4 = 2γ1ρψ1ψ1 + 2γ2ρψ2ψ2 + 2κρψ3ψ3, (7d)
ρ˙ψ1ψ2 = igρψ3ψ2 − igρψ1ψ3 − (γ1 + γ2)ρψ1ψ2, (7e)
ρ˙ψ1ψ3 = −i∆ρψ1ψ3 + ig(ρψ3ψ3 − ρψ1ψ1)
− igρψ1ψ2 − (γ1 + κ)ρψ1ψ3, (7f)
ρ˙ψ1ψ4 = igρψ3ψ4 − γ1ρψ1ψ4, (7g)
ρ˙ψ2ψ3 = −i∆ρψ2ψ3 + ig(ρψ3ψ3 − ρψ2ψ2)
− igρψ2ψ1 − γ2ρψ2ψ3 − κρψ2ψ3, (7h)
3ρ˙ψ2ψ4 = igρψ3ψ4 − γ2ρψ2ψ4, (7i)
ρ˙ψ3ψ4 = i∆ρψ3ψ4 + igρψ1ψ4 + igρψ2ψ4
− κρψ3ψ4, (7j)
III. RESULTS AND DISCUSSIONS
Here we present the main results. First, in III A, we
study the behavior of the system in the absence of exter-
nal fields. Second, in III B, we examine vacuum induced
properties by using a weak external field, in the limit of
weak excitation. Third, in III C, we explore the regime
of high field pumping and solve the master equation in a
basis of cavity photon states. We also study a regime of
asymmetric field (Rabi) pumping.
A. VACUUM INDUCED COHERENCE
We first investigate the dynamical behavior of the sys-
tem by solving equation set (7). It is assumed that the
atom is prepared initially in the state |ψ1〉, so ρψ1ψ1(t =
0) = 1. All other parameters are normalized with re-
spect to κ (half the cavity decay rate). Figure 2 shows
the population ρψ1ψ1, for nonzero (a, b) and zero (c, d)
values of spontaneous decay rates. This plot is depicted
for different values of the cavity-atom coupling constant:
g = 0.1k (a, c), 6k (b, d). The solid curve describes
the behavior of the three level system, while the dashed
shows the results of a two level system (i.e., without in-
terference effects). For γ = 0, the solid curve exhibits a
nonzero value for time, indicating population trapping in
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FIG. 2. Time evolution of ρψ1ψ1 in the presence (a,b) and
absence (c,d) of spontaneous decay rates for different values
of the coupling constant. The decay time is shown in units of
the cavity decay constant, κ. The solid (dashed) lines show
the 3-level (2-level) results.
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FIG. 3. Time evolution of ρψ2ψ2 (a) and ρψ1ψ2 (b). The
parameters are g = 6κ and ∆ = 0.
the upper state. To help elucidate the physical origin of
such trapping, we compare this situation with the case in
which only the state |α〉 is coupled to |g〉 (dashed curve in
Fig. 2). Comparing the two curves shows that the exis-
tence of the second channel for light decay is responsible
for population trapping.
To better understand the trapping phenomena through
the electromagnetic field vacuum, we can make a trans-
formation to a new basis defined by
|ϕ1〉 = |ψ1〉+ |ψ2〉√
2
, |ϕ2〉 = |ψ1〉 − |ψ2〉√
2
,
|ϕ3〉 = |ψ3〉 , |ϕ4〉 = |ψ4〉 , (8)
where in this new basis, the state |ϕ2〉 does not couple to
the cavity field, and is thus termed a “dark state”. Con-
sequently, with spontaneous emission, there is no pop-
ulation decays to the lower state. We will see that the
analytical results, derived by the new basis equation, are
fully confirmed by the numerical solutions. We start our
calculations with the density matrix equations in this new
basis:
ρ˙ϕ1ϕ1 = −i
√
2gρϕ1ϕ3 + i
√
2gρϕ3ϕ1 − 2γρϕ1ϕ1 , (9a)
ρ˙ϕ2ϕ2 = −2γρϕ2ϕ2 , (9b)
ρ˙ϕ3ϕ3 = i
√
2gρϕ1ϕ3 − i
√
2gρϕ3ϕ1 − 2κρϕ3ϕ3 , (9c)
ρ˙ϕ4ϕ4 = 2γ(ρϕ1ϕ1 + ρϕ2ϕ2) + 2κρϕ3ϕ3 , (9d)
ρ˙ϕ1ϕ2 = i
√
2gρϕ3ϕ2 − 2γρϕ1ϕ2 , (9e)
ρ˙ϕ1ϕ3 = i
√
2g(ρϕ3ϕ3 − ρϕ1ϕ1)− γρϕ1ϕ3 − κρϕ1ϕ3 ,(9f)
ρ˙ϕ1ϕ4 = i
√
2gρϕ3ϕ4 − γρϕ1ϕ4 , (9g)
ρ˙ϕ2ϕ3 = −i
√
2gρϕ2ϕ1 − γρϕ2ϕ3 − κρϕ2ϕ3 , (9h)
ρ˙ϕ2ϕ4 = −γρϕ2ϕ4 , (9i)
4ρ˙ϕ3ϕ4 = i
√
2gρϕ1ϕ4 − κρϕ3ϕ4 , (9j)
where we have set γ1 = γ2 = γ. Using the new basis, an
analytical expression for ρψ1ψ1 can be found,
ρψ1ψ1(t) =
−1
4B2
e−2tγ [−B2 − 4g2et(γ−κ)
+ 2MBet(γ−κ)/2 +Net(γ−κ)], (10)
where
B =
√
8g2 − (γ − κ)2,
M = −B cos(Bt/2) + (γ − κ) sin(Bt/2),
N = (−4g2 + (γ − κ)2) cos(Bt) +B(γ − κ) sin(Bt)).
An inspection of Eq. (10) reveals that the population
is trapped in upper states for the case of γ = 0. The VIC
is achieved here by quantum interference of two channels,
coupled with the cavity field, for no spontaneous decay
rates. We can simplify the Eq. (10) by assuming γ = 0,
yielding
ρψ1ψ1(t) = −−B
2 − 4g2e−tκ + 2Be−tκ/2(m) + e−tκ(n)
4B2
,
(11)
where m = M(γ = 0) and n = N(γ = 0). Equation (11)
shows that, in long time limit, ρψ1ψ1(t→∞) = 1/4.
Figure 3(a-b) displays the population of |ψ2〉 and
ρψ1ψ2, respectively. The main parameters are g = 6κ,
and ∆ = 0. The same behavior can be seen in these fig-
ures, namely ρψ2ψ2(t → ∞) = 1/4 and ρψ1ψ2(t → ∞) =
−1/4.
B. PROBING THE VACUUM INDUCED
COHERENCE BY EXTERNAL WEAK FIELDS
Now the population trapping and coherence created
can be studied by using two external weak fields (WEA).
The probe field with Rabi frequency G1(G2) is applied
to the transition |α〉− |g〉 (|β〉− |g〉). The density matrix
equations in the presence of external fields take the form:
ρ˙ψ1ψ1 = igρψ3ψ1 − igρψ1ψ3 + iG1ρψ4ψ1 − iG1ρψ1ψ4
− 2γ1ρψ1ψ1, (12a)
ρ˙ψ2ψ2 = igρψ3ψ2 − igρψ2ψ3 + iG2ρψ4ψ2 − iG2ρψ2ψ4
− 2γ2ρψ2ψ2, (12b)
ρ˙ψ3ψ3 = igρψ1ψ3 − igρψ3ψ1 + igρψ2ψ3 − igρψ3ψ2
− 2κρψ3ψ3, (12c)
ρ˙ψ4ψ4 = iG1(ρψ1ψ4 − ρψ4ψ1) + iG2(ρψ2ψ4 − ρψ4ψ2)
+ 2γ1ρψ1ψ1 + 2γ2ρψ2ψ2 + 2κρψ3ψ3, (12d)
ρ˙ψ1ψ2 = igρψ3ψ2 − igρψ1ψ3 + iG1ρψ4ψ2 − iG2ρψ1ψ4
− (γ1 + γ2)ρψ1ψ2, (12e)
ρ˙ψ1ψ3 = ig(ρψ3ψ3 − ρψ1ψ1)− igρψ1ψ2 + iG1ρψ4ψ3
− γ1ρψ1ψ3 − κρψ1ψ3, (12f)
ρ˙ψ1ψ4 = iδρψ1ψ4 + igρψ3ψ4 + iG1(ρψ4ψ4 − ρψ1ψ1)
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FIG. 4. Time evolution of ρψ1ψ1 (a,c) and ρψ3ψ3 (b,d). The
parameters are g = 2κ,G1 = 0.1κ, G2 = 0, and ∆ = δ = 0
Time evolution of ρψ1ψ2.
− γ1ρψ1ψ4, (12g)
ρ˙ψ2ψ3 = ig(ρψ3ψ3 − ρψ2ψ2)− igρψ2ψ1 + iG2ρψ4ψ3
− γ2ρψ2ψ3 − κρψ2ψ3, (12h)
ρ˙ψ2ψ4 = iδρψ2ψ4 − iG1ρψ2ψ1 + iG2(ρψ4ψ4 − ρψ2ψ2)
+ igρψ3ψ4 − γ2ρψ2ψ4, (12i)
ρ˙ψ3ψ4 = iδρψ3ψ4 − iG1ρψ3ψ1 − iG2ρψ3ψ2 + igρψ1ψ4
+ igρψ2ψ4 − κρψ3ψ4, (12j)
where δ denotes the probe field detuning with the atomic
resonance transition.
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FIG. 5. Time evolution of ρψ1ψ1 (a) and ρψ3ψ3 (b). The
parameters are g = 2κ,G1 = G2 = 0.1κ, and ∆ = δ = 0.
5Next, we present the numerical and analytical results
under various parametric conditions. We solve time de-
pendent equation set (12) numerically. First, we consider
G2 = 0. The time evolution of ρψ1ψ1 for γ1 = γ2 = κ
(a) and γ1 = γ2 = 0 (c) is shown in Fig. 4. As we
expect with zero spontaneous emission decay, the pop-
ulation is trapped in the upper states and this trapping
can be easily seen by tracing the probe field. We also find
that applying only one external field leads to a very slow
approach to steady state. This is because of the field in-
duced small decay. To investigate this investigation, we
calculate the cavity output field which is proportional to
〈a†a〉. By using the following states for this system, we
can obtain the mean cavity photon number:
〈a†a〉 =
∑
i,j
〈ψj |a†a|ψi〉ρψjψi ,
= 〈ψ3|a†a|ψ3〉ρψ3ψ3 ,
= 〈0|〈g|g〉|0〉ρψ3ψ3 ,
= ρψ3ψ3 , (13)
where we have used the relation a|ψi〉 = 〈ψi|a† = 0, (i =
1, 2, 4). The time evolution of ρψ3ψ3 is shown by Fig.
4(b). The output field is a good confirmation for popula-
tion trapping in upper states. Also, the time dependent
output can be seen for the case γ1 = γ2 = 0. In the
next step, we switch on both of the probe fields and in-
vestigate the results for different conditions. Figure 5(a)
shows the population of the upper states. The solid and
dashed curves display the result for γ1 = γ2 = κ and
γ1 = γ2 = 0 , respectively. The other parameters are
g = 2κ, G1 = G2 = 0.1κ, and ∆ = δ = 0. These condi-
tions are also considered for plot of ρψ3ψ3 in Fig. 5(b).
To derive the analytical expression in the presence of
external applied fields, we can again use the new basis
density matrix equations which can be rewritten as
ρ˙ϕ1ϕ1 = −i
√
2g(ρϕ1ϕ3 − iρϕ3ϕ1)− i
√
2G(ρϕ1ϕ4 − ρϕ4ϕ1)
− 2γρϕ1ϕ1 , (14a)
ρ˙ϕ2ϕ2 = −2γρϕ2ϕ2 , (14b)
ρ˙ϕ3ϕ3 = i
√
2gρϕ1ϕ3 − i
√
2gρϕ3ϕ1 − 2κρϕ3ϕ3 , (14c)
ρ˙ϕ4ϕ4 = i
√
2G(ρϕ1ϕ4 − iρϕ4ϕ1) + 2γ(ρϕ1ϕ1 + ρϕ2ϕ2)
+ 2κρϕ3ϕ3 , (14d)
ρ˙ϕ1ϕ2 = i
√
2gρϕ3ϕ2 + i
√
2Gρϕ4ϕ2 − 2γρϕ1ϕ2 , (14e)
ρ˙ϕ1ϕ3 = i
√
2g(ρϕ3ϕ3 − ρϕ1ϕ1) + i
√
2Gρϕ4ϕ3 − γρϕ1ϕ3
− κρϕ1ϕ3 , (14f)
ρ˙ϕ1ϕ4 = iδρϕ1ϕ4 + i
√
2G(ρϕ4ϕ4 − ρϕ1ϕ1) + i
√
2gρϕ3ϕ4
− γρϕ1ϕ4 , (14g)
ρ˙ϕ2ϕ3 = −i
√
2gρϕ2ϕ1 − γρϕ2ϕ3 − κρϕ2ϕ3 , (14h)
ρ˙ϕ2ϕ4 = iδρϕ2ϕ4 − i
√
2gρϕ1ϕ2 − γρϕ2ϕ4 , (14i)
ρ˙ϕ3ϕ4 = iδρϕ3ϕ4 + i
√
2gρϕ1ϕ4 − i
√
2Gρϕ3ϕ1 − κρϕ3ϕ4 .
(14j)
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FIG. 6. The ρψ1ψ1 (a) and ρψ3ψ3 (b) versus probe field de-
tuning. The parameters are g = 2κ,G1 = G2 = 0.1κ, and
∆ = 0.
As we are interested to study the steady-state result of
the system, in Fig. 6(a) we show the ρψ1ψ1 versus probe
field detuning in the steady-state condition. This behav-
ior can be confirmed by analytical results, and solving
equation set (14) in steady-state leads to
ρψ1ψ1 = ρψ2ψ2 = ρψ1ψ2 =
G2(δ2 + κ2)
A
, (15)
ρψ3ψ3 =
4G2g2
A
, (16)
where A = (4g4−4g2δ2+γ2δ2+4g2γκ+γ2κ2+δ4+δ2κ2).
The maximum values of ρψ1ψ1 appear in δ = ±2.73κ.
The vacuum induced trapping is clearly seen for these
values of the field detunings.
In Fig. 6(b), we plot ρψ3ψ3 versus probe field detuning.
This figure is another evidence of population trapping for
γ = 0. It is also obvious that a larger field output is
achieved for the case in which the atom is trapped.
C. High Field Regime
Having analyzed the vacuum and weak field regimes,
we now study the high field regime, which requires a full
numerical solution to the master equation (5), with the
required number of cavity photon states. We are thus in
the multi-phonon anharmonic cavity-QED regime.
We again consider the case of g = 2κ, and choose on-
resonance pumping with ∆ = 0 = δ, and γ = 0. Under
these conditions, we find that the WEA works well up
for pump strengths up to Ω ≈ 0.5κ. The WEA is defined
here as using a maximum of N = 2 cavity photon states
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FIG. 7. Time evolution of the populations nα, nβ, nc when
Ωα = κ, using the WEA (N = 2, i.e., two cavity states) (a)
and multi-photon regime with N = 3 cavity states (b). The
cavity-atom coupling rate is g = 2κ and γ = 0, so Ωα = g/2.
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FIG. 8. Cavity-emitted spectra corresponding to the excita-
tion regimes in Fig. 7.
in the numerical solution of (5).
In Figs. 7(a)-(b), we show the population dynamics of
the two excited state levels (nα = 〈Aαα〉,nβ = 〈Aαα〉)
and the cavity photon number (nc = 〈a†a〉), with and
without the WEA, where we clearly start to see differ-
ences in the predicted populations. In particular, we find
that the population damping has a longer decay with
multiphoton processes, and nβ > nα in the long time
limit. In addition, the long time mean cavity photon
numbers are overestimated by around 40% within the
WEA. For the multiphoton calculations, a basis of N = 3
cavity photon states was found to be sufficient to ensure
accurate numerical convergence. To help understand this
WEA breakdown, and the longer decay dynamics of the
multi-photon result, we compute the cavity-emitted spec-
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FIG. 9. Time evolution of the populations nα, nβ , nc when
Ωα = 0.1κ = −Ωβ (a) and Ωα = κ = −Ωβ (b). We solve the
full master equation with N = 3 states, and as in Fig. 7 use
g = 2κ and γ = 0.
trum:
Scav(ω) = lim
t→∞
Re[
∫ ∞
0
dτ(〈a†(t+ τ)a(t)〉
− 〈a†(t)〉 〈a(t)〉)ei(ωL−ω)τ ], (17)
where we employ the quantum regression theorem
to obtain the two-time correlation function. Figure
8 demonstrates that the WEA significantly overes-
timates the spectral width for the resonances, and
obtains the incorrect oscillator strength of some of
the dressed-state resonances. For the WEA displayed
here, which uses three atom states and N = 2 cavity
states, the dressed-state eigenenergies with Ωα = g/2
are Ei/g = 1.5388, 0.3633, 0, 0,−0.3633,−1.5388,
which are the quasienergies, separated from
the next photon manifold by ωL. In contrast,
for the N = 3 basis, then we have Ei/g =
2.1167, 1.4644, 0.3539, 0, 0, 0,−0.3539,−1.4644,−2.1167,
further demonstrating that the WEA fails in this high
excitation regime.
For our final study, we look at an antisymmetric dou-
ble pumping regime with Ωα = −Ωβ . This excitation
regime is motivated by recent work that, within the Born-
Markov approximation for the weak coupling regime,
demonstrated that such an excitation regime can possi-
bly eliminate the radiative damping of field-driven coher-
ent Rabi oscillations [28]. It is thus of interest to see if
such features also occur in the strong coupling regime
of cavity-QED. To investigate this situation, for both
weak and strong excitation, we again solve the full mas-
ter equation (5). Using the same system parameters as
in Fig. 7, we consider the two different pump strength of
Ωα = −Ωβ = 0.1κ and Ωα = −Ωβ = κ, which are shown,
7respectively, in Fig. 9(a) and Fig. 9(b). In agreement
with the results in [28], we find no damping of the co-
herent Rabi oscillations for either excitation regime and
thus perfect Rabi oscillation of the population trapped
states. In addition, the cavity photon coupling remains
dark, with no cavity population appearing.
IV. CONCLUSIONS
We have studied various VIC effects of an atom (or
three-level system such as a quantum dot) located inside
a cavity in the regime of cavity-QED. In our numerical
results, we found that the population is trapped in the
upper state. Using a new basis definition enables us to
find analytical results that are useful to interpret the ma-
jor physical mechanism of the population trapping. The
quantum interference between two channels, which are
coupled by cavity field, causes the trapping of the popu-
lation in the upper states. Two weak probe fields, using a
WEA, are applied to the system to demonstrate the VIC.
We found that the results in the presence of only one ex-
ternal field depend on the time. By studying the exter-
nal field intensity, the the population trapping is further
confirmed. Moreover, the detuning of applied probe field
was used as a controlling parameter. With suffiently sy-
rong fields, we also showed that multi-photon states can
cause longer decay of the coherent Rabi oscillations, in
a regime where the WEA fails. Finally, we also that an
antisymmetric pumping regime (Ωα = −Ωβ) can com-
pletely eliminate the decay of coherent Rabi oscillations
in the cavity-QED regime, for both weak and strong ex-
citation fields.
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