A key requirement to perform simulations of large quantum systems on near-term quantum hardware is the design of quantum algorithms with short circuit depth that finish within the available coherence time. A way to stay within the limits of coherence is to reduce the number of gates by implementing a gate set that matches the requirements of the specific algorithm of interest directly in hardware. Here, we show that exchange-type gates are a promising choice for simulating molecular eigenstates on near-term quantum devices since these gates preserve the number of excitations in the system. Complementing the theoretical work by Barkoutsos et al. [PRA 98, 022322 (2018)], we report on the experimental implementation of a variational algorithm on a superconducting qubit platform to compute the eigenstate energies of molecular hydrogen. We utilize a parametrically driven tunable coupler to realize exchange-type gates that are configurable in amplitude and phase on two fixed-frequency superconducting qubits. With gate fidelities around 95% we are able to compute the eigenstates within an accuracy of 50 mHartree on average, a limit set by the coherence time of the tunable coupler.
A key requirement to perform simulations of large quantum systems on near-term quantum hardware is the design of quantum algorithms with short circuit depth that finish within the available coherence time. A way to stay within the limits of coherence is to reduce the number of gates by implementing a gate set that matches the requirements of the specific algorithm of interest directly in hardware. Here, we show that exchange-type gates are a promising choice for simulating molecular eigenstates on near-term quantum devices since these gates preserve the number of excitations in the system. Complementing the theoretical work by Barkoutsos et al. [PRA 98, 022322 (2018) ], we report on the experimental implementation of a variational algorithm on a superconducting qubit platform to compute the eigenstate energies of molecular hydrogen. We utilize a parametrically driven tunable coupler to realize exchange-type gates that are configurable in amplitude and phase on two fixed-frequency superconducting qubits. With gate fidelities around 95% we are able to compute the eigenstates within an accuracy of 50 mHartree on average, a limit set by the coherence time of the tunable coupler.
The simulation of the electronic structure of molecular and condensed matter systems is a challenging computational task as the cost of resources increases exponentially with the number of electrons when accurate solutions are required. With the tremendous improvements in our ability to control complex quantum systems this bottleneck may be overcome by the use of quantum computing hardware [1] . In theory, various algorithms for quantum simulation have been designed to that end, including quantum phase estimation [2] or adiabatic algorithms [3] . With these algorithms the challenges for practical applications lie in the efficient mapping of the electronic Hamiltonian onto the quantum computer and in the required number of quantum gates that remains prohibitive on current and near-term quantum hardware [4] without quantum error correction schemes [5] . On the other hand, variational quantum eigensolver (VQE) methods [6, 7] can produce accurate results with a small number of gates [8] using for instance algorithms with low circuit depth [9] and do not require a direct mapping of the electronic Hamiltonian onto the hardware. Moreover, such algorithms are inherently robust against certain errors [8, 10, 11] and are therefore considered as ideal candidates for first practical implementations on non error-corrected, near-term quantum hardware.
Recently, the molecular ground state energy of hydrogen and helium have been computed via VQE in proof of concept experiments using NMR quantum simulators [12] [13] [14] , photonic architectures [6] or nitrogenvacancy centers in diamond [15] . Although very accurate energy estimates are obtained, quantum simulation of larger systems remains an intractable problem on these platforms because of the difficulties arising in scaling them up to more than a few qubits. For this reason trapped ions [16] [17] [18] [19] and superconducting qubits [20] [21] [22] have become promising candidates to carry out VQEbased quantum simulations in particular for quantum chemistry applications. For instance, the ground state energies of molecules like H 2 [23] [24] [25] , LiH and BeH 2 [24] , as well as the energy spectrum of the four eigenstates of H 2 [25] , have already been measured on general purpose superconducting qubit platforms. In these experiments, a heuristic approach based on gates already available in hardware, such as C-Phase, CNOT or bSWAP, is employed. However, computing larger molecules with more orbitals in the active computational space becomes impractical with this method. Without further constraints, the dimension of the Hilbert space accessed via the parameterized gate sequences in the VQE grows exponentially with the number of required qubits N . The probability to reach the wanted ground state decreases accordingly. It is, thus, important to use a set of entangling gates that matches the specifics of the problem [8] . For quantum chemistry calculation, each qubit typically represents the population of an electronic orbital [26, 27] . Since the number of electrons n e for a given molecular system or a chemical reaction is constant, the total number of qubit excitations is also constant. Exchangetype interactions, which preserve the number of excitations on the qubit processor are, therefore, better suited than other two-qubit gates to compute molecular eigenstates [8, 28] . In fact, using only excitation-preserving gates constrains the accessible state space to a subspace of the full 2 N -dimensional Hilbert space: only the N nedimensional manifold with n e electrons is explored in VQE. Such a reduced search space is beneficial for both the construction of a reduced molecular Hamiltonian [7] as well as for the expansion of the trial wavefunction [8] .
In this paper, we show an efficient and scalable approach to compute the energy spectrum of molecules using exchange-type two-qubit gates. We demonstrate in simulation that the circuit depth required to achieve arXiv:1809.05057v1 [quant-ph] 13 Sep 2018 chemical accuracy in a VQE algorithms can be significantly reduced by using exchange-type gates, which would allow the simulation of larger quantum systems on near-term quantum hardware. We implement such an exchange-type gate based VQE algorithm on a hardware platform consisting of two fixed-frequency superconducting qubits coupled via a tunable coupler [29, 30] and determine the ground state energy of molecular hydrogen. Finally, we derive the excited states of molecular hydrogen from the measured ground state using the equation-of-motion (EOM) approach [31] , which complements the quantum subspace expansion in [25, 32] . The EOM approach is a well known and accurate quantum chemistry method, although not widely used since computing the matrix elements of its characteristic pseudoeigenvalue system of equations is an exponentially hard computational problem [33] . On a quantum processor we can efficiently measure these matrix elements and classically derive the excited state energies.
Results
Efficient circuit design with exchange-type gates. Efficient VQE algorithms for the solution of electronic structure problems in quantum chemistry are formulated in a second quantization framework [7, 11] . In this context, the molecular Hamiltonian is represented as a sum of one and two-body terms and then mapped to the qubit space using a fermion-to-qubit transformation, like the Jordan-Wigner [26] or the parity mapping transformation [34] . Suitable trial states for VQE can be computed with a unitary coupled cluster (UCC) ansatz [35] . However, the complexity of the trial state generation increases rapidly with the size of the system, precluding the simulation of larger systems on near-term quantum hardware using the UCC ansatz [7, 8] . Alternatively, a heuristic generation of trial states by a sequence of unitary operations can also be efficiently implemented on near-term quantum hardware [8] . In the original formulation [24] , the heuristic trial wavefunction was generated in the full Fock-space, thus including states with all possible numbers of electrons. With each qubit being mapped to the population of an electronic orbital this corresponds to a Hilbert space spanned by the 2 N basis states {i 1 , i 2 , ..., i N } with i k = 0, 1. However, in quantum chemistry the solution of interest lies usually in the sector of the Hilbert space with a well defined number of electrons n e , i.e. a space spanned by all basis states with k i k = n e . It is therefore advantageous to generate trial states that are part of this restricted subspace by designing circuits that conserve the total number of excitations over the entire qubit register.
The simplest method to do this is to prepare the initial state by exciting n e qubits e.g. |1 1 , 1 In a VQE simulation, the size of the explored subspace is directly connected to the circuit depth required to reach a certain accuracy. Assuming error free gates and using the minimal basis set of atomic orbitals typically used in quantum chemistry [37] , we estimate the circuit depth required to achieve chemical accuracy in a VQE simulation of the molecules H 2 , LiH, BeH 2 and H 2 O (see Fig.1 and Supplementary material). Heuristic non excitation-conserving circuits, based e.g. on CNOT gates [24] , can in principle achieve chemical accuracy for these molecules. However, the required circuit depth becomes prohibitively large for molecules bigger than H 2 as the circuit runtime exceeds the best relaxation times T 1 ∼ 100 µs currently available in superconducting hardware. On the other hand, circuits based on excitationconserving exchange-type gates require a much shorter circuit depth and achieve chemical accuracy for all studied cases within the T 1 limit without further amendments (Fig.1) . Clearly, the wanted excitation-preserving twoqubit gate could be decomposed into the available universal gate set [38] , e.g. using CNOT gates. But this comes at the expense of a ninefold increase in circuit depth (Fig.1 ) that can be avoided by using application specific hardware and gates. We note that additional reduction schemes can be used to minimize the number of qubits as demonstrated in Ref. [24] for H 2 , LiH, BeH 2 and as discussed in the following for the proof-of-principle determination of the eigenspectrum of H 2 . Hardware implementation of exchange-type gate. An exchange-type gate primitive can naturally be realized in a tunable coupler architecture ( Fig. 2) [29, 30] . The device consists of two fixed-frequency transmon qubits Q1 and Q2 linked via a tunable coupler (TC), i.e. a frequency-tunable transmon. Spectroscopic measurements of the device yield qubit frequencies ω 1,2 , capacative coupling strengths g 1,2 and decay rates as summarized in Table I . An exchange-type coupling between the computational qubits Q1 and Q2 is achieved by parametric modulation of the TC frequency ω c (t) = ω 0 c |cos(πΦ(t)/Φ 0 )| [29, 30] . Threading a magnetic flux Φ(t) = Φ DC +δ cos(ω Φ t + ϕ Φ ) with ω Φ = ω 1 −ω 2 through the SQUID loop of the TC implements the effective Hamiltonian [30] 
with the set of Pauli operators {X, Y, Z} ≡ {σ x ,σ y ,σ z }.
It describes an exchange-type interaction between |10
370 −255 ± 6 n/a 6.3 ± 0.7 0.08 ± 0.01 0.02 ± 0.01 Table I and |01 at a rate Ω eff (Φ DC , δ) ( Fig. 2(c) ). The resulting two-qubit gate operation is described by the unitary operator
Here, θ = πτ /τ π is controlled by the length τ of the tunable coupler drive pulse and τ π = 170 ns is the length of an iSWAP gate, which completely transfers an excitation from one qubit to the other. The phase ϕ = ϕ Φ + ϕ off is controlled by the phase ϕ Φ of the tunable coupler drive with ϕ off being a global phase offset determined by the actual relative phases of the microwave drives.
To benchmark the efficiency of the exchange-type gate primitive, we perform quantum process tomography (QPT) ofÛ EX as function of ϕ for a fixed θ = π. The overlap of the measured process matrix χ meas (ϕ) with an ideal process matrix χ ideal yields the gate fidelity F = Tr(χ meas (ϕ)χ ideal ). If the measured process matrices are compared with the ideal process matrix of aÛ EX (π, ϕ) operation, the gate fidelity is constant over ϕ with an average of F = 94.2 ± 1.5% [ Fig. 3(a) ]. However, if the measured process matrices are compared with the ideal process matrix ofÛ EX (π, 0), equivalent to an iSWAP gate operation, the gate fidelity is phase dependant. A fit with the analytic expression
yields a maximum gate fidelity of F 0 = 93.2 ± 0.5% achieved for ϕ 0 = 3 ± 5 mrad ( Fig. 3(a) ). Similarly, a comparison with the ideal process matrix ofÛ EX (π, π/2) andÛ EX (π, π) yields a maximum gate fidelity at ϕ 0 = 1.574 ± 0.007 rad and ϕ 0 = 3.155 ± 0.006 rad, respectively. It should be noted that the gate fidelity estimation via QPT is subject to state preparation and measurement (SPAM) errors. Other techniques like randomized benchmarking are robust against such SPAM errors, but are mostly limited to gates from the Clifford group. For an iSWAP as a two-qubit gate primitive, we find an er-ror per gate of 2.5% via randomized benchmarking (see Supplementary material). Furthermore, we perform QPT ofÛ EX as function of θ, i.e. for different lengths τ of the drive pulse on the tunable coupler. Comparing the measured process matrices with the ideal process matrix ofÛ EX (θ, ϕ opt ) yields gate fidelities ranging from F = 96 ± 2.5% (for small θ) to F = 91 ± 1.5% (for large θ) (Fig. 3(b) ). Here, the phase ϕ opt is calibrated to maximize fidelity. The observed decrease of gate fidelity with increasing θ, i.e. longer pulse length τ , can be fitted to an exponential function with a decay time of 6.7 µs, close to the measured relaxation time T 1 = 6.3 µs of the TC (see Table I ). Computing molecular spectra with exchange-type gates. To demonstrate the usefulness of this gate, we now compute the ground state and the three excited states of molecular hydrogen. Using a parity mapping transformation [34] , we map the fermionic secondquantized Hamiltonian of molecular hydrogen to the twoqubit Hamiltonian
where α i denote pre-factors that are classically computed as a function of the bond length of the molecule in the STO-3G basis (see Supplementary material).
To compute the ground state at a given bond length, the VQE searches for a state |ψ( θ) that minimizes the energy of the molecule E( θ) = ψ( θ)|Ĥ H2 |ψ( θ) using a classical optimization routine [6] . First, an initial trial state |ψ( θ 0 ) is constructed and the energy E( θ 0 ) is calculated by measuring the expectation value ψ( θ 0 )|Ô iÔj |ψ( θ 0 ) of each term in Eq. 4 on the quantum hardware, whereÔ = {I, X, Y, Z}. Suitable trial states are of the form |ψ( θ) = a( θ) |01 + b( θ) |10 and can be realized in a single step with the exchange-type gate primitiveÛ EX (θ, ϕ) (and a single initial qubit flip X π ) in our tunable coupler architecture
All trial states |ψ(θ, ϕ) are therefore probed from the one-excitation manifold by scanning the parameters θ(τ ) and ϕ(ϕ Φ ). A simultaneous pertubation stochastic approximation (SPSA) algorithm is then used to determine a set of (θ opt , ϕ opt ) corresponding to a state |ψ(θ opt , ϕ opt ) that minimizes the energy E(θ opt , ϕ opt ) for the given bond length (see Methods). By changing the parameters α i in Eq. 4 and running the VQE again for the modified Hamiltonian, we compute the ground state energy of molecular hydrogen as a function of the bond length (Fig. 4) . Furthermore, we compute the excited states of molecular hydrogen following the equation of motion (EOM) approach (see Methods). Using a variational method, we obtain a pseudo-eigenvalue system of equations which describes the excitations of the system. The matrix elements of this pseudo-eigenvalue system correspond to expectation values of a modified Hamiltonian with the ground state. For each bond length, we measure these matrix elements using the ground state |ψ(θ opt , ϕ opt ) computed previously with VQE and solve the pseudoeigenvalue system classically. The solution of this eigenvalue problem then yields the excited state energies.
For each bond length, we perform five runs of the experiment and plot the minimum value for the ground state energy and the median value for all excited state energies (symbols in Fig 4(a) ). Comparing this experimental solution with the exact solution from a diagonalization of the HamiltonianĤ H2 yields the accuracy ∆E (symbols in Fig. 4(b) ). 
Discussion
For both ground and excited states, ∆E decreases with the bond length while staying above chemical accuracy (defined here by 6.5 mHa as in [8] ). In order to understand this behavior, we study the influence of decoherence effects on the accuracy. Using the decoherence rates from Table I and a Lindblad-type master equation (see  Methods) , we simulate ground and excited state energies which now deviate from the exact solution due to decoherence effects (dashed lines in Fig. 4(a) and (b) ). The numerical simulations are in good agreement with the experimental data indicating that decoherence has a strong influence on the measured accuracy in our experiment. In particular, the short coherence time T * 2,TC = 20 ns of the tunable coupler in the present hardware is identified as the main cause of inaccuracy. Our simulations indicate that tunable couplers with coherence times of T * 2,T C = 500 ns would enable us to reach chemical accuracy with the given architecture (see Supplementary material). We note that errors in the optimization and measurement of the ground state |ψ(θ opt , ϕ opt ) can induce additional errors in the excited state energies. A detailed analysis of the different errors affecting the excited state calculation is beyond the scope of this work and will be discussed elsewhere [39] . Also the question how the EOM compares with the QSE method [25, 32] with respect to errors will be subject to future studies.
In conclusion, we demonstrate a gate-efficient way to simulate molecular spectra on a tailor-made superconducting qubit processor using exchange-type two-qubit gates. With the choice of excitation-preserving exchangetype gates, tunable in both amplitude and phase, we preserve the number of excitations in the system and achieve the reduction of the VQE entangler to a single gate primitive. This enables the efficient computation of the molecular ground state, which can subsequently be used to efficiently calculate the molecule's excited states using an EOM approach. In the present case, the accuracy of the computation is still limited by the coherence time of the tunable coupling element. However, error mitigation schemes [40, 41] or minor improvements to the coherence of the coupler would allow us to reach chemical accuracy. Our findings show that adapting quantum algorithms and hardware to the problem at hand is a key requirement to perform quantum simulation on a larger scale. In particular, exchange-type gates are a promising choice to compute the energy spectra of larger molecules like water on near-term quantum hardware. 
Methods
Classical optimization routine for VQE. The classical optimization of the VQE parameters (θ, ϕ) is done by a simultaneous pertubation stochastic approximation (SPSA) algorithm [42] using the noisyopt python package.
For the initial VQE parameters we use θ = ϕ = 0 which corresponds to the initial state |10 . Next, the SPSA parameters α, a,γ and c need to be properly configured to ensure a fast convergence to the target state. Here, γ and c control the gradient approximation while α and a control the update of the parameters (θ, ϕ) along that gradient. To ensure a robust gradient approximation we choose γ = 0.101 and c = 0.1, such that c is larger than the measured stochastic energy fluctuations ∼ 0.02 Ha. In previous VQE experiments [24] , the parameter α = 0.602 was deemed optimal as it ensures a smooth convergence to the target. In the present experiment we choose a larger value α = 2 to achieve a faster convergence to the target state. We finally calibrate the value a as described in the supplementary information of [24] and find an optimal value of a = 20.
Convergence of the SPSA is achieved if the change in energy between consecutive iterations becomes smaller than the standard deviation in energy over the last 5 iterations. The optimized VQE parameters (θ opt , ϕ opt ) are obtained after 16 ± 4 iterations with the SPSA configuration parameters described above. Using the optimized VQE parameters (θ opt , ϕ opt ), a final measurement of all expectation values ψ(θ opt , ϕ opt )|Ô iÔj |ψ(θ opt , ϕ opt ) withÔ = {I, X, Y, Z} and thus of the energy E(θ opt , ϕ opt ) is performed.
Numerical simulation of molecular energies including decoherence. To determine the influence of decoherence on the VQE accuracy, the time evolution of the system is calculated using a Lindblad-type master equatioṅ
with the standard Lindblad operator
The decay rates for the i-th transmon are given by the dissipation rates reported in Table I . 7) withĤ tr representing the coupled system of two transmons and a tunable coupler, implemented as three level systems, is numerically solved using QuTiP [30, 43] . From this solution, the density matrix of the evolved state is calculated as a function of θ and φ. For each bond length, energy values are obtained as the global minimum (with respect to θ and φ) of the expectation value of the Hamiltonian H H2 defined in Eq. 4.
The corresponding ground state |ψ(θ opt , ϕ opt ) sim is subsequently used to compute the excited state energies (see next Method section).
Excited state calculation
The calculation of the excited state is based on the minimization of the energy differences [31] In practice, it is sufficient to evaluate the ground state wavefunction |ψ(θ opt , ϕ opt ) using for instance a VQE algorithm (see main text) and then evaluate the expectation values occurring in Eq. (8) . The variational problem δ∆E 0n = 0 in the variables V µ and W µ leads to a pseudoeigenvalue system of equations of rank 2n, the solutions of which are the excited state energies. 
ESTIMATION OF CIRCUIT DEPTH AND REQUIRED HARDWARE SIZE
In this section we elaborate on the estimation of the circuit depth required to achieve chemical accuracy in the calculation of molecular eigenstates. To construct the circuits that perform the calculation, different methods can be used. Here we employ the heuristic approach with the use of excitation-conserving gates as described in [1] and the non-excitationconserving hardware efficient approach introduced by [2] . The convergence to the minimum energy values is achieved by using a Variational Quantum Eigensolver (VQE).
Heuristic excitation conserving circuits
On an N -qubit system, the quantum circuit typically consists of D blocks of N − 1 excitation-preserving gates U EX , with each individual block having an effective circuit depth of L (Fig. 1) . Using QuTiP [3] , we estimate the minimum number of blocks D 0 required to achieve chemical accuracy for the ground state energy at the equilibrium point of each molecule, as described in Ref. [1] . We report the total circuit depth D 0 · L in Table I and Fig. 1 of the main text. We assume error free gates and nearest neighbour connectivity, which is currently implemented in most hardware platforms [2, 4, 5] . All molecules are described in STO3G basis [6] and a Jordan Wigner transformation is used for the mapping D-times with depth L to qubit space. Additionally, effective core potentials [1] are used for LiH, BeH 2 and H 2 O reducing the number of qubits by 2. We note that introducing gates errors and/or reducing the connectivity will result in a longer circuit depth.
Furthermore, we calculate the effective runtime of the generated quantum circuit (Table I), assuming gate times of 200 ns for CNOT gates [7] , 170 ns for exchange type gates (see section for RB) and 25 ns for single qubit gates. In order to compare with hardware architectures where exchange-type gates are not naturally available we also state the required circuit depth when decomposing an exchangetype gate into a sequence of two-qubit gate primities [8] in Table I . In the first step of the decomposition, a controlled change of basis (R z ) is performed followed by a general controlled rotation (in this case R x ) and then undoing the controlled of change basis.
and the U A ,U B and U C gates arê
To further decompose these gates in a CNOT primitive set of gates we need to follow the same procedure for every controlled rotation. The final circuit has the form
Using this gate transformation we can substitute the U EX with a series of single and two qubit rotations that result to the same circuit, but with an ninefold increase in the circuit depth. Nevertheless, for the studied molecules the circuit runtime is still within the T 1 limit (see Fig. 1 , main text) which would allow an implementation on the corresponding quantum hardware.
Heuristic non excitation-conserving circuits
To simulate molecules with non excitation-conserving circuits we implement the scheme an effective circuit depth of L (Fig. 2) . Using the open source library QISKIT AQUA Chemistry [9] , we estimate the minimum number of blocks D 0 required to reach chemical accuracy for the ground state energy at the equilibrium point of each molecule and report the total circuit depth D 0 · L and effective circuit runtime in Table II . The simulation assumes error free gates and all-to-all connectivity, making these requirements the best case scenario for the corresponding computations. Errors in the gates and smaller connectivity will result in larger circuit depth. The calculations for LiH molecule indicate that for acquiring the ground state properties within chemical accuracy the circuit runtime exceeds the available T 1 times (see Fig. 1 , main text). These results indicate that the non-excitation conserving heuristic approach, even for error free gate simulations, yield circuits that are too long, making the simulation intractable in near-term hardware. For BeH 2 and H 2 O molecules we did not find a solution within chemical accuracy for circuits with depth up to 26 blocks within a reasonable computation time. Further increase in the number of blocks would probably allow for convergence, but the obtained circuit depths will be prohibitive in the available hardware.
COHERENCE MEASUREMENTS AND FLUX NOISE CHARACTERIZATION
In this section, we report on the measured relaxation and coherence times T 1 , T 2 , T * 2 of the device used in these experiments Consequently, its coherence time is affected by magnetic flux noise with a power spectral density of the form S(ω) = A 2 /ω. According to Ref. [10] , the relationship between the TC dephasing time T φ and flux noise is given by
where ω c = ω Due to the absence of a dedicated readout resonator for the TC, the population in the TC can only be measured indirectly via one of the computational qubits. Furthermore, a direct excitation of the TC via the fluxline is not possible due to heavy filtering at the frequency ω c = ω ge . However, parametric driving of the TC at the frequency ω = ω ge − ω 01 allows a population x to be transfered from the state |1g to a superposition state cos(x/2)|1g + sin(x/2)|0e (orange transition in Fig. 3(a) ). Here, |0 (|1 ) denotes the ground (excited) state of the qubit, while |g (|e ) denotes the ground (excited) state of the TC. In particular for x = π a full population transfer SB π from |1g to |0e can be achieved. Similarly, setting
. With the available operations described above, the T 1 and T * 2 times of the TC can be measured using the pulse sequences in Fig. 3(b) and (c), respectively. Based on the measured coherence times (see Fig. 4 
Computational transmon qubits
In the tunable coupler architecture, the computational qubits are capacitively coupled to the tunable transmon and are thus also subject to flux noise. T 1 , T 2 and T * 2 times of both computational qubits Q1 and Q2 as a function of magnetic flux Φ are shown in Fig. 5 .
RANDOMIZED BENCHMARKING OF ISWAP GATES IN TC ARCHITECTURE
WhileÛ EX is in general not part of group of Clifford gates, the iSWAP gate defined bŷ U EX (θ = π, ϕ = 0) is a Clifford gate. Therefore it can be characterized via randomized benchmarking (RB). Furthermore, we estimate the iSWAP EPG using a Lindblad type master equation and the decoherence rates from Table 1 in the main text as described in ref. [11] (grey dashed line in Fig. 6 ). For longer iSWAP gates the experimental findings agree well with the simulation, indicating that the EPG is limited by the coherence time of the tunable coupler T * 2,TC = 20 ns. At short gate length, we observe an increase in the EPG due to leackage out of the computational subspace [11] . In this section, we show the influence of the T * 2 time of the tunable coupler on the accuracy of the VQE solution.
For a given bond length, we solve a Lindblad-type master equation as described in the Methods section of main text. From this solution, we obtain the density matrix of the evolved state |ψ(θ, ϕ) as a function of θ and ϕ and evaluate the corresponding expectation values ψ(θ, ϕ)|Ĥ H 2 |ψ(θ, ϕ) . A global minimum search in the space spaned by all (θ, ϕ) yields the ground state energy for the given bond length. From the latter, we obtain the VQE accuracy by subtracting the energy obtained from a diagonalization of the Hamiltonian as described in the main text.
In Fig. 7 , we compare the accuracy of the VQE for different T * 2 times of the tunable coupler. The simulations indicate that chemical accuracy can be achieved for T * 2 > 500 ns. 
with the fermionic creation (annihilation) operator a † α (a α ) for the molecular orbital α. For the H 2 molecule, the number of molecular orbitals is M = 4 and the one-and two-body interactions terms yield:
where we have defined the nuclei charges Z i , the nuclei-electron and electron-electron separations r 1i and r 12 , the α-th orbital wavefunction Ψ α (x 1 ), and we have assumed that the spin is conserved in the spin-orbital indices α, β and α, β, γ, δ.
We then map the fermionic HamiltonianĤ to the qubit HamiltonianĤ H 2 using a parity mapping transformation [12] H H 2 = α 0 II + α 1 ZI + α 2 IZ + α 3 ZZ + α 4 XX
Here, the pre-factors α i are a function of the one-and two-body interaction terms t αβ and u αβγδ , which can be computed by the software PyQuante [13] . The numerical values of the pre-factors α i are summarized in Table III for different bond length of the molecule.
