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Let f : X → Y be continuous where X is a topological space and Y a metric space. Given
a set E ⊂ Y , we ask whether f admits arbitrarily close continuous approximations whose
values omit E (see Deﬁnition 2). It is shown that if X is paracompact, dim X  k, then
each continuous mapping X → Rn , n > k, has an arbitrarily close approximation avoiding
the product of n given boundary subsets of R.
Also, we discuss a related topic consisting in ﬁnding conditions under which the
approximating mappings do not take values in certain balls. In this connection, we
investigate relations between the accuracy of approximations and the radii of omitted
balls.
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1. Deﬁnitions and preliminaries
Our research was motivated mainly by [1] and [6]. More speciﬁcally, we were interested in the fact that values of some
arbitrarily close approximations of a mapping f : X → Y may omit a given set in f (Y ), whereas it is impossible in some
other cases.
To start with, we give some deﬁnitions.
For mappings f , g : X → Y , where X is a set and Y a metric space, we let dist( f , g) = supx∈X dY ( f (x), g(x)) where dY is
a metric in Y .1 The words “mapping” and “function” are used as synonyms.
Deﬁnition 1. ([5]) Let X be a topological space and Y a metric space. We say y ∈ Y is an unstable value of a continuous
mapping ϕ : X → Y if for each ε > 0 there exists a continuous mapping ψ : X → Y such that dist(ϕ,ψ) < ε and y /∈ ψ(X).
In [5] some important facts were proved which we will cite for convenience of the reader, and also in order to compare
them with the results obtained in the present paper. In the whole context by dim X we denote the Lebesgue covering
dimension of X .
* Corresponding author.
E-mail addresses: stkowalcz@onet.eu (S. Kowalczyk), p35st9@poczta.onet.pl (S.P. Ponomarev).
1 Note that dist need not be a metric.0166-8641/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
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are unstable.
Theorem 2. ([5, Theorem VI.2]) If dim X  n then there exists a continuous mapping f : X → [0,1]n with at least one stable value.
Our goal is to study a more general notion whose deﬁnition is as follows:
Deﬁnition 2. We say that E ⊂ Y is an unstable set of a continuous mapping f : X → Y if for each ε > 0 there exists a
continuous mapping ψ : X → Y such that dist(ϕ,ψ) < ε and E ∩ ψ(X) = ∅.
Unstable sets recently appeared in some works, connected with the study of continuous mappings Φ : C(X,R) ×
C(X,R) → C(X,R) where X , e.g., is an interval or a compact topological space (see [1,6]).
It is shown in [1] that for each continuous f : [0,1] → R2 and each ε > 0 there exists a continuous function
h : [0,1] → R2 such that dist( f ,h) < 2ε and ‖h(t)‖ ε for each t ∈ [0,1] where ‖ · ‖ means the standard Euclidean norm
in R2.
The same result holds if we take (0,1) instead of [0,1] but in that case the proof is more diﬃcult [7].
In [6] it was shown that if X is a Hausdorff compact space and dim X  2 then there exists a continuous function
f : X → R2 such that if h : X → R2 is continuous and dist( f ,h) < 1, then (0,0) ∈ h(X).
In the mentioned works it was important to ﬁnd out whether a given continuous mapping could be approximated by
continuous mappings which do not take values in certain balls. For brevity, this may be termed as “bypassing balls” property.
Throughout the text, given a normed space X and x ∈ X , we let B(x, r) denote an open ball in X centered at x and of
radius r, while B(x, r) stands for a closed ball. By diam E we mean the diameter of E ⊂ X .
For a subset E of a topological space X , we let ∂E denote the boundary of E , and E denotes the closure of E .
2. Approximations bypassing balls
Deﬁnition 3. We say that a set F of continuous mappings Rm → Rn is dense in C(Rm,Rn) if for each f ∈ C(Rm,Rn) and
for each ε > 0 there exists g ∈ F such that dist( f , g) < ε.
We will make use of the following approximation lemma.
Lemma 1. Letm,n be natural numbers and f ∈ C(Rm,Rn). Then for each ε > 0 there exists g ∈ C∞(Rm,Rn) such that dist( f , g) < ε.
In other words, C∞(Rm,Rn) is dense in C(Rm,Rn).
This is a particular case, e.g., of Theorem 2.6 of [4].
Next we prove our ﬁrst proposition of “bypassing” type.
Theorem 3. Let f ∈ C(Rk,Rn) and k < n. Then for each y0 ∈ Rn, each ε > 0 and each λ ∈ (0,1)2 there exists an h ∈ C∞(Rk,Rn)
such that:
1. dist( f ,h) < ε(1+ 2λ).
2. ‖h(x) − y0‖ > ε for each x ∈ Rk.
In other words, one may approximate each f with accuracy up to ε(1+ 2λ) by a C∞-mapping h which misses a closed
ball around y0 of radius ε.
Proof of Theorem 3. Let y0 ∈ Rn and numbers ε > 0, 0 < λ < 1, be ﬁxed. Applying Lemma 1, we ﬁnd a mapping g ∈
C∞(Rk,Rn) such that
dist( f , g) < ελ. (1)
Since g is smooth and k < n, each point of Rk is critical for g , therefore by Sard’s theorem we easily deduce that g(Rk)
is a boundary set.
It then follows that there exists a w ∈ B(y0, ελ) such that the mapping g˜ := g − w does not take the value 0.
Consider the auxiliary mapping S : Rn \ {0} → Rn \ B(0, ε) deﬁned by
S(y) = y + εy‖y‖ .
Clearly, S is of class C∞ .
2 The most interesting case is, of course, when λ is close to 0.
1142 S. Kowalczyk, S.P. Ponomarev / Topology and its Applications 158 (2011) 1140–1148Put h = y0+ S ◦ g˜ . The mapping h is well deﬁned because g˜ vanishes at no point. Moreover, since S(Rn \{0})∩ B(0, ε) = ∅,
we have that B(y0, ε) ∩ h(Rk) = ∅. Indeed, for each x ∈ Rk we have ‖h(x) − y0‖ = ‖S(g˜(x))‖ = ‖g˜(x) + ε g˜(x)‖g˜(x)‖ ‖ = ‖g˜(x)‖ +
ε > ε. Thus h satisﬁes claim 2 of the theorem. Obviously, h ∈ C∞(Rk,Rn).
Finally, for all x ∈ Rk we have, in view of (1) and the choice of w ,∥∥ f (x) − h(x)∥∥ ∥∥ f (x) − g(x)∥∥+ ∥∥g(x) − (y0 + S(g˜(x)))∥∥
= ∥∥ f (x) − g(x)∥∥+ ∥∥g˜(x) + w − y0 + S(g˜(x))∥∥

∥∥ f (x) − g(x)∥∥+ ‖w − y0‖ + ∥∥S(g˜(x))− g˜(x)∥∥< ελ + ελ + ε = ε(1+ 2λ)
whence claim 1 of the theorem follows. 
Our next task will be the approximation of a continuous f by continuous u bypassing a given ball B(y0, ε) and agreeing
with f outside some other ball. But this time we restrict ourselves to considering only proper mappings.
Theorem 4. Let f ∈ C(Rk,Rn) be a proper mapping, k < n. Then for each y0 ∈ Rn, each ε > 0 and each λ ∈ (0,1) there exists
g ∈ C(Rk,Rn) such that:
1*. dist( f , g) < ε(1+ 2λ).
2*. ‖g(x) − y0‖ > ε for each x ∈ Rk.
3*. There exists a number R > ε such that g(x) = f (x) whenever ‖x‖ R.
Proof. To simplify formulas, let us suppose that y0 = 0. It will be clear from the proof that this assumption does not restrict
the generality.
First proceed as in the proof of Theorem 3, and let h be a C∞-mapping satisfying all claims of Theorem 3 for given ε,λ
and for y0 = 0. Next note that since f is proper, we have
lim‖x‖→∞
∥∥ f (x)∥∥= ∞.
Since dist( f ,h) < ∞, the map h is proper too which also yields
lim‖x‖→∞
∥∥h(x)∥∥= ∞.
Therefore there exists a number r > ε such that
∀x ∈ Rk: ‖x‖ r ⇒ (∥∥ f (x)∥∥ 3ε and ∥∥h(x)∥∥ 3ε). (2)
Now deﬁne u : Rk → Rn letting
g(x) =
⎧⎨
⎩
h(x) if ‖x‖ r,
h(x) + ( f (x) − h(x)) ‖x‖−rr if r  ‖x‖ 2r,
f (x) if ‖x‖ 2r.
It is easy to check that g is well deﬁned and continuous. Note that u coincides with f outside B(0,2r), and thus claim 3*
is satisﬁed.
Next let us estimate dist( f , g). It is enough to consider the case r  ‖x‖ 2r. For such x we have, applying claim 1 of
Theorem 3,
∥∥ f (x) − g(x)∥∥= ∥∥∥∥ f (x) − h(x) − ( f (x) − h(x))‖x‖ − rr
∥∥∥∥
= ∥∥ f (x) − h(x)∥∥ · ∣∣∣∣1− ‖x‖ − rr
∣∣∣∣= ∥∥ f (x) − h(x)∥∥ ·
∣∣∣∣2r − ‖x‖r
∣∣∣∣

∥∥ f (x) − h(x)∥∥< ε(1+ 2λ)
which implies claim 1*.
Finally, let us check that u bypasses the ball B(0, ε). In view of the deﬁnition of u and claim 1 of Theorem 3, it is clear
that we only need to verify claim 2* if r  ‖x‖ 2r. For such x we have, in view of (2) and claim 1 of Theorem 3,
∥∥u(x)∥∥ ∥∥h(x)∥∥− ∥∥ f (x) − h(x)∥∥ · ∣∣∣∣‖x‖ − rr
∣∣∣∣ 3ε − λε > ε,
thus proving claim 2*. 
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1. if ‖x− x0‖ 2ε then f (x) = x.
2. ‖ f (x) − x0‖ > ε for each x ∈ Rn \ {y0}.
3. ‖ f (x) − x‖ < 2ε for each x ∈ Rn \ {y0}.
Proof. Applying a translation, we may assume that x0 = 0. Let ϕ : (0,∞) → (1,∞) be an increasing C∞-function such that
ϕ(t) = t for t  2 and 1< ϕ(t) < 2 for t ∈ (0,2).
Deﬁne f : Rn \ {0} → Rn letting
f (x) = εxϕ(
‖x‖
ε )
‖x‖ .
Obviously, f is smooth (i.e. f is C∞). If ‖x‖ 2ε, then f (x) = εxϕ(
‖x‖
ε )‖x‖ = x, because for such x we have ϕ( ‖x‖ε ) = ‖x‖ε . Since
ϕ(t) > 1 for t ∈ (0,∞), we have
∥∥ f (x)∥∥= ε‖x‖ϕ( ‖x‖ε )‖x‖ > ε
for x ∈ Rn \ {0}. Finally, f (x) − x = x( εϕ(
‖x‖
ε )‖x‖ − 1). This implies∥∥ f (x) − x∥∥= ∣∣∣∣εϕ
(‖x‖
ε
)
− ‖x‖
∣∣∣∣<max
{
εϕ
(‖x‖
ε
)
,‖x‖
}
< 2ε
if ‖x‖ < 2ε. We have shown above that f (x) = x for ‖x‖  2ε. This yields ‖ f (x) − x‖ < 2ε for all x ∈ Rn , and we are
done. 
The next proposition resembles Theorem 4 although is not its generalization.
Theorem 6. Let f ∈ C(Rk,Rn) and k < n. Then for each ε > 0 each λ ∈ (0,1) and each discrete set E ⊂ Rn such that
inf x,y∈E
x=y
‖x− y‖ > ε(4+ λ) there exists an h ∈ C∞(Rk,Rn) such that:
1. dist( f ,h) < ε(2+ λ).
2. ‖ f (x) − y‖ > ε(1− λ) for each x ∈ Rk and each y ∈ E.
Proof. Applying Lemma 1, we ﬁnd a mapping g ∈ C∞(Rk,Rn) such that
dist( f , g) < ελ. (3)
Since g is smooth and k < n, each point of Rk is critical for g , therefore by Sard’s theorem it is immediate that g(Rk)
is a boundary set. Therefore for each y ∈ E we can pick y′ ∈ Rn such that ‖y − y′‖ < ελ3 and y′ /∈ g(Rk). Note that from
the assumptions it follows that the family {B(y′,2ε): y ∈ E} is locally discrete (in other words, each point x ∈ Rk has a
neighborhood which meets at most one element of that family). By Theorem 5, for each y′ there exists a smooth function
f y′ : Rn \ {y′} → Rn satisfying the following conditions:
a) if ‖x− y′‖ 2ε then f y′ (x) = x.
b) ‖ f y′ (x) − y′‖ > ε for all x ∈ Rn \ {y′}.
c) ‖ f y′ (x) − x‖ < 2ε for all x ∈ Rn \ {y′}.
Next deﬁne h : Rk → Rn letting
h(x) =
{
( f y′ ◦ g)(x) if g(x) ∈ B(y′,2ε), y ∈ E,
g(x) if g(x) /∈⋃y∈E B(y′,2ε).
From a) it follows that h is well deﬁned, and, obviously, h ∈ C∞(Rk,Rn). From condition c) we get ‖ f (x) − h(x)‖ < ε(2+ λ)
for each x ∈ Rk . Finally, from b) we obtain that ‖h(x)− y‖ ‖h(y)− y′‖ − ‖y′ − y‖ > ε − ελ3 > ε(1− λ) for each x ∈ Rk and
each y ∈ E . 
3. Case of paracompact spaces
Now we will generalize Theorem 3 for the case of continuous functions deﬁned on paracompact spaces.
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that A contains k + 1 sets with nonempty intersection. If no such integer exists we say that A is of order ∞.
Lemma 2. Let X = (X, τ ) be a normal space and F ⊂ X a closed set. Then for each open locally ﬁnite cover U = {Us: s ∈ S} of F 3
there exists an open cover {Vs: s ∈ S} of F having the property: V s ⊂ Us for each s ∈ S.
For F = X this is a Lefschetz proposition (S. Lefschetz, Algebraic Topology, 1942; see also [2, Theorem 1.5.18]). For a closed
F ⊂ X the proof is similar, so we omit the details.
Lemma 3. Let C be a closed subset of a normal space X = (X, τ ) and m  1 any ﬁxed natural number. Let U = {Us: s ∈ S} be an
open locally ﬁnite cover of C (cf. Lemma 2) of order m.
Then there exist a family F of closed subsets of X and a closed set F satisfying the conditions:
1. the family F is locally discrete and is a reﬁnement of the cover U;
2. F ∪⋃F ⊃ C ;
3. the set F has an open locally ﬁnite cover that reﬁnesU and such that the family composed of closures of the elements of that cover
is of order m − 1.
Proof. By Lemma 2, there exists an open cover {Vs: s ∈ S} of C such that Vs ⊂ V s ⊂ Us for s ∈ S .
Let
H = {Vs1 ∩ · · · ∩ Vsm+1 : si = s j for i = j and Vs1 ∩ · · · ∩ Vsm+1 = ∅}.
For H ∈ H , H = Vs1 ∩ · · · ∩ Vsm+1 we have
H = Vs1 ∩ · · · ∩ V sm+1 ⊂ Vs1 ∩ · · · ∩ V sm+1 ⊂ Us1 ∩ · · · ∩ Usm+1 .
Since X is normal, for each H ∈ H , H = Vs1 ∩ · · · ∩ Vsm+1 , we may ﬁnd open sets GH and WH such that
H ⊂ GH ⊂ GH ⊂ WH ⊂ W H ⊂ Us1 ∩ · · · ∩ Usm+1 .
Put F = {W H : H ∈ H}.
We will ﬁrst check that the elements of the family F are pairwise disjoint.
Let {s1, . . . , sm+1}, {t1, . . . , tm+1} ⊂ S , {s1, . . . , sm+1} = {t1, . . . , tm+1}, H1 = Vs1 ∩ · · · ∩ Vsm+1 and H2 = Vt1 ∩ · · · ∩ Vtm+1 .
Then the set {s1, . . . , sm+1, t1, . . . , tm+1} has at least m + 2 elements, hence
W H1 ∩ W H2 ⊂ Us1 ∩ · · · ∩ Usm+1 ∩ Ut1 ∩ · · · ∩ Utm+1 = ∅,
because U is a family of order m.
If we have a neighborhood of a point x ∈ X which meets a ﬁnite number of elements of U then that neighborhood also
intersects only a ﬁnite number of elements of F . It follows that the family F is locally ﬁnite, hence locally discrete. It is
clear that the family F is a reﬁnement of U.
Put F = C \⋃H∈H WH and V˜ s = Vs \⋃H∈H GH for s ∈ S .
By deﬁnition, F is closed and
F ∪
⋃
F =
(
C \
⋃
H∈H
WH
)
∪
⋃
H∈H
W H ⊃ C .
Moreover, F = C \⋃H∈H WH ⊂ C \⋃H∈H GH ⊂ ⋃s∈S V˜ s , whence {V˜ s: s ∈ S} is an open locally ﬁnite cover of F which
reﬁnes U.
Fix an arbitrary s1, . . . , sm+1 ∈ S , si = s j for i = j. If V s1 ∩ · · · ∩ V sm+1 = ∅ then obviously V˜ s1 ∩ · · · ∩ V˜ sm+1 = ∅.
Now let us suppose V s1 ∩ · · · ∩ V sm+1 = ∅.
Then H = Vs1 ∩ · · · ∩ Vsm+1 ∈ H . This implies V˜ s1 ∩ · · · ∩ V˜ sm+1 ⊂ V s1 ∩ · · · ∩ V sm+1 ⊂ GH . On the other hand,
V˜ s1 ∩ · · · ∩ V˜ sm+1 ⊂ Vs1 \ GH ∩ · · · ∩ Vsm+1 \ GH ⊂ (V s1 ∩ · · · ∩ V sm+1) \ GH .
Therefore V˜ s1 ∩ · · · ∩ V˜ sm+1 = ∅, and the proof is complete. 
Theorem 7. Let U = (Us)s∈S be an open locally ﬁnite cover of order k of a normal space X = (X, τ ).
Then there exist k + 1 families F1 , F2, . . . , Fk+1 of closed subsets of X satisfying the conditions:
3 This means that each point x ∈ X has a neighborhood which meets at most a ﬁnite number of elements of A.
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2. each family Fi , i  k + 1, is locally discrete;
3.
⋃k+1
i=1
⋃Fi = X.
Proof. The proof is obtained by applying Lemma 3 k-times. First apply Lemma 3 to C = X , its cover U and put m = k. We
then obtain the family F1 satisfying the conditions 1 and 2 of the statement.
Furthermore, there exists a closed set F1 such that F1 ∪⋃F1 = X and F1 has an open locally ﬁnite cover U1 of order
k − 1 which reﬁnes U.
Again applying Lemma 3 to F1, to the cover U1 and putting m = k − 1, we get the family F2 and a closed set F2.
Proceeding in this way, we obtain, in the kth step, the families F1, . . . , Fk satisfying the conditions 1 and 2 of the
statement. Simultaneously we obtain a closed set Fk such that Fk ∪⋃ik⋃Fi = X . Moreover, Fk has an open locally ﬁnite
cover Uk which is a reﬁnement of U and the closures of elements of the cover Uk form a family of order 0, hence the
closures are pairwise disjoint.
To complete the proof, it suﬃces to put Fk+1 = {W : W ∈ Uk}. 
Theorem 8. ([3, Theorem 3.2.2]) For each paracompact space X = (X, T ) the following are equivalent:
1. dim X  k.
2. Each open cover of X has a locally ﬁnite open reﬁnement of order  k.
Theorem 9. Let X = (X, τ ) be paracompact, dim X  k. Fix any natural n > k and let f : X → Rn be continuous. Let Ai , 1 i  n,
be any boundary subsets of R.
Then A1 × · · · × An is an unstable set of f .
Proof. We will show that for each ε > 0 there exists a continuous h : X → Rn satisfying dist( f ,h) < ε and such that
h(X) ∩ A1 × · · · × An = ∅ (see Deﬁnition 2).
So, let ε > 0 and Ai , 1  i  n be ﬁxed. Since f is continuous, for each x ∈ X there exists a neighborhood Gx of x
such that ‖ f (x1) − f (x2)‖ < ε√2(k+1) for all x1, x2 ∈ Gx . This implies that {Gx: x ∈ X} is an open cover of X . Since X is
paracompact and dim X  k, we deduce by virtue of Theorem 8, that there exists an open locally ﬁnite cover U of order k
which reﬁnes the cover {Gx: x ∈ X}.
For the space X being also normal, we infer by applying Theorem 7, that there exist k + 1 families F1, F2, . . . , Fk+1 of
closed subsets of X having the properties:
1. each family Fi, i  k + 1, is a reﬁnement of U, therefore is a reﬁnement of {Gx: x ∈ X};
2. each family Fi , i  k + 1, is locally discrete;
3.
⋃k+1
i=1
⋃Fi = X .
Let f = ( f1, f2, . . . , fn). Fix an i  k + 1  n and F ∈ Fi . There exists x ∈ X such that F ⊂ Gx . This yields | f i(x1) −
f i(x2)|  ‖ f (x1) − f (x2)‖ < ε√2(k+1) for x1, x2 ∈ F . Since the set R \ Ai is dense in R, we may pick ti,F ∈ R \ Ai such that
| f i(y) − ti,F | < ε√2(k+1) for all y ∈ F .
For each i  k + 1 deﬁne the function gi :⋃Fi → R letting gi(x) = f i(x) − ti,F for x ∈ F , F ∈ Fi . Since each family Fi is
locally discrete, we conclude that each gi is well deﬁned and continuous.
Furthermore, by virtue of the choice of the values ti,F we have |gi(x)| < ε√2(k+1) and f i(x)− gi(x) = ti,F /∈ Ai for all x ∈ F
where F runs over Fi , i  k + 1. Applying the Tietze Extension Theorem, we may state that for i = 1, . . . ,k + 1 there exist
continuous functions g˜i : X → R satisfying the conditions: g˜i|⋃Fi = gi and |g˜i(x)| < ε√2(k+1) for x ∈ X .
Finally, deﬁne h : X → Rn letting h = ( f1 − g˜1, f2 − g˜2, . . . , fk+1 − g˜k+1, fk+2, . . . , fn) (obviously, h = ( f1 − g˜1, f2 −
g˜2, . . . , fk+1 − g˜k+1), if n = k + 1).
It follows immediately from the deﬁnition that h is continuous and dist( f ,h)
√
(k+1)ε2
2(k+1) < ε.
Finally, for each x ∈ X there is i  k + 1 such that x ∈⋃Fi , hence hi(x) = f i(x) − g˜i(x) /∈ Ai .
Therefore h(x) /∈ A1 × · · · × An for each x ∈ X . 
The last theorem generalizes Theorem VI.1 [5], in the case of paracompact spaces.
Theorem 10. Let X = (X, τ ) be a topological space and f : X → Rn continuous. Let y0 ∈ Rn. If y0 /∈ f (X) then for each ε > 0 and
each convex neighborhood V of y0 with diam V < ε, there exists a continuous mapping h : X → Rn such that:
1. dist( f ,h) < ε.
2. h(x) = f (x) if f (x) /∈ V .
3. h(x) /∈ V for all x ∈ X.
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for y ∈ Rn \ V and g(y) ∈ ∂V for y ∈ V \ {y0}. Then ‖g(y) − y‖ < diam V for y ∈ Rn \ {y0}. Now deﬁne h : X → Rn letting
h = g ◦ f . It is clear that h satisﬁes all required properties. 
Theorem 11. Let X = (X, τ ) be a topological space and let f : X → Rn be continuous. If f (X) is a boundary subset of Rn then for
each ε > 0 there exists a continuous mapping h : X → Rn such that:
1. dist( f ,h) < ε;
2. the image h(X) is nowhere dense and of measure zero.
Proof. Fix a natural number m such that
√
n
m < ε. Let
Hi1,...,in =
[
i1
m
,
i1 + 1
m
]
× · · · ×
[
in
m
,
in + 1
m
]
⊂ Rn
for i1, . . . , in ∈ Z. It is obvious that diam Hi1,...,in =
√
n
m2
< ε for all i1, . . . , in ∈ Z.
Since f (X) is boundary, we may pick xi1,...,in ∈ Int Hi1,...,in \ f (X) for each i1, . . . , in ∈ Z. Obviously, Hi1,...,in is convex.
By Theorem 10, for each interval Hi1,...,in we may deﬁne a continuous function gi1,...,in : Hi1,...,in \ {xi1,...,in } → ∂Hi1,...,in ,
which is an identity on ∂Hi1,...,in . Deﬁne g : Rn ∩ f (X) → Rn letting g(y) = gi1,...,ik (y) for y ∈ Hi1,...,ik ∩ f (X). Observe that
R
n =
⋃
i1,...,in∈Z
Hi1,...,in .
It is easy to check that H is well deﬁned and continuous satisfying
∥∥g(y) − y∥∥< √n
m
for y ∈ Rn ∩ f (X)
and
g
(
R
n ∩ f (X))∩ ⋃
i1,...,in∈Z
Int Hi1,...,in = ∅.
It follows that h = g ◦ f : X → Rn has all required properties. 
Theorems 9 and 11 imply the most general result of the paper:
Corollary 1. Let X = (X, τ ) be a paracompact space, dim X = k  0. Let a natural number n > k and a continuous function f : X →
R
n be given. Then for each ε > 0 there exists a continuous function h : X → Rn such that:
1. dist( f ,h) < 2ε.
2. h(X) is a nowhere dense set of measure zero.
4. Some cases when approximations cannot bypass any ball
Next we are going to show that generally Theorem 1 is not valid for k  n. This will imply that Theorem 9 is not true
for k n either. We start with the case k = n.
Theorem 12. The identity mapping id= idRn : Rn → Rn cannot be approximated by suﬃciently close continuous mappings bypassing
balls.
To prove it, we will use the following result formulated as Problem 10 in Chapter 2 of [4].
Theorem 13. Let f : Rn → Rn be continuous and satisfy the condition
limsup
‖x‖→∞
‖ f (x) − x‖
‖x‖ < 1. (4)
Then f is surjective, i.e. f (Rn) = Rn.
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proof which seems to be the shortest one.4
First observe that (4) easily implies that f is a proper mapping, hence f is closed.
It is easy to check that each continuous f˜ : Rn → Rn with the property dist( f˜ , f ) < ∞ also satisﬁes (4), hence f˜ is
proper, therefore closed.
Proceed the proof by contradiction. Suppose f is not surjective. Since f is closed, it follows that Rn \ f (Rn) is a nonempty
open set.
This implies that there exists an ε0 > 0 such that for each positive ε < ε0 there exists by virtue of Lemma 1, a C∞-
mapping hε : Rk → Rn satisfying conditions
dist(hε, f ) < ε, (5)
R
n \ hε
(
R
n) is a nonempty open set. (6)
(Observe that f being proper, such is hε , whence hε is closed.) Recall that the degree deg F of a proper smooth mapping
F : X → Y where X, Y are smooth oriented n-dimensional manifolds and Y connected, is deﬁned by
deg F =
∫
X
F ∗ω (7)
where ω is any smooth compactly supported n-form on Y with
∫
Y ω = 1 and F ∗ω is a pull-back of ω. In our case we have
X = Y = Rn .
To proceed further, ﬁx any ε < ε0, put F = hε and take any n-form ω with compact support contained in Rn \ hε(Rn),∫
Rn
ω = 1. Then, clearly, h∗εω = 0 and therefore deghε = 0.
But next we will show that deghε = 1 which yields a contradiction. To this end, let us show that hε is properly homo-
topic to the identical mapping id = idRn .
Let Hε : Rn × [0,1] → Rn be deﬁned by Hε(x, t) = (1− t)hε(x) + tx.
We claim that Hε is a smooth proper mapping. Let C ⊂ Rn be compact. It suﬃces to show that the set H−1ε (C) ={(x, t): (1− t)hε(x) + tx ∈ C} is bounded. Assume not. Then there exist sequences (xn), (tn) such that (xn, tn) ∈ H−1ε (C) and
the following are satisﬁed:
a) ‖xn‖ → ∞;
b) tn → t0 ∈ [0,1];
c) limn→∞( hε(xn)‖xn‖ − xn‖xn‖ ) = y1, ‖y1‖ < 1 (cf. (4));
d) xn‖xn‖ → e, a unit vector.5
As C is bounded, we have
lim
n→∞
(
(1− tn)hε(xn)
‖xn‖ + tn
xn
‖xn‖
)
= 0.
It follows that
lim
n→∞
[
(1− tn)
(
hε(xn)
‖xn‖ −
xn
‖xn‖
)
+ xn‖xn‖
]
= (1− t0)y1 + e = 0,
which is impossible because, in view of c), we have (1− t0)‖y1‖ < 1.
Hence H−1ε (C) is bounded, whence the homotopy Hε is proper. We have that hε is properly homotopic to idRn whence
deghε = deg(idRn ) = 1 what contradicts the previous result deghε = 0. Thus the assumption (6) leads to a contradic-
tion. Therefore hε(Rn) = Rn for each ε < ε0. Since ε could be taken arbitrarily small, we conclude in view of (5) that
f (Rn) = Rn . 
Corollary 2. Let f , g : Rn → Rn be continuous and satisfy the conditions
lim‖x‖→∞
‖g(x) − x‖
‖x‖ = 0, (8)
limsup
‖x‖→∞
‖ f (x) − g(x)‖
‖x‖ < 1. (9)
Then f and g are surjective.
4 An alternative, “purely homotopic” proof could also have been furnished.
5 Obviously, we may also assume that the sequences { xn‖x ‖ } and { hε (xn)‖x ‖ } are convergent.n n
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limsup
‖x‖→∞
‖ f (x) − x‖
‖x‖  limsup‖x‖→∞
‖ f (x) − g(x)‖
‖x‖ + lim‖x‖→∞
‖g(x) − x‖
‖x‖ < 1.
Again, by Theorem 13, we conclude that f is surjective. 
Now we pass to the proof of Theorem 12. Fix any ε > 0 and a continuous function f : Rn → Rn satisfying
dist( f , idRn ) < ε. Then it is immediate that f satisﬁes the conditions of Theorem 13, whence we obtain f (Rn) = Rn . There-
fore f cannot bypass balls. This completes the proof of Theorem 12.
Next consider the analogue of Theorem 12 for k > n.
Theorem 14. The canonical projection p : Rn+k → Rn, k 1, cannot be approximated by continuous mappings bypassing balls.
Proof. Denote by (x, ξ) elements of Rn × Rk = Rn+k . Fix an ε > 0 and take any continuous mapping f : Rn+k → Rn such
that
dist( f , p) = sup
(x,ξ)∈Rn+k
∥∥ f (x, ξ) − p(x, ξ)∥∥< ε. (10)
Consider the mapping g := f × id
Rk : Rn × Rk → Rn × Rk deﬁned by
g(x, ξ) = ( f × id
Rk )(x, ξ) =
(
f (x, ξ), ξ
)
.
It follows by (10) that for each (x, ξ) ∈ Rn+k∥∥g(x, ξ) − (x, ξ)∥∥= ∥∥ f (x, ξ) − p(x, ξ)∥∥< ε
whence
limsup
‖(x,ξ)‖→∞
‖g(x, ξ) − (x, ξ)‖
‖(x, ξ)‖ = 0.
Thus g : Rn+k → Rn+k satisﬁes the conditions of Theorem 13 for Rn+k and therefore g(Rn+k) = Rn+k which implies
f (Rn+k) = Rn . This shows that p cannot be approximated by mappings f bypassing balls. 
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