In this paper we study a circular differential equation under a discontinuous periodic input, developing a quadratic differential equations system on S 1 and a linear differential equations system in the Minkowski space M 3 . The symmetry groups of these two systems are, respectively, PSO o (2, 1) and SO o (2, 1). The Poincaré circle map is constructed exactly, and a critical value α c of the parameter is identified. Depending on α of the input amplitude the equation may exhibit periodic, subharmonic or quasiperiodic motions. When α varies from α > α c to α < α c , there undergoes an inverse tangent bifurcation; consequently, the resultant Poincaré circle map offers one route to the quasiperiodicity via a type I intermittency. In the parameter range of α < α c the orbit generated by the Poincaré circle map is either m-periodic or quasiperiodic when n/m is a rational or an irrational number.
Introduction
The intermittency as that coined by Pomeau and Manneville [15] means the occurrence of a signal which alternates randomly between long regular phases and relatively short irregular bursts. It has also been observed that the intermittency offers a continuous route from regular to chaotic motion [17] . Recently, Wang and He [19] have developed a signal detection and estimation method based on the intermittency transition between order and chaos.
In this paper, we begin with the following circular differential equation:
where q := q 2 1 +q 2 2 , ω:= arctanq 1 q 2 (2) represent, respectively, the Euclidean norm and phase ofq, which has two independent componentsq 1 andq 2 as nonzero inputs on the system. In Eq. (1), ω is an argument ofq, where a dot stands for the time differentiation, and θ is a polar coordinate on S 1 . Equation (1) may be encountered in the study of plasticity [8, 9] , double slip model of polycrystal plasticity [2, 16] , orientation dependent microfluid [3, 5, 18] , and planar contact friction [13, 14] . Equation (1) withq 1 = −βw sin wt,q 2 = βw cos wt and constant β and w:
has been studied by Liu [6] . Depending on β the above equation may exhibit limit cycles, subharmonic or quasiperiodic motions. When β varies from β > 1 to β < 1, there undergoes an inverse tangent bifurcation and the resultant map offers one possible route to quasiperiodicity via type I intermittency. Liu [6] also gave a theoretical proof that the length of the laminar phase obeys the law of inverse square root, and that the map in the limiting of intermittency is a universal map which coincides with the result obtained by the renormalization group approach of Feigenbaum. 
In Ref. [1] the above equation has been discretized by the Euler scheme with a step size h to a standard circle map:
where ω = ah and ε = 2πbh. The structure of the so-called Arnold tongues of the rational rotation is discussed in detail by Hale and Kocak in Ref. [1] . Equation (1) with a discontinuous right-hand side however is not yet studied in the literature. In this paper, we extend the previous studies [6, 8] by allowingq to be a discontinuous function of time and extend the results in [11] to a larger extent by considering the long term behavior and its bifurcation. This paper is organized as follows. We transform Eq. (1) to a quadratic nonlinear differential equations system on S 1 and exactly linearize them in the three-dimensional Minkowski space M 3 in Section 2. In Section 3 we characterize that the internal symmetry of the considered system is a Lorentz group SO o (2, 1) , and the circle map basing on the group is developed. In Section 4 we start to consider a discontinuous periodic input exerted on the system, of which the closed-form solution is derived. Moreover, the long term behavior is studied in Section 5 via the technique of Poincaré circle map. We prove that the control parameter α of input amplitude plays a key role to shape the main characters of the system behavior in Section 6. When α varies from α > α c to α < α c the transition from a periodic motion to a quasiperiodic motion is characterized by an inverse tangent bifurcation in which two fixed points (a stable and an unstable) merge together, and after that a type I intermittency appears. Then, one way of intermittency to quasiperiodicity is identified in Section 7. Finally, we draw some conclusions in Section 8.
Exact linearization
Upon considering (x, y) := (cos θ, sin θ) (6) as a point on S 1 , from Eq. (1) one haṡ
which, with the aid of Eq. (2), can be recast tȯ
We thus have two coupled quadratic differential equations on S 1 under the external inputsq 1 andq 2 . By considering the integrating factor
Eqs. (9) and (10) become
Furthermore, from Eqs. (11), (6) and (2) it follows thaṫ
Upon introducing
and putting Eqs. (12)- (14) together we obtaiṅ
where
Due to x 2 + y 2 = 1 the three variables X 1 , X 2 and X 0 fulfill the cone condition:
X is a point in the three-dimensional Minkowski space M 3 , that is,
Throughout this paper the superscript T denotes the transpose. Up to here, the circular differential equation (1) has been transformed into a more tractable linear equation (16) .
Lorentz group SO o (2, 1)
From Eq. (17) it is easy to check that the matrix A satisfies
is a metric tensor of M 3 . So A is an element of the real Lie algebra so (2, 
If the initial point X(0) is already located on the cone then the subsequent point X(t) will remain on the cone by the following transformation:
By Eqs. (22) and (15) we have
Through some manipulations we thus obtain
Corresponding to the symmetry group G of Eq. (16), the symmetry group of Eqs. (9) and (10) as presented by the above two equations is a projection of G denoted by PSO o (2, 1) . Taking the sum of the squares of above x(t) and y(t) and using the formula in Eq. (21) we can obtain
It is straightforward to show that x 2 (t) + y 2 (t) = 1 when x 2 (0) + y 2 (0) = 1. In this sense Eqs. (24) and (25) are circle mapping, which map the point in the unit circle to another point in the unit circle, leaving the unit circle invariant. The transformation from the group SL(2, R) onto the group SO o (2, 1) is a spinor map. Liu and Hong [12] have developed an effective algebraic procedure to construct the spinor map from (3, 1) and also SL(2, H) onto SO o (5, 1) , where H is a quaternion field. The last result as advocated by Liu [10] is very useful in the computational plasticity of large deformation models.
A discontinuous periodic input
The results as shown in the previous two sections are applicable in general for any input on the system. However, in order to investigate the periodic behavior of the system under a discontinuous input more succinctly, we specialize the input into a certain form.
When Eqs. (9) and (10) are subjected to a constant two-dimensional vectorq = (q 1 ,q 2 ), the solutions of x and y by solving Eq. (16) are found to be [11] 
which supply a nonlinear circle mapping from the initial values of (x(t i ), y(t i )) specifying at an initial time t = t i to the current values of (x(t), y(t)) for all t t i . The above C 1 and C 2 are integration constants given by
Hereafter, we consider a periodic square path with period T . In each side of the square path the length is α as shown in Fig. 1 , andq 1 andq 2 are given by 
(32)
In the below, it will be seen that the input amplitude α > 0 plays a key role to determine the behavior of Eq. (1) under the inputs of Eqs. (31) and (32).
Poincaré circle map
For the periodic path composed of the four straight lines as shown in Fig. 1 the speed term q along each line has the same value 4α/T as can be seen from Eqs. (31) and (32). Supposing that the system is subjected to the square path periodically, and that the starting point of (x, y) is located on the unit circle, what we attempt to know is the periodic behavior, which will be studied below by the technique of Poincaré map.
The one-period Poincaré map can be constructed as follows. While the starting (x, y) is assigned as (x (1) , y (1) ), (x, y) at the end of the first branch of the input path is denoted by (x (2) , y (2) ), subsequently by (x (3) , y (3) ) and (x (4) , y (4) ), and then at the end of one period input by (x (5) , y (5) ).
In what follows we attempt to construct a periodic mapping between (x (1) , y (1) ) and (x (5) , y (5) ). For each branch of the periodic path the elapsed times t 2 − t 1 , t 3 − t 2 , t 4 − t 3 and t 5 − t 4 are all equal to T /4. Thus we set
From Eqs. (27) and (28) we can derive the map from (x (1) , y (1) ) to (x (2) , y (2) ) as follows:
From Eqs. (29) and (30) with x(t i ) replaced by x (1) and y(t i ) by y (1) and by using Eqs. (31) and (32), the above C 1 and C 2 terms can be derived as follows:
By Eqs. (31), (32), (36) and (37), Eqs. (34) and (35) can be combined to a neater form:
Similarly, the other maps can be derived as follows:
x (4) y (4) = a 0 0 1
x (5) y (5) (4) y (4) 
x (4) 
While the substitution of Eq. (42) into (43) gives the map from (x (3) , y (3) ) to (x (5) , y (5) ),
the substitution of Eq. (38) into (41) gives the map from (x (1) , y (1) ) to (x (3) , y (3) ),
x (1) 
Finally, the substitution of Eq. (45) into (44) gives the map from (x (1) , y (1) ) to (x (5) , y (5) ),
x (1) y (1) 
The above map is a one-period Poincaré circle map. However, we use
n = 1, 2, 3, . . . , to denote the recursive Poincaré circle map, where
In terms of the homogeneous coordinates (X 0 x, X 0 y, X 0 ) introduced in Eq. (15), Eq. (47) can also be written as
which is an affine map. On the other hand, when dividing the second row by the first row in Eq. (47) and utilizing Eq. (6) we obtain the Poincaré circle map of another form:
The bifurcation analysis basing on this equation will be conducted in Section 7. By the relation a 2 − b 2 = 1 obtained from Eqs. (39) and (40) , the G defined in Eq. (48) can be proved to satisfy the identity in Eq. (21). For this reason G is a one-parameter subgroup of the homogeneous Lorentz group SO o (2, 1) , where G is dependent on α through Eqs. (48), (39) and (40). See, e.g., Liu [7] for a further discussion of the Lorentz group.
By inspecting the G in Eq. (48) the following equalities hold:
For the later use we also prove an important identity for G:
where tr G denotes the trace of G.
In terms of the components of G the above equation is equivalent to 
Periodic orbit and bifurcation
The fixed point of the map (47) can be obtained by solving
Under the following transformation:
or
due to G 32 < 0, Eq. (56) changes to
Substituting the first equation for xη into the second one and cancelling the terms G 31 G 11 x and G 31 G 22 x on both the left and right sides due to G 11 = G 22 , we obtain
From Eq. (59) it follows that
substituting which into Eq. (61) and then through some tedious calculations, we can get
where det G = 1 by Eq. (21). For the cubic equation (66) there exists at least one real root given by
We prove it with the aid of Eq. (52), from which the above second equality follows. Inserting η = 1 into Eq. (66) and noting det G = 1, it follows that Eq. (66) with η = 1 is identical to Eq. (52); hence, we prove that η given by Eq. (67) is a real root of Eq. (66).
Since η = 1 is a real root of Eq. (66) we can decompose it into
According to the value of the discriminant
the number of the real roots of Eq. (66) are three for δ > 0, two for δ = 0 and one for δ < 0. For the cases of δ > 0 the three real roots are given by
For the case δ = 0 the two real roots are given by
It will be shown later that η 1 = η 2 = η 3 = 1 because of tr G = 3 for δ = 0. For the cases of δ < 0 the only one real root is given by
The solution of δ = 0 with δ given by Eq. (69) can be obtained analytically by solving
From Eqs. (75) and (48) and b 2 = a 2 − 1 we obtain
Because of a > 1 due to Eq. (39), the only solution of the above equation is a = 3, and at the same time tr G = 3. The value of a = 3 can be expressed in terms of ρ by Eq. (39), which is a critical value denoted by ρ c = 3 + 2 √ 2 or α c = ln ρ c = ln(3 + 2 √ 2 ) ≈ 1.762747 by Eq. (33). Substituting η into Eq. (65) we obtain x, and then substituting η and x into Eq. (58) we obtain y. In Fig. 2(a) we plot the point (x, y) for α in the range of 2 α 1.6.
We have numerically identified that when δ > 0 (α > α c ) the (x, y) points generating from η 1 and η 2 locate on the unit circle and therefore are fixed points on the unit circle, and that the (x, y) points generating from η 3 are not the fixed points, because they are outside the unit circle. When α decreases to the critical value α c , i.e. δ = 0, the three curves merge at one point (x f , y f ) = ( √ 2/2, √ 2/2) as shown in Fig. 2(a) . The above values of (x f , y f ) are calculated from Eqs. (65) and (58) with η = 1 and a = 3 and b = 2 √ 2 for the related components of G as defined in Eq. (48). After that δ enters into the region δ < 0 and there emerges one short curve marked by δ < 0 in Fig. 2(a) . By the same reason the (x, y) points in this curve are not the fixed points of the circle map (47) because this curve locates inside the unit circle. Therefore, when α varies from α > α c to α < α c , the fixed points disappear.
The stability of fixed points can be investigated by considering the Jacobian matrix
of the maps
which are the right-hand side of Eq. (47). Substituting Eqs. (78) and (79) into Eq. (77), and calculating them in terms of (x, η) by Eq. (58) the following result is available: The eigenvalues for J are calculated by
Inserting Eq. (61) for x into the above equation we obtain
For the cases of δ > 0 (α > α c ) the eigenvalues are given by 
For these cases we have proved that the unique solution of Eq. (66) is η = 1 as given by Eq. (74), which together with Eqs. (82) and (83) asserts that
The last equality is derived according to Eq. (52). When δ varies from δ > 0 (α > α c ) to δ < 0 (α < α c ), a saddle-node bifurcation occurs at α = α c , of which the eigenvalues pass through +1 in the Floquet unit circle, and jump to a pair of complex eigenvalues located on the unit circle, i.e. |λ| = 1, as shown in Fig. 2(b) . For the cases of δ > 0 we can see that the eigenvalues for the fixed points (x, y) generating from η 1 are both smaller than 1, whereas the eigenvalues for the fixed points (x, y) generating from η 2 are both greater than 1. The fixed points generating from η 1 are stable, and that generating from η 2 are unstable. In Fig. 3 we show a numerical iteration map with α = 1.77, the starting point of which is (x, y) = (cos π/6, − sin π/6). It can be seen that the orbit tends to the stable fixed point very fast within only few steps as shown in Fig. 3(a) ; the variations of x and y with respect to N , which denotes the number of steps, are also plotted in Figs. 3(b) and 3(c) .
For the cases of δ < 0 (α < α c ), the orbit generated by the map (47) is shown in Fig. 4 , where we show a numerical iteration map with α = 1, the starting point of which is (x, y) = (cos 4π/9, sin 4π/9). It can be seen that the orbit rotates on the unit circle and not tends to any fixed point as shown in Fig. 4(a) ; the variations of x and y with respect to N are plotted in Figs. 4(b) and 4(c) .
From Eq. (85) it can be seen that
which means that there exists an angle φ, such that
As demonstrated by Kuznetsov [4] the parameter corresponding to a rational rotation number n/m is determined by
Combining Eqs. (88) and (89) we thus can derive the following result. For the rational rotation with a rotation angle 2nπ/m, where n < m and m, n are positive integers and primed relatively, the parameter can be determined by the following equation: 
of which the right-hand side is the ratio of the imaginary and real parts of the eigenvalue given in Eq. (85). It is interesting to note that η satisfying Eq. (66) is also an eigenvalue of G. In the cases of δ < 0 (α < α c ), the first two eigenvalues η 1 and η 2 defined in Eqs. (70) and (71) are conjugate complex numbers. Upon comparing these two equations with Eq. (85), we can conclude that the λ defined by Eq. (85) are both the eigenvalues of J and G under the condition of δ < 0 (α < α c ). Therefore, we have
Suppose that the eigenvalue is of the form λ = e 2inπ/m , and applying the above mapping m times leads to
It means that X is a m-periodic point. By using Eq. (15) through the projection of X into the unit circle, we thus can derive the following result. Suppose that x + iy = e iθ ∈ S 1 is a point in the unit circle, and at that point the eigenvalue is of the form λ = e 2inπ/m , then in the unit circle that point is a m-periodic point. After some manipulations of Eq. (90) we can get
which by Eq. (48) can be written as
The solution of this equation gives the parameter a and thus α for the corresponding rational rotation n/m, and then all the points on the unit circle are m-periodic; otherwise, there are no points on the unit circle periodic, and indeed they are quasiperiodic. Given n/m = 1/2 and n/m = 1/3 we solve Eq. (94) by the Newton-Raphson method, which gives the values about α = 1.528571 and α = 1.316958. Basing on these parameter values we calculate x(t) and y(t) by Eqs. (27) and (28), andẋ(t) andẏ(t) by Eqs. (9) and (10) . The phase portraits of (x,ẋ) and (y,ẏ) for the above two cases are plotted in Figs. 5 and 6, respectively. We also plotted (n 1 ,ṅ 1 ) and (n 2 ,ṅ 2 ), where n 1 = cos(θ/2) and n 2 = sin(θ/2). It can be seen that they are respectively 1/2-and 1/3-subharmonic motions. In general, in the parameter range of δ < 0 (α < α c ) the motion is quasiperiodic as shown in Fig. 7 with α = 1.5. In these calculations the period T = 1 s, and the initial values of θ = 0, i.e., x = 1 and y = 0 were fixed. 
The phenomenon of intermittency
In Eq. (50) it is convenient to take X(n) := tan(θ (n)) as the new variable, such that
For this map by solving F (X) = X we obtain two fixed points at X = X s and X = X u when α > α c . The fixed point X = X u is unstable and X = X s is stable as schematically shown in Fig. 8(a) . When α approaches to α c from above the two fixed points (one stable and one unsta- ble) merge together at X = X f as shown in Fig. 8(a) , where X f can be calculated by inserting
When α < α c the map (95) has no fixed point, and the iteration map generated from it does not converge to any point.
In order to demonstrate these phenomena, let us consider the value α = 1.77 > α c as that used in Fig. 3 , and plot the iteration map in Fig. 9 . Starting from the initial value X = − tan π/6 the orbit converges to the stable fixed point within only few steps. Next, we consider the value α = 1 < α c as that used in Fig. 4 , and plot the iteration map in Fig. 10 . Starting from the initial value X = tan 4π/9 the orbit does not converge to any point and continues to iterate on these two branch curves.
When the parameter α is kept very close to, but still less than α c , the right branch curve of the map (95) comes very close to the bisector, but does not touch it, leaving thereby a very narrow corridor between the curve and the bisector as shown schematically in Fig. 8(b) and numerically in Fig. 11(a) for the case α = 1.762. Therefore, there is an inverse tangent bifurcation when α varies from α > α c to α < α c as schematically shown in Fig. 8(c) . Every time when one iterate point falls near the entrance to one of these corridors, it will take many iterations to pass through the corridor as shown in Fig. 11(a) for the case α = 1.762. However, some sort of the memory of the fixed point at X = X f is displayed since the iteration slows down in the vicinity of X = X f , and therefore as mentioned numerous steps are required to move through the narrow corridor between the curve and the bisector. When α is very close to α c , this looks much like a segment of convergent iteration to the ghost fixed point X = X f at α c and leads to a laminar phase of iteration as shown in Fig. 11(b) . Having passed one corridor, the point makes a number of largestep jumps before falling again to the entrance of the corridor. These jumps constitute the random bursts of the irregular phase.
The intermittency can also be explored in terms of the map in Eq. (47). Under the same parameter value of α = 1.762, we display the iteration trajectory of (x, y) in Fig. 12(a) . The lines connecting the points are used to stress the jump phenomena in the irregular phase. From this figure it can be seen that there is a very narrow corridor on the right-upper side near to the point (x f , y f ). When the trajectory point enters this corridor it needs much more periods of time to pass this narrow tunnel and then leads to a laminar phase. Immediately after the trajectory leaves the corridor a great jump of the orbit may occur and then it is reinjected into the corridor from the other end to initiate a new regular phase. Figures 12(b) and 12(c) exhibit the intermittent phenomena of x and y.
Conclusions
Through a detailed study of Eq. (1) the characters of this equation were identified from several viewpoints: a quadratic differential equations system on S 1 , and a linear differential equations system in the Minkowski space M 3 . The symmetry groups are PSO o (2, 1) and SO o (2, 1) . Under discontinuous periodic inputs with different amplitude the Poincaré maps were constructed, which led us being able to give a detailed bifurcation analysis. For larger values of α the responses are periodic, but below a critical value the inverse tangent bifurcation occurs and the responses become quasiperiodic or subharmonic depending on the value of n/m in Eq. (90) irrational or rational. The phenomenon of intermittency of the Poincaré circle map was pointed out and the mechanism of intermittency was also explored. We have shown a type I intermittency to the quasiperiodic motion under a discontinuous periodic input as that under a continuous periodic input on the circular differential equation discussed by Liu [6] .
