Abstract-Dramatic increases in the size and complexity of modern datasets have made traditional "centralized" statistical inference prohibitive. In addition to computational challenges associated with big data learning, the presence of numerous data types (e.g., discrete, continuous, categorical, etc.) makes automation and scalability difficult. A question of immediate concern is how to design a data-intensive statistical inference architecture without changing the basic statistical modeling principles developed for "small" data over the last century. To address this problem, we present MetaLP, a flexible, distributed statistical modeling framework suitable for large-scale data analysis, where statistical inference meets big data computing. This framework consists of three key components that work together to provide a holistic solution for big data learning: (i) partitioning massive data into smaller datasets for parallel processing and efficient computation, (ii) modern nonparametric learning based on a specially designed, orthonormal data transformation leading to mixed data algorithms, and finally (iii) combining heterogeneous "local" inferences from partitioned data using meta-analysis techniques to arrive at the "global" inference for the original big data. We present an application of this general theory in the context of a nonparametric two-sample inference algorithm for Expedia personalized hotel recommendations based on 10 million search result records.
major bottleneck for statistical modeling and inference. We seek to develop a framework that allows data scientists to systematically apply the tools and algorithms developed prior to the "age of big data" for massive data problems.
The Variety Problem. Another challenge is in developing a standard algorithm that can work across different data types, known as the mixed data problem [2] . The Expedia dataset contains variables of different types (e.g., continuous, categorical, discrete, etc.), and each requires a different statistical method for inference. A few examples of traditional statistical measures for ðY ; XÞ data include: (1) Pearson's f-coefficient: Y and X both binary, (2) Wilcoxon statistic: Y binary and X continuous, (3) Kruskal-Wallis statistic: Y discrete multinomial and X continuous, and many more. Computational implementation of traditional statistical algorithms for large, mixed data thus become dauntingly complex as they require data type information to calculate the proper statistic. To streamline this process, we need to develop unified computing algorithms that yield appropriate statistical measures without demanding data type information from the user. To achieve this goal, we design a customized, discrete, orthonormal, polynomial-based transformation, the LP-Transformation [3] , [4] , suitable for arbitrary random variable X. This transformation can be viewed as a nonparametric, data-adaptive generalization of Norbert Wiener's Hermite polynomial chaos-type representation [5] . This easy-to-implement LP-transformation based approach allows us to extend and integrate classical and modern statistical methods for nonparametric feature selection, thus providing the foundation to build automatic algorithms for large, complex datasets.
The Scalability Problem. Finally, the most crucial issue is to develop a scalable algorithm for large datasets, like the Expedia example. With the evolution of big data structures, new processing capabilities relying on distributed, parallel processing have been developed for efficient data manipulation and analysis. This paper presents a statistical inference framework for massive data that can fully exploit the power of parallel computing architecture and can be easily embedded into the MapReduce framework [6] . We design the statistical "map" function and "reduce" function for massive data variable selection by integrating many modern statistical concepts and ideas introduced in Sections 2 and 3. Doing so allows for faster processing of big datasets, while maintaining the ability to obtain accurate statistical inference without losing information. Another appealing aspect of our distributed statistical modeling strategy is that it is equally applicable for small and big data, thus providing a unified approach to modeling.
Related Literature. Several statistical distributed learning schemes for big data have been proposed in the literature. The divide and recombine (D&R) approach [7] , [8] to the analysis of large, complex data provides a general statistical approach to analyzing big data in a way that is mostly considered embarrassingly parallel. In this setting, communication-efficient algorithms have been developed for various tasks such as assessing estimator quality [9] , statistical optimization [10] , and model aggregation [11] , based on bootstrap resampling and subsampling techniques. Parallel algorithms have also been designed for large-scale parametric linear regression [12] , [13] . These proposals address important challenges in analyzing large, complex data, but there are still significant hurdles to clear in developing a holistic framework for big data learning. Table 1 provides a comparison of the MetaLP learning framework with these proposals to better illustrate where this work fits into the existing distributed learning landscape.
The MetaLP framework broadens the existing scope of big data learning challenges that can be addressed in four important ways. First, the methods of [12] , [13] are based on parametric modeling assumptions. However, these assumptions often do not hold when analyzing large, complex data and present automation difficulties, as these assumptions are inherently data type dependent. On the other hand, the MetaLP framework is model-free in the sense that it is nonparametric and does not assume any specific model form. Thus, it is more applicable for big data analytics. Second, while the communication-efficient algorithms [9] , [10] , [11] are flexible to accommodate various statistics and model forms, they require specific instances from the user in order to conduct inference and modeling. In contrast, our MetaLP framework relies on statistics based on the LP-transformation for nonparametric inference and modeling due to its favorable theoretical properties and its ability to solve the mixed data problem (see Section 3). Third, MetaLP also enjoys a considerable reduction in computation time compared to other methods which rely on computationally intensive bootstrap resampling [9] , [11] and subsampling [10] techniques in order to generate local inferences. Lastly, characteristics across subpopulations may vary significantly, even under purely random data partitioning (see Section 4.2 and Supplementary Section B, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TBDATA.2018.2810187), which is known as heterogeneity [14] . Using meta-analysis principles, MetaLP assigns optimal weights to each local inference, which properly accounts for any potential heterogeneity. These weights then determine the influence of each local inference on the final global inference. This approach provides a crucial advantage over methods relying on equal weighting schemes where heterogeneity can spoil inference (see Sections 2.3 and 4.2). In summary, this work provides the basis to develop a general and systematic massive data analysis framework that can simultaneously perform nonparametric statistical modeling and inference and can be adapted for a variety of learning problems.
Organization. Section 2 provides the basic statistical formulation and overview of the MetaLP algorithmic framework. Section 3 covers details of the individual elements of the distributed statistical learning framework, addressing the important issue of heterogeneity in big data along with a concrete nonparametric parallelizable variable selection algorithm. Section 4 evaluates the effectiveness of our proposed variable selection algorithm and compares it with other popular methods through simulation studies. Section 5 provides an in-depth analysis of the motivating Expedia dataset using the framework to conduct variable selection under different settings to determine which hotel and user characteristics influence booking behavior. Section 6 provides some concluding remarks and discusses the future direction of this work. Supplementary materials, available online are also available discussing two examples on how the MetaLP framework provides a new understanding and resolution for problems related to Simpson's Paradox and Stein's Paradox, the relevance of MetaLP for small-data, and the R scripts for MapReduce implementation.
STATISTICAL FORMULATION OF BIG DATA ANALYSIS
Our research is motivated by a real business problem of optimizing personalized web marketing for Expedia with the 
• @ @ @ • Split-and-conquer [13] • @ @ @ • goal of improving customer experience and look-to-book ratios 1 by identifying key factors that affect consumer choices. This prototypical digital marketing case study allows us to address the following more general data modeling challenge, which finds its applicability in many areas of modern datadriven science, engineering, and business:
How can we design nonparametric distributed algorithms that work on large amounts of data (that cannot be stored or processed by just one machine) to find the most important features that affect certain outcomes?
At first glance, this may look like a simple two-sample inference problem that can be solved by some trivial generalization of existing 'small-data' statistical methods, but in reality, this is not the case. In this article we perform a thorough investigation of the theoretical and practical challenges present in big data analysis. We emphasize the role of statistics in big data analysis and provide an overview of the three main components of our statistical theory along with the modeling challenges they are designed to overcome. In what follows, we present the conceptual building blocks of MetaLP, a large-scale distributed learning tool that allows big data users to run statistical procedures on large amounts of data. Fig. 1 outlines the architecture.
Partitioning Massive Datasets
Dramatic increases in the size of datasets have created a major bottleneck for conducting statistical inference in a traditional, 'centralized' manner, where we have access to the full data. The first, and quite natural, idea to tackle the volume problem is to divide the big data into several smaller datasets, similar to modern parallel computing database systems like Hadoop and Spark as illustrated in Fig. 2 . However, simply dividing the dataset does not allow data scientists to conquer the problem of big data analysis. There are many unsettled questions that we have to carefully address using proper statistical tools to arrive at an appropriate solution.
Users must select a data partitioning scheme to divide the original large data into several smaller parts and assign them to different nodes for processing. The most common technique is random partitioning. However, users may choose other strategies, like spatial or temporal partitioning, in order to use the inherent structure of the data. Also, the original massive dataset may already be partitioned by some natural grouping variable, in which case an algorithm that can accommodate pre-existing partitions is desirable. The number of partitions could also be defined by the user who may consider a wide range of cost metrics including the number of processors required, CPU time, job latency, memory utilization, and more.
Another important, and often overlooked, consideration when choosing a partitioning scheme is that the characteristics of the subpopulations created may vary largely. This is known as heterogeneity [14] and is an unavoidable obstacle for divide-and-conquer style inference models. Heterogeneity can certainly impact data-parallel inference, so we incorporate diagnostics to measure the severity of the problem (see Section 3.5) and data-adaptive regularization to adjust effect size estimates accordingly (see Section 3.6). This allows users to detect the presence of heterogeneity in a given data partition and offers robustness to various data partitioning options in the estimation.
LP Statistics for Mixed Data
Massive datasets typically contain a multitude of data types, and the Expedia dataset is no exception. Fig. 2 shows three predictor variables with different data types in the Expedia dataset: promotion_flag (binary), srch_length_of_-stay (discrete count), and price_usd (continuous). In order to construct appropriate statistical measures for identifying important variables, traditional algorithmic approaches demand two pieces of information: (1) values and (2) data type information for every variable. This requirement produces considerable complications in computational implementation and creates serious roadblocks for building systematic and automatic algorithms for large, complex data. Thus, the question of immediate concern is: How can we develop a unified computing formula, with automatic built-in adjustments, that yields appropriate statistical measures, without requiring data type information from the user?
To tackle this 'data variety' or 'mixed data' problem, we design a custom-constructed, discrete, orthonormal, polynomial-based transformation, called LP-Transformation. This data transformation provides a generic and universal representation of any random variable, defined in Section 3.1. We use this transformation technique to represent the data in a new LP Hilbert space. This data-adaptive transformation will allow us to construct unified learning algorithms by compactly expressing them as inner products in the LP Hilbert space.
Combining Information via Meta-Analysis
Eventually, the goal of having a distributed inference procedure critically depends on the question: 1. The number of people who visit a travel agency web site compared to the number who make a purchase. This ratio measures the effectiveness of an agency in securing purchases.
How to judiciously combine the 'local' inferences executed in parallel by different servers to get the 'global' inference for the original big data?
To resolve this challenge, we make a novel connection with meta-analysis. Section 3.2 describes how we can use meta-analysis to parallelize the statistical inference process for massive datasets. Furthermore, we seek to provide a distribution estimator for the LP-statistics via a confidence distribution (CD) that contains information for virtually all types of statistical inference (e.g., estimation, hypothesis testing, confidence intervals, etc.). Section 3.4 discusses the use of CD-based meta-analysis, which plays a key role in integrating local inferences to construct a comprehensive answer for the original data. These new connections allow data scientists to fully utilize the parallel processing power of large-scale clusters for designing unified and efficient big data statistical inference algorithms.
To conclude, we have discussed the architectural overview of MetaLP, which addresses the challenge of developing an inference framework for data-intensive applications without requiring modifications to the core statistical principles developed for 'small' data. Next, we describe the theoretical underpinnings, algorithmic foundation, and implementation details of our data-parallel, large-scale MetaLP inference model.
ELEMENTS OF DISTRIBUTED STATISTICAL LEARNING
In this section, we introduce the key concepts of our proposed method by connecting several classical and modern statistical ideas to develop a comprehensive inference framework. We highlight along the way how these new ideas and connections address the real challenges of big data analysis as noted in Section 2.
LP United Statistical Algorithm and Universal Representation
To address the mixed data problem, we introduce a nonparametric statistical modeling framework based on an LP approach to data analysis [3] . Data Transformation and LP Hilbert Functional Space Representation. Our approach relies on an alternative representation of the data in the LP Hilbert space, which will be defined shortly. The new representation shows how each explanatory variable, regardless of data type, can be represented as a linear combination of data-adaptive orthogonal LP basis functions. This data-driven transformation will allow us to construct unified learning algorithms in the LP Hilbert space. Many traditional and modern statistical measures developed for different data types can be compactly expressed as inner products in the LP Hilbert space. The following is the fundamental result for LP basis function representation. where pðx; XÞ ¼ Pr½X ¼ x; Fðx; XÞ ¼ Pr½X x. We construct the LP score functions on 0 < u < 1 by letting x ¼ Qðu; XÞ, where Qðu; XÞ ¼ inffx : F ðxÞ ! ug is the quantile function of the random variable X and S j ðu; XÞ ¼ T j ðQðu; XÞ; XÞ:
Why is it called the LP-basis? Note that our specially designed basis functions vary naturally according to data type unlike the fixed Fourier and wavelet bases as shown in Fig. 3 . Note an interesting similarity of the shapes of LP score functions and shifted Legendre Polynomials for the continuous feature price_usd. In fact, as the number of distinct values of a random variable AðXÞ ! 1 (moving from discrete to continuous data type), the shape converges to smooth Legendre Polynomials. To emphasize this universal limiting shape, we call it an Legendre-Polynomial-like (LP) orthogonal basis. For any general X, LP-polynomials are piecewise-constant orthonormal functions over ½0; 1, as shown in Fig. 3 . This data-driven property makes the LP transformation uniquely advantageous in constructing a generic algorithmic framework to tackle the mixed data problem.
Constructing Measures by LP Inner Product. Define the twosample LP statistic for variable selection of a mixed random variable X (either continuous or discrete) based on our specially designed score functions
To prove Equation (3), which expresses our variable selection statistic as an LP-inner product measure, verify the following for Y binary,
LP statistic Properties. Using empirical process theory, we can show that the sample LP measures ffiffiffi n p c LP½j; X; Y , asymptotically converge to i.i.d. standard normal distributions [3] .
As an example of the power of LP-unification, we describe c LP½1; X; Y that systematically reproduces all the traditional linear statistical variable selection measures for different data types of X. Note that the nonparametric Wilcoxon method to test the equality of two distributions can equivalently be represented as CorðIfY ¼ 1g; F mid ðX; XÞÞ, which leads to the following important alternative LP representation result. 
Our computing formula for the Wilcoxon statistic using c LP½1; X; Y offers automatic adjustments for data with ties; hence, no further tuning is required. Furthermore, if we have X and Y both binary (i.e., data from the two variables can be represented in a 2 Â 2 table), then we have
where P iþ ¼ P j P ij and P þj ¼ P i P ij , and P ij denotes the entry for the ith row and jth column of the 2 Â 2 probability table, and
Following result summarizes the observation in Equation (6). Beyond Linearity. Higher order Wilcoxon statistics are LP statistics of higher order score functions, T j ðX; XÞ, which detect distributional differences as in variability, skewness, or tail behavior for two different classes. The LP statistics LP½j; X; Y for j > 1 can capture how the distribution of a variable changes over classes and is applicable for mixed data types.
To summarize, LP statistics allow data scientists to write a single computing formula for any variable X, irrespective of its data type, with a common metric and asymptotic characteristics. This leads to a huge practical benefit in designing a unified method for combining distributed 'local' inferences without requiring data type information for the variables.
Meta-Analysis and Data-Parallelism
The objective of this section is to provide a new way of thinking about the problem: how to appropriately combine 'local' inferences to derive reliable and robust conclusions for the original large dataset? This turns out to be one of the most crucial, and heavily neglected, aspects of data-intensive modeling that decides the fate of big data inference. Here we introduce the required statistical framework that can answer the key question: how to compute individual weights for each partitioned dataset? Our framework adopts the concept of meta-analysis to provide a general recipe for constructing such algorithms for large-scale parallel computing. This will allow us to develop statistical algorithms that can balance computational speed and statistical accuracy.
Brief Background on Meta-Analysis. Meta-analysis [15] is a statistical technique by which information from independent studies is assimilated, which has its origins in clinical settings. It was developed primarily to combat the problem of under-powered "small data" studies. A key benefit of this approach is the aggregation of information leading to improved statistical power as opposed to less precise inference derived from a single study. A huge amount of literature exists on meta-analysis, including a careful review of recent developments [16] , which includes 281 references.
Relevance of Meta-analysis for big data inference? Unlike the classical situation, we don't have statistical power issues for big data problems. However, we are unable to analyze the whole dataset all-at-once using a single machine in a classical inferential setup. We apply meta-analysis from a completely different perspective and motivation, as a tool to facilitate distributed inference for massive datasets. This novel connection provides a statistically sound mechanism to combine "local" inferences by determining the optimal weighting strategy [15] .
We partition big data systematically into several subpopulations over a distributed database, estimate parameters of interest in each subpopulation separately, and then combine results using meta-analysis as demonstrated in Fig. 1 . Thus, meta-analysis provides a way to pool information from subpopulations and produce a singular, powerful combined inference for the original large dataset. In some circumstances, the dataset may already be partitioned (e.g., each group could be an image or a large text document) and stored in different servers based on some reasonable partitioning scheme. Our distributed statistical framework can work with these predefined groupings as well by combining them using the metaanalysis framework to arrive at the final combined inference.
We call this statistical framework, which utilizes both LP statistics and meta-analysis methodology, as MetaLP, and it consists of two parts: (i) the LP statistical map function or algorithm (that tackles the "variety" problem), and (ii) the meta-analysis methodology for merging the information from all subpopulations to get the final inference.
Confidence Distribution and LP Statistic Representation
The Confidence Distribution is a distribution estimator, rather than a point or interval estimator, for a particular parameter of interest. From the CD, all traditional forms of statistical estimation and inference (e.g., point estimation, confidence intervals, hypothesis testing) can be produced. Moreover, CDs can be utilized within the meta-analysis framework, as we will show in the next section. More specifically, the CD is a sample-dependent distribution function on the parameter space that can represent confidence intervals of all levels for a parameter of interest. While the CD was first defined in [17] , [18] extended the concept to asymptotic confidence distributions (aCDs). A comprehensive review of the concept can be found in [19] .
Definition 3.1. Suppose Q is the parameter space for an unknown parameter of interest, u, and v is the sample space corresponding to data X n ¼ fX 1 ; X 2 ; . . . ; X n g T . Then a function H n ðÁÞ ¼ H n ðX; ÁÞ on v Â Q ! ½0; 1 is a confidence distribution if: (i) for each given X n 2 v; H n ðÁÞ is a continuous cumulative distribution function on Q; (ii) at the true parameter value u ¼ u 0 , H n ðu 0 Þ ¼ H n ðX; u 0 Þ, as a function of the sample X n , following the uniform distribution U½0; 1. The function H n ðÁÞ is an asymptotic CD (aCD) if the U½0; 1 requirement holds only asymptotically for n ! 1 and the continuity requirement on H n ðÁÞ can be relaxed.
The CD is a function of both a random sample and the parameter of interest. The additional requirement in (i) is that for each sample, the CD should be a distribution function on the parameter space. The U½0; 1 requirement in (ii) allows us to construct confidence intervals from a CD easily, meaning that ðH À1 n ða 1 Þ; H À1 n ð1 À a 2 ÞÞ is a 100ð1 À a 1 À a 2 Þ% confidence interval for the parameter u 0 for any a 1 > 0, a 2 > 0, and a 1 þ a 2 < 1.
Generally, the CD can easily be derived from the stochastic internal representation [20] of a random variable and a pivot, CðS; uÞ. The distribution of the pivot should not depend on the parameter, u, where u is the parameter of interest and S is a statistic derived from the data. Here, we derive the CD for the LP statistic. Suppose c LP½j; X; Y is the estimated jth LP statistic for the predictor variable X and binary response Y . The limiting asymptotic normality of the empirical LP statistic can be compactly represent as:
which is the stochastic internal representation of the LP statistic, similar to the stochastic differential equations representation. Thus, we have the following form of the confidence distribution, which is the cumulative distribution function of N À c LP½j; X; Y ; 1=n Á :
The above representation satisfies the conditions in the CD definition as n ! 1 and therefore is the asymptotic CD of LP½j; X; Y .
Confidence Distribution-Based Meta-Analysis
Using the theory presented in Section 3.3, we can estimate the CD for the LP statistics for each of the subpopulations, HðLP ' ½j; X; Y Þ; and the corresponding point estimators, c LP ' ½j; X; Y , for ' ¼ 1; . . . ; k. The next step of our MetaLP algorithm is to judiciously combine information contained in the CDs for all subpopulations to arrive at the combined CD, H ðcÞ ðLP½j; X; Y Þ, based on the whole dataset for each specific variable X. The framework relies on a confidence distributionbased approach to meta-analysis [21] . The combining function for CDs across k different studies can be expressed as: 
The function G c is determined by the monotonic g c function:
G c ðtÞ ¼ P ðg c ðU 1 ; . . . ; U k Þ tÞ, where U 1 ; . . . ; U k are independent U½0; 1 random variables. A popular and useful choice for g c is
where F 0 ðÁÞ is a given cumulative distribution function and a ' ! 0 , with at least one a ' 6 ¼ 0, are generic weights. F 0 ðÁÞ could be any distribution function, which highlights the flexibility of the proposed framework. Hence, the following theorem introduces a reasonable proposed form of the combined aCD for LP½j; X; Y . 
where c LP ðcÞ ½j; X; Y and ð P k '¼1 n ' Þ À1 are the mean and variance respectively of the combined aCD for LP½j; X; Y .
To prove this theorem, verify that replacing HðLP ' ðj; X; Y ÞÞ by Equations (9) in (10) along with the choice of combining function given in Equation (11) 
Diagnostic of Heterogeneity
Heterogeneity is a common issue with divide, combine, and conquer approaches to big data analysis and is caused by different characteristics across subpopulations. This issue is often ignored and can easily spoil the big data discovery process by producing very different statistical estimates, which may not faithfully reflect the original parent dataset. Therefore, we diagnose and quantify the degree to which each variable suffers from heterogeneous subpopulation groupings using the I 2 statistic [14] . Define Cochran's Q statistic:
where c LP ' ½j; X; Y is the estimated LP-statistic from subpopulation ', a ' is the weight for subpopulation ' as defined in Theorem 3.4, and c LP ðcÞ ½j; X; Y is the combined metaanalysis estimator. Compute the I 2 statistic by
where k is the number of subpopulations. As a general rule of thumb, 0% I 2 40% indicates heterogeneity among subpopulations is not severe.
t 2 Regularization to Tackle Heterogeneity in Big Data
Variations among the subpopulations impact LP statistic estimates, which are not properly accounted for in the Theorem 3.4 model specification. This is especially severe for big data analysis, as it is very likely that a substantial number of variables may be affected by heterogeneity across subpopulations. To better account for the heterogeneity in our distributed statistical inference framework, following [15] , we introduce an additional parameter, t 2 , to account for uncertainty due to heterogeneity across subpopulations. This results in a hierarchical model structure: 
where c LP ðcÞ ½j; X; Y Þ and ð P k '¼1 1=ðt 2 þ ð1=n ' ÞÞÞ À1 are the mean and variance respectively of the combined aCD for LP½j; X; Y .
The proof is similar to that for Theorem 3.4. The DerSimonian and Laird [22] and restricted maximum likelihood estimators of the data-adaptive heterogeneity regularization parameter t 2 are provided in Supplementary Section E, available online.
SIMULATION STUDIES
In our simulation studies, we investigate the performance of our MetaLP approach compared with the oracle full data LP estimates, as well as with existing methods. We evaluate the methods from four perspectives: 1) accuracy in estimating the oracle full data LP statistics, 2) ability to correctly classify important variables and noise variables, 3) computational efficiency in terms of run time, and 4) performance under the influence of heterogeneity. The dataset we considered has the form ðX i ; Y i Þ $ P , i.i.d, for i ¼ 1; 2; . . . ; n, where X i 2 R p and Y i 2 ð0; 1Þ. We generate dataset from the model 
Comparison with Full Data Estimates
In this section, we evaluate the ability of the distributed MetaLP approach to consistently estimate the oracle full data LP statistics under various partitioning schemes. Comparisons are made in terms of variable selection and run time (see Table 2 ). Let n be the total number of observations in one dataset, where n ¼ 5; 000; 50; 000; 500; 000; and 1 million. For each setting of n, we generate 100 datasets and randomly partition the dataset with n total observations into k ¼ bn g þ 0:5c subpopulations with roughly equal numbers of observations, where g ¼ 0:3; 0:4; 0:5. Table 2 provides the mean absolute error (Â10 5 ) for the MetaLP LP statistic estimates of the oracle full data LP statistics across all 50 variables. All mean absolute errors are small, indicating estimation using the distributed MetaLP approach is consistent with estimation using the whole dataset. Note that errors increase as the number of partitions, k, increase for fixed n. This is expected as the number of observations in each partition decreases as the number of partitions increases for fixed n. However, for fixed k, errors are inversely proportional to the number of observations n. Table 2 also compares the MetaLP and oracle full data LP variable selection methods in terms of accuracy in selecting the true model variables, fX 1 ; X 2 ; X 3 g, and computation time. Second order LP statistics are used to test for significance for X 1 , since it has a second order impact on the dependent variable, and first order LP statistics are used to detect significance of other variables. Note that both methods correctly select all the three important variables every time, which suggests that the distributed approach is comparable to the full data approach in selecting important variables. However, our distributed MetaLP approach saves a considerable amount of time compared to the non-distributed approach (i.e., computing LP statistics from the whole dataset all-at-once). We list speed improvements (how many times faster the MetaLP algorithm is over the full Mean absolute error is reported for the Meta LP estimates of the full data LP statistics across all variables. Accuracy is defined as the proportion of replications correctly selecting the true model variables, fX 1 ; X 2 ; X 3 g. Run times are reported along with the speed increase using the distributed MetaLP approach.
data approach) in the last column of Table 2 . For example, when n ¼ 1; 000; 000 and g ¼ 0:5, MetaLP is about 150 fold faster.
Comparison with Other Methods
In this section, we compare the performance of our proposed MetaLP framework with two nonparametric, communication-efficient, distributed inference algorithms: BLB [9] and SAVGM [10] . As noted in Table 1 , BLB and SAVGM provide a way to conduct distributed inference for a given estimator provided by users. In order to make a fair comparison, we use empirical LP statistic estimators for BLB and SAVGM methods. We call these methods LP-BLB and LP-SAVGM, respectively, to reflect that they are based on LP statistics. Similar to Section 4.1, we compare the methods based on their abilities to accurately estimate the oracle full data LP statistics, as well as their abilities to differentiate between important and noise variables. We calculate the mean square deviance (MSD) of the distributed LP statistic estimates from the oracle full data LP statistics,
where R is the number of simulated repetitions, c LP Ã r are the distributed LP statistic estimates for a specific method, and LP ðfullÞ r are the oracle full data LP statistics. We use the same model as in Section 4.1 to generate R ¼ 100 realizations of the simulated data for each n ¼ 10; 000; 50; 000; 100; 000 with g ¼ 0:3 in determining the number of subpopulations for all methods. For LP-BLB, we set the number of bootstrap samples taken within each subpopulation to be 100, following [9] . For LP-SAVGM, we fix the sub-sampling ratio to be 0.08. The upper portion of Table 3 summarizes the results.
The relative MSD, MSD LPÀBLB =MSD MetaLP and MSD LPÀSAVGM = MSD MetaLP , are all greater than 1, which means MetaLP is more accurate on average for all three important variables and sample sizes. The LP-BLB method relies on bootstrap resampling to estimate the distribution of the statistic locally. It has been noted that "the bootstrap distribution is an approximate confidence distribution" [19] , [23] , so there is not much difference in terms of local estimation. Hence, the improvement in MSD of the MetaLP method over the LP-BLB method largely comes from the different approach to combining inferences. Rather than weighting each local inference equally, as the LP-BLB method does, MetaLP assigns optimal weights to each local inference adjusting for possible heterogeneity. As mentioned previously, even under purely random partitioning with equal sample sizes, heterogeneity may exist (see Supplementary Section B, available online). SAVGM is essentially a bias correction method for divide and recombine estimators. If SAVGM is applied to unbiased estimators, as noted by [10] , it could increase the variance of the estimator substantially. This is consistent with our simulation results indicating LP-SAVGM performs significantly worse than MetaLP in terms of MSD.
In terms of the accuracy in variable selection, all methods correctly select the three important variables on every run. Extra mean false discovery (FD) is the average number of additional noise variables incorrectly determined to be important by the LP-BLB/LP-SAVGM methods compared to the MetaLP method. For example, when n ¼ 50; 000, the LP-BLB method, on average, falsely selects 1.75 additional noise variables compared to the MetaLP method. It should be noted that LP-SAVGM performs well in terms of selecting fewer noise variables due to the inflated variance of the LP statistic estimates.
Computational savings is a crucial consideration for big data analysis. Note that MetaLP is around 100 times faster than LP-BLB. The additional LP-BLB run time comes from the need to resample each subpopulation numerous times in order to obtain the bootstrap estimate, while our approach calculates the LP estimates for each subpopulation in one shot. The LP-SAVGM is relatively comparable to MetaLP, where the additional run time is due to the need for subsampling to perform the bias correction.
Next, we investigate the impacts of heterogeneity on the different methods. For this exercise, we will define heterogeneity in terms of varying subpopulation sizes, letting the size increase linearly. In particular, we set the size of the first subpopulation to be 500 and increase the size by 150 for the second subpopulation, and so on. The lower portion of Table 3 shows that the relative MSD increases dramatically, indicating that heterogeneity has substantial negative impacts on both LP-BLB and LP-SAVGM, while MetaLP remains robust under this setting. It also should be noted that, unlike in the equal size case, MetaLP tends to outperform LP-SAVGM in terms of mean extra false discoveries, especially when the total sample size is large. 
EXPEDIA PERSONALIZED HOTEL SEARCH DATASET
Based on MetaLP, in this section we develop a model-free, parallelizable, two-sample feature selection algorithm for big data and apply it to the Expedia digital marketing problem. Detailed discussions on each of the following components of our big data two-sample inference model are given in the next sections: 
Data Description
Expedia provided a large dataset (n ¼ 9; 917; 530) of hotel search results collected over a window of the year 2013 [1] in order to better understand the factors that influence booking behavior. Data are generated by online customers who first provide search criteria for their desired travel plans (e.g., length of stay, destination, number of children, etc.) to the Expedia website (see Fig. 4a ). Expedia then returns an ordered list of available hotels along with important hotel information (e.g., hotel name, price, star rating, promotion, etc.) for customers to review and consider booking for their travel plans (see Fig. 4b ). In the background, Expedia also records important user information (e.g., visitor location, search history, etc.) and competitor pricing and availability for hotels listed, which may impact booking behavior. Expedia then records how customers interact with each hotel listed (e.g., ignored, clicked, booked). We are primarily interested in understanding which factors influence the binary response variable, booking_bool, indicating whether the hotel was booked or not. Descriptions of representative variables and data types are provided in Supplementary Section A, available online.
Data Partitioning
We consider two different partitioning schemes that are appropriate for the Expedia dataset: 1) random partitioning, which results in homogeneous, similarly sized subpopulations, and 2) predefined partitioning, which results in heterogeneous, disproportionately sized subpopulations.
Step 1. We randomly assign search lists, which are collections of observations with the same search id in the dataset, to 200 different subpopulations. Random assignment of search lists rather than individual observations ensures that sets of hotels viewed in the same search session are all contained in the same subpopulation. Note that the number of subpopulations chosen can be adapted to meet the processing and time requirements of different users. We show in Section 5.6 that our method is robust to different numbers of subpopulations as the inference remains unchanged.
There may be situations where natural groupings exist in the dataset, which can be directly used to form subpopulations. For example, the available Expedia data could be grouped naturally by the country where each visitor to the Expedia website resides, visitor_location_country_ id.
Our framework can directly utilize these predetermined subpopulations for processing rather than requiring the massive data to be gathered and randomly assigned to subpopulations. However, this partitioning scheme may result in heterogeneous subpopulations, so extra steps must be taken to address this issue as described in Section 5.4. For the Expedia dataset, Fig. 5 shows the number of observations for the 20 largest subpopulations from partitioning by visitor_location_country_id. The top three largest countries by number of observations contain 74 percent of the total observations, and the leading country contains almost 50 percent of the total observations. On the other hand, random partitioning results in roughly equal sample sizes across subpopulations (50,000 each). 
LP Map Function
We tackle the data variety problem by developing automated mixed data algorithms using LP statistical data modeling tools.
Step 2. Following the theory in Section 3.1, we construct LP score polynomials, T j ðx; X i Þ, for each variable based on each partitioned input dataset. Fig. 3 shows the LP basis polynomials for variables variable_length_of_stay (discrete) and price_usd (continuous).
Step 3. Estimate LP ' ½j; X i ; Y , which denotes the jth LP statistic for the ith variable in the 'th subpopulation,
Step 4. Compute the corresponding LP confidence distribution given by
for i ¼ 1; . . . ; 45 variables across ' ¼ 1; . . . ; 200 random subpopulations (or 233 predefined subpopulations defined by visitor_location_country_id).
Heterogeneity Diagnostic and Regularization
Fig . 6 shows the distribution of the first order LP statistic estimates for variable price_usd across different subpopulations based on random and visitor_location_ country_id partitioning. It is clear that random partitioning produces relatively homogeneous LP statistic estimates as the distribution is much more concentrated. On the other hand, visitor_location_country_id partitioning results in heterogeneous LP statistic estimates, which is reflected in the dispersion of the corresponding histogram. In fact, the standard deviation of the first order LP statistic under visitor_location_country_id partitioning is about 15 times more than that of the random partition, which further highlights the underlying heterogeneity issue. Thus, care must be taken to account for this heterogeneity in a judicious manner that ensures consistent inference. We advocate the method mentioned in Section 3.5.
Step 5. Compute the Cochran's Q-statistic using Equation (14) and I 2 heterogeneity index Equation (15) based on LP 1 ½j; X i ; Y ; . . . ; LP k ½j; X i ; Y for each i and j, where k is the number of subpopulations. Under random partitioning, the subpopulations are fairly homogeneous, with respect to all variables, as all I 2 statistics are below 40 percent (see Fig. 7a ). However, visitor_location_country_id partitioning divides data into heterogeneous subpopulations for some variables as shown in Fig. 7b (i. e., some variables have I 2 values outside the permissible range of 0 to 40 percent before correction).
Step 6. Compute the DerSimonian and Laird data-driven estimatê
One can also use other enhanced estimators, like the restricted maximum-likelihood estimator, as discussed in Supplementary Section E, available online. I 2 diagnostics after correction using t 2 regularization are shown in Fig. 7b . Note that all I 2 values after correction fall within the acceptable range of 0 to 40 percent. This result demonstrates that our framework can resolve heterogeneity issues among subpopulations through t 2 regularization, which protects the validity of the meta-analysis approach.
Meta Reducer via LP Confidence Distribution
This step combines confidence distribution estimates of LP statistics from different subpopulations to estimate the combined confidence distribution of the LP statistic for each variable as outlined in Section 3.6.
Step 7. Use t 2 -corrected weights to properly take into account the heterogeneity effect. Compute c LP ðcÞ ½j; X; Y Þ by Equation (18) and the corresponding LP confidence distribution using Theorem 3.5.
The resulting 95 percent confidence intervals for each variable under both random and visitor_location_ country_id partitioning can be found in Fig. 8 . Variables with indexes 43, 44, and 45 have highly significant positive relationships with booking_bool, the binary response variable. Those variables are prop_location_score2, the second score quantifying the desirability of a hotel's location, promotion_flag, if the hotel had a sale price promotion specifically displayed, and srch_query_affinity_score, the log probability a hotel will be clicked on in Internet searches. There are three variables that have highly negative impacts on hotel booking: price_usd, displayed price of the hotel for the given search, srch_length_of_stay, number of nights stay that was searched, and srch_booking_window, number of days in the future the hotel stay started from the search date. Moreover, there are several variables whose LP statistic confidence intervals include zero, which means those variables have an insignificant influence on hotel booking. The top five most influential variables in terms of absolute value of LP statistic point estimates are prop_location_-score2, promotion flag, srch_query_affinity_score, price_usd, and srch_length_of_stay (see Table 4 ). Intuitively, users are more likely to book hotels with desirable locations (high prop_location_score2 values), special promotions (promotion_flag=1), and high probabilities of being clicked (high srch_query_affinity_score values). The variables we selected are also among the list of top important variables identified by the winners of the ICDM 2013 competition [24] , which required participants to develop hotel ranking algorithms for all user search queries based on the features in the Expedia dataset. This speaks to the usefulness of these selected features for downstream analytical tasks (e.g., classification, ranking, etc.).
Note that the confidence intervals for each of the variables under both partitioning schemes are very similar, resulting in similar variable selection outcomes. Four of the top five influential variables identified under random partitioning are also in the top five influential variables identified under visitor_location_country_id partitioning (see Table 4 ). The impact of heterogeneity on the results under visitor_location_country_id partitioning can be seen in Fig. 8 as the confidence intervals are generally wider than those derived under random partitioning. This can be attributed to extra variability among subpopulations captured by t 2 due to different characteristics among subpopulations defined by country.
Robustness to Size and Number of Subpopulations
Due to different capabilities of computing systems available to users, users may choose different sizes and numbers of subpopulations for distributed computing. This requires our algorithm to be robust to different numbers and sizes of subpopulations for practical applications. To assess robustness, we compare LP statistic estimates generated from multiple random partitions with different numbers of subpopulations (k ¼ 50; 100; 150; 200; 250; 300; 350; 400; 450; 500) for the Expedia dataset. Fig. 9 presents LP statistic 95 percent confidence intervals for three influential variables and three insignificant variables calculated from partitions with varying numbers of subpopulations. Note that the intervals are consistent, even as the number of subpopulations increase (i.e., the number of observations in each subpopulation decrease), which is evidence of stable estimation.
FINAL REMARKS
To address the major challenges associated with big data analysis, we have outlined a general theoretical foundation in this article, which we believe may provide the missing link between small data and big data science. Our research shows how the traditional and modern 'small' data modeling tools can be successfully adapted and connected for developing powerful, big data analytic tools by leveraging distributed computing environments.
In particular, we have proposed a nonparametric two sample inference algorithm that has the following twofold practical significance for solving real-world data mining problems: (1) scalability for large data by exploiting distributed computing architectures using a confidence distribution based meta-analysis framework, and (2) automation for mixed data using a united LP computing formula. Undoubtedly, our theory can be adapted for other common data mining problems, and we are currently investigating how the proposed framework can be utilized to develop parallelizable regression and classification algorithms for big data.
Instead of developing distributed versions of statistical algorithms on a case-by-case basis, here we develop a generic platform to extend traditional and modern statistical modeling tools to large datasets using scalable, distributed algorithms. We believe this research is a great stepping stone towards developing a United Statistical Algorithm [25] to bridge the increasing gap between the theory and practice of small and big data analysis.
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