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Abstract 
Bergeron, N. and A.M. Garsia, Zonal polynomials and domino tableaux, Discrete Mathemat- 
ics 99 (1992) 3-15. 
Let H be a subgroup of a finite group G. Define the element 0 of the group algebra d(G) by 
@= C&H h/lH(. This element is an idempotent which may be used to project from -Pa(G) to 
the linear span of the left cosets of H in G. If (H, G) is a Gelfand pair then the decomposition 
of 8 into minimal idempotents yields a useful basis for the Hecke algebra X(H, G). When this 
decomposition is applied to the pair (B,, S,) the resulting minimal idempotents are intimately 
related to the zonal polynomials. In fact, the latter are the images of the minimal idempotents 
under an analogue of the Frobenius map. We show here that the Fourier transform of the 
minimal idempotents is supported by standard domino tableaux. We also give a multiplication 
algorithm for the zonal polynomials and relate the expansion coefficients to the Littlewood- 
Richardson’s coefficients. 
0. Introduction 
Let G be a finite group and H < G a subgroup of G. Let &Z(G) denote the 
group algebra of G. Let (zJ~=~...~ be a system of representatives for the left cosets 
of H in G. We define the G-module VH by setting 
VH = @[r@ 1 i = 1 . * . k] 
where 
(0.1) 
The action of G on VH is defined by left multiplication. The matrices A(g), 
g E G, for this action are simply 
A(g) = IlX(r~“grj E H)ll 
where x(P) is 1 if P is true and 0 otherwise. 
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The Hecke algebra X(H, G) is the algebra of all G-endomorphisms of VH. We 
can describe this algebra as 
corn(A) = {T E Mkxk ) TA(g) =A(g)T for all g E G}. 
Let {Ai} be the irreducible representations occurring in A. Let di and ni be 
respectively the degree and the multiplicity of Aj in A. From Schur’s Lemma [l] 
we obtain 
X(K G) = [CD (B,, @ Id,) ( &, E K,x,} . (0.2) 
For H a subgroup of G, (H, G) . IS a Gelfand pair if and only if the algebra 
X(H, G) is commutative. It follows immediately from equation (0.2) that 
X(H, G) is commutative if and only if all n, are 1 or 0. In this case, the 




with distinct Ai. In particular, for this Gelfand pair we have 
dim X(H, G) = d (0.4) 
The paper starts with a review of the basic material concerning Gelfand pairs. 
This is done in Sections 1 and 2. More precisely, in Section 1, we introduce our 
notation and relate the idempotent 0 to the Hecke algebra X(H, G). In Section 
2 we express the minimal idempotents decomposing 0 in terms of suitable unitary 
matrix units. The latter give us a basis of orthonormal idempotents for X(H, G) 
usually referred to as the spherical functions assoociated to the pair (H, G). In 
Section 3 we specialize to the pair (B,, S,,) where S,, is the permutation group of 
2n elements and B, is the hyperoctahedral group imbedded in S,,. This 
embedding is the realization of the Wreath product S,[S,] (= B,) in S,,,. In this 
section we show how domino tableaux appear in the support of the Fourier 
coefficients of 0. 
The zonal polynomials Z, are images of the spherical associated to the pair 
(B,, S,,) under a map which sends EX(B,, S,,) onto the symmetric polynomials. 
In Section 4 we show that this map has properties strongly analogous to the 
classical Frobenius map which sends the irreducible characters of S, onto the 
Schur functions and use this fact to give a multiplication rule for the zonal 
polynomials. 
1. Hecke algebra X(H, G) 
Note first that since H is a subgroup, we shall necessarily have that 
02’ 0. (1.1) 
In fact, 0 projects d(G) into VH. More precisely we have the following. 
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Lemma 1.1. For f E d(G), f E V”GfO = f. 
Proof. Let (ri)i=l...k be a system of representatives for the left cosets of H in G. 
The product f0 is then 
f@=5 (C f(rih))s@ 
i=l hcH 
and we immediately see both implications. 0 
Let us describe more precisely the algebra X(H, G). An element T of 
X(H, G) is an endomorphism T: VH + VH such that for any g E G, T(gf) =gTf. 
Now for any f E VH, by Lemma 1.1, we have 
Tf = T(fO) =fTO. 
Hence T is entirely determined by its evaluation at 0. Set TO = w, and note that 
since w E VH then for any f E VH we have 
Tf = fo = f&O. 
For o E d(G) define T, : VH + VH by T, f = fOw0. The next proposition gives a 
characterization of G-endomorphisms by elements o in d(G). 
Proposition 1.2. 5Y(H, G) = {T, 1 w E d(G)}. 
Proof. We have seen that for any T E X(H, G) there exits an element o in d(G) 
sucha that T = T,. 
Conversely, we need to show that for any element o of d(G), T, is an element 
of X(H, G). But this is immediate since for any f E VH and any g E G we have 
T,(gf) = (gf)OoO = g(fOo0) =gT,f E VH. 0 
Let Q = {HgH ) g E G}. Note that if (vi)i=l...d is a system of representatives for 
the double cosets of H in G then 
P={Hv,H 1 lcicd}. 
Moreover, we have the following. 
Proposition 1.3. The set {T,,, 1 1 s i s n} Is a basis for X(H, G), in particular 
dim(X(H, G)) = IQ. 
Proof. It is clear from Proposition 1.2 that the set {T,, I 1 c i c n} spans the space 
X(H, G). The independence follows from the fact that the double cosets are 
disjoint. Cl 
The following criterion is helpful in checking if a pair (H, G) is Gelfand. 
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Proposition 1.4. If HgH = Hg-‘H for any g E G then X(H, G) is commutative. 
Proof. From Proposition 1.2, we only have to check the commutativity of the set 
of generators { Tg 1 g E G}. For convenience, let us set 
if = glzGf (g)g_‘. 
Using twice the hypothesis we have 
T,T, = @gOOh = 0 i (gOOh)@ 
= Oh-‘Ng-‘O= T,T,. 0 
The converse of Proposition 1.4 has been shown in [2] for the case where all 
the representations of G are real. 
2. The Fourier transform of the idempotent 8 in a Gelfand pair (H, G) 
Let (WM be a complete family of irreducible unitary representations of G. 
Let d” be the dimension of the representations U”. From representation theory 
[9-lo], one can associate to these representations the basis 
and for f E d(G) let 
U”(f) = Jllf (g)@(g). 
This basis has the following property, 
f = c z&e; e P(f) = Ilu$ll VA EA. 
i,i. 1 
From (2.1), we define the so called Fourier transform 
(2-l) 
We know that 9 is an isomorphism of algebras. 
Since 0 satisfies d = 0 and O* = 0, the matrices U”(O) are idempotent and 
unitary. Upon replacing the U” by similar representations if necessary, we can 
assume in this section that U”( 0) is a 0, 1 diagonal matrix. For the particular case 
of a Gelfand pair, the elements of the form ofo, f E d(G), commute with each 
other. Hence the corresponding matrices U”(ofo) must also commute with each 
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other. This implies that U”(0) has rank at most 1 and we can thus assume that 
z&( 0) = 
1 ifi=j=l, 
0 otherwise. 
Consequently, from equation (0.3), we may state the following. 
Proposition 2.1. Zf (H, G) . 1s a Gelfand pair then there exists a subset K of A such 
that 
U*(O)#O e AEK. 
In particular, from (0.4), the cardinal@ of K is exactly the dimension of X(H, G). 
For A E K, let us define 




where xh is the irreducible character corresponding to A. Since the U”(0) are 
idempotent and since 9 is an isomorphism, we have 
@QP= 6 @A 
AI* . (2.3) 
The OA are thus independent and idempotent. Moreover, 
o= c 0”. (2.4) 
AeK 
From (2.3) and (2.4), we get the identity 00% = OA. Hence the 0” are 
elements of X(H, G). Using the usual scalar product in d(G) we get 
The elements O* are thus orthogonal. Moreover, from representation theory 
[9-W, 
Q*(e) = etl(e) = $ . 
A 
The elements hA@ are known as the spherical functions of X(H, G). In summary 
we have the following. 
Theorem 2.2. For (H, G) a Gelfand pair, the elements T’ = T,A form an ortho- 
idempotent basis of X(H, G). 
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3. The Gelfand pair (B,, S& 
Let us now consider the algebra X(B,, S,,). We shall start by describing the 
double cosets of B, in S,,. We can associate an invariant to each double coset. 
More precisely we construct a graph for each permutation o of S,, which 
characterizes the double coset to which o belongs. 
We shall use the two-line notation to represent a permutation. For each 
permutation of S,,, let us draw an edge between the numbers 2i - 1 and 2i for all 
1 =si cn in both the top and bottom lines representing the permutation. This 
operation constructs a graph consisting of cycles of even length. As example, see 
Fig. 1. 
The resulting graph completely characterizes the double coset. This is because 
left or right multiplication of o by an element of B, permutes the edges but does 
not affect the structure of the graph itself. The number of double cosets is hence 
equal to the number of partitions of 2n with even parts. Let us denote by A[n] the 
set of partitions of the integer it. The partitions of 2n with even parts are obtained 
from A[n] by multiplying the parts of the partitions in A[n] by 2. We shortly write 
212 for this last operation. A double coset whose associated graph has cycle length 
given by 2A will be said of type A. We can thus state the next proposition. 
Proposition 3.1. dim(X(B,, S,,)) = IA[n]l. 
Moreover, we have the following. 
Proposition 3.2. (B,, S,,) is a Gelfand pair. 
Proof. Using Proposition 1.4, we only have to show that 
B,aB, = B,a-‘B,. 
But o and 0-l have the same characteristic graph. Just a reflection across the 
horizontal line sends one onto the other. The two permutations are thus in the 
same double coset. 0 
Let @ be the character associated to the &,-module VBn. Note that Qi is the 
character of the representation obtained by inducing the trivial character from B, 
to S,. The Frobenius image of @ turns out to be the Polya enumerator 5!j’)B, for 
nnnnn 
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the subgroup B,. This is an immediate consequence of 
indeed we have 
Frobenius reciprocity, 
where the Y’s are the power sum symmetric functions given by the cycle type of 
the permutations. 
On the other hand, because B, is a Wreath product of two symmetric groups, it 
follows that 
In [8], Macdonald gives the identity 
(3.1) 
We hence have 
@ = *Eq n ] x2A. 
For the pair (B,, S,,), (3.1) and Proposition 2.1 imply the following. 
Corollary 3.3. Ur( 0) # Oe y = 211 for A .s A[n]. 
The spherical functions for (B,, S,,) are defined using (2.2). That is for 
A e A[n] we set 
(3.2) 
It develops that when we use Young’s orthogonal representations [9, lo] for the 
CJ in Corollary 3.3, a surprising fact involving the domino tableaux appears. To 
state this we need to define the standard domino tableaux of shape A 
(DA-tableaux). Denote by U”[n] the set of all standard tableaux of shape ?, E A[n]. 
That is all the injective fillings of the Ferrer diagram of shape A with the numbers 
1 . . . n, strictly increasing in the rows and the columns. Define also the map 
DA:U+r]4r2$z] 
which sends each square i into the horizontal domino 2i - 1, 2i, as, for example, 
in Fig. 2. Then the set of DA-tableaux is the image of the map DA. 
Fig. 2. 
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Theorem 3.4. For Young’s orthogonal representation U”(O) = llu611, 
u$#O * p=22;3forAEA[n] 
and T:“, Ty are D’-tableaux. 
Proof. Young’s basis [9-lo] which yields the matrices UP is indexed by the 
standard tableaux U@[2n]. In that setting, a useful version of the branching rule 
for the representations of the symmetric groups can be stated as follows (see [9] 
for a proof). 
Branching rule. For each permutation t in S2n--1 9 S,, 
where p- is the set of all partitions obtained from ,u E A[2n] be decreasing one of 
the parts by 1. 
If we choose a system of representatives for the left and the right cosets of B,_, 
in B, we get the identity 
(3.3) 
Here R is the matrix corresponding to the sum of the right coset representatives 
and L is the matrix corresponding to the left ones. 
For n = 1, we obtain the matrices 
I/“(@,) = [l] and U’(O,) = [O]. 
We shall complete the proof by induction on n. Set for K E A[2n - 21 
UK(O,_,) = llb;ll. 
By the induction hypothesis we have 
b;#O 3 K=~V for v~A[n-l] 
and TF”, Ty” are D”-tableaux. Set for ~1 E A[2n], 
U”(O,_,) = IlC$l. 
From Corollary 3.3, we can assume that p = 2A (A E A[n]) in equation (3.3). 
Using twice the branching rule we get 
(3.4) 
Note that by the induction hypothesis UK(O,_,) is different from the zero matrix 
only when K = 2v for some v E A[n - 11. Thus the only UK(O,_,) in (3.4) which 
contribute nonzero entries to U2*(0,_,) are those in which K is obtained from 2A 
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by removing twice a square from the same row. Thus we may conclude that 
cg#O * ~=22A forAEA[n] 
and T:“, Ty are DA-tableaux. The equations (3.3) then yield that the same 
properties must be satisfied by the entries &O,) in UP(@). This completes the 
induction. 0 
We conjecture that I.$# 0 iff T?” and Ty are DA-tableaux. Moreover ~6, 
seems to be greater than or equal to zero in all cases. 
4. Zonal polynomials 
The zonal polynomials [5] are constructed in a way that reminds us of the 
construction of the Schur functions. That is we set 
where the Y’s are the power sum symmetric functions and S(a) is the type of the 
double coset of u. We see that the double cosets play a role here analogous to 
that played by the conjugacy classes in the Frobenius map. Moreover, we will 
show that the zonal polynomials form an orthogonal basis with respect to the 
scalar product defined on the power sums by setting: 
( YA) Yp ) 2 = &,2l@% 
where l(A) is the number of nonzero parts of A and for A = l”‘2”‘. . . nLy”, 
I= l”‘2”‘. . . n”ncv,! a,! . . * L&u,! 
To derive this last assertion, let us set some notations. Let us denote by d, the 
cardinality of the double coset of type Y. Let us denote by O$ the value of the 
function OA on the same double coset. Thus we can write 
(Z,, Z,,), = c 0h,0~d;21”‘it 
v 
On the other hand, we have from equation (2.5) that 
Now a simple permutation counting argument gives 




which yields the desired orthogonality. 
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Since J 0, = O,, then for any f, g, we have 
(aIf% ds, = (fl @n&J,“. (4.1) 
This is an analogue of the Frobenius reciprocity for spherical functions when 
g = %@” E Wk, &I). 
Let us cut the interval { 1, . . . ,2n} into two even intervals: A = (1, . . . , 2k) and 
B = (2k + 1, . . . , 2n). The tensor product of two spherical functions, on S, and 
S, respectively, is the pointwise multiplication of the two functions. In S,,, that 
gives 
if o = o,o, E S, X S,, 
elsewhere. 
to induce this function to a spherical function on S,,, we multiply by 0, on both 
sides and we obtain 
(4.2) 
Now let us return to the zonal polynomials. The multiplication of two zonal 
polynomials Z,, Z,, Y E A[k] and ~1 E A[n - k] gives 
(4.3) 
Here, it is not difficult to see that the cycle structure of the graph associated to 
the double coset of oAuB is the union of the cycle structure of the graphs 
corresponding to oA and us. This gives that 
and we may rewrite (4.3) in the form 
Since ‘ysC_, is constant on the double cosets, we have 
Ysc-, = O,Yb(_,O,. 
Thus 
z,z, = (2n)! ( WW, o,Y*,_,O”),” 




where the b& are defined in (4.2). This is an analogue of the multiplication rule 
for two Schur functions, 
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The b$, may be obtained as follows: 
b& = (2n)! h,( O,@“O~‘on, O”), 
or alternatively 
b;,oA = @@,@‘@M@,@& @A@‘@‘&. 
We have hence proved the following theorem. 
(4.4) 
Theorem 4.1. 
,&z,, = c b&Z, where b& = (2n)! h,( 0,@“@‘0,,, O”),” 
kA[n] 
To this date there is no combinatorial rule, like the Littlewood-Richardson 
rule, for computing the coefficients bhyp. Theorem 3.4 suggests that the D”- 
tableaux should be involved in such a rule. We shall terminate this paper by 
showing a relation between the coefficients for the multiplication of zonal 
polynomials and the coefficients for the multiplication of Schur functions. For 
this, we need the following lemma. 
Lemma 4.2. For f, g E d(G), (using the same setting as in Section 2) 
(f,g)O=hAIXitr U"(fg*). 
Proof. We first notice that 
(f, g>c3 = (fs*r &>G =+jfg*l.. 
On the other hand, for any h in d(G) and from (2.1) 
h IE = iFA d<f >e& 
From representation theory [9-lo], one can show that 
e$l, = 2. 
A 





The result follows from (4.5) and (4.8). 0 
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Theorem 4.3. c&,, =0 j b$ =O. 
Proof. From Theorem 4.1 and equation (3.2) we have 
b&, = (2n) 
The hyperocatahedral groups BA and Bs acting on respectively the sets A and B 
subgroups of B,, we thus have O,O,,, = 0, and O,,,@, = 0,. Using (4.1) we 
obtain 





2v 2p x?” 
Since O,* = 0, and (x2”)* = x2*, Lemma 4.2 gives 
This implies that the only nonzero term in this last sum is when K = 2h and we get 
b& = tr( 02A(EE)(i2A(@fl)). (4.9) 
Using Frobenius reciprocity we can write for o = CJ,U, E S, x SR 
u2ya) = @Eg2k, (U”(u,) c3 .y,))@c% 
qcA[2n-2k] 
From this we may state that 
2A 
c2v,2cc = 0 * u2A = [O]. 
This last result combined with (4.9) completes the proof. 0 
Remark 4.4. We should mention that, working with the Littlewood-Richardson 
tableaux, one can show that we have 
22 C2”,JP = 0 G c& = 0. 
Thus Theorem 4.3 may be restated as 
C “;, = 0 3 b& = 0. 
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