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E-mail address: byekren@pamukkale.edu.tr (B.Y. EThis paper aims to show an optimum sizing procedure of autonomous PV/wind hybrid energy system
with battery storage and a break-even analysis of this system and extension of transmission line. We
use net present value (NPV) method for the comparison of autonomous hybrid energy system and exten-
sion of transmission line cases. The case study is completed for the satisfaction of the electricity con-
sumption of global system for mobile communication base station (GSM) at Izmir Institute of
Technology Campus Area, Urla, Izmir, Turkey. First, we optimize the PV/wind energy system using
response surface methodology (RSM) which is a collection of statistical and mathematical methods rely-
ing on optimization of response surface with design parameters. As a result of RSM, the optimum PV area,
wind turbine rotor swept area, and battery capacity are obtained as 3.95 m2, 29.4 m2, 31.92 kW h, respec-
tively. These results led to $37,033.9 hybrid energy system cost. Second, break-even analysis is done to be
able to decide the optimum distance where the hybrid energy system is more economical than the exten-
sion of the transmission line. The result shows that, if the distance between national electricity network
and the GSM base station location where the hybrid energy system is assumed to be installed is at a dis-
tance more than 4817 m, the installation of hybrid energy system is more economical than the electricity
network.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
The rapid depletion of fossil fuel resources on a worldwide basis
has necessitated an urgent search for alternative energy sources to
meet to the present day demands. Alternative energy resources,
such as solar and wind energies, are clean, inexhaustible, and envi-
ronment-friendly potential resources of renewable energy options.
It is prudent that neither a standalone solar nor a wind energy sys-
tem can provide a continuous supply of energy due to seasonal and
periodical variations. Therefore, in order to satisfy the load de-
mand, hybrid energy systems are implemented that combine solar
and wind energy conversion units with battery storage. A great
deal of research [1–11] has been carried out on hybrid energy sys-
tems with respect to performance and optimization, and other re-
lated parameters of significance.
A schematic diagram of a basic hybrid energy system is given in
Fig. 1. As seen in the figure, the electricity produced via PV array
and wind turbine is regulated by voltage regulator components
and the excess electricity produced by the hybrid system is stored
by the battery banks to be used for later lacking loads. Here, thell rights reserved.
x: +90 258 295 3262.
kren).amount of the electricity produced via the wind and the solar en-
ergy depends on the total solar radiation on horizontal surface and
the wind speed in general.
In a typical hybrid energy system, one energy resource is at a
lower supply level while the other one is usually at a higher supply
level. For instance, in the winter seasons (in the Northern hemi-
sphere), the wind speed is generally at its high level while the solar
radiation is at its low level. In addition during the nights, solar en-
ergy cannot be utilized while the wind energy may be utilized effi-
ciently. Hence, simultaneous utilization of multiple energy
resources greatly enhances the certainty of meeting load demands.
Therefore, it is critical to determine the levels of the energy re-
sources at which the response reaches its optimum. The optimum
design parameters depend on the objective function which could
be either a minimum or a maximum. In this study, the main objec-
tive is chosen as the minimization of the cost of the PV/wind hy-
brid energy system as a function PV size, wind turbine rotor
swept area and battery capacity.
2. Background and motivation
Recently, several research groups have carried out optimization
of autonomous hybrid energy systems. Borowy and Salameh [1]
Fig. 1. Schematic diagram of a basic hybrid energy system.
1044 O. Ekren et al. / Applied Energy 86 (2009) 1043–1054have developed an algorithm to optimize a photovoltaic-array with
battery bank for a standalone hybrid PV/wind system. The model
proposed was based on a long-term hourly solar irradiance and
peak load demand data of the site chosen. The number of PV mod-
ules in the hybrid energy system was calculated in the same algo-
rithm. However, direct cost of the PV/wind systems was not
considered for optimizing the hybrid energy system. Later, Borowy
and Salameh [2] optimized a similar system taking into account
the cost of the PV modules and battery systems. A graphic con-
struction technique to optimize the size of the PV/wind energy sys-
tem was presented by Markvart [3] considering the monthly
average solar and wind energy values. On the other hand, unlike
the methods based on hourly, daily, and monthly average basis, a
statistical approach for optimizing the size of PV arrays and the
number of batteries for a standalone PV/wind hybrid system was
presented by Bagul et al. [4]. They proposed a three-event probabi-
listic approach to overcome the limitations of the conventional
two-event approach in matching the actual distribution of the en-
ergy generated by hybrid systems. Recently, Celik [5] has made a
techno-economic analysis and optimization of a PV/wind hybrid
energy system. Also a comparative study with a standalone solar
and wind system for the same conditions of load, insulation and
wind velocities has been conducted. Being fundamentally different,
Morgan et al. [6] have studied the performance of battery units in
an autonomous hybrid energy system at various temperatures by
considering the state of voltage (SOV) instead of the state of charge
(SOC). Their algorithm was able to predict the hybrid energy sys-
tem performance at various battery temperatures. Yang et al. [7]
have proposed an optimization technique following the loss of
power supply probability (LPSP) model for a PV/wind hybrid sys-
tem taking reliability of the system into account. They demon-
strated the utility of their model through a case study of a hybrid
unit for a telecommunication system.
Ashok [8] proposes a model based on different system compo-
nents of a hybrid energy system and develops a general model to
find an optimal combination of energy components for a typical
rural community, minimizing the life cycle cost.
Photovoltaic solar and wind energy conversion systems have
been widely used for electricity supply in isolated locations farfrom the distribution network. If such systems are designed well
they can provide a reliable service and operate in an unattended
manner for extended periods of time. However, they suffer from
the fluctuating characteristics of available solar and wind energy
sources, which must be addressed in the design stage. The degree
of desired reliability from a solar and wind process so as to meet a
particular load can be fulfilled by a combination of properly sized
wind turbine, PV panel, storage unit and auxiliary energy. Because
the storage unit and auxiliary energy are needed to provide high
reliability and avoid gross over-design of the solar and wind sys-
tem [9,10] we propose in our system the use of battery storage
and auxiliary energy.
Hybrid energy system studies in the past [4–8,11–14] have
been based upon a particular design scenario with a certain set
of design values yielding the optimum design solution only. Such
an approach, although providing the optimum solution, unfortu-
nately lacks the ability to provide a general understanding about
how the total system cost changes with the size of design param-
eters. This study is the first time in the PV/wind hybrid energy sys-
tems field, introduces both an optimization and a break-even
analysis procedure at the same time to characterize the system
cost to be able to decide on the more beneficial project which
are installing a hybrid energy system or extension of the transmis-
sion line. The case study is completed for the electricity consump-
tion of the GSM base station at Izmir Institute of Technology
Campus Area, Urla, Turkey. Unlike the previous studies, in this
study stochastic input variables for the solar radiation, wind speed,
and electricity consumption are used and the system is optimized
using RSM. And also, with the help of the approach presented here,
one can easily obtain not only the optimum parameter sizes lead-
ing to the minimum life cycle cost and also obtain the right deci-
sion of the cost-effective solution for the electricity supply,
installation of the hybrid system or the extension of transmission
line, in remote areas having a certain distance from national elec-
tricity network.3. Building response surface metamodels
RSM consists of a group of mathematical and statistical tech-
niques that can be used to define the relationships between the re-
sponse and the independent variables. RSM defines the effect of the
independent variables, alone or in combination, on the processes.
In addition to analyzing the effects of the independent variables,
this experimental methodology also generates a mathematical
model called a metamodel. The graphical perspective of the math-
ematical model has led to the term RSM [15].
Metamodels are developed to obtain a better understanding of
the nature of the true relationship between the input variables
and the output variables of the system under study. This approxi-
mate formula could be used as a proxy for the full-blown simula-
tion itself in order to get at least a rough idea of what would
happen for a large number of input-parameter combinations. A
number of mathematical functions have been used to develop
these metamodels [16–18].
Fig. 2 illustrates the general process of building response sur-
face metamodels. The process typically involves taking observa-
tions in a starting region, usually according to an experimental
design such as a factorial (2k) or fractional (2kp). Here, k is the
number of factors and 1/2p is called the degree of fractionation,
because it represents the fraction of observations from a 2k de-
sign that is required. For example, if a problem having 7 factors
is studied, the necessary number of runs in the experiment
would be 27 = 128. Because each run may require time-consum-
ing and costly setting and resetting of machinery, it is often
not feasible to require many different production runs for the
Fig. 2. Building response surface metamodels.
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used that ‘‘sacrifice” interaction effects so that main effects may
still be computed correctly [15]. This exploratory phase is re-
peated until significant interaction effects exist. A significant
interaction effect indicates that the response surface will be
curved in that region, i.e. a second-order polynomial function.
Provided that the experimenter has defined factor limits appro-
priately and/or taken advantage of all available tools in multiple
regression analysis, then a higher-order model is generally unu-
sual. Then, a three-level factorial or composite design is used to
fit response surface to a second-order polynomial metamodel.
At last, canonical analysis is employed to investigate the response
surface in order to determine whether the estimated stationary
point is a maximum, a minimum, or a saddle-point. In case, the
estimated surface is determined not to have a simple optimum
well within the range of experimentation, then ridge analysis is
performed to aid in the interpretation of the existing response
system [19,20].In this study, first of all, a factorial ANOVA analysis is conducted
in statistical analysis software, SPSS 9.0, at 95% confidence level so
as to understand whether the main effects and interaction effects
of the independent variables are significant [21]. Since a significant
two-way interaction effect is observed at the end of the ANOVA
analysis, a second-order response surface metamodel is built using
a three-level factorial design. The metamodel represents the cost
function as the output performance variable, and PV size, wind tur-
bine rotor swept area and battery capacity as the input variables.
Once the second-order metamodel is constructed, size optimiza-
tion is accomplished in RSM.
The purpose of a simulation metamodel validation is to investi-
gate whether the metamodel can adequately approximate the
behavior of the input-output generated by the simulation program.
The assessment of this adequacy is necessary [16,22]. Here, the
validity of the metamodel is determined by examining the
model-fit-diagnostics. A lack-of-fit test and F-test are used to
ascertain whether the model adequately fits the data. A check of
1046 O. Ekren et al. / Applied Energy 86 (2009) 1043–1054the distribution of the residuals leads to the determination of the
validity of the model assumptions [23].
4. PV/wind hybrid energy system simulation
The hybrid system relies on solar and wind energies as the pri-
mary power resources, and it is backed up by the batteries (see
Fig. 1). Batteries are used because of the stochastic characteristics
of the system inputs. The basic stochastic input variables of the
model are solar radiation, wind speed, and the electricity con-
sumption of the GSM base station. Because the behaviors of these
variables are non-deterministic data, probability distributions are
specified in order to carry out random-input simulation. Random
data are generated in the simulation software, ARENA 10.0 [24].
In this study, hourly data are used in the simulation model. There-
fore, one of the hybrid system model assumptions is that the input
variables do not change throughout an hour. This means that the
solar radiation and the wind speed input values are constant e.g.
from 1:00 pm to 2:00 pm. in any month in the simulation model.
The length of each simulation run is considered as twenty years
of the economical life which consists of 365 days/year, 24 h/day,
in total 175,200 h. For each run, five independent replications are
completed. In the simulation model, since it is a popular and useful
variance reduction technique to compare two or more alternative
configurations, the common random numbers (CRN) variance
reduction technique is used. And since a steady state analysis is
needed to analyze a long time period non-terminating system,
the warm-up period is decided as 12,000 h [15]. Hourly mean solar
radiation and wind speed data for the period of 2001–2003 (26,280Table 1
Main characteristics of the meteorological station.
Instrument
Pyranometer (CM11)
Data logger
Measurement range
Anemometer (for speed) 0.3–50 m/s
Wind vane (for direction) 0–360
Thermometer (30)–(+70) C
Hygrometer 0–100% RH
Barometer 800–1600 kPa
Fig. 3. Average hourly total solar radiatiodata = 24 h  365 days  3 years) are recorded at a meteorological
station where the suggested hybrid energy system is to be estab-
lished. Technical specifications of the meteorological station are gi-
ven in Table 1 [25].
4.1. Solar radiation
Fig. 3 shows average measured hourly total solar radiation on
horizontal surface, H, based on months in a year. Hourly total solar
radiation on tilted surface, IT, is calculated using H and optimum
tilted angle of the PV panel, b is taken as 38 [14].
Table 2 presents fitted hourly total solar radiation distributions,
for example, for three months, in June, July, and August. Each solar
radiation distribution is different at each hour of the month. This
means that solar radiation may vary in accordance with its distri-
bution at each hour of the months which is not known in advance.
Here, the existences of the zero values are due to the sunset.
Arena simulation software uses nine different theoretical distri-
butions to fit data to a theoretical distribution. These are, Exponen-
tial, Gamma, Lognormal, Normal, Triangular, Uniform, Weibull,
Erlang, and Beta distributions. Each of the distribution has its
own probabilistic characteristics in creating random variables in
a stochastic model.
4.2. Wind speed
In order to measure wind speed and prevailing wind direction, a
three-cup anemometer and a wind vane are used. Hourly average
wind speeds at 10-m-height for all months of the year, can be seenSpecification/description
Wieving angle: 2p
Irradiance: 0– 400 W/m2
Sensitive: 5.11  10–6 V/W/m2 (±0.5% at 20 oC and 500 W/m2)
Expected signal output: 0–10 mV
Response time for 95% response: <15 s
Module capacity: 192896 bytes
12 signal inputs
Recording resolution Accuracy
0.1 m/s 0.3 m/s
61 ±20
60.1 C ±0.2 K
1% RH ±2% RH
61 kPa –
n on horizontal surface (measured).
Table 2
Hourly solar radiation on horizontal surface distributions for months June–August (W/m2).
Hours Months
June July August
00:00–01:00 0 0 0
01:00–02:00 0 0 0
02:00–03:00 0 0 0
03:00–04:00 0 0 0
04:00–05:00 0 0 0
05:00–06:00 0 0 0
06:00–07:00 0.001 + 37  BETA(0.0269, 0.0857) 0 0
07:00–08:00 48 + 123  BETA(2.71, 0.787) NORM(113, 12.9) 18 + 80  BETA(2.22, 1.22)
08:00–09:00 NORM(313, 16.6) TRIA(240, 278, 305) 80 + 189  BETA(3.49, 1.22)
09:00–10:00 NORM(482, 19.9) 270 + 209  BETA(3.26, 0.724) 183 + 246  BETA(1.57, 0.542)
10:00–11:00 481 + 173  BETA(2.39, 0.602) NORM(602, 17.2) NORM(545, 55.8)
11:00–12:00 558 + 206  BETA(2.51, 0.601) NORM(714, 28.1) 265 + 457  BETA(2.76, 0.465)
12:00–13:00 538 + 297  BETA(1.34, 0.431) 517 + 337  BETA(3.95, 1.11) 221 + 617  BETA(3.05, 0.62)
13:00–14:00 472 + 399  BETA(1.5, 0.42) 672 + 187  BETA(3.27, 0.858) 145 + 704  BETA(2.09, 0.385)
14:00–15:00 229 + 617  BETA(1.13, 0.313) 400 + 436  BETA(1.32, 0.415) 144 + 655  BETA(0.978, 0.366)
15:00–16:00 359 + 411  BETA(1.02, 0.402) 453 + 311  BETA(0.931, 0.405) 334 + 393  BETA(1.45, 0.507)
16:00–17:00 198 + 450  BETA(1.09, 0.303) 174 + 481  BETA(1.34, 0.407) 193 + 464  BETA(2.78, 1.04)
17:00–18:00 178 + 326  BETA(1.28, 0.418) 46 + 452  BETA(1.16, 0.347) 76 + 371  BETA(1.47, 0.483)
19:00–20:00 103 + 233  BETA(1.55, 0.387) 69 + 258  BETA(2.46, 0.527) TRIA(78, 266, 278)
20:00–21:00 63 + 91  BETA(1.54, 0.604) 0.001 + 148  BETA(3.43, 1.02) 0.001 + 101  BETA(0.974, 1.13)
22:00–23:00 0 0 0
23:00–00:00 0 0 0
O. Ekren et al. / Applied Energy 86 (2009) 1043–1054 1047in Fig. 4. These average hourly measured solar radiation and wind
speed data figures are given for a general idea of the energy poten-
tial of the area. In the simulation model we use long-term dynamic
hourly data. This height is the universally standard meteorological
measurement height [26]. Table 3 shows hourly wind speed distri-
butions of three months as an example.
4.3. Electricity consumption
The third stochastic data is the electricity consumption of the
GSM base station. The data are collected from a base station in
Urla, Izmir for every hour of the day. In this study, the existence
of a seasonal effect on the GSM base station’s electricity consump-
tion is ignored. The statistical data are collected in 15 random days
in each season, fall, winter, spring, and summer. Hence, totally
15  4 = 60 electricity consumption data are collected for an hour
(e.g. for 1.00 pm). Then these data are fitted to theoretical distribu-
tions without considering seasonal effects. Fig. 5 illustrates the
hourly mean electricity consumption values of the GSM base sta-
tion. And the fitted distributions are given in Table 4.
The output of the wind generator and PV panels are DC power
and inverter converts it to the AC power.3.500
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Fig. 4. Average hourly average4.4. Formulations
If the hybrid energy systems are well designed, they provide a
reliable service for an extended period of time. The sizes of system
components are decision variables, and their costs are objective
function. Objective function here in is the cost of PV, wind turbine
rotor, battery and also the battery charger, installation, mainte-
nance, and engineering cost. A solar and wind hybrid energy sys-
tem with the sizes of as and aw, respectively, can be defined as
As ¼ g  As ð1Þ
where g is the PV module efficiency, As is the PV array area and
aw ¼ Cp  ðp  r2Þ ð2Þ
where Cp is the power coefficient, and r is the rotor radius. Here, p.r2
represents Aw, rotor swept area. g value is taken as a variable value
depending on PV module type and module temperature. In the
study, mono-crystal silicon PV module type, rated output of 75 W
at 1000W/m2 is used. Here, g value changes between 7% and 17%
based on module surface temperatures which are between 10 C
and 70 C [27,28]. In the simulation model, for December, January
and February the temperature and the g values are assumed to beJu
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wind speeds (measured).
Table 3
Hourly average wind speed distributions for months, January–March (m/s).
Hours Months
January February March
00:00–01:00 TRIA(2, 3.08, 18) 2 + 13  BETA(1.07, 1.57) 1 + 12  BETA(1.46, 1.79)
01:00–02:00 1 + LOGN(7.02, 5.28) WEIB(7.75, 1.88) 1 + 11  BETA(1.54, 1.66)
02:00–03:00 2 + 14  BETA(0.881, 1.23) GAMM(2.24, 3.31) TRIA(2, 3.95, 13)
03:00–04:00 NORM(8.22, 3.96) 1 + LOGN(7.1, 5.85) TRIA(1, 4.52, 14)
04:00–05:00 2 + WEIB(6.7, 1.52) 1 + LOGN(6.61, 5.58) NORM(6.93, 2.66)
05:00–06:00 TRIA(2, 4.21, 18) 1 + LOGN(6.3, 5.69) 2 + WEIB(5.3, 1.78)
06:00–07:00 1 + 15  BETA(1.37, 1.6) 2 + WEIB(5.5, 1.2) TRIA(1, 7.62, 12)
07:00–08:00 1 + LOGN(7.23, 5.21) 2 + WEIB(5.87, 1.48) TRIA(1, 7, 13)
08:00–09:00 2 + WEIB(6.84, 1.66) 2 + 17  BETA(1.14, 2.28) TRIA(1, 7.69, 10.9)
09:00–10:00 1 + WEIB(8.11, 2.12) 2 + WEIB(5.98, 1.41) 1 + GAMM(1.13, 4.69)
10:00–11:00 2 + WEIB(6.71, 1.8) 1 + WEIB(7.1, 1.61) 2 + WEIB(5.15, 2.25)
11:00–12:00 2 + WEIB(6.78, 1.87) 1 + ERLA(2.11, 3) NORM(6.77, 2.54)
12:00–13:00 3 + ERLA(2.63, 2) 2 + 22  BETA(0.955, 2.76) NORM(6.68, 2.81)
13:00–14:00 2 + GAMM(2.45, 2.54) 1 + WEIB(7.24, 1.56) 1 + ERLA(1.98, 3)
14:00–15:00 2 + WEIB(6.97, 1.58) 1 + WEIB(6.92, 1.57) 1 + WEIB(6.97, 1.76)
15:00–16:00 2 + WEIB(6.54, 1.6) 1 + WEIB(7.06, 1.61) NORM(7.17, 3.63)
16:00–17:00 2 + WEIB(6.41, 1.63) 1 + WEIB(6.86, 1.6) 2 + 17  BETA(1.37, 3.1)
17:00–18:00 NORM(7.35, 3.12) 1 + ERLA(2.8, 2) NORM(6.98, 2.9)
19:00–20:00 TRIA(2, 4.7, 16) NORM(6.84, 3.82) 1 + LOGN(6.07, 3.79)
20:00–21:00 2 + WEIB(5.76, 1.57) 1 + WEIB(6.46, 1.57) 2 + 12  BETA(1.06, 1.56)
22:00–23:00 1 + WEIB(7.01, 1.73) 1 + WEIB(6.4, 1.62) 1 + GAMM(1.84, 3.1)
23:00–00:00 NORM(7.41, 4.06) 1 + WEIB(6.4, 1.62) TRIA(2, 4.39, 13)
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Fig. 5. Hourly average demand of GSM base station.
Table 4
Hourly electricity demands (kW).
Hours Demands
00:00–01:00 NORM(1.21, 0.602)
01:00–02:00 1.72  BETA(1.13, 1.55)
02:00–03:00 WEIB(0.645, 1.28)
03:00–04:00 GAMM(0.565, 1.11)
04:00–05:00 EXPO(0.854)
05:00–06:00 3.31  BETA(1.28, 3.34)
06:00–07:00 2.86  BETA(1.15, 1.96)
07:00–08:00 WEIB(1.7, 2.36)
08:00–09:00 TRIA(0, 0.827, 3.84)
09:00–10:00 3.84  BETA(2.46, 3.25)
10:00–11:00 0.15 + 3.34  BETA(2.54, 2.87)
11:00–12:00 0.28 + LOGN(1.91, 0.951)
12:00–13:00 1 + ERLA(0.828, 2)
13:00–14:00 1 + LOGN(1.82, 1.43)
14:00–15:00 NORM(2.27, 0.626)
15:00–16:00 1 + GAMM(0.669, 2.4)
16:00–17:00 1 + GAMM(0.417, 3.45)
17:00–18:00 NORM(2.47, 0.685)
19:00–20:00 1 + ERLA(0.377, 4)
20:00–21:00 1.11 + ERLA(0.436, 4)
22:00–23:00 1.29 + LOGN(2.2, 1.59)
23:00–00:00 1 + GAMM(0.435, 3.48)
1048 O. Ekren et al. / Applied Energy 86 (2009) 1043–105410 C and 17%, respectively. For March, April and May the temper-
ature and the g values are assumed to be 50 C and 10%, respec-tively. For June, July, August the temperature and the g values are
assumed to be 70 C and 7%, respectively. And, for September–
November the temperature and the g values are assumed to be
30 C and 13%, respectively. These values are obtained from a man-
ufacturer firm. Cp value is taken from a manufacturer firm as a gra-
phic value which changes according to the wind speed value. Wind
energy density, W, is calculated by Eq. (3):
W ¼ 1=2  q  V3  D ð3Þ
D is length of period. Because of hourly operating state, it is taken as
1 h. q is air density which is considered as 1.225, and V is hourly
average wind velocity whose distribution is shown in Table 3.Solar
radiation on tilted plate is calculated for isotropic sky assumption
and using equation:
IT ¼ IbRB þ Idð1þ cosbÞ=2þ ðIb þ IdÞðð1 cosbÞ=2 ð4aÞ
Rb ¼ cosh=coshz ð4bÞ
where, IT is total solar radiation on tilted surface, Ib is horizontal
beam radiation, Id is horizontal diffuse radiation, Rb is ratio of beam
radiation on tilt factor, h is incidence angle, hz is zenith angle, q is
surface reflectivity, b is tilted angle of the plate.
The supply of hourly solar and wind energies must meet the
hourly demand, d. This expression can be formulated as
S  as þW  aw  d ð5Þ
Table 5
Coded values of factor levels for Box–Behnken design.
Experiment (run) Factor and factor level
x1 x2 x3
BB1 1 1 0
BB2 1 +1 0
BB3 +1 1 0
BB4 +1 +1 0
BB5 1 0 1
BB6 1 0 +1
BB7 +1 0 1
BB8 +1 0 +1
BB9 0 1 1
BB10 0 1 +1
BB11 0 +1 1
BB12 0 +1 +1
BB13 0 0 0
BB14 0 0 0
BB15 0 0 0
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and W is the wind energy density (kW h/m2). If Eq. (5) is not real-
ized, stored energy in the battery will be used. The battery is consid-
ered as full in the simulation initially and its efficiency is assumed
as 85%. The inverter’s efficiency is considered 90% here. If the total
of solar, wind, and battery energies still cannot meet the demand,
the energy shortage will be supplied by an auxiliary energy source,
whose unit cost, herein, is considered $0.5 per kW h electricity. In
this study, the location of the hybrid system is assumed in such a
place where the unit cost of the auxiliary energy is more expensive
than the electricity produced by the hybrid system. Therefore, the
cost of extra energy here is decided such that it is three times as
much of the average unit cost of the electricity produced by the hy-
brid system. Otherwise, if the unit cost of the auxiliary energy was
less than that of the electricity produced by the hybrid system, the
shortage could be supplied from the auxiliary energy source all the
time without the need for such a hybrid system [5]. As seen in Eq.
(6), the auxiliary energy cost is also a part of the total hybrid system
cost. Cs, Cw, CB, Csh and CT are the unit cost of photovoltaic, wind en-
ergy generator, battery, shortage electricity, and total hybrid energy
system, respectively. BC denotes the battery capacity. Ei is the total
amount of the electricity energy shortage because of not meeting
the demand during an hour i. Cs are $5.8/Wp (mono-crystal silicon,
rated output of 75 W at 1000W/m2), $5.5/Wp (multi-crystal silicon,
rated output of 75 W at 1000W/m2) whereas Cw is US $3/W (rated
output of 5000W at 10 m/s), and CB is $180/kW h (200 Ah 12 V lead
acid battery) [14]. Csh is $0.5 per kW h as explained above, and n is
the simulation time period, 175,200 h. In this study, the inflation
rate and time value of money are not considered.
CT ¼ Cs  as þ Cw  aw þ CB  BC þ
Xn
i¼1
Csh  Ei ð6Þ
In addition, a total of US $500 battery charger cost, and 5% installa-
tion, maintenance and engineering cost of the initial hardware is
also added into the total system cost for an assumed 20-year-
lifetime.Table 6
Factors and factor levels used in Box–Behnken experimental design.
Factor Level
1 0 +1
x1: PV (m2) 0 5 10
x2: wind (m2) 17 27 37
x3: BC (kW h) 10 30 505. Experimental design and results
Design of experiments is the design of all information-gathering
exercises where variation is present, whether under the full control
of the experimenter or not. Generally, the experimenter is inter-
ested in the effect of some process or treatment on some objects
which are the experimental units.
Experimental design is widely used for understanding the effect
of parameters in a system or a process so as to decrease the num-
ber of experiments, time, and material resources. Furthermore, the
analysis performed on the results is easily realized, and experi-
mental errors are minimized. Statistical methods measure the ef-
fects of change in operating variables and their mutual
interactions on a system or a process through experimental design
way [29].
In this study, a three-level, three-factorial Box–Behnken exper-
imental design is used to evaluate the effects of selected indepen-
dent variables on the responses to characterize the hybrid energy
system and to optimize the procedure. This design is suitable for
exploration of second-order (quadratic) response surfaces and for
construction of second-order polynomial models, thus helping to
optimize them by a small number of experimental runs [20].
Box–Behnken experimental design is an orthogonal design. There-
fore, the factor levels are evenly spaced and coded for low, med-
ium, and high settings, as 1, 0 and +1 [19,30]. For the three-
level, three-factorial Box–Behnken experimental design, a total of
15 experimental runs, shown in Table 5, are needed. Here, x1, x2
and x3 are the factors that could affect the cost function as givenin Eq. (6). 1, 0 and +1 show the coded variables of these factor lev-
els. 1 is the low level, 0 is the middle level and +1 is the high level
of the factors. In the middle level, three independent replications,
namely BB13, BB14, and BB15 in the table in this case, are needed.
In the design model, three factors are chosen as PV size, As, wind
turbine rotor swept area, Aw, and the battery capacity, BC. A list of
factors and their levels is given in Table 6. The levels are 0 and 10,
for 1 and +1 levels of PV size; 17 and 37 for 1 and +1 levels of
wind turbine rotor swept area; and 10 and 50 for 1 and +1 levels
of battery capacity. Since the amount of wind energy in this area is
greater than the solar energy, the interval between the low and the
high level of the wind turbine rotor swept area is greater than the
interval of the low and the high level of the PV size. This means
that, at the optimum point wind turbine rotor swept area tends
to be greater than the PV size.
5.1. Second-order polynomial (Quadratic) model fitting and RSM
results
The general representation of second order regression model of
the design is shown in Eq. (7):
Y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ b4x1x2 þ b5x2x3 þ b6x1x3 þ b7x21
þ b8x22 þ b9x23 ð7Þ
where Y is the selected response; b0–b9 are the regression coeffi-
cients and x1–x3 are the factors. This model is used to estimate
the relationship between the cost function, Y, and the three inde-
pendent factors, PV size, x1, wind turbine rotor swept area, x2, and
battery capacity, x3. Here, b1, b2, b3 coefficients denote the main ef-
fect of factors x1, x2 and x3, respectively. Besides, b4 denotes the
interaction between factors x1, x2; b5 denotes the interaction be-
tween factors x2, x3, and b6 denotes the interaction between factors
x1, x3. Finally, b7, b8, b9 denote the quadratic effect of factors x1, x2
and x3, respectively.
In order to fit the metamodel given in Eq. (7), 15 experiments
with three independent replications in the middle are utilized as
Fig. 7. Response surface of cost at fixed (optimum) battery capacity as a function of
PV size, x1, and wind turbine rotor swept area, x2.
1050 O. Ekren et al. / Applied Energy 86 (2009) 1043–1054illustrated in Table 5. The validity of the fitted model is tested by
computing a lack-of-fit, F-test and residual analysis. For the meta-
model fit and optimization procedure, a software called Design Ex-
pert 7.1 is used [30].
The results of the fitted standardized metamodel for the hybrid
system is given in Eq. (8). The model is found to be significant at
95% confidence level by the F-test. In addition, the model does
not exhibit lack-of-fit (P > 0.05). The lack-of-fit test measures the
failure of the model to represent data in the experimental domain
at points that are not included in the regression. If a model is sig-
nificant, meaning that the model contains one or more important
terms, and the model does not suffer from lack-of-fit, does not nec-
essarily mean that the model is a good one. If the experimental
environment is quite noisy or some important variables are left
out of the experiment, then it is possible that the portion of the
variability in the data not explained by the model, also called the
residual, could be large. Thus, a measure of the model’s overall per-
formance referred to as the coefficient of determination and de-
noted by R2 must be considered. The value R2 quantifies
goodness of fit. It is a fraction between 0.0 and 1.0, and has no
units. Higher values indicate that the model fits the data better.”
added to the paper. At the same time, adjusted R2 allowing for
the degrees of freedom associated with the sums of the squares
is also considered in the lack-of-fit test, which should be an
approximate value of R2.
Y^ ¼ 38812:37 5008:24x2 þ 2816x1x2 þ 10638:18x22
þ 3393:62x23 ð8Þ
R2 and adjusted R2 are calculated as 0.984 and 0.956, respectively. If
adjusted R2 is significantly lower than R2, it normally means that
one or more explanatory variables are missing. Here, the two R2 val-
ues are not significantly different, and the normal probability plots
of residuals do not show evidence of strong departures from nor-
mality as depicted in Fig. 6. Therefore, the overall second-order
metamodel, as expressed in Eq. (8), for the response measure is sig-
nificant and adequate.
In general, estimated standardized metamodel coefficients pro-
vide two types of information. The magnitude of a coefficient indi-
cates how important that particular effect is and its sign indicates
whether the factor has a positive or a negative effect on the
response.
The estimated cost function, Y^ , of the hybrid energy system ob-
tained by RSM in Eq. (8), indicates that there is no main effect of PV
size and battery capacity on the cost, while wind turbine rotor
swept area, x2, significantly affects the response variableFig. 6. Normal probability plot of residuals.(P < 0.05). Instead of the main effect of PV size, there is a significant
interaction term of PV size and wind turbine rotor swept area, x1,
x2. Besides, the quadratic effects of x2 and x3 are statistically signif-
icant (P < 0.05). It should be noticed that only the second factor af-
fects the cost negatively while the others affect it positively.Design
Expert 7.1 RSM result indicates that the stationary point (opti-
mum) of the fitted response surface, X0 = (x1, x2, x3), is (0.21,
0.24, 0.096) as coded variable and (3.95, 29.4, 31.92) as the real va-
lue yielding a predicted mean response of Y0 = $37, 033.9 (CT), a
minimum in the experimental region. Because the battery’s effi-
ciency is considered as 85%, a 37.55 kW h battery should be used
in the hybrid system. When we run the simulation model at the
optimum point the total energy met by the auxiliary energy source
in 175,200 h is obtained as 2,043.85 kW h, which means a shortage
cost of $1,021.925. This shortage cost can be interpreted as small
portion in the whole hybrid system cost. Fig. 7, illustrates the 3D
surface graph of cost response at the optimum battery capacity,
31.92 kW h, as a function of two factors, PV size, x1, and wind tur-
bine rotor swept area, x2.
From this figure, while one battery capacity is fixed at
31.92 kW h, the trade-offs between PV size and wind turbine rotor
swept area can be seen easily. And also, by the figure, the coded
optimum values can be seen around the minimum point of the
convex shape.
6. Loss of load probability and autonomy analysis
In this paper, the performance of the optimum point of the hy-
bird system is confirmed in terms of LLP and autonomy analysis on0
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O. Ekren et al. / Applied Energy 86 (2009) 1043–1054 1051an hourly basis. LLP is defined as, Eq. (9). Here Sj is the total amount
of the electricity energy shortage because of not meeting the de-
mand during year j and Cj is the total amount of the electricity en-
ergy consumption by GSM base station during year j, and n is the
simulation time period, as hour. At the end of the every n year,
the LLP is calculated according to Eq. (9). Autonomy is one minus
the ratio of the total number of hours in which loss-of-load occurs
to the total hours of operation and is given by Eq. (10) [31].
As a result, at the optimum point, the LLP and autonomy curves
obtained from the hybrid system simulation are given in Figs. 8
and 9, respectively. According to the figures, the LLP value changes
between 0.045 and 0.027 and autonomy value changes between
0.9 and 0.845 which can be seen reasonable. LLP and autonomy
values reach their steady state values after a while. If we chose
the warm-up period as a longer time period, LLP would reach itsFig. 10. Locationsteady state value faster than the Figs. 8 and 9. Here, because the
unit cost of auxiliary energy is high, the LLP is obtained as small
values. If it was taken a smaller value than 0.5, the optimum points
so, the LLP would change. Consequently, the optimum sizes which
we obtained by the RSM is reasonable and can be used for the
break-even analysis.
LLP ¼
Pn
j¼0SjPn
j¼0Cj
ð9Þ
A ¼ 1 DLOL
DTOT
ð10Þ7. Break-even analysis
A break-even distance analysis is performed for each autono-
mous hybrid energy system and extension of transmission line.
This analysis determines how far the site of the stand-alone alter-
native energy system should be from the existing utility line so
that the system is cost effective (breaks even) when compared to
using conventional transmission line. For the cost analysis, net
present value (NPV) method is used. Below, each case is explained
in details.
7.1. Autonomous hybrid PV/wind energy system: case A
Optimum hybrid energy system cost has been calculated in sim-
ulation above as $37,033.9. In calculating the cost of the hybrid en-
ergy system, a 20 year lifetime is assumed. In addition, in the 5th,
10th, and the 15th years, battery replacement cost and in the 10th
year, inverter replacement cost will be added to this total cost. The
renewal costs of battery and inverter are estimated as $6759of the site.
1052 O. Ekren et al. / Applied Energy 86 (2009) 1043–1054(180$/kW h  37.55 kW h) and $5350, respectively. The detailed
cost of the hybrid system is illustrated in Table 8.
7.2. Extension of transmission line: case B
The other energy supply scenario is to extend the transmission
line which is x meters away from the location where the hybrid
system is assumed to be installed. The location where the GSM
base station is installed and the hybrid system is assumed to be in-
stalled is right by the Aegean Sea and has a hilly topography. It has
several hills with 15–25% incline. These hills are covered with typ-
ically Mediterranean bushes. Soil depth is very low and not suit-
able for vegetation. Fig. 10 shows the site on Izmir map.
The total cost, for this scenario, changes according to the length
of the transmission line. This cost is sum of operation cost and
investment cost [32]. Operation costs of the grid system are the
electricity consumption fee and the maintenance costs. Sum of
the transformer and transformer pile, power panel, separator, pro-
ject development costs are considered as the fixed cost whereas
the pile, conductive wire, insulator, grounding, and labor costs
are considered as the variable cost in the initial investment cost.
The fixed cost is calculated for 50 kV A power demand in the case
study. The cost values are obtained from the Turkish Chamber of
Electrical Engineers and Turkish State of Electric Distribution. Grid
line components and their costs are given in Table 7.
Total cost of the extension of transmission line case is yielded as
Total Cost of Extension Transmission Line
¼ Investment Costþ Operation Cost ð11Þ
The total operation cost of the extended transmission line is gi-
ven by Eq. (12):
Total Operation Cost ¼
X
Maintenance Cost
þ
X
Electricity Consumption Fee
 Salvage ð12Þ
Consequently, from Table 7, the total cost (TCt) of extended trans-
mission line for the mentioned location is obtained as Eq. (13).Table 7
Grid line system components and their costs.
Components Unit
used
Unit cost
($)
Variable costs
Concrete pile
Pile 8–12 (2170 kg) Item 298.74
Pile installation Item 572.88
Pile transportation Pile-m 0.05
Wire (110 kg/km) M 0.3751
Concrete sleeper
Sleeper T 27/260 (100 kg) Item 19.63
Sleeper installation Item 20.05
Sleeper transportation Pile-m 0.002
Support insulator Item 19.11
Fixed costs
Pile 14–12 (2790 kg) + installation 1 item 1011
Transformer platform PL-250 (700 kg) 1 item 206.28
Current transformer 75/5 A , Cl: 0.5 3 item 17
OG fuse 36 kV, 2–20 A 6 item 176.4
Fuse separator 36 kV–630 A 1 item 525
Ground separator 36 kV–630 A 1 item 460
Power panel 1 item 920
Electric meter 220/380 V 1 item 300
Circuit breaker 3  80A compact (thermic–magnetic–
automatic)
1 item 29.7
Distributor transformer 31.5 kV, 50 kVA 1 item 2912
Others 1454.26The variable cost function of the TCt (0.0007x2 + 12.483x) is ob-
tained using regression analysis by calculating for different distance
options. The function’s R2 value is obtained as 1 which can be ac-
cepted reasonable. Here, x is the transmission line length as meter.
In other words, it is the distance from the network where the hybrid
system is installed. Since, the cost function is nonlinear, when the
distance from the transmission line of the location increases, then
the extension cost of the transmission line increases as polynomial.
TC ¼ 0:0007x2 þ 12:483xþ 8011:64þ ð0:1ð0:0007x2 þ 12:483x
þ8011:64ÞÞ þ 40900 5000Þ ð13Þ
In Eq. (13), 8011.64 is the fixed cost of the extension of the trans-
mission line which is calculated from the Table 7 of the fixed cost
column. The economical life of the extended transmission line is
considered as 40 years. And, the estimated annual maintenance cost
is assumed as 10% of the initial investment cost of the transmission
line which is ‘‘0.1 * (0.0007x2 + 12.483x + 8011.64)” part in Eq. (13).
In addition, expected annual electricity consumption costs are $900
per year. And the total salvage value for grid connected system is
expected as $5000.7.3. Break-even analysis results
To be able to compare the life cycle cost values of the both,
autonomous hybrid energy system and extended transmission line,
the economical life of the systems are equalized to 40 years. There-
fore, the hybrid system is renewed once after 20 years of operation.
Detailed comparison of the autonomous hybrid energy system and
extended transmission line costs for 4000 m distance between
national electricity network and the location where the hybrid sys-
tem is assumed to be installed is seen in Table 8.
Here, the location where the hybrid system is assumed to be in-
stalled is around 4000 m far away from the electricity network.
Therefore, as seen in Table 8, the extension of the transmission line
is calculated as 4000 m. and obtained as 15.66% greater than the
hybrid energy system. So, here extension of the transmission line
is more economic than the hybrid energy system. In order to find
out the optimum extended transmission line distance, where the
hybrid energy system becomes economic, break-even analysis is
performed. In the break-even analysis, decision variable is the dis-
tance between GSM base station location where the hybrid energy
system is assumed to be installed and the national electricity net-
work. This distance is found by equating the costs of above men-
tioned two cases. The intersection point of is found to be 4817 m.
If distance between the national electricity network and the GSM
base station location where the hybrid system is assumed to be in-
stalled is longer than 4817 m, installation of the hybrid energy sys-
tem becomes more economical than the transmission line. The
graphic form of this result is shown in Fig. 11.
In this study, when comparing the two alternative systems,
intangible effects e.g., the positive effects of the hybrid energy sys-
tem to the environment, clean, renewable etc., are not considered.Table 8
Comparison of alternative investment cases for 40-year life.
Items Case A (US$)
hybrid system
Case B (US$) (4000 m distance from
national electricity network)
Initial investment 2  37,033.9 69,143.64
Maintenance Included in initial
investment cost
6,914.364
Battery renewal 6  6,759 –
Inverter renewal 2  5,350 –
Annual net payment – 40  900
Salvage value 2  750 5,000
Total $123,821.8 $107,058.004
Fig. 11. Break-even analysis of hybrid energy system and grid line cost.
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be ignored and this system can be chosen as the electricity supplier
for the GSM.
8. Conclusions
In this study, size of a PV/wind hybrid energy conversion sys-
tem with battery storage is optimized using Box–Behnken design
and RSM based on an hourly operating cost. Then, break-even anal-
ysis is completed to be able to decide which investment is benefi-
cial for the area. First of all, a simulation model for conducting a
detailed hybrid energy system analysis and size level evaluation
is described. The simulation model is completed based on the his-
torical hourly mean solar radiation and wind speed data for the
period of 2001–2003 recorded at the meteorological station, Izmir
Institute of Technology Campus Area, Urla, Turkey. Second, the
regression metamodel of the hybrid energy system is obtained
from the outputs of this simulation model using Box–Behnken de-
sign. Finally, the classical optimization technique known as RSM is
used to optimize this regression metamodel. As a result, the opti-
mum PV area, wind turbine rotor swept area, and battery capacity
are obtained to be 3.95 m2, 29.4 m2, 31.92 kW h, respectively.
These results led to $37,033.9 hybrid energy system cost, including
the shortage energy cost met by the auxiliary energy. The optimum
result obtained by RSM is confirmed using LLP and autonomy anal-
ysis. In the second part of the study, other alternative way of an
electricity production which is the extension of the transmission
grid line is considered. The mathematical cost formulation of the
transmission grid line is obtained as Eq. (13). And then, break-even
analysis is done as seen in Fig. 11. As a result, the break-even point
is obtained as 4817 m. It defines that after this distance using a hy-
brid system is more economic than the grid line system. However,
since the cost difference between the two system is low, 15.66%,
and the hybrid energy system is renewable and environment
friendly, this system still can be used for energy supplier of the
GSM base station.
The methodology described in this study provides an important
and systematic approach for design, analysis of hybrid energy sys-
tems and choosing the best energy system for the remote areas.
The optimization ability is especially helpful if the simulation of
a system is very large and costly, precluding exploration of all
but a few input-parameter combinations. The development of the
metamodel makes possible, so better understanding of the true
relationship between input variables such as the PV size, wind tur-
bine rotor swept area, and battery capacity, and output variablessuch as the hybrid energy system cost. Besides, evaluation of a hy-
brid energy system and extension of the transmission line via the
break-even analysis has shown a way to be able to decide on the
profitable two alternative systems.
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