Background: Computational fluid dynamics (CFD) modeling of nominally patient-specific cerebral
INTRODUCTION
Brain aneurysms occur in approximately 5% of the population [1] and, with improvements in the quality and availability of medical imaging, the number of detected unruptured brain aneurysms is on the rise [2] . Interventionalists are faced with the fundamental question of when and if to treat an unruptured brain aneurysm, because the risks of treatment potentially outweigh the risk of rupture. When the decision to intervene has been made, the primary question is when to clip vs. coil [3, 4] . When coiling is selected, interventionalists are left with concerns related with the sufficiency of packing density to prevent aneurysm regrowth and coil compaction [5] [6] [7] . It is widely believed that an understanding of aneurysmal blood flow dynamics can enhance clinical decisions [8] ; however, medical imaging alone is not yet able to provide the anticipated necessary hemodynamic information. Instead, computational fluid dynamics (CFD) may provide the ideal tool to help tackle these and other problems related to cerebral aneurysms.
Advances in medical imaging and vessel segmentation/reconstruction algorithms have led to increasingly widespread use of CFD modeling of so-called "patient-specific" cerebral aneurysm hemodynamics [9] [10] [11] [12] . Cebral et al. have recently demonstrated the development of an efficient pipeline for the CFD simulation of large numbers of aneurysms [13] , with the eventual possibility of determining hemodynamic risk factors implicated in a high probability of rupture [14] . CFD has been used to infer the effects of endovascular therapy on hemodynamics in idealized brain aneurysm models [15] [16] [17] [18] , and is being proposed as a tool for patient-specific testing and treatment planning of endovascular devices [19] . While such CFD models are compelling in their detail and enticing in their potential to improve our understanding of aneurysm development and treatment, to our knowledge there have been no attempts to validate their predictions against independent experimental measurements.
Recent work from our group has demonstrated that so-called virtual angiography can be used to indirectly validate patient-specific CFD models against clinical digital subtraction angiography (DSA) PIV vs. CFD of Realistic Aneurysm Models Ford MD et al. 5 Accepted June 8, 2007 data [20] . However, DSA is only a two-dimensional projection of a three-dimensional flow field, and agreement with DSA does not necessarily mean agreement in the underlying three-dimensional flow dynamics. A preliminary study has shown good agreement between in vitro and CFD-derived particle visualizations of steady flow in an anatomically-realistic aneurysm model [21] . In this study we use particle image velocimetry (PIV) to more directly validate the detailed velocity fields predicted by CFD models of pulsatile flow in two anatomically-realistic cerebral aneurysms.
METHOD OF APPROACH
Two anatomically-realistic model geometries were used in this study: a giant internal carotid-posterior communicating artery (ICA) aneurysm and a basilar artery tip (BA) aneurysm. The giant ICA aneurysm was chosen as a subject because we have studied it previously in great detail [9, 20, 21] . The BA aneurysm was selected because of the nominally more challenging hemodynamics found at the basilar tip location; with the potential for flow instability [22] , the BA aneurysm was considered a "worst case scenario". Using the lumen surface triangulation derived from computed rotational angiography (CRA) [23] of the respective patients, and previously employed to generate a CFD model of the ICA aneurysm [9] , we produced a stereolithography file, from which a positive of the lumen was constructed of acrylonitrile butadiene styrene (ABS), using a fused-deposition rapid prototyping system (Stratasys FDM 1650; Stratasys, Eden Prairie, MN) [24] . After smoothing to remove roughness of the deposited layers, a negative mould was created, from which a wax positive was cast. The wax core was embedded into a silicone elastomer (Sylgard 184; Dow Corning, Midland, MI) and then removed after the elastomer solidified, leaving the rigid, transparent, life-sized, flow-through phantom [25, 26] shown in Figure 1 . The BA phantom, also shown in Figure 1 , was constructed similarly, but at twice life-size to compensate for its small size in vivo and so allow for equivalent-quality PIV experiments. The phantoms were placed in a flow loop, driven by a computer-controlled flow pump (RG Shelley Limited, North York, ON) programmed with a representative flow rate waveform shape [27] . Care was taken to ensure that the tubing to the inlet and from each of the outlets was straight and level, to allow for the later prescription of fully-developed flow to the CFD models. To allow for later phase averaging and statistical analysis of data acquired from multiple cycles, the pump was also programmed with a five-volt trigger to signal the PIV system to begin collecting data starting from the same point in each cardiac cycle. Although care was taken to precompensate the programmed waveforms for anticipated damping and dispersion due to compliance and wave reflections in the flow loop [28] , ultimately the inlet and outlet flow rates were measured using an electromagnetic (EM) flow meter (Carolina Medical Electronics Inc., King, NC) in combination with a Power Lab A/D converter (ADInstruments, Colorado
Springs, CO). The working fluid used in the experiment was a 50:50 mixture (by volume) of water:glycerol, having a nominal viscosity of 6.2 mm 2 /s. [29] . This mixture was found to minimize the effects of refraction on the imaging planes during the PIV experiment, as evidenced by visual inspection of the filled phantom against a grid [30] . The working fluid also contained 0.5% salt (by volume), required to run the EM flowmeter, and was seeded with 10 μm hollow glass spheres (Dantec Dynamics, Skovlunde Denmark), used as the imaging particles by the PIV system. Based upon the nominal inlet diameters, fluid viscosity, and an assumed heart rate of 60 beats-per-minute, the nominal mean flow rate was set to 8 mL/s, with periods of 0. Figure 2 ). The spacing between the planes was not fixed; instead, planes were selected to focus on the most interesting fluid dynamic regions by inspection. Images were uploaded from the camera to a PIV 2000 processor (Dantec Dynamics, Skovlunde, Denmark) after each run, and then transferred and stored on a personal computer for later data analysis.
Analysis of the particle-image pairs began with the manual creation of a mask to be placed over the particle images, to remove unwanted background signal. The masked imaged pairs were then analyzed on the PIV 2000 processor using the supplied cross-correlation algorithm. The interrogation regions were set at 32 x 32 pixels with a 25% overlap between neighboring interrogation regions, in both the horizontal and vertical directions. The resulting in-plane velocity data were output onto a 41 x 42 grid.
Velocity vectors were phase averaged over the collected cycles to produce velocity vector plots for each PIV vs. CFD of Realistic Aneurysm Models
acquired phase of the cardiac cycle. To quantify fluctuations at each phase, the velocity magnitude at each point was calculated, from which the phase average and standard deviation were calculated.
To account for any geometrical changes that might have been introduced during the fabrication process, the flow-through phantoms were scanned on a conebeam flat-panel micro-CT scanner (Locus Ultra, GE Healthcare Biosciences, London, ON) with 0.15 mm isotropic voxel spacing. To generate sufficient lumen contrast, phantoms were filled with a 1:2 (by volume) mixture of saline and Omnipaque 300 contrast agent (Nycomed Imaging AS, Oslo, Norway). The lumen boundary was extracted from the resulting high-resolution volume image data and then triangulated using level-set and marching-cube algorithms [32] . The triangulated surface mesh was then passed to ICEM CFD (Ansys Inc, Canonsburg, PA) and a volume mesh was created. In this manner the silicone phantom geometry and the geometry used for the CFD simulations were assured to be equivalent.
From the reconstructed micro CT data the diameters of the parent arteries of the ICA and BA phantoms were found to be 4.18 mm and 3.75 mm, respectively, within 10% of the nominal values based on the wax positive cores. The viscosity of the working fluid, which was initially estimated from an engineering handbook [29] , was measured using a Cannon-Fenske Routine Viscometer (Model 100, Cannon Instrument Co., College Park, PA). The viscosity was measured a total of six times and the first two measurements were discarded due to a thin film of water initially present on the working surface of the viscometer. The fluid was found to have a measured viscosity of 7.41 ± 0.05 mm 2 /s (n = 4), significantly higher than the assumed viscosity of 6.2 mm 2 /s. The EM-flowmeter-measured inlet and outlet flow rates ( Figure 3) were phase averaged over ten cycles and the mean inlet flow rates were found to be 7.92 mL/s and 8.37 mL/s for the ICA and BA phantoms, respectively, within the 0.4 mL/s cycle-to-cycle reproducibility of the pump [28] . These differences in the artery inlet diameters and mean inlet flow rates, combined with the error in the assumed viscosity of the working fluid, led to actual With the modeling parameters and geometry correctly determined, CFD simulations were carried out using a well-validated, in-house CFD solver [33] [34] [35] . The CFD simulation assumed Newtonian fluid and rigid walls, and were constrained by imposing, at the inlet and all but one outlet, fully developed velocity boundary conditions based on the waveforms measured during the PIV experiment. Tractionfree boundary conditions were imposed at the remaining outlet. Owing to slight differences between the measured inflow and total outflow, the outlet waveforms actually imposed on the CFD model were based on scaling the inlet waveform by the respective instantaneous outlet flow divisions [36] . Flow extensions, each 8× the inlet diameter in length, were added to the inlets and each of the outlets to match the nominal fully-developed flows entering and exiting the in vitro models.. The CFD meshes of the ICA and BA aneurysm geometries were composed of 373,000 and 470,000 quadratic tetrahedral elements, respectively, corresponding to an average node spacing of roughly 0.25 mm. This resolution was chosen based on mesh refinement studies previously carried out for the ICA aneurysm model [9] . In order to meet the stability criteria of our CFD solver, the number of uniform time steps per cardiac cycle was set to 9600. At these fine spatial and temporal resolutions, typical run times were on the order of 5 CPU-days/cycle on a 1.5 GHz Intel Itanium 2 processor. Each simulation was run for at least three cycles to allow any initial transients to die down, followed by 8 (or 9) cycles to match the number of cycles collected during the ICA (or BA) aneurysm PIV measurements.
In order to facilitate a direct comparison of the CFD-predicted flow fields with the PIV-measured flow fields, the matching planes in the CFD model first had to be identified. This was done by manually slicing through the CFD geometry, using 1-mm-thick, and comparing geometric features from the lumen boundary with those present in the PIV-collected raw particle images. Once the correct plane was determined, the CFD data were re-sampled onto a grid with the same spacing and field-of-view as the PIV data set. The re-sampled CFD data were then put through the same analysis as the PIV data set to calculate the average in-plane velocity components as well as the velocity magnitudes and corresponding standard deviations.
RESULTS
The aim of this work was to show that CFD could accurately capture complex aneurysmal flow dynamics in two anatomically-realistic, flow-through phantoms under pulsatile flow conditions. The first subject of the study was a giant ICA aneurysm phantom. PIV velocity data were extracted on five planes in both the AP and LAT views, and their locations can be seen in As shown in Figure 7A was mapped for the PIV and CFD data sets, as shown in Figure 9 . Although there is not precise one-toone agreement between areas of high and low fluctuation, there is good general agreement of the overall patterns and magnitudes, although it should be noted that for PIV the standard deviations tended to be higher than those for CFD.
DISCUSSION
If CFD is to advance as a medical tool for the diagnosis of aneurysmal flow dynamics and the validation of novel interventional devices, it is essential that the results predicted by a CFD simulation can be trusted. The findings presented in this paper are a step towards this ultimate goal. This work has shown that CFD can accurately capture not only the gross patterns of flow, but also many of the finer details of the flow dynamics in two geometrically distinct, anatomically-realistic models, each with unique and complex flow dynamics. Even more encouraging was the ability of the CFD simulations to accurately capture the cycle-to-cycle variations in the velocity field. These results are a promising indicator that CFD predictions of the aneurysmal flow details are indeed reliable.
Although we do not claim to have carried out direct numerical simulations of turbulence, the high spatial and temporal resolutions used here amount to a kind of large-eddy simulation, with an implied rather than explicit model for the small spatial scales. CFD simulations of the BA case -with half the number of finite elements but the same temporal resolution -showed little change in the amplitude and distribution of velocity magnitude standard deviations, indicating that our models were adequately resolved. The fact that significant cycle-to-cycle variations in the CFD simulations were observed only in the case of the BA model -fluctuations in the CFD model for the ICA case were roughly two orders of magnitude less -is consistent with earlier reports of turbulent flow in basilar tip aneurysms [22] . PIVmeasured cycle-to-cycle variations were slightly higher then those predicted by CFD, which is expected due to the superposition of the cycle-to-cycle variations with inherent experimental uncertainties To the authors' knowledge there has been only one previous work done to validate CFD predicated flow dynamics in anatomically-realistic geometries, besides those of our group [20, 21] . This work [37] similarly involved the construction of a silicone flow through phantom, but with velocities measured using phase-contrast MRI. The results of that study concur with the results presented here, namely that CFD can accurately capture the intra-aneurysmal flow dynamics. Dye visualization has been used to look at the flow patterns in two ruptured cerebral aneurysms [38] , and also to investigate the effect of stenting and coiling on a wide necked basilar artery aneurysm [39] . Anatomically-realistic flow-through phantoms have also been used as a validation tool to compare the predictions of phase contrast MRI [40] against laser Doppler velocimetry measurements made in the same phantom [41] . PIV has also been used previously in combination with idealized flow-through aneurysm phantoms to determine the effect stent placement can have on the aneurysmal and parent vessel flow patterns [42, 43] . As CFD becomes used more and more in an attempt to understand the growth and rupture of aneurysms [8] [9] [10] [11] [12] [13] [14] 44] and the effect endovascular devices have on the intra-aneurysmal flow dynamics [15] [16] [17] [18] [19] it becomes imperative that validation studies be carried out. Moreover, from a practical standpoint, it is not sufficient to show that CFD can accurately model the in vivo flow dynamics; the level of detail necessary to predict clinically meaningful results must be understood.
Of course it cannot be assumed that agreement between the PIV-measured flow fields and corresponding CFD predictions presented in this work implies that these CFD models are a faithful representation of the patient's actual hemodynamics. For example, this study employed a Newtonian conditions, so that the flow rates at the inlet and outlets could be measured accurately. Although it is possible to measure inlet and outlet flow rates in vivo using phase contrast MRI or Doppler ultrasound, this is not a routine procedure owing to the extra time and effort, which are usually not clinicallyindicated for these often-fragile patients. To eliminate the possibility of geometric differences between the phantom and CFD geometry, the phantoms were scanned under ideal conditions on a micro-CT scanner. Such high-resolution scans with very low background noise are not practical to acquire in vivo, so the question of how accurately we truly know the in vivo geometry remains. For example, the models were simplified by including only those branching or perforating vessels that could be resolved by CRA;
and for the BA model the vertebral arteries proximal to the basilar artery were excluded owing to the selective nature of the contrast agent injection. At the same time, it remains unclear what degree of geometric accuracy is required to produce a reliable or even clinically meaningful CFD solution.
Although the issues mentioned here are all strengths of the present study and required for rigorous validation, it is now required that a method be found to apply the same rigorous validation to the in vivo setting as has been attempted in earlier work [21, 37] . Moreover, it should be appreciated that aneurysms in general experience a wide range of flow types [14] , of which we have necessarily presented only a small sample in this study.
Other limitations of this study included the fact that the CFD simulations assumed rigid walls, whereas the silicone-elastomer flow-through phantoms were slightly distensible, as evidenced by an observable phase shift of approximately 30 ms between the inlet and outlet flow rate waveforms measured for the ICA phantom ( Figure 3 ). Such distensibility might explain some of the discrepancies between CFD predictions and PIV measurements; bulk velocities at maximum distension (peak systole) would be reduced slightly in the latter compared to the former. In the case of the BA phantom there was no phase shift between the inlet and outlet waveforms (Figure 3) , and there was better overall agreement between CFD and PIV. A key limitation of the PIV experiment was the lack of information collected along the outer edges of the phantoms: looking at Figures 4-8 it is clear that the velocity vectors were not captured along the wall. This was due to two constraints on the experimental setup. The first was the desire to build life-size (or near-life-size) phantoms that could be used for subsequent studies involving stenting and/or coiling. The second was unavoidable, due to the fact that the laser sheet was approximately 1-mm thick, which led to bright edges where the out-of-plane curvature was steep, thus obscuring the particles there. The three-dimensional nature of the geometry and resulting flow patterns also led to difficulties resolving areas where the out-of-plane velocity component was high, such as the strong, helical jet entering the ICA aneurysm from the parent artery [9] . In such cases, PIV is limited by the fact that the particles can move out of the imaging plane faster than the image pair can be collected.
Moreover, seemingly pronounced differences between CFD and PIV in-plane velocity vector fields could arise from slight differences in the absolute position of a particular flow feature above or below the nominal viewing plane. Together, these practical limitations likely also explain why the agreement between CFD and PIV seen for the BA phantom, with its relatively planar flow dynamics, was superior to that of the ICA phantom, with its more oblique flows. For such three-dimensional flows, 3D or holographic PIV may be required for a more comprehensive validation. Finally, in some areas of the PIV-measured velocity field, particularly on the LAT plane of the BA phantom ( Figure 6 ), it is apparent that the velocity has exceeded the maximum value the PIV system was calibrated to measure within the prescribed field-of-view. In these rare instances, the PIV system was calibrated to capture the widest range of velocities possible, while still resolving the overall flow patterns. 
CONCLUSION
The results presented in this paper are a first attempt to compare CFD-predictions against PIV measurements of flow dynamics in anatomically-realistic aneurysm models. They demonstrate that CFD not only captures the gross flow patterns but also many of the finer flow details and their associated cycle-to-cycle variations. Still, owing to the various modeling assumptions, these results do not necessarily prove that we are mimicking the in vivo hemodynamics, and so indirect validation against in vivo data are recommended whenever possible.
