In the literature, there are a well-developed estimation techniques for the reliability assessment in multicomponent stress-strength models when the information about all the experimental units are available. However, in real applications, only observations that exceed (or fall below) the current value may be recorded. In this paper, assuming that the components of the system follow bathtub-shaped distribution, we investigate Bayesian estimation of the reliability of a multicomponent stress-strength system when the available data are reported in terms of record values. Considering squared error, linex and entropy loss functions, various Bayes estimates of the reliability are derived. Because there are not closed forms for the Bayes estimates, we will use Lindley's method to calculate the approximate Bayes estimates. Further, for comparison purposes, the maximum likelihood estimate of the reliability parameter is obtained. Finally, simulation studies are conducted in order to evaluate the performances of the proposed procedures and analysis of real data sets is provided.
Introduction
The bathtub-shaped model specified by the probability density function (pdf) (2) was investigated by Chen (2000) as a new distribution useful to analyze lifetime data. Several authors discussed on inferential techniques for this model based on different complete and censored samples; see for example Ahmed (2014) and Wu et al. (2005) . From now on bathtub-shaped model will be denoted as ) , ( 
 
. For many years, stress-strength models are well used in diverse areas such as quality control, engineering and medicine. In reliability engineering the parameter ) > ( = Y X P R with the stress Y and strength component X , shows the reliability of a system (Kotz et al. (2003) ). Also, these models are used for comparison of two random variables. For example, comparison of capability of two workers, performances of two new products, treatment effects of two drugs. Several authors have used different inference techniques to estimate the reliability parameter R based on various approaches and distributional assumptions on ) , ( Y X . Among others, Pak et al. (2014) studied nonBayesian and Bayesian estimation of the stress-strength parameter R based on fuzzy observations. Estimation of ) > ( Y X P in the models with correlated stress and strength is studied by Balakrishnan and Lai (2009) . Inference for the stress-strength systems with bivariate Pareto model is studied by Hanagal (1997) . Abd Elfattah and Marwa (2011) considered Bayesian estimation of stress-strength exponential model by using different loss functions. Makhdoom et al. (2016) derived Bayesian estimates of the reliability in stress-strength models with power Lindley components. Akgul and Senoglu (2017) have used ranked set sampling to derive Weibull sress-strength parameter.
Recently, several researchers pay attention to estimating the reliability in multicomponent stress-strength (MSS) models. In the MSS system there are m identical and independent strength components and a common stress that functions when at least ) (1 m r r   of the components survive. This MSS model is denoted as r -out-of-m : G system. For example, consider an automobile with a V-8 engine that works if four cylinders are firing. So, it can be represented as 4-out-of-8:
G system. Another example may be a suspension bridge with m pairs of vertical cables such that the bridge survives when at least r number of vertical cables work. Inference on the reliability in MSS models when the stress and strength follow Weibull distribution is considered by Kizilaslan and Nadar (2015) . Rao et al. (2012 Rao et al. ( ,2014 conducted a series of studies to estimate the reliability of MSS models by assuming generalized exponential and Burr XII distributions for the components. They have used classical approaches to compute the reliability estimation in r -out-of-m : G models. Nadar and Kizilaslan (2016) considered Marshal-Olkin bivariate Weibull distribution and provided some inference procedures for MSS models. Dey et al. (2016) addressed MSS models consisting of Kumaraswamy distributed random variables.
The above inference for MSS models are derived when the complete information about all the involved units are available. However, in practice, we may deal with a record breaking data set in which only values larger (or smaller) than the current extreme value are reported. Using this type of data, we can save a lot in terms of cost and time. So, record data holds value in everyday life in the areas such as hydrology, sports, weather forecast, meteorological analysis, economics and lifetests. Due to the wide applications, there is vast literature on inference based on record data. An account on this topic is available in the excellent book of Arnold et al. (1998) The objective of this paper is to provide Bayesian inferences on the reliability of r -out-of-m : G models by using upper record values. Such inferences are important in comparing two record processes. For example, we can use it to compare extreme environmental conditions in different months and check whether there are significant seasonal effects. Other examples include comparisons of extreme events in different areas and comparison of athletic abilities of men and women. Here, we assume that the strength and stress components are independent random variables distributed as bathtub-shaped model. First, maximum likelihood estimate (MLE) of the reliability parameter is derived. Then, considering various symmetric and asymmetric loss functions, some expressions are provided as the Bayes estimates of the reliability parameter. Since these expressions can not be simplified to nice closed forms, we employ Lindley's technique to obtain approximate Bayes estimates of the reliability.
The layout of this paper is as follows. Section 2 concerns ML estimation of the reliability parameter. Assuming squared error, linex and entropy loss functions, different Bayes estimates of the reliability are derived in Section 3. Simulation studies are conducted in Section 4 to assess the accuracy of the proposed methods and analysis of two real data sets is presented for illustrative purposes.
Maximum likelihood estimation
Suppose that the m strength components of a MSS system are independent random variables (r.v.s) with the common cumulative distribution function (cdf) ) (x G and let ) ( y F be the cdf of the stress r.v. Y . When the strength and stress components of the system follow ) ,
BSH
, respectively, the reliability of MSS model can be obtained as 
, respectively. Then, the observed data likelihood function of 1  , 2  and  becomes
and the corresponding log-likelihood function is
The ML estimate of the parameters 1  , 2  and  , say 1  , 2  and ˆ, can be obtained using the following system of equations:
and
Then, by using the invariance property of the MLEs, the ML estimate of R can be computed as . ) (1 ) ( = 
Bayesian analyses
In the Bayesian setting, the observer combines subjective opinion based on insight or experience with the available observations to get balanced values and to update the estimates as more information and data become accessible. The parameters of interest are assumed to be random variables with speified prior probability distributions. Then, in order to conduct a Bayesian analysis, usually quadratic loss function is considered. A very popular quadratic loss is the squared error (SE) loss function given by
where ) (  g is an estimate of the parametric function ) ( g . It is well known that, under this loss function, the Bayes estimate of
, is the posterior mean. Using SE loss function in the Bayesian approach leads to the equal penalization for underestimation and overestimation which is inappropriate in some practical situations. For instance, in estimating the reliability characteristics overestimation is more serious than the underestimation. Therefore, different asymmetric loss functions are considered by researchers such as Linex and general entropy (GE) loss functions for implementing Bayesian method in various field of reliability inference (see for example Ahmed (2014) , Nadar and Kizilaslan (2016) and Tarvirdizade and Ahmadpour (2016) ). The Linex loss function given by
(11) is a popular asymmetric loss function that penalizes underestimation and overestimation for negative and positive  , respectively. Under this loss function, the Bayesian estimate
Another important asymmetric loss is the GE loss function defined as
Based on this loss function, the Bayes estimate of
In this section we derive different Bayes estimates of the reliability R by using the above mentioned loss functions. We assume that 1  , 2  and  are independent r.v.s and follow the gamma prior distributions as (5) with (13), the joint density function of 1  , 2  ,  and the data can be written as
Thus, we can write the posterior density function of 1
In the following, by using the loss functions 
Next, against the loss LE L , the Bayes estimate of reliability R can be obtained as
Similarly, considering the entropy loss function EN L , we obtain the Bayes estimate of the parameter R as (18) in which the required conditional expectation is computed as
It is easily seen that all the above estimators are involved the ratio of two integrals for which simplified closed forms can not be obtained. Therefore, in the following, we employ an approximation procedure, namely Lindley's approximation, to calculate the Bayes estimates. Let ) , , (
be any function of the parameters and consider
is the log-likelihood function of the parameters given by expression (6) . Applying Lindley's procedure (1980), (  {  2   1   2  23  3  22  223  3  13  1  33  133  2  12  1  22 1   1  13  3  11  113  3  12  1  23  123  3  23  2  33 In our case, the required quantities in expression (21) are derived as R , 2 R , 11 R , 22 R , 12 R are given by (23)- (27) 
Finally, considering  , 2  and  are obtained from the system of equations in (7)- (9). Then, the ML estimates of the reliability m r R , are computed from relation (10 

is superior than their respective competitors. 
Data Analysis
To understand how the proposed methods can be used in practice, let us consider the two data sets that were discussed by Tarvirdizade and Ahmadpour (2016) for BSH reliability analysis. They checked the validity of the model for data sets 1 and 2 and showed that BSH distribution fits both data sets very well. Their results about stress-strength reliability can be derived from . For easy reference, the data sets are presented in Tables 6 and 7 . (prior III). Table 8 reports different Bayes estimates of m r R , obtained from squared error, linex and entropy loss functions. It is observed that the Bayes estimates obtained based on prior I are close to the MLEs while employing prior II and III leads to estimates that are greater than the MLEs in most of the cases. 
Conclusions
In this paper, by using upper record values, we have discussed on Bayesian estimation of stress-stregth reliability in multicomponent stress-strength bathtub-shaped model. Considering squared error, linex and general entropy loss functions, all the Bayes estimates were computed by assuming gamma priors on the parameters. Since the Bayes estimates of the interested reliability parameter could not be obtained analytically, we have provided Lindley's approach to calculate the approximate Bayes estimates.
Moreover, for comparison, the maximum likelihood estimate of the reliability is derived. In order to assess the accuracy of the different estimators, Monte Carlo simulations are conducted. It is observed that the performances of the Bayes estimators based on different loss functions are superior than the corresponding ML estimators. The choice 1.5 =  for the Linex loss function and 0.5 = − w for the GE loss function provide Bayes estimators with minimum mean squared error. Moreover, we found that informative priors (prior II and III) have better performaces compared to the non-informative prior I. From Tables 1-5 , it is observed that by increasing sample size n , expected improvements are observed in the performances of all estimators.
