Abstract. We systematically study various aspects of operator-valued multishifts. Beginning with basic properties, we show that the class of multishifts on the directed Cartesian product of rooted directed trees is contained in that of operator-valued multishifts. Further, we establish circularity, analyticity and wandering subspace property of these multishifts. In the rest part of the paper, we study the function theoretic behaviour of operator-valued multishifts. We determine the bounded point evaluation, reproducing kernel structure and the unitary equivalence of operator-valued multishifts with invertible operator weights. In contrast with a result of Lubin, it appears that the set of all bounded point evaluations of an operator-valued multishift may be properly contained in the joint point spectrum of the adjoint of underlying multishift.
Introduction
Shift operators constitute a pivotal part of operator theory. The class of shift operators is rich enough to understand various notions in operator theory. There is tremendous literature on these operators ( [13] , [14] , [15] , [20] , [32] , [17] , [21] , [30] , [3] , [28] ) and equally huge literature exists on their generalized notions ( [25] , [26] , [24] , [22] , [23] , [12] , [27] , [7] , [4] , [5] , [6] ). Two significant generalizations of classical weighted shift appeared in [24] and [23] . The notion of shift operator introduced in [24] is commonly known as classical multishift which extends the notion of classical weighted shift into multivariable settings. On the other hand, the notion of shift operator introduced in [23] is called weighted shift on directed tree which incorporates discrete structures (directed graphs) to give a broader picture of classical weighted shifts. The recently introduced notion of multishifts on directed Cartesian product of rooted directed trees in [5] unifies both the aforementioned notions in the context of unilateral shifts. Another generalization of classical unilateral weighted shift namely, operator-valued unilateral weighted shift, appeared in [25] . Hence one may ask whether there is any notion of shift which unifies all of the aforementioned notions of shift. In this regard, there comes the notion of operator-valued multishifts. It turns out that the class of multishifts on directed Cartesian product of rooted directed trees is contained in that of operator-valued multishifts (see Proposition 2.6). Further, the class of operator-valued multishifts with invertible operator weights turns out to be a rich source of counter-examples to the von Neumann's inequality (see [18] ). One can not expect such phenomenon in the class of classical multishifts with non-zero weights (see [19] ).
In this paper, we systematically study the various aspects of operator-valued multishifts. Starting with prerequisites and the formal definition, we discuss boundedness, commutativity and the moments of operator-valued multishifts. Further, we show that the class of multishifts on directed Cartesian product of rooted directed trees is contained in that of operator-valued multishifts. This constitutes the second section and a partial converse of the aforementioned inclusion concludes this section. In the third section, we give examples of various classes of operator-valued multishifts. We study circularity, analyticity and wandering subspace property of operator-valued multishifts in the fourth section. The last section deals with the study of function theoretic behaviour of operator-valued multishifts. In particular, we study the bounded point evaluation, reproducing kernel structure and the unitary equivalence of these multishifts. It turns out that the set of bounded point evaluations of operator-valued multishifts with invertible operator weights may be properly contained in the joint point spectrum of the adjoint of these multishifts (see Remark 5.4) . This is in contrast with [24, Proposition 19] .
We set below the notations used in posterior sections. For a set X and positive integer d, X d stands for the d-fold Cartesian product of X. The symbol N, R and C stand for the set of non-negative integers, field of the real numbers and the field of complex numbers, respectively. For α = (α 1 , . . . , α d ) ∈ N d , we set |α| := 
is called Reinhardt if it has polycircular symmetry. Let H be a complex Hilbert space. If F is a subset of H, the closure of F is denoted by F , while the closed linear span of F is denoted by {x : x ∈ F }. If M is a subspace of H, then dim M denotes the Hilbert space dimension of M. Let B(H) denote the unital Banach algebra of bounded linear operators on H whereas G(H) ⊆ B(H) denotes the set of invertible operators on H. The multiplicative identity I of B(H) is sometimes denoted by I H . The norm on H is denoted by · H and whenever there is no confusion likely, we remove the subscript H from · H . If T ∈ B(H), then ker(T ) denotes the kernel of T , the range of T is denoted by T (H) or ran T , T * denotes the Hilbert space adjoint of T and r(T ) denotes the spectral radius of T . An operator
d , where we adhere to the convention that 
I and it is said to be joint expansion if
Operator-valued Multishift: Definition and basic properties
Let {H α : α ∈ N d } be a multisequence of complex separable Hilbert spaces and let H = ⊕ α∈N d H α be the orthogonal direct sum of H α , α ∈ N d . Then H is a Hilbert space with respect to the following inner product:
, where ε j is the d-tuple in N d with 1 in the j th place and zeros elsewhere. If for
α−εj as a zero operator, x α−εj as a zero vector and H α−εj := {0}. In what follows, if we encounter a situation where α j , in (α 1 , . . . , α d ), is negative for some j ∈ {1, . . . , d}, then we set H α = {0}, A (j) α : H α → H α+εj to be a zero operator and x α as a zero vector.
Note that each 
Further, T i commutes with T j if and only if
That is, the following diagram commutes:
We refer to T as commuting operator-valued multishift if the operator weights satisfy (1) and (2) . The proof of the following proposition is a routine verification. We leave it for the interested readers.
Further, the joint kernel ker T * of T * is given by
where
The following proposition shows that there is no non-zero normal operatorvalued multishift. Proof. Fix j ∈ {1, . . . , d}. Clearly, if T j is zero, then it is normal. Suppose that T j is normal. Then for all ⊕ α∈N d x α ∈ H, we get
It follows from (4) that for
, we apply mathematical induction on α j . Clearly, the induction hypothesis holds for α j = 0. Suppose that for k ∈ N, A (j)
Then from (4), we get
Since β j − 1 = k, it follows from the induction hypothesis that A The following proposition gives explicit formula for the moments of a commuting operator-valued multishift. We will see later that these moments play a central role in the study of function theoretic behaviour of these multishifts.
Then for all α, β ∈ N d , the following statements are true:
and for j ∈ {1, . . . , d},
Note: For the sake of convenience, we write B α in place of B(α, α).
Proof. The equality in (i) follows from the repeated applications of commuting condition (2) . Indeed, if k = 0, then the equality holds trivially for all α ∈ N d . Let α ∈ N d , j, l ∈ {1, . . . , d} and k 1. Then
To see (ii), let α, β ∈ N d and j ∈ {1, . . . , d}. Then
Continuing in this way, the right hand side of above expression becomes
Note that
Thus we get (ii).
We prove (iii) by induction on |β|, β ∈ N d . If |β| = 0, then β = 0 and hence the equality in (iii) holds trivially. Suppose that for some n ∈ N, it holds for all β ∈ N d with |β| = n. Let γ ∈ N d be such that |γ| = n + 1. Then γ = β + ε j for some j ∈ {1, . . . , d} and |β| = n. Now for ⊕ α∈N d x α ∈ H, we get
This completes the proof of (iii). The proof of (iv) goes along the lines of that of (iii) while (v) follows from (iii) and (iv).
Proof. Note that {ker D (k) } k∈N is an increasing sequence of subspaces of H and hence
Remark 2.5. It follows from the above corollary that
It is noted in [23, Pg. 7] that using [23, Proposition 2.1.12(vi), (viii)] a weighted shift on an arbitrary directed tree can be realized as an operator-valued weighted shift with underlying directed tree being N, Z, N − (set of all negative integers) or {0, . . . , n} for some n ∈ N. Following the idea of [23, Proposition 2.1.12] and the notion of depth introduced in [5, Definition 2. 1.11] , in what follows, it turns out that the class of commuting multishifts on directed Cartesian product of rooted directed trees lies in that of commuting operator-valued multishifts. The reader is referred to [5, Chapters 2, 3] for the definition and basic properties of multishifts on directed Cartesian product of rooted directed trees (see also [23] for general theory of weighted shifts on directed trees).
Proposition 2.6. Let T = (V, E) be the directed Cartesian product of rooted directed trees T 1 , . . . , T d and let S λ = (S 1 , . . . , S d ) be a commuting multishift on T with weights λ
It is easy to see that U is unitary. Now for each α ∈ N d and j ∈ {1, . . . , d}, consider the linear operator A (j)
be the operator-valued multishift on H with operator weights {A
Since S λ is commuting, it follows that T is also commuting. Further, for x ∈ ℓ 2 (V ) and j ∈ {1, . . . , d}, we have
This completes the proof.
A natural question arises here whether a commuting operator-valued multishift can be looked upon as a multishift on a directed Cartesian product of rooted directed trees. We do not know the answer of this question in more than one variable, but in case d = 1, there are some sufficient conditions which ensure an affirmative answer of this question.
Proposition 2.7. Let T be an operator-valued unilateral weighted shift on H = ⊕ n∈N H n with operator weights {A n : n ∈ N, j = 1, . . . , d}. Suppose that dim H 0 1 and for each n ∈ N, there exists an orthonormal basis B n of H n with the following property: For each x ∈ B n there exists a subset
A n x, y = 0 for all y ∈ W x and A n x = y∈Wx A n x, y y. Then T is unitarily equivalent to direct sum of dim H 0 number of weighted shifts on rooted directed trees.
Proof. Set V := ∪ n∈N B n and declare that for x ∈ B n , Chi(x) = W x . This determines countably many disjoint rooted directed trees with roots being the elements of B 0 . For x ∈ B n , n 1, set λ x := A n−1 par(x), x Hn and consider the weight system λ = {λ x : x ∈ V \ B 0 } of non-zero complex numbers. Let ℓ 2 (V ) be the Hilbert space of square summable complex-valued functions on V with standard inner product. Note that the set {e x : x ∈ V } of characteristic functions of the singletons form an orthonormal basis of ℓ 2 (V ). Then the weighted shift operator S λ on ℓ 2 (V ) is a bounded linear operator. Let U be the unitary operator from
where x ∈ B n , n ∈ N, and
Then for x ∈ B n , n ∈ N, we have
This shows that T is unitarily equivalent to S λ . Further, it is easy to see that
where for x ∈ B 0 ,
Thus we get ℓ 2 (V ) = ⊕ x∈B0 ℓ 2 (V x ) and each ℓ 2 (V x ) is a reducing subspace of S λ . Also note that for each x ∈ B 0 , V x is a rooted directed tree with root x. Hence S λ = ⊕ x∈B0 S x , where S x := S λ | ℓ 2 (Vx) is a weighted shift on the rooted directed tree V x . This completes the proof of the proposition.
As an immediate consequence of the preceding proposition, we get the following corollary.
Corollary 2.8. Under the assumptions of Proposition 2.7, if dim H 0 = 1, then T is unitarily equivalent to a weighted shift on a rooted directed tree.
Examples
We have already seen in Proposition 2.6 that a large class of examples of operator-valued multishifts is supplied by the multishifts on directed Cartesian product of rooted directed trees. In this section, we exhibit few more classes of examples of commuting operator-valued multishifts. We begin with the following well-known example. α+εi w
α := w 
. . , d} is commonly known as classical multishift [24] .
The following proposition gives a recipe to construct a number of examples of various classes of commuting operator-valued multishifts. 
Consider the operator-valued multishift
where we follow the convention that for j ∈ {1, . . . , d}, w (j) α = 0 whenever α k < 0 for some k ∈ {1, . . . , d}. Then the following statements hold:
(ii) T is a joint contraction if and only if for all α ∈ N d , the Hilbert space operator w α ⊗ Φ(|α|) :
is a row contraction if and only if for all
α ∈ N d with |α| 1, the Hilbert space operatorw α ⊗ Φ(|α| − 1) : C d ⊗ H → H is a
contraction. (iv) T is a joint expansion if and only if for all
Proof. It follows from the hypotheses that sup
α .
Now (i) follows from the commuting condition (2). Note that the commuting operator-valued multishift T is a joint contraction if and only if for all
Thus w α Φ(|α|) 1. Hence w α ⊗ Φ(|α|) is a contraction. This verifies (ii). To see (iii), note that T is a row contraction if and only if for all
Thus w α Φ(|α| − 1) 1. Hencew α ⊗ Φ(|α| − 1) is a contraction. This proves (iii). The proof of (iv) goes similarly along the lines of the proof of (ii).
We below give an example of a commuting operator-valued multishifts with invertible operator weights which is a row contraction but not a joint contraction. 
It is easy to see that the operator-valued multishift
with operator weights {A
d} is commuting. Further, T is a row contraction and T is a joint contraction if and only if
To see this, first observe that
, where w if |α| 2,
It is immediate from above that w α Φ(|α| − 1) < 1. Hence it follows from Proposition 3.2(iii) that T is a row contraction. To see the if and only if part, first note that if d = 1, then the notion of row contraction coincides with that of joint contraction. Suppose that T is a joint contraction. Note that for α ∈ N d \ {0},
It follows from Proposition 3.2(ii) that for α = ε 1 ,
Since d is a positive integer, we conclude that d must be 1. This completes the proof of aforementioned assertions. 
for all z and w in B d . To see this, first note that if κ 1 and κ 2 are two positive definite kernels such that κ 2 ≤ κ 1 , then κ given by
is a positive definite kernel. Now consider the positive definite kernels κ 1 and κ 2 given by
Then we get 
As in [5, Sections 5.3, 5.4], the joint subnormal, joint hyponormal and joint m-isometric operator-valued multishifts can be characterized analogously.
Strong Circularity, Analyticity and Wandering Subspace Property
A commuting d-tuple S = (S 1 , . . . , S d ) on a Hilbert space H is said to be circular if for every λ = (λ 1 , . . . , λ d ) ∈ T d , there exists a unitary operator U λ on H such that U * λ S j U λ = λ j S j for all j = 1, . . . , d. Further, S is said to be strongly circular if U λ can be chosen to be a strongly continuous unitary representation of T d in the following sense: For every h ∈ H, the function λ → U λ h is continuous on T d . The above notion for d = 1 was introduced and studied in [1] . Since then these operators became a centre of attraction and were studied considerably thereafter (refer to [32] , [16] , [29] , [2] ). The circularity of a classical multishift was first obtained in [24, Corollary 3] . The circularity of a weighted shift on a directed tree was established in [23 
Clearly, U λ is a unitary operator on H and its adjoint is given by
For ⊕ α∈N d x α ∈ H and j ∈ {1, . . . , d}, we have
This proves that T is circular. To see the strong circularity, let {λ (n) } n∈N be a sequence in
Let ǫ > 0. Then there exists n 1 ∈ N such that
Then for all n n 2 , we have
The following result is an immediate consequence of the preceding proposition.
and σ e (T ) have the polycircular symmetry. In particular, σ(T ) coincides with σ(T * ).
The proof of the following proposition goes essentially along the lines of the proof of [5, Proposition 3.2.4] . The ideas involved in this proof are similar to that of [8, Lemma 3.8] . However, we include all the details for the sake of completeness. Proof. In view of Corollary 4.2, we prove that σ(T * ) is connected. By Remark 2.5, 0 ∈ σ(T * ). Let F 1 be the connected component of σ(T * ) containing 0 and let 
. Then h = x + y for x ∈ W 1 and y ∈ W 2 . It follows that T * k
, and hence by the spectral mapping property [10] 
we must have y = 0. It follows that W 1 contains the subspace ∪ k∈N ker D (k) , which is dense in H by Corollary 2.4. Hence W 1 = H. Thus the Taylor spectrum of T * is equal to F 1 and hence σ(T * ) is connected. 
d}. Then the following statements hold:
(i) T is separately analytic. That is, for each j ∈ {1, . . . , d}, T j is analytic.
(ii) T has wandering subspace property. That is,
This completes the proof of (i).
, where
We prove by mathematical induction on k ∈ N that if |α| = k, then M α ⊆ K. Note that ker T * ⊆ K and hence it follows from (3) that M 0 ⊆ K. Thus the induction hypothesis holds for k = 0. Suppose that it is true for some k ∈ N. Let α ∈ N d be such that |α| = k + 1. Then by induction hypothesis M α−εj ⊆ K for all j ∈ {1, . . . , d}. Since K is closed and T j -invariant, it follows that
Further, from (3), it follows that
Combining (5) and (6), we get that M α ⊆ K. This completes the proof.
Some immediate consequences of the preceding theorem are in order.
Then the following statements hold:
(v) For each j ∈ {1, . . . , d}, the spectrum of T j is the closed disc of radius r(T j ) centered at the origin, where r(S) denotes the spectral radius of a bounded linear operator S.
Proof. The proof of (i) follows from the preceding proposition and the fact that α∈N d ran T α ⊆ k∈N ran T k j for all j = 1, . . . , d. To see (ii), fix j ∈ {1, . . . , d} and let w ∈ C be a non-zero eigenvalue of T j . Then there exists a non-zero vector x = ⊕ α∈N d x α ∈ H such that T j x = wx. Hence x ∈ ran T k j for all k 1. This contradicts the Theorem 4.5(i) and thus we conclude that σ p (T j ) ⊆ {0}. The proof of (iii) follows from (ii).
Fix j ∈ {1, . . . , d}. Then from Theorem 4.5(i) and (i), it follows that
The desired conclusion now follows from taking the orthogonal complement on both sides of the above expression. This completes the verification of (iv). Fix j ∈ {1, . . . , d}. It follows from Proposition 4.1 that σ(T j ) has circular symmetry. Further, proceeding along the lines of the proof of Proposition 4.3 and using (iv), one may deduce that σ(T j ) is connected. Thus the spectrum of T j must be the closed disc of radius r(T j ) centered at the origin. This verifies (v) and hence, completes the proof of the corollary. 
with some invertible operator weights
Proof. As the spaces T α (ker T * ), α ∈ N d , are mutually orthogonal, it follows from Theorem 4.
Then it is easy to see that U is a unitary operator. For each α ∈ N d and j ∈ {1, . . . , d}, letÃ 
. This completes the proof.
Operator-valued Multishifts with invertible operator weights
This section is devoted to the study of function theory of operator-valued multishifts on ℓ 2 H (N d ) with invertible operator weights, where H is a complex separable HIlbert space. We begin with the observation that any such operator-valued multishift can be looked upon as a tuple of operators of multiplication by the coordinate functions on a Hilbert space of vector-valued formal power series. In this regard, we recall some preliminaries about the Hilbert space of vector-valued formal power series.
Let H be a complex separable Hilbert space. By an H-valued formal power series we mean the series α∈N d x α z α , x α ∈ H, without regard to convergence at
is a complex Hilbert space endowed with the following inner product: For f (z) =
We refer to H 2 (B) as a Hilbert space of H-valued formal power series. Note that xz 
Thus M zj are densely defined linear operators on H 2 (B) which may not be bounded in general. The following proposition shows that an operator-valued multishift with invertible operator weights can be recognized as the d-tuple of operators of multiplication by the coordinate functions on some Hilbert space of formal power series. 
. Moreover, the following statements hold:
(ii) A point w ∈ σ p (M * z ) if and only if there exists a non-zero vector x in H such that
Proof. It follows easily from (1) and Proposition 2.3(ii) that M zj is bounded on H 2 (B). For each α ∈ N d and j ∈ {1, . . . , d}, A
α is invertible so is B α . Thus
It is easy to verify that U is a surjective isometry and hence a unitary. Fix j ∈ {1, . . . , d}. Then for
H (N d ) and using the Proposition 2.3(ii), we have
This completes the proof of the first half of the proposition. For the moreover part, let α∈N d x α z α ∈ H 2 (B) and note that
This establishes (i).
To see (ii), let w ∈ σ p (M * z ) and f w (z) = α∈N d x α z α ∈ H 2 (B) be an eigenvector corresponding to w. Then
Using (i) and comparing the coefficients of z α on both sides of (7), we get
Consequently, for all α ∈ N d and j ∈ {1, . . . , d},
It is easy to see that for fixed x 0 ∈ H, x α is well-defined for each α ∈ N d . That is, x (α+εj )+ε k = x (α+ε k )+εj for all α ∈ N d and j, k = 1, . . . , d. By repeated applications of (8) and using Proposition 2.3(ii), we get (i) An alternate verification of (11) can be seen as follows: Since 0 is always a bounded point evaluation, it is easy to see that E * 0 x = x for all x ∈ H. Suppose that w ∈ C d is a bounded point evaluation. Then for all x, y ∈ H, we get E 0 E * w x, y H = E * w x, E * 0 y H 2 (B) = x, y H . This shows that E 0 E * w x = x for all x ∈ H. Since E * w x is an eigenvector of M * z corresponding to eigenvalue w, it follows from the proof of Theorem 5.1(ii) that there exists a non-zero vector y ∈ H such that E * w x = Thus by Theorem 5.1(ii), w ∈ σ p (T * ) but w is not a bounded point evaluation.
The observation in the above remark motivates us for the following proposition.
