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NEW CONTROL CONCEPTS FOR UNCERTAIN WATER RESOURCES 
SYSTEMS: 1, THEORY 
Aris P. Georgakakos and Huaming Yao 
School of Civil Engineering, Georgia Institute of Technology, Atlanta 
A major complicating factor in water resources systems management 
is handling unknown inputs. Stochastic optimization provides a sound 
mathematical framework but requires that enough data exist to develop 
statistical input representations. In cases where data records are insufficient 
(e.g., extreme events) or atypical of future input realizations, stochastic 
methods are inadequate. This article presents a control approach where input 
variables are only expected to belong in certain sets. The objective is to 
determine sets of admissible control actions guaranteeing that the system will 
remain within desirable bounds. The solution is based on Dynamic 
Programming and derived for the case where all sets are convex polyhedra. 
A companion paper addresses specific applications and problems in relation 
to reservoir system management. 
1 . INTRODUCTION 
Many water resources systems can be represented by difference equations describing 
the evolution of a pivotal quantity, called state, in response to controllable and 
uncontrollable inputs: 
S(k+ 1) = A(k) S(k) + B(k) u(k) + G(k) w(k), k=O,l, ... ,N-1, (1) 
where S(k) is the n1-dimensional state vector; u(k) is the 11u-dimensional control vector, w(k) 
is the nw-dimensional input vector; and A(k), B{k), and G(k) are (n.xn.)-, (n.xnu)-, and 
(nsXDw)-dimensional matrix coefficients respectively encoding the system layout and the 
interaction among its constituent elements. Examples include reservoir systems where state 
variables (states) represent reservoir storages, control variables (controls) represent releases 
or power generation hours, and input variables (inputs) represent reservoir inflows [Loucks 
et al, 1980, Wasimi and Kitanidis, 1983, Trezos and Yeh, 1987, Georgakakos, 1989, and 
others]; groundwater systems where states may represent hydraulic beads and/ or pollutant 
concentrations, controls may represent pumping rates, and inputs may represent boundary 
conditions [see, among others, Willis and Finney, 1985, Georgakakos and Vlatsa, 1991]; and 
wastewater treatment processes where states are organic and inorganic constituent 
concentrations, controls are recycling rates, and inputs are wastewater loading characteristics 
[Harris, 1977, Kabouris and Georgakakos, 1990, and others]. Typically, the state and control 
vectors are restricted within certain acceptable ranges, 
sm1n(k) :s: S(k) :s: smu(k), k=0,1, ••• ,N, 
umln(k) :s: u(k) :s: umu(k), k=0,1, ... ,N-1, 
(2) 
where the upper and lower bounds may represent physical capacities or operational 
requirements. 
The purpose of a control scheme is to determine control vector sequences able to 
guide the system to meet its objectives over an operational horizon. The control process 
is seriously complicated, however, by the fact that future system inputs are typically 
unknown. The traditional approach is to develop probabilistic input descriptions and 
optimize system performance in some average sense. However, this may not always be 
possible or sound. 
In many cases, existing data records are simply not long enough to establish 
probabilistic models, and we are forced to make assumptions which in the end cannot be 
corroborated. And even if sufficient data records exist, probabilistic input models and, 
consequently the associated control policies, become inadequate for extreme events where 
observations are sparse. In yet other circumstances, existing data records are atypical of 
future input realizations due to natural or anthropogenic causes (e.g., global climate 
changes). On such occasions, probabilistic input characterizations are inappropriate even 
in the average sense. 
Lastly, stochastic control policies can at best guarantee that the system will not 
violate its bounds with certain probability. They cannot explicitly control the magnitude of 
the violation. During extreme input episodes, however, the operational goal becomes just 
that: Take permissible actions guaranteeing that system states stay within acceptable limits. 
Namely, during crises system operators are not at all concerned with optimizing system 
performance; they only wish to avoid actions that may endanger or damage the system. 
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To address the previous concerns, in this work we take a different tact. Rather than 
relying on probabilistic characterizations, we assume that future. inputs are only restricted 
to belong in certain sets. The boundaries of these sets may represent minimum and 
maximum input estimates or other extreme levels, against which a sound operational policy 
is to be developed. In this framework, the purpose of the control process is to determine 
admissible controls such that system states remain within their acceptable limits as long as 
system inputs take on values from the specified input sets. 
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2. DYNAMIC PROGRAMMING SOLUTION 
Glover and Schweppe {1971] and Bertsekas and Rhodes [1971] proposed a general 
solution for the previous problem using Dynamic Programming. The solution process is 
illustrated in Figure 1 and explained below: 
In what follows, {O.(k), k=0,1, ... ,N} denotes the sequence of acceptable state sets, 
{Ou(k), k=0,1, ... ,N .. 1} the sequence of admissible control sets, and {Ow(k), k=O,l, ... ,N .. 1} the 
input set sequence. 
Define the modified state set Om(N) as follows: 
n.(N) = {SER•: [S + G(N-1) w(N-1)] E CliN), Vw(N-1) e Clw(N-1)}. (3) 
Namely, Om(N) contains all vectors S such that (S + G(N .. 1) w(N-1)] belongs to the state set 
01(N) for any input vector in Ow(N-1). 
Define the reduced state set Or(N-1) as follows: 
Clr(N-1) = {SeCl
1
(N-l): 3 u(N-1) E Cl,,(N-1): 
[A(N-1) S + B(N-1) u(N-1)] E O.(N)} • 
(4) 
Namely, Or(N-1) includes all acceptable state vectors S for which there exists an admissible 
control vector u(N-1) such that [A(N-1) S + B(N-1) u(N-1)] belongs to the modified state 
set Om(N). The significance of the previous sets is that if the system state S(N-1) reaches 
set Or(N-1), there exists an admissible control vector that can transfer it to an acceptable 
terminal state S(N) for any input vector in Ow(N-1). 
One can proceed similarly to define the modified and reduced state sets for the 
previous time: 
O.(N-1) = (SER•: [S + G(N-2) w(N-2)] E 0,(N-1), Vw(N-2) E Ow(N-2)}, (5) 
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Figure 1: Dynamic Programming Solution of the Set Control Problem 
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c (N-1) w 
C,.(N-2) = {SEC.,(N-2): 3 u(N-2) € C,,(N-2): 
[A(N-2) S + B(N-2) u(N-2)] € C.,(N-1)}. 
(6) 
Thus, if the system reaches set Om(N-2), there exist control vectors u(N-2) and u(N-1) such 
that states S(N-1) and S(N) remain within the acceptable limits for any input realizations 
{w(N-2), w(N-1)} from the specified input sets. 
The previous considerations can recursively be repeated in the reverse time direction, 
k = N-3, N-4, ... , 0. The problem has a feasible solution (i.e., there exist a control 
sequence able to keep the state vectors within their acceptable sets) if the sets thus derived 
are nonempty and the reduced state set Or(O) includes the initial state vector S(O). Note, 
however, that the previous solution process does not determine which controls to use. 
Specific control vectors can be selected only as the system evolves and the state variable 
values become known. This and other related issues will further be discussed in a 
subsequent section. 
As usual, Dynamic Programming led to a theoretically elegant solution. The practical 
implementation of this solution, however, presents an equally elegant challenge. Glover and 
Schweppe [1971] and Bertsekas and Rhodes [1971] proposed ellipsoidal approximation 
algorithms based on Schweppe's bounding ellipsoidal approximation theory [Schweppe, 
1973]. The idea is to approximate all sets by bounding ellipsoids and develop recursive 
relationships for the computation of the modified and reduced state sets. Since ellipsoids 
are characterized by their center vector and principal axes, the set computation is reduced 
to a recursive computation of these attributes. However, the required approximations 
quickly result in empty modified and reduced state sets, and the algorithms falsely indicate 
infeasibility. 
Another approach is to define state, control, and input sets as convex polyhedra and 
develop efficient procedures to compute the modified and reduced state sets. It turns out 
that the modified and reduced state sets are also convex polyhedra defined by their 
perpendicular vectors and support functions. This is the approach we adopt herein because 
it is exact and naturally suitable for water resources systems. Our work follows that of 
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Bertsekas and Rhodes [1971] (although most of the material was developed independently) 
but also contains several extensions and refinements. 
3. DERIVATION OF THE MODIFIED STATE SET Om(k) 
The modified state set Om(k), k=N, N-1, ... , 1, is defined by Equation (5). Om(k) 
includes all state vectors X such that vectors [X + G(k-l)w(k-1)] belong to the reduced state · 
set O,(k) for any (or all) w(k-1) in Ow(k-1). Let Or(k) be a convex polyhedron in the n.-
dimensional space Rns of the state vector elements S1, Si, ... , ands •. (A polyhedron is a set • 
bounded by hyperplanes. A hyperplane is a straight line in R2 and a two-dimensional plane 
in R3• A set 0 is convex if the line segment joining any two points in 0 also belongs in 0.) 
Furthermore, let the reduced state set Or(k) be known by its support function <Pr(fl). (This 
information is available by the computations of the following section.) Namely, let Or(k) be 
the following set (Schweppe, 1973) 
0 ,( k) :: { S: SI 11 ~ • ,( 11 ) , for alJ 11, 11111 = 1 }, 
where cl>,( 11) :: maximum { S 111} • 
all SE D,(k) 
(7) 
Figure 2 provides a graphical interpretation of the support function in two dimensions and 
demonstrates that a convex polyhedron can be completely defined by the support function 
values at only a finite number of vectors .,,: the vectors perpendicular to its bounding 
hyperplanes. Thus, we will assume that 01(k) is defined as follows: 
C,(k) = {S: S 1 11; ~cl>,( 111), i = 1, ••• ,n,}, (8) 
where Dr is the number of bounding hyperplanes. It is noted that the use of unit vectors is 
only a matter of convenience and, especially in the case of polyhedra, non-unit vectors will 
also serve our purpose as long as the support function cf>() is defined accordingly. 
By our earlier definitions, the reduced state set Or(k), the modified state set Om(k), 
and the input set Ow(k-1) are related as follows: 
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0 
,, 11'11 = 1 
S'rt = (OB) 
<l>r(Tt) =maximum {S'rt} = (OA) 
allSEOr 
Figure 2: The Support Function of a Convex Polyhedron 
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Or(k) = {S: S =X + G(k-l)w(k-1), foranyX E o.(k)andany w(k-1) E O,,(k-1)}. (9) 
The modified state set Om(k) will be completely defined if its support function value can be 
computed for any vector 'I· Let t/>mO and tf>wO represent the support functions of the 
modified state and input sets respectively. Then, 
and therefore, 
4>r(11) = maximum [X + G(k-l)w(k-1)]111 
XeC.(k) 
w(l-1) e C,,(1-1) 
=maximumX'11 + maximum w'(k-l)G'(k-1)11 
Xe C,(1) w(k-1) e CJ:k-1) 
all 11'11 = 1' 
(10) 
(11) 
Although Om(k) is now fully defined, it would be computationally more economical to 
restrict Equation (11) to vectors 'I perpendicular to its bounding hyperplanes. It turns out 
that the hyperplanes of Om(k) are parallel to those of O,(k), and consequently vectors {fli, 
i = 1, ... , ~} associated with Equation (8) are sufficient for the definition of tl>mO and Om(k). 
Figure 3 provides a graphical proof of this fact by deriving set Om(k) from Or(k) and 
00w(k-l) in two dimensions. Points (vectors) A, B, C, D, and E are on the boundary 
hyperplanes of O,(k). The dashed polygons originating from each point are obtained by 
subtracting the vectors defining the 00w(k-l) comer points. Set Om(k) is the polygon 
circumscribed by the interior comer points of the dashed polygons, as A, B, C, D, and E 
trace the periphery of Or(k). By construction, if a point (vector) belongs to Om(k), adding 
any vector within 00w(k-l) generates points (vectors) inside O,(k). 
In summary, the modified state set Om(k) can be determined as follows: 
O,.(k) = {X: X' 111 :s; cl>,..( 111) = cl>r(11~ - cl>,,[G'(k-1) 111], i = 1, ••• ,nr}, (12) 
where 111, i = 1, .•. , nr, are perpendicular to the bounding hyperplanes of 0 1(k). 
tf>w[G'(k-l)fli) can be specified by solving the following Linear Programming (LP) problem: 
9 
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Maximiz.e J = w1G1(k-1)11, 
allw 
subject to (13) 
where ej, j = 1, ... ,n,,.., represent unit vectors perpendicular to the bounding hyperplanes of 
llw(k-1). 4'w[G'(k-l)tJi) is equal to the optimum value of J. 
It is finally possible that set Om(k) has fewer bounding hyperplanes than O,(k). 
Namely depending on the shape of Oaw(k-1), some hyperplanes may vanish. (One can easily. 
envision this possibility with the aid of Figure 3.) It is generally desirable to discard 
unnecessary hyperplanes to reduce the computational overhead. To determine hyperplane 
redundancy, let .r(th t2, ... , t0 ) be any fixed unit vector and X(Xh Xi, ... , Xe ) be any vector 
I I 
in Om(k). The projection of X on i is given by the inner product 
(14) 
The vector x· whose coordinates maximize (or minimize) J is a comer point of Om(k). (For 
example, (OC') in Figure 4 is the maximum projection length of all points in Om(k).) Thus, 
a comer point can be found by solving the following LP problem: Find X(Xh X2, ••• , Xe ) 
I 
which maximize/minimize J given by Equation (14) subject to inequalities (12). 
Furthermore, if any single inequality is replaced by a strict equality, the solution of this 
Linear Program will provide a comer point on the associated hyperplane. However, if the 
hyperplane is redundant, LP will indicate infeasibility. The corresponding inequality and 
hyperplane can then be discarded. This procedure should be repeated n, times to test the 
redundancy of all hyperplanes. One can avoid multiple LP solutions by selecting a vector 
i which is not perpendicular to any hyperplane. To guarantee this fact, i should not be 




Figure 4: Determining the Corner Points of nm(k) 
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4. DERIVATION OF THE REDUCED STATE SETS 0,(k) 
The reduced state set O,(k), k=N-1, N-2, ... , 0, was defined as follows (cf. Equation 
(6)): 
C,(k) = {SE'16(k): 3 u(k) € C.,(k): [A(k) s + B(k) u(k)] € c .. (k+ 1)} • (15) 
The derivation of O,(k) involves the following set operations: {l) Derivation of set O&(k) 
including all vectors B{k)u(k) such that u(k) E Du(k); (2) Derivation of set OAs(k) with all 
vectors X such that there exist vectors (at least one) in O&(k) that transfer [X + B(k)u(k)] 
in Om(k+ 1); (3) Derivation of set O,,(k) including all vectors S such that A(k)S E OA8(k); 
and (4) Derivation of Or(k) = 0 0 (k) n 08(k) (set intersection), where 08(k) denotes the 
admissible state set (depicted in Figure 1 ). 
For the first set operation, the problem is as follows: Given that Du(k) is defined by 
n,,(k) = {u: u'11, s cl>.,(11,), i = 1, ... ,n,,}, (16) 
namely, by the values of its support function at the vectors perpendicular to its bounding 
hyperplanes, find the vectors perpendicular to the hyperplanes of O&(k) and the associated 
support function values. The following result holds for the case where B(k) is an invertible 
matrix (see appendix for a proot): 
'1.a,(k) = {X: x' o, s cl>.,( 11,), i = 1, ... ,n.,}, 
(17) 
where 01 = (B
1(k)r1 11,, i = 1, ... ,n.,. 
If there are more B(k) rows than columns (most usual case when B(k) is not 
invertible), one can still use the previous result by augmenting B(k) (and the state 
equations) to include columns corresponding to fictitious control variables with empty 
feasible ranges. This technique is further discussed and illustrated in the companion article. 
H the rank of B(k) is less than the dimension of its rows or columns, in all likelihood the 
state equations are ill-posed and some may be redundant. 
The second set operation calls for the derivation of set OAs(k) with all vectors X such 
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that there exist vectors in OBu(k} which transfer [X + B(k)u(k)] in Om(k+ 1). The above 
is equivalent to finding a set OAs(k} such that for all vectors Z E Om(k+ 1) and YE OBu(k), 
there holds Z - Y = X E OAs(k}. The equivalence of these two statements can be easily 
demonstrated by showing that the set OAs(k} corresponding to the first is a subset of the set 
corresponding to the second and vice-versa. Thus, OAs(k) is the vector sum of Om(k+ 1) and 
O'Bu(k}, where O&(k) is the set including all vectors [-B(k}u(k}]. As shown in the previous 
section (Equation 10), the support function of OAs(k) can then be computed from the 
support functions of Om(k+ 1} and OBu(k} as follows: 
4>.uC11) =maximum [Z - Y]'11 
z e o.ct+t) 
re C._(t) 
=maximum Z '11 - maximum Y' 11 
z e o.(k+ t) Y o.ci> 
= 4>.(11) - 4>.<11), 
all 11'11=1. 
(18) 
The minimal set of vectors 11 where the support function has to be evaluated includes all 
vectors perpendicular to the hyperplanes of both Om(k+ 1) and O&(k). Thus, OAs(k} is 
defined by 
n,..s(k) = fX: X'11, ~4>.<11,>-4>.<11,), i = 1, ... ,n., and 
(19) 
X 16J ~ 4>.(61) - 4>11u(6J), j = 1, ... ,n,,}, 
where tl>m( 'Ii}, i = l, ... ,11m, are provided by the computations of the previous section (Equation 
12 and discussion thereafter) and tf>au( 8j}, j = l, ... ,11u, are as specified in Equation ( 17) above. 
Figure 5 illustrates how OAs(k} is graphically constructed in two dimensions. Let 
ABCD represent set Om(k+ 1). Hyperplanes A'D, DC, CB, and AB (solid lines) of 
OAs(k} are respectively parallel to hyperplanes AD, DC, CB, and AB of Om(k+ 1) and 
include points which can be transferred to llui(k+ 1) only by one comer vector of OBu(k}. 
The additional hyperplanes needed to define OAs(k}, namely, A'A, AA, CC, and BB, 
are parallel to those of f1Bu(k} which is the set symmetric to OBu(k) about the origin. The 
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sets resulting by subtracting the comer point vectors of Oau(k) from each comer point of 
Om(k+ 1) (dashed line polygons in Figure 5) are simply parallel translations of t'tu(k) as 
though each comer point of Om(k + 1) were the origin of the axes. Namely, OAs(k) is the 
polyhedron circumscribed by the exterior comer points of t'tu(k) as it traces the periphery 
of Om(k+ 1). 
The third set operation calls for determining set Ocr(k) from OAs(k). By noting that 
S = A-1 {A S) and applying the lema associated with Equation (17), set 00{k) can be 
determined by 
(20) 
where p1 = A 
1(k) e,, i = 1, ... ,n ... s, 
and e0 i = 1, ... ,nAs, includes all vectors ,,,.., i = 1, ... ,n.n, and 8j, j = l, ... ,11u, associated with Equation 
(19) (nAs=n.n+11u). 
Finally, set Or(k) can be derived as the intersection of 0 0 {k) and 08(k). In 
mathematical form, this intersection is determined by 
O,(k) = {X: X'11, s rninimum[cl>s(111), c1>0 (111)], i = 1, ... ,n5, and 
(21) 
X 1 p1 s minirnum[cl>s(PJ), cl>0 (p1)], j = l , ... ,n0 }, 
where c/>8(), 'l/i, i = 1, ... ,n8, represent the support function and associated vector set for 08(k), 
and </>0 (), Pj, j = 1, ... ,n"' represent the support function and associated vector set for 00 (k). 
The validity of the above statement is illustrated in Figure 6. 
As with the modified state set, some of the hyperplanes associated with the reduced 
state set computed above may be redundant and should be discarded using the procedure 
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5. REAL-TIME IMPLEMENTATION 
The computation of the modified and reduced state sets can thus proceed from the 
terminal time N to the initial time 0. The problem has a solution (namely, there exists a 
feasible control sequence that guarantees that the state variables will remain within their 
admissible limits for any input realization within the specified input sets) if the reduced state 
set Or(O) at time 0 is nonempty and includes the initial state vector S{O). The determination 
of these solutions has yet to be discussed. 
Assuming that S(O) is known, the state equation describes the transition to state S(l) 
by 
S(l) = A(O) S(O) + B(O) u(O) + G(O) w(O) • (22) 
The issue here is to determine an admissible control subset whose vectors guarantee that 
whatever the input w(O), the state S{l) will be within the reduced state set Or{l). 
Equivalently, this subset should be such that vector [A{O)S(O) + B(O)u(O)] always belongs 
in the modified state set Om(l). The set Oeu(O) that satisfies this requirement is obviously 
a parallel translation of Om{l) by the vector A{O)S{O). More formally, Oeu(O) can be defined 
by 
CB,,(0) = {X: X 1111 s: 4>,,.(111) - S
1(0)A 1(0)11,, i = 1, ••• ,n .. l, (23) 
where <Pm(), 'Ii, i= 1, ... ,1\n, represent the support function and associated vector set for Om{l) 
already determined by the D.P. procedure. 
The admissible control set Oc(O) can finally be obtained from the lema associated 
with Equation (17) and an intersection with Ou(O) (Equation 21). Any control vector in the 
set Oc(O) guarantees that (a) state S(l) will be feasible and {b) there will exist u{k), 
k= 1,2, ... ,N-1, vector sequences which will produce feasible states all through the control 
horizon. Subsequent sets Oc(k), k= 1,2, ... ,N-1, can be obtained by similar considerations as 
the system evolves and the state values S{k), k= 1,2, ... ,N-1, become known. 
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6. AN ExAMPLE AND A COMPARISON 
To provide some computational insight for the theory presented earlier, we first solve 
a two-dimensional problem with four time steps. The state equation is as follows: 
(24) 
[
S1(0) = 4] 
k = 0,1,2,3, , 
S2(0) = 4 
where the state, input, and control sets are shown below: 
(25) 
{
o s u1(k) s 2} 
D,,(k) = , k=0,1,2,3. 
0 S u2(k) S 2 
It is noted that the above formulation could represent a two-reseivoir cascade. In 
hyperplane form, the constraints become 
Ds Dw D,, 
1S1(k)+0 S2(k) s 10 1 w1(k) + 0 W2(k) S 3 1 u1(k) + 0 "2(k) s 2 
(-l)S1(k) +OS2(k) sO (-l)w1(k) +Owik) sO ( -1) u, (k) + 0 "2(k) s 0 
(26) 
, , , 
0 S1(k) + 1Sz(k)s15 0 W1(k) + 1 w2(k) S 3 0 u1(k) + 1"2(k)s2 
0 S1(k) + (-1) S2(k) s 0 Ow1(k) + (-l)w2(k) sO Ou1(k) +(-l)u2(k)s0 
where the support function (ti>( 11)) values are given by the right-hand side of the above 
inequalities, and the coordinates of the associated vectors ( 11) are the coefficients on the left-
hand side. In this example, the constraint sets and matrices A, B, and G are time-invariant. 
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Set(}& is also time-invariant and can be obtained by the lema of Equation (17): 
o. 
(-l)u1(k) + 0"2(k) :$; 2 
1 U1(k) + 0"2(k) S: 0 
(-l)u1(k) + (-1)"2(k) :$; 2 
1 u1(k) + 1 "2(k) :$; 0 
(27) 
The computation of the modified and reduced state sets proceeds as explained earlier 
in this article. The derived sets are depicted in Figure 7 and their hyperplane forms are 
summarized in Table 1. 
Due to limited control capability (compare input and control sets in Equation (25) ), 
the modified and reduced state sets become smaller as the solution proceeds from the final 
to the initial time. Since Or(O) contains the initial state vector, the problem has a feasible 
solution. The real-time control set that ensures feasibility is depicted in the last graph of 
Figure 7 {shaded region). Any control actions such that {O s u1(0) s 2 and 1 s u2(0) < 
2} place the state vector within the modified state set at the next time step and guarantee 
the existence of subsequent feasible decisions. 
The second computational experiment aims at comparing the polyhedral control 
algorithm discussed earlier with an ellipsoidal approximation algorithm proposed by 
Bertsekas and Rhodes [1971]. The basis of this approach is to create ellipsoidal 
approximations of all sets and develop recursive relationships for the ellipsoid centers and 
principle axes. These relationships are similar to the Ricatti equations encountered in 
Linear Quadratic Gaussian control problems. 
The system is again described by Equation (24) and the state, input, and control sets 
are as follows: 
20 
16 16 
14 C 8(4) 
14 .................................................. 0 1(3) 
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Figure 7: State and Control Sets for the Example 
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Table 1: Modified and Reduced State Sets for the Example 
N Om(N) Or(N) 
4 1S1 +OS2 s7 
( -1) S 1 + 0 S2 s 0 
OS1 +1S2 s 12 
OS 1 + ( - i) S2 s 0 
3 is1 +OS2s6 is1 +OS2s9 
( -1) S 1 + 0 S2 s 0 (-i)S1 +OS2 s0 
OS1 +is2 s11 OSI+ lS2 s 14 
OS 1 + ( -1) S2 s 0 OSI + ( -1) S2 s 0 
1S1 +1S2 s 15 1S1 +1S2 s 2i 
2 1S1 +OS2 s5 is1 + OS2 s 8 
( -1) S 1 + 0 S2 s 0 (-i)S1 +OS2s0 
OSI+ lS2 s 10 OSI+ lS2 s i3 
OSI+ (-l)S2 s 0 OSI + (-l)S2 s 0 
1S1 +1S2 s 11 1S1 +is2 s17 
1 1S1 +OS2 s4 1S1 +OS2s7 
( -1) S 1 + OS2 s 0 ( - i) S 1 + 0 S2 s 0 
0S1 + ( -1 )S2 s 0 OSI+ lS2 s 12 
is1 +1S2 s 7 OSI+ (-l)S2 s 0 
1S1 +1S2 s 13 
0 1S1 +OS2 s6 
( - i) S 1 + OS2 s 0 
0 S1 + ( -1) S2 s 0 
1S1 +1S2 s 9 
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{
-37.5 s s1ct> s: 37.5} 
Os(k) = , k = 0, 1, ... , 15, 
-31 s S2(k) s 31 
{
-10 S W1(k) S: 10} 
O,.,(k) = , k=0,1, ..• ,14, 
-15 S W2(k) S: 15 
(36) 
{
-10 S U1(k) S: 10} 
C,,(k) = , k = 0, 1, ... , 14. 
-22 s "2(k) s: 22 
For the ellipsoidal approximation algorithm, the state, input, and control sets are the 
smallest ellipses enveloping the previous rectangles. 
Figure 8 portrays the resulting modified and reduced state sets for both set 
computation approaches at times 15, 14, 13, 12, 1, and 0. Until time 12, both approaches 
produce feasible results, although the polyhedral modified and reduced sets are significantly 
larger. At time 11, the ellipsoidal algorithm terminates indicating infeasibility, while the 
polyhedral approach remains feasible until time 0. This experiment shows that the required 
ellipsoidal approximations underestimate the feasible regions and cause early algorithm 
termination. 
6. CONCLUSION 
Uncertain water resources systems are disturbed by inputs for which we frequently 
have limited information. Rather than using statistical input descriptions, herein we 
introduce an alternative approach based on set characterization of uncertainty. The 
resulting control problem calls for finding the set of admissible actions that ensures that the 
system stays within its bounds for the duration of the operational horizon. The solution is 
derived using Dynamic Programming and is implemented for the case where all sets are 
convex polyhedra. 
The set control approach is motivated by the need to guide the operation of water 
resources systems under extreme or relatively unknown input circumstances. More specific 
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APPENDIX 
Lema: Let Ox be a set characterized by 
Ci= {X: X1 111 ~4>i(111), i = 1, ••. ,nil (37) 
and B an invertible matrix. Then, the set Dy of all vectors Y such that Y = B X is defined 
by 
c, = {Y: Y'o,~+i<11,), i = 1, ... ,nil' 
(38) 
where 01 = (B~-
1 11,, i= 1, ... ,ni. 
Proof: Let (ABCDE) and (abcde) (Figure 9) represent sets Ox and 01 respectively, and let 
vectors 'Ii and Bi be perpendicular to hyperplanes AB and ab. To establish a relationship 
between 'li and Bi, we start from the implications of orthogonality between these vectors and 
any other vector on the corresponding hyperplanes: 
(ab)101 = 0 = (Ob - Oa)




(AB)' 11, = 0 • 
(39) 
The above relationships suggest that vectors 'Ii and B'Bi are collinear (parallel) and 
consequently, a set of Bi vectors perpendicular to the hyperplanes of 01 can be obtained from 
B 101 = 11, .. 01 = (B~-
1 11,. (40) 
To fully characterize 01, we additionally need the support function values 4>m( Bi), Bi, 
i = l, ... ,nx. Using the definition and the previous result, we obtain 
+,co,) = maximum Y'O, = maximumX1B 101 rea1 i:ea., 
= maximumX1B 1(B~-1 11, = maximumX1111 i:ea., i:ea., 
(41) 
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It is noted that even though 'Ii may be unit vectors, vectors Bi may not have unit 
length. However, one can easily normalize them and scale the support function values 
accordingly: 
,, = 0,110,1 
4>,<1,) = 4>,(0,) 110,1 ' 










Figure 9: Linear Set Transformations 
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NEW CONTROL CONCEPTS FOR UNCERTAIN WATER RESOURCES 
SYSTEMS: 2, RESERVOIR MANAGEMENT 
Huaming Yao and Aris P. Georgakakos 
School of Civil Engineering, Georgia Institute of Technology, Atlanta 
Reservoir management decisions continuously strive to balance 
conflicting risks and benefits. Hydrologic uncertainty is a major complicating 
factor, especially during extreme events when data are sparse and probabilistic 
characterizations are less reliable. The set control approach offers an 
alternative by assuming that inputs are unknown but bounded. The solution 
provides a set of control actions which guarantee that the system will operate 
within the stated constraints for a certain time horizon. The method is 
applied to a three-reservoir system in the southeastern U.S. 
1. INTRODUCTION 
The need to handle uncertainty in reservoir management is widely recognized by 
practicing and research professionals and continues to motivate new management 
approaches [Foufoula-Georgiou and Kitanidis, 1988, Kelman et aL, 1990, Georgakakos, 1989, 
1992]. The common theme is to rely on probability theory to model random quantities and 
then develop suitable optimization schemes to control the probability distribution of storage, 
release, energy generation, and other key system variables. The basic suppositions are (a) 
that enough data are available to validate the descriptions of the uncertain elements and (b) 
that the system operator has the ability to balance abstract concepts such as risks of not 
meeting certain objectives or expected output levels among themselves and over time. 
Data availability undermines stochastic methods when they are most valuable: during 
hydrologic extremes. Data deficiencies for extreme floods and droughts usually weaken 
model predictions and limit management options. What is more, potentially new climatic 
regimes may totally invalidate existing observation records. 
Amidst crises situations, system operators are also faced with nontrivial challenges. 
At the onset of droughts, they must decide whether to reduce outflow or continue with their 
normal release schedules. In retrospect, one option is better than the other, but at the time 
when the decision is made each option involves risks. Anticipating floods, reservoir 
operators should evacuate enough storage to avoid damage-causing outflows and energy-
wasting spillage. Over- or under-estimating this storage again involves risks. Risks are 
associated with almost every decision in reservoir operations, but it is unclear how reservoir 
operators should try to appreciate and balance them. Stochastic management methods are 
useful, but they can only control the probability of extreme events and not their magnitude 
[Georgakakos, 1989]. And, as already mentioned, probability estimates can only be as good 
as the available data. 
As an alternative, in this work we develop operational choices that are easier to 
understand and offer some guarantees. Using the set control approach, we derive sets of 
control actions guaranteeing that the system will meet its constraints (satisfy water supplies, 
maintain outflow below damaging levels, or cover a dependable energy commitment). The 
guarantees are valid for a certain length of time and for all inflow sequences bounded by 
specific ranges. The inflow bounds are selected by the operator and should reflect extreme 
hydrologic circumstances against which the system is to be controlled. This selection affects 
the size of the admissible control sets and the length of the operational horizon during 
which the system can fully meet the stated constraints. Bounds associated with more 
extreme hydrologies result in shorter guaranteed operational horizons and smaller 
admissible control sets. Although this judgement involves risks, it is also more meaningful 
and reassuring, especially during crises. The operators can select any control action within 
the specified sets and be confident that the system will not violate the stated constraints at 
least for the duration of the operational horizon. 
This article examines this approach as it applies to flood and drought management 
and hydropower operations. Some potential applications for reservoir design and 
operational policy determination are also briefly discussed. 
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2. FLOOD AND DROUGHT MANAGEMENT / RESERVOIR DESIGN 
The following discussion, although general, will make reference to a three-reservoir 
cascade as an example and test case study. This system is located on the Savannah River 
in the southeastern U.S. and is described in Geol'gakakos [1989, 1992]. For the purposes 
of this section (namely, to investigate issues exclusive of hydropower), the system is 
modelled by the following water balance state equation: 
S1(k+ 1) 11 0 0 S1(k) -1 0 0 l U1(k) 11 0 01 W1(k) 
S2(k+l) = 0 1 0 S2(k) + 1 -1 0 U2(k) + 0 1 0 W2(k) ' 
S3(k+ 1) 0 0 1 S3(k) 0 1 -1 U3(k) 0 0 1 W3(k) 
(1) 
k - 0,1, ... ,N-1, 
where Si(k), ui(k), and wi(k) respectively represent storage, release, and inflow volumes for 
reservoir i = 1,2,3. Table 1 reports permissible storage and release ranges reflecting water 
conservation and flood control objectives, and Figure 1 depicts the weekly inflow ranges. 
These ranges were obtained, somewhat arbitrarily, using the third lowest and third highest 
inflow values on record ( 63 years). 
The first question is whether the system can control inflows without violating the 
stated constraints, namely, without effecting water shortages (u3(k) < 2.2 bcf/week) or 
damage-causing outflows (uJ(k) > 18 bcf/week). The answer is far from obvious since 
system inflow (w1{k)+w2(k)+w3{k)) saturates the admissible range of u3(k) for more than 
one third of the year (rainy season). 
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Figure 1: Reservoir Inflow Ranges 
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Table 1: Reservoir Storage and Release Constraints 
Minimum Maximum 
Reservoir 1 
Storage (bet) 79.25 123.8 
Release (bcf /week) 0.0 18.0 
Reservoir 2 
Storage (bet) 34.2 50.8 
Release (bcf/week) 0.0 18.0 
Reservoir 3 
Storage (bcf) 69.71 125.95 
Release (bcf/week) 2.2 18.0 
To provide a partial answer to this question, we run the set control algorithm 
( Georgakakos and Yao, companion article) with a time horizon of 52 weeks. The algorithm 
terminates successfully and generates the following reduced state set at time zero: 
(-0.7071)S1 + (-0.7071)S2 + OS3 s -80.2213 
0.5774S1 +0.5774S2 + 0.5774S3 s 140.4670 
-0.5774)S1 + (-0.5774)S2 + (-0.5774)S3 s -129.8806 
1S1 + OS2 + OS3 s 123.8 
0,(0) = (-l)S1 + OS2 + OS3 s -79.25 
OSI + lS2 + OS3 s 50.8 
OS1 + (-l)S2 + OS3 s -34.2 
OSI + OS2 + 1 S3 s 125.93 
OS1 + OS2 + (-l)S3 s -69.71 
(2) 
If this set contains the initial storage values, there exist feasible release sequences that 
maintain all reservoir storages within their acceptable limits independently of what inflows 
materialize, provided that they are within the specified bounds. The set of admissible 
5 
control actions that guarantee feasibility is also determined for initial storage values 
S1(0)=100, Si{0)=45, and S3(0)=95 bcf: 
0.7071 u1 + (-0.7071)u2 + Ou3 s 2.7200 
(-0.7071)u1 + 0.7071 "2 + Ou3 s 7.7442 
lu1 + OUz + Ou3 s18.0 
(-l)u1 +0"2 + Ou3 s 0.0 
Ou1 +1Uz + Ou3 s 18.0 
0 U1 + ( -1) u2 + 0 u3 S 0.0 
Ou1 + Ou2 + lu3 s 17.2403 
Ou1 + OUz + (-l)u3 s -14.7040 
(3) 
To test the validity of the results, we run simulation experiments. Each simulation 
begins with the generation of a 52-week, random inflow sequence for each system reservoir. 
These sequences can be determined in several ways. One approach is to generate inflow 
values uniformly (equally likely) within each weekly range. The result would be a totally 
random sequence, but one with very little probability of being consistently high or low (as 
in wet and dry years). Furthermore, the yearly volume of such sequences usually has a 
much wider range than actually observed. To avoid these inconsistencies, the inflow 
sequences were constructed as follows: The yearly inflow ranges for the entire system and 
each reservoir were first determined using the third lowest and third highest annual inflows 
on record. A uniform value within each range was then generated. Next, the annual inflow 
values of each reservoir were appropriately normalized to agree with the system value. 
Lastly, uniform inflows were obtained within each weekly range and subsequently adjusted 
to conform to the respective annual inflow values for each reservoir. 
At each time period k (week) of the simulation horizon, a control vector was also 
randomly generated from the corresponding real-time control set nc(k). The inflow and 
control vectors were then used in Equation (1) to determine the storage values for the next 
time step k + 1. Based on these values and the reduced and modified state sets derived by 
the set control approach for time k+2, a new real-time control set nc(k+ 1) was determined 
and the procedure was repeated until the end of the year. The simulation process was 
applied to 30 different random inflow sequences with the results shown on Figure 2. The 
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figure includes the simulated storage and release sequences (solid lines) along with their 
associated bounds (dashed lines) and indicates that the set control approach accomplishes 
the objective of maintaining system storages within their limits using only feasible releases. 
The fact that the reservoirs experience drawdowns is a consequence of the manner in which 
the applied releases are obtained. It turns out that random release selection from the nc(k) 
sets leads to reservoir depletion. Note, however, that this does not forewarn that the control 
process will become infeasible. What will happen is that sets nc(k) will shift towards low 
release regions of the feasible control sets nu(k). 
To see the effect of other selection rules, we run additional simulation experiments 
using the release vector associated with the nc(k) comer point closest to the axis origin 
(Figures 3). The system is again contained within the specified constraints in all simulations, 
but reservoir storages now tend to be in the proximity of their upper bounds. The applied 
releases are generally lower than in the previous case, although specific release levels may 
be higher depending on the seasonal inflow range and the value of storage. 
Hence, the selection of applied releases can drastically influence the state of the 
system, this being a strength and an open question. From the operational point of view 
and especially during crises, it is comforting to know that any control action from the nc(k) 
sets will not force violation of the stated bounds. However, a relevant question is how to 
establish an appropriate selection mechanism to coerce the system to evolve in a desirable 
manner. Desirability implies that each possible system sequence has some distinct value to 
the system users, and this premise is beyond the stated scope of the set control approach 
which simply aims to guarantee system feasibility. Nevertheless, it is a question of practical 
interest and will be taken up again in the conclusion section. 
The purpose of the above experiments was to see whether the system is controllable 
in view of the imposed constraints. The answer was positive but partial because the results 
do not guarantee feasibility beyond the 52-week control horizon. In fact if the control 
horizon is extended to over 90 weeks, the set control approach terminates identifying empty 
modified state sets. Infeasibility means that there is no guarantee that the system can be 
contained within the stated limits so far in advance. The reason is that the minimum 
required release of 2.2 bcf /week from the 3rd reservoir is higher than the average lower 
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inflow bound ( -1.396 bcf /week). Eventually, this disparity renders the process infeasible. 
Note, however, that infeasibilities may occur even if average inflow is higher than the 
required draft. Such is the case when the upper release bound of the third reservoir is 
reduced below 16 bcf/week, despite an average upper inflow bound of 13.9 bcf/week. The 
process becomes infeasible due to large seasonal inflow bound fluctuations. 
To understand the nature of the solution when no infeasibility is encountered, we run 
a 5-year (260-week) control experiment with a lower release bound of 1.39 bcf /week. The 
results show that after the first year (as the solution proceeds backwards), the modified and 
reduced state sets exhibit annual periodicity. For the problem stated, the reduced state sets 
determine the regions where the storages ought to be located in any given week so that the 
system can continue its feasible operation independently of inflow realization. In an attempt 
to visualize these three dimensional sets, Figure 4a shows the projection of the minimum 
set distance on the storage of the 3rd reservoir (solid lines). The shapes for the other 
reservoirs are identical but contained within the respective bounds. The lower boundary 
of these regions reflects drought concerns, building up at the beginning of the dry season 
and easing off as time progresses. During the same period and with no fear of floods, the 
system can maintain high storages, while the rest of the time, it must make room for high 
inflows. By contrast, Figure 4b gives the same results when the lower bound for u3 is 2.2 
bcf /week. The figure shows how quickly the feasible region contracts as its lower boundary 
rises to guarantee a higher draft. Eventually the reduced set becomes empty and the 
procedure is unable to guarantee feasibility so far in advance. The length of the feasible 
horizon depends on the seasonal and relative variation of inflow, storage, and release 
constraints and is a measure of system reliability. 
The reduced state sets extend the concept of the rule curves commonly used in 
reservoir operation. A rule curve suggests a target storage sequence that balances various 
system objectives in an acceptable manner. A reduced state set sequence guarantees that 
the system will simultaneously meet these objectives at all times. The advantage of the 
latter approach is that it considers all system storages simultaneously and guarantees 
feasibility. A relative disadvantage is that the sets are expressed as a system of inequalities 
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Clearly, the set control approach can be used in various reservoir operation and 
design issues. Three examples of practical interest would be to determine (a) the minimum 
and maximum release levels that can be met given an inflow patte~ (b) the maximum 
inflow range that can be controlled for a given output patte~ or ( c) the system 
configuration (reservoir capacities) guaranteeing that the desirable output levels will be met 
given an inflow pattern. In all cases, one can solve the problem such that the objective is 
always met or such that it is met only within a specified time horizon. The latter case 
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3. HVDROPOWER 
Hydropower adds nonlinear elements to the reservoir management problem and 
raises more questions in reference to the set control approach. To include hydropower 
considerations, we modify the state equation as follows (Georgakakos, 1992): 
S1{k+l) 
11 o ol 
S1{k) -b1{k) 0 0 t1{k) 
11 o ol 
W1{k) 
S2{k+l) = 0 1 0 S2{k) + b1{k) -bz(k) 0 t2{k) + 0 1 0 wz(k) , (4) 
S3{k+l) 0 0 1 S3(k) 0 b2(k) -b3(k) t3(k) 0 0 1 W3(k) 
k = 0,1, ... ,N-1, 
where 
n, 
b;(k) = :E uv{k) , i = 1,2,3, (5) 
j•l 
with uij(k) being the discharge from the j'h turbine of the i1h reservoir, ti(k) the generation 
hours during period k, and I1j the number of turbines at reservoir i. 
Turbine discharge depends (nonlinearly) on reservoir storage and power output and 
complicates the solution process since the matrix multiplying the control vector [t(k)] is now 
a function of the state. Products of set quantities cannot be explicitly handled in the 
framework suggested earlier [Georgakakos and Yao, companion arlicle], but one can usually 
overcome this predicament by following a well-established engineering rule: [Scweppe, 1973] 
"When faced with a nonlinear problem, linearize." In this context, this would imply that 
coefficients bi(k) be computed for a particular storage and power level and treated as 
constants at each time period k. The same approach is usually employed in stochastic 
control problems with the linearization performed around the most likely state sequence. 
The difficulty in this case is that a single most likely sequence does not exist; all sequences 
with vectors from the reduced state sets are equally likely. Thus, linearization introduces 
approximations and invalidates the one-time solution approach adopted in the previous 
section. Instead, a sequential scheme where an N-period set control problem is solved at 
each decision time has distinct advantages. 
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In a sequential scheme, linearization can be performed around the initial state vector, 
which is expected to stay representative for some time. Eventually, the state will digress 
from the locale of the initial vector and will render the process approximate. However, the 
error is mitigated by the sequential mode of operation where decisions are always selected 
from the initial control set nc(O). It is noted, however, that in some cases the procedure 
may become infeasible, even though the reduced and modified state sets are nonempty. 
The above formulation can also reflect release constraints by specifying lower and 
upper bounds for the control vector t(k) such that the products [bi(k) ti(k)] are within the 
allowable range. Constraints on energy generation can also be included: Let Pi(k), 
represent the cumulative power output from all turbines at hydroelectric facility i and time 
period k. Then, the requirement that energy generation satisfy a minimum commitment 
Emin(k) can be enforced as follows: 
(6) 
This inequality simply defines another bounding hyperplane for the control set nu(k) and 
can easily be handled by the set control approach. Thus, the proposed formulation may be 
used to derive control policies (energy generation schedules) guaranteed to meet a 
dependable energy sequence, in addition to storage and release constraints. 
To gain some insight with the above formulation, we run simulation experiments. 
The problem is solved with a control horizon of 10 weeks, sequentially at each week of a 
10-year simulation horizon. The output of each plant equals its nominal power capacity, 430 
MW for Reservoir 1, 375 MW for Reservoir 2, and 350 MW for Reservoir 3. Figure 5 
shows the dependence of total turbine discharge on reservoir storage at these power levels. 
The curves take into account tailrace effects and are based on the power-(net hydraulic 
head)-discharge relationships reported by Georgakakos [1991, Appendix A]. Then, and~ 
sets are as in the previous section. The control set n, reflects the restriction that generation 
hours be in the (0 to 168)-hour range per week, total system energy exceed a dependable 
energy commitment (Eq. 3 ), and weekly average outflow of the third reservoir be greater 
than 1.4 billion cubic feet. The last requirement is enforced as follows: At the beginning 
of each week, the discharge, Q 3(k), from Reservoir 3 is determined based on its initial 
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storage and Figure 5. Then, the generation hours for Reservoir 3 are constrained by 
t (k) ~ tmio.(k) = 1.4 · l a9 all k 
3 3 60 ·60 ·Q3(k) ' ' 
(7) 
where QJ(k) is expressed in cubic feet per second and ~(k) in hours. It is noted that P1(k), 
P2(k), and PJ(k) are herein arbitrarily set equal to nominal plant capacities. Alternatively, 
they may reflect contracted power outputs necessitating turbine overload or underload 
conditions. Furthermore, one may determine the power output of each turbine so as to 
meet the power contracts and additionally maximize plant efficiency [Georgakakos, 1992]. 
Figure 6 displays the results from 10 such simulations. Storage and generation 
sequences are only shown for Reservoir 3. Those of the other two reservoirs are 
qualitatively similar. Total system energy generation is plotted on the third graph along with 
the dependable energy requirement (thicker line). It can be seen that storage stays within 
the specified bounds and the generation hours are such that the minimum weekly outflow 
of 1.4 billion cubic feet is always met. Turbine outflow usually suffices to maintain storage 
within the desirable bounds; however, on four occasions spillways are also activated 
(generation greater than 168 hours). System energy generation always satisfies the 
dependable energy commitment. This commitment may be increased but with no guarantee 
that it will then be met. 
For example, the first graph on Figure 7 displays the energy generation results for 
another 10-year simulation series where dependable energy requirements are increased by 
25%. The system state and control variables stay within the desirable limits, but energy 
generation occasionally fails to meet the respective targets. The simulation program is such 
that when the control algorithm identifies infeasibility (empty reduced and modified state 
sets), it reduces the dependable energy requirements by a certain percentage and repeats 
the computations until the problem becomes feasible. The worst violation requires that 
energy commitment be decreased by 40%. 
To explore the effect of the control horizon, we repeated the above simulation series 
with a control horizon of 20 weeks. The results shown on the second graph on Figure 7 
indicate that violations of lesser magnitude occur more frequently (the worst violation 
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requires 30% reduction of the original target). This happens because the control algorithm 
anticipates potential infeasibilities further in advance and begins to reduce energy 
generation early on. When the worst violation actually arrives, it is not as serious as in the 
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4. ENERGY VALUE 
As the power industry moves toward an open market system, hydropower operation 
focuses on the value of energy. To address some of the related issues, the system model of 
the previous section can be expanded to include an additional state variable: 
(8) 
k = 0,1, ... ,N-1, 
where V(k) is the cumulative value of energy up to time k, and l(k) is the value of energy 
at period k, reflecting the avoided cost of alternative energy sources. The power outputs 
P1(k), P2(k) and P3(k) are fixed as in the previous section, and t1(k), t2(k), and t3(k) are the 
control variables representing generation hours. A problem of interest would be to develop 
operational policies that meet the constraints described in the previous section and in 
addition guarantee that the energy value at time N exceeds a minimum threshold ynll0 : 
V(N) ~ ymm. (9) 
As seen by the new system state equation, 
S1(k+ 1) 1 0 0 0 S1(k) -b1(k) 0 0 
S2(k+l) S2(k) b1(k) -bik) 0 
t1(k) 
~1 0 OJ 
W1(k) 
0 1 0 0 
= + t2(k) + 0 1 0 W2(k) '. 
S3(k+l) 0 0 1 0 S3(k) 0 b2(k) -b3(k) t3(k) 0 0 1 w3(k) 
V(k+l) 0 0 0 1 V(k) l(k) P1(k) l(k) P2(k) l(k) P3(k) 
= A S(k) + B(k) t(k) + G w(k) , 
k = 0, 1 , •.. ,N-1 , 
(10) 
this problem has more state than control variables and is not directly amenable to the set 
control approach presented earlier. The problem is that the derivation of the reduced state 
sets, (lema (17) in Georgakakos and Yao, companion article) requires that the coefficient 
matrix B(k) is invertible. To overcome this limitation, we can enforce invertibility by 
including an additional column and a fourth control variable, tik): 
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-b1(k) 0 0 0 ti(k) 
b1(k) -b2(k) 0 0 t2(k) 
(11) B(k) t(k) = 
0 b2(k) -b3(k) 0 t3(k) 
l(k) P1(k) l(k) P2(k) l(k) P3(k) -1 t,(k) 
The new column vector can have any form as long as it makes B(k) invertible. However, 
the new control variable should have an empty feasible range: 
0::; tik)::; 0, k=0,1, ... ,N-1. (12) 
The above modification does not alter the character of the original system. (The proof that 
the two equations essentially describe the same system is trivial.) It only facilitates the 
application of the set derivation procedures discussed earlier. 
In summary, the set control problem amounts to finding feasible control policies for 
the system (10), (11), and (5) such that all storage variables remain feasible (see Table 1) 
subject to constraints (6), (7), (9), and (12). The l-values assumed for this computational 
experiment are shown below and are roughly indicative of the energy generation cost 
($/MWH, weekly average) in the southeastern U.S.: 
19, if 1::; k ::;13 
l(k) = 
24, if 14::; k::; 26 (13) 
31, if 27::; k::; 39 
19, if 40::; k::; 52 
Annual energy generation is to always exceed 27.3 million dollars ( = ymin ), and the 
dependable energy sequence is 60% of the one reported previously. To determine the 
system potential to operate under these constraints, we performed the following 
computational experiment: First, the control model was run with a 52-week planning 
horizon to determine the reduced state sets. To simplify the procedure, the linearization 
of the B(k) matrices was performed around the initial storage values for all k. Then, the 
system operation was simulated over 50 weekly sequences of one year duration. Figure 8 
includes some results related to energy generation. The first graph depicts the value of 
annual energy from each simulation and shows that it is always greater than the specified 
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minimum. In fact, for vmm greater than this value, the control problem becomes infeasible. 
One can reduce the planning horizon to achieve feasibility but forgo the 52-week 
operational guarantee. The second graph portrays the energy generation sequences for 
which the annual energy value is almost equal to ymin. Actual energy generation always 
meets the specified dependable sequence. Storage and generation hour sequences are also 
feasible but are not shown. The computations are performed on a 486/33 microcomputer 
and take approximately 1 minute. 
It is noted that the formulation of this section may also be used to control the system 
such that annual energy amounts and outflow volumes exceed certain levels. The first case 
can be analyzed by the same formulation after l. is omitted. The second would require that 
Equation (8) be replaced with one describing the cumulative outflow volume. 
4. CONCLUSION 
Reservoir management is complicated by uncertain inputs whose probabilistic 
characterization is occasionally unreliable. Examples are the hydrologic extremes of floods 
and droughts whose natural data-deficiencies invalidate stochastic forecasting and 
optimization models. As an alternative, this article discusses potential reservoir 
management applications of the set control approach (Georgakakos and Yao, companion 
article). Common to all applications is the premise that the operator wishes to have a set 
of policies which are guaranteed to meet all system constraints rather than optimize specific 
objectives. We feel that this mode of operation is more meaningful under crises situations. 
Potential reservoir design applications were also mentioned. 
Reservoir systems usually operate under normal hydrologic conditions and only 
occasionally experience extreme events. During the former, stochastic methods are 
appropriate and can usefully guide system operations. Our future research focuses on the 
development of a hybrid control model which uses stochastic menthods during normal 
circumstances but switches to the set control approach at the onset of critical periods. 
ACKNOWLEDGEMENT 




Foufoula-Georgiou, E., and P. K. Kitanidis, Gradient dynamic programming for stochastic 
control of multidimensional water resources systems, Water Resources Research, 24(8), 
1345--1359, 1988. 
Georgakakos, A P., Extended Linear Quadratic Gaussian (ELQG) control: Further 
extensions, Water Resources Research, 25(2), 191-201, 1989. 
Georgakakos, A P., Optimal regulation of the Savannah River system, Technical Report for 
U.S. Army Corps of Engineers Research Contract No. DACW21-4&-C-0043, School 
of Civil Engineering, Georgia Tech, May 1991. 
Georgakakos, AP., Operational tradeoffs in reservoir control, Water Resources Research, 
under review, 1992. 
Kelman, J., J. R. Stedinger, L A Cooper, E. Hsu, and S.·Q. Yuan, Sampling stochastic 
dynamic programming applied to reservoir operation, Water Resources Research, 
26(3), 447454, 1990. 
































- Minimum Bound 
· · · · · Simulation 
s 10 15 20 25 30 35 40 45 so 
Year 
Weeks 
Figure 8: Energy Value Simulations 
24 
THE UNIVERSITY OF IOWA 
I· 
Professor Aris P. Georgakakos 
School of Civil Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332 
Dear Aris: 
1 July 1992 
I attach a paper (to be submitted to Water Resources Research) summarizing our recent research 
activities. The paper constitutes our second progress report on the USGS Award (Georgia Tech 
subcontract E-20-686-S 1). I shall be happy to answer questions you may have on the manuscript. 
~stanritle P. Georgakakos, Sc.D. 
Associate Professor, CEE 
Research Engineer, IlHR 
Encl. 
Iowa City, Iowa 52242 U.S.A. Institute of Hydraulic Research 319/335-5237 
Telex: 756569 
FAX 319/335-5238 
Bitnet ID: AEGCRAPA@UIAMYS 
£c} 
Georgia__i_rh~~~~~~-Sch_ool_ruc_wilE_ngin_eerin_g_2~-
Tel.: (404) 894-2240 
Fax: (404) 894-2278 
7 July 1992 
William Pollock 
Office of Procurements and Contracts 
United States Geological Survey 
Mail Stop 205C 
12201 Sunrise Valley Dr. 
Reston Virginia 22092 
Dear Mr. Pollock: 
Georgia Institute of Technology 
Atlanta, Georgia 30332-0355 
Enclosed please find the second progress report for Research Project 14-08-0001-
G 1886. This package includes the reports from both participating institutions, namely, 
Georgia Tech and The University of Iowa. The Georgia Tech report consists of a two-part 
paper that was submitted to Water Resources Research in March and has been accepted 
for publication. The University of Iowa report is again a paper which will be submitted to 
either the same journal or the Journal of Climate. We apologize for the delay. We were 
under the impression that only yearly reports are now required. This material was ready in 
March. Also, thank you for granting us the no cost extension till next June. 
If you have any comments or questions, please contact me. 
Most Sincerely, 
Aris P. Georgakakos 
Associate Professor of 
Hydrology and Water Res. 
An Equal Education and Employment Opportunity Institution A Unit of the University System of Georgia 
CLIMATIC FORCING AND LAND-SURFACE FEEDBACK IN 
CONTINENT AL WATERSHEDS 
Part I: Temporal Analysis 
Konstantine P. Georgakakos and Deg-Hyo Bae 
Department of Civil and Environmental Engineering 
and Iowa Institute of Hydraulic Research 
The University of Iowa 
Iowa City, Iowa 52242 
and 
Daniel R. Cayan 
Climate Research Division, 0224 
Scripps Institution of Oceanography 
University of California, San Diego 
La Jolla, California 92093-0224 
April 1992 
To be submitted to the Journal of Climate or Water Resources Research 
Georgakakos, Bae and Cayan, Draft 1, 4118192 
ABSTRACT 
A multi-pronged study of the linkage between meteorology/climate and hydrology of 
temperate latitude catchments on daily to decade time scales is presented. The effort uses the 
detailed hydrology provided by a hydrologic catchment model, adapted from the operational 
stream.flow forecast model of the NWS River Forecast System. The model is tuned to respond to 
observed daily precipitation and potential evaporation input Results from the Bird Creek basin 
with outlet near Sperry, Oklahoma, and from the Boone River basin with outlet at Webster City, 
Iowa, indicate that the model quite accurately simulates the observed daily discharge over 40 years 
at each of the two basins. Linkage between the hydrological components and both local and 
regional-to-hemispheric atmospheric variability is studied, both for atmosphere-forcing-hydrology 
and hydrology-forcing-atmosphere. 
Daily precipitation and potential evaporation within the Bird Creek and the Boone River 
basins in the Central U.S. yield a detailed hydrological budget over approximately 40 years so that 
interannual and shorter term variability can be investigated. This budget provides an estimate of 
components such as upper and lower zone soil moisture, which are not available from conventional 
observations or parameterizations. Previous studies have identified soil moisture as an important 
influence on local-to-regional scale atmospheric variability through its effect on the surface energy 
balance, especially over mid-continental regions during spring and summer. Large scale 
relationships between the hydrology and regional-to-hemispheric atmospheric fields, as well as 
connections to local meteorological variables, are examined. The present paper is the first in a 
sequence of two papers. Here we focus on the results of a local-temporal analysis. In a 
companion paper (Cayan and Georgakakos, in this issue) we present results of a spatial 
hydroclimatic analysis. 
An important conclusion of this study is that the model used is capable of successfully 
simulating basin processes over climate scales, thus producing reliable estimates of soil water 
interdecadal variability. This study also shows that two similar central-US basins with areas of 
about 2000 sqkm, that differ in the temperature regime and in the soil water capacity, behave quite 
differently when forced by the atmosphere. The northern basin that has higher capacity for holding 
soil water under unsaturated conditions appears to be more resilient to seasonal and interdecadal 
changes in local hydrometeorological forcing. The southern basin exhibits strong summer 
feedback to the local atmosphere through evapotranspiration. No significant local hydrologic 
cycles were detected for the two study basins, and an analysis of the two generated 40-year records 
of estimated daily values of soil water revealed a multitude of spatial time scales, some exceeding 
the separation distance of the basins. For both basins, the time scale of the atmospheric forcing 
variables was very short compared to the rather long time scale of the soil water content 
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1. Introduction 
a. Background and Scope 
This is the first in a series of two papers which have as a theme the interaction of land-
swface hydrology with the atmospheric forcing of precipitation and potential evaporation. The 
general goal of the relevant on-going research effort is to improve our understanding of 
atmospheric and land surface processes through which the energy and water balance of the earth's 
swface is maintained. The subject and the regional focus of this work is highly-relevant to the 
Global Energy and Water Cycle Experiment (GEWEX), including the GEWEX Continental-Scale 
International Project. One of our study basins (Boone River, Iowa) lies within the Mississippi 
River basin, which has been identified as the preferred site of the GEWEX Continental-Scale 
Project (WMO, 1990, p. 38). 
Soil moisture to a depth of 1 to 2 meters is the primary hydrologic state variabe that 
controls and is controlled by land swface processes. Any assessment of forcing/feedback 
mechanisms between the land swface and the atmosphere will have to involve soil moisture. The 
primary difficulty with such hydroclimatic studies is the absence of long time series of reliable soil 
moisture data that characterize the soil moisture temporal variability over the area of hydrologic 
catchments (e.g., 1000 km2 or greater). It is timely, however, to examine the forcing/feedback 
mechanisms on regional scales to assess the natural variability of regional climatic variables for 
establishing a base for studies aiming at the assessment of potential regional climate change effects. 
Thus, until such time when long and reliable time series of soil moisture become available, land-
surface/atmosphere interaction studies will have to rely on surrogate measures of soil moisture 
variability. 
Toward this goal, this work explores the ability of a physically-based conceptual catchment 
model (adapted from the operational streamflow forecast model of the U.S. National Weather 
Service River Forecast System) to capture daily-interannual variations of surface hydrological 
components in two watersheds over the central United States. In addition to the utility of a better 
description of the variability of the catchment surface hydrology, this work helps determine its 
linkage (forcing and feedback) to the atmospheric circulation and attendant larger-than-catchment 
scale swface variations. A primary aim of present day climate change research is to provide 
reliable predictions of global climate change and associated regional implications on time scales 
ranging from seasons to a century or more. The research presented here in contributes to a better 
understanding of future climate variations by exploring the natural variability within a several 
decade record at typical mid-latitude and mid-continental watersheds. The records from the study 
basins contain a broad spectrum of natural hydrological variations ranging from floods to extended 
multi-year drOughts. In addition, the present study indicates the regional feedbacks that are 
pertinent to a hydrologic and water resources impact assessment. It also establishes the capability 
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of physically-based hydrologic models to perf onn well in long tenn simulations under a changing 
climate. 
The implicit premise is that if a model, that generates indices of basin soil moisture, 
pnxiuces reliable and accurate daily flow simulations over long periods of time and in various 
hydroclimatic regimes, then such model can be used to generate estimates of interdecadal soil 
moisture variability. In the present work, "reliable and accurate" means cross-correlations between 
daily observed and simulated flow that are higher than 0.8, as computed over a period of forty 
years for two mid-continental watersheds in different hydroclimatic regimes. The close nonlinear 
relationship between the rainfall-runoff process and the soil water content is exemplified in Figure 
1, which shows a period of record for one of the study basins (Bird Creek with outlet near Sperry, 
OK). It can be seen that the 37 mm/day rainfall rate on 22 August 1971 pnxluced negligible 
runoff, while a lower rainfall rate on the 25 September 1971 produced a flood of almost the same 
magnitude as the one produced on 19 September 1971 by a rainfall rate of70 mm! Such nonlinear 
runoff production can only be explained using the water content of the upper soil (estimated by the 
rainfall-runoff model used in this work and depicted in a thick solid line in Figure 1 ). While the 
soil water content was below 60 mm on the 21st of August, it was near the saturation capacity of 
135 mm on the 19th and 25th of September. 
Within this framework, the proposed work concerns itself with land hydrology in specific 
drainage basins, and how it interacts with atmospheric forcing of temperature and precipitation on 
local and regional, as well as on daily and seasonal scales. In particular, we utilize physically-
based models of drainage basin response as a means to determine internally consistent scenarios of 
observed (e.g., temperature, precipitation and pan evaporation) and unobserved 
hydrometeorological variables (e.g., upper and lower soil moisture, evapotranspiration) spanning 
several decades in the past. Calibration and verification of such models to the specific drainage 
basins with data that span several decades is an important aspect of the work that assures model 
ability to represent drainage basin dynamics given interdecadal climate variability. The model-
produced time series are utilized in a temporal (this paper) and spatial (Cayan and Georgakakos, 
this issue) analysis with the purpose to determine characteristic hydrometeorological time scales, 
feedbacks with regional atmospheric circulation (i.e., pressure and temperature patterns), and 
spatial relationships between hydrologic variables under specific regional "climates". 
The objectives of the temporal analysis are: 
1. Assessment of the performance of the hydrologic model with historical daily data for long 
periods of simulation that include several atmospheric circulation regimes. 
2. Study of the seasonal and inter-decadal behavior of the model-computed soil moisture indices. 
3. Relationship of surface and sub-surface Hydrology to climatic forcing/response in time for 
specific catchments in the continental United States. 
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4. Inter-comparison of 1, 2 and 3 above for two different regions of the mid-continental United 
States 
b. Relations to other studies 
Aspects of this study are related to the recent works of Gleick (1987), Schaake (1990) and 
Lettenmaier and Gan ( 1990). The following are differences which would undoubtedly cause 
significant differences in results on the aspects of the subject research that might be of a similar 
scope to those published: 
1. The testing of the connections of drainage basin hydrology (in this case the detailed output 
from the hydrologic model) to local and large scale atmospheric forcing/response is new and has 
not been documented in the literature. 
2. The study is a dual "attack" by a land-surface hydrology group and a climate analysis group, as 
warranted by the hydrometeorological character of the processes involved. This hydrologic-
meteorological "marriage" allows exploration of both detailed drainage-basin hydrology and 
atmospheric variability such as atmospheric circulation. 
3. Our focus is for rainfall-driven drainage basin hydrology as opposed to snowmelt-driven 
hydrology (e.g., work by Lettenmaier and Gan, 1990) with dynamics simulated in temporal scales 
down to days as opposed to months (e.g., work by Gleick, 1987, and Schaake, 1990). The latter 
has important consequences for basins subject to runoff on daily time scales. 
4. The study includes a diagnostic part where a lengthy past record is used with the hydrologic 
model to establish regional feedbacks between climatic and hydrologic variables. 
5. The spatial relationship of regional circulation patterns and the strength of the regional 
circulation is investigated (Cayan and Georgakakos, this issue) by examining two regions of the 
Continental United States in the central plains when concurrent soil anomalies in hydrologic 
variables (such as soil moisture) occur. 
c. Methodology 
Our methodology consists of calibrating-verifying the simulations of the hydrologic model 
for the two drainage basins of study and for the historical data that span several decades, then 
using the model-generated time series of hydrologic variables (such as soil moisture content) 
together with the time series of the observed atmospheric variables in a temporal local analysis. 
The temporal local analysis entails computing time series of anomalies (after the seasonal variation 
has been subtracted) of model-generated and observed variables that show the temporal behavior 
during wet and dry spells. Auto-correlation and cross-correlation coefficients are computed in an 
effort to diagnose causative relationships among the different atmospheric and hydrologic variables 
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at the drainage basin local level. Finally, we examine the differences among our diagnosis results 
for the two drainage basins. 
The next section presents a brief description of the two application drainage basins 
followed by a section describing the hydrologic model used. The study is a data intensive one, and 
section 4 presents issues of data availability and data quality control. Section 5 discusses model 
calibration and verification, while section 6 presents the main results of the temporal analysis. 
Important conclusions are presented in section 7. 
2. Description of study drainage basins 
We have selected headwater basins (basins with no upstream inflow) of a similar area. 
Such basins are the 2344-sqkm Bird Creek basin with outlet near Sperry, Oklahoma, and the 
21()()-sqkm Boone River basin with outlet at Webster City. Figures 2a and 2b show the 
hydrologic maps of the basins with the location of the nearest precipitation, temperature and pan 
evaporation stations indicated on the maps. Figure 2c shows the location of the basins within the 
United States. The basins have longitudes near 90W, while they differ in their latitudes by more 
than 5 degrees. Table 1 provides a summary of available data for each basin. The period of record 
from 1949 through 1988 is available for all but a few of the indicated stations. Staff of the Office 
of Hydrology has calibrated the soil moisture accounting component of the hydrologic model for 
the Bird Creek basin as part of the operational flow prediction process. The model has been 
calibrated for the Boone River basin as part of this study, and in a collaborative effort with the 
Anny Corps of Engineers District Office at Rock Island, Illinois. 
Table 2 presents the long-term average hydrometeorological characteristics of the area for 
each of the two study basins. It is noted that the Boone River basin "climate11 is similar to the Bird 
Creek basin one but with cooler average temperatures. Hydrological ramifications of these 
differences, along with attendant differences in the influencing atmospheric circulation, are 
examined in a later section in this paper and in Cayan and Georgakakos (this issue). Figure 3 
presents the 5-day averaged seasonal variation of the runoff ratios (flow/rainfall) and climate ratios 
(potential evapotranspiration/rainfall) for Bird Creek and Boone River. It is shown that the runoff 
ratios for Bird Creek and Boone River are about the same, both exhibiting important seasonal 
features. The runoff ratio is greatest in late winter/early spring with mean values exceeding 0.5, 
and least in mid-summer with a mean value less than 0.1. The maximum value for Boone River 
lags that of Bird Creek by a month. The climate ratios also exhibit strong seasonality, .illld 
important differences between Bird Creek and Boone River. The annual average value of the 
climate ratio for Boone River is close to 1 with 5-day mean values that have relatively small 
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seasonal departures from that annual average value. On the other hand, Bird Creek with an annual 
average value also close to 1 exhibits pronounced seasonality, varying from a) "wet climate" values 
near 0.5 in winter, spring, and late fall to b) "arid climate" values with a maximum of 2.5 in 
summer. For such a basin, using annual climate ratio values to characterize its climate becomes 
meaningless. 
3. Model description 
We have utilized a conceptual rainfall-runoff model complemented with a kinematic channel 
routing component for the translation and attenuation of the generated runoff downstream to the 
catchment outlets. The model used constitutes the deterministic component of an operational model 
(Hydrologic Forecast System - HFS, Georgakakos and Smith, 1990) that is currently under 
operational testing by several River Forecast Centers across the United States for adoption in 
routine operational use. For ease of reference, we will call it the 3R model (Rainfall-Runoff-
Routing model). It is based on the Sacramento model as the hydrologic soil moisture accounting 
component for the study of the rainfall-runoff process on the hydrologic catchment scale. 
The Sacramento model is used routinely by field offices (River Forecast Centers) of the 
Office of Hydrology, National Weather Service, NOAA to issue short (e.g., Peck, 1976) and 
medium range (a few months) (e.g., Day, 1985; Smith, et al. 1991) flood and low flow forecasts. 
Compared to other models such as the Antecedent Precipitation Index (API) models also in 
operational use by the field offices (e.g., Georgakakos, 1987), it has the advantage that it is 
physically-based, in that it distinguishes upper-soil and lower-soil moisture storage and 
groundwater storage; it has a variable impervious area that expands as the soils become saturated; 
and it simulates the soil-wetting front after a storm in a realistic manner. Compared to more 
complex finite-difference and finite-element models of surf ace and subsurface response it has the 
advantage that it can be adequately calibrated from the available historical drainage basin record of 
daily rainfall, pan evaporation or temperature and streamflow, and in addition it does not require 
excessive CPU time for the simulation of the drainage basin processes over several decades. Its 
very good performance in simulating accurately the six-hourly and daily flows from drainage 
basins has been demonstrated by Georgakakos, et al. (1988), Georgakakos and Smith (1990), and 
in the Model Validation section of this paper using a 40-year long record. For the purpose of the 
proposed work, this model can be considered as a state-of-the-science hydrologic model for 
climate studies in specific watersheds. For example, the models used in Global Circulation Models 
(GCMs), such as the GISS and the GFDL GCMs, are very crude approximations of the 
Sacramento model. 
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The Sacramento model has been recently documented in Georgakak:os ( 1986); it accepts 
mean areal precipitation and mean areal potential evapotranspiration as input, and produces total 
channel inflow as output The model is of the spatially lumped type with a variable impervious 
area to account for spatial soil saturation effects. The runoff production mechanism is a saturation 
excess mechanism. The flow components connibuting to the total channel inflow are direct runoff 
from impervious areas, surface runoff in cases of excessive rainfall rates, interflow through the 
upper soil layers, and groundwater flow. The model subdivides the drainage basin into two zones, 
an upper and a lower zone. The upper zone simulates water stored in the upper soil layers which is 
available for evapotranspiration, percolation, surf ace runoff and interflow. The lower zone 
simulates the bulk of soil moisture and groundwater storage. Both zones have tension-water 
elements and free-water elements. The former simulates water which can be extracted only via 
evapotranspiration, while the later simulates water that is "free" to move under the action of 
gravity. The upper soil zone contains one tension and one free water element, while the lower 
zone contains one tension and two free water elements in order to capture the observed nonlinear 
baseflow. An additional-impervious area storage element was introduced by the model creators in 
an effort to account for the temporal changes of the saturated soil area during flooding events and, 
therefore, to partially account for the spatial distribution of that area as a function of time. 
Several versions of the Sacramento Model have been published in the literature. The 
original version (Burnash, Ferral and McGuire, 1973) was a discrete-time model. Kitanidis and 
Bras (1978) presented a simplified state-space form of the discrete-time version, thus, allowing the 
propagation of uncertainty from the model input to the model output via a state estimator. 
Georgak:ak:os (1986) presented and tested successfully a continuous-time state-space form of the 
model differential equations that closely approximates the original discrete-time version. It is this 
model that is used in the 3R model and which we have used to simulate hydrologic catchment 
processes. Peck (1976) and, more recently, Brazil (1989) document methodologies for parameter 
estimation from input-output data. The model has been successfully coupled to unit hydrographs 
and reservoir-type channel routing models (e.g., Georgakak:os et al., 1988, and Georgakak:os and 
Smith, 1990) for the real-time prediction of streamflows in headwater basins. The Sacramento 
model coupled with the NWS snow-melt model has been used previously by Lettenmaier and Gan 
( 1990) to assess potential climatic impacts to small drainage basins in the Western United States 
subject to snowmelt runoff. 
For the important channel routing component of the model we have used the kinematic 
routing procedure in Georgakakos and Bras (1982) suitable for use in headwater drainage basins. 
A series of conceptual linear channel reservoirs was used to simulate water wave attenuation and 
translation in basin channels. The number of the conceptual reservoirs and their common time 
constant were two parameters whose values were estimated from existing flow data. 
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The interested reader is referred to Georgakakos, et al.(1988) for a detailed description and 
mathematical formulation of the rainfall-runoff and channel routing components of the 3R model. 
4. Input data and data quality control 
As mentioned above, the required model-input data is daily time series of rain gauge 
rainfall, pan evaporation or derived potential evapotranspiration. Daily streamflow time series is 
also used for calibration and verification. Our data source is the climate and discharge data 
routinely collected by co-operative observers and stored on optical disks distributed by 
EARTinNFO Inc. The choice of this database was based on the fact that it has a good.coverage of 
the continental United States, it is easily accessible, and it contains long time series records. 
The temperature records and the discharge records for the catchments of study were of 
good quality and quite complete. There were several issues, however, associated with the use of 
the available data to estimate mean areal precipitation and evapotranspiration. In the following, we 
present those issues for each data type together with the associated data quality control procedures. 
a. Mean areal precipitation 
At first, the models are spatially lumped and, thus, one has to compute mean areal rainfall 
data over the drainage basin of interest from sparse raingauge data in and around the basin. This is 
a research issue in itself as evidenced by the work of Krajewski (1987). For the pwposes of this 
work and given the fact that our drainage basins are in non-mountainous areas (central US plains), 
the spatial averaging procedure presently employed by the Office of Hydrology of the National 
Weather Service was used. The procedure, documented by Larson (1975), and Larson and 
VanDemark (1979) consists of an inverse-quadratic distance weighting ofraingauge observations 
for each grid point of a regular grid superimposed over the drainage basin. The raingauge 
observations are selected so that at least one observation exists in each of the four quadrants 
originating from the grid point of interest. When estimates of rainfall have been obtained for all the 
grid points, an arithmetic average of the values gives the mean areal rainfall estimate over the 
drainage basin. The procedure is repeated at each time step (of daily duration in this work) with 
the weights for all the grid points precomputed. Computation of new weights is required when 
one or more raingauge stations report ttmissing" data. 
For relatively flat areas and when there are several raingauge stations, the procedure tends 
to give mean areal rainfall estimates close to the arithmetic average of the raingauge observations. 
Summer convective activity in regions of sparse raingauges would tend to make the NWS 
estimates deviate from the straight arithmetic average estimate. 
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The procedure proposed does not produce estimates of the error in the computed mean areal 
rainfall, as the mcxlem minimum variance interpolation methods do (e.g., Kriging as in Krajewski, 
1987). It does has the advantage of being efficient in its use of CPU time. The effect of the 
number of raingauge stations on the cross-correlation coefficient of the daily observed and 
simulated flow, computed for the 40-year record, is given in Figure 4 for the 2160-sqkm Boone 
River basin. The model has been calibrated with the maximum number of 11 raingauge stations as 
described in the Calibration section, and for each case of raingauge number less than 11, the set of 
raingauge stations with the best performance is the one for which results are reported in Figure 4. 
It can be seen that improvement in cross-correlation coefficient is dramatic as the number of 
raingauges increases from 1 to 5, but after that very little improvement is offered by additional 
raingauges. Analogous results hold for the 2344-sqkm Bird Creek basin in Oklahoma. These 
results are indications of the adequacy (as far as flow simulation is concerned) of the 11 raingauge 
stations to represent mean areal rainfall over the catchments. 
In case a particular station contained "missing" data for a particular period, such station was 
removed from the set that contributed to the mean areal precipitation estimates during that pericxl. 
Such occurrences were rare, and, thus, no "filling" procedures for missing raingauge data were 
used. 
For the case of the Boone River basin and during the winter months, the type of 
precipitation (rain vs. snow) was determined on the basis on the surface air temperature. 
b. Mean areal potential evapotranspiration 
The second issue associated with data is the computation of mean areal potential 
evapotranspiration series from incomplete station pan-evaporation data The number of stations in 
the US reporting daily pan evaporation data is considerably smaller than the number of stations 
reporting daily rainfall and temperature (min and max). Thus, the station closest to the basin was 
used as representative of the pan evaporation estimates over the drainage basin of interest. Also, it 
is common with the cooperative observer pan evaporation data that the observations were taken at 
irregular intervals in some months of the year (usually the colder months) with the existence of 
several zeros followed by an abnormally high value. We distributed the high value uniformly 
between the previous consecutive days that have zeros and the current day. As an example, Figure 
5a shows the daily pan evaporation data reported for all the months of February in the historical 
calibration period from September 1956 through November 1978 for the station Hulah Dam in 
north-central Oklahoma. The aforementioned problem is clearly depicted by the sequence of 
several zero values before an unrealistically high (for the month of February) pan evaporation value 
is reported. Our redistribution approach gives the result in Figure 5b, that appears consistent with 
winter evaporation in that area as assessed by the daily values that were not preceded by z.eros. 
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A problem with the pan evaporation data is the missing values. The 40-year record of pan 
evaporation is about 7 5 percent complete for the Bird Creek basin (Hulah Dam recording site) and 
about 60 percent complete for the Boone River basin (Ames recording site). Fortunately, the 
majority of missing values are during the low-evaporation cold winter months. For a continuous 
simulation, as was performed in this work, continuous records are necessary. In order to fill the 
missing data, we used locally calibrated regressions by month between the daily pan evaporation 
and the concurrent daily surface air temperatures (min and max) observed at the same station. The 
use of temperature as an explanatory variable is necessitated by the fact that it is usually the variable 
with the most complete daily record observed very near or at the site of the pan evaporation station. 
Table 3 presents the results of such a regression analysis between daily pan evaporation and 
maximum temperature for the Hulah Dam station in north-central Oklahoma. This station was used 
to provide pan evaporation data for the Bird Creek basin. Analogous results are in Table 4 for the 
Ames pan evaporation station in central Iowa used to provide pan evaporation data for the Boone 
River basin. The Tables show the mean value and variance of the estimates of the regression 
coefficients ao through an for each month. In parenthesis shown are the resulting percent reduction 
in variance, the average daily pan evaporation and the percent missing values for each month. The 
maximum daily temperature was the variable that explained most of the variance in pan evaporation 
series. Polynomials of up to order 4 were fitted for each month. The order of the fitting 
polynomial that is displayed in Tables 3 and 4 was selected considering the variance of the 
coefficient estimates and the reduction of variance of the observed time series of pan evaporation. 
The regression explains a larger percent of the pan evaporation time series variance during the 
spring and summer months in Boone River. It is also evident from the table that missing values 
constitute mainly a winter problem when pan evaporation is lowest. Thus, evaporation 
computation values are to be trusted least during that season. 
Once a complete pan evaporation series has been determined, conversion to potential 
evapotranspiration was accomplished, as is the case in the operational environment, by monthly 
correction coefficients. Usually, such coefficients exist for the drainage basins for which the Staff 
of the Office of Hydrology has calibrated the Sacramento model. Estimates of such coefficients 
are also published in the literature (e.g., Saxton and McGuinness, 1982, pg. 235, and Farnsworth, 
et al. 1982). We used what was available for the drainage basins under study and, then, adjusted 
such coefficients for a better model calibration to the long record as necessary. Table 5 presents 
the set of the monthly correction coefficients used for each of the two basins. In the case of the 
Boone River, we have included in parenthesis the estimated monthly averaged potential 
evapotranspiration for each of the months with no pan evaporation data. For those months, in the 
absence of daily potential evapotranpiration values, we have used the monthly averaged values as a 
best estimate of the potential evapotranspiration for each day of the month. It is noted that the 
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higher correction coefficients of the Boone River basin, especially for summer and early fall 
months are consistent with the increased role that crop transpiration plays for the Boone River 
basin. The later basin is in agricultural land with corn and soybeans being the main crops 
(growing season from May through August with 10 to 20 percent of canopy transpiring in 
October). 
S. Model calibration and verification 
It is hydrologic practice to use a split sample approach for the calibration and verification of 
mathematical mcxiels that are used in flow prediction. Such an approach was followed in this 
work. It is noted, however, that the length of the daily record for the basins that contains at least a 
standard climate period of 30 years and the purpose of the model use (soil moisture inference rather 
than flow prediction) may allow parameter estimation and fine-tuning using the total record This 
issue of inference on climate scales given long records is an open issue, and more research is 
needed in this area. 
a. Model calibration 
Model calibration entails the determination of values for the parameters of the Sacramento 
and the nonlinear channel routing models. It is noted that calibration of the channel model 
parameters is necessary for the verification of the model with daily data and for daily basin outflow 
analysis. Soil saturation levels in different soil zones, flow-rate constants through the various soil 
zones, and the magnitude of permanently impervious and pervious areas within the drainage basin 
under consideration constitute the parameter vector for the Sacramento component The nonlinear 
channel routing component is based on a power function relationship between the water stored 
within a channel reach and the outflow from that reach at a certain time. The coefficient and the 
exponent in the power function are channel component parameters. 
Estimation of the values of model parameters was based on a combination of manual and 
automated procedures. Initial parameter estimation was done manually using various information 
sources for each basin, such as basin maps, soil information, vegetation and crop information, 
land use, previous calibrations for the basin or similar basins and the record of flow (e.g., Peck 
197 6). Once reasonable initial parameter values had been obtained, a guided downhill simplex 
method was used (e.g., Press, et al. 1989, pp. 289-293) to improve the parameter estimates. The 
criterion used was the cross correlation between observed and simulated daily flow. Once 
convergence was obtained, the calibration was fine-tuned manually using hydrologic criteria such 
12 
Georgakakos, Bae and Cayan, Draft 1, 4118192 
as the hydrograph peak magnitude and timing for significant flow events and the simulation error 
during extended low flow periods. 
For the Bird Creek basin, the soil model has been calibrated by NWS-Office of Hydrology 
Staff as pan of a forecast system (NWSRFS) that included unit hydrograph components. Such 
components have been replaced in the 3R model by nonlinear channel routing components (e.g., 
see Georgakak:os and Smith, 1990). We "fine-tuned" the calibration of the Sacramento component 
parameters with the data from the calibration period (1956 through 1978) and calibrated the 
nonlinear channel routing component parameters for the Bird Creek basin. For fine tuning, 
periods of high flows and periods of low flows were examined separately and emphasis was 
placed on the daily flows rather than on summary statistics. Thus, accurate prediction of 
hydrograph peaks in terms of timing and magnitude guided this stage of calibration. An additional 
aspect of the calibration was to adjust the pan coefficients that were used to compute potential 
evapotranspiration from pan evaporation data so that the simulated outflow volume computed over 
the record matches the one observed. Table 6 presents the estimated values of the 3R model-
parameters for the Bird Creek basin. 
The Boone River basin with outlet at Webster City, Iowa was calibrated as pan of the 
present research effort. Estimation consisted of the initial manual calibration phase based on 
topographic, land use and land cover characteristics, soil maps and a twenty-year calibration flow 
record (1968-1988). Then, as was the case for Bird Creek, the downhill simplex method followed 
by a "fine-tuning" manual calibration with emphasis on hydrologic criteria completed the parameter 
estimation phase. For this basin it was considered necessary to process the raw precipitation data 
through a snow accumulation and ablation model. The operational NWS snow model based on a 
surface-air temperature index approach (Anderson, 1973) was used. The model correction factor 
for the gage measurement deficiency was adjusted during the calibration period to improve the 
model performance during snowmelt periods. In addition to the snow model, and because of the 
pronounced frozen ground effects evident in this basin, the frozen ground procedure of the NWS 
as detailed in Anderson and Newman (1984) was also used. Freezing in a moist soil results in the 
reduction of the rates of soil moisture movement The effects become less pronounced with 
decreasing soil moisture content The parameters of the frozen ground model were those 
suggested by Anderson and Newman (1984) for the basins in Minnesota and Wisconsin. Table 6 
presents the estimated values of the 3R model parameters for the Boone River basin in Iowa. 
Comparison of the values of parameters between the two model basins reveals that they are 
basically similar. Notable differences exist in the soil capacities for tension water, with the Iowan 
basin having 35 percent higher capacity, thus retaining water for longer periods available for 
evaporation and transpiration. Such a difference is consistent with the fact that crops such as com 
do better in Iowan soils. The Bird Creek basin carries a higher capacity for free water that 
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generates baseflow which together with the longer time constant of the primary free baseflow 
reservoir makes for longer baseflow recession hydrographs. An additional difference between the 
basins is manifested in the difference of the values of the channel flow times. The lower average 
channel slope of the Boone River basin makes for a flow time that is three times longer than the 
flow time in the Bird Creek basin, which has approximately the same area and shape. 
. b. Model verification 
This is an important aspect of the subject research, since it helps establish model credibility 
in reproducing unobservable hydrologic features of drainage basins. The historical record of 
observed daily discharge that spans several decades is the main "ground truth" time series which 
the model-simulated discharge time series are compared with. Verification was done both at the 
monthly average level as is reproduced in Figures 6a-b and 7a-b for the Bird Creek and Boone 
River basins, respectively, but also at the daily level as is shown for the same basins in Figures 8a-
b and 9a-b (Bird Creek), and lOa-b (Boone River). The solid lines in Figures 6a-b and 7a-b are 
the monthly averaged values of the observed discharge at the Bird Creek catchment outlet for the 
total historical period of record: January 1949 through December 1988, that includes both 
calibration and verification periods. The dashed line represents the corresponding simulated 
discharge. It is seen that at the monthly level of averaging the 3R model performs very well in 
reproducing features of the observed record. For example and for the Bird Creek basin, the low 
flow period from 1952 through 1957 has been accurately reproduced by the model. Similarly, the 
very high flow periods of the late fifties and late-eighties have also been accurately reproduced. It 
is also evident that the model responds with time constants similar to those of the observed record. 
Analogous comments can be made for the Boone River basin results in Figures 7 a-b. The high 
flows of the early fifties and the sixties (verification period) have been simulated well, as are the 
low flows of the late fifties. In a few instances of high flow periods, i.e., in 1951, and 1961 of 
the verification period and in 1975 of the calibration period, the model substantially overestimated 
peak flow. 
The seasonal variation of the sample long-term average and standard deviation of the 
observed 5-day averaged flows is well reproduced by the simulated flows. Figure 8a for Bird 
Creek and Figure lOa for Boone River show the observed (solid line) and simulated (dashed line) 
~year averages of each of the 73 5-day averaged flows in a year. Analogous plots for the sample 
standard deviation over 40 years of the same quantities are in Figures 8b for Bird Creek and in !Ob 
for Boone River. The seasonal variability of the flow variance is reproduced remarkably well by 
the model for both basins. It is only the early spring average flows in Bird Creek that have been 
somewhat underestimated by the 3R model. Snowmelt events might be responsible for this 
discrepancy, as snow accumulation and ablation effects were ignored there. 
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The gocxi model performance in reprcxiucing the daily flows at the Bird Creek basin can be 
seen in Figures 9a and 9b. Both the periods depicted are typical of other periods in record with 
very low flows interrupted by sharply rising hydrographs that have been reproduced remarkably 
well, while the hydrograph shape has been preserved by the 3R model predictions. For example 
and in terms of statistics, the prediction residuals corresponding to Figure 9a (a three-month period 
of daily flows) had a mean that was 10 percent of the mean of the observed record, and a variance 
that was 20 percent of the observed record variance. The corresponding figures for the piece of 
record of Figure 9b are: 7 percent for the mean and 30 percent for the variance. The good 
reproduction of the low flows and the isolated fast rising hydrographs of Figure 9b speaks of the 
accurate representation of the upper soil characteristics in this period by the model. 
The total-record sample cross-correlation between the observed and the simulated daily 
discharges at the Bird Creek catchment outlet was found to be equal to 0.85 while at the Boone 
River outlet it was 0.84, with a predictions residual mean that was less than 5 percent of the sample 
mean of the observed discharge time series for Bird Creek and 6 percent for Boone River. The 
model explained 7 4 percent of the daily observations variance for Bird Creek and 67 percent of the 
Boone River daily-flow variance. 
It is thus concluded that the model is capable in reproducing the variability of the 
unobservable hydrologic variables such as upper soil moisture levels at least during the historical-
record period and as an average over the drainage basin area (of the order of 2000 sqkm). 
6. Temporal Analysis 
Under the heading temporal analysis we include statistical analysis of time series of 
hydrologic and atmospheric variables that characterize the local hydrometeorological environment 
of a particular drainage basin. Thus, we have obtained second moment sample properties (i.e., 
sample means, variances, auto- and cross-correlation functions) of the observed time series of local 
temperature (daily min and max series), of observed and simulated discharge at the basin outlet, of 
observed mean areal rainfall over the basin, of mean areal observed potential and model-generated 
actual evapottanspiration, and of model-generated upper and lower soil water content. In 
particular, we have applied the temporal analysis on the anomalies of the variables with respect to 
their long term means rather than on the variables themselves for each of the time series. The 
anomalies are defined as the difference from the daily mean of each of the time series values as 
computed from all values in the record with the same date. Such an analysis assumes 
nonstationarity in the mean and has been commonly used to describe and diagnose period climate 
variations (e.g., Namias, 1978; Cayan and Peterson, 1989). 
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The purpose of this analysis is to: (1) establish the time scale of each variable for each of 
the three basins; (2) to attempt to determine feedbacks from the soil moisture to the local 
atmosphere (e.g., is the soil moisture forcing the surface temperature in relatively dry periods); (3) 
to determine whether there are differences in the results for high versus low soil moisture 
conditions and for high versus low flows; ( 4) to determine the seasonal character of the time series 
and of their cross-correlation properties; and (5) to compare the hydroclimatology of the two study 
basins. 
Note that for the conclusions of the temporal analysis to hold true for the true hydrologic 
variables, it is only required that the second moment properties of the anomalies of the model-
generated hydrologic variables to have the same temporal characteristics with the second moment 
properties of the anomalies of the true such variables. This is a much less stringent requirement 
than the requirement that the values of the the model-generated hydrologic variables (such as soil 
moisture) should represent exactly the true (but not observed) such variables. 
a. Soil water 
The monthly anomalies of upper and lower soil water are presented in Figures 11 a-b for 
Bird Creek and in Figures 12a-b for Boone River in units of standard deviations and for the 40-
year record. Upper soil water is the sum of the model upper zone tension and free water contents, 
and lower soil water is the sum of the model lower zone tension and free water contents. A 
smoothing algorithm was applied on the monthly data to show the low frequency variation on 
annual time scales. It is evident that low frequency variations of upper and soil water are very 
similar for each of the two basins, and that negative anomalies, corresponding to drier than average 
soil conditions, have larger magnitudes than positive anomalies. The latter feature is largely due to 
the runoff generating mechanism of the upper soil that prohibits large positive soil anomalies. The 
Figures also show important similarities between the soil moisture histories of the two basins. The 
low soil water periods of the mid and late fifties and the wetter than average early sixties are 
features of both basin histories. There are important differences, too. Examples are the out of 
phase period in late sixties between the soil water histories of the two basins, and the absence of 
the Boone River extended dry period 1976-1978 in the history of the Bird Creek soil water 
content. Such similarities and differences are indicative of the disparate scales soil water dynamics 
possesses, that include localized and mesoscale phenomena. 
The seasonal variation of the upper (solid line) and lower (dashed line) soil water averaged 
over 5-day periods are depicted in Figures 13 (Bird Creek) and 14 (Boone River). There is a 
pronounced seasonal cycle with maxima in the spring (upper soil) and summer (lower soil), and 
minima in the late summer and early fall. The seasonal cycle is more pronounced in the upper soil 
water of the Bird Creek basin that reaches 80 percent saturation in the spring to fall to less than 50 
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percent saturation in late summer. Overall, the Boone River basin exhibits smoother seasonal 
transitions in saturation ratio, with a stronger gradient in early spring due to significant snowmelt. 
The results in Figures 13 and 14 indicate that the Boone River model soils are more moist on the 
average than the Bird Creek soils, in accordance to the observed soil types in the basins of study. 
There is a three month delay in the maximum of the lower soil water after the maximum of the 
upper soil water in both basins. 
Figures 13 and 14, when used in conjunction with Figures 8a and lOa, shed light into the 
mechanisms of flow production in the two basins over climatic scales. In the Boone River, the 
first flow peak of Figure lOa is in phase with the peak of the upper soil water in Figure 14. The 
corresponding 5-day seasonal cycle of the difference between rainfall plus snowmelt and 
evapotranspiration (P-ET, dotted line) shows maximum net basin inflow during this period. It is 
clear then that it is upper soil saturation that generates the spring flow peak. The second flow peak 
in Figure lOa is in phase with the peak of the lower soil water in Figure 14 when the upper soil is 
still at high levels of saturation and when (P-En is still positive. The summer peak is generated, 
therefore, by saturation of the total soil column, before the high evapotranspiration rates deplete 
soil moisture. It is notable that the decline in soil water content coincides with the time when P-ET 
becomes negative. In contrast, Bird Creek exhibits three important flow maxima: one in the 
spring, one in the summer and one in the fall (Figure Sa). The first two peaks are analogous to 
those of Boone River (compare Figures 13 and 8a). The last peak in Bird Creek is due to 
unusually high rainfall in the fall which drives the dry late summer soils to a moist state following a 
steep gradient. It is clearly the atmosphere in this case that is forcing the land surface! When 
comparing Figures 13 and 14 it becomes apparent that the Bird Creek basin is a much more 
dynamic basin as far as the soil water content is concerned, with steeper gradients of P-ET. It is 
generally expected then that it has a closer association with the local and regional atmosphere than 
the less responsive Boone River basin, on a time scale spanning a few days. It is also clear that the 
Boone River basin is likely to be more resilient to changes in local and regional climate. 
b. Temporal coherence of local observations and soil water estimates 
Study of the seasonal autocorrelations of the observed local hydrometeorological variables 
including soil water content and actual evapotranspiration (the latter two as estimated by the 3R 
model) aids the establishment of local temporal scales of the underlying physical processes. As 
examples of our analysis plots we present in Figure15 the autocorrelation functions of the rainfall, 
potential evapotranspiration, maximum temperature and upper soil water for Bird Creek, for 
spring (15a) and summer (15b). Figures 16a (spring) and 16b (summer) show the autocorrelation 
functions of the same variables for Boone River. Analogous plots have been produced (not 
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shown) for the rest of the seasons and local hydrometeorological variables for both basins. 
Important results are outlined nexL 
For all seasons and both basins, the upper- and lower-soil water autocorrelations persist 
much longer than the autocorrelations of the extreme daily temperatures, evaporation (actual and 
potential), and precipitation. As an example and for the Boone River basin, only summer potential 
evaporation (of the atmospheric-forcing variables) has an autocorrelation value as high as 0.3 at a 
10-day lag. In contrast, upper soil water has a value that ranges between 0.7 (lowest during 
summer) and 0.9 (highest during winter) at the same lag and for the same basin. Assuming that an 
autocorrelation value of 0.2 or lower indicates absence of a relationship, estimates of the upper 
bound of time scales can be obtained from the autocorrelation functions. 
As regards the atmospheric forcing variables and for Boone River during spring and 
summer, the time scale of maximum temperature is 10 days, of rainfall is less than 5 days, and of 
potential evapotranspiration ranges from 10 days in the spring up to a month in the summer (when 
it attains the largest absolute value). For Bird Creek, the analogous values of the atmospheric-
forcing variables for spring and summer are: 5 days in the spring and about a month in the summer 
for maximum temperature, less than 5 days for rainfall, and 5 days in the spring and more than a 
month in the summer for potential evapotranspiration. The significant difference between the two 
basins in the persistence of maximum daily temperature in the summer is an indication of the 
different forcing/feedback scenarios that the two basins have experienced during the past 40 
summers. 
As a result of the soil integration effect over time, the basin soil water variables exhibit high 
persistence for all seasons. In general, the Bird Creek basin exhibits smaller temporal time scales 
in soil water than the Boone River basin does, and upper soil water is less persistent than lower 
soil water for both basins. For Bird Creek the scale of the upper soil water is about 1.5 months 
long in the spring dropping to a value of a month in the summer. The analogous figures for Boone 
River are: more than 2 months in the spring and about 1.5 months in the summer. There is a 
discernable seasonal variation of persistence. Time scales are greatest in winter and least in 
summer for both basins. It is indicative of more intense dynamics in the summer. 
The autocorrelation functions of observed and simulated flow for the spring and summer 
seasons are shown in Figures 17 (Bird Creek) and 18 (Boone River). Typical time scales of flow 
are 10 to 15 days, with Boone River exhibiting longer time scales indicating that the Bird Creek 
basin is "flashier" than the Boone River one. Persistence is very similar during spring and summer 
in Bird Creek, while spring flows in Boone River seem to have longer persistence than summer 
flows. The two figures show that the persistence of the simulated flows bears good 
correspondence to that of the observed flows, apart from the long lags (greater than a month) 
during spring in Boone River where the simulated flows have an autocorrelation value that 
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underestimates the autocorrelation value of the observed flows (which is quite low). The 
discrepancy which has also been observed in fall and winter for the Boone River basin is probably 
related to the persistence properties of the estimates of potential evapotranspiration during those 
seasons when most of the "missing" data have been detected (see Table 4 ). 
c. Soil water feedbacks to the local atmosphere 
Cross-correlation functions were used to detect significant relationships between 
atmospheric forcing and soil water beyond those that are implicit in the formulation of the 3R 
model. The cross-correlations were computed using 5-day-averaged data with the seasonal 
averages over 40 years removed. As an example, we present in Figure 19 the cross-correlation 
function between rainfall and upper soil water for the Bird Creek basin and for each season using 
the total record. The corresponding cross-correlation functions between maximum temperature and 
upper soil water are shown in Figure 20. Positive lags indicate that rainfall (Figure 19) or 
maximum temperature (Figure 20) lead the upper soil water. As expected, in Figure 19 the 
maximum of the cross-correlation function occlll"s on a positive lag (10 days) indicating that rainfall 
strongly leads upper soil water with a 10-day lag. Such a result is a confirmation of the causal 
relationship present in the 3R model formulation. Figure 19 also makes apparent that for negative 
or zero lags there is no relationship between rainfall and soil for all seasons in this basin. This 
supports the conclusion that no strong local hydrologic cycle exists in this region that would 
require strong water feedback from the soil to the atmosphere. 
The maximum of the cross-correlation function of maximum temperature vs. upper soil 
water also occurs at short positive lags (5 to 10 days). However there are significant cross-
correlation values for negative and zero lags when the upper soil water leads maximum temperature 
in the summer. A cross-correlation value of about -0.5 was found for zero lag and a value of about 
-0.4 was found for a negative lag of 5 days (Figure 18). Such a result is not an artifact of the 
model used, as maximum temperature is a model input and soil water is a model output. It 
indicates the presence of feedback from the soil water to the local (and possibly regional) 
atmosphere, which is presumably due to evapotranspiration. Drier soil is thus historically 
associated with hotter surface air. Similar results to those presented in Figures 19 and 20 have 
been obtained for the Boone River basin. The rainfall vs. upper soil water cross-correlation 
functions are very similar to those in Figure 19 and are not presented here. Figure 21 presents the 
maximum temperature vs. upper soil water cross-correlation functions as they are different from 
those of Figure 20 in that, a) cross-correlation values are generally smaller in Boone River, apart 
from those computed for the spring season which attain values close to the summer values, and b) 
the maximum cross-correlation values for spring and summer are at zero lag. The feedback from 
soil to atmosphere appears to be weaker in this basin. 
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The fact that the feedback from soil to atmosphere seems to be stronger in the summer, 
when the soil water content is below average, motivates the study of the cross-correlation function 
computed for those soil water values that are below a certain set threshold value. Significant 
results were obtained for the summer season in Bird Creek (Figure 22) and for both the spring and 
summer seasons in Boone River (Figures 23 and 24). Figure 22 presents the cross-correlation 
values between maximum temperature and upper soil water for several negative lags (soil water 
leading maximum temperature) and for several upper soil water threshold values (in mm). On the 
same plot, an upper bound of the error in computing the correlation coefficient from a small sample 
is plotted for each case (as the threshold decreases so is the number of pairs that enter the 
computation). The bound was computed based on CJp = N-1/2 (applicable for N>20, e.g., Press, et 
al. 1989, pp. 484-487), and is at 2ap. It is apparent that the lower the threshold, the stronger the 
feedback from the soil water to surf ace air temperature becomes. Cross-correlation values greater 
than 0.4 have been obtained for negative lags of 5 and 10 days for a relatively wide range of 
thresholds (20 mm wide). The cross-correlation values reach near 0.6 for excessively dry soils. 
This rather strong local feedback together with the strong temperature forcing (positive lags in 
Figure 19) might be the mechanism by which initially dry summers become hotter and drier in this 
region. No significant feedback was detected in this basin during the spring. 
Analogous results for spring and summer in Boone River are shown in Figures 23 and 24t 
respectively. Feedback is weaker in the summer for Boone River as compared to that of Bird 
Creek but it is still significant with cross-correlation values that reach -0.5 for a negative 5-day lag. 
During spring there is a sharp increase in correlation value as the upper soil water becomes 
progressively drier with values better than -0.6 for up to a 15-day negative lag. Such a result has 
implications for predictability studies in this basin and indicates the persistent nature of the 
feedback from soil to atmosphere in this region. 
Cross-correlation analysis was also performed between the upper soil and maximum 
temperature for increasing upper soil water threshold values. The strongest correlations exist in the 
summer season for Bird Creek with values near -0.6 reached for 5- and 10-day negative lags 
(Figure 25) and when the upper soil was 75 percent saturated. Analogous cross-correlation values 
for Boone River (not shown) reach -0.4 for 5- and 10-day lags in the spring and for a 5-day lag in 
the summer. 
6. Summary and conclusions 
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Table 1. Basin Description and Data Availability for the Application Drainage 
Basins 
Basin I Basin II 
Basin Name: Bird Creek Boone River 
Outflow at: Sperry, OK Webster City, IA 
Area (sqkm): 2344. 2160. 
PanEvap 
and Temp Station: Hulah Dam~ OK Ames, IA 
No. Precip Stations: 12 10 
Table 2. Hydrometeorological Characteristics of Study Basins. 
Bird Creek Boone River 
Pree( mlyr ): 0.9 0.8 
Tmax(dgr F): 72 60 
Tmin( dgr F ): 50 40 
Pan Evap(m/yr ): 1.8 1.2 
Outflow( mlyr ): 0.2 0.2 
Runoff Coef.: 0.22 0.25 
(Outflow/Pree) 
Table 3. Regression Results for Pan Evaporation with Daily Maximum Temperature 
Hulah Dam, OK, January 1949 through December 1988 
Pan Evap = ao +a] Tmax + a2 Tmax2 + a3 Tmax3 
MONTII ao: Mean ao: variance a1: Mean at: Variance a2: Mean a2: Variance a3: Mean a3: Variance 
January 0.739E+OO 0.190E-01 0.102E+OO 0.793E-04 0.124E-02 0.166E-07 
(7% 2.16 mmld 82% missing) 
February 0.134E+ol 0.144E-Ol 0.909E-01 0.434E-04 0.122E-02 0.715E-08 
(22% 2.87 mmld 72 % missing) 
March 0.107E+Ol 0.609E-02 0.165E+oo 0.119E-04 0.218E-02 0.198E-08 
(33% 4.56 mmld 29% missing) 
April 0.692E+oo 0.973E-02 0.197E+OO 0.107E-04 0.260E-02 0.194E-08 
(29% 6.42 mmld 8% missing) 
May -0.620E+OO 0.221E-01 0.208E+OO 0.174E-04 0.267E-02 0.343E-08 
(17% 6.63 mmld 11% missing) 
June -0.288E+Ol 0.412E-01 0.243E+OO 0.220E-04 0.363E-02 0.476E-08 
(17% 7.88 mmld 9% missing) 
July -0.500E+Ol 0.410E-01 0.269E+OO 0.159E-04 0.408E-02 0.375E-08 
(31% 8.83 mmld 10% missing) 
August -0.538E+Ol 0.366E-01 0.269E+OO 0.152E-04 0.413E-02 0.357E-08 
(32% 8.45 mmld 5% missing) 
September 0.979E+Ol 0.299E+OO -0.549E+oo 0.1 llE-02 0.957E-02 0.854E-07 0.157E-03 0.469E-10 
(36% 6.44 mmld 5% missing) 
October 0.604E+OO 0.113E-01 0.126E+OO 0.108E-04 0.177E-02 0.199E-08 
(24% 4.67 mmld 6% missing) 
November 0.104E+Ol 0.853E-02 O.lOOE+oo 0.167E-04 0.120E-02 0.268E-08 
(19% 3.13 mmld 28% missing) 
December 0.127E+Ol 0.141E-01 0.662E-01 0.539E-04 0.676E-03 0.103E-07 
(10% 2.21 mmld 72% missing) 
Table 4. Regression Results for Pan Evaporation with Daily Maximum Temperature 
Ames, IA, January 1949 through December 1988 
Pan Evap = ao +a] Tmax, + a2 Tmax2 + a3 Tmax3 
MONrH ao: Mean ao: variance ai: Mean a 1: Variance a2: Mean a2: Variance a3: Mean 
January 
( 100% missing) 
February 
( 100% missing) 
March 
( 100% missing) 
April 0.143E+ol 0.321E-01 0.684E-01 0.483E-03 0.614E-02 0.395E-06 
(45% 4.64mmld 25% missing) 
May -0.630E+o0 0.124E-01 0.226E+OO 0.208E-04 0.293E-02 0.664E-08 
(41% 6.15mmld 3% missing) 
June -0.395E+ol 0.417E-01 0.404E+OO 0.535E-04 
(36% 7.22 mmld 3% missing) 
July -0.500E+ol 0.637E-01 0.404E+OO 0.720E-04 
(33% 6.95 mmld 2% missing) 
August 0.602E+Ol 0.147E+Ol -0.368E+o0 0.749E-02 0.125E-01 0.235E-05 
(33% 5.82 mmld 1 % missing) 
September 0.369E+Ol 0.248E+OO -0.206E+OO 0.179E-02 0.973E-02 0.780E-06 
(38% 4.63 mmld 4% missing) 
October 0.186E+Ol 0.424E-Ol -0.322E-01 0.547E-03 0.564E-02 0.403E-06 
(31% 3.36 mmld 5% missing) 
November 




Table 5. Monthly Pan Evaporation Correction Coefficients 
MO NIB BIRD CREEK BOONE RIVER 
January .23 (05 mmld) 
February .23 (0.6 mmld) 
March .22 (1.2 mmld) 
April .22 0.40 
May .36 0.40 
June .47 0.44 
July .48 0.69 
August .48 0.88 
September .46 0.86 
October .43 0.68 
November .29 (1.0 mmld) 
December .23 (05 mm!d) 
Table 6. Estimates of Parameter Values for the Sacramento and Channel Routing Components 
PARAMEIBR 
Upper zone tension water capacity 
Upper zone free water capacity 
Lower zone tension water capacity 
Lower zone primary free water capacity 
Lower zone supplementary free water capacity 
Interflow coefficient 
Primary baseflow coefficient 
Supplementary baseflow coefficient 
Coefficient of increase in percolation at maximum vertical gradient 
Exponent in percolation function for unsaturated lower zone 
Fraction of free percolated water 
Baseflow fraction not flowing through basin outlet 
Maximum fraction of impervious area 
Fraction of pennanently impervious area 
Number of linear channel reservoirs for routing 
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FLOOD PREVENTION USING STREAMFLOW FORECASTS AND RESERVOIR 
CONTROL SCHEMES 
Aris P. Georgakakos, Associate Professor 
and 
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School of Civil Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA 
ABSTRACT: The purpose of this study is to demonstrate that effective reservoir control 
schemes combined with inflow forecasting procedures can substantially enhance flood 
prevention. The approach taken is to simulate and examine the response of a typical 
reservoir system operated with the aid of such schemes. The results indicate that the 
benefits are indeed substantial and, most likely, outweigh the cost of implementation. 
INTRODUCTION 
Reservoir control schemes with inflow forecasting capabilities are expected to improve flood 
prevention as well as other reservoir system functions. However, a question often raised is 
whether the benefits from such systems outweigh their costs. The goal of this paper is to 
provide a partial answer to this question by demonstrating that reservoir control and inflow 
forecasting procedures can substantially mitigate flood damage frequency and magnitude. 
The approach taken is to quantify the improvements for a typical three-reservoir system. 
While to some extent the actual benefits are expected to be system-specific, some general 
conclusions can still be drawn. -
In what follows, the reservoir system used as a case study is described first. Subsequently, 
a recently developed reservoir control method suitable for water resources management 
under extreme hydrologic conditions is briefly presented and discussed. Next, a series of 
three computational experiments is presented where this control method is called upon to 
guide system operations using inflow forecasts of varying accuracy. Some observations and 
conclusions are summarized in the last section. 
RESERVOIR SYSTEM MODEL 
The following discussion makes reference to a three-reservoir cascade as an example and 
test case. This system is located on the Savannah River in the southeastern U.S. and is 
described in Georgakakos [1989, 1992]. For the purposes of this investigation, the system 
is modelled by the following water balance state equation: 
S1(k+ 1) [1 0 0l s1(k) -b1(k) o o t1(k) [1 0 0l w1(k) 
S2(k+ 1) = 0 1 0 S2(k) + b1(k) -b2(k) 0 t2(k) + 0 1 0 W2(k) , 
s,(k+ 1) 0 0 1 s,(k) 0 b2(k) -b,(k) t,(k) 0 0 1 w,(k) 
k = 0, 1, ... ,N-1 , 
"• 




In the above, Si(k) and wi(k) respectively represent storage and inflow volumes for reservoir 
i = 1,2,3, uij(k) is the discharge from the j1h turbine of the ith reservoir, ti(k) represents the 
generation hours during period k, and ~ is the number of turbines at reservoir i. Table 1 
reports relevant reservoir characteristics including permissible storage and release ranges 
reflecting water conservation and flood control objectives, and Figure 1 depicts extreme 
daily inflow volume ranges. These ranges represent the lowest and highest inflow values on 
record (10 years). Figure 2 shows the dependence of total turbine discharge on reservoir 
storage at power capacity. The curves take into account tailrace effects and are based on 
the power-(net hydraulic head)-discharge relationships reported by Georgakakos [1991, 
Appendix A]. 
Table 1: Reservoir Characteristics 
Reservoir 1 Reservoir 2 Reservoir 3 
Min. Storage (bet) 79.25 34.2 69.71 
Max. Storage (bcf) 123.8 50.8 125.95 
Min. Release (bcf / day) 0.0 0.0 0.0 
Max. Release (bcf / day) 3.0 3.0 3.0 
Power Capacity (MW) 430 375 350 
Number of Turbines 5 4 7 
This system has multiple objectives including flood control, water supply, recreation, 
pollution abatement, fish and wild life management, and power generation. The purpose 
of the control scheme is to determine turbine operation schedules (or, equivalently, reservoir 
releases) to satisfy these objectives as best as possible. 
SET CONTROL APPROACH 
The Set Control Approach (SCA) was introduced by Georgakakos and Yao [1992a] for cases 
where hydrologic data are insufficient to support probabilistic methods. Such cases include 
hydrologic extremes (floods and droughts) as well as circumstances where past inflow 
records are atypical of future realizations (e.g., due to climatic changes). The Set Control 
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Figure 2: Turbine Discharge Versus Storage 
sets. The boundaries of these sets may represent minimum and maximum input estimates 
or other extreme input levels against which a sound operational policy is to be developed. 
In this framework, the purpose of the control scheme is to determine admissible control 
actions such that key system variables stay within acceptable limits as long as system inputs 
take on values from the specified input sets. In what follows, we outline the basic SCA 
concepts. For a complete presentation, the reader is referred to Ge01gakakos and Yao 
[1992a] and Yao and Georgakakos [1992]. 
Many water resources systems can be represented by difference equations describing the 
evolution of a pivotal quantity, called state, in response to controllable and uncontrollable 
inputs: 
S(k+ 1) = A(k) S(k) + B(k) u(k) + G(k) w(k), k=0,1, .•. ,N-1, (3) 
where S(k) is the lls-dimensional state vector; u(k) is the Du-dimensional control vector, w(k) 
is the 11w-dimensional input vector; and A(k), B(k), and G(k) are (1\Xlls)-, (1\Xllu)-, and 
(flsXIlw)-dimensional matrix coefficients respectively encoding the system layout and the 
interaction among its constituent elements. Examples include reservoir systems (e.g. the one 
described earlier) where state variables (states) represent reservoir storages, control 
variables (controls) represent releases or power generation hours, and input variables 
(inputs) represent reservoir inflows; groundwater systems where states may represent 
hydraulic heads and/or pollutant concentrations, controls may represent pumping rates, and 
inputs may represent boundary conditions [see, among others, Willis and Finney, 1985, 
Georgakakos and Vlatsa, 1991]; and wastewater treatment processes where states are organic 
and inorganic constituent concentrations, controls are recycling rates, and inputs are 
wastewater loading characteristics [Harris, 1977, Kabouris and Georgakakos, 1990, and others]. 
Typically, the state and control vectors are restricted within certain acceptable ranges, 
SmJn(k) s S(k) s smu(k), k=0,1, •.. ,N, 
(4) 
umln(k) s u(k) s umu(k), k=0,1, ... ,N-1 , 
where the upper and lower bounds may represent physical capacities or operational 
requirements. It is further assumed that system inputs are practically unknown except that 
they take on values from within specified sets such as: 
wmin(k) s w(k) s wmu(k), k =0, 1, ... ,N-1, (S) 
where the upper and lower bounds represent extreme input levels against which the system 
is to be protected. The control problem is to determine admissible controls ( 4) such that 
system states remain within their acceptable limits ( 4 ), regardless of what inputs materialize 
from the specified input sets (5). 
In what follows, { ns(k), k = 0, 1, ... ,N} denotes the sequence of acceptable state sets, { n 0 (k), 
k=0,1, ... ,N-1} the sequence of admissible control sets, and {flw(k), k=0,1, ... ,N-1} the input 
set sequence. The solution of the set control problem can be obtained via Dynamic 
Programming as follows: Define the modified state set nm(N): 
Cl.,(N) = {SER•: [S + G(_N-1) w(N-1)] E Cl
8
(N), Vw(N-1) E Clw(N-1)}. (6) 
Namely, nm(N) contains all vectors S such that [S + G(N-1) w(N-1)] belongs to the state set 
0 5(N) for any input vector in llw(N-1). 
Define the reduced state set nrCN-1): 
Clr(N-1) = {SECl
8
(N-l): 3 u(N-1) € Cl,,(N-1): (7) 
[A(N-1) S + B(N-1) u(N-1)] € Cl.,(N)} • 
Namely, nr(N-1) includes all acceptable state vectors S for which there exists an admissible 
control vector u(N-1) such that (A(N-1) S + B(N-1) u(N-1)] belongs to the modified state 
set nm(N). The significance of the previous sets is that if the system state S(N-1) reaches 
set nr(N-1), there exists an admissible control vector that can transfer it to an acceptable 
terminal state S(N) for any input vector in llw(N-1). 
One can proceed similarly (see Figure 3) to define the modified and reduced state sets for 
the previous time: 
Cl,,.(N-1) = {SER 11: [S + G<.N-2) w(N-2)] E Clr(N-1), Vw(N-2) E Clw(N-2)}, (8) 
(Note that nm(N-1) is defined based on nr(N-1), not n,(N-1).) 
Clr(N-2) = {SE0
8
(N-2): 3 u(N-2) E 0
8
(N-2): 
[A(N-2) S + B(N-2) u(N-2)] E Cl.,(N-1)}. 
(9) 
Thus, if the system reaches set nm(N-2), there exist control vectors u(N-2) and u(N-1) such 
that states S(N-1) and S(N) remain within the acceptable limits for any input realizations 
{w(N-2), w(N-1)} from the specified input sets. 
The previous considerations can recursively be repeated in the reverse time direction, k = 
N-3, N-4, ... , 0. The problem has a feasible solution (i.e., there exist a control sequence 
able to keep the state vectors within their acceptable sets) if the sets thus derived are 
nonempty and the reduced state set nr(O) includes the initial state vector S(O). Note, 
however, that the previous solution process does not determine which controls to use. 
Specific control vectors can be selected only as the system evolves and the state variable 
values become known. 
As usual, Dynamic Programming led to a theoretically elegant solution. The practicai 
implementation of this solution, however, presents an equally elegant challenge. Glover and 
Schweppe [1971] and Bertsekas and Rhodes [1971] proposed ellipsoidal approximation 
algorithms based on Schweppe's bounding ellipsoidal approximation theory (Schweppe, 
1973]. The idea is to approximate all sets by bounding ellipsoids and develop recursive 
relationships for the computation of the modified and reduced state sets. Since ellipsoids 
D D 
8 w(N-2) ~ w(N-1) 
Cu(N.:.2) CJN-2) Qu(N-1) Q (N-1) w 
Figure 3: Dynamic Programming Solution of the Set Control Problem 
are characterized by their center vector and principal axes, the set computation is reduced 
to a recursive computation of these attributes. However, the required approximations 
quickly result in empty modified and reduced state sets, and the algorithms falsely indicate 
infeasibility. 
Another approach is to define state, control, and input sets as convex polyhedra and develop 
efficient procedures to compute the modified and reduced state sets. It turns out that the 
modified and reduced state sets are also convex polyhedra defined by their perpendicular 
vectors and support functions. This is the approach we have adopted because it is exact and 
naturally suitable for water resources systems. The detail procedures for the modified and 
reduced state set computations are at the core of the SCA method and are fully described 
in Georgakakos and Yao [1992a]. In what follows, we present some case studies with the 
Savannah reservoir system. 
APPLICATION 
The purpose of this section is to illustrate the potential benefits of combined inflow forecast 
- reservoir control schemes. Our approach is to simulate and assess the performance of the 
Savannah reservoir system over a 10-year period (1972-1981) under the guidance of the Set 
Control Approach and various inflow forecasting schemes. Inflow forecasts are assumed to 
restrict the historical inflow ranges (Figure 1) as follows: The actually observed inflow 
sequence over the duration of the control horizon is first determined along with the 
corresponding historical ranges from Figure 1. The range used in the model for each day 
is centered around the actually observed value and represents a certain percentage of the 
historical range. As illustrated on Figure 4, these percentages gradually increase from the 
first to the last day of the control horizon to reflect that forecast quality deteriorates with 
lead time. The percentages are determined based on the following equation: 
p(k) = p{l) [1.03]1- 1 ' (10) 
where p(k) denotes the percentage of day k. In the computational experiments to follow, 
this procedure is employed with p(l) =0.5 and p(l) =0.25. The results are compared with 
the case where SCA simply uses the historical inflow ranges from Figure 1 (no forecasting). 
The simulation process is as follows: At each day of the simulation horizon, the forecasting 
model is first activated to determine the inflow ranges over the control horizon, and then 
the Set Control Approach is employed to generate the feasible control action set. This set 
includes all possible decisions guaranteeing that the system variables (storage, generation 
hours, and releases) will observe the stated constraints over the duration of the control 
horizon. Next, a decision is selected and the system operation is simulated for one time 
period. The simulation involves the determination of the next day's storages from Equation 
1 with wi(k), i = 1,2,3, being equal to their historically observed values. This process is 
repeated sequentially at each day of a 10-year simulation horizon, and system performance 
is recorded in terms of energy generation, outflow rates, and reservoir storage levels. 
Some features common to all experiments are that the Set Control Approach is 
implemented with a control horizon of 15 days, the decisions selected correspond to the 





BC DC -- o.s 
AB - EC 
2 3 
Inflow Forecasts 
Maximum Inflow Bound 
Figure 4: Inflow Forecasting Example 
11 12 
conservation pools, and the determination of turbine discharge over the 15-day control 
horizon is based on the current storage values. Experiments with a longer control horizon 
(30 days) were also conducted, but the results are similar to the ones presented herein. The 
rational for using the most conservative feasible decision is to conserve water and maintain 
reservoir pools as high as possible. Turbine discharges are determined based on the current 
storage because it is the best guess of future storage values. Certainly, the storage will 
eventually digress from this locale. However, the error is mitigated by the sequential mode 
of operation forcing continuous updating. 
Figures 5 and 6 depict the results for the case where no inflow forecasts are used (base 
case). The graphs in Figure 5 include the storage bounds (dotted lines), the minimum and 
maximum simulation values for each day (thin solid lines), and the mean simulation storage 
sequence (thick solid line). The previous statistics were based on 10 simulation storage 
values for each day of the year. While system storages are maintained within the 
conservation pools, they tend to fluctuate markedly during the first part of the year (rainy 
season). Figure 6 includes the associated statistics for the control variables (generation 
hours per day), with dotted lines again representing bounds and solid lines depicting 
simulation statistics (minimum, maximum, and mean levels). The notable observation is that 
energy generation hours are often forced to exceed 24 hours per day in order to keep 
reservoir storages within the conservation pools. This simply implies that turbine 
conveyance capacity is not enough to control reservoir storage and water must also be 
released through the dam spillways. To be sure, the higher the exceedance of the 24-hour 
threshold, the more severe the flooding effects. More specifically, the highest release from 
the third reservoir in the cascade is about 3 times higher than the acceptable release bound. 
What is more, the mean generation sequence also violates the constraint threshold. 
Figures 7 and 8 present the simulation results when the Set Control Approach has improved 
information of the upcoming inflows. This is simulated by using the procedure described 
previously (Eq. 10) with p(l)=0.5. The storage sequences (Figure 7) are again within the 
conservation zones, but the fluctuation ranges are now tighter. (The mean storage levels 
are clearly closer to the upper storage bounds.) The associated generation hours (Figure 
8) on occasion exceed 24 hours / day, but the magnitude of the violation is much less than 
in the base case. Better forecasting allows the control model to mitigate flood damage. 
Nevertheless, the highest outflow is still 1.8 times higher than the acceptable release bound. 
This trend continues in the third case (Figures 9 and 10) where inflow forecasting is 
employed with p(l)=0.25. The mean storage sequences have moved even closer to the 
upper bounds, and the generation hours are for the most part contained within the 
admissible limits. The magnitude of constraint violations is reduced further, while the 
distance of the mean generation sequence from the 24-hour bounds indicates that violations 
occur infrequently. 
CONCLUSION 
The previous computational experiments demonstrate that inflow forecasting and reservoir 
control schemes can usefully assist reservoir operations during extreme hydrologic 
conditions. In particular, better inflow forecasting allows the control model to minimize 
flood control storage and, at the same time, avoid damage-causing outflows. While, the 
I 
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actual forecast quality cannot be quantified before the implementation of a forecast system, 
the potential reduction of flood damage frequency and magnitude can be substantial. In 
addition, benefits accrue from energy generation due to higher hydraulic head and less 
wasted spillage. 
Inflow forecasting and reservoir control schemes are also expected to improve the operation 
of reservoir systems during droughts. In a recent study, Georgakakos and Yao (1992b] show 
that such procedures can help the system meet higher dependable energy commitments and 
water supply requirements without compromising the associated reliability. 
Lastly, it is noted that the Set Control Approach with its set characterization of uncertainty 
is naturally suitable for water resources management under extreme hydrologic conditions. 
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(a) 
Operational policies for reservoir systems have been 
designed based on existing hydroclimatic regimes. Such 
regimes maybe subject to change as a result of anthro-
pogenic influences. Sensitivity analysis was conducted to 
assess the robustness of the operating policies to hydrocli-
matic changes. The analysis is performed within the 
framework of coupled forecast-control schemes that 
explicitly account for forecast uncertainty. The application 
area is the 14,000 square kilometer Upper Des Moines 
River basin in Minnesota and Iowa. The observed meteoro-
logical and hydrological variables have a strong seasonal 
component with highest flow occurring in spring, and with 
a second flow peak in the summer season. The area has 
been subdivided into six sub-catchments. The rainfall-
runoff model used for each sub-catchment is an adaptation 
of the NWS operational Sacramento model, and channel 
routing is done by the Musk.ingum-Cunge hydraulic routing 
scheme, well suited to the mild slopes of the channels. 
State updating and uncertainty propagation among the 
model components is performed by a state estimator, using 
available daily data, (Bae and Georgakakos,1992). 
........ 
040.....;....~2-o~--....0~~6o:----80~.~-1~00~---,1:0 
The Extended Streamflow Prediction (ESP) scheme 
of the NWS has been used to generate probabilistic fore-
casts up to three months in the future with daily resolution, 
(Day,1985). The forecasts are updated every 15 days. The 
Saylorville reservoir on the Upper Des Moines River in 
Iowa has been used as the application reservoir for the 
study. The system objectives include water supply, flood 
prevention and water quality concerns. The control proce-
dure utilizes a numerically-efficient stochastic control 
algorithm, which explicitly incorporates forecast uncer-
tainty. The procedure for sensitivity analysis consists of 
establishing baseline performance using historical daily 
data extending back to the early 1900s. The historical 
record was subdivided into several pieces which were 
ranked based on annual-average temperature and precipita-
tion amount. Then, future climate scenerios of increasing 
temperature decreasing precipitation. increasing tempera-
ture, etc, were formed based on the meterological 
characteristics of the historical pieces. We are in the 
process of applying the forecast-control procedure to the 
constructed scenarios and have the results compared to the 
baseline results for assessing the sensitivity of the 
procedure to potential future climatic scenarios. The full set 
of results will be presented at the meeting. We present here 
initial results of our analysis. 
Figure 1 presents the average ESP predictions with 
a daily resolution for a wet and a dcy year made at the first 
of the month for selected months from March through 
October. There are 24 realizations of past years used as 
input to the ESP procedure, and the solid line represents the 




,. ,, ; . 
-· . .,• ... 
. '. 
(b) 
80 100 1:0 
(d) 
FORECAST LUJ) TIME (dlly1) 
Figure 1. Average ESP predicted flows (in ems) for the wet 
year (solid line) and the dry year (dashed line) for (a) 
March, (b) April, (c) May, and (d) June. 
forecast period, when initial conditions based on the wet 
year have been used. The dashed line represents analogous 
results when the dry year has been used to provide initial 
conditions for the ESP IUns. The length of the forecast 
period is four months (120 days) in each case. The wet 
year, 1965, was the second wettest year of the 24 year 
record of rainfall, and the dry year, 1976, was the driest 
year of record. 
Of particular interest in terms of the impact of hav-
ing a wet versus a dry year to the management of the reser-
voir, the largest differences occur in spring (MAM) and 
early summer and in mid-fall. Thus, it is expected that 
climatic change toward a wetter or a drier climatic regime 
would be felt by the operational managers of this particular 
reservoir in the Central United States during the aforemen-
tioned months. It is also interesting to observe that the dura-
tion of significant average-prediction differences varies 
with month. If significant is defined to mean differences 
greater than 50 ems (- 1800 cfs), then the duration of such 
differences in March is about 2 months; in April is about 
1.S months; in May is about 2 weeks; in June it is about a 
month; in July, August and September there seems to be no 
significant difference in prediction; and in October it is a 
little less that 2 months. Such results indicate that the wet 
year was wet because of high spring and high fall rainfall. 
The latter was the result of the influence of the remnants of 
tropical stonns, which infrequently affect the fall rainfall of 
the region. 
Figure 2 presents the variation of the predicted stan-
dard deviation of the 24 realizations of the ESP runs made 
for March 1 and June 1 for the wet (solid line) and dry 
(dashed line) year. It is noted that the variability of the pre-
dictions corresponding to individual realizations is as high 
as the predicted values, with the wet year exhibiting a 
larger variability than the dry year. Such a result underlies 
the imponance of having modern reservoir management 
systems capable of accounting for the uncertainty in the 
flow predictions, as such uncertainty changes when the 
climatic mean values change. 
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1. INTRODUCTION 
1.1 Problem Addressed 
The subject research addresses the question: How resilient to input forcing changes are large 
existing water resources reservoir systems? The question is non-trivial in the context of a potential 
climate change because: (a) variability in input forcing (i.e., streamflow) critically depends on the 
variability of meteorological variables which is largely unknown under a potential climatic change 
on regional scales; (b) the policies for the operation of existing large water resources reservoirs can 
be improved using modem real-time control concepts and coupled forecast/control systems, so that 
the reservoir system becomes more robust in its response to enhanced variability and/or trends in 
inflows on climatic scales; and (c) pronounced nonlinearities and feedbacks exist in the 
forecast/management components for large reservoirs that make analytical results unreliable and 
daily simulation with observed data. indispensable. The question is very important from the 
standpoint of water resources availability, ecosystem response and energy production, as the 
studied large reservoir system has a profound influence on the regional availability of water, 
protection from excess water (i.e., floods), and assurance of high water quality and regional 
ecosystem well being. 
1.2 Past Relevant Research 
NRC (1991) suggests that mitigation actions are likely to reduce the economic effect of a potential 
climate change on hydrosystems that a pure adaptation strategy would yield. The same report 
identifies reservoir storage as one of the elements that can moderate climate change effects on water 
resources. In fact, optimal operation under a potential climate change appears as one engineering 
approach toward mitigation. Rogers and Fiering (1990) outline the importance of reservoir storage 
in mitigating input forcing changes using simple models and analytical approaches. They do 
recommend that more accurate representations are necessary for reliable conclusions. Gleick 
(1990) discusses vulnerabilities of water supply systems (including reservoir systems) to climatic 
variability and change. He outlines the importance of studies that quantify the ability of existing 
reservoir systems to meet this design goals under a potential climate change. Both reservoir 
systems of the proposed study are in regions identified as vulnerable to flooding and drought with 
a ratio of reservoir volume to annual supply of less than 0.60. Consequently, special emphasis has 
been placed in the subject research on the risk of failure of the reservoirs due to extreme forcing. 
To the best of the author's knowledge there has not been a study similar to the one outlined here, 
which uses coupled forecast/control schemes for operational reservoir management under 
uncertainty and in a climate change context. Previous recent studies have developed a large 
hydrologic/hydraulic model for the drainage basin of the Iowa reservoir system (Bae and 
Georgakakos, 1992), and have produced baseline information on the hydroclimatology of the 
region (selected results are shown herein). 
1.3 Outline of Methodology 
To answer the posed question of resilience, the following methodology was followed: 
1. A physically-based hydrologic/hydraulic model was used to simulate inflows to the 
reservoir system, given meteorological input of precipitation and potential evapotranspiration. 
Such a model is necessary to produce a self consistent set of hydrological variables, including 
soil moisture and actual evapotranspiration, and to provide flow estimates for historical periods 
with no flow data. Past use of such models on climatic scales has given excellent results (Bae 
and Georgakakos, 1992). 
2. A dataset of historical meteorological and flow data has been assembled for hydrologic 
/hydraulic model calibration to the local and regional conditions of the basins, and for producing 
historical climate change analogs. Preliminary analysis has shown that such datasets can be 
assembled for the study area with records dating back to the early 1900s. Three periods, each 
25 years long, would be eventually identified in an effort to study system performance under 
three different historical climate periods. Such periods would be indexed by the average 
temperature, precipitation, soil moisture and evapotranspiration. 
3. The hydrologic/hydraulic model was used to produce several realizations of future flows 
for each day of the record using as initial conditions the actual soil moisture conditions for that 
day (as estimated by the best model simulation with observed data) and as input forcing the trace 
of the historical realizations of meteorological input variables that correspond to the period under 
study. This type of methodology is operationally used by the National Weather Service to 
produce medium range forecasts and it is called Extended Streamflow Prediction (ESP) (Day, 
1985). ESP results for the Iowa basin are shown in section 4 of this report. 
4. Using the ensemble of forecast realizations by the ESP procedure, a state-of-the-science 
hybrid stochastic controller (that is based on set theory and on the extended linear quadratic 
gaussian approach of Georgakakos, 1987, 1989) produced optimal reservoir operating rules that 
determine releases, storage levels for flood control and hydroelectric power generation. 
Section 5 presents initial results. Results would eventually be obtained for all three of the 
aforementioned historical periods and measures of performance relevant to the study would be 
defined for intercomparison of performance during those periods. 
2. CASE STUDY ANDDATA 
The Saylorville reservoir in central Iowa that accepts inflows from the Upper Des Moines River, 
draining 14,000 km2, is the study system. Figure 2.1 shows the drainage basin and the available 
historical data with daily resolution. Such data is available through the EARTH INFO CD ROM 
disks that exist at the Hydromet Laboratory of The University of Iowa and cover the proposed 
areas of study. Many stations have historical records that date since the late 40s and a few have 
records that date since the be ginning of this century. In both cases there are few pan evaporation 
data stations with data that date since the late 40s. The hydrologic/hydraulic model UIFS, used in 
this research, requires estimates of mean areal precipitation, mean areal temperature and mean areal 
potential evapotranspiration over each sub-basin of the system modeled. Such estimates have been 
produced by Bae and Georgakakos (1992) for the Iowa basin and for the 40-year period from 
1948 through 1988, which is the period with most station data. 
3. UIFS STREAMFLOW SIMULATION AND PREDICTION MODEL 
Bae and Georgakakos (1992) developed, implemented in an operational environment, and tested a 
physically-based hydrologic/hydraulic model, called the University of Iowa Forecast System 
(UIFS), suitable for implementation to large basins with several tributary sub-basins and with 
capability of simulations/predictions with daily resolution. This model was adopted to the local 
conditions of the basin and was used for the production of flow predictions given meteorological 
forcing. In the following sections, the model is described briefly and results of its application are 
reviewed. 
3 .1 Model Description 
The UIFS is based on an adaptation of the operational National Weather Service soil moisture 
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Figure2.1: Upper Des Moines River basin with outlet at Stratford, Iowa, and stations with 
daily data on climate scales. 
Muskingum-Cunge diffusive channel routing scheme (e.g., Georgakakos, et al. 1990). The UIFS 
has been designed for application to large basins with identifiable tributary basins. The flows in 
the tributary basins are computed from the soil moisture accounting and snow models and they are 
routed through the river channels between tributary outlets and to the large basin outlet using the 
hydraulic routing component. The soil moisture accounting component divides the soil into two 
zones in an attempt to simulate the different response of the top soil, including interflow, and the 
deeper soil that possesses considerably smaller hydraulic conductivities. lnterflow, surface runoff, 
and subsurface baseflow are model outflows in response to precipitation and evapotranspiration 
forcing. Anderson's ( 1973) temperature index model (in operational use in the US) has been used 
as the snow accumulation and ablation component and snowmelt is produced in response to 
temperature history. Due to space limitations, we refer the interested reader to Georgakakos and 
Bae (1992, pp. 14-58) for a complete description of model formulation and applicable differential 
equations. 
3 2 Examples of Application 
Bae and Georgakakos ( 1992) have calibrated the UIFS for the Upper Des Moines River basin with 
outlet at Stratford, Iowa, which is the point of inflow for the Saylorville reservoir. Twenty years 
of daily data have been used for the calibration that involved a combination of manual and 
automated procedures and calibration criteria that ranged from statistical quadratic errors to 
hydrologic criteria of reliable peak flow representation, time to rise to flood levels, etc. 
Verification was done for a different set of twenty years of daily data. Performance was very good 
with daily cross-correlation coefficients between observed and simulated flow of 0.86 or better for 
all tributary basins and at the large basin outlet. It was concluded that the UIFS is a reliable 
simulator of the daily flows in the Upper Des Moines River basin over climatic scales. As an 
example, in Figure 3.1 we present the observed seasonal distribution by 5-day periods of the 
observed average and st. deviation of the flows at two of the tributaries (2160 Ian2 Boone River at 
left and 3512 km2 West Fork Des Moines at right), together with the corresponding simulated 
flows. It is clear that the model captures the seasonal flow variability over climate scales ( 40 years 
have been used) well. the results also show the variability in flow regimes between tributary 
basins of the same reservoir system, which is what makes reliable hydrologic simulation 
indispensable. In the lower panels of Figure 3.1 the traces of the daily values of the soil water 
content of the lower and upper zones in the aforementioned tributary basins is shown. Significant 
similarities and differences are observed, with the Boone River basin having a much more 
pronounced response to atmospheric forcing. 
3.4 Extended Streamflow Prediction (ESP) 
Day (1985) presented the theory, capabilities and potential applications of the ESP methodology. 
Smith, et al. (1991) generalized the procedure to a nonparametric statistical framework for long-
range streamflow forecasting with hydrologic models. We used ESP with the UIFS to produce 
operational probabilistic forecasts of future streamflow for the Upper Des Moines River basin 
under study. Conditional probability distributions with daily resolution were generated for a 
forecast horizon based on projected realizations by the UIFS using current soil moisture conditions 
and hypothetical future meteorological forcing that is based on the corresponding historical 
observed meteorological forcing (i.e., precipitation, temperature and evapotranspiration) for the 
dates of the forecast horizon. Thus, if there are n years of historical data, an ensemble of n 
forecast realizations was produced and from those, moments of the implied conditional 
distributions were constructed (e.g., mean and standard deviation for each day of the forecast 
horizon). The distribution is conditional on the current soil moisture conditions as current 
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Figure 3.1: UIFS simulation results for sub-basins of the Upper Des Moines River basin. Left panels are for the Boone River basin 
with outlet at Webster City, Iowa and right panels arc for the West Fork Des Moines River basin with outlet at Estherville, 
Iowa. Description of each panel is in the text. 
purposes of this study since it allows for the incorporation of forecast uncertainty in the reservoir 
control scheme. 
Initial results of ESP/UIFS application for the Upper Des Moines River with outlet at Stratford, 
Iowa are shown in Figure 4.1 with the initial date of forecasts set to April 15. The mean+stdev 
and mean-stdev of the ESP runs are shown in thick dashed line, together with the mean (in thin 
dashed line) and the observed flows for the forecast period. In this example a 4-month forecast 
period was selected. The initial conditions have been selected as to represent the wettest, the 
driest, the hottest and the coldest years in the 24 year sequence from 1964 through 1988. 
Pronounced differences are obvious in both the mean projections and in the forecast uncertainty. It 
is particularly interesting to see the effect of cold vs. hot years on the statistics. A warming trend, 
then, could alter the way the reservoirs should be operated for resilient response. Also, one can 
see that it is the wet and cold cases that appear to bring the reservoirs at risk due to occasional large 
observed flow departures from the historical averages. Such issues will be examined in detail 
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Figure 4.1: ESP runs using the UIFS for the Upper Des Moines River at Stratford, Iowa. 
Extended predictions out to 4 months in the future with daily resolution are made 
using twenty four realizations of historical data. All runs have used April 15th as 
the forecast preparation day. The average of the ESP runs and the one-sigma 
bounds are shown together with the observed flows.. 
5. RESERVOIR CONTROL APPROACH 
5.1 Set Control Approach 
The purpose of the reservoir control procedure is to take advantage of the available storage 
and change the character of the natural hydrologic inputs so that they best serve the system 
objectives and operational constraints. Under this research project, our team has developed 
a new reservoir control method called Set Control Approach (Georgakakos and Yao, 1992a, 
and Yao and Georgakakos, 1992). This approach has been motivated by the fact that a 
potential climate change renders past stream.flow records atypical of future realizations and 
invalidates their probabilistic characterizations. The basis of this approach is schematically 
illustrated in Figure 5.1. Here S(k) represents the vector of reservoir storages experiencing 
temporal changes (transitions) due to the hydrologic inputs w(k) and the controllable inputs 
u(k), the latter being reservoir releases or energy generation hours. The only assumption 
about the hydrologic inputs is that they take on values from specified sets. The boundaries 
of these sets can be easily constructed based on inflow traces forecasted by the UIFS model 
using the ESP procedure, and may represent maximum and minimum inflow levels expected 
to materialize over the control horizon. Target sets for the reservoir storages S(k) and 
controllable inputs u(k) are also defined based on system physical capacity limitations and 
operational requirements (imposed, for instance, by flood control, water supply, or pollution 
abatement). The objective of the set control approach is to determine admissible 
operational decisions such that system storages remain within their acceptable limits for any 
possible hydrologic sequence within the specified input sets. For each decision time, this 
approach determines a set of decision actions guaranteeing that the system will stay within 
the desirable bounds for the duration of the control horizon. Any decision within this set 
meets this expectation. The set control approach is especially meaningful during crises when 
the objective is to avoid decisions that jeopardize system integrity rather than to optimize. 
5.2 Preliminary Results of the Combined Forecast-Control Scheme 
To simulate potential climate changes, we selected three hydrologic periods exhibiting 
different streamflow characteristics. These periods are from 1925 to 1949, from 1949 to 
1974, and from 1965 to 1988. Figures 5.2 and 5.3 show the monthly means and standard 
deviations for each period and indicate that both statistics increased with time. 
The performance of the combined forecast-control scheme was simulated on a daily basis 
as follows: First, the forecasting model was run at each day of the simulation horizon to 
generate a set of 25 inflow traces. These traces were converted into forecast inflow bounds 
and became input to the control model which, in turn, determined a suitable reservoir 
release. This release ws applied to the system with the historically observed inflow as input. 
The resulting storage and actual release values were recorded and the procedure was 
repeated over the entire simulation horizon. Figures 5.4 through 5.9 show the simulated 
release and storage sequences, and illustrate that reservoir performance differs from period 
to period. More specifically, the first hydrologic period (smallest inflow average and 
variability) is controlled reasonably well with no excessive releases and relatively few 
S(k+ 1) = f [ S(k), u(k), w(k), k ] State Transition Law 
u 
8 
Figure 5.1: Set Control Approach illustration 
violations (85 days) of the lower release bound. Despite a substantial change (increase) in 
the statistics of the inflow process, the second hydrologic period is also handled effectively 
with only one excessive release ( 4,300 cfs violation) and 188 days of release deficits. Lastly, 
the third hydrologic period exhibited 35 days of excessive releases (one of which exceeded 
20,000 cfs) and 25 days of release deficits. By contrast, simulation of the current operational 
practices over the same period shows that excessive releases would reach 32,422 cfs (U.S. 
Army Corps of Engineers, Rock Island District, personal communication) while the total 
days of release deficits would be comparable to the results obtained using the forecast -
control scheme. 
These preliminary results indicate that (a) the combined forecast-control scheme generally 
improves reservoir performance and (b) reservoirs can significantly mitigate the effects of 
climate changes. 
6. FURTIIER RESEARCH 
In the remainder of this project, our research will focus on two broad areas: 
(a) Control method improvements: In the results presented earlier, the final decision was 
selected from the feasible control set in an arbitrary manner. To avoid the arbitrary aspects 
of this selection, we plan to couple the Set Control Approach with a stochastic control 
method also developed recently ( Georgakakos, 1987, 1989, 1992a,b ). This method requires 
a probabilistic model for the hydrologic input forecasts and is designed to optimize system 
performance in an average sense. Probabilistic characterizations of the hydrologic inputs 
can again be derived by the inflow traces generated by the UIFS model using the ESP 
procedure, and consist of the first two or three statistical moments (mean, variance, and 
skewness) for each period of the control horizon. Through the relationships describing the 
. reservoir system dynamics, these probabilistic forecasts are transformed into forecasts of the 
system outputs (e.g., storages, energy generation, and downstream streamflow levels). The 
purpose of the control algorithm is to determine the release or energy generation sequence 
that maximizes a system performance measure subject to the constraint imposed by the set 
control approach. 
(b) Use of the combined forecast-control scheme to investigate reservoir resilience under 
a potential climate change. This is the assessment phase of the project and its important 
role is to reduce the large yield of the results from the previous research tasks to 
conclusions that are relevant to the issue at hand: the resilience of reservoir systems to a 
potential climate change. Among the performance measures proposed are: ( 1) magnitude 
and frequency of operational requirement violations (e.g., flood stage for high flows and 
water supply /water quality for low); (2) the length of the control horizon over which the 
system is guaranteed to meet its operational constraints (the longest the period of guarantee, 
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1. INTRODUCTION AND OVERVIEW 
Climate change is an integral part of Earth's history. (For evidence of long-term 
changes in regional and global precipitation patterns, the reader is referred to 
Bradley, et al., [1987], and Barnett [1986]; for evidence of change in lake levels, to 
Street-Pe"ott and Harrison [1984]; and for evidence of trends in global surface 
temperature, to Schneider [1989]. Recent models simulating the global circulation 
in the atmosphere and oceans predict substantial warming of the Earth's climate if 
current emission trends of C02, methane, and CFCs (Chlorofluorocarbons) continue 
throughout the world [Ramanathan, 1988, and Schneider, 1989]. While state-of-the-
science general circulation models are far from being complete, and regional 
predictions are uncertain [Bradley, et al., 1987, and Ramanathan, 1988], there are two 
compelling reasons for studying the effects of climate change on water resources 
systems: The first is to determine the robustness of water resources to potential 
climatic change, and the second is to establish defensive measures for systems that 
are not resilient to such changes. This information is also useful to basin planners 
and policy makers who may have to reexamine existing water laws and reevaluate the 
potential of regional water resources. 
Climate changes will undoubtedly impact reservoir system outputs. Wetter climates 
would potentially enhance energy generation and water availability but increase 
spillage and flooding. Conversely, drier climates would reduce energy generation and 
flooding and would strain water supplies and minimum flow requirements. The 
severity of the impact, however, would depend not just on the volumetric inflow 
increase or reduction but also on its variability and predictability. 
Existing reservoir operation practices are largely based on rule-curves derived via 
simulation experiments on historical reservoir inflows. Such rules define reservoir 
zones for flood control and water conservation, and specify seasonal reservoir target 
levels. However, the validity of these rules is tied to historical weather patterns and 
can be challenged in the event of major climatic changes. A more appropriate 
procedure would be to use formal reservoir optimization models reflecting system 
objective priorities and operational constraints [TVA, 1988]. 
The scope of this research project is (1) to investigate the sensitivity of reservoir 
systems to potential climate changes and (2) to evaluate whether modern streamflow 
forecasting and reservoir control methods can be used to mitigate their adverse 
effects. This research was carried out jointly by two teams, one at Georgia Tech and 
another at the University of Iowa. The research tasks of both teams are 
summarized below: 
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(i) Development and testing of a reservoir control model suitable for a changing 
hydrologic environment; 
(ii) Development and calibration of a physically-based rainfall-runoff model; 
(iii) Stream.flow forecasting by the rainfall-runoff model and the Extended 
Streamflow Prediction (ESP) method; 
(iv) Coupling of the ESP forecasts with the control model; 
(v) Development of historical analogues of potential climatic scenarios; 
(vi) Development of inflow traces using General Circulation Model results; 
(vii) Evaluation of the forecast-control procedure against current management 
practices in real-world case studies; 
(viii) Comparative assessment of the above procedures in mitigating the effects of 
climatic changes. 
The research procedures and findings of each task are described in the final project 
report which consists of two volumes. This report is Volume I emphasizing the work 
performed by the Georgia Tech project team, mainly involved with Tasks (i), (iv), 
(vi), (vii), and (viii). Volume II emphasizes the work performed by the University 
of Iowa research team and focuses on the remaining tasks. For continuity, each 
report reviews or contains elements of the other. 
This report is organized as follows: In Chapter 2, we introduce a new control 
method for the management of uncertain dynamic systems. This method describes 
system uncertainty using sets rather than statistical methods and derives policies 
guarantying that the system will remain within its physical and operational 
constraints. This approach is named Set Control Approach (SCA) and is motivated 
by the possibility of climatic shifts which are incompatible with historical inflow 
records and, thus, statistical characterizations. In Chapter 3, we apply the Set 
Control Approach to common reservoir operation problems such as flood and 
drought management and energy generation, using the Savannah reservoir system as 
a case study. We argue that this approach is especially useful during critical 
hydrologic periods when the objective is not so much to optimize reservoir functions 
as it is to avoid system failure. In Chapter 4, we describe the coupled forecast-
control procedure and evaluate its performance against typical operational practices 
in side-by-side simulation experiments. This application involves the upper Des 
Moines river basin and the Saylorville reservoir. The results favor the forecast-
control model which proves to be much more effective in avoiding droughts and 
controlling floods. Using historical analogues of low, intermediate, and high 
streamflow periods, we also examine the impact of potential climate changes, and 
conclude that effective forecast-control procedures can mitigate their consequences. 
In the same chapter, we examine the sensitivity of Lake Lanier to inflow scenarios 
generated using available GCM results. Our analysis shows that the lake can be 
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drastically impacted by the potential changes, experiencing frequent and more severe 
droughts. A key issue, however, is predictability. If inflows are accurately 
predictable, lake operation can be robust even in adverse climatic conditions. We 
conclude in Chapter 5 with a summary of our contributions and findings and a short 
reference to areas needing further research. 
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2. THE SET CONTROL APPROACH 
2.1 INTRODUC110N 
Many water resources systems can be represented by difference equations describing 
the evolution of a pivotal quantity, called state, in response to controllable and 
uncontrollable inputs: 
S(k+ 1) = A(k) S(k) + B(k) u(k) + G(k) w(k), k=0,1, ... ,N-1, (2.1) 
where S{k) is the n.-dimensional state vector; u(k) is the 11u-dimensional control 
vector, w(k) is the n..v-dimensional input vector; and A{k), B{k), and G(k) are (n.xn,)-, 
(n.xnu)-, and (nsXTiw)-dimensional matrix coefficients respectively encoding the system 
layout and the interaction among its constituent elements. Examples include 
reservoir systems where state variables (states) represent reservoir storages, control 
variables (controls) represent releases or power generation hours, and input variables 
(inputs) represent reservoir inflows [Loucks et al., 1980, Wasimi and KiJanidis, 1983, 
Trezos and Yeh, 1987, Georgakakos, 1989, and others]; groundwater systems where 
states may represent hydraulic heads and/or pollutant concentrations, controls may 
represent pumping rates, and inputs may represent boundary conditions [see, among 
others, Willis and Finney, 1985, Georgakakos and Vlatsa, 1991]; and wastewater 
treatment processes where states are organic and inorganic constituent 
concentrations, controls are recycling rates, and inputs are wastewater loading 
characteristics [Harris, 1977, Kabouris and Georgakakos, 1990, and others]. Typically, 
the state and control vectors are restricted within certain acceptable ranges, 
sm1a(k) ~ S(k) ~ smu(k), k=0,1, ... ,N, 
(2.2) 
umlD(k) ~ u(k) ~ umu(k), k=0,1, ... ,N-1 , 
where the upper and lower bounds may represent physical capacities or operational 
requirements. 
The purpose of a control scheme is to determine control vector sequences able to 
guide the system to meet its objectives over an operational horizon. The control 
process is seriously complicated, however, by the fact that future system inputs are 
typically unknown. The traditional approach is to develop probabilistic input 
descriptions and optimize system performance in some average sense. However, this 
may not always be possible or sound. 
In many cases, existing data records are simply not long enough to establish 
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probabilistic models, and we are forced to make assumptions which in the end cannot 
be corroborated. Even if sufficient data records exist, probabilistic input models and, 
consequently the associated control policies, become inadequate for extreme events 
where observations are sparse. In yet other circumstances, existing data records are 
atypical of future input realizations due to natural or anthropogenic causes (e.g., 
global climate changes). On such occasions, probabilistic input characterizations are 
inappropriate even in the average sense. 
Lastly, stochastic control policies can at best guarantee that the system will not 
violate its bounds with certain probability. They cannot explicitly control the 
magnitude of the violation. During extreme input episodes, however, the operational 
goal becomes just that: Take permissible actions guaranteeing that system states stay 
within acceptable limits. Namely, during crises system operators are not at all 
concerned with optimizing system performance; they only wish to avoid actions that 
may endanger or damage the system. 
To address the previous concerns, in this work we take a different tact. Rather than 
relying on probabilistic characterizations, we assume that future inputs are only 
restricted to belong in certain sets. The boundaries of these sets may represent 
minimum and maximum input estimates or other extreme levels, against which a 
sound operational policy is to be developed. In this framework, the purpose of the 
control process is to determine admissible controls such that system states remain 
within their acceptable limits as long as system inputs take on values from the 
specified input sets. 
2.2 DYNAMIC PROGRAMMING SOLUTION 
Glover and Schweppe /1971/ and Bertsekas and Rhodes /1971/ proposed a general 
solution for the previous problem using dynamic programming. The solution process 
is illustrated in Figure 2.1 and explained below: 
In what follows, {O,(k), k = 0, l, ... ,N} denotes the sequence of acceptable state sets, 
{Ou(k), k = 0, 1, ... ,N-1} the sequence of admissible control sets, and {Ow(k), k = 0, l, ... ,N-
1} the input set sequence. 
Define the modified state set Om(N) as follows: 
O,,,(N) = {SER": [S + G(N-1) w(N-1)] E 0
8
(N), 
'V w(N-1) E Ow(N-1) } . 
(2.3) 
Namely, Om(N) contains all vectors S such that [S + G(N-1) w(N-1)] belongs to the 
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state set 01(N) for any input vector in Ow(N-1). 
Define the reduced state set Or(N-1) as follows: 
O,(N-1) = {SEO.,(N-1): 3 u(N-1) E O,,(N-1): (2.4) 
[A(N-1) S + B(N-1) u(N-1)] E O,,.(N)} . 
Namely, Or(N-1) includes all acceptable state vectors S for which there exists an 
admissible control vector u(N-1) such that [A(N-1) S + B(N-1) u(N-1)) belongs to 
the modified state set Om(N). The significance of the previous sets is that if the 
system state S(N-1) reaches set Or(N-1), there exists an admissible control vector that 
can transfer it to an acceptable terminal state S(N) for any input vector in Ow(N-1). 
One can proceed similarly to define the modified and reduced state sets for the 
previous time: 
O,,.(N-1) = {SER 11 : [S + G(N-2) w(N-2)] E 0,(N-1), (2.S) 
'V w(N-2) E Ow(N-2)}, 
(Note that Om(N-1) is defined based on Or(N-1), not Os(N-1).) 
O,(N-2) = {SE08(N-2): 3 u(N-2) E O"(N-2): (2.6) 
[A(N-2) S + B(N-2) u(N-2)] E O,,.(N-1)} . 
Thus, if the system reaches set Om(N-2), there exist control vectors u(N-2) and u(N-1) 
such that states S(N-1) and S(N) remain within the acceptable limits for any input 
realizations {w(N-2), w(N-1)} from the specified input sets. 
The previous considerations can recursively be repeated in the reverse time direction, 
k = N-3, N-4, ... , 0. The problem has a feasible solution (i.e., there exist a control 
sequence able to keep the state vectors within their acceptable sets) if the sets thus 
derived are nonempty and the reduced state set Or(O) includes the initial state vector 
S(O). Note, however, that the previous solution process does not determine which 
controls to use. Specific control vectors can be selected only as the system evolves 
and the state variable values become known. This and other related issues will 
further be discussed in Section 2.5. 
As usual, dynamic programming leads to a theoretically elegant solution. The 
practical implementation of this solution, however, presents an equally elegant 
6 
D 5 D 5 
8 8 ~ 8 
Ou(N-2) 0 (N-2) w 
Ou(N-1) 0 (N-1) w 
Figure 2.1: Dynamic Programming Solution of the Set Control Problem 
7 
challenge. Glover and Schweppe /1971] and Bertsekas and Rhodes /1971] proposed 
ellipsoidal approximation algorithms based on Schweppe's bounding 
ellipsoidalapproximation theory [Schweppe, 1973]. The idea is to approximate all sets 
by bounding ellipsoids and develop recursive relationships for the computation of the 
modified and reduced state sets. Since ellipsoids are characterized by their center 
vector and principal axes, the set computation is reduced to a recursive computation 
of these attributes. However, the required approximations quickly result in empty 
modified and reduced state sets, and the algorithms falsely indicate infeasibility. 
Another approach is to define state, control, and input sets as convex polyhedra and 
develop efficient procedures to compute the modified and reduced state sets. The 
modified and reduced state sets then are also convex polyhedra defined by their 
perpendicular vectors and support functions. This is the approach we adopt herein 
because it is exact and naturally suitable for water resources systems. 
Our work follows that of Bertsekas and Rhodes [1971] but also contains several 
extensions and refinements. A significant extension is the applicability to systems 
with unequal number of state and control variables, a case that arises frequently in 
water resources systems especially in the management of groundwater aquifers and 
wastewater treatment plants. Other new contributions include procedures for the 
computation of the reduced state set, the identification of set infeasibility and 
hyperplane redundancy, and the determination of the admissible control set in real 
time. Furthermore, the proofs included in this article are original and are based on 
the support function concept for convex sets presented by Schweppe /1973}. Finally, 
a comparison of the polyhedral and ellipsoidal approaches quantifies the 
suboptimality of the latter and illustrates how quickly it becomes infeasible. 
2.3 DERIVATION OF THE MODIFIED STATE SET Om(k) 
The modified state set Om(k), k=N, N-1, ... , 1, is defined by Equation (2.5). Om(k) 
includes all state vectors X such that vectors [X + G(k-l)w(k-1)] belong to the 
reduced state set Or(k) for any (or all) w(k-1) in Ow(k-1). Let Or(k) be a convex 
polyhedron in the n.-dimensional space R°' of the state vector elements S., S2, ••• , and 
S0 • (A polyhedron is a set bounded by hyperplanes. A hyperplane is a straight line 
in' R2 and a two-dimensional plane in R3• A set 0 is convex if the line segment 
joining any two points in 0 also belongs in 0.) Furthermore, let the reduced state 
set 0,(k) be known by its support function <Phi). (This information is available by the 
computations of the following section.) Namely, let Or(k) be the following set 
(Schweppe, 1973; Bishop and Phelps, 1963) 
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O,(k) = {S: S'11scl>,(11),/orall11,11'11=1}, 
where cl>,( 11) = maximum { S '11} . 
all SE D,(k) 
(2.7) 
Figure 2.2 provides a graphical interpretation of the support function in two 
dimensions and demonstrates that a convex polyhedron can be completely defined 
by the support function values at only a finite number of vectors ,,: the vectors 'Ii 
perpendicular to its bounding hyperplanes. Thus, we will assume that {Vk) is defined 
as follows: 
O,(k) = {S: S'11, s cl>,(11,), i = 1, ... ,n,}, (2.8) 
where Dr is the number of bounding hyperplanes. The use of unit vectors is only a 
matter of convenience and, especially in the case of polyhedra, non-unit vectors will 
also serve our purpose as long as the support function ¢() is defined accordingly. 
By our earlier definitions, the reduced state set {Vk), the modified state set Om(k), 
and the input set Ow(k-1) are related as follows: 
O,(k) = {S: S =X + G(k-l)w(k-1), foranyX E O,,.(k)andany w(k-1) E Ow(k-1)}. 
(2.9) 
The modified state set Om(k) will be completely defined if its support function value 
can be computed for any vector 'I· Let <PmO and <PwO represent the support functions 
of the modified state and input sets respectively. Then, 
cl>,(11) = maximum [X + G(k-l)w(k-1)]111 
XE Q•(k) 
w(k-1) E CJk-1) 
= maximumX'11 + maximum w'(k-l)G'(k-1)11 
X E C,.(k) W(k-1) E C.,(t-1) 
= cl>,,.(11) + cl>~,[G 1(k- l) 11], 
9 
(2.10) 
,,,,, == 1 
<1>r(11) ==maximum {S'11} = (OA) 
allSECr 
11i (support vector) 
S'11 = (OB) 
bounding hyperplane 
0 
Figure 2.2: The Support Function of a Convex Polyhedron 
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and therefore, 
Although Om(k) is now fully defined, it would be computationally more economical 
to restrict Equation (2.11) to vectors 'II perpendicular to its bounding hyperplanes. 
The hyperplanes of Om(k) are parallel to those of Or(k ), and consequently vectors { fli, 
i = 1, ... , Dr} associated with Equation (2.8) are sufficient for the definition of <l>mO and 
Om(k). 
Figure 2.3 provides a graphical proof of this fact by deriving set Om(k) from Or(k) and 
Oaw(k-1) in two dimensions. (Oaw(k-1) is the set including all vectors Gw(k-1).) 
Points (vectors) A, B, C, D, and E are on the boundary hyperplanes of Or(k). The 
dashed polygons originating from each point are obtained by subtracting the vectors 
defining the 00w(k-l) corner points. Set Om(k) is the polygon circumscribed by the 
interior corner points of the dashed polygons, as A, B, C, D, and E trace the 
periphery of Or(k). By construction, if a point (vector) belongs to Om(k), adding any 
vector within 00w(k-l) generates points (vectors) inside Or(k). 
In summary, the modified state set Om(k) can be determined as follows: 
O .. (k) = {X: X' 11, ~cl>,,.( 11,) = cl>,(11i) - cl>w[G'(k-1) 1Ji], i = 1, •.. ,n,}, 
where 11., i = 1, ... ,n,, are perpendicular to the bounding hyperplanes of Oik). 
(2.12) 
<f>w[G'(k-l)fli] can be specified by solving the following linear programming (LP) 
problem: 
Maximize J = w'G'(k-l)11i 
allw 
subject to (2.13) 
where ej, j = 1, ... ,flw, represent unit vectors perpendicular to the bounding hyperplanes 














It is finally possible that set Om(k) is empty or has fewer bounding hyperplanes than 
Or(k). Namely depending on the shape of Oaw(k-1), the previous operations may 
result in an empty Om(k) set or cause some hyperplanes to vanish. (One can easily 
envision this possibility with the aid of Figure 2.3.) If set Om(k) is empty, then the 
procedure stops at time k indicating that there does not exist an admissible control 
sequence that can meet the specified constraints. If Om(k) is nonempty, discarding 
unnecessary hyperplanes is generally desirable to reduce the computational overhead. 
To test for these two conditions, let rtrh ,\2, ... , ,\0 ) be any fixed unit vector and X(Xh 
X2, ••• , Xu) be any vector in Om(k). The projection of X on r is given by the inner 
I 
product 
J=X'C=X C +X C + ... +x C. 1 1 2 2 n. n. (2.14) 
The vector x· whose coordinates maximize (or minimize) J is a corner point of Om(k). 
(For example, (OC') in Figure 2.4 is the maximum projection length of all points in 
Om(k).) Thus, a corner point can be found by solving the following LP problem: 
Find X(X., X2, ••• , Xu) which maximize/minimize J given by Equation (2.14) subject 
to inequalities (2.12). If this problem has no feasible solution, set Om(k) is empty. 
Furthermore, if any single inequality is replaced by a strict equality, the solution of 
this Linear Program will provide a corner point on the associated hyperplane. 
However, if the hyperplane is redundant, LP will indicate infeasibility. The 
corresponding inequality and hyperplane can then be discarded. This procedure 
should be repeated nr times to test the redundancy of all hyperplanes. One can avoid 
multiple LP solutions by selecting a vector r which is not perpendicular to any 
hyperplane. To guarantee this fact, r should not be collinear with any vector fli, 
i= l, ... ,nr 
The previous procedure identifies hyperplanes which are completely outside the set 
Om(k). However, redundant hyperplanes are also those that pass through a single 
corner point of this set. To discard these hyperplanes, one can repeat the above 
procedure using two unit vectors that are negative of one another. If both problems 







Figure 2.4: Determining the Corner Points of nm(k) 
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2.4 DERIVATION OF THE REDUCED STATE SETS 0,(k) 
The reduced state set OrCk), k = N-1, N-2, ... , 0, was defined as follows (cf. Equation 
(2.6)): 
0,(k) = {SeO.,(k): 3 u(k) E O.,(k): [A(k) S + B(k) u(k)] E O'"(k+ 1)} . (
2
.lS) 
The derivation of Or(k) involves the following set operations: (1) Derivation of set 
Oeu(k) including all vectors B(k)u(k) such that u(k) E Ou(k); (2) Derivation of set 
OAs(k) with all vectors X such that there exist vectors (at least one) in Oeu(k) that 
transfer [X + B(k)u(k)] in Om(k+ 1); (3) Derivation of set 00 (k) including all 
vectors S such that A(k)S E OAs(k); and (4) Derivation of Or(k) = Oo(k) n 08(k) 
(set intersection), where 08(k) denotes the admissible state set (depicted in Figure 
2.1). 
For the first set operation, the problem is as follows: Given that Ou(k) is defined by 
O,,(k) = {11: u1v1scl>,,(vi),i=1, ... ,n,,}, (2.16) 
namely, by the values of its support function at the vectors perpendicular to its 
bounding hyperplanes, find the vectors perpendicular to the hyperplanes of 08u(k) 
and the associated support function values. The following result holds for the case 
where B(k) is an invertible matrix (see appendix for a proof): 
O.&(k) = {X: x'o, s cl>,,(v1), i = 1, .•. ,n,,}, 
(2.17) 
where o, = (B'(k)r1 v., i = 1, .•. ,n,,. 
If there are more B(k) rows than columns (most usual case when B(k) is not 
invertible), one can still use the previous result by augmenting B(k) (and the state 
equations) to include columns corresponding to fictitious control variables with empty 
feasible ranges. This technique is further discussed and illustrated in the companion 
article. If the rank of B(k) is less than the dimension of its rows or columns, in all 
likelihood the state equations are ill-posed and some may be redundant. 
The second set operation calls for the derivation of set OAs(k) with all vectors X such 
that there exist vectors in Oeu(k) which transfer [X + B(k )u(k)] in Om(k + 1 ). The 
above is equivalent to finding a set OAS(k) such that for all vectors Z E Om(k+ 1) and 
Y E Reu(k), there holds Z + Y = X E OAs(k). The equivalence of these two 
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statements can be easily demonstrated by showing that the set OAs(k) corresponding 
to the first statement is a subset of the set corresponding to the second and vice-
versa. Thus, OAs(k) is the vector sum of Om(k+ 1) and 0-Bu(k), where O_Bu(k) is the set 
including all vectors [-B(k)u(k)]. As shown in the previous section (Equation 2.10), 
the support function of OAs(k) can then be computed from the support functions of 
Om(k+ 1) and O_Bu(k) as follows: 
cl> ..u( 11) = maximum [Z + Y] 111 
z e a.c.t•t> 
YeC_,_(.t) 
= maximum Z '11 + maximum Y '11 
z e a.c1•1) Ye a_.ck> 
= cl>,,.(11) + ,_.(11), 
all 11' 11 = 1. 
(2.18) 
In the above equation, the support vectors and function of 0-Bu(k) have not been 
defined. However, using the support function definition (2.7), one can easily show 
that the support vectors of 0-Bu(k) are negatives of the 08u(k) support vectors, while 
the support function values remain the same. 
The minimal set of vectors '1 where the support function has to be evaluated includes 
all vectors perpendicular to the hyperplanes of both Om(k+ 1) and 0_8u(k). Thus, 
OAs(k) is defined by 
0.,u(k) = {X: X'11,~cl> .. (111) +cl>_a.,(11,), i = 1, ... ,n,,., and 
(2.19) 
where <Pm( 'li), i = 1, ... ,n.n, are provided by the computations of the previous section 
(Equation 2.12 and discussion thereafter) and <J>_Bu(-8j),j=l, ..• ,flu, are equal to <l>Bu(O), 
j = l, ... ,flu as explained earlier. Figure 2.5 illustrates how OAs(k) is graphically 
constructed in two dimensions. Let ABCD represent set Om(k + 1 ). Hyperplanes 
A'D', D'C', C'B', and AB' (solid lines) of OAs(k) are respectively parallel to 
hyperplanes AD, DC, CB, and AB of Om(k+ 1) and include points which can be 
transferred to Om(k+ 1) only by a single corner point of OBu(k). The additional 
hyperplanes needed to define OAs(k), namely, A'A', A'A', C'C', and B'B', are 
parallel to those of flau(k) which is the set symmetric to 08u(k) about the origin. The 
sets resulting by subtracting the corner point vectors of 08u(k) from each corner point 
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of Om(k + 1) (dashed line polygons in Figure 2.5) are simply parallel translations of 
Osu(k) as though each corner point of Om{k+ 1) were the origin of the axes. Namely, 
OAs(k) is the polyhedron circumscribed by the exterior corner points of 'tu(k) as it 
traces the periphery of Om(k + 1 ). 
The third set operation calls for determining set 00 (k) from OAs(k). By noting that 
S = A-1 (AS) and applying the lemma associated with Equation (2.17), set 0 0{k) can 
be determined by 
(2.20) 
where p, = A 1(k)e,, i = 1, ... ,n ... s, 
and ei, i = 1, ... ,nAs, includes all vectors 1Ji, i = 1, ... ,1\n, and 8j, j = 1, ... ,nu, associated with 
Equation (2.19) (nAs=Dm+flu}. 
Finally, set Or(k) can be derived as the intersection of 0 0 {k) and Os(k). In 
mathematical form, this intersection is determined by 
C,(k) = {X:X1't1 ~minimum[cf>sC't1 ),cf>0('t1 )],i=1, ... ,ns,and 
(2.21) 
where </>8{}, Ti, i = 1, ... ,n8, represent the support function and associated vector set for 
08(k), and c/>0 (}, P;, j = 1, ... ,n°' represent the support function and associated vector set 
for 0 0 {k). The validity of the above statement is illustrated in Figure 2.6. 
As with the modified state set, some of the hyperplanes associated with the reduced 
state set computed above may be redundant and should be discarded using the 
procedure outlined at the end of the previous section. 
2.5. REAL·TIME IMPLEMENTATION 
The computation of the modified and reduced state sets can thus proceed from the 
terminal time N to the initial time 0. The problem has a solution (namely, there 
exists a feasible control sequence that guarantees that the state variables will remain 
within their admissible limits for any input realization within the specified input sets) 
if the reduced state set Or(O) at time 0 is nonempty and includes the initial state 
vector S(O). The determination of these solutions has yet to be discussed. 
Assuming that S(O) is known, the state equation describes the transition to state S(l} 
17 
by 
S(l) = A(O) S(O) + B(O) u(O) + G(O) w(O). (2.22) 
The issue here is to determine an admissible control subset whose vectors guarantee 
that whatever the input w(O), the state S(l) will be within the reduced state set Or(l). 
Equivalently, this subset should be such that vector (A(O)S(O) + B(O)u(O)] always 
belongs in the modified state set Om(l). The set Oeu(O) that satisfies this requirement 
is obviously a parallel translation of Om(l) by the vector A(O)S(O). More formally, 
Oeu(O) can be defined by 
o .. co) = {X: X'11,::; t,..(11,) -S'(O)A 1(0)1lp i = 1, ... ,n,,.}' (2.23) 
where <Pm(), fli, i = l, ... ,11ui, represent the support function and associated vector set for 
Om(l) already determined by the DP procedure. 
The admissible control set Oc(O) can finally be obtained from the lemma associated 
with Equation (2.17) and an intersection with Ou(O) (Equation 2.21). Any control 
vector in the set Oc(O) guarantees that (a) state S(l) will be feasible and {b) there 
will exist u(k), k = 1,2, ... ,N-1, vector sequences which will produce feasible states all 
through the control horizon. Subsequent sets Oc(k), k= 1,2, ... ,N-1, can be obtained 
by similar considerations as the system evolves and the state values S(k), k = 1,2, ... ,N-
1, become known. 
2.6. AN ExAMPLE 
To provide some computational insight for the theory presented earlier, we first solve 
a two-dimensional problem with four time steps. The state equation is as follows: 
(2.24) 
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Figure 2.6: Set Intersection 
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{
Os: S1(k) s: 10} 
Os(k) = ,k=0,1,2,3,4, 
0 s: S2(k) s: 15 
{
0 S: W1(k) S: 3} 
Cw(k) = , k=0,1,2,3, 
0 S: W2(k) S: 3 
(2.25) 
{
0 S: U1(k) S: 2} 
O.,(k) = , k = 0,1,2,3. 
0::;; "2(k)::;; 2 
It is noted that the above formulation could represent a two-reservoir cascade. In 
hyperplane form, the constraints become 
Os 
1 S1(k) + 0 S2(k) s: 10 
(-1) S1(k) + OS2(k) :s; 0 , 
0 S1(k) + 1 S2(k) s: 15 
OS1(k) +(-l)S2(k) s:O 
1 w1(k) + 0 W2(k) S: 3 
(-l)w1(k)+Ow2(k)s:O , 
0 w1(k) + 1 W2(k) S: 3 
Ow1(k) + (-l)w2(k) s:O 
1 U1(k) + 0 u2(k) S: 2 
(-1) u1(k) + Ou2(k) s: 0 , 
0 U1(k) + 1 u2(k) :s; 2 
0 U1(k) + (-1) "2(k) S: 0 
(2.26) 
where the support function (</>(71)) values are given by the right-hand side of the 
above inequalities, and the coordinates of the associated vectors ( 11) are the 
coefficients on the left-hand side. In this example, the constraint sets and matrices 
A, B, and G are time-invariant. 
Computation of Sets o. and o_. 
Let X& = [X&i X0u2]' denote any vector in set Olka. Then, the support function 
and vectors of this set are given by (Eq.2.17): 
Oa.,={Xa.: XJ,,,(B)-1v1 s: 4>.,(v,), i=l, ... ,4} (2.27) 
where "• and <Pu(,,i) are the support vector and support function value of set Ou 
respectively, 
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[-1 -1) (B~-1= 0 -1 ' 
V1 =[1 OJ' cl>,,(v1)=2 
V2=[-l OJ' cl>,.(vi)=O 
v3=[01J
1 cl>,.(vJ=2 
v4:[0 -lJ' cl>,.(vJ:O 
After performing the indicated matrix-vector multiplication, one obtains 
Cl& 
-X.&1 + OXBu2 :s: 2 
X.&1 +OXBu2:s:0 
-X.&1 -XBu2 :s: 2 




By changing the sign of the left-hand side coefficients, we get set 0-&· Namely, 
Cl_& 
Computation of 0,,.(4) 
X.&1 +OX.Bu2:s:2 
-X.&1 +OXBu2:s:0 
X111" + X.11u2 :s: 2 
-X.&J -XBu2 :s: 0 
(2.31) 
Reduced state set Or( 4) is the same as 08( 4 ), and therefore its support function 
vectors are known. Let Sm= [Sm1 Sm2]' denote any vector in set Om( 4 ). Then, set Om( 4) 
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is given by Equation (2.12): 
c.(4)={S.: S~111 ~ +.<11~ = +,<11~ - +w<G'111), i=l, .•• ,4}, (2.32) 
where 'Ii are the support vectors of Or( 4) as follows (Eq. 2.26): 
111 =[1 OJ' +,<111)=10 
112=[-l OJ' +,C11J=O 
113=[0 lJ' +,C11J=lS 
11,=[0 -1]' +,<11..>=0 
<f>w[G''A] can be generally computed by solving the following LP problem: 
Maximize w'G'111 
Subject to wECw, 
(2.33) 
(2.34) 
where Ow is given by (2.26). The optimal value of w'G''li represents 4>w[G''li]. 
In this example, this optimization problem has a simple solution as illustrated for 
their support vector ,,1: 
[
Maximize w'G'111 = +wlG'111J] = [ Maximize W1 ] _ 
3 
(2•35) 
Subject to wECw Subject to wECw 
Thus, the Om(4) hyperplane associated with ,,1 is 
s~ [~] s 10-3 = 1. (2.36) 
Similarly, we can compute the other three hyperplanes and specify Om(4): 
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0.,(4) 
S.,1+0Slfll -s. 7 
-S.,1 +OS.a -s. 0 
OS..i + 1 Slfll -s. 12 
os .. 1 - 1 slfll -s. o 
(2.37) 
After the specification of all relevant hyperplanes, one should check whether the om 
set is nonempty and whether it includes redundant hyperplanes. Redundant 
hyperplanes should be discarded because they unnecessarily increase computational 
requirement. Procedures for performing these tasks have been outlined in Section 
2.3. In this cases, the set is nonempty and does not include redundant hyperplanes. 
Computation of set O,.s 
Let XAS = [XAst XAs21' denote any vector in set OAs· Then, OAs is given by (Eq. 
2.19): 
Od3)={XAS: X~5111-s.<l>.,('1~+4>_8u(111), i=l, ... ,4, 
xisa1 -s. <l>,,.(6)+4>_8J6), j=l, ... ,4} 
(2.38) 
where J1i are the support vectors of set Om( 4 ), and IJj are the support vectors of set 
O.Bu· For each 1Ji and IJj, <1>m(1Ji) and </>.Bu(IJj) are known. To compute </>.s.l11i) and <Pm(IJj), 
one needs to solve the following LP problems: 
Maximize X~111 = 4>-a.<11,) 
Subject to X..,Eo_. 
and 
Maximize S~61 = <l>.,(0~ 
Subject to s.E0.,(4) 
The results are summarized below: 
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(2.39) 


















x ASl +OXAS2 s;9 
-x ASl +OX AS2 s;O 
oxAS1 + x ... s2 s:14 
OX ASl - X AS2 s;2 
x ASJ +OX AS2 s;9 
-x ASJ +OX AS2 s;O 











It is noted that some of the above hyperplanes may be repetitive. To avoid 
unnecessary calculations and computer memory overtaxing, one should remove these 
hyperplanes from OAs before proceeding. In this example, two hyperplanes are 
repetitive because set O.Bu and Om( 4) share two common support vectors. After 
removing these hyperplanes, OAs is given by 
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Computation of Oi3) from OAS(3) 
0~3) 
x.u1 + ox ... 82 s 9 
-X.u1+ OX.u2 s 0 
OX.u1+ X.u2 s 14 
OX.u1 - XAS:Z s 2 
X.u1+ XAS:Z s 21 
-x.u1- x.AS2 so 
(2.42) 
Let X0 = [Xa1 X02]' denote any vector in set 00 (3). Since A is an identity matrix 
in this example, 0 0 (3) equals OA8(3) according to Eq. (2.20). Namely, 
Computation of Ol3) 
00(3) 
Xa1+0Xa2 s9 
-xal + oxa2 :s; 0 
oxal + xa2 s 14 
oxal- xa2 s 2 
xal + xa2 s 21 
-Xa1-Xa2 s 0 
(2.43) 
Let Sr= [Sri Sa]' denote any vector in set Or(3 ). 0,(3) is determined from the 
intersection of 0 0 (3 ) and 0,(3)( Eq. 2.21): 
0,(3)={S,.: s:'t1 :s:Min[4>.,('t1),4>lt~], i=l, ... ,n", 
s:pJ s Min[4>
6
(p),4>0 (p)], j=l, •.• ,n0 } • 
(2.44) 
where Ti and t/>lTi) are the support vectors and function of set 0,(3), while Pi and 
t/>j(pj) are the support vectors and function of set 0 0 (3). 
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Again, </>0 ( 1') and </>,(Pj) are unknown but can be computed by solving LP problems 
similar to those formulated earlier. The results are given below 
-r1 =-[1 0]
1 4>.,( 'ti)-10 
-r2 =[ -10]
1 4>.,(-rJ-0 
't3=[0 1]1 4>.,(-r~=lS 









Ps=[l l]' 4>,,(ps)=25 
p,=[-1 -1]1 4>,,(pJ=O 
The corresponding set Or(3) is defined by 
0,(3) 
S,1+ OS,2 s 9 
-S,1 + OS,2 s 0 
OS,1 + S,2 s 14 
OS,1-S,2 s 0 
S,1+ OS,2 s 9 
-S,1 + OS,2 s 0 
OS,1+ S,2 s 14 
Os,1- S,2 s 0 
S,1+ S,2 s 21 


















S,1 + OS,2 :s: 9 
-S,1 + OS,2 :s: 0 
OS,1 + S,2 :s: 14 . 
OS,1-S,2 :s: 0 
S,1+ S,2 :s: 21 
(2.47) 
The above procedure is repeated to compute sets 0.(3), Or(2), 0.(2), 0,(1),0m{l), 
0,(0). These sets are summarized in Table 2.1. 
Computation of the admissible control set Ocf O) 
The admissible control set Oc(O) can be computed by the procedure described in 
Section 2.5. 
First, the admissible set Oeu{O) is computed by Eq.(23). Let X8 u = [Xaut XBu2]' denote 
any vector in set Oeu(O). Then, Oeu(O) is given by: 
Os..(O)={X..,:X~11, :s: 4>,,.(11~-S'(O)A'11" i=l, ... ,4}, (2.48) 
where <Pm( 1Ji), iJi, i = 1, ... ,4, represent the support function and associated vector set for 
Om(l) given in Table 2.1. S(0)=[4,4]' is the initial state. 
Substituting the initial state vector into Eq. (2.23), we have 
111 =[l 0]
1 
•.<111)=4 S 1(0) A '111 =4 
112 =[-10]
1 4>,,.(11J=O S 1(0) A '112 = -4 (2.49) 
113=[0 -1]' 4>,,.(11~=0 S 1(0) A '113 = -4 
11,=[11]1 •.<11,.>=7 S 
1(0) A '11, =8 
Thus, the corresponding admissible set Oeu(O) is 
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c.co> 
x.1 + ox&a s: o 
-x.1+ OXBu2s: 4 
ox.1- xBu2s: 4 
Xa.1 + X&as: -1 
(2.50) 
Secondly, 00 (0) is computed from OBu(O). Let X.. = [X..hXui]' denote any vector in set 
0 0 (0). 0 0 (0) is obtained by Eq.(2.20): 
(2.51) 
where eb q)Bu(ei) are the support vector and support function of 08u(O), respectively. 
After performing the indicated matrix-vector multiplication, one obtains 
Cl,.(0) 
-x,.1 + ox.u.2 s: o 
x,,1 + ox.u.2 s: 4 
- X,.1 + X.u.2 s: 4 
OX,,1 - Xlll s; - 1 
(2.52) 
Finally, the admissible control set Oc(O) is given by the intersection of Ou(O) and Ou. 
Let uc = [uchuc2l' denote any vector in set Oc(O). then, Oc(O) is given by (Eq~ 2.21): 
Clc(O):: { ue: u:11, s; Min l+c(1J), +,.(111)], i:: 1, ... ,4, 
and u:v1 s:Min[cl>c(v),cl>,.(v1)], j-=1, .... ,4} 
(2.53) 
Vectors 1Ji and ,,j are support vectors of 00 (0) and Ou respectively. q)0 ('1i) and 4>c(P) 
are unknown but can be computed by solving the following LP problems: 
29 
Maximize 11: 111 = • .,( 11) 
Subject to ueEC.,(0) 
Maximi:,e 11 1v1 = •c<v) 
Subject to uECl.,. 




112=[1 O]' •c<11J=4 • .. <11J=2 
113=[ -11]1 •c<11J=4 • .. <11J=2 
11 .. =[0 -1]' •c<11J=-l • .. <11J=O 
Vi =[1 O]' •c<v1)=4 •.,{v1)=2 
V2=[-l OJ' •c<vJ=O • .. <vJ=O 
"'13=[01]1 •c<vJ=8 •.,{v~=2 




The admissible control set Oc(O) is then defined by 
Qc(O) 
-ucJ + Ouc2 s 0 
ucl+ Ouc2 s 2 
-ucl+ "c2 s 2 
Oucl- Uc2 S -1 
Ucl+ Ouc2 S 2 
-ucJ + Ouc2 s 0 
Oucl+ Uc2 S 2 
Oucl - Uc2 S -1 
After discarding the repeated hyperplanes, this set becomes 
Oc(O) 
Ucl+ Ouc2 S 2 
-ucJ + Ouc2 s 0 
OucJ+ uc2 s 2 
Oucl- Uc2 S -1 
(2.56) 
(2.57) 
2.7 COMPARISON OF POLYHEDRAL AND ELLIPSOIDAL SET CONTROL ALGORITHMS 
The second computational experiment aims at comparing the polyhedral control 
algorithm discussed earlier with an ellipsoidal approximation algorithm proposed by 
Bertsekas and Rhodes [1971]. The basis of this approach is to create ellipsoidal 
approximations of all sets and develop recursive relationships for the ellipsoid centers 
and principle axes. These relationships are similar to the Ricatti equations 
encountered in Linear Quadratic Gaussian control problems. Since these equations 
can be solved recursively, they present computational advantages for large systems. 
The system is again described by Equation (2.24) and the state, input, and control 
sets are as follows: 
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Figure 2.7: State and Control Sets for the Example 
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{
-37.5 s S1(k) s 37.5} 
Os(k) = , k=0,1, ... ,15, 
-31 s S2(k) s 31 
{
-10 S W1(k) S 10} 
Ow(k) = , k = 0, 1, ... , 14, 
-15 S w2(k) S 15 
(2.58) 
{
-10 S U1(k) S 10} 
O.,(k) = , k=0,1, ... ,14. 
-22 s Ui(k) s 22 
For the ellipsoidal approximation algorithm, the state, input, and control sets are the 
smallest ellipses enveloping the previous rectangles. 
Figure 2.8 portrays the resulting modified and reduced state sets for both set 
computation approaches at times 15, 14, 13, 12, 1, and 0. Until time 12, both 
approaches produce feasible results, although the polyhedral modified and reduced 
sets are significantly larger. At time 11, the ellipsoidal algorithm terminates 
indicating infeasibility, while the polyhedral approach remains feasible until time 0. 
This experiment shows that the required ellipsoidal approximations underestimate 
the feasible regions and cause early algorithm termination. Given that the polyhedral 
algorithm is fairly efficient (see computational time estimates in companion article), 
this suboptimality of the ellipsoidal set control approach is a major weakness. 
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Table 2.1: Modified and Reduced State Sets for the Example 
N 0.(N) Or(N) 
4 ts.., + os-2s1 
c- t)s.., + os-2 so 
os.1 + t s-2 s t2 
OS111 + (-t)S-2 s 0 
3 ts.., + os-2 s 6 tS1 +OS2s9 
c- t)s.., + os-2 so c - t > s 1 + o s2 s o 
os.., + t s-2 s 11 os1 + ts2 s t4 
os.1 + c-t)S-2 so OSI+ (-t)S2 s 0 
tS111 + tS-2 s ts tS1 +tS2s21 
2 ts1 + os2 s s 1s1 + os2 s a 
(-t)S1 +OS2s0 ( - t) SI + 0 S2 s 0 
os1 + ts2 s to OSI+ tS2 s t3 
OSI+ (-t)S2 s 0 o s1 + c -1) s2 s o 
tS1 +tS2s11 tS1 + 1S2 s t7 
tS1 +OS2 s4 tS1 +OS2s7 
( -1) S1 + OS2 s 0 c -1 > s1 + o s2 s o 
OSI+ (-t)S2 s 0 OSI+ tS2 s t2 
tS1 + tS2 s 7 os1 + c-1)s2 so 
tS1 + 1S2 s 13 
0 1S1 +OS2 s6 
( -1) S1 + OS2 s 0 
os1 + c - t > s2 s o 
1S1 +1S2 s 9 
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3. APWCATION TO RESERVOIR MANAGEMENT 
3.1 INTRODUCTION 
The need to handle uncertainty in reservoir management is widely recognized by 
practicing and research professionals and continues to motivate new management 
approaches [Foufoula-Georgiou and Kitanidis, 1988, Kelman et al, 1990, Georgakakos, 
1989, 1992]. The common theme is to rely on probability theory to model random 
quantities and then develop suitable optimization schemes to control the probability 
distribution of storage, release, energy generation, and other key system variables. 
The basic suppositions are (a) that enough data are available to validate the 
descriptions of the uncertain elements and (b) that the system operator has the 
ability to balance abstract concepts, such as risks of not meeting certain objectives 
or expected output levels, among themselves and over time. 
Data availability undermines stochastic methods when they are most valuable: during 
hydrologic extremes. Data deficiencies for extreme floods and droughts usually 
weaken model predictions and limit management options. What is more, potentially 
new climatic regimes may totally invalidate existing observation records. 
Amidst crises situations, system operators are also faced with nontrivial challenges. 
At the onset of droughts, they must decide whether to reduce outflow or continue 
with their normal release schedules. In retrospect, one option is better than the 
other, but at the time when the decision is made each option involves risks. 
Anticipating floods, reservoir operators should evacuate enough storage to avoid 
damage-causing outflows and energy-wasting spillage. Over- or under-estimating this 
storage again involves risks. Risks are associated with almost every decision in 
reservoir operations, but it is unclear how reservoir operators should try to appreciate 
and balance them. Stochastic management methods are useful, but they can only 
control the probability of extreme events and not their magnitude [ Georgakakos, 
1989]. And, as already mentioned, probability estimates can only be as good as the 
available data. 
As an alternative, in this work we develop operational choices that are easier to 
understand and offer some guarantees. Using the set control approach, we derive 
sets of control actions guaranteeing that the system will meet its constraints (satisfy 
water supplies, maintain outflow below damaging levels, or cover a dependable 
energy commitment). The guarantees are valid for a certain length of time and for 
all inflow sequences bounded by specific ranges. The inflow bounds are selected by 
the operator and should reflect extreme hydrologic circumstances against which the 
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Figure 3.1: Reservoir Inflow Ranges 
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sets and the length of the operational horizon during which the system can fully meet 
the stated constraints. Bounds associated with more extreme hydrologies result in 
shorter guaranteed operational horizons and smaller admissible control sets. 
Although this judgement involves risks, it is also more meaningful and reassuring, 
especially during crises. The operators can select any control action within the 
specified sets and be confident that the system will not violate the stated constraints 
at least for the duration of the operational horizon. 
This article examines this approach as it applies to flood and drought management 
and hydropower operations and illustrates through examples how some apparent 
method limitations can be overcome. Potential applications for reservoir design and 
operational policy determination are also briefly discussed. 
3.2 FLOOD AND DROUGHT MANAGEMENT / RESERVOIR DESIGN 
The following discussion, although general, will make reference to a three-reservoir 
cascade as an example and test case study. This system is located on the Savannah 
River in the southeastern U.S. and is described in Georgakakos [1989, 1992]. For 
the purposes of this section (namely, to investigate issues exclusive of hydropower), 
the system is modelled by the following water balance state equation: 
S1(/r.+ 1) 1 0 0 S1(/r.) -1 0 
~J 
"1(/r.) 1 0 0 w1(k) 
S2(/r.+ 1) = 0 1 0 S2(k) + 1 -1 "2(/r.) + 0 1 0 w2(/r.) , (3.1) 
S3(/r.+ 1) 0 0 1 S3(1r.) 0 1 u3(k) 0 0 1 w3(k) 
k = O,l, ... ,N-1, 
where Si(k), ui(k), and wi(k) respectively represent storage, release, and inflow 
volumes for reservoir i = 1,2,3. Table 3.1 reports permissible storage and release 
ranges reflecting water conservation and flood control objectives, and Figure 3.1 
depicts the weekly inflow ranges. These ranges were obtained, somewhat arbitrarily, 
using the third lowest and third highest inflow values on record ( 63 years). 
The first question is whether the system can control inflows without violating the 
stated constraints, namely, without effecting water shortages (where u3(k) < 2.2 
billion cubic feet/week) or damage-causing outflows (where u3(k) > 18 bcf/week). 
The answer is far from obvious since system inflow (w1{k)+w2(k)+w3(k)) saturates 
the admissible range of u3(k) for more than one third of the year (rainy season). 
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Table 3.1: Reservoir Storage and Release Constraints 
Minimum Maximum 
Reservoir 1 
Storage (bet) 79.25 123.8 
Release (bcf / week) 0.0 18.0 
Reservoir 2 
Storage (bet) 34.2 50.8 
Release (bcf /week) 0.0 18.0 
Reservoir 3 
Storage (bet) 69.71 125.95 
Release (bcf/week) 2.2 18.0 
To provide a partial answer to this question, we ran the set control algorithm with 
a time horizon of 52 weeks. The algorithm terminated successfully and generated 
the following reduced state set at time zero: 
(-0.7071)S1 + (-0.707l)S2 + OS3 s:; -80.2213 
0.5774S1 + O.S774S2 + 0.5774S3 ~ 140.4670 
-0.5774)S1 + (-O.S774)S2 + (-0.5774)S3 ~ -129.8806 
1 S1 + OS2 + OS3 s:; 123.8 
0,(0) = (-l)Sl + os2 + OS3 s:; -79.2S (3.2) 
osl + lS2 + OS3 ~ 50.8 
OSI + (-l)S2 + OS3 ~ -34.2 
os1 + os2 + 1 S3 ~ 125.93 
os1 + os2 + (-l)S3 ~ -69.71 
H this set contains the initial storage values, there exist feasible release sequences 
that maintain all reservoir storages within their acceptable limits independently of 
what inflows materialize, provided that they are within the specified bounds. The 
set of admissible control actions that guarantee feasibility is also determined for 
initial storage values S1(0)= 100, S2(0)=45, and S3(0)=95 bcf: 
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0.7071 u1 + (-0.7071)u2 + Ou3 :s: 2.7209 
(-0.7071)u1 +0.7071u2 + Ou3 s 7.7442 
1 u1 + 014i + Ou3 ~ 18.0 
(- l)Kl + 014i + OK3 ~ 0.0 
0K1 + 1 "2 + Ou3 ~ 18.0 
Ou1 + (-l)14i + Ou3 ~ 0.0 
Ou1 + 014i + lu3 s 17.2403 
Ou1 + Ou2 + (-l)u3 :s: -14.7040 
(3.3) 
To test the validity of the results, we ran simulation experiments. Each simulation 
began with the generation of a 52-week, random inflow sequence for each system 
reservoir. These sequences can be determined in several ways. One approach is to 
generate inflow values uniformly (equally likely) within each weekly range. The 
result would be a totally random sequence, but one with very little probability of 
being consistently high or low (as in wet and dry years). Furthermore, the yearly 
volume of such sequences usually has a much wider range than actually observed. 
To avoid these inconsistencies, the inflow sequences were constructed as follows: 
The yearly inflow ranges for the entire system and each reservoir were first 
determined using the third lowest and third highest annual inflows on record. A 
uniform value within each range was then generated. Next, the annual inflow values 
of each reservoir were appropriately normalized to agree with the system value. 
Lastly, uniform inflows were obtained within each weekly range and subsequently 
adjusted to conform to the respective annual inflow values for each reservoir. 
At each time period k (week) of the simulation horizon, a control vector was also 
randomly generated from the corresponding real-time control set nc(k). The inflow 
and control vectors were then used in Equation (3.1) to determine the storage values 
for the next time step k + 1. Based on these values and the reduced and modified 
state sets derived by the set control approach for time k + 2, a new real-time control 
set nc(k+ 1) was determined and the procedure was repeated until the end of the 
year. The simulation process was applied to 30 different random inflow sequences 
with the results shown on Figure 3.2. The figure includes the simulated storage and 
release sequences (solid lines) along with their associated bounds (dashed lines) and 
indicates that the set control approach accomplishes the objective of maintaining 
system storages within their limits using only feasible releases. The fact that the 
reservoirs experience drawdowns is a consequence of the manner in which the 
applied releases are obtained. Random release selection from the nc(k) sets leads 
to reservoir depletion. Note, however, that this does not forewarn that the control 
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process will become infeasible. What will happen is that sets nc(k) will shift towards 
low release regions of the feasible control sets nu(k). 
To see the effect of other selection rules, we ran additional simulation experiments 
using the release vector associated with the nc(k) comer point closest to the axis 
origin (Figure 3.3). The system is again contained within the specified constraints in 
all simulations, but reservoir storages now tend to be in the proximity of their upper 
bounds. The applied releases are generally lower than in the previous case, although 
specific release levels may be higher depending on the seasonal inflow range and the 
value of storage. 
Hence, the selection of applied releases can drastically influence the state of the 
system, this being a strength and an open question. From the operational point of 
view and especially during crises, it is comforting to know that any control action 
from the nc(k) sets will not force violation of the stated bounds. However, a relevant 
question is how to establish an appropriate selection mechanism to coerce the system 
to evolve in a desirable manner. Desirability implies that each possible system 
sequence has some distinct value to the system users, and this premise is beyond the 
stated scope of the set control approach which simply aims to guarantee system 
feasibility. Nevertheless, it is a question of practical interest and will be taken up 
again in the conclusion section. 
The purpose of the above experiments was to see whether the system is controllable 
in view of the imposed constraints. The answer was positive but partial because the 
results do not guarantee feasibility beyond the 52·week control horizon. In fact if the 
control horizon is extended to over 90 weeks, the set control approach terminates 
identifying empty modified state sets. Infeasibility means that there is no guarantee 
that the system can be contained within the stated limits so far in advance. The 
reason is that the minimum required release of 2.2 bcf/week from the 3rd reservoir 
is higher than the average lower inflow bound (-1.396 bcf/week). Eventually, this 
disparity renders the process infeasible. Note, however, that infeasibilities may 
occur even if average inflow is higher than the required draft. Such is the case when 
the upper release bound of the third reservoir is reduced below 16 bcf /week, despite 
an average upper inflow bound of 13.9 bcf/week. The process becomes infeasible 
due to large seasonal inflow bound fluctuations. 
To understand the nature of the solution when no infeasibility is encountered, we ran 
a 5-year (260-week) control experiment with a lower release bound of 1.39 bcf /week. 
The results show that after the first year (as the solution proceeds backwards), the 
modified and reduced state sets exhibit annual periodicity. For the problem stated, 
41 





75 -..................... ,..,.,..,.......,..,....-..-.-~.,..,......~ .................... ~~ ........... .......,.,.. 
0 




Figure 3.2 Simulation with random release section. 
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the reduced state sets determine the regions where the storages ought to be located 
in any given week so that the system can continue its feasible operation 
independently of inflow realization. In an attempt to visualize these three 
dimensional sets, Figure 3.4a shows the projection of the minimum set distance on 
the storage of the 3rd reservoir (solid lines). The shapes for the other reservoirs are 
identical but contained within the respective bounds. The lower boundary of these 
regions reflects drought concerns, building up at the beginning of the dry season and 
easing off as time progresses. During the same period and with no fear of floods, the 
system can maintain high storages, while the rest of the time, it must make room for 
high inflows. By contrast, Figure 3.4b gives the same results when the lower bound 
for u3 is 2.2 bcf/week. The figure shows how quickly the feasible region contracts 
as its lower boundary rises to guarantee a higher draft. Eventually the reduced set 
becomes empty and the procedure is unable to guarantee feasibility so far in 
advance. The length of the feasible horizon depends on the seasonal and relative 
variation of inflow, storage, and release constraints and is a measure of system 
reliability. In particular, if inflows are more predictable (smaller ranges), the 
reduced state and feasible control sets become larger (available operational options 
increase) and the system can be guaranteed to meet the operational requirements 
longer. 
The reduced state sets extend the concept of the rule curves commonly used in 
reservoir operation. A rule curve suggests a target storage sequence that balances 
various system objectives in an acceptable manner. A reduced state set sequence 
guarantees that the system will simultaneously meet these objectives at all times. 
The advantage of thelatter approach is that it considers all system storages 
simultaneously and guarantees feasibility. A relative disadvantage is that the sets are 
expressed as a system of inequalities (e.g., Equation 3.2) that storages must satisfy 
in each period. 
Clearly, the set control approach can be used in various reservoir operation and 
design issues. Three examples of practical interest would be to determine (a) the 
minimum and maximum release levels that can be met given an inflow pattern, (b) 
the maximum inflow range that can be controlled for a given output pattern, or ( c) 
the system configuration (reservoir capacities) guaranteeing that the desirable output 
levels will be met given an inflow pattern. With respect to a procedure for 
determining minimum and maximum release levels given an inflow range pattern, 
one would have to use trial an error and explore the tradeoff between release range 
and length of feasible control horizon. As shown before, a tighter release range 
implies a shorter feasible control horizon, and the system operator is faced with the 
dilemma to sustain high demands over a short guaranteed time period or meet lower 
demand levels longer. Thus, the suggested operational usage of the set control 
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approach is to quantify the previous tradeoff and let the decision making authority 
select the most desirable compromise. 
A final comment refers to correlated inflows. The effect of inflow correlation 
(spatial or temporal) is to limit the cumulative inflow range with respect to that 
corresponding to the individual weekly ranges. Thus, ignoring inflow correlation may 
limit the length of the feasible control horizon. Both correlation types can be 
explicitly considered (spatial correlations simply affect the shape of the joint inflow 
set), but a complete discussion is delegated to a separate publication. 
3.3 HYDROPOWER 
Hydropower adds nonlinear elements to the reservoir management problem and 
raises more questions in reference to the set control approach. To include 
hydropower considerations, we modify the state equation as follows ( Georgakakos, 
1992): 
S1(/c+ 1) 1 0 0 S1(/c) -b1(/c) 0 0 t1(/c) 1 0 0 w1(/c) 
S2(/c+ 1) = 0 1 0 S2(/c) + bl(/c) -b2(/c) 0 tl(/c) + 0 1 0 W2(/c) , 
S3(1c+ 1) 0 0 1 S3(1c) 0 bl(/c) -b3(/c) 13(/c) 0 0 1 W3(1c) (3.4) 
le= 0,1, ... ,N-l, 
where 
,., 
bi<1c> = E "ii-1c>, ; = 1,2 ,3, (3.S) 
J•l 
with ui;(k) being the discharge rate from the jth turbine of the ith reservoir, ti(k) the 
generation hours during period k, and Dj the number of turbines at reservoir i. 
Turbine discharge depends (nonlinearly) on reservoir storage and power output and 
complicates the solution process since the matrix multiplying the control vector [t(k)] 
is now a function of the state. Products of set quantities cannot be explicitly handled 
in the framework suggested earlier, but one can usually overcome this predicament 
by following a well-established engineering rule: [Schweppe, 1973] "When faced with 
a nonlinear problem, linearize." In this context, this would imply that coefficients 
bi(k) be computed for a particular storage and power level and treated as constants 
at each time period k. The same approach is usually employed in stochastic control 
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problems with the linearization performed around the most likely state sequence. 
The difficulty in this case is that a single most likely sequence does not exist; all 
sequences with vectors from the reduced state sets are equally likely. Thus, 
linearization introduces approximations and invalidates the one-time solution 
approach adopted in the previous section. Instead, a sequential scheme where an N-
period set control problem is solved at each decision time has distinct advantages. 
In a sequential scheme, linearization can be performed around the initial state 
vector, which is expected to stay representative for some time. Eventually, the state 
will digress from the locale of the initial vector and will render the process 
approximate. However, the error is mitigated by the sequential mode of operation 
where decisions are always selected from the initial control set nc(O). However, in 
some cases the procedure may become infeasible, even though the reduced and 
modified state sets are nonempty. 
The above formulation can also reflect release constraints by specifying lower and 
upper bounds for the control vector t(k) such that the products [b;(k) t;(k)] are within 
the allowable range. Constraints on energy generation can also be included: Let 
Pi(k), represent the cumulative power output from all turbines at hydroelectric 
facility i and time period k. Then, the requirement that energy generation satisfy 
a minimum commitment Emin(k) can be enforced as follows: 
(3.6) 
This inequality simply defines another bounding hyperplane for the control set nu(k) 
and can easily be handled by the set control approach. Thus, the proposed 
formulation may be used to derive control policies (energy generation schedules) 
guaranteed to meet a dependable energy sequence, in addition to storage and release 
constraints. 
To gain some insight with the above formulation, we run simulation experiments. 
The problem is solved with a control horizon of 10 weeks, sequentially at each week 
of a 10-year simulation horizon. The output of each plant equals its nominal power 
capacity, 430 MW for Reservoir 1, 375 MW for Reservoir 2, and 350 MW for 
Reservoir 3. Figure 3.5 shows the dependence of total turbine discharge on reservoir 
storage at these power levels. The curves take into account tailrace effects and are 
based on the power-(net hydraulic head)-discharge relationships reported by 
Georgakakos (1991, Appendix A]. Then, and flw sets are as in the previous section. 
The control set n, reflects the restriction that generation hours be in the (0 to 168)-
hour range per week, total system energy exceed a dependable energy commitment 
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(Eq. 3.6), and weekly average outflow of the third reservoir be greater than 1.4 
billion cubic feet. The last requirement is enforced as follows: At the beginning of 
each week, the discharge, Q 3(k), from Reservoir 3 is determined based on its initial 
storage and Figure 3.5. Then, the generation hours for Reservoir 3 are constrained 
by 
(3.7) 
where Q 3(k) is expressed in cubic feet per second and ~in(k) in hours. It is noted 
that P1(k), P2(k), and P3(k) are herein arbitrarily set equal to nominal plant 
capacities. Alternatively, they may reflect contracted power outputs necessitating 
turbine overload or underload conditions. Furthermore, one may determine the 
power output of each turbine so as to meet the power contracts and additionally 
maximize plant efficiency [Georgakakos, 1992). 
Figure 3.6 displays the results from 10 such simulations. Storage and generation 
sequences are only shown for Reservoir 3. Those of the other two reservoirs are 
qualitatively similar. Total system energy generation is plotted on the third graph 
along with the dependable energy requirement (thicker line). Storage stays within 
the specified bounds and the generation hours are such that the minimum weekly 
outflow of 1.4 billion cubic feet is always met. Turbine outflow usually suffices to 
maintain storage within the desirable bounds; however, on four occasions spillways 
are also activated (generation greater than 168 hours). System energy generation 
always satisfies the dependable energy commitment. This commitment may be 
increased but with no guarantee that it will then be met. 
For example, the first graph in Figure 3.7 displays the energy generation results for 
another 10-year simulation series where dependable energy requirements are 
increased by 25%. The system state and control variables stay within the desirable 
limits, but energy generation occasionally fails to meet the respective targets. The 
simulation program is such that when the control algorithm identifies infeasibility 
(empty reduced and modified state sets), it reduces the dependable energy 
requirements by a certain percentage and repeats the computations until the problem 
becomes feasible. The worst violation requires that energy commitment be 
decreased by 40%. 
To explore the effect of the control horizon, we repeated the above simulation series 
with a control horizon of 20 weeks. The results shown on the second graph in Figure 
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violation requires 30% reduction of the original target). This happens because the 
control algorithm anticipates potential inf easibilities further in advance and begins 
to reduce energy generation early on. When the worst violation actually arrives, it 
is not as serious as in the 10-week control horizon case. 
3.4 ENERGY VALUE 
As the power industry moves toward an open market system, hydropower operation 
focuses on the value of energy. To address some of the related issues, the system 
model of the previous section can be expanded to include an additional state 
variable: 
(3.8) 
k = 0,1, ... ,N-l, 
where V(k) is the cumulative value of energy up to time k, and 1(k) is the value of 
energy at period k, reflecting the avoided cost of alternative energy sources. The 
power outputs P1(k), P2(k) and P3(k) are fixed as in the previous section, and t1(k), 
ti(k), and tik) are the control variables representing generation hours. A problem 
of interest would be to develop operational policies that meet the constraints 
described in the previous section and in addition guarantee that the energy value at 
time N exceeds a minimum threshold ymin: 
Y(N) ~ ymm. (3.9) 






1 0 0 0 S1(k) 
0 1 0 0 S2(1c) 
= 
0 0 1 0 S3(1c) 
0 0 0 1 Y(lc) 
1 0 0 W1(k) 
+ Q 1 0 W2(/c) , 






= A S(lc) + B(lc) t(_k) + G w(k) , 







1(k) P2(k) 1(k) P3(k) 
(3.10) 
this problem has more state than control variables and is not directly amenable to 
the set control approach presented earlier. The problem is that the derivation of the 
reduced state sets, (lemma (2.17) in Section 2.2) requires that the coefficient matrix 
B(k) is invertible. To overcome this limitation, we can enforce invertibility by 
including an additional column and a fourth control variable, tik): 
-bl(k) 0 0 0 t1(k) 
b1(k) -bik) 0 0 t2(k) 
(3.11) B(k) tf..lc) = 
0 b2(k) -b3(1c) 0 t3(k) 
1(k) P1(k) 1(k) P2(k) 1(k) P3(k) -1 t"(k) 
The new column vector can have any form as long as it makes B(k) invertible. 
However, the new control variable should have an empty feasible range: 
0 s t4(k) s 0, k = 0, 1, ... ,N-1. (3.12) 
The above modification does not alter the character of the original system. (The 
proof that the two equations essentially describe the same system is trivial.) It only 
facilitates the application of the set derivation procedures discussed earlier. 
In summary, the set control problem amounts to finding feasible control policies for 
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the system (3.10), (3.11 ), and (3.5) such that all storage variables remain feasible (see 
Table 3.1) subject to constraints (3.6), (3.7), (3.9), and (3.12). The A.-values assumed 
for this computational experiment are shown below and are roughly indicative of the 
energy generation cost ($/MWH, weekly average) in the southeastern U.S.: 
19, if 1 :S; k :S:l3 
A.(k) = 
24' if 14 :S; k ~ 26 (3.13) 
31, if 21:S;k:S;39 
19' if 40 s ks 52 
Annual energy generation is to always exceed 27.3 million dollars ( = ymin ), and the 
dependable energy sequence is 60% of the one reported previously. To determine 
the system potential to operate under these constraints, we performed the following 
computational experiment: First, the control model was run with a 52-week planning 
horizon to determine the reduced state sets. To simplify the procedure, the 
linearization of the B(k) matrices was performed around the initial storage values for 
all k. Then, the system operation was simulated over 50 weekly sequences of one 
year duration. Figure 3.8 includes some results related to energy generation. The 
first graph depicts the value of annual energy from each simulation and shows that 
it is always greater than the specified minimum. In fact, for ymin greater than this 
value, the control problem becomes infeasible. One can reduce the planning horizon 
to achieve feasibility but forgo the 52-week operational guarantee. The second graph 
portrays the energy generation sequences for which the annual energy value is almost 
equal to ymin. Actual energy generation always meets the specified dependable 
sequence. Storage and generation hour sequences are also feasible but are not 
shown. 
The formulation of this section may also be used to control the system such that 
annual energy amounts and outflow volumes exceed certain levels. The first case can 
be analyzed by the same formulation after A. is omitted. The second would require 
that Equation (3.8) be replaced with one describing the cumulative outflow volume. 
3.5 COMPUTATIONAL REQUIREMENTS 
As an indication of computational requirements, we report the computer time 
necessary for three experimental runs. The experiments differ by the number of state 
variables and the length of the control horizon. All runs were performed on a 
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Table 3.2: Computer Time Requirements for Different Set Control Problems 
Experiments System Model Features 486/33 CPU 'nme 
(seconds) 
I State Variables: 3 29 
Control Horizon: 52 weeks 
II State Variables: 3 128 
Control Horizon: 260 weeks 
m State Variables: 4 75 
Control Horizon: 52 weeks 
A comparison of Experiments I and II, shows that computational requirements 
increase almost linearly with the length of the control horizon. Experiments I and 
III indicate that including a fourth state variable more than doubles computer time. 
Thus, system model size affects computational time more adversely than the length 
of the control horizon. However, the requirements are generally quite small, and the 
set control approach can practically handle large systems (including as many as 10 
reseIVoirs) with a reasonable computational effort (70 to 80 minutes). All previous 
runs were performed under DOS and required less than 640 Kilo-Bytes of random 
access memory. 
3.6 Value of Streamflow Forecasts 
ReseIVoir control schemes with inflow forecasting capabilities are expected to 
improve flood prevention as well as other reseIVoir system functions. However, a 
question often raised is whether the benefits from such systems outweigh their costs. 
The purpose of this section is to provide a partial answer to this question by 
demonstrating that reseIVoir control and inflow forecasting procedures can 
substantially mitigate flood damage frequency and magnitude. The approach taken 
is to quantify the improvements for the Savannah reseIVoir system. While to some 
extent the actual benefits are expected to be system-specific, some general 
conclusions can still be drawn. 
For the purposes of this section, the time dscretization is one day, and the system is 
modelled by the following water balance state equation: 
56 
S1(/c+ 1) 1 0 0 S1(k) -bl(k) 0 0 tl(/c) 
S2(/c+ 1) = 0 1 0 S2(/c) + b1(k) -b2(k) 0 t2(/c) 
S3(/c+ 1) 0 0 1 s,c1c> 0 b2(k) -b3(k) t,(k) 
le= O,l, ... ,N-1, 
,., 
b~1c> = E "v{/c), ; = 1,2 ,3, 
J=l 
1 0 0 w1(k) 
+O 1 0 W2(/c) 
'(3.14) 
0 0 1 W3(/c) 
(3.15) 
where as before, Si(k) and wi(k) respectively represent storage and inflow volumes 
for reservoir i = 1,2,3, Ui;(k) is the discharge from the r turbine of the ith reservoir, 
ti(k) represents the generation hours during period k, and ~ is the number of 
turbines at reservoir i. Table 3.3 reports relevant reservoir characteristics including 
permissible storage and release ranges reflecting water conservation and flood 
control objectives, and Figure 3.9 depicts extreme daily inflow volume ranges. These 
ranges represent the lowest and highest inflow values on record ( 10 years). The 
dependence of total turbine discharge on reservoir storage at power capacity was 
shown earlier on Figure 3.5. 
Table 3.3: Reservoir Characteristics 
Reservoir 1 Reservoir 2 Reservoir 3 
Min. Storage (bet) 79.25 34.2 69.71 
Max. Storage (bet) 123.8 50.8 125.95 
Min. Release (bcf / day) 0.0 0.0 0.0 
Max. Release (bcf / day) 3.0 3.0 3.0 
Power Capacity (MW) 430 375 350 
Number of Turbines 5 4 7 
The purpose of this section is to illustrate the potential benefits of combined inflow 
forecast - reservoir control schemes. Our approach is to simulate and assess the 
performance of the Savannah reservoir system over a 10-year period (1972-1981) 
under the guidance of the Set Control Approach and various inflow forecasting 
schemes. Inflow forecasts are assumed to restrict the historical inflow ranges (Figure 
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Figure 3.9: Daily inflow bounds 
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control horizon is first determined along with the corresponding historical ranges 
from Figure 3.9. The range used in the model for each day is centered around the 
actually observed value and represents a certain percentage of the historical range. 
As illustrated on Figure 3.10, these percentages gradually increase from the first to 
the last day of the control horizon to reflect that forecast quality deteriorates with 
lead time. The percentages are determined based on the following equation: 
p(k) = p(l) [1.03]l:-t , (3.16) 
where p(k) denotes the percentage of day k. In the computational experiments to 
follow, this procedure is employed with p(l)=0.5 and p(l)=0.25. The results are 
compared with the case where SCA simply uses the historical inflow ranges from 
Figure 3.9 (no forecasting). 
The simulation process is as follows: At each day of the simulation horizon, the 
forecasting model is first activated to determine the inflow ranges over the control 
horizon, and then the Set Control Approach is employed to generate the feasible 
control action set. This set includes all possible decisions guaranteeing that the 
system variables (storage, generation hours, and releases) will observe the stated 
constraints over the duration of the control horizon. Next, a decision is selected and 
the system operation is simulated for one time period. The simulation involves the 
determination of the next day's storages from Equation 3.14 with wi(k), i= 1,2,3, being 
equal to their historically observed values. This process is repeated sequentially at 
each day of a 10-year simulation horizon, and system performance is recorded in 
terms of energy generation, outflow rates, and reservoir storage levels. 
Some features common to all experiments are that the Set Control Approach is 
implemented with a control horizon of 15 days, the decisions selected correspond to 
the minimum feasible generation hours, the feasible storage range is restricted to the 
conservation pools, and the determination of turbine discharge over the 15-day 
control horizon is based on the current storage values. Experiments with a longer 
control horizon (30 days) were also conducted, but the results are similar to the ones 
presented herein. The rational for using the most conservative feasible decision is 
to conserve water and maintain reservoir pools as high as possible. Turbine 
discharges are determined based on the current storage because it is the best guess 
of future storage values. Certainly, the storage will eventually digress from this 
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Figure 3.10: Inflow Forecasting Example 
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D'C' 6 = O.S(l.03S) 
B'C' 
9 10 11 12 
Figures 3.11 and 3.12 depict the results for the case where no inflow forecasts are 
used (base case). The graphs in Figure 3.11 include the storage bounds (dotted 
lines), the minimum and maximum simulation values for each day (thin solid lines), 
and the mean simulation storage sequence (thick solid line). The previous statistics 
were based on 10 simulation storage values for each day of the year. While system 
storages are maintained within the conservation pools, they tend to fluctuate 
markedly during the first part of the year (rainy season). Figure 3.12 includes the 
associated statistics for the control variables (generation hours per day), with dotted 
lines again representing bounds and solid lines depicting simulation statistics 
(minimum, maximum, and mean levels). The notable observation is that energy 
generation hours are often forced to exceed 24 hours per day in order to keep 
reservoir storages within the conservation pools. This simply implies that turbine 
conveyance capacity is not enough to control reservoir storage and water must also 
be released through the dam spillways. To be sure, the higher the exceedance of the 
24-hour threshold, the more severe the flooding effects. More specifically, the 
highest release from the third reservoir in the cascade is about 3 times higher than 
the acceptable release bound. What is more, the mean generation sequence also 
violates the constraint threshold. 
Figures 3.13 and 3.14 present the simulation results when the Set Control Approach 
has improved information of the upcoming inflows. This is simulated by using the 
procedure described previously (Eq. 3.16) with p{l)=0.5. The storage sequences 
(Figure 3.13) are again within the conservation zones, but the fluctuation ranges are 
now tighter. (The mean storage levels are clearly closer to the upper storage 
bounds.) The associated generation hours (Figure 3.14) on occasion exceed 24 hours 
/ day, but the magnitude of the violation is much less than in the base case. Better 
forecasting allows the control model to mitigate flood damage. Nevertheless, the 
highest outflow is still 1.8 times higher than the acceptable release bound. This trend 
continues in the third case (Figures 3.15 and 3.16) where inflow forecasting is 
employed with p(l) =0.25. The mean storage sequences have moved even closer to 
the upper bounds, and the generation hours are for the most part contained within 
the admissible limits. The magnitude of constraint violations is reduced further, 
while the distance of the mean generation sequence from the 24-hour bounds 
indicates that violations occur infrequently. 
The previous computational experiments demonstrate that inflow forecasting and 
reservoir control schemes can usefully assist reservoir operations during extreme 
hydrologic conditions. In particular, better inflow forecasting allows the control 
model to minimize flood control storage and, at the same time, avoid damage-causing 
outflows. While, the actual forecast quality cannot be quantified before the 
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frequency and magnitude can be substantial. In addition, benefits accrue from 
energy generation due to higher hydraulic head and less wasted spillage. 
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4. COMBINED RIVERFLOW FORECASTING AND RESERVOIR CONTROL 
- SENSITIVITY OF RESERVOIR SYSTEMS TO CLIMATE CHANGE 
In this chapter we focus on two areas. The first is the integration of stream.flow 
forecasting procedures with resetvoir control methods, and the second is the 
sensitivity of resetvoir system outputs to climate change. Our objectives are {1) to 
assess the value of combined forecast-control schemes and (2) to examine whether 
their use can mitigate the adverse effects of potential climate changes. 
The approach we take is depicted on Figure 4.1. It consists of a physically-based 
streamflow forecasting model and a resetvoir control scheme. The forecasting model 
has been developed by the University of Iowa research team and is described in 
detail in the companion report (Volume II). The resetvoir control scheme is the Set 
Control Approach developed by the Georgia Tech research team and has been 
presented in the previous chapters. For continuity, we next include a short overview 
of the two models. 
The stream.flow forecasting model is a modified version of the Sacramento model 
[Peck, 1976]. It is a conceptual, spatially lumped parameter model which predicts 
channel inflow based on estimates of mean areal precipitation, pan evaporation, and 
temperature [Georgakakos, 1986]. The model distinguishes upper and lower soil 
moisture zones where water is temporarily stored on its way to the stream channel. 
Each zone stores water in two forms: either as "tension water" or as "free water." 
Tension water is bound to soil particles and can be depleted only by 
evapotranspiration (ET). Free water moves through the various zones and eventually 
appears in the channel. Depletion of the upper zone free water may occur 
horizontally as channel inflow (interflow), vertically as percolation to the lower zone, 
or as evapotranspiration. Lower zone free water storage is further subdivided into 
primary (which sustains channel inflow during long lasting dry weather) and a 
supplementary {which drains faster). The model also includes a frozen ground 
component to account for the reduced yield from groundwater storage during winter, 
and a snow accumulation and ablation model to account for spring snowmelt. 
Channel inflow is obtained as the sum of five flow components: (a) Direct Runoff, 
resulting from precipitation occurring over the impervious soil surface adjacent to the 
watershed streams; {b) Surface Runoff, resulting when the rainfall rate over the 
pervious soil surface exceeds the soil infiltration capacity; ( c) Interflow, draining 
from the upper zone free water; {d) Primary Base Flow, draining from the lower 
zone primary free water; and ( e) Supplementary Base Flow, draining from the lower 
zone supplementary free water. Total channel inflow is routed through the channel 
system of the watershed via a lumped parameter nonlinear routing scheme. Final 
model output is the outflow discharge at the watershed outlet. 
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Modified Sacramento Model 
Pos&ble Flow Traces -- ESP 
Observed Flows 
Set Control Approach 
Figure 4.1: Combined Riverflow Forecasting and Reservoir Control 
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The modified Sacramento model is coupled with a Kalman Filter (state estimator) 
to utilize system observations up to the present time (streamflow measurements and 
snowpack thickness) and estimate key system variables (storage of the various surface 
and subsurface components) with minimal error. The basic concept of the state 
updating model is to linearize the model equations about the current variable 
estimates, propagate their uncertainty in time, and update their values when new 
observations become available. In practical terms, this mechanism enables one to 
quantify and minimize forecast uncertainty. 
Herein, the modified Sacramento model is used to generate equally likely future 
inflow traces via a technique known as Extended Stream.flow Prediction or ESP [Day, 
1985]. ESP uses (a) current soil moisture, snowpack, and channel flow conditions 
and (b) historical data of mean areal precipitation, pan evaporation, and temperature 
corresponding to the calendar days of the forecast horizon, to generate possible 
inflow realizations. These realizations represent inflow sequences that would 
materialize if the historically observed input sequences were repeated again over the 
forecast horizon. The inflow traces tend to spread out as they "forget" the current 
watershed conditions and eventually fill up the historically observed inflow range. 
The ESP results are next used by the control model to define forecasted reservoir 
inflow ranges over the management horizon. 
The control model is based on the Set Control Approach and aims at maintaining 
all system variables (storages, releases, and possibly other outputs) within acceptable 
sets. This approach was developed as an alternative to stochastic control methods 
with the motivation that during extreme hydrologic events (floods and droughts) or 
climate change circumstances, probabilistic inflow characterizations become 
unreliable due to the lack of adequate data records. 
In the following section, the combined forecast-control procedure will be applied for 
the management of the Sailorville reservoir in the upper Des Moines river basin. 
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4.1 APPLICATION TO THE UPPER DES MOINES RIVER (MIDWEST) 
4.1.1 The Upper Des Moines River Basin 
The upper Des Moines river basin (Figure 4.2) has an area of 14,120 square 
kilometers (5,452 square miles), two thirds of which is in the state of Iowa and the 
rest in Minnesota. The river is controlled by Saylorville, a US Army Corps of 
Engineers reservoir located at the basin outlet. Saylorville has a usable storage of 
0.7 billion cubic meters (567,906 acre-ft) and two primary purposes: (I) Provide 
flood protection for the city of Des Moines and surrounding areas and (2) augment 
the river low flows for water supply and water quality. In terms of reservoir release 
rates, these two purposes translate into the requirements shown on Figure 4.3. To 
avoid flood damage, from December 15 to April 15 maximum reservoir release 
should not exceed 16,000 cubic feet per second (cfs) , while the rest of the year 
(farming season) it should be less than 12,000 cfs. The importance of Sayloville's 
flood control objective cannot be overemphasized in light of the on-going devastating 
floods of the Mississippi river and its tributaries, one of which is the Des Moines 
river. (The juncture of the Des Moines with the Mississippi is at the tri-state border 
between the states of Iowa, Illinois, and Missouri.) The second graph in this figure 
shows the minimum releases for low flow augmentation. Water supply accounts for 
200 cfs, and water quality for an additional, seasonally-varying amount ranging from 
30 cfs in January to 110 cfs in July. Saylorville is operated by the Rock Island US 
Army Corps of Engineers District who also provided all hydrologic and operational 
data used in this report. 
To assess the value of the forecast-control scheme and examine the sensitivity of the 
case study system to climate changes, we subdivided the historical inflow record into 
three periods (Figure 4.4). The first extends from 1925 to 1949 and has the warmest 
annual average temperature and the lowest average stream.flow (1,596 cfs). The 
second (from 1949 to 1974) is cooler by 2° C with respect to the first but has a higher 
annual average stream.flow (2,003 cfs) and markedly higher variability. The third 
period (from 1965 to 1988) is the coolest and wettest of all three (with an annual 
inflow mean of 2,686 cfs ). Each period herein serves as a historical analogue of a 
potential climatic scenario and is a first approximation to climate changes of larger 
magnitude. For a detailed discussion of the hydrologic analysis leading to the 
selection of these periods, the reader is referred to the companion report (Volume 
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Figure 4.4 Historical Analogues of Potential Climatic Changes 
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4.1.2 Value of Forecast-Control Scheme - Sensitivity to Climate Changes 
In this section we present the results from several computational experiments 
intended to assess the performance of Saylorville under the guidance of three 
different management approaches. The first is a heuristic procedure presently used 
by the Corps of Engineers (COE), consisting of a simple forecasting scheme and a 
rule curve [U.S. Army Corps of Engineers, 1983]. The second is the Set Control 
Approach with knowledge only of the historical inflow bounds (without forecasting), 
and the third is the combined forecast-control scheme. Each approach is 
implemented on a daily basis and the performance of the system is simulated over 
the three hydrologic periods. The second and third approaches are implemented with 
a forecast-control horizon of 20 days. The simulation experiments are designed to 
( 1) investigate whether formal control schemes such as the Set Control Approach 
offer any relative advantages over heuristic reservoir management procedures, (2) 
assess the benefit of stream.flow forecasting in reservoir management, and (3) 
examine the sensitivity of Saylorville to potential climate changes. 
Figure 4.5 presents the simulation results for the first hydrologic period (warm-dry 
scenario). In each of the three graphs, the horizontal axis depicts the days of the 
year and the vertical is the axis of reservoir release. Namely, the graphs show the 
release sequences that would have resulted had the operator followed the 
recommendations of each management approach. The first graph corresponds to the 
Corps of Engineers management method, the second to the Set Control Approach 
with only historical inflow information, and the third to the Set Control Approach 
using forecasted information furnished by the modified Sacramento model and the 
Extended Streamflow Prediction (ESP) procedure. Each graph includes as many 
lines as the number of years in the hydrologic sequence. 
In reference to flood constraint violations, the important observation is that, unlike 
the other two approaches, the heuristic management procedure cannot avoid 
flooding. In fact, several violations of the 12,000 cfs release bound are recorded 
ranging from 4,000 to 10,000 cfs. Though not clearly shown in the figure, the 
heuristic procedure also violates the low flow augmentation constraint. By contrast, 
the other two models meet both requirements almost always, with the exception of 
one flooding instance by the HIS-SCA model by about 2,000 cfs. Figure 4.6 shows 
the associated reservoir elevation sequences. The COE graph reflects the heuristic 
rule-curve procedure attempting to maintain reservoir levels at 836 feet from 
December 15 to April 15 and 838 feet the rest of the year. This, however, is not 
always possible and frequent excursions from these targets are noted during wet or 
dry periods. Under the Set Control Approach, reservoir levels are allowed to vary 
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Figure 4.6 Simulated Reservoir Levels; First Hydrologic Period 
78 
the HIS-SCA model is conservative, maintaining reservoir levels within a relatively 
narrow range, while the ESP-SCA model if necessacy utilizes the entire feasible 
range and avoids constraint violations altogether. 
Figures 4.7 and 4.8 include the results of the second (wetter) hydrologic period. The 
release graphs show that both the COE and the HIS-SCA models experience 
violations of the flood control bound, while the ESP-SCA approach is always feasible. 
Reservoir levels (Figure 4.8) are forced to fluctuate over a wider range in comparison 
to the first period (Figure 4.6), with the ESP-SCA levels fluctuating the most. With 
regard to flooding, the COE model performs better than the HIS-SCA model. 
However, as will shortly be discussed, HIS-SCA causes far fewer water shortages. 
Lastly, Figures 4.9 and 4.10 depict the results of the third hydrologic period, the 
wettest one of all. All models exhibit violations, but the ESP-SCA model violations 
are considerably fewer and far less severe than those of the other two. 
The previous graphs mainly illustrate the performance of Saylorville with respect to 
flood control. Table 4.1 summarizes its performance also with respect to drought 
management (low flow augmentation) and hydropower production. Although 
hydropower is not a real project purpose (Saylorville does not have hydropower 
facilities), it was hypothesized as such to examine its sensitivity to the various 
management methods and hydrologic scenarios. Its power production function was 
assumed to have the form P = n Hn u, where P represents power, Hn is the net 
hydraulic head, u denotes turbine discharge, and n is an efficiency factor. The 
discharge capacity of the turbines is assumed to be 16,000 cfs. For the flood and 
drought management, system performance is characterized by the magnitudes of the 
maximum and mean violations as well as the violation frequency, while for 
hydropower the comparison is based on the yearly average production. To examine 
the effect of the forecast lead time, we run two additional simulation experiments 
using the ESP-SCA approach with 10 and 30 days forecast/control horizon. 
Comparing the performance of the original methods (COE, HIS-SCA(20), and ESP-
SCA(20) ), we observe that also with respect to droughts the forecast-control scheme 
is better than the other two. For all three periods, ESP-SCA(20) recorded zero low 
flow constraint violations. By comparison, the heuristic procedure (COE) 
experiences frequent water shortages in all periods, while the control approach 
without forecasting (HIS-SCA(20)) reports violations only in the second and third 
periods. At first glance, it would seem odd that the HIS-SCA model does not incur 
low flow violations during the first ( dcy) period while having such instances during 
the second and third (wetter) periods. This happens because mean inflow is but one 
hydrologic parameter influencing reservoir operation and outputs, with inflow 
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Figure 4. 7 Simulated Reservoir Release; Second Hydrologic Period 
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Figure 4.10 Simulated Reservoir Levels; Third Hydrologic Period 
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Table 4.1 Summary of Simulation Results 
Performance Statistics for Period 1925-1949 
Flood Coastraint Violation Water QuaL & Supply Violations Yearly Avg. 
Cases Power 
Production 
Max Viol. Mean Viol. Viol. Max. Viol. Mean Viol. Viol. {x8760 
{cfs) {cfs) Times {cfs) {cfs) Times KWH) 
COE 9000. 5275 40 205 37 1384 2613.56 
HIS/SCA{20) 1728 1~ 6 0 0 0 3987.76 
ESP /SCA{10) 7232 3240 30 0 0 0 3960.00 
ESP /SCA(20) 0 0 0 0 0 0 3729.60 
ESP /SCA(30) 0 0 0 0 0 0 356354 
Performance Statistics for Period 1949-1974 
Flood Constraint Violation Water QuaL & Supply Violations Yearly Avg. 
Cases Power 
Production 
Max. Viol. Mean Viol. Viol. Max Viol. Mean Viol. Viol. {x8760 
{ds) (cfs) Times (cfs) (cfs) Times KWH) 
COE 9000 4145 75 200 36 1250 3473.10 
HIS/SCA(20) 20057 5045 77 237 163 155 4345.41 
ESP /SCA(lO) 11446 5804 9 0 0 0 4615.00 
ESP /SCA(20) 436 436 1 0 0 0 408456 
ESP /SCA(30) 0 0 0 237 158 209 3639.04 
Performance Statistics for Period 1965-1988 
Flood Coastraint Violation Water QuaL & Supply Violations Yearly Avg. 
Power 
Cases Produdion 
Max. Viol. Mean Viol. Viol. Max Viol. Mean Viol. Viol. (x8760 
(cfs) (cfs) Times (cfs) (cfs) Times KWH) 
COE 32422 5000 136 250 2S 954 4555.42 
HJS/SCA(20) 19480 5518 122 219 178 102 5912.50 
ESP /SCA(lO) 20166 4869 114 0 0 0 6721.00 
ESP /SCA(20) 19064 5296 46 0 0 0 6189.12 
ESP /SCA(30) 14186 7604 19 0 0 0 5601.93 
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variability being another. To guard against high flows during the wet periods, the 
controller draws the reservoir down. If a dry spell then occurs, reservoir storage is 
not enough to meet low flow requirements and the reservoir defaults. Thus, wetter 
hydrologic climates may not necessarily provide more insurance against droughts. 
With regard to power generation, the heuristic procedure falls short of the other two 
in all cases (by about 20 to 30 percent). In the first two periods, HIS-SCA(20) 
maintains higher storage levels (and net hydraulic heads) than ESP-SCA(20) and 
generates more energy (by about 5 percent). In the third period, spillage becomes 
the limiting factor, and this trend is reversed. As a general rule, energy generation 
is higher in wetter climates. 
In reference to the forecast lead time, it can generally be stated that the longer the 
lead time the better the system performance. However, these benefits extend up to 
the time when the fore casted ranges are smaller than the historical bounds. For the 
upper Des Moines river basin and the Sayloville reservoir, this time is about 20 to 
30 days. 
As a final remark, we note that the forecast-control model ESP-SCA(20) manages 
to mitigate the adverse effects of climatic change. It experiences zero low flow 
violations for all hydrologic periods and zero flooding violations for the first and 
second periods. By contrast, the effectiveness of the heuristic management procedure 
is low as is its ability to adapt to potential climatic changes. 
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4.2 APPLICATION TO THE CHATTAHOOCHEE RIVER (SOUTHEAST} 
4.2.1 System Description 
Lake Lanier is a man-made reservoir (Figure 4.11) located on the upper reaches of 
the Chattahoochee River in the State of Georgia (about 35 miles northeast of 
Atlanta). This reservoir extends up the Chattahoochee and Chestatee River and has 
a 1,040 square miles drainage area. The Dam at the Lake's outlet (at Buford) was 
constructed by the U.S. Army Corps of Engineers (COE) in 1957, and, along with 
three other federal storage projects in the Apalachicola-Chattahoochee-Flint {ACF) 
River basin, its operation falls under the jurisdiction of the Mobile COE District. 
The project has several operational objectives including flood protection as far 
downstream as West Point ( 150 miles below Buford), navigation in the Apalachicola 
River below Woodruff Dam, industrial and domestic water supply for Atlanta and 
environs, recreation, and hydroelectric energy generation. The reservoir has a 
conservation storage of 1.342 billion cubic meters {l,088,065 acre-ft) between the 
elevations of 1035 and 1071 feet. Hydropower is produced by two main turbines 
each with an installed capacity of 49.5 MW and a small 6 MW unit. Buford releases 
are especially critical during low flow periods. 
Appendix B describes various reservoir characteristics such as the elevation vs. 
storage curve, tailwater function, and power generation relationships of the Dam's 
three turbines. These curves were developed using data from the reservoir regulation 
manual (US. Army Corps of Engineers, 1959). 
Buford is primarily operated to satisfy peak power and minimum flow requirements. 
These requirements are presently met by "running" the two main turbines at 49.5 
MW for two hours each day except weekends (for a total of 43.5 hours per month) 
and the smaller turbine at 6 MW continuously. Additional releases and energy 
generation are scheduled based on SEPA's (South-Eastern Power Administration) 
energy commitments and the condition of the other federal hydropower facilities in 
the southeastern U.S. region. 
Figure 4.12 portrays the monthly statistics (mean, 75th and 2th percentiles, maximum 
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Figure 4.12 Lake Lanier Inflow Statistics (mean, 75th and 25th percentiles, maximum and minimum) 
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4.2.2 Lake Lanier Sensitivity to Climatic Changes 
The purpose of this section is to investigate the operational sensitivity of Lake Lanier 
under various hydrologic and operational scenarios. This investigation is based on 
simulation experiments similar to the ones conducted in the previous section, but 
with a monthly time step. All runs utilize the Set Control Approach with a control 
horizon of 12 months. Stream.flow forecasting is simulated in the same manner as 
in Section 3 (Savannah River case study). The simulations are performed using four 
94-year long inflow traces that reflect present and potentially different climatic 
circumstances. These traces have been kindly provided to us by G.D. Tasker of the 
Reston USGS office. Their derivation is briefly explained next. [See also, Tasker, 
1993.] 
General circulation models (GCMs) show that further accumulation of green-house 
gases in the atmosphere may substantially change the prevailing temperature and 
precipitation patterns. In the case of the southeastern United States, three GCMs 
(Geophysical Fluid Dynamics Lab -- GFDL, Goddard Institute for Space Studies --
GISS, and the Oregon State University -- OSU models) indicate that doubling of 
atmospheric C02 would lead to an increase in annual temperature by several degrees 
and a substantial decrease of precipitation. More specifically, GFDL predicts a 5.3 
°C annual temperature increase and a 88.9% precipitation reduction, GISS similarly 
predicts a 5.2 °C temperature increase and a 100.5% precipitation reduction, and 
OSU a 3.7 °C temperature increase and a 99.8% precipitation reduction. Monthly 
percentages are also available [Tasker, 1993] indicating strong seasonality. Although 
the predictive accuracy of GCMs is questionable [Gleick,1989], their results are 
herein used to establish plausible future climatic scenarios. 
To convert this information to inflow traces, Tasker [1993] first generates random 
temperature and precipitation deviations from the historical monthly means using a 
multi-site Markov model. These estimates are next adjusted by a percentage 
determined by the GCM-predicted monthly increment or reduction. Finally, a 
physically-based rainfall-runoff model is used to translate the resulting temperature 
and precipitation traces to inflow sequences. 
To compare with the base case (Figure 4.12), monthly inflow statistics for the GFDL, 
GISS, and OSU inflow sequences are also plotted on Figures 4.13, 4.14, and 4.15. 
While the figures show a clear reduction of mean monthly inflow relative to the base 
case, extreme inflow values are in some cases outside the base case range. 
The first simulation experiment is the base case where the generation hours may 
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Figure 4.15 OSU Inflow Trace Statistics (mean, 75th and 25th percentiles, maximum and minimum) 
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to the present climatic conditions. In lieu of inflow forecasts, the SCA control model 
has access only to maximum and minimum monthly inflows. The results are 
summarized in three graphs shown on Figure 4.16. The first graph includes the 
simulated monthly reservoir elevation sequence along with the conservation pool 
boundaries, the second delineates the monthly energy generation, and the third shows 
the associated release. On the outflow graph, the solid line in the neighborhood of 
1000 cfs indicates the outflow level corresponding to the 43.5 minimum generation 
hours per month. This level fluctuates in response to the fluctuation of the reservoir 
level (and the net hydraulic head). The figure shows that the reservoir stays within 
the conservation pool and the generation hours satisfy the minimum constraint. Due 
to the uncertainty of future inflows, the controller keeps the average reservoir level 
at about 1060 feet, and manages to avoid water shortages or excessive releases. 
Reservoir levels have a fluctuation range of about 16 to 17 feet. 
The following three figures (4.17, 4.18, and 4.19) summarize the results for the 
GFDL, GISS, and OSU inflow scenarios (C02 doubling). Concentrating on the 
GFDL simulation run, one sees that reservoir levels now fluctuate much more than 
before and droughts are much more frequent and severe. The worst drought is 
toward the end of the simulation period when reservoir storage is entirely depleted 
and the model actually fails to meet the minimum generation/water supply 
requirements almost for the last four years. The results of the GISS run are similar, 
with a major operational failure occurring at about the same time. By contrast, the 
OSU simulation run is different than the previous two, with the reservoir being able 
to satisfy its operational objectives throughout the simulation period. A closer 
examination of the inflow statistics for the three sequences (Figures 4.13, 4.14. and 
4.15) can explain this difference. Relative to the base case, the GFDL and GISS 
inflow reduction is uneven for different months of the year. Especially during the 
low flow months of August, September, October and November, GFDL and GISS 
inflow deficits are higher than those of OSU. Thus in the first two cases, droughts 
are more likely and end-up causing severe water shortages. 
Thus, the previous results indicate that the operational reliability of Lake Lanier will 
be at risk under the GFDL and GISS climatic scenarios. In the following 
experiments, we are interested to investigate whether improved streamflow 
forecasting can mitigate this effect. Better forecasting is simulated via the procedure 
described in Chapter 3, the forecast parameter p(l) being equal to 0.5 or 0.25. The 
new simulation runs are shown on Figures 4.20 through 4.27 in the familiar format. 
Examination of the p( 1) = 0.5 case results shows that better streamflow forecasting 
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evident in the first graph of Figure 4.20 where reservoir levels are substantially higher 
than those of Figure 4.16 and fluctuate much less. Having more accurate information 
of the upcoming inflows, the controller maintains higher reservoir levels without 
causing spillage. With the reservoir almost always full, the drought risk is now 
smaller. This is better seen in the GFDL and GISS scenarios where droughts are 
almost entirely avoided except in the last GFDL simulation year. This drought is 
finally averted in the p(l)=0.25 forecast case. 
Table 4.2 summarizes all simulation runs recording frequency and magnitude of 
violations and total energy generation. Relative to present conditions, energy 
generation is expected to decline by about 30 (GFDL) to 15 (OSU) percent. On the 
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Table 4.2 Violation Tables 
No Forecasting 
BASE GFDL GISS osu 
Viol. Number 0 28 20 0 
Max. Powr. Viol. 0 7150 7315 0 
(MWH/month) 
Total Powr. Viol. 0 122914 77408 0 
(MWH/month) 
Total. 2.0373e7 1.4625e7 1.5916e7 1.7296e7 
Energy(MWH) 
Forecasting with p(l)=0.5 
BASE GFDL GISS osu 
Viol. Number 0 8 0 0 
Max. Powr. Viol. 0 6567 0 0 
(MHW /month) 
Total Powr. Viol. 0 34432 0 0 
(MHW /month} 
Total. 2.1725e7 1.5153e7 1.6987e7 l.767e7 
Energy(MWH) 
Forecasting with p(l) = 0.25 
BASE GFDL GISS osu 
Viol. Number 0 0 0 0 
Max. Powr. Viol. 0 0 0 0 
(MHW/month) 
Total Powr. Viol. 0 0 0 0 
(MHW /month} 
Total. 2.2032e7 l.5306e7 l.7187e7 1.7797e7 
Energy(MWH) 
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5. SUMMARY, CONCLUSIONS, AND FURTHER RESEARCH 
RECOMMENDATIONS 
The scope of this research project was to investigate the effects of global warming 
on reservoir system outputs. This investigation was carried out in four phases: 
(1) A general control method suitable for the management of uncertain dynamical 
systems was first developed (Chapter 2). This new control approach was motivated 
by the need to guide the operation of water resources systems under extreme or 
relatively unknown input circumstances (as in the case of long-lasting climatic 
changes). Rather than using statistical input descriptions, this approach was based 
on set characterization of uncertainty. The resulting control problem calls for 
finding the set of admissible actions that ensures that the system stays within its 
bounds for the duration of the operational horizon. The solution is derived using 
Dynamic Programming and is efficiently implemented for the case where all sets are 
convex polyhedra. 
(2) In the second phase {Chapter 3), the Set Control Approach was applied to 
common reservoir operation problems including flood and drought management and 
hydropower scheduling. Common to all applications is the premise that reservoir 
operators wish to have a set of policies guaranteed to meet all system constraints, 
rather than optimize specific objectives. We feel that this mode of operation is more 
meaningful under crises situations (floods and droughts) and climate change 
circumstances. Several computational experiments with the Savannah River system 
in the southeast (three reservoirs) showed that accurate inflow forecasting together 
with the Set Control Approach improves reservoir operations in that it minimizes 
flood control storage and avoids damage-causing outflows. In addition, benefits 
accrue from energy generation due to higher hydraulic head and less wasted spillage. 
Reservoir systems usually operate under normal hydrologic conditions and only 
occasionally experience extreme events. During the former, stochastic methods are 
appropriate and can effectively guide system operations. One potentially useful 
research contribution would be to develop a hybrid control model which uses 
stochastic methods during normal circumstances but switches to the set control 
approach at the onset of critical periods. 
(3) In the third phase (Chapter 4.2), the Set Control Approach was coupled with the 
Modified Sacramento Model developed by the University of Iowa research team 
(Volume II). The combined forecast-control procedure was tested in the operation 
of the Saylorville reservoir in the upper Des Moines river basin (midwest). Side-by-
side simulation experiments of this model with (a) heuristic management practices 
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and (b) the Set Control Approach with no forecasting showed that the forecast-
control procedure significantly improved reservoir operations entirely avoiding 
droughts and effectively controlling floods. 
The impacts of a potential global warming scenario were examined using historical 
analogues of low, intermediate, and high streamflow periods. It was shown that 
reservoirs can be operated to mitigate the adverse effects of climatic change with the 
aid of effective forecast-control procedures. It is noted that the heuristic 
management practices could not readily adapt to changing hydrologic circumstances, 
causing frequent flooding and water shortages. Thus in climate change impact 
studies, reservoir optimization procedures such as the ones developed herein are 
essential. Failure to incorporate them will lead to overly pessimistic results and 
exaggerate real impacts. 
(4) In the fourth phase of the research (Chapter 4.3), we used results from three 
General Circulation Models ( GCMs) to establish plausible inflow scenarios for Lake 
Lanier (southeast) under the assumption of doubled atmospheric C02• The scenarios 
generally indicate that inflow volumes will be reduced significantly, causing the lake 
to experience frequent and severe droughts. However, the use of effective 
streamflow forecasting and reservoir control procedures can ease these consequences. 
These results, however, should be viewed as only "what if'' scenarios as GCM 
predictions and their processing to watershed scale are presently rather inexact -- an 
area needing further research. 
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APPENDIX A 
Lemma: Let Ox be a set characterized by 
Ox= {X: X 1111 ;s;cl>x('l1),i=1, ••• ,nx} (A.1) 




= {Y: Y101 ;s;cl>x('I;),i=1, ••• ,nx}, 
where 01 = (B~-
1 1lp i • 1, •.• ,nx. 
(A..2) 
Proof: Let (ABCDE) and {abcde) (Figure A.1) represent sets Ox and 01 respectively, 
and let vectors "Ii and (Ji be perpendicular to hyperplanes AB and ab. To establish 
a relationship between "Ii and (Ji, we start from the implications of orthogonality 
between these vectors and any other vector on the corresponding hyperplanes: 
(ab)10; = 0 = (Ob - Oa)10; = [B(OB) - B(OA)] 101 = (AB)
1 B 10; 
and 
(AB)' 111 = 0. 
(A. 
3) 
The above relationships suggest that vectors "Ii and B'tJi are collinear (parallel) and 
consequently, a set of (Ji vectors perpendicular to the hyperplanes of 01 can be 
obtained from 
B 10 = n .. 0 = (B""-1n I ··1 I } ··1. (A.4) 
To fully characterize 01, we additionally need the support function values <Pm( (Ji), (Ji, 
i = 1, ... ,nx. Using the definition and the previous result, we obtain 
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A.. (0) :: maximum Y 10 = maximumX1B 10 
~, ' ' ' rec, .rec ... 
= maximumX 1B 1(B~-1 11, = maximumX'11, (A.S) 
xeo... xec ... 
Even though 71; may be unit vectors, vectors Bi may not have unit length. However, 
one can easily normalize them and scale the support function values accordingly: 
'• = o, 110,1 
4>,(1,) = 4>,(0,) 110,1, (A.6) 








Figure A.1: Linear Set Transformations 
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APPENDIX 8 
8.1 ELEVATION {H) VERSE STORAGE {S) CURVE 
Curve 
H =aln(S) +b(ln(S))2 +c(ln(S))3 +d{ln(S)) 
Units H: feet 
S: acre-feet 
Coefficient Values a = -229.88257 
b = 30.690016 
c = -1.8662148 
d = 0.046550048 
e = 1584.045 
Validity Range H: 1035-1085 feet 
S: 867,984-2,551,667 acre-feet 
Residual Error St. Dev. 0.0251 feet 
8.2 TAILWATER ELEVATION {T) VS. OUTFLOW {Q) CURVE 
Curve If o~Q<4,ooo 
t=dQ+e 
If 4,000~Q~ 14,000 
t=a+b ln(Q)+c (ln(Q))2 
Units t: feet 
Q: cfs 
Coefficient Values a = 1,065.17688 
b = -39.85679 
c = 2.66528 
d = 0.00175 
e = 911. 
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Validity Range t: 911-926 feet 
Q: 0-14,000 cfs 
Residual Error St.Dev. 0.17 feet 





Residual Error St. Dev. 
p Pv. 





+f Ln(H) +g(Ln(H))2) 
a = 23.8732 
b = 3.012357 
c = 0.5261176 
d = 1.1328914 
e = -0.14784776 
f = -7.4528786 
g = 0.74083598 
H: 103-170 feet 
P: 9.8-64.8 MW 
Q: 1600-5200 cfs 
130 cfs 
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Residual Error St. Dev. 
p p 




P: H>5 KW 
+j{l.n{H)) +g(l.n(H)f) 
a = 17.7903784 
b = 0.97088472 
c = 0.53824066 
d = 0.74410177 
e = -0.0482565 
f = -5.510093 
g = 0.53260768 
H: 102-172 feet 
P: 2.28-7.54 MW 
Q: 300-600 cfs 
11.25 cfs 
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1. INTRODUCTION AND OVERVIEW 
Climate change is an integral part of Earth's history. (For evidence of long-term 
changes in regional and global precipitation patterns, the reader is referred to 
Bradley, et al., (1987], and Barnett (1986]; for evidence of change in lake levels, to 
Street-Pe"ott and Harrison (1984]; and for evidence of trends in global surface 
temperature, to Schneider (1989]. Recent models simulating the global circulation 
in the atmosphere and oceans predict substantial warming of the Earth's climate if 
current emission trends of C02, methane, and CFCs (Chlorofluorocarbons) continue 
throughout the world (Ramanathan, 1988, and Schneider, 1989]. While state-of-the-
science general circulation models are far from being complete, and regional 
predictions are uncertain [Bradley, et al., 1987, and Ramanathan, 1988], there are two 
compelling reasons for studying the effects of climate change on water resources 
systems: The first is to determine the robustness of water resources to potential 
climatic change, and the second is to establish defensive measures for systems that 
are not resilient to such changes. This information is also useful to basin planners 
and policy makers who may have to reexamine existing water laws and reevaluate the 
potential of regional water resources. 
Climate changes will undoubtedly impact reservoir system outputs. Wetter climates 
would potentially enhance energy generation and water availability but increase 
spillage and flooding. Conversely, drier climates would reduce energy generation and 
flooding and would strain water supplies and minimum flow requirements. The 
severity of the impact, however, would depend not just on the volumetric inflow 
increase or reduction but also on its variability and predictability. 
Existing reservoir operation practices are largely based on rule-curves derived via 
simulation experiments on historical reservoir inflows. Such rules define reservoir 
zones for flood control and water conservation, and specify seasonal reservoir target 
levels. However, the validity of these rules is tied to historical weather patterns and 
can be challenged in the event of major climatic changes. A more appropriate 
procedure would be to use formal reservoir optimization models reflecting system 
objective priorities and operational constraints [TVA, 1988]. 
The scope of this research project is (1) to investigate the sensitivity of reservoir 
systems to potential climate changes and (2) to evaluate whether modem streamflow 
forecasting and reservoir control methods can be used to mitigate their adverse 
effects. This research was carried out jointly by two teams, one at Georgia Tech and 
another at the University of Iowa The research tasks of both teams are 
summarized below: 
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(i) Development and testing of a reservoir control model suitable for a changing 
hydrologic environment; 
(ii) Development and calibration of a physically-based rainfall-runoff model; 
(iii) Streamflow forecasting by the rainfall-runoff model and the Extended 
Streamflow Prediction (ESP) method; 
(iv) Coupling of the ESP forecasts with the control model; 
(v) Development of historical analogues of potential climatic scenarios; 
(vi) Development of inflow traces using General Circulation Model results; 
(vii) Evaluation of the forecast-control procedure against current management 
practices in real-world case studies; 
(viii) Comparative assessment of the above procedures in mitigating the effects of 
climatic changes. 
The research procedures and findings of each task are described in the final project 
report which consists of two volumes. This report is Volume I emphasizing the work 
performed by the Georgia Tech project team, mainly involved with Tasks (i), (iv), 
(vi), (vii), and (viii). Volume Il emphasizes the work performed by the University 
of Iowa research team and focuses on the remaining tasks. For continuity, each 
report reviews or contains elements of the other. 
This report is organized as follows: In Chapter 2, we introduce a new control 
method for the management of uncertain dynamic systems. This method describes 
system uncertainty using sets rather than statistical methods and derives policies 
guarantying that the system will remain within its physical and operational 
constraints. This approach is named Set Control Approach (SCA) and is motivated 
by the possibility of climatic shifts which are incompatible with historical inflow 
records and, thus, statistical characterizations. In Chapter 3, we apply the Set 
Control Approach to common reservoir operation problems such as flood and 
drought management and energy generation, using the Savannah reservoir system as 
a case study. We argue that this approach is especially useful during critical 
hydrologic periods when the objective is not so much to optimize reservoir functions 
as it is to avoid system failure. In Chapter 4, we describe the coupled forecast-
control procedure and evaluate its performance against typical operational practices 
in side-by-side simulation experiments. This application involves the upper Des 
Moines river basin and the Saylorville reservoir. The results favor the forecast-
control model which proves to be much more effective in avoiding droughts and 
controlling floods. Using historical analogues of low, intermediate, and high 
streamflow periods, we also examine the impact of potential climate changes, and 
conclude that effective forecast-control procedures can mitigate their consequences. 
In the same chapter, we examine the sensitivity of Lake Lanier to inflow scenarios 
generated using available GCM results. Our analysis shows that the lake can be 
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drastically impacted by the potential changes, experiencing frequent and more severe 
droughts. A key issue, however, is predictability. H inflows are accurately 
predictable, lake operation can be robust even in adverse climatic conditions. We 
conclude in Chapter 5 with a summary of our contributions and findings and a short 
ref ere nee to areas needing further research. 
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2. THE SET CONTROL APPROACH 
2.1 INTRODUCTION 
Many water resources systems can be represented by difference equations describing 
the evolution of a pivotal quantity, called state, in response to controllable and 
uncontrollable inputs: 
S(k+ 1) = A(k) S(k) + B(k) u(k) + G(k) w(k), k=0,1, .... ,N-1, (2.1) 
where S(k) is the n.-dimensional state vector; u(k) is the n..-dimensional control 
vector, w(k) is the 11w-dimensional input vector; and A(k), B(k), and G(k) are (n,xn.)-, 
(n.mu)-, and (n.xnw)-dimensional matrix coefficients respectively encoding the system 
layout and the interaction among its constituent elements. Examples include 
reservoir systems where state variables (states) represent reservoir storages, control 
variables (controls) represent releases or power generation hours, and input variables 
(inputs) represent reservoir inflows (Loucks et aL, 1980, Wasimi and Kitanidis, 1983, 
Trezos and Yeh, 1987, Georgakakos, 1989, and others]; groundwater systems where 
states may represent hydraulic heads and/ or pollutant concentrations, controls may 
represent pumping rates, and inputs may represent boundary conditions [see, among 
others, Willis and Finney, 1985, Georgakakos and Vlatsa, 1991]; and wastewater 
treatment processes where states are organic and inorganic constituent 
concentrations, controls are recycling rates, and inputs are wastewater loading 
characteristics [Harris, 1977, Kabouris and Georgakakos, 1990, and others]. Typically, 
the state and control vectors are restricted within certain acceptable ranges, 
smta(k) s S(k) s smu(k) , k::0,1, ..... ,N, 
(2.2) 
.,m1a(k) s u(k) s umu(k), k::0,1, .•• ,N-1 , 
where the upper and lower bounds may represent physical capacities or operational 
requirements. 
The purpose of a control scheme is to determine control vector sequences able to 
guide the system to meet its objectives over an operational horizon. The control 
process is seriously complicated, however, by the fact that future system inputs are 
typically unknown. The traditional approach is to develop probabilistic input 
descriptions and optimize system performance in some average sense. However, this 
may not always be possible or sound. 
In many cases, existing data records are simply not long enough to establish 
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probabilistic models, and we are forced to make assumptions which in the end cannot 
be corroborated. Even if sufficient data records exist, probabilistic input models and, 
consequently the associated control policies, become inadequate for extreme events 
where observations are sparse. In yet other circumstances, existing data records are 
atypical of future input realizations due to natural or anthropogenic causes (e.g., 
global climate changes). On such occasions, probabilistic input characterizations are 
inappropriate even in the average sense. 
Lastly, stochastic control policies can at best guarantee that the system will not 
violate its bounds with certain probability. They cannot explicitly control the 
magnitude of the violation. During extreme input episodes, however, the operational 
goal becomes just that: Take permissible actions guaranteeing that system states stay 
within acceptable limits. Namely, during crises system operators are not at all 
concerned with optimizing system performance; they only wish to avoid actions that 
may endanger or damage the system. 
To address the previous concerns, in this work we take a different tact. Rather than 
relying on probabilistic characterizations, we assume that future inputs are only 
restricted to belong in certain sets. The boundaries of these sets may represent 
minimum and maximum input estimates or other extreme levels, against which a 
sound operational policy is to be developed. In this framework, the purpose of the 
control process is to determine admissible controls such that system states remain 
within their acceptable limits as long as system inputs take on values from the 
specified input sets. 
2.2 DYNAMIC PROGRAMMING SOLUTION 
Glover and Schweppe [1971} and Bertsekas and Rhodes [1971} proposed a general 
solution for the previous problem using dynamic programming. The solution process 
is illustrated in Figure 2.1 and explained below: 
In what follows, {01(k), k=0,1, ... ,N} denotes the sequence of acceptable state sets, 
{0..(k), k=0,1, ... ,N-1} the sequence of admissible control sets, and {Ow(k), k=0,1, ... ,N-
1} the input set sequence. 
Define the modified state set o.(N) as follows: 
n .. (N) = {SER•: [S + G{N-1) w(N-1)] E n.(N), 
Vw(N-1) E Ow(N-1)}. 
(2.3) 
Namely, 0.(N) contains all vectors S such that [S + G(N-1) w(N-1)] belongs to the 
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state set 0 1(N) for any input vector in O,,..(N-1 ). 
Define the reduced state set O,(N-1) as follows: 
C,.(N-1) = {SeC.(N-1): 3 u(N-1) e C.,(N-1): (2.4) 
[A(N-1) s + B(N-1) u(N-1)] E c.(N)} . 
Namely, Or(N-1) includes all acceptable state vectors S for which there exists an 
admissible control vector u(N-1) such that [A(N-1) S + B(N-1) u(N-1)] belongs to 
the modified state set 0.(N). The significance of the previous sets is that if the 
system state S{N-1) reaches set Or(N-1), there exists an admissible control vector that 
can transfer it to an acceptable terminal state S{N) for any input vector in O,,..(N-1). 
One can proceed similarly to define the modified and reduced state sets for the 
previous time: 
c .. (N-1) = {SER•: [S + G(N-2) w(N-2)] E C,.(N-1)' (2.5) 
Vw(N-2) E Cw(N-2)}, 
(Note that Om(N-1) is defined based on O,(N-1), not O,(N-1).) 
C,.(N-2) = {SeC.,(N-2): 3 u(N-2) E C,,(N-2): (2.6) 
[A(N-2) s + B(N-2) u(N-2)] € c .. (N-1)} • 
Thus, if the system reaches set Om{N-2), there exist control vectors u(N-2) and u(N-1) 
such that states S(N-1) and S(N) remain within the acceptable limits for any input 
realizations {w(N-2), w(N-1)} from the specified input sets. 
The previous considerations can recursively be repeated in the reverse time direction, 
k = N-3, N-4, ... , 0. The problem bas a feasible solution (i.e., there exist a control 
sequence able to keep the state vectors within their acceptable sets) if the sets thus 
derived are nonempty and the reduced state set Or{O) includes the initial state vector 
S(O). Note, however, that the previous solution process does not determine which 
controls to use. Specific control vectors can be selected only as the system evolves 
and the state variable values become known. This and other related issues will 
further be discussed in Section 2.5. 
As usual, dynamic programming leads to a theoretically elegant solution. The 
practical implementation of this solution, however, presents an equally elegant 
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Cu(N-2) c (N-2) w Cu(N-1) c (N-1) w 
Figure 2.1: Dynamic Programming Solution of the Set Control Problem 
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challenge. Glover and Schweppe /1971} and Bertsekas and Rhodes /1971} proposed 
ellipsoidal approximation algorithms based on Schweppe's bounding 
ellipsoidalapproximation theory [Schweppe, 1973). The idea is to approximate all sets 
by bounding ellipsoids and develop recursive relationships for the computation of the 
modified and reduced state sets. Since ellipsoids are characterized by their center 
vector and principal axes, the set computation is reduced to a recursive computation 
of these attributes. However, the required approximations quickly result in empty 
modified and reduced state sets, and the algorithms falsely indicate infeasibility. 
Another approach is to define state, control, and input sets as convex polyhedra and 
develop efficient procedures to compute the modified and reduced state sets. The 
modified and reduced state sets then are also convex polyhedra defined by their 
perpendicular vectors and support functions. This is the approach we adopt herein 
because it is exact and naturally suitable for water resources systems. 
Our work follows that of Bertsekas and Rhodes (1971) but also contains several 
extensions and refinements. A significant extension is the applicability to systems 
with unequal number of state and control variables, a case that arises frequently in 
water resources systems especially in the management of groundwater aquifers and 
wastewater treatment plants. Other new contributions include procedures for the 
computation of the reduced state set, the identification of set infeasibility and 
hyperplane redundancy, and the determination of the admissible control set in real 
time. Furthermore, the proofs included in this article are original and are based on 
the support function concept for convex sets presented by Schweppe /1973}. Finally, 
a comparison of the polyhedral and ellipsoidal approaches quantifies the 
suboptimality of the latter and illustrates how quickly it becomes infeasible. 
2.3 DERIVATION OF THE MODIFIED STATE SET Om(k} 
The modified state set Om(k), k=N, N-1, ... , 1, is defined by Equation (2.5). Om(k) 
includes all state vectors X such that vectors [X + G(k-l)w(k-1)] belong to the 
reduced state set Or(k) for any (or all) w(k-1) in O..,(k-1). Let Or(k) be a convex 
polyhedron in the n.-dimensional space R°' of the state vector elements S" S2, ••• , and 
S.. . (A polyhedron is a set bounded by hyperplanes. A hyperplane is a straight line 
in 
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R2 and a two·dimensional plane in R3• A set 0 is convex if the line segment 
joining any two points in 0 also belongs in 0.) Furthermore, let the reduced state 
set Or(k) be known by its support function 4>r(1J). (This information is available by the 
computations of the following section.) Namely, let Or(k) be the following set 
(Schweppe, 1973; Bishop and Phelps, 1963) 
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O,(k) == {S: S' 11 $ .,( 11), foraU 11, 11'11 = 1}, 
where .,(11) == maximum{S' 11}. 
allS E D,(k) 
(2.7) 
Figure 2.2 provides a graphical interpretation of the support function in two 
dimensions and demonstrates that a convex polyhedron can be completely defined 
by the support function values at only a finite number of vectors 11: the vectors 'Ii 
perpendicular to its bounding hyperplanes. Thus, we will assume that O,(k) is defined 
as follows: 
0,(k) = {S: S'111 $•,(111),i=1, •.. ,n,}, (2.8) 
where ~ is the number of bounding hyperplanes. The use of unit vectors is only a 
matter of convenience and, especially in the case of polyhedra, non-unit vectors will 
also serve our purpose as long as the support function q,() is defined accordingly. 
By our earlier definitions, the reduced state set O,(k), the modified state set Om(k), 
and the input set O,.,.(k-1) are related as follows: 
O,(k) = {S: S =X + G(k-l)w(k-1), foranyX E O.,(k)andanyw(k-1) E Qw(k-1)}. 
(2.9) 
The modified state set Om(k) will be completely defined if its support function value 
can be computed for any vector '1· Let q,m() and tf>wO represent the support functions 
of the modified state and input sets respectively. Then, 
•,(11) = maximum [X + G(k-l)w(k-1)]'11 
XeD.(i) 
ll(k-1) E D.,(k-1) 
=maximumX'11 + maximum w'(k-l)G'(k-1)11 






11'11 - 1 
<l>r(Tl) • maximum {S'11} • (QA) 
allSECr 
························· ... 
· .. ~ .. ~.~ 
1'1i (support vector) 
bounding hyperplane 
Figure 2.2: The Support Function of a Convex Polyhedron 
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and therefore, 
4>.(11) = 4>,(11) - 4> .. CG'(k-1)11], for all 11'11 = 1 • (2.11) 
Although 0...(k) is now fully defined, it would be computationally more economical 
to restrict Equation (2.11) to vectors 'I perpendicular to its bounding hyperplanes. 
The hyperplanes of O.(k) are parallel to those of O,(k), and consequently vectors { Jt., 
i = 1, ... , Ile} associated with Equation (2.8) are sufficient for the definition of 4>.0 and 
0...(k). 
Figure 2.3 provides a graphical proof of this fact by deriving set o.(k) from O,(k) and 
Oaw(k-1) in two dimensions. (Oaw(k-1) is the set including all vectors Gw(k-1).) 
Points (vectors) A, B, C, D, and E are on the boundary hyperplanes of O,(k). The 
dashed polygons originating from each point are obtained by subtracting the vectors 
defining the Oaw(k-1) comer points. Set o.(k) is the polygon circumscribed by the 
interior comer points of the dashed polygons, as A, B, C, D, and E trace the 
periphery of O,(k). By construction, if a point (vector) belongs to Om(k), adding any 
vector within Oaw(k-1) generates points (vectors) inside O,(k). 
In summary, the modified state set o.(k) can be determined as follows: 
0,.(k) = {X: X 111, ~ 4>,.( 11,) = 4>,(11) - 4> .. [G'(k-1)111], i = 1, ••• ,n,}, 
where 111, i = 1, ... ,n,, are perpendicular to the bounding hyperplanes of Or(k). 
(2.12) 
ef>w[G'(k-l}'tJ can be specified by solving the following linear programming (LP) 
problem: 
Maximize J = w'G'(k-1)111 
aD w 
subject to (2.13) 
where e.r j = 1, ... ,Dw, represent unit vectors perpendicular to the bounding hyperplanes 
of O.,(k-1). tf>w[G'(k-l)Jt.) is equal to the optimum value of J. 
11 
A c (k) r 
Figure 2.3: Derivation of nm(k) 
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It is finally possible that set 0..(k) is empty or has fewer bounding hyperplanes than 
Or(k). Namely depending on the shape of Oaw(k-1 ), the previous operations may 
result in an empty 0..(k) set or cause some hyperplanes to vanish. (One can easily 
envision this possibility with the aid of Figure 2.3.) If set Om(k) is empty, then the 
procedure stops at time k indicating that there does not exist an admissible control 
sequence that can meet the specified constraints. If 0..(k) is nonempty, discarding 
unnecessary hyperplanes is generally desirable to reduce the computational overhead. 
To test for these two conditions, let l(th 12, ... , t. ) be any fixed unit vector and X(Xb 




The vector x• whose coordinates maximize (or minimize) J is a corner point of Om(k). 
(For example, (OC') in Figure 2.4 is the maximum projection length of all points in 
Om(k ). ) Thus, a comer point can be found by solving the following LP problem: 
Find X(Xh X2, ••• , Xu) which maximize/minimize J given by Equation (2.14) subject 
to inequalities (2.12j. If this problem has no feasible solution, set Om(k) is empty. 
Furthermore, if any single inequality is replaced by a strict equality, the solution of 
this linear Program will provide a comer point on the associated hyperplane. 
However, if the hyperplane is redundant, LP will indicate infeasibility. The 
corresponding inequality and hyperplane can then be discarded. This procedure 
should be repeated ~ times to test the redundancy of all hyperplanes. One can avoid 
multiple LP solutions by selecting a vector t which is not perpendicular to any 
hyperplane. To guarantee this fact, t should not be collinear with any vector tt., 
i= 1, ... ,~ 
The previous procedure identifies hyperplanes which are completely outside the set 
Om(k). However, redundant hyperplanes are also those that pass through a single 
comer point of this set. To discard these hyperplanes, one can repeat the above 
procedure using two unit vectors that are negative of one another. If both problems 





Figure 2.4: Determining the Corner Points of nm(k) 
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2.4 DERIVATION OF THE REDUCED STATE SETS 0,(k) 
The reduced state set O,(k), k=N-1, N-2, ... , 0, was defined as follows (cf. Equation 
(2.6)): 
C,(k) = {SEC.(k): 3 u(k) € C.,(k): [A(k) s + B(k) u(k)] € o.(k+l)}. <2•15> 
The derivation of Or(k) involves the following set operations: (1) Derivation of set 
0811(k) including all vectors B(k)u(k) such that u(k) E Du(k); (2) Derivation of set 
OAS(k) with all vectors X such that there exist vectors (at least one) in O&(k) that 
transfer (X + B(k)u(k)] in 0..(k+ 1); (3) Derivation of set O.(k) including all 
vectors S such that A(k)S E OAs(k); and (4) Derivation of Or(k) = O.(k) n 08(k) 
(set intersection), where 08(k) denotes the admissible state set (depicted in Figure 
2.1). 
For the first set operation, the problem is as follows: Given that Du(k) is defined by 
C.,(k) = { u: u 'v, ::; cl>.,( v1), i = 1, ... ,n.,}, (2.16) 
namely, by the values of its support function at the vectors perpendicular to its 
bounding hyperplanes, find the vectors perpendicular to the hyperplanes of O&(k) 
and the associated support function values. The following result holds for the case 
where B(k) is an invertible matrix (see appendix for a proof): 
Cai(k) = {X: X'8,::;41>
11
(v1), i:: 1, ... ,n.,}, 
(2.17) 
where 81 = (B
1(k)r1 v1 , i - 1, •.. ,n.,. 
If there are more B(k) rows than columns (most usual case when B(k) is not 
invertible), one can still use the previous result by augmenting B(k) (and the state 
equations) to include columns corresponding to fictitious control variables with empty 
feasible ranges. This technique is further discussed and illustrated in the companion 
article. If the rank of B(k) is less than the dimension of its rows or columns, in all 
likelihood the state equations are ill-posed and some may be redundant. 
The second set operation calls for the derivation of set OAs(k) with all vectors X such 
that there exist vectors in Oau(k) which transfer [X + B(k)u(k)] in Om(k+ 1). The 
above is equivalent to finding a set OAs(k) such that for all vectors Z E 0..(k + 1) and 
y E o .• (k), there holds z + y = x E OAs(k). The equivalence of these two 
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statements can be easily demonstrated by showing that the set OA8(k) corresponding 
to the first statement is a subset of the set corresponding to the second and vice-
versa Thus, OAs(k) is the vector sum of Om(k+ 1) and O.Bu(k), where O_Bu(k) is the set 
including all vectors [-B(k)u(k)]. As shown in the previous section (Equation 2.10), 
the support function of OA8(k) can then be computed from the support functions of 
0.(k+ 1) and o ... (k) as follows: 
4>~11) =maximum[Z + YJ'11 
Z E D.<t+l) 
FED_.(l) 
=maximum Z '11 +maximum Y' 11 
Z ED.<k+l) Y ED •• (k) 
= cl>,..(11) + • _ _.(q), 
all 11'11 = 1. 
(2.18) 
In the above equation, the support vectors and function of O.Bu(k) have not been 
defined. However, using the support function definition (2.7), one can easily show 
that the support vectors of n ... (k) are negatives of the Oau(k) support vectors, while 
the support function values remain the same. 
The minimal set of vectors 'I where the support function has to be evaluated includes 
all vectors perpendicular to the hyperplanes of both Om(k+ 1) and O.au(k). Thus, 
OAs(k) is defined by 
C.,.u{k) = {X: X'111 scl>,..(q1) +cl>_ .. (111), i = 1, ••• ,n,.., and 
(2.19) 
where 4'm( 'Ii), i = 1, ... ,n., are provided by the computations of the previous section 
(Equation 2.12 and discussion thereafter) and 4'.au(-8j), j = l, ... ,11u, are equal to 4'Bu(8j), 
j = 1, .•. ,n. as explained earlier. Figure 2.5 illustrates how OAs(k) is graphically 
constructed in two dimensions. Let ABCD represent set Om(k + 1 ). Hyperplanes 
A'D', D'C', C'B', and A'B' (solid lines) of OAs(k) are respectively parallel to 
hyperplanes AD, DC, CB, and AB of Om(k + 1) and include points which can be 
transferred to Om(k+ 1) only by a single comer point of OBu(k). The additional 
hyperplanes needed to define OAs(k), namely, A'A', A'A', C'C', and B'B', are 
parallel to those of 0..(k) which is the set symmetric to OBu(k) about the origin. The 
sets resulting by subtracting the comer point vectors of Oau(k) from each comer point 
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of 0.(k + 1) (dashed line polygons in Figure 2.5) are simply parallel translations of 
Oeu(k) as though each comer point of 0..(k+ 1) were the origin of the axes. Namely, 
OAs(k) is the polyhedron circumscribed by the exterior comer points of 09u(k) as it 
traces the periphery of n.(k + 1 ). 
The third set operation calls for determining set 00 (k) from OAS(k). By noting that 
S = A-1 (AS) and applying the lemma associated with Equation (2.17), set O,,(k) can 
be determined by 
(2.20) 
where p1 = A 
1(k) 1,, i = 1, ... ,n.,u, 
and e0 i = l, ... ,nA8, includes all vectors 1'Ji, i = 1, ... ,tlm, and 8j, j = l, ... ,n.., associated with 
Equation (2.19) (nAs=Bm+n..). 
Finally, set Or(k) can be derived as the intersection of 0,,(k) and 08(k). In 
mathematical form, this intersection is determined by 
O,.(k) = {X:X 1't1 s minimum.[+s('t1), cl>0 ('t1)], i = 1, ... ,ns, and 
(2.21) 
where 4>8(), 1'iJ i = l, ... ,n8, represent the support function and associated vector set for 
0 8(k), and 4>0 (), pj, j = 1, ... ,~ represent the support function and associated vector set 
for O,,(k). The validity of the above statement is illustrated in Figure 2.6. 
As with the modified state set, some of the hyperplanes associated with the reduced 
state set computed above may be redundant and should be discarded using the 
procedure outlined at the end of the previous section. 
2.5. REAL•TIME IMPLEMENTATION 
The computation of the modified and reduced state sets can thus proceed from the 
terminal time N to the initial time 0. The problem has a solution (namely, there 
exists a feasible control sequence that guarantees that the state variables will remain 
within their admissible limits for any input realization within the specified input sets) 
if the reduced state set Or(O) at time 0 is nonempty and includes the initial state 
vector S(O). The determination of these solutions has yet to be discussed. 
Assuming that S(O) is known, the state equation describes the transition to state S(l) 
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by 
S(l) = A(O) S(O) + B(O) u(O) + G(O) w(O). (2.22) 
The issue here is to determine an admissible control subset whose vectors guarantee 
that whatever the input w(O), the state S(l) will be within the reduced state set Or(l). 
Equivalently, this subset should be such that vector (A(O)S(O) + B(O)u(O)] always 
belongs in the modified state set o.(1). The set Ou..(O) that satisfies this requirement 
is obviously a parallel translation of 0.(1) by the vector A(O)S(O). More formally, 
Oau(O) can be defined by 
0&(0) = {X: X'11,~cl>.(111)-S 1(0)A 1(0)11,, i = l, ... ,n.}, (2.23) 
where ti>.(), 1Ji, i = 1, ... ,n., represent the support function and associated vector set for 
o.(1) already determined by the DP procedure. 
The admissible control set 0 0(0) can finally be obtained from the lemma associated 
with Equation (2.17) and an intersection with Ou(O) (Equation 2.21). Any control 
vector in the set Oc(O) guarantees that (a) state S(l) will be feasible and (b) there 
will exist u(k), k= 1,2, ... ,N-1, vector sequences which will produce feasible states all 
through the control horizon. Subsequent sets 0 0(k), k= 1,2, ... ,N-1, can be obtained 
by similar considerations as the system evolves and the state values S(k), k = 1,2, ... ,N-
1, become known. 
2.6. AN EXAMPLE 
To provide some computational insight for the theory presented earlier, we first solve 
a two-dimensional problem with four time steps. The state equation is as follows: 
[S
1Ck+l)] = (1 o][s.Ck)] + 1-1 0]["1(k):] + [1 o][w1(k)], 
S2(k+ 1) 0 1 S2(k) 1 -1 Uz(k) 0 1 w2(k) 
(2.24) 
[
S1(0) = 4] 
k = 0,1,2,3, ' 
S2(0) = 4 






. Derivation of nAs(k) Figure 2.5
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Figure 2.6: Set Intersection 
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(2.25) 
It is noted that the above formulation could represent a two-reservoir cascade. In 
hyperplane form, the constraints become 
Cs Cw c. 
1 S1(k) + 0 S2(k) s 10 
( -1) S1(k) + 0 S2(k) s 0 , 
0 S1(k) + 1 S2(k) s 15 
os1(k) + c-1> s2ck> so 
1 w1(k) + Ow2(k) s 3 
(-l)w1(k)+Ow2(k)s0 , 
Ow1(k) + 1w2(k)s3 
Ow1(k) + (-1) w2(k) s 0 
1 U1(k) + 0 Uz(k) S 2 
(-l)U1(k) +0"2(k) s0 , 
0 U1(k) + 1"2(k)S2 
Ou1(k) + (-1)"2(k) sO 
(2.26) 
where the support function (4'('1)) values are given by the right-hand side of the 
above inequalities, and the coordinates of the associated vectors ('1) are the 
coefficients on the left-hand side. In this example, the constraint sets and matrices 
A, B, and G are time-invariant. 
Computation of Sets o. and o_. 
Let Xeu = [Xeu1 X0u2]' denote any vector in set Oeu. Then, the support function 
and vectors of this set are given by (Eq.2.17): 
n...,=tx .. :xJ,.cs'r111, s •.<11), i=l, ... ,4} (2.27) 
where .,, and tf>.(.,i) are the support vector and support function value of set Ou 
respectively, 
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··=[0 -1)1 cl>.,(v.J=O 
After performing the indicated matrix-vector multiplication, one obtains 
c. 
-XBaJ +OX.Bu.?~ 2 
Xad +OX.Bu.?~ 0 
-X,.,1 -XBu.? s 2 




By changing the sign of the left-hand side coefficients, we get set 0-Bu· Namely, 
c_. 
Computation of 0,,.( 4) 
XBaJ +OXa.a s 2 
-xBal ·+ox.Bu.? so 
X•1 +XBu2 s2 
-x.1 -XBu.? s 0 
(2.31) 
Reduced state set Or(4) is the same as 08(4), and therefore its support function 
vectors are known. Let s. = [S.1 Sm2]' denote any vector in set 0...( 4 ). Then, set 0...( 4) 
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is given by Equation (2.12): 
a.(4)=ts.: s~11, ~ •.<11~ = «1>,<11~ - «1>.,CG'11,>, i=l, ••• ,4}, (2.32) 
where 'Ii are the support vectors of 0,(4) as follows (Eq. 2.26): 
111 =[1 OJ' «1>,<111)=10 
112=[-l OJ' 4>,(11:J=O 
113=[0 lJ' 4>,(11J=15 
11 .. =CO -lJ' 4>,(11~=0 
tf;>..,[G''i] can be generally computed by solving the following LP problem: 
Maximize w 'G '11, 
Subject to we-0.,, 
(2.33) 
(2.34) 
where 0.., is given by (2.26). The optimal value of w'G''li represents t/;>..,[G''li]. 
In this example, this optimization problem has a simple solution as illustrated for 
their support vector 'Ii: 
[
Maximize w'G'111 = 4>.,CG'111J] [ Maximize W1 ] _ 
3 
(2.JS) 
Subject to we-a., = Subject to we-Cw 
Thus, the Om(4) hyperplane associated with 'Ii is 
s~ [~) s 10-3 = 1. (2.36) 
Similarly, we can compute the other three hyperplanes and specify Om( 4 ): 
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0,.(4) 
S..i+OS1112 s. 7 
-S1111 +0S1112 s. 0 
OS..i + 1 S1112 s. 12 
OS1111 -1 S1112 s. 0 
(2.37) 
After the specification of all relevant hyperplanes, one should check whether the Om 
set is nonempty and whether it includes redundant hyperplanes. Redundant 
hyperplanes should be discarded because they unnecessarily increase computational 
requirement. Procedures for performing these tasks have been outlined in Section 
2.3. In this cases, the set is nonempty and does not include redundant hyperplanes. 
Computation of set OAS 
Let X.u = [XAst XA82]' denote any vector in set OAs· Then, OAs is given by (Eq. 
2.19): 
0~3)=fXu Xis11,s.cl>,.('1J+cl>_BJ'l1), i=l, .•. ,4, 
Xis&J s. cl>,.(O)+cl>_Bu(O), j=l, ... ,4} 
(2.38) 
where 'Ii are the support vectors of set Om( 4 ), and I; are the support vectors of set 
0-&· For each 'Ii and lj, 4>m(fli) and 4>.&(li) are known. To compute 4>.&(fli) and 4'm(B;), 
one needs to solve the following LP problems: 
Maximiu XJ,,,111 = cl> _ _.(111) 
Subject to X1111e0 _ _. 
and 
Maximiu s!o, = +,.<OJ 
Subject to s.eC,.(4) 

























x ASl +OX .AS2~9 













It is noted that some of the above hyperplanes may be repetitive. To avoid 
unnecessary calculations and computer memory overtaxing, one should remove these 
hyperplanes from OAs before proceeding. In this example, two hyperplanes are 
repetitive because set O.nu and Om( 4) share two common support vectors. After 
removing these hyperplanes, OAs is given by 
25 
Computation of 0.,(3) from O..s(3) 
0~3) 
XASl+ OXAS2 s 9 
-XASl+ OXAS2 s 0 
OXASl+ X.m s 14 
OXAS1-XAS2 s 2 
XASl + XAS2 s 21 
-XAS1-X.m s 0 
(2.42) 
Let X.,=[X.,1 X.,2]' denote any vector in set 0.,(3). Since A is an identity matrix 
in this example, 0.,(3) equals OA8(3) according to Eq. (2.20). Namely, 
Computation of 0,(3) 
00(3) 
xol+ oxo2 s9 
-xol + oxo2 s 0 
oxol + xo2s14 
oxol-xo2 s2 
xol+ xo2 s 21 
-Xa1-Xa2 sO 
(2.43) 
Let Sr=CSr1 Sa]' denote any vector in set 0,(3). 0,(3) is determined from the 
intersection of 0.,(3 ) and 01(3)( Eq. 2.21): 
C,(3)={S,: s:'t,sMin[cl>.,('t,),4>
0
('t,)], i=l, ••• ,n., , 
s:pJ s Min[cl>.,(p),4>0 (p)], j=l, ••• ,n0 } • 
(2.44) 
where ,.i and tPi( 7'.) are the support vectors and function of set 0,(3), while Pi and 
tl>;(P;) are the support vectors and function of set 00 (3). 
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Again, f>.( .,.i) and f>.(PJ) are unknown but can be computed by solving LP problems 
similar to those formulated earlier. The results are given below 
-i1 =[1 OJ' •.<-i.)=10 
"'i =[ -1 O]' t,,«ti)=O 
'1'3=[011' •.<-i:.)=15 
't4=[0 -1]1 t.(-iJ=O 





p4=[0 -1]1 t.(pJ=O 
Ps=[l 1]' •.<p.J=25 
p,=[-1 -1]1 t.(pJ=O 
The corresponding set Or(3) is defined by 
0,(3) 
S,1+ OS,2 :s: 9 
-S,1+ OS,2 :s: 0 
OS,1 + S,2 :s: 14 
OS,1-S,2 :s: 0 
S,1+ OS,2 :s: 9 
-S,1+ OS,2 :s: 0 
OS,1 + S,2 :s: 14 
<U,1-S,2 :s: 0 
S,1+ S,2 :s: 21 
-S,1-S,2 :s: 0 
fa('t1)=9 
fa(-ii)=O 
f 0 ("C,}=14 
fa(-iJ=2 
fa(P1)=9 
t 0 (pi)=O 
f 0 (p,}=14 
fa(pJ=2 
f 0 (p.s)=21 
t 0 (pJ=O 





Sri+ OS,2 :s:: 9 
-S,1 + 0Sr2 :s:: 0 
OSri+ Sr2 :s:: 14 • 
OS,1-S,2 :s::O 
Sri+ S,2 :s:: 21 
(2.47) 
The above procedure is repeated to compute sets 0.(3), 0,(2), 0.(2), 0,(1),0.(1), 
D,(O). These sets are summarized in Table 2.1. 
Computation of the admissible control set OcfO) 
The admissible control set Oc(O) can be computed by the procedure described in 
Section 2.5. 
First, the admissible set Oeu(O) is computed by Eq.(23). Let XBu = [Xeu1 XBu2]' denote 
any vector in set Oeu(O). Then, Oeu(O) is given by: 
c .co)= f X •= x~ 11, :s:: +.< 11J-S 'CO) A 1 11" ; = 1, ••• ,4 l , (2.48) 
where ti>.( 'Ii), 'Ii, i = 1, ... ,4, represent the support function and associated vector set for 
'1.i(l) given in Table 2.1. S(0)=[4,4]' is the initial state. 







cl> ... ( 111) =4 S 
1(0) A '111 =4 
cl>.( 11J =O S 1(0) A '112 = -4 
cl>.( 11,) =O S 1(0) A '113 = -4 
cl>.C11J=7 S'(O)A '114=8 




X11a1+ OX.a.as 0 
-x.1+ OX.aas 4 
ox.1-x.aas 4 
x.1+ X.a.as -1 
(2.50) 
Secondly, o.(O) is computed from Oau(O). Let X.=[X..1,"1a}' denote any vector in set 
Ou(O). O .. (O) is obtained by Eq.(2.20): 
(2.51) 
where ei, 4>Bu( ei) are the support vector and support function of OBu(O), respectively. 




-X.i+ OX112 s 0 
X81 +0X112 s4 
-X,,1+ X112 s 4 
OX.,1- X112 s -1 
(2.52) 
Finally, the admissible control set Oc(O) is given by the intersection of O .. (O) and Ou. 
Let uc=Cuc.,uc21' denote any vector in set Oc(O). then, Oc(O) is given by (Eq. 2.21): 
Cc(O)={u0: u:11,sMinC+c«11J,+.C11J], i=l, ••. ,4, 
and u:YJSMin(9cC'v),9a(YJ)], j=l, •.• ,4} 
(2.53) 
Vectors 'Ii and ,,j are support vectors of Ou(O) and Ou respectively. tl>u('li) and tl>c(Pj) 
are unknown but can be computed by solving the following LP problems: 
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Maximiz.e 11:11, = cl>.,(11) 
Subject to ucc0.(0) 
and 
Maximiz.e u1v1 = +l•) 
Subject to ucO •• 






























The admissible control set Oc(O) is then defined by 
Cc(O) 
-ucJ + Ouc2 s 0 
ucJ+ Ouc2 s 2 
-ucl+ "c2 s 2 
Oucl- Uc2 S -1 
ucl+ Ouc2 s 2 
-ucJ + Ouc2 s 0 
Oucl+ Uc2 S 2 
Oucl- Uc2 S -1 
After discarding the repeated hyperplanes, this set becomes 
Clc(O) 
ucl+ Ouc2 s 2 
-ucJ+ Ouc2 s 0 
Oucl+ Uc2 S 2 
Oucl- Uc2 S -1 
(2.56) 
(2.57) 
2.7 COMPARISON OF POLYHEDRAL AND EWPSOIDAL SET CONTROL ALGORITHMS 
The second computational experiment aims at comparing the polyhedral control 
algorithm discussed earlier with an ellipsoidal approximation algorithm proposed by 
Bertsekas and Rhodes [1971]. The basis of this approach is to create ellipsoidal 
approximations of all sets and develop recursive relationships for the ellipsoid centers 
and principle axes. These relationships are similar to the Ricatti equations 
encountered in Linear Quadratic Gaussian control problems. Since these equations 
can be solved recursively, they present computational advantages for large systems. 
The system is again described by Equation (2.24) and the state, input, and control 
sets are as follows: 
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Figure 2.7: State and Control Sets for the Example 
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{
-37.5 s S1(k) s 37.5} 
Os(k) = , l=0,1, ..• ,15, 
-31 s S2(k) s 31 
{
-10SW1(1)S10} 




-10 S U1(k) S 10} 
C,,(k) = , k = 0, 1, ••• , 14. 
-22 s Ui(k) s 22 
For the ellipsoidal approximation algorithm, the state, input, and control sets are the 
smallest ellipses enveloping the previous rectangles. 
Figure 2.8 portrays the resulting modified and reduced state sets for both set 
computation approaches at times 15, 14, 13, 12, 1, and 0. Until time 12, both 
approaches produce feasible results, although the polyhedral modified and reduced 
sets are significantly larger. At time 11, the ellipsoidal algorithm terminates 
indicating infeasibility, while the polyhedral approach remains feasible until time 0. 
This experiment shows that the required ellipsoidal approximations underestimate 
the feasible regions and cause early algorithm termination. Given that the polyhedral 
algorithm is fairly efficient (see computational time estimates in companion article), 
this suboptimality of the ellipsoidal set control approach is a major weakness. 
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Table 2.1: Modified and Reduced State Sets for the Example 
N 0...(N) Or(N) 




3 1S111 +OS.as6 1s1 +os2s9 
(-l)S111 +OS.as0 (-l)S1 +OS2s0 
OS111 + 1 S.:z s 11 OS1 +1S2 s 14 
OS.1 +(-l)S.:zs0 OS1 + ( -1) S2 s 0 
1S111 + lS.:z s 15 1S1 +1S2 s21 
2 1s1 + os2 s s 1S1 +OS2s8 
c-1)s1 + os2 so c-1)s1 + os2 so 
OSI+ lS2 s 10 OS1 +1S2s13 
0$1 + ( -1) S2 s 0 OSI+ (-l)S2 so 
1S1 +1S2s11 1S1 +1S2 s 17 
1S1 +OS2 s4 1s1 +os2s1 
(-l)S1 +OS2s0 c-1)s1 + os2 so 
OS1 +(-l)S2 sO OSI+ lS2s12 
1S1 +1S2 s 7 os1 + c-1)s2 so 
1S1 +1S2 s 13 
0 1S1 +OS2 s6 
c-1)s1 + os2 so 
OS1 +(-l)S2 s0 
1S1 +1S2 s9 
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3. APWCATION TO RESERVOIR MANAGEMENT 
3.1 INTRODUCTION 
The need to handle uncertainty in reservoir management is widely recognized by 
practicing and research professionals and continues to motivate new management 
approaches [Foufoula-Georgiou and Kitanidis, 1988, Kelman et al, 1990, Georgakakos, 
1989, 1992]. The common theme is to rely on probability theocy to model random 
quantities and then develop suitable optimiz.ation schemes to control the probability 
distribution of storage, release, energy generation, and other key system variables. 
The basic suppositions are (a) that enough data are available to validate the 
descriptions of the uncertain elements and (b) that the system operator has the 
ability to balance abstract concepts, such as risks of not meeting certain objectives 
or expected output levels, among themselves and over time. 
Data availability undermines stochastic methods when they are most valuable: during 
hydrologic extremes. Data deficiencies for extreme floods and droughts usually 
weaken model predictions and limit management options. What is more, potentially 
new climatic regimes may totally invalidate existing observation records. 
Amidst crises situations, system operators are also faced with nontrivial challenges. 
At the onset of droughts, they must decide whether to reduce outflow or continue 
with their normal release schedules. In retrospect, one option is better than the 
other, but at the time when the decision is made each option involves risks. 
Anticipating floods, reservoir operators should evacuate enough storage to avoid 
damage-causing outflows and energy-wasting spillage. Over- or under-estimating this 
storage again involves risks. Risks are associated with almost evecy decision in 
reservoir operations, but it is unclear how reservoir operators should tcy to appreciate 
and balance them. Stochastic management methods are useful, but they can only 
control the probability of extreme events and not their magnitude (Georgakakos, 
1989]. And, as already mentioned, probability estimates can only be as good as the 
available data 
As an alternative, in this work we develop operational choices that are easier to 
understand and offer some guarantees. Using the set control approach, we derive 
sets of control actions guaranteeing that the system will meet its constraints (satisfy 
water supplies, maintain outflow below damaging levels, or cover a dependable 
energy commitment). The guarantees are valid for a certain length of time and for 
all inflow sequences bounded by specific ranges. The inflow bounds are selected by 
the operator and should reflect extreme hydrologic circumstances against which the 
system is to be controlled. This selection affects the size of the admissible control 
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37 
sets and the length of the operational horizon during which the system can fully meet 
the stated constraints. Bounds associated with more extreme hydrologies result in 
shorter guaranteed operational horizons and smaller admissible control sets. 
Although this judgement involves risks, it is also more meaningful and reassuring, 
especially during crises. The operators can select any control action within the 
specified sets and be confident that the system will not violate the stated constraints 
at least for the duration of the operational horizon. 
This article examines this approach as it applies to flood and drought management 
and hydropower operations and illustrates through examples how some apparent 
method limitations can be overcome. Potential applications for reservoir design and 
operational policy determination are also briefly discussed. 
3.2 FLOOD AND DROUGHT MANAGEMENT / RESERVOIR DESIGN 
The following discussion, although general, will make reference to a three-reservoir 
cascade as an example and test case study. This system is located on the Savannah 
River in the southeastern U.S. and is described in Georgakakos (1989, 1992]. For 
the purposes of this section (namely, to investigate issues exclusive of hydropower), 




1 0 0 S1(/c) [-1 0 0 l "1(k) 1 0 0 w1(k) 
= 0 1 0 S2(1c) + 1 -1 0 "2(k) + 0 1 0 W2(1c) ' 
0 0 1 S3(k) 0 1 -1 u,(/c) 0 0 1 w3(k) 
k = 0,1, ... ,N-l, 
(3.1) 
where Si(k), ui(k), and wi(k) respectively represent storage, release, and inflow 
volumes for reservoir i = 1,2,3. Table 3.1 reports permissible storage and release 
ranges reflecting water conservation and flood control objectives, and Figure 3.1 
depicts the weekly inflow ranges. These ranges were obtained, somewhat arbitrarily, 
using the third lowest and third highest inflow values on record ( 63 years). 
The first question is whether the system can control inflows without violating the 
stated constraints, namely, without effecting water shortages (where u3(k) < 2.2 
billion cubic feet/week) or damage-causing outflows (where ulk) > 18 bcf/week). 
The answer is far from obvious since system inflow (w1(k)+w2(k)+w3(k)) saturates 
the admissible range of u3(k) for more than one third of the year (rainy season). 
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Table 3.1: Reservoir Storage and Release Constraints 
Minimum Maximum 
Reservoir 1 
Storage (bet) 79.25 123.8 
Release (bcf / week) 0.0 18.0 
Reservoir 2 
Storage (bcf) 34.2 50.8 
Release (bcf/week) 0.0 18.0 
Reservoir 3 
Storage (bet) 69.71 125.95 
Release (bcf/week) 2.2 18.0 
To provide a partial answer to this question, we ran the set control algorithm with 
a time horizon of 52 weeks. The algorithm terminated successfully and generated 
the following reduced state set at time zero: 
(-0.707l)S1 + (-0.707l)S2 + OS3 s -80.2213 
0.5774S1 + O.S114S2 + O.S114S3 s 140.4670 
-0.5774)S1 + (-0.5774)S2 + (-0.5774)S3 s -129.8806 
1 S1 + OS2 + OS3 s 123.8 
C,(0) = (-l)S1 + OS2 + OS3 s -19.25 (3.2) 
osl + 1S2 + OS3 s 50.8 
OS1 + (-l)S2 + OS3 s -34.2 
OS1 + OS2 + 1 S3 s 125.93 
OS1 + OS2 + (- l)S3 s -69.71 
If this set contains the initial storage values, there exist feasible release sequences 
that maintain all reservoir storages within their acceptable limits independently of 
what inflows materialize, provided that they are within the specified bounds. The 
set of admissible control actions that guarantee feasibility is also determined for 
initial storage values S1(0)=100, 8i(0)=45, and S3(0)=95 bcf: 
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0.7071u1 + (-0.7071)"2 + Ou3 s 2.7209 
(-0.7071)u1 +0.7071"2 + Ou3 s 7.7442 
1111 +0"2 + Ou3 !C 18.0 
(-1)11, + 0"2 + 0113 ~ 0.0 
Ou1 + 1"2 + Ou3 ~ 18.0 
Ou1 + (-1)"2 + Ou3 ~ 0.0 
Ou1 + 0"2 + 1 u3 !C 17.2403 
Ou1 + Ou2 + (-l)u3 s -14.7040 
(3.J) 
To test the validity of the results, we ran simulation experiments. Each simulation 
began with the generation of a 52 .. week, random inflow sequence for each system 
reservoir. These sequences can be determined in several ways. One approach is to 
generate inflow values uniformly (equally likely) within each weekly range. The 
result would be a totally random sequence, but one with very little probability of 
being consistently high or low (as in wet and dry years). Furthermore, the yearly 
volume of such sequences usually has a much wider range than actually observed. 
To avoid these inconsistencies, the inflow sequences were constructed as follows: 
The yearly inflow ranges for the entire system and each reservoir were first 
determined using the third lowest and third highest annual inflows on record. A 
uniform value within each range was then generated. Next, the annual inflow values 
of each reservoir were appropriately normalized to agree with the system value. 
Lastly, uniform inflows were obtained within each weekly range and subsequently 
adjusted to conform to the respective annual inflow values for each reservoir. 
At each time period k (week) of the simulation horizon, a control vector was also 
randomly generated from the corresponding real·time control set nc(k). The inflow 
and control vectors were then used in Equation (3.1) to determine the storage values 
for the next time step k+ 1. Based on these values and the reduced and modified 
state sets derived by the set control approach for time k + 2, a new real-time control 
set nc(k + 1) was determined and the procedure was repeated until the end of the 
year. The simulation process was applied to 30 different random inflow sequences 
with the results shown on Figure 3.2. The figure includes the simulated storage and 
release sequences (solid lines) along with their associated bounds (dashed lines) and 
indicates that the set control approach accomplishes the objective of maintaining 
system storages within their limits using only feasible releases. The fact that the 
reservoirs experience drawdowns is a consequence of the manner in which the 
applied releases are obtained. Random release selection from the nc(k) sets leads 
to reservoir depletion. Note, however, that this does not forewarn that the control 
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process will become infeasible. What will happen is that sets nc(k) will shift towards 
low release regions of the feasible control sets nu(k). 
To see the effect of other selection rules, we ran additional simulation experiments 
using the release vector associated with the nc(k) comer point closest to the axis 
origin (Figure 33). The system is again contained within the specified constraints in 
all simulations, but reservoir storages now tend to be in the proximity of their upper 
bounds. The applied releases are generally lower than in the previous case, although 
specific release levels may be higher depending on the seasonal inflow range and the 
value of storage. 
Hence, the selection of applied releases can drastically influence the state of the 
system, this being a strength and an open question. From the operational point of 
view and especially during crises, it is comforting to know that any control action 
from the nc(k) sets will not force violation of the stated bounds. However, a relevant 
question is how to establish an appropriate selection mechanism to coerce the system 
to evolve in a desirable manner. Desirability implies that each possible system 
sequence has some distinct value to the system users, and this premise is beyond the 
stated scope of the set control approach which simply aims to guarantee system 
feasibility. Nevertheless, it is a question of practical interest and will be taken up 
again in the conclusion section. 
The purpose of the above experiments was to see whether the system is controllable 
in view of the imposed constraints. The answer was positive but partial because the 
results do not guarantee feasibility beyond the 52-week control horizon. In fact if the 
control horizon is extended to over 90 weeks, the set control approach terminates 
identifying empty modified state sets. Infeasibility means that there is no guarantee 
that the system can be contained within the stated limits so far in advance. The 
reason is that the minimum required release of 2.2 bcf /week from the 3rd reservoir 
is higher than the average lower inflow bound (-1.396 bcf/week). Eventually, this . 
disparity renders the process infeasible. Note, however, that infeasibilities may 
occur even if average inflow is higher than the required draft. Such is the case when 
the upper release bound of the third reservoir is reduced below 16 bcf/week, despite 
an average upper inflow bound of 13.9 bcf /week. The process becomes infeasible 
due to large seasonal inflow bound fluctuations. 
To understand the nature of the solution when no infeasibility is encountered, we ran 
a 5-year (260-week) control experiment with a lower release bound of 1.39 bcf/week. 
The results show that after the first year (as the solution proceeds backwards), the 
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Figure 3.4: Reduced state sets for draft levels: (a) 1.39 billion cubic feet/week 
(3.93e10 L) and (b) 2.2 billion cubic feet/week (6.23e10 L) 
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the reduced state sets determine the regions where the storages ought to be located 
in any given week so that the system can continue its feasible operation 
independently of inflow realization. In an attempt to visualize these three 
dimensional sets, Figure 3.4a shows the projection of the minimum set distance on 
the storage of the 3rd reservoir (solid lines). The shapes for the other reservoirs are 
identical but contained within the respective bounds. The lower boundary of these 
regions reflects drought concerns, building up at the beginning of the dry season and 
easing off as time progresses. During the same period and with no fear of floods, the 
system can maintain high storages, while the rest of the time, it must make room for 
high inflows. By contrast, Figure 3.4b gives the same results when the lower bound 
for u3 is 2.2 bcf /week. The figure shows how quickly the feasible region contracts 
as its lower boundary rises to guarantee a higher draft. Eventually the reduced set 
becomes empty and the procedure is unable to guarantee feasibility so far in 
advance. The length of the feasible horizon depends on the seasonal and relative 
variation of inflow, storage, and release constraints and is a measure of system 
reliability. In particular, if inflows are more predictable (smaller ranges), the 
reduced state and feasible control sets become larger (available operational options 
increase) and the system can be guaranteed to meet the operational requirements 
longer. 
The reduced state sets extend the concept of the rule curves commonly used in 
reservoir operation. A rule curve suggests a target storage sequence that balances 
various system objectives in an acceptable manner. A reduced state set sequence 
guarantees that the system will simultaneously meet these objectives at all times. 
The advantage of thelatter approach is that it considers all system storages 
simultaneously and guarantees feasibility. A relative disadvantage is that the sets are 
expressed as a system of inequalities (e.g., Equation 3.2) that storages must satisfy 
in each period. 
Clearly, the set control approach can be used in various reservoir operation and 
design issues. Three examples of practical interest would be to determine (a) the 
minimum and maximum release levels that can be met given an inflow pattern, (b) 
the maximum inflow range that can be controlled for a given output pattern, or ( c) 
the system configuration (reservoir capacities) guaranteeing that the desirable output 
levels will be met given an inflow pattern. With respect to a procedure for 
determining minimum and maximum release levels given an inflow range pattern, 
one would have to use trial an error and explore the tradeoff between release range 
and length of feasible control horizon. As shown before, a tighter release range 
implies a shorter feasible control horizon, and the system operator is faced with the 
dilemma to sustain high demands over a short guaranteed time period or meet lower 
demand levels longer. Thus, the suggested operational usage of the set control 
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approach is to quantify the previous tradeoff and let the decision making authority 
select the most desirable compromise. 
A final comment refers to correlated inflows. The effect of inflow correlation 
(spatial or temporal) is to limit the cumulative inflow range with respect to that 
corresponding to the individual weekly ranges. Thus, ignoring inflow correlation may 
limit the length of the feasible control horizon. Both correlation types can be 
explicitly considered (spatial correlations simply affect the shape of the joint inflow 
set), but a complete discussion is delegated to a separate publication. 
3.3 HYDROPOWER 
Hydropower adds nonlinear elements to the reservoir management problem and 
raises more questions in reference to the set control approach. To include 
hydropower considerations, we modify the state equation as follows ( Georgakakos) 
1992): 
where 
S2(/c+ l) = 0 1 0 S2(k) + b1(lc) -b2(/c) 0 t2(lc) + 0 1 0 W2(/c) ' 
S1(k+ l) !l o o S1(/c) -b1(/c) 0 0 t1(/c) [l o o w1(/c) 
S3(Jc+ 1) o o 1 s,c1c> o b1(k) -b,(lc) t3(1c) o o 1 w3(k) (3.4) 
k = 0,1, ... ,N-l, 
... 
b~1r.> = E "v{k>, ; = 1,2,3, 
J•l 
(3.5) 
with uij(k) being the discharge rate from the r turbine of the itb reservoir, ti(k) the 
generation hours during period k, and ~ the number of turbines at reservoir i. 
Turbine discharge depends (nonlinearly) on reservoir storage and power output and 
complicates the solution process since the matrix multiplying the control vector [t(k)] 
is now a function of the state. Products of set quantities cannot be explicitly handled 
in the framework suggested earlier, but one can usually overcome this predicament 
by following a well-established engineering rule: [Schweppe, 1973] "When faced with 
a nonlinear problem, linearize." In this context, this would imply that coefficients 
bi(k) be computed for a particular storage and power level and treated as constants 
at each time period k. The same approach is usually employed in stochastic control 
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problems with the linearization performed around the most likely state sequence. 
The difficulty in this case is that a single most likely sequence does not exist; all 
sequences with vectors from the reduced state sets are equally likely. Thus, 
linearization introduces approximations and invalidates the one-time solution 
approach adopted in the previous section. Instead, a sequential scheme where an N-
period set control problem is solved at each decision time has distinct advantages. 
In a sequential scheme, linearization can be performed around the initial state 
vector, which is expected to stay representative for some time. Eventually, the state 
will digress from the locale of the initial vector and will render the process 
approximate. However, the error is mitigated by the sequential mode of operation 
where decisions are always selected from the initial control set nc(O). However, in 
some cases the procedure may become infeasible, even though the reduced and 
modified state sets are nonempty. 
The above formulation can also reflect release constraints by specifying lower and 
upper bounds for the control vector t(k) such that the products [bi(k) ti(k)] are within 
the allowable range. Constraints on energy generation can also be included: Let 
Pi(k ), represent the cumulative power output from all turbines at hydroelectric 
facility i and time period k. Then, the requirement that energy generation satisfy 
a minimum commitment Emin(k) can be enforced as follows: 
(3.6) 
This inequality simply defines another bounding hyperplane for the control set nu(k) 
and can easily be handled by the set control approach. Thus, the proposed 
formulation may be used to derive control policies (energy generation schedules) 
guaranteed to meet a dependable energy sequence, in addition to storage and release 
constraints. 
To gain some insight with the above formulation, we run simulation experiments. 
The problem is solved with a control horizon of 10 weeks, sequentially at each week 
of a 10-year simulation horizon. The output of each plant equals its nominal power 
capacity, 430 MW for Reservoir 1, 375 MW for Reservoir 2, and 350 MW for 
Reservoir 3. Figure 3.5 shows the dependence of total turbine discharge on reservoir 
storage at these power levels. The curves take into account tailrace effects and are 
based on the power-(net hydraulic head)-discharge relationships reported by 
Georgakakos [1991, Appendix A]. The n, and n., sets are as in the previous section. 
The control set nt reflects the restriction that generation hours be in the (0 to 168)-
hour range per week, total system energy exceed a dependable energy commitment 
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(Eq. 3.6), and weekly average outflow of the third reservoir be greater than 1.4 
billion cubic feet. The last requirement is enforced as follows: At the beginning of 
each week, the discharge, Q3(k), from Reservoir 3 is determined based on its initial 
storage and Figure 3.5. Then, the generation hours for Reservoir 3 are constrained 
by 
t. (f) ~ tmta1k) = 1·4 ·lo' all k, 
3 3 ~ 60 ·60 ·Q3(k) ' 
(3.7) 
where Q3(k) is expressed in cubic feet per second and ~(k) in hours. It is noted 
that P1(k), P2(k), and P3(k) are herein arbitrarily set equal to nominal plant 
capacities. Alternatively, they may reflect contracted power outputs necessitating 
turbine overload or underload conditions. Furthermore, one may determine the 
power output of each turbine so as to meet the power contracts and additionally 
maximize plant efficiency [Georgakakos, 1992]. 
Figure 3.6 displays the results from 10 such simulations. Storage and generation 
sequences are only shown for Reservoir 3. Those of the other two reservoirs are 
qualitatively similar. Total system energy generation is plotted on the third graph 
along with the dependable energy requirement (thicker line). Storage stays within 
the specified bounds and the generation hours are such that the minimum weekly 
outflow of 1.4 billion cubic feet is always met. Turbine outflow usually suffices to 
maintain storage within the desirable bounds; however, on four occasions spillways 
are also activated (generation greater than 168 hours). System energy generation 
always satisfies the dependable energy commitment. This commitment may be 
increased but with no guarantee that it will then be met. 
For example, the first graph in Figure 3.7 displays the energy generation results for 
another 1 ()..year simulation series where dependable energy requirements are 
increased by 25%. The system state and control variables stay within the desirable 
limits, but energy generation occasionally fails to meet the respective targets. The 
simulation program is such that when the control algorithm identifies infeasibility 
(empty reduced and modified state sets), it reduces the dependable energy 
requirements by a certain percentage and repeats the computations until the problem 
becomes feasible. The worst violation requires that energy commitment be 
decreased by 40%. 
To explore the effect of the control horizon, we repeated the above simulation series 
with a control horizon of 20 weeks. The results shown on the second graph in Figure 
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violation requires 30% reduction of the original target). This happens because the 
control algorithm anticipates potential infeasibilities further in advance and begins 
to reduce energy generation early on. When the worst violation actually arrives, it 
is not as serious as in the 10-week control horizon case. 
3.4 ENERGY VALUE 
As the power industry moves toward an open market system, hydropower operation 
focuses on the value of energy. To address some of the related issues, the system 
model of the previous section can be expanded to include an additional state 
variable: 
V(k+ 1) = Y(k) + l.(k) [P1(k) t1(k) + P2(k) ti(k) + P3(k) t3(k)] , V(O) = 0, (3.8) 
k = 0, l, ... ,N-1, 
where V(k) is the cumulative value of energy up to time le, and l.(k) is the value of 
energy at period le, reflecting the avoided cost of alternative energy sources. The 
power outputs P1(k), Pi(k) and P3(k) are fixed as in the previous section, and t1(k), 
ti(k), and ~(k) are the control variables representing generation hours. A problem 
of interest would be to develop operational policies that meet the constraints 
described in the previous section and in addition guarantee that the energy value at 
time N exceeds a minimum threshold ymin: 
(3.9) 






1 0 0 0 S1(k) 
0 1 0 0 S2(k) 
= 
0 0 1 0 S3(1e) 
0 0 0 1 V(le) 
1
1 0 01 w,(le) 
+ 0 1 0 W2(le), 





l.(le) P 1 Ck) l.(le) P 2(1e) 
= A S(le) + B(k) t(k) + G w(le) , 










this problem has more state than control variables and is not directly amenable to 
the set control approach presented earlier. The problem is that the derivation of the 
reduced state sets, {lemma {2.17) in Section 2.2) requires that the coefficient matrix 
B(k) is invertible. To overcome this limitation, we can enforce invertibility by 
including an additional column and a fourth control variable, tik): 
-b1(k) 0 0 0 t1(k) 
bl(le) -b2(le) 0 0 t2(1e) 
(3.11) B(le) t(.le) = 
0 b2(k) -b3(k) 0 t3(k) 
l.(k) P 1(k) A(k)P2(k) A(le)P3(k) -1 t1,(k) 
The new column vector can have any form as long as it makes B{k) invertible. 
However, the new control variable should have an empty feasible range: 
0 ~ tik) ~ 0, k=0,1, ... ,N-1. (3.ll) 
The above modification does not alter the character of the original system. (The 
proof that the two equations essentially describe the same system is trivial.) It only 
facilitates the application of the set derivation procedures discussed earlier. 
In summary, the set control problem amounts to finding feasible control policies for 
53 
the system (3.10), (3.11), and (3.5) such that all storage variables remain feasible (see 
Table 3.1) subject to constraints (3.6), (3.7), (3.9), and (3.12). The 1-values assumed 
for this computational experiment are shown below and are roughly indicative of the 
energy generation cost ($/MWH, weekly average) in the southeastern U.S.: 
19, if 1 sk s13 
24' if 14 ~ k ~ 26 
1(k) = 
31 ' if 21 ~ k ~ 39 
19 , if 40 s k s S2 
(3.13) 
Annual energy generation is to always exceed 27.3 million dollars ( = vm"1 ), and the 
dependable energy sequence is 60% of the one reported previously. To determine 
the system potential to operate under these constraints, we performed the following 
computational experiment: First, the control model was run with a 52-week planning 
horizon to determine the reduced state sets. To simplify the procedure, the 
linearization of the B(k) matrices was performed around the initial storage values for 
all k. Then, the system operation was simulated over 50 weekly sequences of one 
year duration. Figure 3.8 includes some results related to energy generation. The 
first graph depicts the value of annual energy from each simulation and shows that 
it is always greater than the specified minimum. In fact, for ymin greater than this 
value, the control problem becomes infeasible. One can reduce the planning horizon 
to achieve feasibility but forgo the 52-week operational guarantee. The second graph 
portrays the energy generation sequences for which the annual energy value is almost 
equal to ymm. Actual energy generation always meets the specified dependable 
sequence. Storage and generation hour sequences are also feasible but are not 
shown. 
The formulation of this section may also be used to control the system such that 
annual energy amounts and outflow volumes exceed certain levels. The first case can 
be analyzed by the same formulation after 1 is omitted. The second would require 
that Equation (3.8) be replaced with one describing the cumulative outflow volume. 
3.5 COMPUTATIONAL REQUIREMENTS 
As an indication of computational requirements, we report the computer time 
necessary for three experimental runs. The experiments differ by the number of state 
variables and the length of the control horizon. All runs were performed on a 
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Table 3.2: Computer Time Requirements for Different Set Control Problems 
Experiments System Model Features 486/33 CPU Tune 
(seconds) 
I State Variables: 3 29 
Control Horizon: 52 weeks 
II State Variables: 3 128 
Control Horizon: 260 weeks 
m State Variables: 4 75 
Control Horizon: 52 weeks 
A comparison of Experiments I and II, shows that computational requirements 
increase almost linearly with the length of the control horizon. Experiments I and 
ill indicate that including a fourth state variable more than doubles computer time. 
Thus, system model size affects computational time more adversely than the length 
of the control horizon. However, the requirements are generally quite small, and the 
set control approach can practically handle large systems (including as many as 10 
reservoirs) with a reasonable computational effort (70 to 80 minutes). All previous 
runs were performed under DOS and required less than 640 Kilo-Bytes of random 
access memory. 
3.6 Value of Streamflow Forecasts 
Reservoir control schemes with inflow forecasting capabilities are expected to 
improve flood prevention as well as other reservoir system functions. However, a 
question often raised is whether the benefits from such systems outweigh their costs. 
The purpose of this section is to provide a partial answer to this question by 
demonstrating that reservoir control and inflow forecasting procedures can 
substantially mitigate flood damage frequency and magnitude. The approach taken 
is to quantify the improvements for the Savannah reservoir system. While to some 
extent the actual benefits are expected to be system-specific, some general 
conclusions can still be drawn. 
For the purposes of this section, the time dscretization is one day, and the system is 
modelled by the following water balance state equation: 
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s,(lc+ 1) 11 o ol S1(/c) -b1(/c) o o t1(k) 11 o o w1(k) 
S2(/c+l) = 0 1 0 S2(/c) + b1(/c) -b,,(/c) 0 t2(/c) + 0 1 0 W2(/c) , (3.14) 
S,(lc+ 1) 0 0 1 S3(/c) 0 b2(/c) -b3(/c) t3(k) 0 0 1 w3(1c) 
lc = 0,1, ... ,N-1, 
., 
bl.le> = E "v{1c>, 1=1,2,3, 
Jal 
(3.15) 
where as before, S;(k) and wi(k) respectively represent storage and inflow volumes 
for reservoir i = 1,2,3, uij(k) is the discharge from the r turbine of the itb reservoir, 
~(k) represents the generation hours during period k, and ~ is the number of 
turbines at reservoir i. Table 3.3 reports relevant reservoir characteristics including 
permissible storage and release ranges reflecting water conservation and flood 
control objectives, and Figure 3.9 depicts extreme daily inflow volume ranges. These 
ranges represent the lowest and highest inflow values on record (10 years). The 
dependence of total turbine discharge on reservoir storage at power capacity was 
shown earlier on Figure 3.5. 
Table 3.3: Reservoir Characteristics 
Reservoir 1 Reservoir 2 Reservoir 3 
Min. Storage (bet) 79.25 34.2 69.71 
Max. Storage (bet) 123.8 50.8 125.95 
Min. Release (bcf /day) 0.0 0.0 0.0 
Max. Release (bcf /day) 3.0 3.0 3.0 
Power Capacity (MW) 430 375 350 
Number of Turbines 5 4 7 
The purpose of this section is to illustrate the potential benefits of combined inflow 
forecast - reservoir control schemes. Our approach is to simulate and assess the 
performance of the Savannah reservoir system over a 10-year period (1972-1981) 
under the guidance of the Set Control Approach and various inflow forecasting 
schemes. Inflow forecasts are assumed to restrict the historical inflow ranges (Figure 
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control horizon is first determined along with the corresponding historical ranges 
from Figure 3.9. The range used in the model for each day is centered around the 
actually observed value and represents a certain percentage of the historical range. 
As illustrated on Figure 3.10, these percentages gradually increase from the first to 
the last day of the control horizon to reflect that forecast quality deteriorates with 
lead time. The percentages are determined based on the following equation: 
p(k) = p(l) [1.03)1:-t, (3.16) 
where p(k) denotes the percentage of day k. In the computational experiments to 
follow, this procedure is employed with p(l)=0.5 and p(l)=0.25. The results are 
compared with the case where SCA simply uses the historical inflow ranges from 
Figure 3.9 (no forecasting). 
The simulation process is as follows: At each day of the simulation horizon, the 
forecasting model is first activated to determine the inflow ranges over the control 
horizon, and then the Set Control Approach is employed to generate the feasible 
control action set. This set includes all possible decisions guaranteeing that the 
system variables (storage, generation hours, and releases) will observe the stated 
constraints over the duration of the control horizon. Next, a decision is selected and 
the system operation is simulated for one time period. The simulation involves the 
determination of the next day's storages from Equation 3.14 with wi(k), i = 1,2,3, being 
equal to their historically observed values. This process is repeated sequentially at 
each day of a 10..year simulation horizon, and system performance is recorded in 
terms of energy generation, outflow rates, and reservoir storage levels. 
Some features common to all experiments are that the Set Control Approach is 
implemented with a control horizon of 15 days, the decisions selected correspond to 
the minimum feasible generation hours, the feasible storage range is restricted to the · 
conservation pools, and the determination of turbine discharge over the 15-day 
control horizon is based on the current storage values. Experiments with a longer 
control horizon (30 days) were also conducted, but the results are similar to the ones 
presented herein. The rational for using the most conservative feasible decision is 
to conserve water and maintain reservoir pools as high as possible. Turbine 
discharges are determined based on the current storage because it is the best guess 
of future storage values. Certainly, the storage will eventually digress from this 
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Figures 3.11 and 3.12 depict the results for the case where no inflow forecasts are 
used (base case). The graphs in Figure 3.11 include the storage bounds (dotted 
lines), the minimum and maximum simulation values for each day (thin solid lines), 
and the mean simulation storage sequence (thick solid line). The previous statistics 
were based on 10 simulation storage values for each day of the year. While system 
storages are maintained within the conservation pools, they tend to fluctuate 
markedly during the first part of the year (rainy season). Figure 3.12 includes the 
associated statistics for the control variables (generation hours per day), with dotted 
lines again representing bounds and solid lines depicting simulation statistics 
(minimum, maximum, and mean levels). The notable observation is that energy 
generation hours are often forced to exceed 24 hours per day in order to keep 
reservoir storages within the conservation pools. This simply implies that turbine 
conveyance capacity is not enough to control reservoir storage and water must also 
be released through the dam spillways. To be sure, the higher the exceedance of the 
24-hour threshold, the more severe the flooding effects. More specifically, the 
highest release from the third reservoir in the cascade is about 3 times higher than 
the acceptable release bound. What is more, the mean generation sequence also 
violates the constraint threshold. 
Figures 3.13 and 3.14 present the simulation results when the Set Control Approach 
has improved information of the upcoming inflows. This is simulated by using the 
procedure described previously (Eq. 3.16) with p(l)=0.5. The storage sequences 
(Figure 3.13) are again within the conservation zones, but the fluctuation ranges are 
now tighter. (The mean storage levels are clearly closer to the upper storage 
bounds.) The associated generation hours (Figure 3.14) on occasion exceed 24 hours 
/ day, but the magnitude of the violation is much less than in the base case. Better 
forecasting allows the control model to mitigate flood damage. Nevertheless, the 
highest outflow is still 1.8 times higher than the acceptable release bound. This trend 
continues in the third case (Figures 3.15 and 3.16) where inflow forecasting is 
employed with p( 1) = 0.25. The mean storage sequences have moved even closer to 
the upper bounds, and the generation hours are for the most part contained within 
the admissible limits. The magnitude of constraint violations is reduced further, 
while the distance of the mean generation sequence from the 24-hour bounds 
indicates that violations occur infrequently. 
The previous computational experiments demonstrate that inflow forecasting and 
reservoir control schemes can usefully assist reservoir operations during extreme 
hydrologic conditions. In particular, better inflow forecasting allows the control 
model to minimize flood control storage and, at the same time, avoid damage-causing 
outflows. While, the actual forecast quality cannot be quantified before the 
implementation of a forecast system, the potential reduction of flood damage 
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frequency and magnitude can be substantial. In addition, benefits accrue from 
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4. COMBINED RIVERFLOW FORECASTING AND RESERVOIR CONTROL 
- SENSITIVITY OF RESERVOIR SYSTEMS TO CLIMATE CHANGE 
In this chapter we focus on two areas. The first is the integration of streamflow 
forecasting procedures with reservoir control methods, and the second is the 
sensitivity of reservoir system outputs to climate change. Our objectives are (1) to 
assess the value of combined forecast-control schemes and (2) to examine whether 
their use can mitigate the adverse effects of potential climate changes. 
The approach we take is depicted on Figure 4.1. It consists of a physically-based 
streamflow forecasting model and a reservoir control scheme. The forecasting model 
has been developed by the University of Iowa research team and is described in 
detail in the companion report (Volume Il). The reservoir control scheme is the Set 
Control Approach developed by the Georgia Tech research team and has been 
presented in the previous chapters. For continuity, we next include a short overview 
of the two models. 
The streamflow forecasting model is a modified version of the Sacramento model 
[Peck, 1976]. It is a conceptual, spatially lumped parameter model which predicts 
channel inflow based on estimates of mean areal precipitation, pan evaporation, and 
temperature [Georgakakos, 1986]. The model distinguishes upper and lower soil 
moisture zones where water is temporarily stored on its way to the stream channel. 
Each zone stores water in two forms: either as "tension water" or as "free water." 
Tension water is bound to soil particles and can be depleted only by 
evapotranspiration (ET). Free water moves through the various zones and eventually 
appears in the channel. Depletion of the upper zone free water may occur 
horizontally as channel inflow (interflow), vertically as percolation to the lower zone, 
or as evapotranspiration. Lower zone free water storage is further subdivided into 
primary (which sustains channel inflow during long lasting dry weather) and a 
supplementary (which drains faster). The model also includes a frozen ground 
component to account for the reduced yield from groundwater storage during winter, 
and a snow accumulation and ablation model to account for spring snowmelt. 
Channel inflow is obtained as the sum of five flow components: (a) Direct Runoff, 
resulting from precipitation occurring over the impervious soil surface adjacent to the 
watershed streams; (b) Surface Runoff, resulting when the rainfall rate over the 
pervious soil surface exceeds the soil infiltration capacity; ( c) Interflow, draining 
from the upper zone free water; (d) Primary Base Flow, draining from the lower 
zone primary free water; and ( e) Supplementary Base Flow, draining from the lower 
zone supplementary free water. Total channel inflow is routed through the channel 
system of the watershed via a lumped parameter nonlinear routing scheme. Final 
model output is the outflow discharge at the watershed outlet. 
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70 
The modified Sacramento model is coupled with a Kalman Filter (state estimator) 
to utilize system observations up to the present time (streamflow measurements and 
snowpack thickness) and estimate key system variables (storage of the various surface 
and subsurface components) with minimal error. The basic concept of the state 
updating model is to linearize the model equations about the current variable 
estimates, propagate their uncertainty in time, and update their values when new 
observations become available. In practical terms, this mechanism enables one to 
quantify and minimize forecast uncertainty. 
Herein, the modified Sacramento model is used to generate equally likely future 
inflow traces via a technique known as Extended Streamflow Prediction or ESP [Day, 
1985]. ESP uses (a) current soil moisture, snowpack, and channel flow conditions 
and (b) historical data of mean areal precipitation, pan evaporation, and temperature 
corresponding to the calendar days of the forecast horizon, to generate possible 
inflow realizations. These realizations represent inflow sequences that would 
materialize if the historically observed input sequences were repeated again over the 
forecast horizon. The inflow traces tend to spread out as they "forget" the current 
watershed conditions and eventually fill up the historically observed inflow range. 
The ESP results are next used by the control model to define forecasted reservoir 
inflow ranges over the management horizon. 
The control model is based on the Set Control Approach and aims at maintaining 
all system variables (storages, releases, and possibly other outputs) within acceptable 
sets. This approach was developed as an alternative to stochastic control methods 
with the motivation that during extreme hydrologic events (floods and droughts) or 
climate change circumstances, probabilistic inflow characterizations become 
unreliable due to the lack of adequate data records. 
In the following section, the combined forecast-control procedure will be applied for 
the management of the Sailorville reservoir in the upper Des Moines river basin. 
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4.1 APPLICATION TO THE UPPER DES MOINES RIVER (MIDWEST} 
4.1.1 The Upper Des Moines River Basin 
The upper Des Moines river basin (Figure 4.2) has an area of 14,120 square 
kilometers (5,452 square miles), two thirds of which is in the state of Iowa and the 
rest in Minnesota. The river is controlled by Saylorville, a US Army Corps of 
Engineers reservoir located at the basin outlet. Saylorville has a usable storage of 
0.7 billion cubic meters (567,906 acre-ft) and two primary purposes: (1) Provide 
flood protection for the city of Des Moines and surrounding areas and (2) augment 
the river low flows for water supply and water quality. In terms of reservoir release 
rates, these two purposes translate into the requirements shown on Figure 4.3. To 
avoid flood damage, from December 15 to April 15 maximum reservoir release 
should not exceed 16,000 cubic feet per second ( cfs) , while the rest of the year 
(farming season) it should be less than 12,000 cfs. The importance of Sayloville's 
flood control objective cannot be overemphasized in light of the on-going devastating 
floods of the Mississippi river and its tributaries, one of which is the Des Moines 
river. (The juncture of the Des Moines with the Mississippi is at the tri-state border 
between the states of Iowa, Illinois, and Missouri.) The second graph in this figure 
shows the minimum releases for low flow augmentation. Water supply accounts for 
200 cfs, and water quality for an additional, seasonally-varying amount ranging from 
30 cfs in January to 110 cfs in July. Saylorville is operated by the Rock Island US 
Army Corps of Engineers District who also provided all hydrologic and operational 
data used in this report. 
To assess the value of the forecast-control scheme and examine the sensitivity of the 
case study system to climate changes, we subdivided the historical inflow record into 
three periods (Figure 4.4). The first extends from 1925 to 1949 and has the warmest 
annual average temperature and the lowest average streamflow (1,596 cfs). The 
second (from 1949 to 1974) is cooler by 2° C with respect to the first but has a higher 
annual average streamflow (2,003 cfs) and markedly higher variability. The third 
period (from 1965 to 1988) is the coolest and wettest of all three (with an annual 
inflow mean of 2,686 cfs ). Each period herein serves as a historical analogue of a 
potential climatic scenario and is a first approximation to climate changes of larger 
magnitude. For a detailed discussion of the hydrologic analysis leading to the 
selection of these periods, the reader is referred to the companion report (Volume 
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Figure 4.3 Release Requirements for Saylorville 
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4.1.2 Value of Forecast-Control Scheme - Sensitivity to Climate Changes 
In this section we present the results from several computational experiments 
intended to assess the performance of Saylorville under the guidance of three 
different management approaches. The first is a heuristic procedure presently used 
by the Corps of Engineers (COE), consisting of a simple forecasting scheme and a 
rule curve [U.S. Army Corps of Engineers, 1983]. The second is the Set Control 
Approach with knowledge only of the historical inflow bounds (without forecasting), 
and the third is the combined forecast-control scheme. Each approach is 
implemented on a daily basis and the performance of the system is simulated over 
the three hydrologic periods. The second and third approaches are implemented with 
a forecast-control horizon of 20 days. The simulation experiments are designed to 
( 1) investigate whether formal control schemes such as the Set Control Approach 
offer any relative advantages over heuristic reservoir management procedures, (2) 
assess the benefit of streamflow forecasting in reservoir management, and (3) 
examine the sensitivity of Saylorville to potential climate changes. 
Figure 4.5 presents the simulation results for the first hydrologic period (warm-dry 
scenario). In each of the three graphs, the horizontal axis depicts the days of the 
year and the vertical is the axis of reservoir release. Namely, the graphs show the 
release sequences that would have resulted had the operator followed the 
recommendations of each management approach. The first graph corresponds to the 
Corps of Engineers management method, the second to the Set Control Approach 
with only historical inflow information, and the third to the Set Control Approach 
using forecasted information furnished by the modified Sacramento model and the 
Extended Streamflow Prediction (ESP) procedure. Each graph includes as many 
lines as the number of years in the hydrologic sequence. 
In reference to flood constraint violations, the important observation is that, unlike 
the other two approaches, the heuristic management procedure cannot avoid 
flooding. In fact, several violations of the 12,000 cfs release bound are recorded . 
ranging from 4,000 to 10,000 cfs. Though not clearly shown in the figure, the 
heuristic procedure also violates the low flow augmentation constraint. By contrast, 
the other two models meet both requirements almost always, with the exception of 
one flooding instance by the IDS-SCA model by about 2,000 cfs. Figure 4.6 shows 
the associated reservoir elevation sequences. The COE graph reflects the heuristic 
rule-curve procedure attempting to maintain reservoir levels at 836 feet from 
December 15 to April 15 and 838 feet the rest of the year. This, however, is not 
always possible and frequent excursions from these targets are noted during wet or 
dry periods. Under the Set Control Approach, reservoir levels are allowed to vary 
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the HIS-SCA model is conservative, maintaining reservoir levels within a relatively 
narrow range, while the ESP-SCA model if necessary utilizes the entire feasible 
range and avoids constraint violations altogether. 
Figures 4.7 and 4.8 include the results of the second (wetter) hydrologic period. The 
release graphs show that both the COE and the HIS-SCA models experience 
violations of the flood control bound, while the ESP-SCA approach is always feasible. 
Reservoir levels (Figure 4.8) are forced to fluctuate over a wider range in comparison 
to the first period (Figure 4.6), with the ESP-SCA levels fluctuating the most. With 
regard to flooding, the COE model performs better than the HIS-SCA model. 
However, as will shortly be discussed, HIS-SCA causes far fewer water shortages. 
Lastly, Figures 4.9 and 4.10 depict the results of the third hydrologic period, the 
wettest one of all. All models exhibit violations, but the ESP-SCA model violations 
are considerably fewer and far less severe than those of the other two. 
The previous graphs mainly illustrate the performance of Saylorville with respect to 
flood control. Table 4.1 summarizes its performance also with respect to drought 
management (low flow augmentation) and hydropower production. Although 
hydropower is not a real project purpose (Saylorville does not have hydropower 
facilities), it was hypothesized as such to examine its sensitivity to the various 
management methods and hydrologic scenarios. Its power production function was 
assumed to have the form P = 11 HD u , where P represents power, HD is the net 
hydraulic head, u denotes turbine discharge, and 11 is an efficiency factor. The 
discharge capacity of the turbines is assumed to be 16,000 cfs. For the flood and 
drought management, system performance is characterized by the magnitudes of the 
maximum and mean violations as well as the violation frequency, while for 
hydropower the comparison is based on the yearly average production. To examine 
the effect of the forecast lead time, we run two additional simulation experiments 
using the ESP-SCA approach with 10 and 30 days forecast/ control horizon. 
Comparing the performance of the original methods (COE, HIS-SCA(20), and ESP-
SCA(20)), we observe that also with respect to droughts the forecast-control scheme 
is better than the other two. For all three periods, ESP-SCA(20) recorded zero low 
flow constraint violations. By comparison, the heuristic procedure (COE) 
experiences frequent water shortages in all periods, while the control approach 
without forecasting (HIS-SCA(20)) reports violations only in the second and third 
periods. At first glance, it would seem odd that the HIS-SCA model does not incur 
low flow violations during the first (dry) period while having such instances during 
the second and third (wetter) periods. This happens because mean inflow is but one 
hydrologic parameter influencing reservoir operation and outputs, with inflow 
79 
Comparisons for Diff. Control Meth<>& ---..., _..., 
t--
1: .. ... .. .., ..., 











<XlB (19'9 - 197') 
llO 210 -
Dip 
JBS - SCA (19'9 - 197'; 20) 
J 
1: 
I: I f: 
Ir: 
I;; 1:: 
0 '° llO 210 .. ---..., ---! ..., 




ESP - SCA (19'9 - 197'; 20) 
llO 
Dip 
Figure 4. 7 Simulated Reseivoir Release; Second Hydrologic Period 
80 




0 !IO llO 270 
Da1S - HIS - SCA (1949 - 1974; 20) -
-~~~ 
g1111-_....,..,..,.vi1r.v 
1:r--_ --____ _..., 
IODI-----.---~-....--~---..----__,,__ 
0 to &IO 270 
Dl)'I 
IOD DP - SCA (1949 - 1974; 20) -
--... 
IOD-+--~----~~-..----..---~-..--
0 '° llO DI,.. -










i llDOO ---1: 
11DGO 

















<XE (1965 - 1988) 
IDS - SCA (1965 - 1988; 20) 
270 
DP - SCA (1965 • 1988; 20) 
270 
Figure 4.9 Simulated Reservoir Release; Third Hydrologic Period 
82 
Comparisons for Diff. Control Methods 
• COB (1965 - 1988) --
-l10 
-......_~~~---~~~---~~~....-~~~..---
• ,. llO 2'70 
Da,a 




• ,. llO 2'70 
Da,a 
1111 HIS - SCA (1965 - 1988; 20) 
g• ~==t.i1i'1L 
l~~,.,.---~,<.t.-1~~~~~~~-------... ___ _, .............. _: .......... '----
11111-------~--.----~.-----.--• llO 
Da,a 
Figure 4.10 Simulated Reservoir Levels; Third Hydrologic Period 
83 
Table 4.1 Summary of Simulation Results 
Performance Statistics for Period 1925-1949 
Flood eo.traiat Violatioa Wllter QaaL A: Sapply Violations YearlyA'fl. 
Cues Power 
Production 
Max Viol. Mean Viol. Viol. Max. Viol. Mean Viol. Viol. (x8760 
(cf&) (cf&) Tames (cf&) (cf&) Tames KWH) 
COB 9000. S27S -tO 20S 37 1384 2613.56 
HIS/SCA(20) 1728 1088 6 0 0 0 '3987.76 
FSP/SCA(10) 7232 3240 30 0 0 0 3960.00 
FSP/SCA(20) 0 0 0 0 0 0 3729.60 
FSP/SCA(30) 0 0 0 0 0 0 356354 
Performance Statistics for Period 1949-1974 
Flood Coutrahll Violatioa Water QaaL a Sapply Violations YearlyA'fl. 
Cues Power 
Production 
Max. Viol. Mean Viol. Viol. Max Viol. Mean Viol. Viol. (x8760 
(cfs) (cfs) Tames (cf&) (cfs) Tames KWH) 
COB 9000 4145 75 200 36 1250 3473.10 
HIS/SCA(20) 211J57 5045 Tl 237 163 155 4345.41 
FSP/SCA(lO) 11446 5804 9 0 0 0 4615.00 
FSP/SCA(20) 436 436 1 0 0 0 4084.56 
FSP/SCA(30) 0 0 0 237 158 209 3639.04 
Performance Statistics for Period 1965-1988 
Flood CollStraint Violatioa Water QuaL A: Supply Violatioas YearlyA'fl. 
Power 
Cues Procluctioa 
Max. Viol. Mean Viol. Viol. Max Viol. Mean Viol. Viol. (x8760 
(cfs) (cf&) Tames (cfs) (cfs) Tames KWH) 
COB 32422 sooo 136 250 2.5 954 4555.42 
HIS/SCA(20) 19480 SS18 122 219 178 102 5912.SO 
FSP /SCA(10) 20166 4869 114 0 0 0 6721.00 
FSP /SCA(20) 19064 5296 46 0 0 0 6189.12 
FSP /SCA(30) 14186 7ti04 19 0 0 0 5601.93 
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variability being another. To guard against high flows during the wet periods, the 
controller draws the reservoir down. H a dry spell then occurs, reservoir storage is 
not enough to meet low flow requirements and the reservoir defaults. Thus, wetter 
hydrologic climates may not necessarily provide more insurance against droughts. 
With regard to power generation, the heuristic procedure falls short of the other two 
in all cases (by about 20 to 30 percent). In the first two periods, HIS-SCA{20) 
maintains higher storage levels (and net hydraulic heads) than ESP-SCA{20) and 
generates more energy (by about 5 percent). In the third period, spillage becomes 
the limiting factor, and this trend is reversed. As a general rule, energy generation 
is higher in wetter climates. 
In reference to the forecast lead time, it can generally be stated that the longer the 
lead time the better the system performance. However, these benefits extend up to 
the time when the forecasted ranges are smaller than the historical bounds. For the 
upper Des Moines river basin and the Sayloville reservoir, this time is about 20 to 
30 days. 
As a final remark, we note that the forecast-control model ESP-SCA(20) manages 
to mitigate the adverse effects of climatic change. It experiences zero low flow 
violations for all hydrologic periods and zero flooding violations for the first and 
second periods. By contrast, the effectiveness of the heuristic management procedure 
is low as is its ability to adapt to potential climatic changes. 
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4.2 APPLICATION TO THE CHATTAHOOCHEE RIVER {SOUTHEAST) 
4.2.1 System Description 
Lake Lanier is a man-made reservoir (Figure 4.11) located on the upper reaches of 
the Chattahoochee River in the State of Georgia (about 35 miles northeast of 
Atlanta). This reservoir extends up the Chattahoochee and Chestatee River and has 
a 1,040 square miles drainage area. The Dam at the Lake's outlet (at Buford) was 
constructed by the U.S. Army Corps of Engineers (COE) in 1957, and, along with 
three other federal storage projects in the Apalachicola-Chattahoochee-Flint (ACF) 
River basin, its operation falls under the jurisdiction of the Mobile COE District. 
The project has several operational objectives including flood protection as far 
downstream as West Point ( 150 miles below Buford), navigation in the Apalachicola 
River below Woodruff Dam, industrial and domestic water supply for Atlanta and 
environs, recreation, and hydroelectric energy generation. The reservoir has a 
conservation storage of 1.342 billion cubic meters (1,088,065 acre-ft) between the 
elevations of 1035 and 1071 feet. Hydropower is produced by two main turbines 
each with an installed capacity of 49.5 MW and a small 6 MW unit. Buford releases 
are especially critical during low flow periods. 
Appendix B describes various reservoir characteristics such as the elevation vs. 
storage curve, tailwater function, and power generation relationships of the Dam's 
three turbines. These curves were developed using data from the reservoir regulation 
manual (US. Army Corps of Engineers, 1959). 
Buford is primarily operated to satisfy peak power and minimum flow requirements. 
These requirements are presently met by "running" the two main turbines at 49 .5 
MW for two hours each day except weekends (for a total of 43.5 hours per month) 
and the smaller turbine at 6 MW continuously. Additional releases and energy 
generation are scheduled based on SEPA's (South-Eastern Power Administration) 
energy commitments and the condition of the other federal hydropower facilities in 
the southeastern U.S. region. 
Figure 4.12 portrays the monthly statistics (mean, 75th and 2th percentiles, maximum 
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4.2.2 Lake Lanier SensHlvlty to Climatic Changes 
The purpose of this section is to investigate the operational sensitivity of Lake Lanier 
under various hydrologic and operational scenarios. This investigation is based on 
simulation experiments similar to the ones conducted in the previous section, but 
with a monthly time step. All runs utilize the Set Control Approach with a control 
horizon of 12 months. Streamflow forecasting is simulated in the same manner as 
in Section 3 (Savannah River case study). The simulations are performed using four 
94-year long inflow traces that reflect present and potentially different climatic 
circumstances. These traces have been kindly provided to us by G. D. Tasker of the 
Reston USGS office. Their derivation is briefly explained next. [See also, Tasker, 
1993.] 
General circulation models (GCMs) show that further accumulation of green-house 
gases in the atmosphere may substantially change the prevailing temperature and 
precipitation patterns. In the case of the southeastern United States, three GCMs 
(Geophysical Fluid Dynamics Lab - GFDL, Goddard Institute for Space Studies --
GISS, and the Oregon State University - OSU models) indicate that doubling of 
atmospheric C02 would lead to an increase in annual temperature by several degrees 
and a substantial decrease of precipitation. More specifically, GFDL predicts a 5.3 
°C annual temperature increase and a 88.9% precipitation reduction, GISS similarly 
predicts a 5.2 °C temperature increase and a 100.5% precipitation reduction, and 
OSU a 3.7 °C temperature increase and a 99.8% precipitation reduction. Monthly 
percentages are also available [Tasker, 1993] indicating strong seasonality. Although 
the predictive accuracy of GCMs is questionable [Gleick,1989], their results are 
herein used to establish plausible future climatic scenarios. 
To convert this information to inflow traces, Tasker [1993] first generates random 
temperature and precipitation deviations from the historical monthly means using a 
multi-site Markov model. These estimates are next adjusted by a percentage 
determined by the GCM-predicted monthly increment or reduction. Finally, a 
physically-based rainfall-runoff model is used to translate the resulting temperature 
and precipitation traces to inflow sequences. 
To compare with the base case (Figure 4.12), monthly inflow statistics for the GFDL, 
GISS, and OSU inflow sequences are also plotted on Figures 4.13, 4.14, and 4.15. 
While the figures show a clear reduction of mean monthly inflow relative to the base 
case, extreme inflow values are in some cases outside the base case range. 
The first simulation experiment is the base case where the generation hours may 
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to the present climatic conditions. In lieu of inflow forecasts, the SCA control model 
has access only to maximum and minimum monthly inflows. The results are 
summarized in three graphs shown on Figure 4.16. The first graph includes the 
simulated monthly reservoir elevation sequence along with the conservation pool 
boundaries, the second delineates the monthly energy generation, and the third shows 
the associated release. On the outflow graph, the solid line in the neighborhood of 
1000 cfs indicates the outflow level corresponding to the 43.5 minimum generation 
hours per month. This level fluctuates in response to the fluctuation of the reservoir 
level (and the net hydraulic head). The figure shows that the reservoir stays within 
the conservation pool and the generation hours satisfy the minimum constraint. Due 
to the uncertainty of future inflows, the controller keeps the average reservoir level 
at about 1060 feet, and manages to avoid water shortages or excessive releases. 
Reservoir levels have a fluctuation range of about 16 to 17 feet. 
The following three figures (4.17, 4.18, and 4.19) summarize the results for the 
GFDL, GISS, and OSU inflow scenarios (C02 doubling). Concentrating on the 
GFDL simulation run, one sees that reservoir levels now fluctuate much more than 
before and droughts are much more frequent and severe. The worst drought is 
toward the end of the simulation period when reservoir storage is entirely depleted 
and the model actually fails to meet the minimum generation/water supply 
requirements almost for the last four years. The results of the G ISS run are similar, 
with a major operational failure occurring at about the same time. By contrast, the 
OSU simulation run is different than the previous two, with the reservoir being able 
to satisfy its operational objectives throughout the simulation period. A closer 
examination of the inflow statistics for the three sequences (Figures 4.13, 4.14. and 
4.15) can explain this difference. Relative to the base case, the GFDL and GISS 
inflow reduction is uneven for different months of the year. Especially during the 
low flow months of August, September, October and November, GFDL and GISS 
inflow deficits are higher than those of OSU. Thus in the first two cases, droughts 
are more likely and end-up causing severe water shortages. 
Thus, the previous results indicate that the operational reliability of Lake Lanier will 
be at risk under the GFDL and GISS climatic scenarios. In the following 
experiments, we are interested to investigate whether improved streamflow 
forecasting can mitigate this effect. Better forecasting is simulated via the procedure 
described in Chapter 3, the forecast parameter p( 1) being equal to 0.5 or 0.25. The 
new simulation runs are shown on Figures 4.20 through 4.27 in the familiar format. 
Examination of the p( 1) = 05 case results shows that better streamflow forecasting 
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evident in the first graph of Figure 4.20 where reservoir levels are substantially higher 
than those of Figure 4.16 and fluctuate much less. Having more accurate information 
of the upcoming inflows, the controller maintains higher reservoir levels without 
causing spillage. With the reservoir almost always full, the drought risk is now 
smaller. This is better seen in the GFDL and GISS scenarios where droughts are 
almost entirely avoided except in the last GFDL simulation year. This drought is 
finally averted in the p( 1) = 0.25 forecast case. 
Table 4.2 summarizes all simulation runs recording frequency and magnitude of 
violations and total energy generation. Relative to present conditions, energy 
generation is expected to decline by about 30 (GFDL) to 15 (OSU) percent. On the 
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Table 4.2 Violation Tables 
No Forecasting 
BASE GFDL GISS osu 
Viol. Number 0 28 20 0 
Max. Powr. Viol. 0 7150 7315 0 
(MWH/month) 
Total Powr. Viol. 0 122914 77408 0 
(MWH/month) 
Total. 2.0373e7 1.4625e7 1.5916e7 1.7296e7 
Energy(MWH) 
Forecasting with p(l) = 0.5 
BASE GFDL GISS osu 
Viol. Number 0 8 0 0 
Max. Powr. Viol. 0 6567 0 0 
(MHW /month) 
Total Powr. Viol. 0 34432 0 0 
(MHW /month) 
Total. 2.1725e7 1.5153e7 1.6987e7 1.767e7 
Energy(MWH) 
Forecasting with p(l)=0.25 
BASE GFDL GISS osu 
Viol. Number 0 0 0 0 
Max. Powr. Viol. 0 0 0 0 
(MHW /month) 
Total Powr. Viol. 0 0 0 0 
(MHW /month) 
Total. 2.2032e7 1.5306e7 1.7187e7 1.7797e7 
Energy(MWH) 
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5. SUMMARY, CONCLUSIONS, AND FURTHER RESEARCH 
RECOMMENDATIONS 
The scope of this research project was to investigate the effects of global warming 
on reservoir system outputs. This investigation was carried out in four phases: 
(1) A general control method suitable for the management of uncertain dynamical 
systems was first developed (Chapter 2). This new control approach was motivated 
by Jhe need to guide the operation of water resources systems under extreme or 
relatively unknown input circumstances (as in the case of long-lasting climatic 
changes). Rather than using statistical input descriptions, this approach was based 
on set characterization of uncertainty. The resulting control problem calls for 
finding the set of admissible actions that ensures that the system stays within its 
bounds for the duration of the operational horizon. The solution is derived using 
Dynamic Programming and is efficiently implemented for the case where all sets are 
convex polyhedra 
(2) In the second phase (Chapter 3), the Set Control Approach was applied to 
common reservoir operation problems including flood and drought management and 
hydropower scheduling. Common to all applications is the premise that reservoir 
operators wish to have a set of policies guaranteed to meet all system constraints, 
rather than optimize specific objectives. We feel that this mode of operation is more 
meaningful under crises situations (floods and droughts) and climate change 
circumstances. Several computational experiments with the Savannah River system 
in the southeast (three reservoirs) showed that accurate inflow forecasting together 
with the Set Control Approach improves reservoir operations in that it minimizes 
flood control storage and avoids damage-causing outflows. In addition, benefits 
accrue from energy generation due to higher hydraulic head and less wasted spillage. 
Reservoir systems usually operate under normal hydrologic conditions and only 
occasionally experience extreme events. During the former, stochastic methods are 
appropriate and can effectively guide system operations. One potentially useful 
research contribution would be to develop a hybrid control model which uses 
stochastic methods during normal circumstances but switches to the set control 
approach at the onset of critical periods. 
(3) In the third phase (Chapter 4.2), the Set Control Approach was coupled with the 
Modified Sacramento Model developed by the University of Iowa research team 
(Volume Il). The combined forecast-control procedure was tested in the operation 
of the Saylorville reservoir in the upper Des Moines river basin ( midwest ). Side-by-
side simulation experiments of this model with (a) heuristic management practices 
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and (b) the Set Control Approach with no forecasting showed that the forecast-
control procedure significantly improved reservoir operations entirely avoiding 
droughts and effectively controlling floods. 
The impacts of a potential global warming scenario were examined using historical 
analogues of low, intermediate, and high streamflow periods. It was shown that 
reservoirs can be operated to mitigate the adverse effects of climatic change with the 
aid of effective forecast-control procedures. It is noted that the heuristic 
management practices could not readily adapt to changing hydrologic circumstances, 
causing frequent flooding and water shortages. Thus in climate change impact 
studies, reservoir optimfaation procedures such as the ones developed herein are 
essential. Failure to incorporate them will lead to overly pessimistic results and 
exaggerate real impacts. 
(4) In the fourth phase of the research (Chapter 4.3), we used results from three 
General Circulation Models ( GCMs) to establish plausible inflow scenarios for Lake 
Lanier (southeast) under the assumption of doubled atmospheric C02• The scenarios 
generally indicate that inflow volumes will be reduced significantly, causing the lake 
to experience frequent and severe droughts. However, the use of effective 
streamflow forecasting and reservoir control procedures can ease these consequences. 
These results, however, should be viewed as only "what if' scenarios as GCM 
predictions and their processing to watershed scale are presently rather inexact -- an 
area needing further research. 
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APPENDIX A 
Lemma: Let Ox be a set characterized by 
C.x = {X: X1111 :s:9.x(111), i = 1, ••• ,n.x} (A.1) 
and B an invertible matrix. Then, the set Dy of all vectors Y such that Y = B X is 
defined by 
a,= {Y: r'e, :s: •.x<111), i = 1, ... ,n.xl, 
where 01 = (B~-
1 111 , i = 1, ••• ,nz. 
(A.2) 
Proof: Let (ABCDE) and (abcde) (Figure Al) represent sets Ox and 01 respectively, 
and let vectors 'Ii and Ii be perpendicular to hyperplanes AB and ab. To establish 
a relationship between 'Ii and I;, we start from the implications of orthogonality 
between these vectors and any other vector on the corresponding hyperplanes: 
(ab)101 = 0 = (Ob - Oa)161 = [B(OB) - B(O.A)]161 = (AB)' B
161 
and 
(AB)' 111 = 0 • 
(A. 
3) 
The above relationships suggest that vectors 'Ii and B'B; are collinear (parallel) and 
consequently, a set of Ii vectors perpendicular to the hyperplanes of 01 can be 
obtained from 
B 18 = 'I ... 6 - (Bh-t'I I I I - J 1• (A.4) 
To fully characterize Dy, we additionally need the support function values 4>.( Ii), Bi, 
i = 1, ..• ,nx. Using the definition and the previous result, we obtain 
113 
• (8) - ma:cimum Y16 = ma:cimumX1B 16 1 I - I I :reg, ..rec .. 
= ma:cimumX1B 1(B~-1 11, = maximumX'11, (A.S) 
..rec,. ..rec .. 
Even though 'Ii may be unit vectors, vectors Ii may not have unit length. However, 
one can easily normalize them and scale the support function values accordingly: 
,, = e,110,1 
+,<•,l = +,co,) 110,1, (A.6) 
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8.1 ELEVATION (H) VERSE STORAGE (S) CURVE 
Curve 
H =aln(S) +b(ln(S))2 +c(ln(S))3 +d{ln(S)) 
Units H: feet 
S: acre-feet 
Coefficient Values a = -229.88257 
b = 30.690016 
c = -1.8662148 
d = 0.046550048 
e = 1584.045 
Validity Range H: 1035-1085 feet 
S: 867,984-2,551,667 acre-feet 
Residual Error St. Dev. 0.0251 feet 
8.2 TAILWATER ELEVATION (T) VS. OUTFLOW (Q) CURVE 
Curve /f O~Q<4,000 
t=dQ+e 
/f 4,000~Q~ 14,000 
t=a+b ln(Q)+c (ln(Q))2 
Units t: feet 
Q: cfs 
Coefficient Values a = 1,065.17688 
b = -39.85679 
c = 2.66528 
d = 0.00175 
e = 911. 
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Validity Range t: 911-926 feet 
Q: 0-14,000 cfs 
Residual Error St.Dev. 0.17 feet 
8.3 POWER GENERATION CURVE FOR THE MAIN TURBINES 
Curve 
Q=exp(a+,,.!.+c( Pf +d Ln(P)+e(Ln(. 
H H 
+f Ln(H) +g(Ln(H))2) 
Units H: feet 
P: MW 
Q: cfs 
Coefficients a= 23.8732 
b = 3.012357 
c = 05261176 
d = 1.1328914 
e = -0.14784776 
f = -7.4528786 
g = 0.74083598 
Validity Range H: 103-170 feet 
P: 9.8-64.8 MW 
Q: 1600-5200 cfs 
Residual Error St. Dev. 130 cfs 
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B.4 POWER GENERATION CURVE FOR THE SMALL TURBINE 
Curve 
Q=exp(a +b( P) +c( P )2 +dLn(P) +e(Lnc 
H H 
+ftLn(H)) +g(Ln(H)'f) 
Units Q: cfs 
H: feet 
P: 1~ KW 
Coefficients a = 17.7903784 
b = 0.97088472 
c = 0.53824066 
d = 0.74410177 
e = -0.0482565 
f = -5.510093 
g = 0.53260768 
Validity Range H: 102-172 feet 
P: 2.28-7.54 MW 
Q: 300-600 cfs 
Residual Error St. Dev. 11.25 cfs 
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EXECUTIVE SUMMARY 
Examined is the sensitivity of reservoir hydrosystems to changes in their climatic 
forcing. The study is based on hydrometeorological data and models of the Upper Des 
Moines River basin, which drains 14,000 km2 in the midwestern United States. Historical 
data for the period from 1925 through 1988 have been used. Coupled forecast-control 
procedures simulate operational flow forecasting and reservoir management. These 
procedures involve large-scale operational hydrologic/ hydraulic models (i.e., the UIFS 
model), probabilistic schemes for extended flow forecasts based on conditional ensemble 
flow forecasting (i.e., the National Weather Service ESP scheme), and operational optimal 
reservoir control models (i.e., a set constrained controller). Sensitivity of the subject 
reservoir hydrosystems was determined by dividing the historical record into three climatic 
periods. Differences were detected in temperature and precipitation among the three climatic 
periods. Model-generated soil water features were obtained and compared among the 
periods. The study shows that large differences among the average extended streamflow 
predictions corresponding to warm/cool and wet/dry initial conditions occur in the spring 
and late summer. This suggests that stream.flow forecasts are most sensitive to climatic 
change during the aforementioned seasons. Climatic forcing with either the wann/cool or 
the wet/dry historical model input realizations increases these differences. Results obtained 
for the historical record using the current reservoir operating policies indicate the 
inadequacy of the existing release operations to accommodate the observed natural 
variability of streamflow. The set control procedure successfully accommodates the 
observed climatic forcing variability. Thus, for climate-change impact studies concerning 
reservoir hydrosystems, an optimal forecast-control procedure should be used, otherwise 
pronounced sensitivity may result Alternatively, substantial gain in resilience to changes in 
climatic forcing would result if existing reservoirs were operated in an optimal fashion that 
involves coupled forecast-control schemes. 
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I. INTRODUCTION 
1.1 Back&round and Scope of Study 
There has been much concern and research in the area of anthropogenic influence 
on the global environment. Many concerns have been raised about the increasing rates of 
C02 and other trace gases, and, consequently, the increasing "greenhouse effect" (e.g., 
Houghton, et al., 1990). This has lead to the development of several General Circulation 
Models (GCM) used to predict global climatic features under the scenario of a doubling of 
C02. These models produce results that are in general agreement one with another as 
regards certain global climate indices (i.e. most predict an increase in global temperature in 
the range of 2-5°C). It is very difficult, however to infer from these models the potential 
climate change effects on a more regional level, e.g., over the 14,000 km2 Upper Des 
Moines River basin in the Midwest. There have been estimates of regional change in 
weather and climate indices such as temperature and precipitation, but these estimates are 
subjective and uncertain (Schneider, et al., 1990). 
·Eff ons are in progress to evaluate the regional implications of a potential climate 
change. These efforts have included using hydrologic/hydraulic regional models and histor-
ical or generated data, or feeding hydrologic models with the regional predictions of a 
GCM. The use of either historical data or generated data requires the compiling of climate 
change scenarios for the region under consideration, (i.e., increase in temperature with an 
increase in precipitation, increase in temperature with a decrease in precipitation, etc ... ), 
(Gleick, 1987). 
The scope of the subject study is to determine the sensitivity of a coupled opera-
tional flow-forecast/control procedure to changes in the climatic forcing over a large basin 
in the Midwest. The sensitivity study presented here uses historical data and a hydro-
logic/hydraulic model coupled with a probabilistic forecast procedure. The method used is 
suitable for studying the effects of past climatic variability on the hydrologic regimes of 
large basins and on the regional water resources development practices (e.g., operation of 
large rainfed reservoirs). This study differs from previous impact studies, in that it: (a) 
provides detailed hydrology of a 14,000 km2 midwestern U.S. region, down to scales of 
order 103 km2, and (b) it uses a probabilistic forecast/control procedure, simulating optimal 
real time reservoir management practices. The latter procedure allows the user to study the 
effects of the variability of climate and of climate change, on the real-time flow forecasts 
and on the resultant reservoir control actions, that are crucial for the operation of large 
reservoirs. 
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The results of studies of the sensitivity of reservoir operations to a potential regional 
climate change are highly significant for water resources planners. A sensitivity in reservoir 
operations to such a change will impact all facets of reservoir water resources management, 
such as water supply, flood prevention, water quality and hydroelectric power generation. 
Presently, existing laws and policies are tailored to the current climate conditions. These 
policies may need be reevaluated to account for changes in streamflow due to a changing 
environment. The subject study is particularly relevant to evaluating the impacts of a poten-
tial climatP. change in a region that is in the focus area of the GEWEX Continental-scale 
International Project (GCIP) (WMO, 1990). The Upper Des Moines River is a tributary to 
the Mississippi River system identified as a target area for GCIP. 
1.2. Metbodolo&y 
The application basin is the 14,000 km2 Upper Des Moines River basin in 
Minnesota and Iowa. The basin was discretized into six smaller tributary sub-basins. The 
three headwater (no upstream inflow) tributary basins are: the 2160 km2 Boone River with 
outlet at Webster City, the 3540 k:m2 West Fork Des Moines River with outlet at Estherville 
and the 3380 km2 East Fork Des Moines River with outlet at Dakota City. All flow into the 
Upper Des Moines River, and the large-basin outlet is at Stratford. Stratford is the inlet for 
the 676,000 acre-feet Saylorville Reservoir in central Iowa, which is the reservoir of inter-
est in this work. The primary function of the Saylorvi~e Reservoir is flood control to pro-
tect the city of Des Moines, which is south of the reservoir. Secondary objectives are water 
supply, recreation and low-flow augmentation. 
The purpose of this work is to determine the sensitivity of the hydrology, of the 
hydrologic forecasts and of the operational water management practices to historical cli-
matic forcing in the Upper Des Moines River basin. To the extent that historical climatic 
periods resemble projected future climatic periods of enhanced greenhouse forcing, the 
results of this work can be used to assess the sensitivity of forecast/control practices in the 
basin to a potential climatic change. The mathematical/numerical tool for the sensitivity 
study consists of three main components: a large scale hydrologic/hydraulic model of the 
basin with a daily temporal and a 2,000 km2 spatial resolution, an operational probabilistic 
forecast procedure with a forecast horizon of a few months, and an operational reservoir 
management procedure. These components are briefly described next. 
The hydrologic/hydraulic model used is the University of Iowa Forecast System 
(UIFS), which has been developed and calibrated for the Upper Des Moines River basin 
with outlet at Stratford, Iowa (Bae and Georgakakos, 1992). UIFS uses an adaptation of 
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the NWS operational Sacramento rainfall-runoff model and the NWS snow accumulation 
and frozen ground components to compute the detailed hydrology of the six tributary sub-
basins. The UIFS model accepts inputs of mean areal precipitation, temperature, and 
evapotranspiration for each of the six sub-basins and predicts outflows for each sub-basin. 
To route the flows between sub-basins and to the outflow point, UIFS incorporates a 
Muskingum-Cunge hydraulic routing scheme, well suited for the mild slope of the channels 
in the Upper Des Moines River basin. The model forecasts the streamflow at eleven fore-
cast points within the basin and captures many of its hydrologic features. 
For use with reservoir operation practices, probabilistic forecasts were generated by 
the Extended Streamflow Prediction (ESP) scheme of the NWS (Day, 1985). This scheme 
coupled with the UIFS invokes the use of historical climate indices to create future realiza-
tions of flow forecasts up to the maximum forecast lead time. The UIFS model is started 
with the current soil moisture, snow depth, frozen ground state, and streamflow for each 
forecast preparation time. Daily mean areal precipitation, temperature, and evapotranspira-
tion for each of the historical years in the climatic period of interest are fed into the UIFS, 
beginning at the month and day of the forecast preparation time and extending to the maxi-
mum forecast lead time. Thus, each historical year creates a trace of flow forecasts that are 
dependent on the current soil moisture conditions. 
The probabilistic forecasts are fed into a reservoir set control approach 
(Georgakakos and Yao, 1993). The set control method starts with the current reservoir 
storage and allows for hydrologic inputs and controllable inputs. The hydrologic inputs are 
taken from the set of forecast realizations generated by the UIFS model using the ESP pro-
cedure. The controllable inputs represent the reservoir releases which are defined based on 
the systems limitations and operational requirements. The set control approach then deter-
mines operational decisions, such that the reservoir storage level, does not violate the 
operational constraints for each of the possible streamflow traces. A set of operational 
decisions is detennined for each forecast preparation time that guarantees that the reservoir 
system will perform within the desirable bounds for the duration of the forecast horizon up 
to the maximum forecast lead time. 
Sensitivity studies were performed on the ESP probabilistic forecasts and reservoir 
operations for forecast preparation times in three climatic periods. A second-moment statis-
tical analysis was performed on the ESP ensemble of forecasts for each forecast preparation 
time in the wettest, driest, coolest and warmest year of each climatic period. A similar anal-
ysis was performed when climatic forcing was imposed by using only wet/dry or the 
wann/cool historical model input realizations. 
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1.3. Reyjew of Literature 
Various methods have been developed and used to simulate regional climate 
change. These methods include: the direct use of a GCM, semi-empirical methods of hypo-
thetical climate scenarios loosely based on the results of a GCM, and an empirical use of 
historical climate analogues both from the recent measurements or paleoclimatic analogues. 
Reviews of these methods can be found in Gleick, 1989, Mearns et al., 1990, and Giorgi 
and Mearns, 1991. 
Direct output of a GCM can be used to simulate regional climate change. Although 
GCMs represent the main characteristics of the general circulation reasonably well, their 
performance in reproducing regional climatic detail is rather poor, mainly due to their reso-
lution and cloud and land-surface parameterizations. Regardless, attempts have been made 
-using GCM output in hydrologic studies~ In one such study, Gleick, 1987 compares the 
climate change scenarios of three GCMs for a basin in Northern California. The Tennessee 
Valley Authority, 1988 uses two scenarios of the GISS GCM to examine the range of 
effects to a reservoir system. Lettenmaier and Gan, 1990 examine the hydrologic sensitivi-
ties of four basins in California to the scenarios generated by four different GCMs. 
Presently, the nesting of a regional hydrologic model in a GCM is being researched for 
climate studies (Giorgi and Mearns, 1991). 
There have been many regional studies using the semi-empirical method of creating 
scenarios, loosely based on the estimates of a GCM, and combining the scenarios with 
regional hydrologic models. Revelle and Waggoner, 1983 use an empirical relationship 
between precipitation, temperature and runoff to determine the effects of warmer air tem-
perature and a slight decrease in precipitation on water supplies in the Western United 
States. Gleick, 1987 uses a water balance modeling technique for a watershed in Northern 
California to compare different scenarios of temperature and precipitation. The limitation 
with using these types of scenarios is that there is a large subjective component in the 
selection of scenarios that does not lead to generalizations. 
The underlying assumption of empirical methods is that, independent of the nature 
of the forcing, the general circulation internally adjusts itself to give similar responses to 
different forcings. Several limitations have been identified in the use of paleoclimatic sce-
narios for evaluating the impacts of future climate changes to water resources. The causes 
of climatic shifts over geological time may differ considerably from the anthropogenic 
influences now anticipated. In addition, because this time predates recorded human activity 
there has been no evidence of how they might affect society. Therefore, it has been argued 
that there has been no paleoclimatic time period that is a satisfactory analogue for future 
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climate (Crowley, 1990). Because of this, attention has lately turned to the use of the more 
recent instrumental record. 
The historical analogue method basically consists of selecting a series of warm 
years and cold years from the instrument record, and then mapping the differences of tem-
perature, pressure, or precipitation between the periods. One example of this use is the 
study performed by Lough et al., 1983 that compares temperature, pressure, and precipi~­
tion of the warmest and coolest 20 year periods in order to analyze the effect of global 
warming on energy consumption and agriculture. It is believed that consecutive blocks of 
historical analogues that preserve the sequence of years are more realistic in that a transient 
response can be observed. This method is limited in that regional results obtain.ed from the 
analysis of this historical time period may not apply for global climate changes of larger 
magnitudes. However, such results can reveal important effects and can be used to provide 
qualitative estimates of the direction and changes of possible regional ·climate variations. In 
addition, they are invaluable in assessing the resilience of operational management 
practices. 
The study presented in this work uses recent consecutive blocks of historical ana-
logues with the UIFS model to predict stream:flow. This study differs from previous stud-
ies in the area of focus and in that it also uses a probabilistic forecast procedure to forecast 
flows and a set controller approach to examine the sensitivity of reservoir operations. 
1.4. Report Outiine 
Chapter II describes the application basin, the Upper Des Moines River basin. The 
first part is a physical description of the area including the land use and land cover proper-
ties as well as the geology and soil types. A physical description and release requirements 
of the Saylorville Reservoir are also presented. The last part of this chapter describes rele-
vant hydroclimatic features of the basin. ·The climatic studies are based on a statistical anal-
ysis of the recorded temperature, pan evaporation, precipitation and flow over the entire 
basin as well as a comparison of hydroclimatological features of two tributary headwater 
basins. 
Chapter III gives a detailed description of the forecast-control procedure. First, a 
description of the components of hydrologic/hydraulic model, the University of Iowa 
Forecast System (UIFS) is given. The components include a modified version of the NWS 
Sacramento model, a frozen ground component, a snow ablation component, and a 
Muskingum-Cunge component for routing flows. The performance of the UIFS model 
with the available historical data is presented in this section. Secondly, the ESP scheme and 
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its coupling with the UIFS to create probabilistic flow forecasts is outlined. In this chapter, 
the real time reservoir operation procedure is also described, explaining the system objec-
tives and the characteristics of the controller. 
Chapter IV presents a sensitivity analysis with the historical data. This chapter 
includes a comparative study of the data availability, atmospheric forcing variables, model 
soil water, and temporal analyses in each of the three climatic periods. Chapter V presents 
the results and discussion pertaining to the forecast-control scheme applied to the 
Saylorvil!e Reservoir. The first part contains an analysis of the performance of the proba-
bilistic flow forecasts. The second part examines the sensitivity of the probabilistic flow 
forecasts to initial conditions and climatic forcing. The final part presents the results of the 
set-controller for the three climatic periods. Conclusions and recommendations are pre-
sented in Chapter VI. The Appendix contains various auxiliary figures. 
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II. THE UPPER DES MOINES RIVER BASIN 
2.1. Description of the Upper Des Moines River Basin 
The Upper Des Moines River basin is located in Minnesota and north-central Iowa. 
The basin has an elongated shape and it is about 170 miles long from northwest to south-
east and up to 50 miles wide as shown in Figure 111.1. It is bounded approximately by 42° 
N to 44.3° N in latitude and 93.7° W to 96° W in longitude. The drainage area of the basin 
is about 14,120 km2 (5,452 mi2) with outlet at Stratford, Iowa. Agriculture is the principle 
industry of this region. The land cover predominantly supports rural crops of corn and 
beans. 
The Upper Des Moines River Basin is drained by three main tributaries: the West 
Fork Des Moines River, the East Fork Des Moines River, and Boone River. The West 
Fork Des Moines River starts from the area of Pipestone, Lyon and Murray Counties, 
Minnesota. It flows southeasterly to the junction with the East Fork. The source of the East 
Fork is in Jackson County, Minnesota from which it flows southeasterly and then south to 
join the West Fork, approximately 14 miles upstream from Fort Dodge. The Upper Des 
Moines River is then joined by the Boone River north of Stratford, Iowa. The Boone River 
has its source in Hancock County, Iowa and flows south and then southwesterly to join the 
Upper Des Moines River. The basin outlet is at Stratford, Iowa which is considered the 
inflow point for the Saylorville Reservoir. The Saylorville Reservoir is located approxi-
mately 11 miles north of Des Moines, Iowa. 
The topography of the Upper Des Moines River basin is predominantly a result of 
the deposits from three glacial periods: the Nebraskan, the Kansan and the Wisconsin 
(U.S. Army Corps of Engineers, 1968). Above the junction of the East and West Forks the 
area is flat and natural drainage is not fully developed. The stream bed is cut only a few feet 
below the surrounding plain. The stream gradually cuts deeper in the vicinity of Humboldt 
and the stream valley is well defined. As the river approaches Boone, Iowa, hard ledge-
rock outcrops and the stream valley becomes more narrow. 
The soils found in the Upper Des Moines River basin are related to the several 
glaciations and associated deposits. The surficial material covering the area of the basin was 
deposited by the Wisconsin Glacier and is made up of loamy alluvium, sand and silt. The 
predominant soil types in this region are Webster-Clarion-Nicollet and Webster-Nicollet-
Canisteo. These soils are rich in carbon, remain moist and are ideal for agriculture. 
For the purpose of streamflow prediction, the Upper Des Moines River basin has 
been divided into six sub-basins, (Bae and Georgakakos, 1992): the Boone River basin 
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with outlet at Webster City, the East Fork Des Moines River basin with outlet at Dakota 
City, the West Fork Des Moines River basin with outlet at Estherville, the West Fork Des 
Moines River basin with outlet at Humboldt, the Des Moines River basin with inlet at the 
junction of the East and West Forks and outlet at Fort Dodge, and the Des Moines River 
basin with inlet at Fort Dodge and outlet at Stratford. The sulxiivision was based on the 
channel network and the location of the discharge measurement stations. Each sub-basin 
contains several raingauge stations and one USGS stream gauging station located at the 
downstream end. 
2.2. Description of the Saylorville Reservoir 
The Saylorville Reservoir is located approximately 11 miles north of Des Moines, 
Iowa (U.S. Army Corps of Engineers, 1983). The principle reservoir purpose is to store 
flood waters and provide a high degree of protection to the urban area of Des Moines. 
Secondary purposes of the reservoir are low-flow augmentation to improve water quality 
and recreation. At maximum flood capadty, the pool elevation is 890 feet. The reservoir 
area is about 16,700 acres and extends 54 miles upstream. It contains approximately 
676,000 acre-feet of water. For minimum flow water quality requirements, the pool eleva-
tion is 833 feet. The reservoir area is 5,400 acres an extends 17 miles upstream. 
The regulation plan is based on flood control and low flow augmentation. The area 
downstream of the reservoir has a channel capacity of 16,000 cf s from January through 
April and 12,000 cfs from May through December. The reservoir will be operated to 
release flows between 1,000 and 12,000/16,000 cfs at the reservoir elevation of 875 feet 
until forecasts indicate that the spillway crest elevation of 884 feet will be exceeded. When 
these forecasts of exceedence are made, the reseivoir releases will increase progressively 
from 12,000/16,000 cfs at a reservoir elevation of 875 feet to 21,000 cfs at an elevation of 
884 feet. Thereafter, the operation plan provides for the use of the remaining six feet of 
reservoir pool elevation to the elevation of 890 feet to limit the outflow to 21,000 cf s inso-
far as possible. The low flow operation plan is to release as required to provide a minimum 
flow of 200 cfs in the Des Moines River for the city of Des Moines and to provide a mini-
mum flow of 300 cf s for the city of Ottumwa. Damage downstream is a nonlinear convex 
function of releases with disproportionally high damage at high release rates. 
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2.3. Hydroclimatology of the Upper Des Moines River Basin 
The hydroclimatic features of the Upper Des Moines River basin are revealed 
through precipitation, pan evaporation, discharge and temperature data. The data used in 
this study was obtained from CD-ROM disks distributed by "Earthlnfo, Inc.". The precipi-
tation, discharge, and temperature data spans 64 years, 1925-1988. The pan evaporation 
data spans 40 years, 1949-1988. A complete listing of the location of the recording stations 
used for each hydroclimatic index, and the corresponding data availability is given in Table 
11.1. 
Table II.1 Location of recording stations and period of record. 
Data Station Latitude Longitude Period 
Precipitation: 
Algona 43:04:00 94:18:00 1925-1988 
Ames 42:00:00 93:39:00 1925-1988 
Hampton 42:45:00 93:12:00 1925-1988 
Mason City 43:09:00 93:14:00 1925-1988 
Rockwell City 42:24:00 94:37:00 1925-1988 
Spencer 43:10:00 95:09:00 1925-1988 
Storm Lake 42:38:00 95:11:00 1925-1988 
Webster City 42:28:00 93:48:00 1925-1988 
Worthington 43:37:00 95:36:00 1925-1988 
Maximum Temperature 
Ames 42:00:00 93:39:00 1925-1988 
Worthington 43:37:00 95:36:00 1925-1988 
Minimum Temperature 
Ames 42:00:00 93:39:00 1925-1988 
Worthington 43:37:00 95:36:00 1925-1988 
Streamflow 
Stratford 42:15:00 94:00:00 1925-1988 
Pan Evaporation 
Ames 42:00:00 93:39:00 1949-1988 
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The analysis of the hydroclimatological features is based on monthly average values 
and monthly auto-correlations as obtained from the daily mean areal values of each index. 
The mean areal precipitation was computed by the NWS weighted average method (Larson 
and V anDemark, 1979) using all of the precipitation stations listed in Table Il. l. The selec-
tion of these stations was based on available data and for the period of record for stations in 
the proximity of or within the Upper Des Moines River basin. The mean areal temperature 
was computed by averaging data from the two temperature stations, Ames and 
Worthington. The analysis was based on maximum and minimum daily temperatures. One 
streamflow station at Stratford, Iowa and one pan evaporation station at Ames, Iowa with a 
shorter period of record ( 1949-1988) were also used. It is noted that pan evaporation has 
been shown (Pruitt, 1966) to bear a strong relationship to evapotranspiration from well-
watered vegetated areas (potential evapotranspiration). 
Figure Il.2 represents the seasonal cycles of the monthly means and standard 
deviations of each of the hydroclimatic indices. Months are represented by the numbers 
from 1 through 12, with 1 corresponding to January. The means and standard deviations 
presented were computed by averaging the daily observations for each month of the period 
of record and then computing the mean and standard deviation over that period for all the 
same months. 
All indices show pronounced monthly cycles. Figure Il.2a represents the monthly 
cycle for mean areal precipitation determined from the period 1925-1988. Approximately 
10% of the annual total precipitation is snowfall, mainly occurring during the winter 
months (December-February). The mean areal precipitation has a maximum in June of 4.0 
mm/day and a second peak in August of 3.4 mm/day. Figure Il.2b shows the monthly 
cycle of pan evaporation calculated from daily measurements taken during the period 1949-
1988. The seasonal cycle of pan evaporation shows very little pan evaporation in the winter 
months. The cycle shows a steep increase in the spring months of April and May to a 
maximum pan evaporation in the summer of almost 5 mm/day. The cycle then decreases 
sharply in the fall months to the small amounts recorded in the winter. It should be noted, 
however, that pan evaporation observations during the winter months are few and with 
significant uncertainty as the process of sublimation from snow covered areas is a subject 
of research. The monthly cycle of streamflow observed at Stratford, Iowa is shown in 
Figure II.2c. The streamflow cycle shows two peaks; the maximum peak of 0.8 mm/day in 
April is due to snowmelt, and the later peak of 0.6 mm/day occurs in June in response to 
maximum rainfall (see Figure Il.2a). The monthly cycle of the average temperature over the 
basin is shown in Figure Il.2d. This cycle shows a minimum in January of -10°C and 
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increasing to a maximum of 23°C in July. The influence of air temperature to pan evapora-
tion measurements becomes apparent by comparing Figures II.2b and II.2d. 
The monthly cycles of standard deviation in all cases but temperature show similar 
shapes to those of the monthly means. The coefficients of variation in months of high val-
ues (spring and summer) are: 0.5 for mean areal precipitation, 0.20 for pan evaporation, 
1.0 for flow and less than 0.15 for temperature. In the spring, approximately 50% of the 
variability of precipitation translates to variability in streamflow. In the summer, approxi-
mately 25% of precipitation variability becomes streamflow variability. The storage effect 
of the soil in reducing the variability is evident. 
Standardized monthly anomalies were determined by calculating the average daily 
records of a month, subtracting out the long-term mean for that month for each average, 
and then, standardizing the resulting anomaly by divi~ng by the long-term standard devia-
tion for that particular month. This was done for each month since January 1925 for mean 
areal precipitation, streamflow at Stratford, and temperature. The time series are shown in 
Figures II.3a, 3b, and 3c, respectively. Months of higher than average values have positive 
anomalies and months of lower than average values have negative anomalies. Standardized 
anomalies that are greater than 2 in absolute value are very significant. 
From the standardized anomalies of mean areal precipitation shown in Figure Il.3a 
the natural variability of mean areal precipitation can be detected. Periods of low precipita-
tion are noted in months 364-410, which correspond to April 1954 through March 1958, 
and in months 615-628, which correspond to the period from April 1975 through May 
1976. High precipitation can be found in months 566-586, which correspond to the period 
from February 1971 through December 1972, and 684-714, which correspond to the 
period from January 1981 through July 1983. The early period of record is characterized 
by the lowest precipitation anomalies on record, while the latter period of record by the 
highest anomalies on record. The period from 150 to 400 (from June 1937 to April 1958) 
is characterized by the absence of very large positive anomalies. 
The standardized monthly anomalies of the streamflow at Stratford shown in Figure 
II.3b show extended periods of low flows and high flows. Extended periods of low flow 
are seen from April 1954 (364) through April 1958 (424). Extended periods of high flows 
are detected from April 1970 (556) through October 1973 (596). The record flow around 
month 85 is associated with a precipitation anomaly that exceeds 3 standard deviations. The 
second highest flow anomaly around month 655, however, is not associated with a particu-
larly high precipitation anomaly. This is an example of the nonlinear response of the catch-
ment to precipitation input, and the importance of antecedent precipitation. 
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Figure II.3c shows the standardized monthly anomalies for temperature. In this fig-
ure a negative slope (temperature decreasing with time) is detected. The monthly anomalies 
in the 1920s are positive, while those of 1980s are negative. Notice that the highest nega-
tive temperature anomalies are near the end of the record This is an example of the unpre-
dictable relationship that regional values of temperature (and other hydroclimatic indices) 
have with the global values (that have been documented to show an increasing trend (e.g., 
Schneider et al., 1990)). 
Mcmthly auto-~orrelations were computed from daily values at lag times from 0-30 
days for the period.from 1925-1988. The auto-correlations are shown for various months 
for mean areal precipitation, streamflow at Stratford and temperature in Figures II.4, 5 and 
6 respectively. The auto-correlations for mean areal precipitation drop to very low values 
even at a· lag of 1 day with values near 0.3 for the months of March, September and 
December as shown in Figure II.4. June shows a value less than 0.2 reflecting the summer 
convective natures of storms in the area. Thus, for all months and on the scales of the anal-
ysis, the precipitation may be taken as an uncorrelated sequence for all practical purposes. 
The auto-correlation of streamflow at Stratford is shown for March, June, 
September and December in Figure II.5. The significant lag time of the auto-correlations of 
streamflow varies depending on the month. In March an auto-correlation of 0.6 can be 
found for a lag of 5 days, in June for a lag of 7 days, in September for a lag of 8 days and 
in December for a lag of more than 10 days. Significant persistence of the time series is 
present for all months, with the shortest persistence in months of excessive rainfall. 
Figure II.6 represents the sample auto-correlation function of temperature for vari-
ous months. For all the months shown, the auto-correlation of 0.6 has a lag between 1 and 
two days. 
The data that spanned 64 years was split in half representing two separate climatic 
periods which were used to further analyze the hydroclimatological features of the basin. 
The first climatic period of 31 years contains data from 1925-19 56 and the second period 
contains the data from 1957-1988. The analysis was performed based on monthly average 
values computed from daily mean areal values for each climatic period and for each index. 
Figure II. 7 shows the monthly cycle of means and standard deviations for each cli-
matic period for a) mean areal precipitation, b) temperature and c) streamflow at Stratford. 
Figure II. 7 a shows the differences and similarities between the two climatic periods in the 
monthly means of mean areal precipitation. Both the mean and standard deviation cycles are 
very similar between the two periods. The first climatic period, 1925-1956, shows two 
peaks one in June and the second in August, whereas the second climatic period is more 
rounded and shows a maximum of 3.8 mm/day spanning from May through September. 
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On the average, there was more rainfall for the second climatic period in spring, summer 
and fall and less rainfall in winter. Such behavior is probably associated with large scale 
shifts in the seasonal character of the causative circulation. Significant differences in both 
means and standard deviations are observed in July with higher such quantities observed 
for the more recent historical period. The seasonal differences in temperature between the 
two climatic periods are shown in Figure Il. 7b. It can be seen that the first climatic period 
is slightly warmer then the second period for all months of the year, but especially for the 
winter months. It is interesting to note that in winter higher temperatures are associated 
with higher precipitation, while in summer and fall the opposite is true for this region of the 
mid-continental U.S. 
Significant seasonal differences in streamflow at Stratford are shown in Figure 
II. 7 c. The Figure shows consistently lower flows in the first climatic period for the months 
March through December with the greatest difference occurring in April (0.4 mm/day). In 
fact, the early historical period shows maximum flows in June, while the recent historical 
period shows a pronounced peak in April, presumably due to snowmelt. Such differences 
are most likely due to the corresponding differences in mean areal precipitation shown in 
Figure II. 7 a and to a lesser degree due to the temperature differences of Figure II. 7b. 
Temperature differences may account, however, for the early high flows in March during 
the early climatic period, as higher temperatures would melt the snowpack earlier. The 
fraction of precipitation that becomes flow ranges from about 10% to 40% with the maxi-
mum in the spring months. 
It is clear from the plots of Figure II.7 that small relative difference in the forcing 
produce large differences in the hydrologic response of the large catchment. Understanding 
such behavior through modeling on the large scale is a necessary prerequisite to further 
impact analysis. The hydrologic/hydraulic models used toward that goal are described in 



















State Boundary Soencer 
Basin Bounaary 0 
Rain Gauge Station 
Stream Flow and 












10 0 10 20 






Map of Upper Des Moines River basin. 
{Adopted from Bae and Georgakakos, 1992.) 
14 
5 - 5 
Medn 
4 Std Dev 4 
;>, ;>, 
m rO 
3 't:I 3 't:I 
........ ........ g ~ 
2 - 2 
1 -
0 - -1---r---r-- -r----1--i------r---t--t----r-- 0 -t---








u 15 . 
;>, U) m 
0.6 (L) 't:I (L) 10 ........ 
g 1-1 tn 




0 -1 10 --j~··--r---t-
1 3 4 5 6 7 8 9 10 11 12 2 3 4 5 6 7 8 9 10 11 12 
MONTH MONTH 
(c) (d) 
Figure II. 2 Seasonal cycles of monthly means and standard deviations for a) mean 
areal precipitation (1925-1988) t b) pan evaporation (1949-1988) t c} 
















0 64 128 192 256 320 384 448 512 576 640 704 768 
Months Since Jan '25 
(a) 












64 128 192 256 320 384 448 512 576 640 704 768 
Months Since Jan '25 
( c:) 
Figure II.3 Standardized monthly anomalies from January 
1925 for a) mean areal precipitation b) 





0. 8 - March 0. 8 - June 
0.6 0 6 
0.4 0.4 
0.2 0 2 
0 
0. 2 -- -+--t- 1-t-t--t-t~t--t I I I I 1-+-t-t-t-+-+--t +-t-+--t--+-+ - 0 . 2 __,__...__._-+-+-+--t-t I I I I I I I I I 
0 5 10 15 20 25 30 0 5 10 15 20 25 30 
Lag Time (days) Lag Time (days) 
(a) (b) 
1 





0. 2 -+--1-1 1-+--t--+--t-t·+-+-t-t-t-+-1-t--t·-r+-t-+-t-1·-+-+--t-+- 0 2 -+-t-1 ·t-+-t--+--+-f-t-+· I I I I I -+-+-t--t-1 I I I I I I I 
o 5 10 15 20 25 30 0 5 10 15 20 25 30 
Lag Time (days) Lag Time (days) 
(c) (d) 
Figure II.4 Auto-correlations of mean areal precipitation in a) March, b) June, c} 
September, and d) December. 
Figure II.5 
0 -t-+-t--+-+-+--t-t--1--+-l~~ t-+-+-l-+-+-1--+-+--t-t-+--+-l~-t-t--1 
0 5 10 15 20 25 30 









0 5 10 15 20 25 30 
Lag Time (days) 
( d) 
Auto-correlations of streamflow at Stratford for a) March, b) June, c) 
September, and d) December. 
March June 
0.6 
0. 2 --- 0.2 
...................... ... ._ -. .......... . 0 -0 
-0. 2 - -t -t---+-t--t-t··t----+---+-1-+-+-t-t----t--t---+----+----+-t·-t--t---t---+-t-t-1-t--1 -0.2 --+-+--+--+-+---f-+--+-t-+---+-1-+--+--+-+-t-+-t----t-+-t-+---+-t-+-+-t--+-+-1 
0 5 10 15 20 25 30 0 5 10 15 20 25 30 
Lag Time (days) Lag Time (days) 
(a) (b) 
1 1 
0.8 September 0.8 December 
0.6 0.6 
0.4 0.4 
....... __ _........... 0.2 0 --- 0 .................. 
-0.2 -0.2 I I I I I I I I I I I I I ' ' I I I I t-t 
0 5 10 15 20 25 30 0 5 10 15 20 25 30 
Lag Time (days) Lag Time (days) 
(c) (d) 
Figure II.6 Auto-correlations of tempe.rature for a) March, b) June, c) September, 
and d) December. 
Figure II.7 Seasonal cycles of monthly averages and 
standard deviations for the periods of 1925-
1956 and 1957-1988 for a) mean areal 
precipitation, b) temperature and c) 
streamflow at Stratford. 
20 
III. THE FORECAST-CONTROL PROCEDURE 
The forecast procedure uses the University of Iowa Forecast System (UIFS) with 
an Extended Streamflow Prediction (ESP) procedure to produce conditional inflow fore-
casts for the Saylorville reservoir. Three different scenarios of climatic forcing based on 
historical daily data that span 64 years were determined. The conditional inflow forecasts 
using such scenarios were then fed to an operational reservoir control scheme to study the 
resilience of the reservoir operating policies to climate variability. This chapter gives a 
detailed description of the models that constitute the forecast-control procedure. 
3.1. The Unjyersjty of Iowa Forecast System !UIFS) 
3.1.1. Description 
Bae and Georgakakos (1992) developed, calibrated and tested the UIFS model for 
the Upper Des Moines River basin: It is based on a modified version of the operational 
National Weather Service Sacramento model with a frozen ground component. It also uti-
lizes the NWS snow accumulation and ablation model, and a Muskingum-Cunge hydraulic 
routing scheme. Figure III.1 shows a schematic diagram for the real time application of 
UIFS on the Upper Des Moines River Basin. The flows in the tributary basins are com-
puted from the modified Sacramento and snowmelt models (depicted as QI for each tribu-
tary basin). The tributary flows are routed through the river channels between tributary 
outlets and to the large-basin outlet at Stratford using the hydraulic routing component 
(depicted as QC). The details of the model formulation and the mathematical equations for 
UIFS are in Bae and Georgakakos, 1992, and will not be repeated here. The following, 
outlines some important features of the model. 
3. l .1.1. Modified Sacramento Model 
The modified Sacramento model is a spatially-lumped conceptual model that is 
based on the conservation of water mass equations for the hydrologic catchment. It is a 
lumped-input lumped-parameter model, and, therefore, it does not account for spatial vari-
ability of the input over the basin. It does allow for a variable impervious area which 
accounts for spatial soil saturation effects. The model has been applied successfully to 
basins of various sizes and is currently used by the NWS for operational flow forecasting. 
A typical basin size is of the order of 1 o3 km2. 
Several modifications of the original NWS Sacramento model have been made. The 
original version (Burnash, Ferral and McGuire, 1973) was a discrete time model. Kitanidis 
and Bras (1978) presented a simplified state space form of the discrete-time version, thus, 
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allowing the propagation of uncertainty from the model input to the model output via a state 
estimator. Georgakakos (1986) presented and tested successfully a continuous-time state-
space form of the model differential equations that closely approximates the original 
discrete-time version. The Georgakakos version of the modified Sacramento_ model equa-
tions is used in UIFS, and it is referred to as the modified Sacramento model in the 
following. 
The modified Sacramento model accepts mean areal precipitation, pan evaporation 
and temperature as input for each sub-catchment, and produces the resultai:tt hydrologic 
channel inflow. The flow components contributing to the estimated channel inflow are 
direct runoff from impervious areas, surface runoff in cases of excessive rainfall rates, 
interflow through the upper soil layers, and groundwater flow that appears in the channels 
as baseflow. 
The model structure, shown in Figure III.2, divides the drainage basin into two 
zones, an upper and a lower zone. The upper zone represents the upper soil layer and inter-
ception storage while the lower zone represents the bulk of the soil moisture and longer 
groundwater storage. Both zones have tension-water and free-water elements. The former 
simulates water which can be extracted only be evapotranspiration, while the later simulates 
water that is "free'' to move under the action of gravity. The upper soil zone contains one 
tension and one free water element, while the lower zone contains one tension and two free 
water elements in order to capture the observed nonlinear baseflow. 
The basic mechanics are that the moisture entering a zone is first stored as tension 
water until the tension water capacity is filled. Once tension water is filled, then additional 
water is stored as free water. Free water elements are depleted by percolation from upper 
zone to lower zone, horizontal channel inflow, non-channel groundwater outflow, or 
evapotranspiration. The percolation rate is modeled as a nonlinear function of the lower 
zone deficiency ratio. It is a nonlinear absorber of the type identified by Dooge (1973). An 
additional impervious area storage element accounts for the temporal changes of the satu-
rated soil area during flooding events. The continuous-time, state-space form of the 
Sacramento model equations (Georgakakos et al., 1988) model the movement of the mois-
ture through the zones. The movement is governed by these equations and parameters that 
are unique for each catchment and require long records for their calibration. 
Due to the cold weather experienced in the Upper Des Moines River basin, a frozen 
ground component was added to the modified Sacramento model. Cold temperature, shal-
low snow cover, and lack of vegetation during the winter months produce the best condi-
tions for deep frost penetration. This results in the reduction of the contribution of ground-
water to streamflow. The effects of frozen ground are detennined as a reduction factor that 
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is used to modify the percolation function and the interflow function in the modified 
Sacramento model equations. The reduction factor is dependent on a frost index, tempera-
ture and soil water content. 
3 .1.1.2 Snow Accumulation and Ablation Mo<lels 
Snowmelt is the primary source of streamflow in early spring in the Upper Des 
Moines River basin. It affects many facets of flow prediction (such as flood forecasting) 
and reservoir operation. The· UIFS incorporates a snow accumulation and ablation model to 
account for such effects. The lumped conceptual temperature index model developed by 
Anderson (1973) is used. This model is used operationally by the NWS for snowmelt 
estimation. 
The snowpack is modeled as having a snow-water equivalent storage (ws), liquid 
water content (wl), and negative heat storage (wns). The properties of the snowpack con-
tinuously change due to new snowfall and temperature differences between the air and. 
snow surface. Snowmelt occurs when the snowpack gains heat due to warm air. The 
energy exchange in the snowpack can be expressed from the energy budget. The Anderson 
air-temperature index model accounts for the energy exchange under different meteorologi-
cal conditions and calculates a snowmelt rate. There are different indices for snowmelt 
during rain periods and snowmelt during no-rain periods as well as snowmelt at the soil-
snow interface. The model also calculates the heat exchange during no melt periods. It 
includes an empirical equation for the time lag of snowpack to producing meltwater. 
Bae and Georgakakos (1992) present overall sensitivity studies of the snowmelt 
component in the Upper Des Moines River basin. It was found that the snow component 
was particularly useful for the northernmost basin of the West Fork with outlet at 
Estherville. 
3.1.1.3. Channel Routin~ Mociel 
The modified Sacramento model and a snow accumulation and ablation model are 
used to predict the channel inflow in each tributary sub-catchment of the Upper Des Moines 
River basin. A Muskingum-Cunge routing scheme (e.g. Georgakakos, et al., 1990) is used 
to route the flows between the basins and down the Upper Des Moines River to the basin 
outlet at Stratford, Iowa. The Muskingum-Cunge diffusive-wave model ignores inertia 
effects on the streamflow, and only accounts for pressure, gravity and bed friction in the 
momentum equation for channel flow. This type of routing is well suited for steep as well 
as for mild slopes and flows with a Froude number less than one. Bae and Georgakakos 
(1992) describe the estimation of the model parameters for the stream network of the Upper 
Des Moines River based on geometric and geomorphologic channel data. 
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3.1.2. Tests 
The UIFS model performance was tested for forecast reliability by Bae and 
Georgakakos, 1992, in the Upper Des Moines River basin during the period of 1965 
through 1988. Similar results are shown here for easy reference and to ascertain model 
validity. The model input of daily mean areal precipitation for each sub-catchment was 
computed by a weighted-average method (developed by the NWS - Larson and 
V anDemark, 1979) of all the available rain gauge station data in or near the sub-catchment 
of interest. The daily temperature input was determined by an average of the daily maxi-
mum and minimum temperature at Ames, Iowa. 
Potential evapotranspiration was determined using the monthly average pan evapo-
ration times a monthly correction factor. The correction factor is to adjust the pan values to 
represent the soil potential evaporation and the plant transpiration. Bae and Georgakakos 
(1992) give the monthly correction values by basin. The monthly average pan evaporation 
was calculated from daily pan evaporation data from 1965 through 1988 at Ames, Iowa. It 
is noted that the station is located in the southernmost region of the basin and, thus, the cor-
rection coefficients also account for any biases associated with the representativeness of 
this station. 
The forecast reliability was determined by examining the observed versus the UIFS 
predicted streamflows at the two head water basins; Boone River at Webster City and West 
Fork Des Moines River at Estherville, and at the large-basin outlet at Stratford. 
The observed versus predicted flows at Stratford, the basin outlet, have a daily 
cross-correlation of 0.79. It is noted that this value is less than the daily cross-correlation of 
0.85 found by Bae and Georgakakos. This is attributed to the use of monthly average val-
ues of pan evaporation in this study rather than the daily values used in the work by Bae 
and Georgakakos. The mean predicted daily flow at Stratford was 0.44 mm/day with a 
standard deviation of 0.70 mm/day. The corresponding mean observed flow was 0.47 
mm/day with a standard deviation of 0.70 mm/day. 
Figure Ill.3a shows the monthly cycle of the means and standard deviations of the 
observed and the predicted flows based on 24 years of data (1965-1988). This figure 
shows that the model accurately captures the first flow peak due to snowmelt in April and 
does a reasonable job in reproducing the later flow peak observed in June. The model also 
reproduces the monthly variability of the observed record. In the summer, model-predicted 
flows have a deficit in variability. Such a bias might be due to the lack of daily potential 
evapotranspiration values, which are highest in summer. 
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Figure Ill.3b shows the observed and predicted average monthly flows at Stratford 
starting from January 1965. From this figure it is seen that the model does reproduce the 
monthly flow averages at Stratford over a period of record that includes both high flows 
(e.g., months 252-261) and low flows (e.g., months 18-27). Notable exceptions are the 
overestimates of flow after month 45 and for months 144-162. 
Figures Ill.4a and IIl.4b analyze the model performance for two separate headwater 
sub-catchments that differ in hydroclimatological features of the temperature, precipitation 
and snowmelt records (see Bae and Georgakakos, 1992). Figure Ill.4a shows 5-day sea-
sonal cycles of mean and standard deviations of the observed and predicted flows of the 
2160 km2 Boone River at Webster City, Iowa using 24 years of data. Figure III.4b shows 
similar statistics for the observed and predicted flows of the 3513 km2 West Fork Des 
Moines River with outlet at Estheiville, Iowa. These figures show that even on the smaller 
spatial scale of a sub-catchment and the smaller time-scale of 5 days, the model-predicted 
flows still capture the means and variabilities of the observed flow. It is, then, reasonable 
to use the model estimated (but not recorded) soil water content as a surrogate measure of 
field soil moisture on 1 o3 km2 scales. In addition, the model forecasts appear reliable for 
use in operational forecast procedures. 
3.2 Extended Streamtlow Prediction 
Day (1985) presented the theory, capabilities, and potential application of the ESP 
methodology. Smith, et al. ( 1991) generalized the procedure to a nonparametric statistical 
framework for long-range streamflow forecasting with hydrologic models. The ESP pro-
cedure assumes that meteorological events that occurred in the past are representative of 
events that may occur in the future. Each year of historical meteorological data is assumed 
to be a possible representation of the future, and is used in a conceptual hydrologic model 
to simulate a possible future streamflow trace (i.e., a realization). One streamflow trace is 
simulated for each historical year using the current basin conditions (e.g., snowpack, soil 
moisture and channel flow) as initial conditions for each simulation. Thus, if N years of 
historical data are available, N traces of possible future streamflow are simulated. The 
ensemble of realizations is conditional on the current basin conditions. From the ensemble, 
moments of the conditional flow-forecast distribution can be constructed and analyzed. The 
ESP procedure provides an objective means of using conceptual models for medium and 
long-range forecasting with the capability of assessing forecast uncertainty. It does assume, 
however, that the variability of the historical input record is representative of the future 
variability. 
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Conditional prpbabilistic forecasts were created by using the ESP procedure with 
UIFS. Figure III.5 is a schematic for the use of ESP with the UIFS. The UIFS model is 
started with the current initial soil water and snow accumulation conditions at the forecast 
preparation time (tc). Each past year of historical surface meteorological data (i.e., mean 
areal precipitation, temperature and potential evapotranspiration), starting from tc and 
extending to a maximum forecast lead time (fjld) with a daily resolution, is then input into 
UIFS. For each historical year of meteorological data, UIFS predicts a streamflow trace 
that is conditional on the soil moisture and snow accumulation of the forecast preparation 
time. Because of limited computer resources and because of the rather substantial size of 
the reservoir, ensembles of probabilistic forecasts are generated only for the first and fif-
teenth of every month for each of the three 25-year long periods of study (see Chapter IV). 
3.3 The Real Ijme Reseryojr Operatim: Procedure 
The real time reservoir operating procedure used in this work follows a set control 
approach. The theory and mathematical formulation of the set control approach is presented 
in Georgakakos and Yao, 1993 and the application of it to reservoir management in Yao 
and Georgakakos, 1993. The purpose of the set control scheme is to determine control 
vector sequences able to guide the system to meet its objectives over an operational hori-
zon. The method accounts explicitly for the hydrologic input uncertainty as it is based on 
set descriptions of such uncertainty. 
The set control approach assumes that the future inputs belong in certain sets. The 
boundaries of these sets may represent minimum and maximum input estimates or other 
extreme levels, against which a sound operational policy is to be developed. The control 
process determines admissible controls such that system states (i.e., reservoir levels and 
storage) re~ain within their acceptable limits as long as the inputs take on values from the 
specified input sets. 
For the purpose of this study, the set control method starts with the current 
reservoir.storage and allow~ for hydrologic inputs and controllable inputs. The hydrologic 
inputs are taken from the set of forecast realizations generated by the UIFS model using the 
ESP procedure. The controllable inputs represent the reservoir releases which are defined 
based on the systems limitations and operational requirements. The set control approach 
then determines sets of operational decisions such that the reservoir storage does not violate 
the operational constraints for the boundaries determined by the maximum and minimum 
inflow levels expected to materialize over the control horizon. These boundaries are deter-
mined from the streamflow traces generated by UIFS with the ESP procedure. A set of 
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operational decisions are determined for each fore.cast preparation time that guarantee that 
the reservoir system will perform within the desirable bounds for the duration of the fore-
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IV. SENSITIVITY ANALYSIS WITH HISTORICAL DATA 
4.1 The Three Climatic Perjods 
Available data of precipitation and temperature spanning the period from 1925-1988 
were divided into three climatic periods; a) 1925-1949, b) 1949-1974 and c) 1965-1988, 
and used in the forecast-control procedure. Considerations for the definition of the individ-
ual periods were a) approximately similar lengths, b) 1965-1988 is a period with data from 
all recording stations in the area and was, thus, defined as one of the periods because it is 
the best observed period of record, c) period lengths should be at least 20 years long and as 
close to a climatic period (30 years) as possible. The three climatic periods differed in data 
availability, seasonal cycles of the model forcing parameters (temperature, precipitation and 
potential evapotranspiration), and seasonal cycles of the model estimated parameters (soil 
water content). This section examines the similarities and differences of the large-basin 
hydrology between the three climatic periods before the assessment of the sensitivity of the 
forecasts and management to such differences (Chapter V). 
4.2 Data Availability 
The UIFS model requires inputs of mean areal precipitation, mean areal temperature 
and potential evapotranspiration for each of the six sub-basins to forecast flows. Observed 
streamflow at a gauging station for each sub-basin outlet may also be needed if the updating 
option is used. The inputs are calculated from available station data obtained from CD-
ROM disks distributed by "Earthlnfo, Inc." Tables IV .1-3 describe the data type and loca-
tion of all the available stations in the Upper Des Moines River basin for each of the cli-
matic periods studied. Many precipitation stations span the period from 1949 to present and 
few date back to the early 1900s. One temperature station at Ames, Iowa recorded both 
maximum and minimum temperature from the early 1900s to present. Pan evaporation data 
was recorded at Ames, Iowa from 1965 to present. Complete observed streamflow data for 
all six sub-basin outlets was found for the 1965-1988 period. 
For the latter two climatic periods, 1949-197 4 and 1965-1988, mean areal precipi-
tation was calculated by the NWS weighted average technique (Larson, 1975, and Larson 
and VanDemark, 1979) for each sub-basin. Sets consisting of stations from the 29 avail-
able were determined for each sub-basin based on the location and distribution of raingauge 
stations in and around the sub-basin. By sub-basin, the selected raingauge stations are; the 
11 stations 2, 3, 5, 6, 7, 9, 10, 11, 12, 15, and 16 for the Boone River basin with 
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Table IV.I. Station data for 1925-1949 
Data Station Latitude Longitude 
Precipitation: 
1 Ames 42:02:00 93:39:00 
2 Rockwell City 42:24:00 94:37:00 
3 Webster City 42:28:00 93:48:00 
4 Storm Lake 42:38:00 95:11:00 
5 Hampton 42:45:00 93:12:00 
6 Algona 43:04:00 94:18:00 
7 Mason City 43:09:00 93:14:00 
8 Spencer 43:10:00 95:09:00 
9 Worthington 43:37:00 95:36:00 
Maximum Temperature 
Ames 42:02:00 93:39:00 
Minimum Temperature 
Ames 42:02:00 93:39:00 
Streamflow 
Stratford 42:15:04 93:52:52 
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Table IV.Z. Station data for 1949-1974 
Data Station Latitude - Longitude 
Precipitation 
1 Jefferson 42:01:00 94:23:00 
2 Ames 42:02:00 93:48:00 
3 Boone 42:03:00 93:53:00 
4 Rockwell City 42:24:00 94:37:00 
5 Webster City 42:28:00 93:48:00 
6 Fort Dodge 42:30:00 94:10:00 
7 Humboldt 42:41:00 94:12:00 
8 Pocahontas 42:42:00 94:40:00 
9 Clarion 42:44:00 93:44:00 
10 Kanawha 42:56:00 93:48:00 
11 Algona 43:04:00 94:18:00 
12 Britt 43:05:00 93:48:00 
13 Emmetsburg 43:06:00 94:41:00 
14 Spencer 43:10:00 95:09:00 
15 Forest City 43:17:00 93:38:00 
16 Titonka 43:17:00 93:59:00 
17 Milford 43:23:00 95:11:00 
18 Estherville 43:25:00 94:50:00 
19 Rock Rapids 43:26:00 96:10:00 
20 Lake Park 43:27:00 95:19:00 
21 Sibley 43:27:00 95:43:00 
22 Fainnont 43:38:00 94:28:00 
23 Blue Earth 43:39:00 94:06:00 
24 Winnebago 43:46:00 94:10:00 
25 Windom 43:52:00 95:06:00 
26 Pipestone 44:01:00 96:19:00 
27 Tracy 44:14:00 95:37:00 
28 Springfield 44:15:00 94:59:00 
29 Tyler 44:19:00 96:08:00 
Maximum Temperature 
Ames 42:02:00 93:48:00 
Minimum Temperature 
Ames 42:02:00 93:48:00 
Streamflow 
Stratford 42:15:04 93:52:52 
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Table IV.3. Station data for 1965-1988 
Data Station Latitude Longitude 
Precipitation 
1 Jefferson 42:01:00 94:23:00 
2 Ames 42:02:00 93:48:00 
3 Boone 42:03:00 93:53:00 
4 Rockwell City 42:24:00 94:37:00 
5 Webster City 42:28:00 93:48:00 
6 Fort Dodge 42:30:00 94:10:00 
7 Humboldt 42:41:00 94:12:00 
8 Pocahontas 42:42:00 94:40:00 
9 Clarion 42:44:00 93:44:00 
10 Kanawha 42:56:00 93:48:00 
11 Algona 43:04:00 94:18:00 
12 Britt 43:05:00 93:48:00 
13 Emmetsburg 43:06:00 94:41:00 
14 Spencer 43:10:00 95:09:00 
15 Forest City 43:17:00 93:38:00 
16 Titonka 43:17:00 93:59:00 
17 Milford 43:23:00 95:11:00 
18 Estherville 43:25:00 94:50:00 
19 Rock Rapids 43:26:00 96:10:00 
20 Lake Park 43:27:00 95:19:00 
21 Sibley 43:27:00 95:43:00 
22 Fairmont 43:38:00 94:28:00 
23 'Blue Earth 43:39:00 94:06:00 
24 Winnebago 43:46:00 94:10:00 
25 Windom 43:52:00 95:06:00 
26 Pipestone 44:01:00 96:19:00 
27 Tracy 44:14:00 95:37:00 
28 Springfield 44:15:00 94:59:00 
29 Tyler 44:19:00 96:08:00 
Maximum Temperature 
Ames 42:02:00 93:48:00 
Minimum Temperature 
Ames 42:02:00 93:48:00 
Pan Evaporation 
Ames 42:02:00 93:48:00 
Stream.flow 
Webster City 42:26:01 93:48:12 
Dakota City 42:43:26 94:11:30 
Estherville 43:23:51 94:50:38 
Humboldt 42:43:12 94:13:06 
Fort Dodge 42:30:22 94:12:04 
Stratford 42:15:04 93:52:52 
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outlet at Webster City, the 11 stations 6, 7, 8, 11, 12, 13, 16, 18, 22, 23, and 24 for the 
East Fork Des Moines River basin with outlet at Dakota City, the 9 stations 18, 19, 20, 21, 
25, 26, 27, 28, and 29 for the West Fork Des Moines River basin with outlet at Estherville, 
the 7 stations 7, 8, 11, 13, 14, 17, and 18 for the Des Moines River Basin with outlet at 
Humboldt, the 5 stations 4, 5, 6, 7, and 8 for the Des Moines River basin with outlet at 
Fort Dodge, and the 5 stations 1, 3, 4, 5, and 6 for the Des Moines River basin with outlet 
at Stratford. (The station numbers correspond to the station numbers on Tables IV.2 and 
IV.3.) 
Due to the presence of few precipitation data stations in the first climatic period, 
1925-1949, linear regression was used to determine mean areal precipitation for each sub-
basin and for that period. The regression coefficients were determined using data from the 
well-observed 1965-1988 period. The mean areal precipitation for each sub-basin deter-
mined by the NWS weighted average method was used as the dependent variable and the 9 
precipitation stations available in the 1925-1949 period were used as the predictor random 
variables. A regression analysis using MINIT AB software (MINIT AB, Inc, 1989) was 
performed, and the best model was chosen for each sub-basin. 
Table iv .4 shows the regression coefficients of each raingauge station for the sub-
basin models. In Table IV .4 the subscript bQ indicates the regression constant and the sub-
scripts b1 -b9 indicate the coefficient corresponding to the raingauge station as numbered in 
Table IV .1. The daily cross-correlation between the regression model chosen and the mean 
areal precipitation determined by the NWS weighted average method is listed in the table as 
r0 . All of the models have a daily cross-correlation greater than 0.84. The percent of varia-
tion in the response data that is explained by the model is identified as R2. For each sub-
basin model the R2 value is greater than 70%. The standard deviation of each model is 
indicated bys where the worst case is 2.98 mm/day for the sub-basin with the outlet at 
Estherville. 
Selection criteria for determining which raingauge stations to use for each sub-basin 
were based on overall F-tests, R2 values, standard deviations, and the sequential sum-of-
squares values. The variable selection procedure was based on forward selection which 
adds into the model the regressor variable with the largest t-ratio. Regressor variables were 
added until there was no significant addition to the sequential sum-of-squares term 
(sequential sum-of- squares less than 2). The other values of the overall F-test, R2 value 
and standard deviation were then examined to determine if the addition of any other regres-
sor variable significantly improved the model. An alternative selection procedure that elimi-
nates regressor variables with a t-ratio less than 2 was also tested and showed similar 
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Table IV.4 Regression Coefficients 
Subbasin bo bl b2 b3 b4 b5 b5 b7 bg b9 PO R2 s 
(rrun/day) 
Webster City 0.17 0.18 0.13 0.18 0.00 0.09 0.24 0.13 0.07 0.00 0.95 90.6 1. 69 
Dakota City 0.21 0.00 0.14 0.00 0.00 0.07 0.26 0.09 0.12 0.13 0.90 81.4 1. 89 
Estherville 0.42 0.00 0.00 0.00 0.07 0.00 0.08 0.00 0.16 0.52 0.84 70.4 2.81 
Humboldt 0.21 0.00 0.08 0.00 0.08 0.06 0.27 0.07 0.25 0.14 0.87 75.2 2.62 
VJ Fort Dodge 0. 3 5 0.00 0.40 0.15 0.12 0.09 0.00 0.00 0.11 0.00 0.86 73.1 2.98 
00 
Stratford 0.13 0.07 0.58 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.98 95.7 1. 32 
results to the models found by the sequential sum-of-squares method. The models pre-
sented here were determined by the sequential sum-of-squares method. 
Figure IV. la shows a comparison of the monthly means and standard deviations, 
averaged over the 1965-1988 period, of the mean areal precipitation computed by the NWS 
weighted average method to the regression model for the Boone River basin with outlet at 
Webster City. The regression model captures the seasonal cycle of both the mean and stan-
dard deviation of mean areal precipitation with a large peak in June and a second peak in 
September. Figure IV.lb shows the monthly means for each month since January 1965 for 
both the NWS mean areal precipitation and the regression model. A comparison of the 
other sub-basins regression models with the corresponding sub-basins NWS mean areal 
precipitation can be seen in Appendix Figures A.1-5. In general, the regression model pre-
dictions have a smaller variance than the all raingauge cases of the NWS method. The 
regression model for.the sub-basin with outlet at Estherville (Appendix Figure A.2) slightly 
underestimates the mean rainfall during the summer months and early fall months and over 
estimates it during the winter months. Similar behavior is seen in the sub-basin with outlet 
at Fort Dodge (Appendix Figure A.4). 
The mean areal temperature was computed identically for all three climatic periods. 
In each case mean areal temperature was determined as the average of the maximum and 
minimum daily temperature measured at Ames, Iowa. This value was used for each sub-
basin. 
Daily observations of pan evaporation were only taken in the 1965-1988 period. 
Therefore monthly values of potential evapotranspiration needed for model input were 
determined by multiplying the monthly average pan evaporation (computed from the 1965-
1988 period) by an evaporation correction factor. Table IV.5 shows the monthly evapora-
tion correction factors for all six sub-basins in each of the climatic periods. The twelve cor-
rection factors were estimated based on published regional estimates (e.g., Farnsworth, et 
al., 1982, and Georgakakos, et al., 1988), then adjusted by running the UIFS model for 
the full climatic period and comparing the observed flows to the model forecasted flows. In 
most cases, the correction factors for the two more recent periods were smaller than those 
for the earlier period, making for reduced potential evapotranspiration. Notable exceptions 
are the correction factors for April in the period 1949-197 4. 
4.3 Atmospheric Forcini: Varjables 
The hydrologic/hydraulic model forcing parameters of temperature, precipitation 
and potential evapotranspiration show many similarities and differences between the three 
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climatic periods. Comparisons were made based on monthly average values and monthly 
standard deviations obtained from summing the daily observations for all the same months 
within the respective climatic period. Further analysis was performed by studying the 
monthly standardized anomalies of each index for each climatic period. Standardized 
anomalies were determined by averaging the daily values of a certain month, subtracting the 
long term mean value of that month, and then standardizing by dividing the anomaly by the 
standard deviation. The analysis methods are similar to those employed in Chapter II for 
the climatological study of the observed record. 
Figures IV .2a, 2b and 2c show the seasonal cycle of the means and standard devia-
tions of mean areal precipitation over the entire basin for each climatic period. Also indi-
cated is the average total annual rainfall for each period. The basin average was determined 
by a weighted area method of the contributing sub-basins. It is noted that these estimates 
are different in character from those discussed in Chapter II in that they are tuned to the 
hydrologic basins, rather than the station locations alone. From the average total annual 
rainfall it is clear that the the first climatic period had on average almost 20 mm less precipi-
tation per year then the other two climatic periods. Such a deficit is largely due to the 
reduced average rainfall in mid-summer. The 1925-1949 climatic period shows an increase 
from it's January precipitation to the first peak of 3.8 mm/day in June. This is followed by 
a slight decrease and then a second peak of 3.2 mm/day in September which then decreases 
in the winter months. The 1949-197 4 period differs in that it shows an increase of precipi-
tation from January to one peak of 4 mm/day in June. The precipitation gradually decreases 
between June and September and, then, sharply decreases between September and 
December. The third climatic period shows precipitation to increase from January to the 
first peak in June of 3.6 mm/day and then drops to about 3.0 mm/day for July through 
September. After September, precipitation decreases through December. The seasonal cycle 
of standard deviation for each climatic period generally follows the cycle of the means. A 
notable exception is the large value of standard deviation seen in September indicating a 
high variability of precipitation at this time. Months with high amount of precipitation show 
a coefficient of variation to be about 0.50 for all climatic periods. 
The seasonal cycle of the mean and standard deviation of temperature in °C for each 
climatic period is shown in Figures IV .3a, 3b, and 3c. The climatic period 1925-1949 
shows a minimum temperature of -7°C in January increasing to a maximum temperature of 
24°C in July and decreasing to -4°C in December. The second climatic period's seasonal 
cycle is cooler by almost 2°C. The minimum in January is -9°C which then increases to the 
maximum seen in July of 22°C followed by a decreases to -6°C in December. The most 
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Table IV. 5 Evaporation Correction Factors 
Period/ Monthly Correction Factors 
Subbasin Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1925-1949 
Webster City 0.70 0.70 0.88 1.10 0.72 0.72 1.20 1.20 1.20 0.80 0.80 0.70 
Dakota City 0.70 0.70 0.88 1.10 0.72 0.72 1. 08 1. 08 1. 08 0.75 0.75 0.70 
Estherville 0.70 0.70 0.77 1.10 0.84 0.84 1.20 1.20 1.20 0.80 0.80 0.70 
Humboldt 0.70 0.70 0.88 1.10 0.72 0.72 1. 08 1. 08 1. 08 0.75 0.75 0.70 
Fort Dodge 0.70 0.70 0.88 1.10 0.72 0.72 1.·20 1.20 1.20 0.80 0.80 0.70 
Stratford 0.70 0.70 0.88 1.10 0.72 0.72 1.20 1. 20 1.20 0.80 0.80 0.70 
1949-1974 
Webster City 0.70 0.70 0.80 1.35 0.69 0.72 1.15 1.15 1. 00 0.80 0.80 0.70 
~ Dakota City 0.70 0.70 0.80 1.35 0.69 0.72 1.04 1. 04 0.90 0.75 0.75 0.70 ,_. 
Estherville 0.70 0.70 0.70 1.35 0.81 0.84 1.15 1.15 1. 00 0.80 0.80 0.70 
Humboldt 0.70 0.70 0.80 1.35 0.69 0.72 1. 04 1. 04 0.90 0.75 0.75 0.70 
Fort Dodge 0.70 0.70 0.80 1.35 0.69 0.72 1.15 1.15 1. 00 0.80 0.80 0.70 
Stratford 0.70 0.70 0.80 1.35 0.69 0.72 1.15 1.15 1. 00 0.80 0.80 0.70 
1965-1988 
Webster City 0.70 0.70 0.80 1. 00 0.60 0.60 1. 00 1. 00 1. 00 0.80 0.80 0.70 
Dakota City 0.70 0.70 0.80 1. 00 0.60 0.60 0.90 0.90 0.90 0.75 0.75 0.70 
Estherville 0.70 0.70 0.70 1. 00 0.70 0.70 1.00 1. 00 1.00 0.80 0.80 0.70 
Humboldt 0.70 0.70 0.80 1. 00 0.60 0.60 0.90 0.90 0.90 0.75 0.75 0.70 
Fort Dodge 0.70 0.70 0.80 1. 00 0.60 0.60 1. 00 1. 00 1. 00 0.80 0.80 0.70 
Stratford 0.70 0.70 0.80 1. 00 0.60 0.60 1. 00 1. 00 1. 00 0.80 0.80 0.70 
recent climatic period has a seasonal temperature cycle that is cooler in winter by almost 
1°C than the previous period. The minimum temperature for this period occurs again in 
January at -10°C then increases to the maximum temperature of 23°C in July decreasing to 
-7°C in December. The results of Figures IV .2-3 show that there is no clear relationship 
between average regional temperature and precipitation. The first and second periods sup-
port the relationship high-rainfall/cool- temperature while the second and third do not. The 
seasonal cycle for the standard deviation of temperature is generally between 2-4°C for 
each climatic period with small within-year variability. Certainly, interannual variability is 
larger than the differences in monthly average temperatures experienced by the region dur-
ing the three climatic periods. 
Figures IV .4a, 4b, and 4c show the seasonal cycle of the mean potential evapotran-
spiration of the entire basin for each climatic period. The monthly values were computed 
from the monthly average of pan evaporation measured in 1965-1988 multiplied by the 
appropriate correction factor for each sub-basin within each climatic period. The overall 
basin average was determined by a weighted area method of the sub-basins. All three cli-
matic periods show similar potential evapotranspiration seasonal cycles that follow the tem-
perature seasonal cycle. All have low potential evapotranspiration in January through 
March and then begin to increase to a peak in July. Following the July peak, potential 
evapotranspiration decreases to it's low winter values. A comparison of the three climatic 
periods shows that the first period, 1925-1949, has the highest potential evapotranspiration 
and the third period has the lowest potential evapotranspiration. This corresponds to the 
warmer temperatures being found in the first climatic period and the cooler temperatures 
being found in the latter period. 
Standardized anomalies of precipitation for each of the climatic periods can be 
found in Figures IV .5a~ 5b, and 5c. The thin line represents the monthly anomaly standard-
ized by the long term standard deviation for a particular month. The thick line is a 
smoothing curve of the anomalies using a sliding thirteen-month averaging window. The 
smoothing curve allows an easier view of extended periods of above average or below 
average anomalies (low frequency variation). Positive anomalies indicate higher than aver-
age precipitation and negative anomalies indicate lower than average precipitation. 
A first observation is that the frequency of occurrence of positive precipitation 
extremes has increased with time. This is evident by the spread of anomalies from -1.5 to 
+2 units of standard deviation in the first climatic period compared to the spread of anoma-
lies from -1.5 to + 3 units of standard deviation in the second climatic period. Anomalies in 
the third climatic period range between -1.5 to + 3 units of standard deviation with one 
anomaly almost reaching +4 units of standard deviation. This conclusion is also evident by 
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the variability of the smoothing curve. In the first climatic period the smoothing curve only 
slightly deviates from zero for more than half the record. In the second climatic period the 
smoothing curve deviates from zero by almost one unit of standard deviation (positive and 
negative) and continues this trend for an extended number of months. The third climatic 
period also shows large departures of the smoothing curve from zero for an extended 
length of time. An interesting feature of the most recent period is the decreasing regional 
precipitation trend in the 80s. Such a trend is also depicted in Figure Il.3a. 
The standardized anomalies for temperature are shown in Figures IV.6a, 6b, and 6c 
for each climatic period. The anomalies within the first climatic period have a rather consis-
tent spread of -2 to + 2 units of standard deviation. The second climatic period shows a 
larger spread of anomalies until about August 1965 (month 200 on Figure IV.6b) and then 
smaller departures from zero for the remaining months. The third climatic period of course 
shows the small departures of the anomalies from zero until June 1967 (month 150 on 
Figure IV.6c) after, which the anomalies increase dramatically, especially in the 80s. It is 
interesting to note that no consistent relationship exists between precipitation and tempera-
ture during the 80s when precipitation shows a decreasing trend. This points to the subjec-
tive nature of regional climate change scenarios based on an increase or decrease of the 
variables (see discussion in section 1.3). 
4.4 Model Soil Water 
The observed versus predicted flows presented in Section 3.1.2 indicate that the 
model predicts flows well, even when the atmospheric forcing is weak. It is therefore rea-
sonable to assume that the model estimates water content reliably. The soil water content 
estimates have similarities and differences in the three climatic periods studied. An analysis 
comparing the three climatic periods includes studying the seasonal cycle of upper soil 
water content and total soil water content for each climatic period. Study of upper soil water 
is warranted given its important role in the atmospheric/land-surface hydrologic interaction. 
Also studied was the time series of the standardized anomalies of the two soil states for 
each "climatic period. The sample frequency distribution of total soil water content for vari-
ous months was also computed and inter-compared for the three climatic periods. 
The monthly cycle of the means and standard deviations of both total soil water and 
upper soil water in mm is shown in Figures IV.7a, 7b, and 7c for each climatic period. The 
basin average values were computed from the six sub-:basins using an area-weighted 
method. In the first climatic period, total soil water content varies by almost 100 mm in the 
course of the year. The cycle increases until it reaches a maximum of 460 mm in June, 
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decreases to the minimum of 360 mm in September then begins the increasing trend again. 
The upper soil water content varies from 110 mm to 160 mm in the course of the cycle. The 
second climatic period has less of a fluctuation in the total soil water content. The total soil 
water content varies by almost 80 mm from the maximum in June of 460 mm to the mini-
mum in September of 380 mm. The upper soil water cycle changes by 40 mm from the 
maximum of 160 mm in the spring to the minimum of 120 mm in late summer. The third 
climatic period shows a higher content of total soil water but the same 80 mm difference 
between the maximum of 500 mm in June and the minimum 420 mm in September. The 
upper soil water content shows the same maximum and minimum as that found in the sec-
ond climatic period which varies 40 mm from the maximum of 160 mm in the spring to the 
minimum of 120 mm in August. Small within-year variability is displayed by the standard 
deviation monthly cycles for all cases. Comparison of Figures IV.2, IV.4, and IV.7 reveals 
that the total soil water content maximum in June coincides with the maximum rainfall 
while potential evapotranspiration has been substantially lower than maximum. These 
conditions allow soil water to accumulate. In September, however, in spite of the high rain-
fall rates, potential evapotranspiration has been dominant during the summer (especially 
July) and the soil water attains a minimum. 
The standardized anomalies for the total soil water content are presented in Figures 
IV .8a, 8b, and 8c for each climatic period. The thin line represents the monthly anomalies 
standardized by the long term standard deviation of the representative month. The thick line 
represents a smooth curve of the anomalies using a thirteen-month sliding averaging win-
dow. It appears that for the latter two climatic periods, negative anomalies are more extreme 
and more persistent than the positive ones. Significant negative anomalies extend through 
the late 50s and mid 70s. Significant positive anomalies are in the late 60s/early 70s and in 
the early 80s. It is also evident that the temporal scale of soil water fluctuations is signifi-
cantly longer than that of the forcing variables (i.e., precipitation and temperature). 
The standardized anomalies for the upper zone soil water content are shown in 
Figures IV. 9a, 9b, and 9c for each of the climatic periods. Here it is seen that the anomalies 
vary more rapidly than the total soil water content anomalies. The smoothing curve in the 
first climatic period stays close to zero with mild fluctuations. In the second climatic period 
these fluctuations become more pronounced and tend to persist for a longer period of time. 
This is especially noted with negative fluctuations. This is also true through the third cli-
matic period. It is noted that the upper soil water content resembles the total soil water dur-
ing the more recent two periods. The earliest climatic period is an exception to that, reflect-
ing the less variable time series of precipitation during this period. 
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The sample frequency distributions of the total soil water content anomalies for 
various months were analyzed for the three climatic periods. The anomalies were deter-
mined by the daily values of total soil water content minus the long term monthly average 
from the respective climatic period. The total soil water content anomaly distribution for 
March is shown in Figures IV. lOa, lOb, and lOc for each climatic period. It is seen that in 
all cases the distribution has a high number of samples of slightly positive anomalies but a 
longer tail of negative anomalies (negatively skewed). There is a suggestion in the plots the 
frequency distribution may be multi-modal. 
Figures IV .1 la, 11 b, and 1 lc show the distribution of the total soil water content 
anomalies in June for each climatic period. The first climatic period shows the June distri-
bution of anomalies to be nearly uniform. The second climatic period distribution appears 
to be negatively skewed, such the number of samples of large negative anomalies is 
evident. The third climatic period also shows a distribution that is skewed with negative 
anomalies. The distributions for September and December can be found in Appendix 
Figures A.6-7. Comparing the distributions in different months, in all but the earliest cli-
matic period, anomalies tend to be less extreme in June than in March. 
4.5 Temporal Analyses 
The following section examines the temporal scales of soil water content as well as 
the temporal relationship between total soil water content with precipitation and total soil 
water content with temperature. In all cases in order to remove the seasonality from the time 
series daily anomalies were used. To assess the temporal scales of total soil water content 
and upper zone water content the auto-correlation function for various months was deter-
mined for each climatic period. The temporal relationship between total soil water content 
with either precipitation or temperature was determined by the cross-correlation function 
computed for various months in each climatic period. 
4.5.1 Soil Water Temporal Scales 
The auto-correlation function of total soil water content and upper zone soil water 
content for March is shown in Figures IV.12a, 12b, and 12c for each climatic period. In 
the first climatic period total soil water content has a auto-correlation coefficient of 0.8 or 
higher for a lag of 18 days. The upper zone soil water content has an auto-correlation coef-
ficient of 0.8 up to a 6-day lag. In the second climatic period the auto-correlation coefficient 
for total soil water remains above 0.8 for lag time of 24 days. The upper zone soil water 
content auto-correlation function is above 0.8 for a lag of 6 days. In the most recent cli-
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matic period the auto-correlation function for the total soil water content is above 0.8 for a 
lag of 22 days. In this period the upper zone soil water content auto-correlation function 
remains above 0.8 for a lag of 8 days. The upper soil water is more susceptible to the 
forcing of the low-correlation rainfall than the total soil water and, thus, it shows lower 
temporal coherence. The high auto-correlation values for lags of a week or so for the upper 
soil water make for enhanced interaction with the regional atmosphere. 
Figures IV.13a, 13b, and 13c show for each climatic period the auto-correlation 
functions of total soil water content and upper zone soil water content for June. For an 
auto-correlation coefficient greater than 0.8 total soil water content has a lag time of over 30 
days in the first, 10 days in the second and 12 days in the third climatic periods. For the 
same auto-correlation coefficient the upper zone soil water content has a lag of 2 days in the 
first two climatic periods and 3 days in the most recent climatic period. In all cases, but for 
the total soil water during the first climatic period the June soil water exhibits shorter time 
scales than the March soil water. 
From Figures IV .14a, 14b, and 14c of the auto-correlation functions in September 
of the two soil states it is seen that the auto-correlation function for both soil states 
increases with each climatic period. In the first climatic period an auto-correlation coeffi-
cient greater than 0.8 occurs at a 12 day lag for total soil water and a 4 day lag for upper 
zone soil water content In the second climatic period the auto-correlation function of total 
soil water content is above 0.8 for over a 30 day lag. The upper zone soil water content 
auto-correlation coefficient of 0.8 occurs at a lag of 15 days. In the most recent climatic 
period the auto-correlation of total soil water again is well above 0.8 for over a 30 day lag. 
The upper zone soil water content auto-correlation coefficient occurs at a lag of 21 days. 
Such long persistence for upper soil water is a pre-requisite for soil water feedbacks to the 
atmosphere due to evaporation. 
The auto-correlations for both soil states are also shown for December in Appendix 
Figure A.8. Here the auto-correlation functions for both soil states in all three climatic peri-
ods remain above the 0.8 coefficient for over a 30 day lag. Presumably this is due to the 
frozen ground at this time of the year and the relative immobility of the frozen soil water. 
It is interesting to contrast the seasonal behavior of soil water temporal scales for 
the different climatic periods. The more recent two periods show a decrease in temporal 
scales of total soil water from March to June and an increase after September. The opposite 
trend is observed during the earliest period (1925-1949). The temporal scales of upper soil 
water, however, show the same trend in all climatic periods. It can be concluded that the 
lower soil zone seasonal behavior has changed from the first to the second and third cli-
matic periods. Since lower soil water is associated with long term hydrologic behavior of 
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the catchments, such a change is attributed to changes in the low frequency components of 
the atmospheric forcing. 
4.5.2 Precipitation vs. Upper Soil Water 
The temporal scales of the interaction between precipitation and upper zone soil 
water content were analyzed by daily cross-correlations for various months in each climatic 
period. For the cross-correlation plots a positive lag indicates precipitation leading upper 
zone soil water content (cases of atmospheric forcing) and a negative lag corresponds to the 
upper zone soil water leading precipitation (cases of hydrologic feedback). Positive values 
of cross-correlation indicate that a high value of the leading parameter corresponds to a high 
value in the lagging parameter or a low value of the leading parameter corresponds to a low 
value of the lagging parameter. A negative cross-correlation coefficient indicates that a high 
value of the leading parameter corresponds to a low value in the lagging parameter or a low 
value in the leading parameter corresponds to a high value of the lagging parameter. In each 
figure, a measure of the sampling error (Wei, 1990) is also shown. The sampling error was 
determined as '11/N were N represents the number of samples of a certain lag within the 
specif~ed month. 
Figures IV.15a, 15b, and 15c show the cross-correlation of precipitation with 
upper zone soil water content in March for each climatic period. In March cross-correla-
tions are small and there is very little difference among the cross-correlation functions of 
the three climatic periods. All show a slightly positive correlation for positive lags and a 
slightly negative correlation for negative lags, all being very small. It is indicative of the 
fact that during this time of the year snowmelt is a significant contributor to soil water vari-
ability and masks precipitation dependence. 
The greatest cross-correlation between precipitation and upper zone soil water con-
tent is in June, here shown in Figures IV.16a, 16b, and 16c for each climatic period. A 
slight difference of the correlation coefficient can be detected between the climatic periods. 
In the first climatic period the cross-correlation has a maximum of 0.35 at a lag of one day 
and remains above the coefficient of 0.20 for a lag of 10 days. The negative lags have a 
correlation coefficient that only slightly deviates from zero. The second climatic period has 
a maximum correlation coefficient of 0.45 at a lag of 2 days and remains above 0.20 for a 
lag of 10 days. The negative lags deviate from zero to a correlation coefficient of -0.10 for 
a lag of -6 days. The third climatic period has a maximum correlation coefficient of 0.45 at 
a lag of 2 days and remains above the correlation coefficient of 0.20 for a lag of 18 days; 
The negative lag times reach a maximum correlation coefficient of -0.10 between the lags of 
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-16 to -22 days. The role of the atmosphere in forcing the regional soil water by precipita-
tion is evident by the asymmetry of the cross-correlations. Significant forcing persists for 
up to a month or so. Only weak feedback if any from the soil water to the atmosphere and 
precipitation is evident (negative lags). 
The cross-correlation between precipitation and upper zone soil water content in 
September is shown in Figures N .17 a, 17b, and 17 c for each climatic period. For the first 
climatic period a maximum correlation coefficient is 0.30 at a lag of 2 days. The coefficient 
remains above 0.20 up to a lag of 16 days. The negative lags generally have a correlation 
coefficient of -0.05. The second climatic period has a maximum correlation coefficient of 
0.35 at a lag of 4 days. The coefficient remains above 0.20 for all positive lags of 30 days 
studied. The negative lags show a positive correlation coefficient of 0.10 for a lag of 6 days 
and then drops to about 0.05 for the remaining lags studied. The third climatic period has a 
maximum correlation coefficient of 0.35 at a lag of 2 days and remain above a coefficient of 
0.20 beyond the 30 day lags studied. The negative lags have a positive correlation of 0.10 
for a lag up to -8 days. The forcing of the atmosphere through precipitation is much more 
persistent in September than in earlier months, being significant for more than a month. 
The cross-correlation of precipitation with upper zone soil water content for 
December for each climatic period can be found in Appendix Figure A.9. Cross-correla-
tions return to very small levels for all cases with no direct evidence of significant atmo-
spheric forcing by precipitation. 
4.5.3 Temperature vs. Upper Soil Water 
The cross-correlation between temperature and upper zone soil water content for 
various months in each climatic period was also studied. In these cross-correlation plots, a 
positive lag indicates that temperature leads the upper zone soil water content and a negative 
lag indicates that upper zone soil water content leads temperature. The cross-correlation for 
March is shown in Figures IV .18a, l 8b, and 18c for each climatic period. The first climatic 
period shows a positive correlation of about 0.05 from a -12 day lag to +4 day lag. For the 
longer lag periods between -15 day lag to -30 day lags and+ 15 day lags to +30 day lags 
the correlation is negative and reaches a maximum of -0.10. The second climatic period has 
a larger negative correlation coefficient than the previou~ climatic period for the longer lag 
times. The absolute maximum cross-correlation coefficient of -0.25 occurs at a + 30 day 
lag. The third climatic period also shows larger negative correlation coefficients with local 
maximums of -0.20 at +18 day lag and -14 day lag. Although the correlation coefficient 
function shows similar cycles for the three climatic periods the correlation is more pro-
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nounced in the latter two climatic periods as indicated by the higher values of the correlation 
coefficient. Also, evidence of feedback (albeit small) by the soil water to the atmosphere is 
seen for the negative lags; i.e., high soil water leads to a low temperature following, and 
vice versa. The plots show a period of two weeks as the time necessary for such feedback 
to occur. 
Figures IV .19a, 19b, and 19c show the cross-correlation of temperature with the 
upper zone soil water content in June for each climatic period. All three climatic periods 
show a local absolute maximum at zero lag. The local absolute maximums for zero lags are 
-0.30, -0.25, and -0.25 respectively. Other similar features are the increasingly negative 
correlation for large positive lags. This would indicate that, with a larger positive lag, 
higher values of temperature correspond to low values of upper zone soil water or low 
temperatures correspond to high values of the upper zone soil water. The second climatic 
period appears to have a steeper increase of negative correlation. Again, there is evidence of 
regional soil water feedback for negative lags of a few days duration. Such feedback 
appears stronger during the first climatic period. 
Cross-correlations for September and December are shown in Appendix Figures 
A.10 and A.11. Apart from the cross-correlations of the first period in September, which 
reaches a maximum of -0.3 for a zero lag, all other cases show negligible values. 
To eliminate the noise present in daily values of temperature and upper zone soil 
water content we have also computed cross-correlation between precipitation and upper 
zone soil water, and maximum temperature and upper zone soil water, for 5-day aggrega-
tion intervals. The results for maximum temperature and upper zone soil water are shown 
in Appendix Figures A.12 and A.13. The results for the 5-day data show stronger cross-
correlation (e.g., compare Figure IV.19 and A.12). In summary, the results of association 
of upper soil water content and surface air temperature indicate higher associations for 
summer and for warmer periods. 
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V. FORECAST-CONTROL RESULTS AND SENSITIVITY 
The forecast-control procedure was followed using the initial conditions of the first 
and fifteenth of every month in each climatic period. The UIFS model is started with the 
soil moisture, snow depth, frozen ground state and streamflow from the initial condition 
date. Daily values of the forcing parameters for each of the historical years in the climatic 
period of interest are fed into the UIFS, beginning at the month and day of the initial condi-
tion date and extending to the maximum forecast lead time. Thus, each historical year cre-
ates a trace of flow forecasts that are dependent on the initial conditions. The set of flow 
traces for a certain initial condition are referred to as Extended Streamflow Predictions 
(ESP). The probabilistic forecasts for each initial condition are fed into a reservoir set con-
trol approach. The set control approach determines a set of decision actions guaranteeing 
that the system will stay within the desirable bounds for the duration of the control horizon. 
The first part of this chapter examines the ESP performance. The average and 
bounds of standard deviation of the ESP realizations generated from initial conditions for 
various dates in the wettest, driest, coolest and warmest years in each climatic period are 
compared to the historical streamflow trace of that initial condition. The second section is 
an analysis of the sensitivity of the streamflow traces to different initial conditions. In each 
climatic period the average ESPs using all historical realizations are compared between 
dates with wet and dry initial conditions and cool and warm initial conditions. These results 
are then compared for the various climatic periods. Further analysis was performed for 
each climatic period by averaging the ESP using forcing realizations of extreme conditions 
for dates with wet and dry initial conditions and cool and warm initial conditions. A com-
parison of the sensitivity of the predictions due to extreme forcing is also made between the 
climatic periods. The third section compares the decision sets generated by the set control 
approach for the different climatic periods. 
5.1 ESP Per{ormance 
The ESP performance is analyzed in the framework of comparing the average and 
bounds of standard deviation of the ESP realizations for the forecast horizon generated 
from the initial conditions of certain dates to the corresponding observed flow. Initial con-
dition dates were chosen to represent each season in the wettest, driest, coolest and 
warmest years in each climatic period. The wettest and driest years were determined by 
computing an annual average of daily mean areal precipitation over the Boone River basin 
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with outlet at Webster City. An annual average of daily temperature at Ames, Iowa was 
also computed to detennine the coolest and warmest years in each climatic period. 
Figure V .1 shows the average and bounds of standard deviation of ESP at the basin 
outlet, Stratford, for the forecast horizon beginning with the initial conditions of a) March 
15, b) June 15, c) September 15, and d) December 15 for the wettest year in the first cli-
matic period, 1938. Also shown is the historical observed flow at Stratford for the same 
period. The average ESP and the forecast uncertainty indicated by the bounds of standard 
deviation rliff er depending on the seasonal initial condition of the wet year. Occasional large 
observed flow departures from the ESP average are detected in September (days 85 to 120 
in Figure V .1 b and days 1 thru 10 in Figure V. le). Such behavior attests to the positively 
skewed nature of streamflows. 
Analogous results for initial conditions in the driest year of the first climatic period, 
1933, are seen in Figures V.2a, 2b, 2c, and 2d. With the dry initial conditions of 1933 
again it is seen that the average ESP and the forecast uncertainty differs depending on the 
season. There appears to be only one large departure of the observed flow from the average 
ESP in late March (days 15-30 in Figure V.2a). For the remaining forecast horizons of 
each initial condition the observed flow is within the bounds of one standard deviation of 
the average ESP. 
The results for initial condition dates in the coolest year of the first climatic period, 
1929, are shown in Figures V.3a, 3b, 3c, and 3d. The bounds of standard deviation are 
wider for the forecast horizon beginning with March 15 and are more narrow for the other 
forecast horizons. Additionally, there appear to be large departures of the observed flow 
from the average ESP only in the forecast horizon beginning March 15. 
The initial conditions chosen from the warmest year in the first climatic period, 
1931 produce the results shown in Figures V.4a, 4b, 4c, and 4d. Again the average ESP 
and the forecast uncertainty is different in each forecast horizon indicating the dependency 
of the forecasts on the season. Departures of the observed flow from the average ESP 
occur in mid November (days 70 thru 80 in Figure V.4c), late December (days 100 through 
120 in Figure V.4c and days 15 thru 40 in Figure V.4d) and late February (days 70 to 90 in 
Figure V.4d). 
A comparison between the initial conditions of wet, dry, cool and warm initial 
conditions show that the average ESP and the forecast uncertainty are not only dependent 
on the season but also on the characteristics of the initial conditions. For example, the fore-
cast uncertainty of the forecast horizon beginning with the initial condition of September 
15, 1938 in the wettest year (Figure V.lc) is much larger than the forecast uncertainty of all 
other cases beginning with a September 15 initial condition (Figures V.2c, 3c, and 4c). 
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Also, ESP reproduced the observed high variability of the flows in Spring. That is, the 
standard deviation of the forecasts was higher during periods of higher flows in accordance 
with the observed behavior (see Figure II.2). 
An identical analysis was performed for the wettest, driest, coldest and warmest 
years in the second climatic period. In the second climatic period, 1951 ranked as the 
wettest and the coldest year. The average ESP and bounds of standard deviation along with 
the observed flow is shown in Figures V .5a, 5b, 5c, and 5d for the forecast horizons 
beginning with the initial condition of March 15, June 15, September 15, and December 
15, 1951, respectively. In this plot the dependence of the average ESP and forecast uncer-
tainty on the season is evident. The highest uncertainty is seen in the spring months. 
Observed flow departures from the average ESP are evident in the spring and summer fore-
cast horizons (Figure V .5a and 5b) due to the skewed flow distributions. 
Analogous results for the initial conditions of the dry year, 1958 are presented in 
Figures V.6a, 6b, 6c, and 6d. Here, the forecast uncertainty is larger in the spring forecast 
horizon with the initial condition of March 15 and is seen to decrease through the remaining 
forecast horizons. There is little uncertainty in the winter months until it again increases as 
the forecast horizon extends into the spring months. No large departures of the observed 
flow from the average ESP are detected in the horizons for dry conditions. 
The observed flow, average ESP and bounds of standard deviation for the forecast 
horizons with initial conditions in the warm year, 1964 are presented in Figures V.7a, 7b, 
7c, and 7d. The forecast horizons shown have different average ESP and forecast uncer-
tainty trends depending on the season of the initial condition. One large departure of the 
observed flow from the average ESP is evident in the winter forecast horizon (Figure V.7d) 
and occurs in mid March (day 110 thru 120). 
It has been shown that the average ESP and bounds of standard deviation for a 
forecast horizon are dependent on the season of the initial condition date in the second cli-
matic period. It can also be shown that the second moment statistics are dependent on the 
characteristics of the initial condition. For example, the forecast uncertainty in the coldest, 
wettest year 1951, with the initial condition of March 15 (Figure V.5a) is much greater than 
that seen in the forecast uncertainty in the initial condition of March 15 in the dry or warm 
year (Figures V.6a and V.7a). Similarly, the large uncertainty seen in September of the 
warm year (Figure V. 7 c) is not detected in Septembers of other years (Figures V .5c and 
V.6c). Greater departures of the observed flow from the average ESP occur with the cold 
and wet initial conditions. 
An identical analysis was performed for the third climatic period. The results for 
initial conditions representative of each season in each of the extreme years are presented in 
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Figures V.8-11 for the wettest, driest, coolest and warmest years, respectively. Each set of 
Figures indicates the dependence of the average ESP and the bounds of standard deviation 
on the season of the initial condition. By comparing the Figures it can be seen that the fore-
cast uncertainty for the March 15 initial condition is greater in the wet and cool years 
(Figures V.8a and V.lOa) than in the warm and dry years (Figures V.9a and V.lla). It is 
also evident that for these initial conditions, there are a greater number of large departures 
of the observed flow from the average ESP in the wettest and coolest years then in the dri-
est and wannest years. 
A comparison between the climatic periods for the wettest years reveals the greatest 
difference is in the forecast horizons with the initial condition of March 15. The forecast 
uncertainty of the first climatic period for this date (Figure V.la) is much narrower than the 
forecast uncertainty in the other two climatic periods (Figures V.5a and V.8a). The second 
climatic period appears to have its maximum uncertainty in April (day 15 of Figure V.5a) 
with the maximum average ESP. For the third climatic period the maximum average ESP 
occurs March 15 (day 1 of Figure V.8a) and then decreases. In general, the initial condi-
tions from the wettest year in the first climatic period have narrower bounds of standard 
deviation than the wettest initial conditions of the other two climatic periods. This is prob-
ably a direct result of the smaller variability exhibited by the forcing during the first climatic 
period (see Figure IV.5). Another feature apparent in comparing the wettest initial condi-
tions of the three climatic periods, is the large value of average ESP in September of the 
first climatic.period (Figure V. lc) that is not evident in September of the other two climatic 
periods (Figures V.5c and V.8c). Again, this is in accordance with the previously dis-
cussed observed behavior (e.g., see Figure IV .2). 
A comparison of the driest initial conditions between the three climatic periods dis-
plays only a slight difference in the forecast horizons with the initial conditions of March 15 
and June 15. The uncertainty bounds of the driest year in the first climatic period for these 
two initial conditions (Figures V .2a and 2b) are more narrow than the corresponding 
bounds in the other two climatic periods (Figures V .6a, 6b, 9a, and 9b ). No major differ-
ences between the climatic periods are noted for the fall and winter forecast horizons with 
initial conditions from the driest years. 
Initial conditions from the coolest year of each climatic period (Figures V.3, V.5, 
and V.8) show a more narrow forecast uncertainty in the first climatic period then in the 
other periods. This difference is especially noted by the large bounds of standard deviations 
for the forecast horizons with initial condition of March 15 for the latter two climatic peri-
ods (Figures V .5a and V. lOa). 
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The forecast horizons generated from the initial conditions of the warmest years for 
each climatic period (Figures V.4, V.7, and V.11) do not differ greatly. A notable excep-
tion is the large value of the average ESP in September of the second climatic period 
(Figure V.7c) that is not evident in the other September 15 initial conditions forecast 
horizons. 
5.1.1 ESP Reliability 
The overall forecast reliability of the ESP realizations was determined by comparing 
the observed flow with the average and bounds of standard deviation of the ESP realiza-
tions for the forecast horizons previously presented. In general, the observed flow was 
within 2 standard deviation bounds of the ESP realizations. For most dry initial conditions, 
ESP performed even better, with the observed flow within 1 bound of standard deviation. 
Occasional large departures of the observed flow from the average ESP were also shown to 
occur. These large departures generally exceeded the average ESP by approximately 7 
bounds of standard deviation with one exceeding 14 bounds (Figure V .2a). It is thus, con-
cluded that for the utilization of the ESP for the subject basin, care should be taken to 
account for the skewed nature of flows, because the assumption of normality does not 
apply to both flow observations and forecasts. In addition, warm and dry trends in climate 
increase the reliability of the ESP forecasts. 
5.2 Analysis ·of ESP Realizatjons 
ESP realizations were analyzed by averaging all possible realizations for the climatic 
period and comparing the average ESP for the wettest/driest and coolest/warmest initial 
conditions. Further comparisons were made of the initial conditions by imposing a climatic 
forcing. Climatic forcing was imposed by ranking the realizations according to precipitation 
and temperature and averaging those forcing realizations for a certain initial condition. For 
example, if the initial condition of a wet year is chosen, only those realizations generated by 
the top 50% of the wettest years in that climatic period were used to compute the average 
ESP. 
Figure V .12 compares the average ESP computed from all possible realizations in 
the 1925-1949 climatic period for initial condition dates from the wettest (1938) and driest 
(1933) years. The initial condition dates chosen are a) March 15, b) June 15, c) September 
15, and d) December 15, and have forecast horizons representative of the four seasons. 
The largest difference of the average ESP occurs in the forecast horizon with the initial 
condition date of September 15 (Figure V.12c). The average ESP, dependent on the wet or 
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dry initial condition, has a maximum difference of about 2.5 mm/day and an extended dif-
ference of over 1 mm/day for almost 20 days. Smaller differences are detected in other ini-
tial condition dates. 
The average of all possible realizations from the second climatic period are shown 
for initial condition dates from the wettest (1951) and driest (1958) years in Figure V.13. 
The maximum difference between the average ESP for the wet/dry initial conditions is seen 
in the forecast honzon with the starting date of March 15 (Figure V.13a). The maximum 
difference of almost 2.5 mm/day occurs in early April (day 20 of Figure V.13a). A large 
difference persists between the average ESP for almost 40 days. A small difference of 
almost 0.5 mm/day persists for 20 days in the forecast horizon with the starting date of 
September 15. A significant difference also persists as the forecast horizon with the starting 
date of December 15 extends into the spring months. 
Figure V .14 presents the average ESP for various initial conditions from the wettest 
(1973) and driest (1976) conditions of the third climatic period. A maximum difference of 
2.5 mm/day is seen in the forecast horizon with the starting date of March 15 (Figure 
V.14a). The difference decreases rapidly but then persists at 0.5 mm/day for close to 40 
days. A significant difference is also seen in the winter forecast horizon (Figure V. l 4d) as 
it extends into the spring months. 
The features of the differences between wet and dry initial conditions can also be 
compared between the three climatic periods. The first climatic period does not show any 
significant differences of average ESP with the March 15 initial condition whereas the sec-
ond and third climatic period show the largest difference in this forecast horizon. The 
second climatic period has the largest difference in this forecast horizon in early April and 
the third climatic period has the largest difference in mid March. These differences are pre-
sumably due to the less precipitation and the low variability of precipitation detected in the 
first climatic period (see Figures IV.2 and IV.5). Thus, the uncertainty bounds and the 
means of the first climatic period are expected to be lower. 
There is a large difference in the September 15 forecast horizon of the first climatic 
period that is only slightly evident in the second climatic period and non-existent in the third 
climatic period. It shows that even for climatic periods with less overall precipitation, fall 
high flows may still be significant in terms of flood prediction and control. As the forecast 
horizon with the starting date of December 15 extends into the spring months a slight dif-
ference of average ESP is detected in the first climatic period. This difference is slightly 
larger in the second climatic period and even more so in the third climatic period. 
Average ESP with climatic forcing was computed by averaging the realizations gen-
erated by inputs of the 50% wettest years for the wet initial conditions and the 50% driest 
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years for the dry initial conditions in each climatic period. Figure V .15 shows the average 
ESP with climatic forcing for the wettest (1938) and driest (1933) initial conditions in the 
first climatic period. Significant differences of greater than 0.5 mm/day occur in the sum-
mer forecast horizon (Figure V.15b) and persist for 20 days. A maximum difference of 2.6 
mm/day occurs in September of the fall forecast horizon (Figure V .15c ). The difference of 
1 mm/day persists for almost 20 days. The winter forecast horizon (Figure V .15d) shows a 
significant difference as the horizon extends into the spring months. A difference greater . 
than 0.5 mm/day persists for almost 30 days. 
The average ESP with climatic forcing for the second climatic period's wettest 
(1951) and driest (1958) initial conditions is shown in Figure V.16. Large differences 
greater than 2 mm/day are evident in the spring forecast horizon (Figure V.16a). 
Differences greater than 0.5 mm/day persist for over 60 days. Significant differences 
greater than 0.5 mm/day are also evident in the fall forecast horizon (Figure V .16c) and 
persist up to 40 days. The winter forecast horizon (Figure V.16d) shows little difference 
until the horizon extends into the spring months. The difference then expands to a maxi-
mum of 2.4 mm/day. 
Figure V.17 shows the average ESP with climatic forcing for the wettest (1973) 
and driest (1976) initial conditions of the third climatic period. A maximum difference of 
2.4 mm/day occurs on March 15 of the spring forecast horizon (Figure V.17a). Differences 
greater than 0.5 mm/day in this horizon extend up to 80 days. Another significant differ-
ence occurs in the winter horizon (Figure V .17 d) as it extends into the spring months. This 
difference persists from March 15 to April 15 (day 90 to day 120). 
A comparison of the average ESP with climatic forcing between the climatic periods 
for wet and dry initial conditions reveals similar features to the average ESP with all real-
izations. For example, no difference is detected in the average ESP with forcing in the 
spring realization of the first climatic period, whereas the difference in this horizon in the 
latter two climatic periods is a maximum. Similarly, a large difference is detected in the fall 
realization of the first climatic period that is small in the second climatic period and is hardly 
evident in the third climatic period. The main effect of imposing climatic forcing on the 
average ESP is that the difference between wet and dry initial conditions appears to persist 
for a longer forecast time. The differences found when climatic forcing is imposed appear 
to be slightly larger than the average ESP using all of the realizations. It is also noted that 
the wet vs. dry condition differences are comparable in magnitude to the forecast standard 
deviation of the ESP (compare Figures V.1 and V.2 to Figures V.12 and V.15). Thus, the 
event-to-event variability is as important as the differences in forecasting wet and dry 
trends. 
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A similar analysis was conducted comparing the average ESP with initial conditions 
of the coolest and warmest years of each climatic period. The first comparison uses all 
possible realizations to compute the average ESP. For the second comparison, the average 
ESP are computed with climatic forcing by averaging the realizations generated by 50% of 
the wannest years with the warm initial conditions and 50% of the coolest years with the 
cool initial conditions. 
Figure V .18 shows the average ESP of all possible realizations for various initial 
condition dates from the coolest (1929) and warmest (1931) years from the first climatic 
period. A significant difference between the average ESP from wet or dry initial conditions 
appears only in the spring forecast horizon (Figure V. l 8a). In this horizon a difference of 
greater than 0.5 mm/day persists for almost 40 days. No other significant differences are 
detected in the other forecast horizons. 
The average ESP computed from all realizations from the initial conditions of vari-
ous dates in the coolest (1951) and the warmest (1964) years of the second climatic period 
are shown in Figure V .19. A maximum difference between the average ESP predicted by 
wet or dry initial conditions occurs in the forecast horizon with the initial date of March 15 
(Figure V. l 9a). A maximum difference of 3 mm/day occurs at day 20 in this horizon and a 
large difference persists up to 40 days. The summer forecast horizon does not show any 
significant differences. A maximum difference of 2 mm/day is detected in the beginning of 
the fall horizon (Figure V.19c) and only persists for about 10 days. 
The results for the third climatic period are shown in Figure V .20. The average ESP 
is computed from all possible realizations from various initial condition dates from the 
coolest (1979) and the warmest (1987) years. The largest difference occurs in the forecast 
horizon with the initial condition date of March 15 (Figure V.20a). The maximum differ-
ence of 2 mm/day occurs around day 25 and a significant difference of over 0.5 mm/day 
persists for over 50 days. A smaller difference is seen to persist for 10 days in late 
September of the fall forecast horizon (Figure V .20c) 
Similarities and differences of the average ESP for cool and warm initial conditions 
exist between the three climatic periods. A major difference bCtween the climatic periods is 
the average ESP in the spring forecast horizon. In the first climatic period the spring has a 
small difference between the two initial conditions. In the second and third climatic periods 
this difference is attenuated. The summer forecast horizon is similar for all three climatic 
periods. The fall forecast horizons differ. The second climatic period has a large difference 
in average ESP for about 10 days whereas the first climatic period shows no difference and 
the third climatic period shows only a slight difference for 10 days. In the winter forecast 
horizons no major differences occur between the cool and warm initial conditions, however 
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a difference does exist between the climatic periods. In the first climatic period the average 
ESP (note: not the difference between the two initial conditions average ESP but the actual 
average ESP) increases in the spring months to 0.6 mm/day. The second climatic period 
maximum average ESP is 1.6 mm/day and the third climatic period maximum average ESP 
is 1.4 mm/day. 
The average ESP prediction with climatic forcing for the dates with the coolest and 
warmest initial conditions are shown in Figures V.21, 22, and 23 for each climatic period. 
Climatic forcing imposed on the average ESP causes the differences between the average 
ESP to increase and persist for a longer forecast lead time. This is especially true in the 
spring horizons and occasionally in September of the fall horizons. Differences are also 
increased by climatic forcing in the winter forecast horizon as it extends to the spring 
months. 
5.3 Set Control Results 
The set control method uses the inflow traces forecast by the UIFS model using the 
ESP procedure as maximum and minimum inflow levels expected to materialize over the 
forecast horizon. From these inflow bounds a set of decision actions is determined guaran-
teeing that the system will stay within the desirable bounds for the duration of the control 
horizon. More specifically, from the inflow bounds a suitable reservoir release was deter-
mined. For the Saylorville Reservoir releases of less than 16,000 cfs in January through 
April and less than 12,000 cf s for the remaining months are considered suitable maximum 
releases. Releases below 200 cfs are considered deficit releases. The release was applied to 
the system with the historically obseived inflow as input. The resulting storage and release 
values were recorded and the procedure was repeated over the entire simulation horizon. 
Decision actions were generated for the decision time of the first and fifteenth of 
each month of every year for the simulation horizon of a climatic period by the team at 
Georgia Institute of Technology headed by Dr. A.P. Georgakakos. Their results of simu-
lated set control release sequences are shown here in Figures V.24-26 for each climatic 
period. The plots illustrate that the reseivoir perlormance differs from period to period. The 
first hydrologic period is controlled reasonably well with no excessive releases and rela-
tively few violations (85 days) of the lower release bound. The second climatic period is 
also handled effectively with only one release of 20,300 cfs ( 4,300 cfs excessive violation) 
and 188 days of release deficits. Lastly, the third hydrologic period exhibited 35 days of 
excessive releases (one release of 36,000 cfs) and 25 days of release deficits. For contrast, 
simulation of the current operational practices of the Army Corps of Engineers, Rock 
77 
Island District for the Saylorville Reservoir are shown in Figures V.27-30 in twenty year 
periods. For the set controller excessive release of 36,000 cfs the current operational prac-
tices show that the release would reach 45,000 cfs. Given the incremental damage cost of 
excessive releases increase significantly with magnitude of release, the reduction from 
45,000 cfs to the 36,000 cfs level represents considerable savings. For the same time peri-
ods the total days of release deficits of the simulated current operational practices would be 
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VI. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
The purpose of this work was to determine the sensitivity of the hydrology, the 
hydrologic forecasts and the operational water management practices to historical climatic 
forcing in the Upper Des Moines River basin. To the extent that historical climatic periods 
resemble projected future climatic periods of enhanced greenhouse forcing, the results of 
this work can be used to assess the sensitivity of forecast/control practices in the basin to 
potential climate change. The mathematical/numerical tool for the sensitivity study consisted 
of three main components: the UIFS model, the ESP procedure and an operational 
reservoir set eontrol procedure. In Chapter III, it was shown that the UIFS model has skill 
in predicting daily flows in the stream network of the 14,000 kffi2 Upper Des Moines River 
basin. 
The sensitivity of the large-basin hydrology was assessed by comparing the atmo-
spheric forcing variables and the model estimated variables for three climatic periods. Key 
differences in the forcing variables were noted as a) 20 mm/year less mean areal precipita-
tion in the first climatic period, b) a 2°C cooler temperature in the second climatic period 
compared to the first period and an additional 1°C cooler temperature during the winter of 
the third period compared to the second, and c) decreasing potential evapotranspiration 
from the earliest to the latest climatic period. Study of the standardized anomalies of pre-
cipitation and temperature over the basin showed no significant co-variation of trends for 
those two variables. It was found that small differences in the climatic forcing produce 
large differences in the hydrologic catchment response (i.e., streamflow) which require 
models of soil water for their understanding and prediction. Differences in the model esti-
mated .soil water included a) a greater seasonal range between the maximum and minimum 
total soil water in the first climatic period and b) a higher value of total soil water in the 
third climatic period. Differences in temporal scales of soil water content and the interaction 
between soil water content with precipitation and temperature were also analyzed for each 
climatic period and were presented in detail in section 4.5. Weak feedback from soil water 
to surface air temperature was detected on a daily scale. The distribution of soil water 
anomalies was negatively skewed in almost all cases. While the upper soil water temporal 
scales were similar during the three climatic periods, those of total water content were sig-
nificantly different. The latter observation suggests that the main effect of changing climatic 
forcing on the hydrology of the region is a low frequency one. 
The reliability of the ESP forecasts was discussed in Chapter V. The two-standard 
deviation bounds were adequate to enclose the observed flows for periods of extreme 
(wettest/driest and coolest/warmest) climatic forcing for most cases. Occasional exceptions 
were in spring and fall, when extreme flows occur. In general, the worst conditions were 
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for wettest historical periods when the non-normality of high-flows was apparent. Warmer 
and drier periods increase ESP reliability. The sensitivity of the hydrologic forecasts and 
the operational water management practices were also presented in Chapter V. Key findings 
are that the ESP predictions for a) wet vs. dry and b) cool vs. warm initial conditions show 
large differences with long persistence in the spring months and small differences for the 
summer months for all climatic conditions. Exceptions were the wet and dry initial condi-
tions of the first climatic period where there was only a small difference in the spring 
months. If in addition to different initial conditions, forcing is categorized as above/below 
average for precipitation and temperature for each case of corresponding initial condition, 
ESP predictions show larger differences with longer persistence. The reservoir set con-
troller was seen to adequately handle the climatic variability within each climatic period for 
all three climatic periods, with minimal excessive and deficit releases. This indicates that the 
combined forecast-control scheme generally improves reservoir performance and that 
reservoirs can significantly mitigate the effects of climate changes when controlled 
effectively. 
The main recommendation arising from the results of this study is that management 
schemes for existing reservoirs be optimized before an assessment of climate impacts is 
made. Management procedures, as the coupled forecast-control scheme used in this work, 
would significantly reduce reservoir sensitivities to climatic variability and change. They 
represent an easily-implementable, inexpensive way to mitigate the adverse effects of a 
potential change in climatic forcing trends and variability. 
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