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SERRE’S CONDITION Rℓ FOR AFFINE SEMIGROUP RINGS
MARIE A. VITULLI
ABSTRACT. In this note we characterize the affine semigroup rings K[S] over an arbitrary
field K that satisfy condition Rℓ of Serre. Our characterization is in terms of the face lattice
of the positive cone pos(S) of S. We start by reviewing some basic facts about the faces
of pos(S) and consequences for the monomial primes of K[S]. After proving our charac-
terization we turn our attention to the Rees algebras of a special class of monomial ideals
in a polynomial ring over a field. In this special case, some of the characterizing criteria
are always satisfied. We give examples of nonnormal affine semigroup rings that satisfy R2.
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1. INTRODUCTION
The class of affine semigroup rings is rich with examples that combine the flavors of
convex geometry and commutative algebra. The structure of the semigroup ring K[S] is
intimately related to the structure of the affine semigroup S and the cone pos(S) spanned
by S. For example, it is well known that K[S] is normal if and only if S contains all
integral points of pos(S) (see [3]). Normal affine semigroup rings are Cohen-Macaulay by
a theorem of Hochster [15]. Ishida [18] characterized the S2-ness of K[S] in terms of S
and the facets of pos(S). In [10] Goto and Watanabe announced a characterization of those
affine semigroups S for which K[S] is Cohen-Macaulay; Hoa and Trung gave a corrected
characterization in terms of both S and the cone spanned by S over the rational numbers in
[13] and [14]. In an earlier paper [20] the author characterized those affine semigroup rings
which satisfy Serre’s condition R1. In this note we characterize those affine semigroup rings
K[S] over an arbitrary field K which satisfy condition Rℓ of Serre. Our characterization
is in terms of the face lattice of the positive cone pos(S) of S. We start by recalling some
basic facts about the faces of pos(S) and consequences for the monomial primes of K[S].
After proving our characterization we turn our attention to the Rees algebras of a special
class of monomial ideals in a polynomial ring over a field. We may view these as affine
semigroup rings; the associated affine semigroups are in some sense complementary to the
class of polytopal semigroups introduced and studied by Bruns, Gubeladze, and Trung in
[1] and [2]. In this special case, most of the characterizing criteria are always satisfied. We
give examples of nonnormal affine semigroup rings that satisfy R2.
For the fundamentals on convex geometry we refer the reader to [6], [12], or [22]. For
background on monoids and semigroup rings one can consult [8]. We make the standard
assumptions that an affine semigroup S is a subsemigroup of Zn and that grp(S) = Zn for
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some positive integer n. Consider the positive cone pos(S) of S defined by
pos(S) = {c1α1 + c2α2 + · · · + cmαm | m ≥ 0,αi ∈ S, ci ∈ R≥ (i = 1, . . . ,m)},
where R≥ denotes the set of nonnegative real numbers. Recall that pos(S) is a polyhedral
cone, that is, pos(S) is the intersection of finitely many positive halfspaces H+i = {α ∈
R
n | σi(α) ≥ 0}, where σi is a linear form on Rn. Since S is a finitely generated sub-
semigroup of Zn we may assume that each σi has rational coefficients, that is, pos(S) is
a rational polyhedral cone. After scaling we may assume that the coefficients of each σi
are relatively prime integers; we call such a primitive linear form. Recall that a supporting
hyperplane of pos(S) is a hyperplane H such that pos(S)∩H 6= ∅ and pos(S) lies on one
side of H . A face of pos(S) is the intersection of pos(S) and a supporting hyperplane. The
faces of pos(S) are again rational polyhedral cones. By the dimension dim(F ) of F we
mean the dimension of the vector space spanned by F and by the codimension codim(F )
we mean n − dim(F ). A face of codimension one is called a facet. If we represent a
polyhedral cone C as an irredundant intersection of positive halfspaces C = ∩ri=1H
+
i then
F1 = C ∩H1, . . . , Fr = C ∩Hr are the facets of C (see [12, Section 2.6] ).
By a monomial in R = K[S] we mean an element of the form xα and by a monomial
ideal we mean an ideal generated by monomials. There is an order-reversing bijective
correspondence between the nonempty faces of pos(S) and the monomial primes of R.
Indeed, the monomial prime of R corresponding to the nonempty face F of pos(S) is
PF = (x
α | α ∈ S \ F ) (e.g. see [3]). We let m denote the ideal of K[S] generated by all
noninvertible monomials; it is the maximal monomial prime of K[S]. Notice that we are
considering the zero ideal to be monomial. Finally, we let e1, . . . , en denote the standard
basis vectors for Rn.
The maximal proper faces of a polyhedral cone C are precisely the facets of C . If P =
PF is the monomial prime of height d in an affine semigroup ring K[S] corresponding to
the face F of pos(S), then there exists a chain of monomials primes of length d descending
from P (see [11, Prop. 1.2.1] ) and ht(P ) = codim(F ).
2. SERRE’S REGULARITY CONDITION FOR AFFINE SEMIGROUP RINGS
We start this section with a basic result about Zn-graded rings, which is crucial for our
purposes. A version for Z-graded rings is well known (e.g. see [3, Ex. 2.24]). Then we
specialize to the case of an affine semigroup ring defined over a field. Recall that if P is a
prime ideal of a Zn-graded ring R then P ∗ denotes the largest homogeneous ideal of R that
is contained in P and R(P ) the homogeneous localization of R at P , i.e., R(P ) = S−1R,
where S is the set of homogeneous elements of R that are not in P . The graded ring R(P )
is an example of a ∗local ring, that is, a graded ring with a unique maximal homogeneous
ideal.
Proposition 2.1. Let R be a Noetherian Zn-graded ring. Then, R is regular if and only if
R(P ) is regular, for every homogeneous prime ideal P of R. Furthermore, for a ∗local ring
R with unique maximal homogeneous ideal m, the ring R is regular if and only if Rm is
regular.
Proof. First suppose that R is regular. Let P be a homogeneous prime ideal. Then, RP is
a regular local ring. We must show that the ∗local ring R := R(P ) is regular. If PR is a
SERRE’S CONDITION Rℓ FOR AFFINE SEMIGROUP RINGS 3
maximal ideal of R then R(P ) = RP is a regular local ring. So assume PR is not maximal
and choose a prime ideal Q of R such that Q∗ = P . By assumption, RP = RQ∗ ∼= RQ∗R
is a regular local ring. Let P be any prime ideal of R. Then P∗ ⊆ Q∗R ⇒ RP∗ is regular
and hence RP is regular by [11, Prop. 1.2.5].
Now suppose that all homogeneous localizations of R at homogeneous primes are regu-
lar. Let P be any prime. Then RP ∗ is a regular local ring since it is a localization of R(P ∗).
Hence RP is a regular local ring by [11, Prop. 1.2.5]. Thus R is a regular ring.
Now suppose (R,m) is a ∗local ring. Suppose that Rm is regular. Let P be any homoge-
neous prime ideal. Then, P ⊆ m implies RP is regular. Since R = R(m) we may deduce
that R is regular by the first part of the proof. The other implication is immediate. 
Now we limit our attention to an affine semigroup ring R = K[S] over a field K . We let
m denote the ideal generated by the noninvertible monomials in R.
Notation and Discussion 2.2. Notice that for elements α, β of the affine semigroup S the
monomial quotient xα/xβ ∈ Rm if and only if xα/xβ ∈ R. One way to see this is to use
the fact that the colon ideal (xβR : xα) is monomial. Now let P be a monomial prime of
R corresponding to the nonempty face F of pos(S). Replacing S by SF := S−S ∩F and
R by K[SF ] ∼= K[S](P ), where K[S](P ) denotes the homogeneous localization at P , we
see that
K[grp(S)] ∩K[S]P = K[S](P ).
We will identify grp(S ∩F ) with the the group of invertible monomials in RP and refer to
SF as the localization of S at F .
Let S0 denote the subgroup of invertible elements in the affine semigroup S and let S˜
denote the quotient monoid S/S0. It is well known that K[S] is regular if and only if S is
the direct sum of a free abelian group Zℓ and a free abelian monoid Nk (e.g. see [3, Ex.
6.1.11]). We shall need a slight variant of this result whose proof we omit.
Proposition 2.3. The affine semigroup ring K[S] is regular if and only if S˜ ∼= Nk, where
k = dim(K[S]m).
Suppose the affine semigroup ring is regular. Notice that if the images of the elements
γ1, . . . , γk ∈ S \ S0 form a free basis for S˜, then the monomials xγ1 , . . . , xγk form a
regular system of parameters for K[S]m. The local version of the above proposition is the
following.
Proposition 2.4. Let P be a prime ideal in the affine semigroup ring R = K[S] over a field
K corresponding to the face F of pos(S). Then, RP is regular if and only if the quotient
S˜F is free.
Proof. Notice that the group of units in SF is grp(S ∩ F ). By Proposition 2.1, RP is
regular if and only if the homogeneous localization R(P ) ∼= K[SF ] is regular. The result
now follows immediately from Proposition 2.3. 
We now turn our attention to an alternate characterization of the regularity condition in
the spirit of a result in [20]. One advantage of the alternate characterization is that it can be
easily checked using the program NORMALIZ [4]. We first prove some auxiliary results.
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Lemma 2.5. Let F = pos(S) ∩H be a face of the positive cone of the affine semigroup S
and γ1, . . . , γk ∈ S. Suppose that S˜F is a free abelian monoid and the images of γ1, . . . , γk
form a basis. Let P denote the monomial prime of K[S] corresponding to F . The following
assertions hold.
(1) F is contained in precisely k facets Fi = pos(S) ∩ Hi of pos(S), and hence
F = F1 ∩ · · · ∩ Fk;
(2) σi(γj) = δij for all 1 ≤ i, j ≤ k, where σi is the primitive linear form correspond-
ing to Hi; and
(3) grp(S ∩ F ) = grp(S) ∩H1 ∩ · · · ∩Hk.
Proof. (1) Since xγ1 , . . . , xγk is a regular system of parameters forRP we know that xγiRP
is a height one prime of RP . Thus there exist facets Fi of pos(S) corresponding to the
height one primes Pi of R such that xγiRP = PiRP (i = 1, . . . , k). We have P1 + · · · +
Pk = P since they are both primes contained in P and they are equal after localizing at P .
Suppose G is a facet of pos(S) containing F and let Q = PG. Then, QRP = xδR since
RP is a UFD. Since xδ ∈ P1 + · · ·+Pk we must have xδ ∈ Pi for some i. Hence Q = Pi.
So F1, . . . , Fk are precisely the facets of pos(S) containing F and P1, . . . , Pk are precisely
the height one primes contained in P . Thus F = F1 ∩ · · · ∩ Fk.
(2) By construction, σi(γi) > 0. Just suppose σi(γj) > 0 for some j 6= i. Then,
xγj ∈ Pi, which implies PjRP ⊆ PiRj , which is absurd. Hence σi(γj) = 0 for i 6= j.
Since σi is primitive, we must have σi(γi) = 1.
(3) Suppose that α, β ∈ S and α− β ∈ H1 ∩ · · · ∩Hk. There exist nonnegative integers
a1, . . . , ak, b1, . . . , bk such that α −
∑
aiγi, β −
∑
biγi ∈ grp(S ∩ F ). Since α − β ∈
H1 ∩ · · · ∩Hk, we must have ai = bi (i = 1, . . . , k) by (3). Hence α − β ∈ grp(S ∩ F ).
Since the opposite containment is clear we have equality of groups. 
Lemma 2.6. Let F be a face of pos(S) that is the intersection of k facets F1 = pos(S) ∩
H1, . . . , Fk = pos(S) ∩ Hk of pos(S) and let σi be the primitive linear form associated
with Hi (i = 1, . . . , k). Suppose that
(1) there exist γ1, . . . , γk ∈ S such that σi(γj) = δij for all 1 ≤ i, j ≤ k; and
(2) grp(S ∩ F ) = grp(S) ∩H1 ∩ · · · ∩Hk.
Then, SF/U(SF ) is a free monoid with basis given by the images of γ1, . . . , γk in the
quotient monoid.
Proof. The proof is straightforward. Suppose α ∈ S and σi(α) = ai(i = 1, . . . k). Then
α − (
∑
aiγi) ∈ grp(S) ∩ H1 ∩ · · · ∩ Hk = grp(S ∩ F ) implies the image of
∑
aiγi
in the quotient monoid is α. Suppose that ai, bi ∈ N and
∑
aiγi =
∑
biγi. Then there
exists µ ∈ grp(S ∩ F ) such that
∑
aiγi + µ =
∑
biγi. By condition (1) we must have
ai = bi (i = 1, . . . , k). Hence S˜F is free with the asserted basis. 
Combining the previous two lemmas we immediately obtain the following characteriza-
tion.
Theorem 2.7. An affine semigroup ring R = K[S] satisfies condition Rℓ of Serre if and
only if for each positive integer k ≤ ℓ and any face F of pos(S) such that ht(PF ) = k there
exist facets F1, F2, . . . , Fk of pos(S) such that F = F1 ∩ F2 ∩ · · · ∩ Fk and the following
conditions hold:
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(1) there exist γ1, . . . ,γk ∈ S such that σi(γj) = δij for all 1 ≤ i, j ≤ k; and
(2) grp(S ∩ F1 ∩ · · · ∩ Fk) = grp(S) ∩H1 ∩ · · · ∩Hk.
We end this section with an example of an affine semigroup ring that satisfies condition
R2 of Serre but doesn’t satisfy condition S2. It was inspired by an example suggested to the
author by I. Swanson.
Example 2.8. Suppose K is a field and consider the semigroup S of Z3 generated by the
following vectors:
(1, 0, 0), (1, 3, 0), (1, 0, 3), (1, 1, 0), (1, 2, 0), (1, 0, 1), (1, 0, 2), (1, 2, 1), and (1, 1, 2).
Notice that grp(S) = Z3 and that pos(S) = H+2 ∩ H
+
3 ∩ H
+
4 , where H2 and H3
are the indicated coordinate hyperplanes and H4 is defined by the primitive linear form
σ, where σ(a, b, c) = 3a − b − c. Thus pos(S) has 3 facets F2, F3, F4 and 3 codi-
mension 2 faces F23 = F2 ∩ F3, F24 = F2 ∩ F4, F34 = F3 ∩ F4. One checks that
grp(S ∩F2) = grp({(1, 0, 0), (1, 0, 1)}) = grp(S)∩H2 and by symmetry, grp(S ∩F3) =
grp(S) ∩H3. We also have grp(S ∩ F4) = grp({(1, 3, 0), (1, 0, 3), (1, 2, 1), (1, 1, 2)}) =
grp({(1, 0, 3), (0, 1,−1)}) = grp(S) ∩H4. One can also verify that grp(S ∩ F2 ∩ F3) =
grp({(1, 0, 0)}) = grp(S) ∩H2 ∩H3, grp(S ∩ F2 ∩ F4) = grp({(1, 0, 3)}) = grp(S) ∩
H2 ∩H4, and by symmetry grp(S ∩ F3 ∩ F4) = grp(S) ∩H3 ∩H4. So the group condi-
tions for the affine semigroup ring K[S] to satisfy R2 are satisfied. For each codimension
2 face Fij we must produce 2 vectors γi,γj satisfying σi(γj) = δij , where σ2, σ3 are the
coordinate functions and σ4 = σ is defined above. The vectors are given below.
(i, j) γi γj
(2, 3) (1, 1, 0) (1, 0, 1)
(2, 4) (1, 1, 2) (1, 0, 2)
(3, 4) (1, 2, 1) (1, 2, 0)
Thus condition (1) in Theorem 2.7 is satisfied and we may conclude that K[S] is regular in
codimension 2. However, as we shall now see, K[S] is not normal so can’t possibly satisfy
S2.
Notice that (1, 1, 1) = 13(1, 0, 0)+
1
3 (1, 3, 0)+
1
3 (1, 0, 3) ⇒ (1, 1, 1) ∈ pos(S). However,
(1, 1, 1) /∈ S and hence K[S] is not normal.
There is another way to see that K[S] is not normal that is more obvious. Consider the
injective homomorphism ϕ : Z3 → Z3 defined by ϕ(e1) = (3, 0, 0),
ϕ(e2) = (−1, 1, 0), and ϕ(e3) = (−1, 0, 1). The image of S is the semigroup S˜ generated
by the vectors
(3, 0, 0), (0, 3, 0), (0, 0, 3), (2, 1, 0), (1, 2, 0), (2, 0, 1), (1, 0, 2), (0, 2, 1), (0, 1, 2).
Notice that we have listed all 3-tuples of non-negative integer whose components sum to
3 except (1,1,1). This isomorphism of semigroups induces an isomorphism of K[S] and
K[S˜] ∼= K[x3, y3, z3, x2y, xy2, x2z, xz2, y2z, yz2]. The latter has normalization
K[x3, y3, z3, xyz, x2y, xy2, x2z, xz2, y2z, yz2], which is the 3rd Veronese subring of
K[x, y, z]. Hence K[S] is not normal.
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3. THE REES ALGEBRAS OF A SPECIAL CLASS OF MONOMIAL IDEALS
We now look at the Rees algebras of a special class of integrally closed monomial ideals.
Notation and Discussion 3.1. Let λ = (λ1, . . . , λn) be a tuple of positive integers and
J = J(λ) = (xλ11 , . . . , x
λn
n ), where the ideal in taken inside the polynomial ring
K[x1, . . . , xn] =: R, and I = I(λ) = J¯ . Thus I is an integrally closed monomial ideal
with minimal monomial reduction J . Let L = lcm(λ1, . . . , λn), ωi = L/λi (i = 1, . . . , n),
and ω = (ω1, . . . , ωn). Notice that L = dw, where d = gcd(λ1, . . . , λn).
We will characterize those monomial ideals I(λ) whose Rees algebras satisfy Rℓ for
some ℓ < n.
Observe that the Rees algebra R[It] of a monomial ideal I can always be identified
with an affine semigroup ring over K . Namely, if I = (xβ1 , . . . , xβr) and S(I) =
〈(e1, 0), . . . , (en, 0), (β1, 1), . . . , (βr, 1)〉 ⊆ N
n+1
, then R[It] ∼= K[S(I)].
In case R := R[It] is the Rees algebra of I = I(λ) the condition that every height
k monomial prime corresponds to an intersection of precisely k facets and condition (2)
of Theorem 2.7 automatically hold as we shall see below. First we describe the height k
monomial primes of R.
The facets Fσ, F1, . . . , Fn+1 of pos(S) are cut out by the supporting hyperplanes
Hσ,H1, . . . ,Hn+1 where σ(α, an+1) = ω · α − Lan+1 and H1, . . . ,Hn+1 are the co-
ordinate hyperplanes in Rn+1. Notice that with this notation the generating set for S(I)
is
{(a1, . . . , an, d) ∈ N
n+1 | a1ω1 + · · ·+ anωn ≥ dL for d ≤ 1}.
Notice that (e1, 0), . . . , (en, 0), (λ1e1, 1) ∈ S and hence pos(S) = Zn+1, i.e., S is full-
dimensional.
The following description of the height one monomial primes of R[It] appeared in [20].
Lemma 3.2. For a monomial ideal I = I(λ) the height one monomial primes of R[It] are
as follows:
Pi = (xi) + (x
βj t | ei ≤pr βj) for (i = 1, . . . , n);
Pn+1 = (x
β
1t, . . . , xβr t); and
Pσ = (x1, . . . , xn) + (x
βj t | σ(βj , 1) > 0).
We wish to describe the height k monomials ideals. Towards this end we show that every
codimension k face of pos(S) is the intersection of precisely k facets of pos(S) for each k
such that 1 ≤ k ≤ n. Notice that
pos(S(I)) = pos(S(J))
= pos((e1, 0), . . . , (en, 0), (λ1e1, 1), . . . , (λnen, 1)).
Alternate proofs that the following are the height k monomial primes of R[It] can be
found in [5].
In the next few paragraphs, given integers 1 ≤ i1 < i2 < · · · < ik ≤ n let 1 ≤ j1 <
· · · < jn−k ≤ n be such that {i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}.
Lemma 3.3. For k < n and integers 1 ≤ i1 < i2 < · · · < ik ≤ n, let
F = Fi1 ∩ · · · ∩ Fik . Then,
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(1) F = pos((ej1 , 0), . . . , (ejn−k , 0), (λj1ej1 , 1), . . . , (λjn−kejn−k , 1));
(2) codim(Fi1 ∩ · · · ∩ Fik) = k and PF = (xi1 , . . . , xik) + (xβt | (β, 1) ∈ S \ F );
and
(3) S˜F is free with basis given by the images of (ei1 , 0), . . . , (eik , 0) and hence R[It]
localized at PF is regular.
Proof. Let σi(α, an+1) = ai for 1 ≤ i ≤ n+ 1. The first assertion is a consequence of the
fact that σi of a sum of vectors in pos(S) is zero if and only if σi of each summand is zero.
The codimension statement follows immediately. The description of the corresponding
monomial prime comes from looking at the generators of the prime ideal S \ F of S.
To see that the images of (ei1 , 0), . . . , (eik , 0) generate the quotient monoid it suffices to
consider generators of S of the form (β, 1) that aren’t in S ∩F . For such, bis > 0 for some
s.
Then,
(β, 1) ∼= ((β, 0) − (λj1ej1 , 0)) + (λj1ej1 , 1) (mod grp(S ∩ F ))
∼= (bi1ei1 , 0) + · · ·+ (bikeik , 0) (mod grp(S ∩ F ))
Thus the images of (ei1 , 0), . . . , (eik , 0) form a free basis for the quotient S˜F , since unique-
ness of representation is clear. 
Next we consider the case where one of facets in the intersection is Fn+1. The proof is
due to the same observations that appeared in the preceding proof, so we omit it.
Lemma 3.4. For integers 1 ≤ i1 < i2 < · · · < ik ≤ n let F = Fi1 ∩ · · · ∩ Fik ∩ Fn+1.
The following hold.
(1) F = pos((ej1 , 0), . . . , (ejk , 0)).
(2) codim(F ) = k + 1 and the corresponding monomial prime is
PF = (xi1 , . . . , xik) + (x
βt | (β, 1) ∈ S).
(3) If k < n then, S˜F is free with basis given by the images of the vectors
(ei1 , 0), . . . , (eik , 0), (ej1 , 1). In case k < n the Rees algebra R[It] localized at
PF is regular.
Notice that F1∩ · · ·∩Fn = {(0, . . . , 0)} = Fn+1∩Fσ and the corresponding monomial
prime is m = (x1, . . . , xn) + (xβt | (β, 1) ∈ S), the maximal monomial prime of K[S].
In this case, the codimension drops more than the expected amount. We can still realize the
apex of the cone as the intersection of n+1 facets, namely {(0, . . . , 0)} = F1∩· · ·∩Fn+1.
Notice S0 = {0} and S˜ is not free provided that n > 1.
Now we involve the facet Fσ. By the above lemmas these are the only faces we need
to worry about when characterizing which Rees algebras R[It] are regular in codimension
k ≤ n. The proof of the next lemma is a consequence of the same observations and is
omitted.
Lemma 3.5. For integers 1 ≤ i1 < i2 < · · · < ik ≤ n let F = Fi1 ∩ · · · ∩ Fik ∩ Fσ. The
following hold.
(1) F = pos((λj1ej1 , 1), . . . , (λjn−kejn−k , 1)).
(2) codim(Fi1 ∩ · · · ∩ Fik ∩ Fσ) = k + 1 and the corresponding monomial prime is
PF = (xi1 , . . . , xik) + (x
βt | (β, 1) ∈ S \ F ).
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We now show that condition (2) of Theorem 2.7 is always satisfied by the positive dimen-
sional faces of pos(S) that are contained in Fσ. The condition is a priori true for positive
dimensional faces not contained in Fσ by Lemmas 3.3 and 3.4.
Lemma 3.6. Let ω = (ω1, . . . , ωn) be a tuple of positive integers with n ≥ 2 and let
φ : Zn → Z be defined by φ(α) = ω · α. For each 1 ≤ i < j ≤ n let rij = gcd(ωi, ωj).
Then, the kernel of φ is generated by the tuples µij = ωjrij ei − ωirij ej (1 ≤ i < j ≤ n),
where e1, . . . , en are the standard basis vectors for Zn. Furthermore, for integers 1 ≤
i1 < i2 < · · · < ik ≤ n we have ker(φ) ∩Hi1 ∩ · · · ∩Hik is generated by vectors µij in
Hi1 ∩ · · · ∩Hik .
Proof. This lemma is used in Gro¨bner basis theory but for the reader’s convenience we will
supply a proof.
We proceed by induction on n the case n = 2 being straightforward. Suppose n > 2 and
assertion holds for n − 1. Assume β = (b1, . . . , bn) ∈ ker(φ). Let g = gcd(ω1, . . . , ωn).
Then,
(1) bnωn
g
= −(b1
ω1
g
+ · · ·+ bn−1
ωn−1
g
),
which implies
(2) bn =
n−1∑
i=1
ci
ωi
g
=
n−1∑
i=1
cisi
ωi
rin
,
where rin = sig (i = 1, . . . , n− 1). Then,
(3) β +
n−1∑
i=1
cisiµin = (b
′
1, . . . , b
′
n−1, 0) ∈ ker(φ),
and the assertion then follows from the induction hypothesis. Notice that if β ∈ ker(φ) ∩
Hi1 ∩ · · · ∩Hik then each step only involves vectors in Hi1 ∩ · · · ∩Hik . 
This enables us to prove that in our setting the group property is automatic. The following
two results appear in the unpublished thesis of H. Coughlin [5].
Lemma 3.7. For integers 1 ≤ i1 < i2 < · · · < ik ≤ n we always have
grp(S ∩ Fi1 ∩ · · · ∩ Fik ∩ Fσ) = grp(S) ∩Hi1 ∩ · · · ∩Hik ∩Hσ.
Proof. Recall that grp(S) = Zn+1. The containment grp(S ∩ Fi1 ∩ · · · ∩ Fik ∩ Fσ) ⊆
grp(S) ∩Hi1 ∩ · · · ∩Hik ∩Hσ = Z
n+1 ∩Hi1 ∩ · · · ∩Hik ∩Hσ is clear.
If k = n then grp(S)∩Hi1 ∩ · · · ∩Hik ∩Hσ = Zn+1∩H1∩ · · · ∩Hn ∩Hσ = {0} and
the assertion follows. Now assume k < n. Suppose (β, d) ∈ Zn+1∩Hi1 ∩ · · · ∩Hik ∩Hσ.
Then, β − dλnen ∈ ker(φ), where φ is defined as in the preceding lemma. By that lemma
and the fact that (λj1ej1 , 1) ∈ S ∩ Fi1 ∩ · · · ∩ Fik ∩ Fσ, it suffices to show that (µij , 0) ∈
grp(S ∩Hi1 ∩ · · · ∩Hik ∩Hσ) for 1 ≤ i < j ≤ n and µij ∈ Hi1 ∩ · · · ∩Hik , where we
are viewing Hij as a coordinate hyperplane in either Rn or Rn+1.
Let 1 ≤ i < j ≤ n, set r = gcd(ωi, ωj) and choose d ∈ Z such that 0 ≤ dλj − ωir < λj .
Multiplying by ωj and dividing by ωi we get 0 ≤ dλi − ωjr < λi which implies 0 <
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ωj
r
− (d− 1)λi ≤ λi. Then,
(µij, 0) = (
ωj
r
ei + (dλj −
ωi
r
)ej , d)− d(λjej , 1)
= ((
ωj
r
− (d− 1)λi)ei + (dλj −
ωi
r
)ej, 1) + (d− 1)(λiei, 1)− d(λjej , 1)
∈ grp(S ∩ Fi1 ∩ · · · ∩ Fik ∩ Fσ),
since each of the 3 tuples involved is a generator of S that is in Fi1 ∩ · · · ∩ Fik ∩ Fσ . 
Combining Theorem 2.7 with the preceding lemma we obtain the following result.
Theorem 3.8. For a positive integer ℓ < n the Rees algebra of I = I(λ) over a field
satisfies condition Rℓ+1 of Serre if and only if for all sequences of positive integers 1 ≤
i1 < · · · < iℓ ≤ n there exist γi = (βi, 1) ∈ Nn+1 (i = 1, . . . , ℓ + 1) such that σi(γj) =
δij (1 ≤ i, j ≤ ℓ + 1), where σ1, . . . , σℓ+1 are the primitive linear forms associated with
the hyperplanes Hi1 , . . . ,Hiℓ ,Hσ.
Proof. First let us determine when Rℓ+1 holds. We need only consider faces contained in
Fσ. By Lemma 3.7 and Theorem 2.7 we need only show that condition (1) of Theorem
2.7 holds for such faces. Let 1 ≤ k ≤ ℓ + 1 and let Q be a height k monomial prime
corresponding to a face contained in the facet Fσ. Then Q is contained in a height ℓ + 1
monomial prime corresponding to a face contained in the facet Fσ by Lemma 3.5. Thus it
suffices to establish condition (1) of Theorem 2.7 for height ℓ+ 1 monomial primes whose
faces are contained in the facet Fσ. Hence it is necessary and sufficient that there exist
vectors γi ∈ S(I) (i = 1, . . . , ℓ + 1) such that σi(γj) = δij where σ1, . . . , σℓ+1 are the
primitive linear forms associated with the hyperplanes Hi1 , . . . ,Hiℓ ,Hσ.
Recall that the generators of S(I) have (n + 1)st component 0 or 1. Write each γj as
a sum of generators of S(I). First suppose that 1 ≤ j ≤ ℓ. The condition that σi(γj) =
δij (i = 1, . . . , ℓ+ 1) forces some summand (βj, 1) of γj to satisfy σi(βj , 1) = δij for all
1 ≤ i ≤ ℓ + 1. Replacing γj by this summand we may assume that γj = (βj , 1). Now
consider the summands involved in the expression for γℓ+1. Consider first the possibility
that all summands have (n + 1)st component 0. Then, each summand has positive σ-value
so there is only one summand γℓ+1 = (ej , 0), where j ∈ {j1, . . . , jnℓ} and ωj = 1. In this
case we also have ((L + 1)ej , 1) satisfies the requirements and we may replace γℓ+1 by
((L+ 1)ej , 1). The remaining possibility is that some summand has (n + 1)st component
1 and again we may replace γℓ+1 by this summand. In any case, we may assume γℓ+1 has
(n + 1)st component 1. Conversely, if vectors (βj, 1) ∈ Nn+1 satisfying σi(βj , 1) = δij
for all 1 ≤ i, j ≤ ℓ+1 exist, they are automatically in S(I) since I is integrally closed. 
We now state the result entirely in terms of the integers L,ω1, . . . , ωn determined by the
vector λ = (λ1, . . . , λn).
Corollary 3.9. For a positive integer ℓ < n the Rees algebra of I(λ) over a field satisfies
condition Rℓ+1 of Serre if and only if for all sequences of positive integers 1 ≤ i1 < · · · <
iℓ ≤ n and 1 ≤ j1 < · · · < jn−ℓ ≤ n such that {1, . . . , n} = {i1, . . . , iℓ}∪{j1, . . . , jn−ℓ},
we have
L− ωi1 , . . . , L− ωiℓ , L+ 1 ∈ 〈ωj1 , . . . , ωjn−ℓ〉.
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Proof. By Theorem 3.8 it suffices to show that for a sequence of positive integers 1 ≤ i1 <
· · · < iℓ ≤ n and 1 ≤ j1 < · · · < jn−ℓ ≤ n such that {1, . . . , n} = {i1, . . . , iℓ} ∪
{j1, . . . , jn−ℓ}, vectors γj = (βj , 1) (j = 1, . . . , ℓ + 1) ∈ N
n+1 exist such that σi(γj) =
δij for all 1 ≤ i, j ≤ ℓ + 1, where the σi are as above, if and only if L − ωi1 , . . . , L −
ωiℓ, L+ 1 ∈ 〈ωj1 , . . . , ωjn−ℓ〉.
Suppose first that the vectors γi = (βi, 1) ∈ Nn+1 satisfying the necessary conditions
exist. By our requirements, γi = (ei + aj1ej1 + · · · + ajn−ℓejn−ℓ , 1) for all i = 1, . . . , ℓ,
where the coefficients aj1 , . . . , ajn−ℓ are nonnegative. The existence of such vectors γi is
equivalent to the conditions L − ωi1 , . . . , L − ωiℓ ∈ 〈ωj1 , . . . , ωjn−ℓ〉. We must also have
γℓ+1 = (aj1ej1+· · ·+ajn−ℓejn−ℓ , 1), where the coefficients aj1 , . . . , ajn−ℓ are nonnegative
and aj1ωj1 + · · · + ajn−ℓωjn−ℓ − L = 1. The existence of such a γℓ+1 is equivalent to
L+ 1 ∈ 〈ωj1 , . . . , ωjn−ℓ〉. 
Applying this theorem for values of ℓ close to n gives simple descriptions of when the
Rees algebra of I(λ) is regular in codimension ℓ.
Corollary 3.10. The Rees algebra of I(λ) ⊂ K[x1, . . . , xn] over a field K is regular in
codimension n if and only if λ = λ(1, 1, . . . , 1) and hence, I(λ) = mλ.
Proof. The Rees algebra of I satisfies Rn if and only if for every sequence
1 < · · · < i− 1 < i+ 1 < · · · < n of length n− 1, we have
L− ω1, . . . , L− ωi−1, L− ωi+1, . . . , L− ωn, L+ 1 ∈ 〈ωi〉.
In particular, L + 1 = aωi for some a ≥ 0, which implies 1 = ωi(a − λi). Thus each
ωi = 1. Conversely, if all the ωi = 1 then the necessary conditions are satisfied. 
Corollary 3.11. Suppose that n ≥ 3. The Rees algebra of I(λ) ⊂ K[x1, . . . , xn] over a
field K is regular in codimension n− 1 if and only if the integers ωi are pairwise relatively
prime.
Proof. The sequences of length n− 2 arise from omitting two integers 1 ≤ i < j ≤ n. For
each pair 1 ≤ i < j ≤ n we must have
L− ωk ∈ 〈ωi, ωj〉 for all k 6= i, j and L+ 1 ∈ 〈ωi, ωj〉.
Write L+1 = aωi+bωj for a, b ≥ 0 and read modulo ωi to obtain the congruence bωj ≡ 1
(mod ωi). Hence ωi and ωj are relatively prime. This holds for all pairs 1 ≤ i < j ≤
n. Conversely, if the integers ωi are pairwise relatively prime then every integer at least
(ωi − 1)(ωj − 1) is in 〈ωi, ωj〉. So L + 1 and L − ωk = ωk(g
∏
s 6=k ωs − 1) ∈ 〈ωi, ωj〉,
where g = gcd(λ1, . . . , λn). 
If n = 2 the Rees algebra R[I(λ)t] is normal and hence regular in codimension n−1 = 1
without any additional assumptions. Corollary 3.11 says that if n = 3 the Rees algebra of
I(λ) is regular in codimension 2 if and only if the ωi are pairwise relatively prime. H.
Coughlin [5] proved this special case and also that this condition is sufficient for R[I(λ)t]
to be normal. This result combined with an earlier result of Reid, Roberts, and Vitulli [19]
has an interesting consequence, which we now present.
Notation and Discussion 3.12. For an N-graded ring A and a positive integer t we let
A≥t denote the homogeneous ideal A≥t = ⊕s≥tAs. Further assume that A is generated
SERRE’S CONDITION Rℓ FOR AFFINE SEMIGROUP RINGS 11
as an A0-algebra by homogeneous elements x1, . . . , xn of positive degrees ω1, . . . , ωn,
respectively.
Notice that for a tuple of positive integers λ, with L = lcm(λ1, . . . , λn) and ωi =
L/λi (i = 1, . . . , n) as in (3.1), if we define a new grading onR = K[x1, . . . , xn] by declar-
ing deg(xi) = ωi (i = 1, . . . , n), then I(λ) = R≥L = R≥dw, where d = gcd(λ1, . . . , λn).
Ideals of the form A≥t have been studied by E. Hyry and K. E. Smith in connection with
Kawamata’s Conjecture which speculates that every adjoint ample line bundle on a smooth
variety admits a nonzero section (e.g. see [16] and [17]). They also arise as test ideals in
tight closure theory as illustrated in [7, Remark 3].
Proposition 3.13. Let R = K[x, y, z] be a polynomial ring over a field K and let a, b, c be
pairwise relatively prime positive integers. Set S = K[xa, yb, zc] and L = abc. Then, the
ideal a = S≥L is normal, that is, at = S≥tL for all t ≥ 1.
Proof. Observe that the homogeneous ideal a = S≥L is integrally closed and that the in-
tegral closure of at is S≥tL for t ≥ 1 (e.g. see the discussion in [19]). By Proposition
3.7 of [19] to prove that a is normal, it suffices to show that a2 = S≥2L. For this we
proceed as in the proof of Theorem III.2.2 of [5]. Suppose that xuaybvzcw ∈ S≥2L is a
minimal monomial generator. In particular, ua+ vb+wc ≥ 2L. We must exhibit a decom-
position (u, v, w) = (u1, v1, w1) + (u2, v2, w2) with uia + vib + wic ≥ L (i = 1, 2). If
u ≥ L/a, v ≥ L/b orw ≥ L/c it is clear that we can do this. For example, if u ≥ L/a write
(u, v, w) = (L/a, 0, 0)+(u−L/a, v, w). Thus it suffices to assume that u < L/a, v < L/b
and w < L/c. Notice that this forces the sum of any two of ua, vb, and wc to be strictly
greater than L and each summand to be positive. We consider three cases.
First suppose that either a, b, or c is 1. For example, suppose a = 1. Say u+vb = L+u2.
Then 0 < u2 < u and
(u, v, w) = (u− u2, v, 0) + (u2, 0, w)
is the desired decomposition. Thus we may assume that a, b, c > 1.
Now suppose that u < L/2a, v < L/2b or w < L/2c. Without loss of generality we
may assume that w < L/2c. Then, L − wc > L/2 ≥ (a − 1)(b − 1) so there exist
u1, v1 ∈ N such that u1a + v1b = L − wc. Since vb < L, we have ua + wc > L. Now
u1a ≤ L− wc < ua implies u1 < u. Similarly, v1 < v. Therefore,
(u, v, w) = (u1, v1, w) + (u− u1, v − v1, 0)
is the desired decomposition.
Finally, assume that u ≥ L/2a, v ≥ L/2b and w ≥ L/2c. Set w1 = ⌈L/2c⌉. Then,
L − w1c ≥ L − (ab + 1)c/2 = (c/2)(ab − 1) > (a − 1)(b − 1) and we may write
u1a+ v1b = L− w1c for some u1, v1 ∈ N. Notice that u1a ≤ L− w1c ≤ L/2 and hence
u1 ≤ L/2a ≤ u. Similarly, v1 ≤ v. Thus
(u, v, w) = (u1, v1, w1) + (u− u1, v − v1, w − w1)
is the desired decomposition. 
We now present an example of a Rees algebra R = R[It] of a monomial ideal that
satisfies R2 but is not normal. In order to find an example we must work over a polynomial
ring in at least 4 indeterminates by the above remarks. The following example is due to H.
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Coughlin [5]. The example was first explored using the program NORMALIZ [4] of Bruns
and Koch.
Example 3.14. Let λ = (1443, 37, 21, 91). Define I = I(λ), S = S(I), and R as above.
We claim R is not normal but satisfies the equivalent conditions for R2. Hence, R does not
satisfy S2.
We first show that R is not normal Note that L = 10101. The vector α = (2, 36, 1, 89)
satisfies ω · α = 2L, so that xα ∈ I2. Direct computation shows that α is not the sum of
two vectors in S and hence xα /∈ I2. Thus R is not normal.
We show that R2 holds. As in the proof of Theorem 3.8 we need only deal with the height
two monomial primes corresponding to the faces G1, G2, G3, G4, where Gi = pos(S) ∩
Hi ∩Hσ. As in the proof of Theorem 3.8, for each Gi we must define a pair of elements γi
and γ6 in S such that σa(γb) = δab for a, b ∈ {i, 6}.
The following vectors satisfy σa(γb) = δab for a, b ∈ {i, 6}:
i γi γ6
1 (1, 28, 8, 12, 1) (0, 8, 1, 67, 1)
2 (35, 1, 1, 82, 1) (16, 0, 0, 91, 1)
3 (35, 1, 1, 82, 1) (16, 0, 0, 91, 1)
4 (220, 1, 17, 1, 1) (275, 0, 17, 0, 1)
R satisfies R2 by Theorem 3.8. Thus R does not satisfy S2.
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