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Re´sume´
Le de´veloppement d’un syste`me d’exploitation spe´cialise´ pour une application consiste, a` partir du
code d’un syste`me d’exploitation complet, a` l’e´laguer pour l’adapter aux fonctionnalite´s ne´cessaires
a` l’application. L’ope´ration d’e´lagage est re´alise´e a` la main au cas par cas. Cela rend tre`s difficile la
ve´rification et la certification d’un syste`me d’exploitation car non seulement la phase de certification
est a` re´aliser pour chaque spe´cialisation mais aussi le proble`me difficile et bien connu du fosse´ entre le
mode`le utilise´ pour la ve´rification et le code est a` e´tudier au cas par cas. Dans cet article, nous proposons
une me´thode pour l’automatisation comple`te de cet e´lagage au moyen d’une synthe`se du syste`me
d’exploitation a` partir d’un mode`le formel embarquant le code du syste`me d’exploitation. Ce mode`le
comporte en effet a` la fois le flot de controˆle, les variables du syste`me d’exploitation et les se´quences
d’instructions manipulant ces variables. L’e´lagage, formalise´ par l’e´limination des chemins infaisables
du mode`le, permet de ne conserver que la partie accessible (et donc utile) du mode`le et donc du code.
Cette me´thode, non seulement acce´le`re conside´rablement l’adaptation du syste`me d’exploitation mais,
de plus, garantie l’optimalite´ du code ge´ne´re´ et l’absence de code mort. La ve´rification et la certification
de toutes les fonctionnalite´s souhaite´es du syste`me d’exploitation comme l’absence de blocage, peuvent
eˆtre e´galement re´alise´es sur le mode`le avant la ge´ne´ration de code. Nous utilisons un mode`le du syste`me
d’exploitation temps re´el Trampoline compatible OSEK et AUTOSAR, qui est reconnu comme fiable
et largement utilise´ aux niveaux acade´mique et industriel.
1 Introduction
1.1 Contexte
Les syste`mes embarque´s sont de plus en plus utilise´s dans de nombreux domaines. On les
retrouve aussi bien dans les appareils e´lectrome´nagers que dans l’industrie ou l’ae´ronautique
et l’automobile. Dans le domaine automobile, les nouveaux ve´hicules inte`grent environs 270
fonctions de´ploye´es dans 70 unite´s de commande e´lectronique (ECU) [8] et ce nombre ne cessera
de croˆıtre dans l’avenir. Pour limiter les couˆts mate´riels, chaque unite´ de commande e´lectronique
dans lequel le logiciel embarque´ doit eˆtre inte´gre´ dispose d’une puissance de calcul et d’une
capacite´ me´moire tre`s restreinte.
Le nombre croissant de fonctions a` embarquer sur les micro-controˆleurs entraˆıne une plus
grande complexite´ et rend ne´cessaire l’utilisation de syste`mes d’exploitation temps re´el. En
effet, les syste`mes d’exploitation temps re´el facilitent l’inte´gration des fonctions tout en organi-
sant l’acce`s des taˆches aux ressources mate´rielles et en controˆlant l’exe´cution des taˆches selon
une politique d’ordonnancement fonctionnellement et temporellement de´terministe. Ils facilitent
e´galement la portabilite´ des applications et leur re´utilisation sur une gamme de ve´hicules.
1
Cependant, sur les petites cibles embarque´es ou` la me´moire disponible est tre`s limite´e comme
dans l’exemple des unite´s de commande e´lectronique vu dans la section pre´ce´dente, l’utilisa-
tion des syste`mes d’exploitation engendre un couˆt additionnel en terme de me´moire. De plus,
e´tant donne´ que d’une application a` une autre les besoins diffe`rent, une application ne requiert
pas tous les services qu’offre un syste`me d’exploitation temps re´el. Ces syste`mes doivent donc
eˆtre de´veloppe´s de sorte a` eˆtre hautement configurables. Cela permet a` la fois de satisfaire
les contraintes de me´moire auxquelles les petits syste`mes embarque´s font face, d’optimiser le
code source du syste`me d’exploitation correspondant et de garantir la stabilite´ du syste`me. En
effet, un syste`me d’exploitation qui est parfaitement spe´cialise´ en fonction des besoins de son
application ne devrait contenir aucun code inutile (code mort). La pre´sence de code mort au
sein d’un syste`me d’exploitation constitue un vecteur privile´gie´ d’attaques mais aussi engendre
une empreinte me´moire plus importante. En effet, en cas de configuration imparfaite, le code
mort peut eˆtre exe´cute´ et conduire le syste`me dans un e´tat incorrect.
Ge´ne´ralement, dans les syste`mes embarque´s temps re´el critiques, les applications sont sta-
tiques, c’est-a`-dire qu’a` la compilation les exigences de l’application en termes de services,
le nombre de taˆches, les ressources, ... sont connus et fixe´s et aucun objet n’est cre´e´ durant
l’exe´cution. Par conse´quent, il est possible de spe´cialiser de fac¸on statique le syste`me d’exploi-
tation en fonction des exigences des applications. Les syste`mes automobiles font partie de ce
type de syste`me [1].
1.2 Travaux connexes
Le besoin de spe´cialiser les syste`mes d’exploitation temps re´el en fonction des applications
n’est pas nouveau. Plusieurs travaux de recherches [7, 12, 14] ont montre´ que les syste`mes
d’exploitation spe´cialise´s sont avantageux en terme de performances et d’espace me´moire uti-
lise´. Par conse´quent, plusieurs me´thodes de configuration d’un syste`me d’exploitation ont e´te´
propose´es. Dans [15] la programmation oriente´e aspect est utilise´e pour le de´veloppement d’un
syste`me d’exploitation configurable. Cette approche consiste a` encapsuler chaque fonctionnalite´
du syste`me d’exploitation dans un aspect. Plus pre´cise´ment, chaque aspect imple´mente une par-
tie du syste`me d’exploitation et constitue donc une fonctionnalite´ qui peut eˆtre incluse ou non
dans le syste`me d’exploitation en fonction de son utilite´. Par contre, l’article ne mentionne aucun
moyen pour la ve´rification du syste`me d’exploitation configure´. Dans [2] une technique base´e
sur les DSL (Domain Specific Language) est utilise´e pour la configuration de syste`mes d’ex-
ploitation temps re´el, mais l’auteur se limite a` la configuration de l’ordonnanceur, ne´anmoins
l’ordonnanceur configure´ peut eˆtre ve´rifie´ [5]. Dans [6], une bibliothe`que de composants logi-
ciels appele´e DREAMS est pre´sente´e. Ces composants peuvent eˆtre configure´s selon les besoins
de l’application par un configurateur appele´ TEReCS. Le syste`me d’exploitation est spe´cifie´
par trois graphes. Le premier, appele´ graphe de ressource, de´crit les composants du mate´riel
(processeur). Le second, appele´ graphe de communication des processus, de´crit la communica-
tion des taˆches de l’application. Enfin, un troisie`me graphe de´crit l’ensemble des composants
logiciels disponibles. Ces trois graphes sont compose´s afin d’obtenir un graphe qui de´crit le
syste`me d’exploitation incluant les services requis par l’application. Le syste`me d’exploitation
est ensuite engendre´ a` partir de cette composition.
1.3 Contributions
Nous proposons une me´thode base´e sur une approche formelle pour la synthe`se automa-
tique d’un syste`me d’exploitation temps re´el spe´cialise´ pour une application. A` partir d’un
syste`me d’exploitation existant, un mode`le formel et exe´cutable a e´te´ conc¸u. Ce mode`le sup-
porte toutes les caracte´ristiques du syste`me d’exploitation correspondant a` savoir, les services
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et le comportement. L’application est e´galement mode´lise´e et son mode`le est synchronise´ avec
celui du syste`me d’exploitation temps re´el afin de formaliser le de´ploiement de l’application sur
le syste`me d’exploitation.
Sur le mode`le obtenu (application + syste`me d’exploitation), une recherche d’accessibilite´
est effectue´e afin de de´tecter tous les chemins non parcourus ou e´tats inaccessibles. Ces chemins
repre´sentent en re´alite´ les portions de code du syste`me d’exploitation qui ne seront jamais
exe´cute´es pour cette application, c’est a` dire le code mort. Tous ces chemins sont par la suite
supprime´s du mode`le de fac¸on automatique et cela conduit a` un mode`le spe´cialise´ qui ne contient
que les chemins faisables et donc que le code indispensable a` l’exe´cution de l’application.
Cette me´thode permet e´galement la ve´rification du mode`le spe´cialise´ avant d’engendrer le
code source correspondant.
Enfin, a` partir du mode`le spe´cialise´, le code complet du syste`me d’exploitation spe´cialise´
correspondant est engendre´ au moyen d’un ge´ne´rateur de code.
Cette me´thode acce´le`re le processus de de´veloppement de syste`mes d’exploitation spe´cialise´s
et permet la validation de ceux-ci avant leur de´ploiement.
La suite de l’article est organise´e comme suit: dans la section 2, nous de´finissons le formalisme
utilise´ pour e´tablir nos mode`les; la section 3 pre´sente la mode´lisation d’un syste`me d’exploitation
temps re´el compatible OSEK/VDX [11] et AUTOSAR puis le processus de spe´cialisation. La
section 4 pre´sente les outils imple´mente´s pour la spe´cialisation du syste`me d’exploitation temps
re´el. La section 5 pre´sente une e´tude de cas et la dernie`re section conclut cet article et pre´sente
nos travaux futurs.
2 De´finitions
2.1 Les automates finis
Ge´ne´ralement, les syste`mes d’exploitation sont e´crits dans un langage de programmation
impe´ratif tel que le C, C++, Ada, etc, ou` chaque fonctionnalite´ est de´crite par une fonction
contenant un ensemble d’instruction s’exe´cutant de fac¸on se´quentielle. Cependant, chaque fonc-
tion peut eˆtre formellement de´crite par un automate fini G = (S,Σ,→, S0) ou` S est un ensemble
fini d’e´tats, Σ est un ensemble non vide d’actions re´alisables appele´es alphabet,→ ⊆ S×Σ×S
repre´sente la relation de transition et S0 l’e´tat initial. La relation de transition est e´crite p
σ→
q si et seulement s’il existe une transition e´tiquete´e σ allant de l’e´tat p a` l’e´tat q. De fac¸on
informelle, une telle transition s’explique par le fait que lorsque le syste`me est dans un e´tat p
et re´alise une action σ, il passe dans un e´tat q.
2.2 Les automates finis e´tendus avec des variables
Un automate fini e´tendu est une extension d’un simple automate fini avec un ensemble de
variables. Dans ce cas, les transitions sont comple´te´es avec des conditions et des actions sur
ces variables. Les conditions sont aussi appele´es gardes et les actions sont caracte´rise´es par des
fonctions de mise a` jour des variables. La transition d’un automate fini e´tendu est franchissable
si et seulement si sa garde est satisfaite. Une action de mise a` jour peut eˆtre effectue´e sur les
variables et des fonctions mettant a` jour des variables peuvent e´galement eˆtre appele´es.
Une expression line´aire sur X est une expression ge´ne´re´e par la grammaire suivante, pour
k ∈ Z et x ∈ X:
λ ::= k | k × x | λ+ λ
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Une contrainte line´aire sur X est une expression ge´ne´re´e par la grammaire suivante avec λ une
expression line´aire sur X, ∼∈ {>,<,=,≥≤} 1 :
γ ::= λ ∼ 0 | γ ∧ γ
Nous notons G(X) l’ensemble des contraintes line´aires sur X. Une mise a` jour de la variable
x ∈ X est de´finie par x := k avec k ∈ Z.
Nous notons U(X) l’ensemble des ensembles cohe´rents de mises a` jour sur X de´finis par pi ∈
U(X) ssi ∀x ∈ X, si (x := k) ∈ pi alors ∀k′ 6= k, (x := k′) 6∈ pi.
De´finition 1. (Automate fini e´tendu).
Un automate fini e´tendu F est un tuple (S, s0, X,Σ, pi0,−→), ou`: S est un ensemble fini
d’e´tats ; s0 ∈ S est l’e´tat initial ; X est un ensemble fini de variables prenant un ensemble fini
de valeurs. Nous conside´rerons les entiers relatifs de valeur absolue borne´e ; Σ est un ensemble
fini d’e´ve`nements ; pi0 ∈ U(X) est l’ensemble des affectations initiales sur X ; et −→ ⊆ S ×
G(X) × Σ × U(X) × S est un ensemble fini de transitions. t = 〈s, g, σ, pi, s′〉 ∈ −→ repre´sente
une transition allant de s a` s′ avec la garde g, l’e´ve`nement σ et la mise a` jour pi. Si g est absent,
la relation de transition est e´crite s
σ,pi−→ s′ et il est suppose´ que g est toujours satisfait. Si pi est
absent (ou pi = ∅), la relation de transition est e´crite s g,σ−→ s′. Ainsi, aucune variable n’est mise
a` jour quand une telle transition est franchie.
Une e´valuation v sur X est un e´le´ment de Z|X|, cela peut eˆtre vu comme un vecteur d’entiers
de taille |X|. E´tant donne´ une contrainte ϕ ∈ G(X) et une e´valuation v ∈ Z, nous notons
ϕ(v) ∈ {true, false}, la vrai valeur obtenue par la substitution de chaque occurrence de x ∈ ϕ
par v(x). Nous conside´rons que JϕK = {v ∈ Z | ϕ(v) = true} (i.e. toutes les e´valuations v qui
satisfont ϕ).
Pour x ∈ X, nous notons v[x := k] la nouvelle e´valuation v′ tel que pour tout x′ ∈ X, v′(x′) = k
si x′ = x et v′(x′) = v(x′) autrement. Par extension, nous notons par v[pi] une e´valuation obtenue
a` partir de v en appliquant l’ensemble des mises a` jour de pi.
0 est une e´valuation nulle avec ∀x ∈ X, 0(x) = 0. Ainsi, pour une affectation initiale pi0,
l’e´valuation initiale est obtenue a` partir de l’e´valuation nulle 0 par 0[pi0].
De´finition 2. (Se´mantique d’un automate fini e´tendu)
La se´mantique d’un automate fini e´tendu (S, s0, X,Σ, pi0,−→) est un syste`me de transition
SH = (Q, q0,→) avec Q = S × (Z)X , q0 = (s0, 0[pi0]) est l’e´tat initial et → est la transition
de´finie pour tout σ ∈ Σ par (s, v) σ→ (s′, v′) avec s g,σ,pi−−−→ s′, g(v) = true, v′ = v[pi].
Produit d’automates finis e´tendus. Il est pratique de de´crire un syste`me complexe comme un
ensemble de sous syste`mes interagissant entre eux. Cela facilite en effet la mode´lisation d’un tel
syste`me. Dans notre cas, puisque nous mode´lisons entie`rement un syste`me d’exploitation a` l’aide
d’automates finis e´tendus, il est plus judicieux que chaque composant du syste`me d’exploitation
soit mode´lise´ par un automate fini e´tendu et, par la suite, composer tous les mode`les obtenus
afin de former le mode`le complet du syste`me d’exploitation. Soit F1, ..., Fn n automates finis
e´tendus tel que Fi = (Si, si0, X,Σ, pii0 ,−→i).
Une fonction de synchronisation f est une fonction partielle (Σ ∪ {•})n → Σ ou` • est un
symbole spe´cial utilise´ quand un automate n’est pas implique´ lors de l’e´volution du syste`me
global. Notons que f est une fonction de synchronisation avec renommage. Nous notons par
(F1 | ... | Fn)f la composition paralle`le des F ′is faisant re´fe´rence a` f . (F1 | ... | Fn)f est un
automate fini e´tendu. Un e´tat de (F1 | ... | Fn)f est (s1, ..., sn) ∈ S1 × ...× Sn.
1. Dans les figures, nous utiliserons == plus toˆt que = pour eˆtre proche de la syntaxe des gardes exprime´es
selon l’outil UPPAAL.
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De´finition 3. (Produit synchronise´ d’automates finis e´tendus).
Soit F1, ..., Fn, n automates finis e´tendus avec Fi = (Si, si0, X,Σ, pii0 ,−→i), et f une fonction
de synchronisation partielle (Σ ∪ {•})n → Σ.
Le produit synchronise´ (F1 | ... | Fn)f est un automate fini e´tendu A = (S, s0, X,Σ, pi0,−→)
tel que:
— S = S1 × ...× Sn, ⊆
— s0 = (s10, s20, · · · , sn0),
— pi0 =
⋃
i=1→n
pii0
— (s1, s2, · · · , sn) g,σ,pi−−−→ (s′1, s′2, · · · , s′n) ssi
— ∃(σ1, . . . , σn) ∈ (Σ ∪ {•})n tel que f(σ1, σ2, · · ·σn) = σ ,
— pour tout i:
— Si σi = • alors si = s′i, gi = true, pii = ∅,
— Si σi ∈ Σ alors si gi,σi,pii−−−−−→i s′i.
— g = g1 ∧ g2 · · · ∧ gn,
— pi =
⋃
i=1→n
pii
Cohe´rence des ensembles de mises a` jour. Les variables X sont partage´es par les au-
tomates du produit mais nous supposons que pi0 ainsi que les ensembles de mises a` jour du
produit synchronise´ sont cohe´rents i.e. ∀ g,σ,pi−−−→∈−→, pi ∈ U(X) (cad ∀x ∈ X si (x := k) ∈ pi
alors ∀k′ 6= k, (x := k′) 6∈ pi). Les automates que nous manipulons dans cet article respectent
cette hypothe`se quelque soit la fonction de synchronisation car pour une variable donne´e x ∈ X,
tous les automates peuvent lire x (garde g) mais un seul automate Fi peut e´crire x (par ses
mises a` jour pii impliquant x). De plus pi0 est cohe´rent, car les automates ont tous les meˆmes
conditions initiales sur X (pi0 = pi10 · · · = pii0 · · · = pin0).
Dans cet article, nous utilisons une classe particulie`re de fonctions de synchronisation pour
laquelle au plus deux automates sont implique´s dans l’e´volution du syste`me global. Quand deux
automates sont implique´s sur une action σ, nous notons classiquement σ? et σ!. Ainsi f est soit
f(•, • · · ·σ, · · · , •) = σ soit f(•, • · · ·σ?, · · · , •, · · · , σ!, · · · , •) = σ. Par conse´quent, pour eˆtre
concis dans la suite de l’article, nous omettrons la fonction de synchronisation et utiliserons la
notation σ?σ!.
De´finition 4. (Accessibilite´)
Soit un automate fini qui a pour e´tat initial s0, un e´tat s est dit accessible si et seulement si
s0 −→∗ s, autrement, s est inaccessible.
3 Mode´lisation et processus de spe´cialisation du syste`me
d’exploitation
OSEK/VDX[11] est un standard ouvert de l’industrie automobile. Il de´finit les API et le com-
portement de composants logiciels destine´s a` eˆtre de´ploye´s sur les calculateurs embarque´s dans
les ve´hicules. L’un de ces composants est un syste`me d’exploitation temps re´el. Le mode`le que
nous avons conc¸u est celui du syste`me d’exploitation Trampoline [3] qui est une imple´mentation
de la spe´cification OSEK/VDX OS et AUTOSAR OS. Cette spe´cification offre plusieurs services
lie´s a` la gestion des interruptions, la gestion des taˆches basiques et e´tendues, la synchronisation
des taˆches e´tendues, la gestion des ressources pour re´aliser les exclusions mutuelles, la gestion
des alarmes qui permet de re´aliser des traitements re´currents comme les taˆches pe´riodiques. Au
total, 25 services sont disponibles.
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3.1 Mode´lisation du syste`me d’exploitation
Pour la conception de notre mode`le, nous utilisons l’outil UPPAAL [4] qui permet la
mode´lisation, la ve´rification et la validation des syste`mes temps re´el. Pour le moment nos
mode`les ne prennent pas en compte le temps car nous supposons que les fonctions du syste`mes
d’exploitation s’exe´cutent en temps nul. Par conse´quent seules les proprie´te´s fonctionnelles du
syste`me d’exploitation sont ve´rifie´es. Le choix d’UPPAAL se justifie pour une prochaine exten-
sion ou` il s’agira de prendre en compte dans le mode`le de l’application le temps d’exe´cution
des taˆches afin de pourvoir ve´rifier les proprie´te´s temporelles de l’application ainsi que l’ordon-
nancement des taˆches. Ainsi, pour cet article, les automates mode´lisant les services de l’OS ne
permettent pas au temps de s’e´couler (ce qui est facilement imple´mentable en UPPAAL avec
l’attribut urgent e´quivalent a` un invariant bloquant le temps).
Le code source de Trampoline est mode´lise´ par un re´seau d’automates finis e´tendus
repre´sentant le graphe de flot de controˆle et par un ensemble de variables de controˆle du
syste`me d’exploitation. L’outil UPPAAL permet d’associer a` chaque transition un ensemble
d’expressions impe´ratives dont la syntaxe est proche de celle du langage C.
Toutes les fonctions du syste`me d’exploitation sont mode´lise´es par une combinaison d’auto-
mates finis e´tendus et d’expressions impe´ratives dont la syntaxe est proche de celle du langage C.
Par conse´quent, l’ensemble des automates et des expressions impe´ratives font partie inte´grante
du mode`le complet.
Notre mode´lisation, est construite sur les bases suivantes :
— La structure des automates de´crit le flot de controˆle du syste`me d’exploitation.
— Les variables utilise´es dans le mode`le sont les variables de controˆles du syste`me d’exploita-
tion.
— Le code des expressions impe´ratives associe´es aux actions (transitions) des automates, tra-
duit fide`lement le code du syste`me d’exploitation.
— Les actions et les conditions sur ces variables associe´es a` chaque transition des automates
sont les meˆmes actions et les meˆmes conditions que celles du programme du syste`me d’ex-
ploitation.
Atomicite´ En UPPAAL, le code associe´ a` une transition de l’automate est exe´cute´
se´quentiellement mais est conside´re´ comme atomique. Ainsi, Supposons un automate a` deux
e´tats e1 et e2 ; deux variables x et y valant initialement 0 ; une transition t entre l’e´tat e1 et
l’e´tat e2 ; le code associe´ a` la transition t est x = 2 ; y = 3. L’e´tat pour lequel x == 2 et y == 0
n’est pas dans l’espace d’e´tats du mode`le.
Afin de garantir que le code du syste`me d’exploitation respecte l’atomicite´ du mode`le, nous
imposons les re`gles suivantes :
— Le code associe´ a` une transition correspond a` du code non interruptible du syste`me d’ex-
ploitation, ce qui garantie l’atomicite´.
— Si deux transitions de l’automate sont synchrones (au sens du produit synchronise´) alors
l’une de ces deux transitions n’a pas de code associe´. Le code du syste`me d’exploitation cor-
respondant au franchissement simultane´e de ces deux transitions est donc non interruptible
et ainsi respecte l’atomicite´.
Ainsi, les variables et le code du syste`me d’exploitation sont embarque´s dans le mode`le for-
mel. Modulo cette atomicite´, les e´tats du mode`le et du syste`me d’exploitation sont les meˆmes.
Un e´tat du programme du syste`me d’exploitation est atteignable si et seulement si il est attei-
gnable au niveau du mode`le et le mode`le contient tous les chemins qui pourraient eˆtre traverse´s
par le programme du syste`me d’exploitation durant son exe´cution.
Notre dernie`re hypothe`se est que toutes les variables sont entie`res et borne´es ce qui implique
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que l’espace d’e´tats du mode`le est fini. Nous obtenons ainsi le the´ore`me suivant :
The´ore`me 3.1. Notre mode`le complet (OS+application) contient tous (et seulement tous) les
chemins qui pourraient eˆtre traverse´s par le programme du syste`me d’exploitation pendant son
exe´cution pour cette application.
Trampoline est principalement e´crit en C et contient 174 fonctions pour un total de 4530
lignes de code. Le mode`le de Trampoline est compose´ de 75 automates finis e´tendus qui de´crivent
tous les services de Trampoline et toutes les fonctions de son noyau. Dans le mode`le, chaque
fonction de Trampoline est de´crite soit par un automate soit par une fonction. Une pre´sentation
exhaustive n’est pas envisageable faute de place. Dans cette partie nous pre´senterons quelques
mode`les de fonctions lie´s a` la gestion des taˆches.
3.1.1 Mode`le du service d’activation d’une taˆche
Lorsque l’application sollicite l’activation d’une taˆche, elle fait appel a` la fonction de l’API 2
ActivateTask. La figure 1(a) repre´sente le mode`le de cette fonction. Quand cette fonction est
appele´e, elle appelle a` son tour la fonction tpl activate task service (tpl activate task service!).
La variable lock kernel est utilise´e pour e´viter des appels simultane´s de service car cela n’est pas
permis dans Trampoline. Cette variable est e´galement utilise´e dans Trampoline pour la meˆme
raison. Lorsque cette variable est a` 0, cela signifie que le noyau est de´verrouille´ et qu’un appel
de service peut eˆtre effectue´. Si le noyau est verrouille´, elle passe a` 1 et aucun autre service ne
peut eˆtre appele´.
Quand la fonction tpl activate task service est appele´e, voir figure 1(c), le noyau est verrouille´
puis la fonction de bas niveau tpl activate task est appele´e. Pour de´crire l’appel de fonction, une
variable est associe´e a` chaque automate du mode`le. Cette variable permet la synchronisation de
l’exe´cution de l’automate appelant et de l’automate appele´. Ainsi quand un automate appelle
un autre automate, il met la variable associe´e a` l’automate appele´ a` 0 puis reste bloque´ (car la
variable est exprime´e comme e´tant une garde sur la transition suivante de l’automate appelant)
jusqu’a` ce que l’automate appele´ termine son exe´cution. A la fin de l’exe´cution de l’automate
appele´, la variable qui lui est associe´e est mise a` 1. Ensuite, l’automate appelant reprend son
exe´cution a` partir de l’e´tat ou` il e´tait bloque´. Cette re`gle a e´te´ e´tablie afin de permettre une
exe´cution se´quentielle des automates du mode`le et de de´crire fide`lement le comportement du
syste`me d’exploitation. Une fois appele´e, la fonction tpl activate task active la taˆche correspon-
dante et l’inse`re dans la liste des taˆches preˆtes. Cette liste est mode´lise´e par un tableau trie´
par ordre de priorite´. Si la fonction retourne E OK AND SCHEDULE, un re´-ordonnancement est requis.
Dans le cas contraire, la taˆche est simplement active´e. Si un re´-ordonnancement est ne´cessaire,
la fonction tpl schedule from running est appele´e, ainsi si la taˆche en cours d’exe´cution a une prio-
rite´ infe´rieure a` celle qui est nouvellement active´e, elle est pre´empte´e. A` la fin de l’exe´cution de
tpl activate task service le noyau se de´verrouille (lock kernel := 0) et un autre service peut eˆtre
appele´.
3.1.2 Mode`le du service de terminaison d’une taˆche
Quand une taˆche termine explicitement son exe´cution, elle fait appel a` la fonction d’API
TerminateTask, voir figure 1(b). Cette fonction appelle ensuite la fonction tpl terminate task service
(tpl terminate task service!).
Lorsque la fonction tpl terminate task service est appele´e, voir figure 1(d) elle de´cre´mente le
compteur d’activation de la taˆche correspondante (ActivateCount[run id]--) et appelle la fonction
2. Application Programming Interface: ensemble de fonctions qui sert de fac¸ade par laquelle un logiciel offre
des services a` d’autres logiciels.
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(a) ActivateTask (b) TerminateTask
(c) tpl activate task service (d) tpl terminate task service
Figure 1 – API et service d’activation et de terminaison d’une taˆche.
tpl terminate qui, termine l’exe´cution de la taˆche. La fonction tpl get proc est ensuite appele´e
pour extraire de la liste des taˆches preˆtes la taˆche ayant la plus haute priorite´. Cette taˆche est
alors ordonnance´e graˆce a` l’appel de la fonction tpl start.
3.1.3 Mode`le de l’ordonnanceur
Trampoline utilise un ordonnanceur a` priorite´s fixes pour le controˆle de l’exe´cution des
taˆches. L’ordonnanceur manipule la variable run id, qui me´morise l’identifiant de la taˆche en
cours d’exe´cution, et la liste des taˆches preˆtes. Cette liste est une liste de tables FIFO indexe´es
par niveau de priorite´. Chaque table FIFO contient les taˆches preˆtes en fonction de leur ordre
d’activation. Ainsi la taˆche ayant l’ordre d’activation le plus ancien sera en teˆte de liste. Suivant
cette structure, a` chaque re´-ordonnancement, la taˆche preˆte ayant la plus haute priorite´ est
extraite de la liste des taˆches preˆtes puis exe´cute´e par la processeur. Dans UPPAAL, nous
utilisons un tableau trie´ par ordre de priorite´ pour la description de cette liste. Des fonctions
impe´ratives e´crites dans le langage inte´gre´ a` UPPAAL sont utilise´es pour la gestion de cette
liste a` savoir tpl put preempted proc qui inse`re une taˆche pre´empte´e dans la liste, tpl put new proc
qui inse`re une taˆche nouvellement active´e dans la liste et tpl get proc qui extrait la taˆche preˆte
de plus haute priorite´ de la liste 3.
3.2 Processus de spe´cialisation
La spe´cialisation d’un syste`me d’exploitation en fonction d’une application consiste, a` partir
du syste`me d’exploitation complet, en la suppression de tout le code inutile pour son exe´cution
3. Il existe toujours au moins une taˆche active : la taˆche idle
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vis a` vis de l’application: Les services qui ne sont jamais utilise´s et le code qui n’est jamais
exe´cute´ au sein des services utiles sont supprime´s. Cela revient a` extraire du mode`le, l’ensemble
des chemins infaisables ou les e´tats inaccessibles. Un mode`le qui contient le strict ne´cessaire est
donc obtenu. Trois e´tapes sont pre´sente´es ci-dessous pour la re´alisation de cette spe´cialisation.
Elle est e´galement illustre´e a` la figure 4.
3.2.1 Mode´lisation
Dans cette premie`re e´tape, l’application est mode´lise´e et son mode`le est synchronise´ avec
celui du syste`me d’exploitation afin de former un syste`me complet qui de´crit le de´ploiement de
l’application sur le syste`me d’exploitation correspondant. A` partir du mode`le obtenu, il est pos-
sible de de´terminer l’ensemble des services utilise´s par l’application. Par exemple, conside´rons
le mode`le d’une application basique contenant deux taˆches:
TASK(Tache1)
{
ActivateTask(Tache2 );
Comp1 ();
TerminateTask ();
}
TASK(Tache2)
{
Comp2 ();
TerminateTask ();
}
Figure 2 – Code source d’une application basique. La taˆche 1 active la taˆche 2, effectue un
calcul et se termine. La taˆche 2 effectue un calcul et se termine.
(a) Mode`le de la taˆche 1 (b) Mode`le de la
taˆche 2
Figure 3 – Mode`le de l’application
Le mode`le, pre´sente´ a` la figure 3, de´crit comment les taˆches de l’application re´alisent les
appels de services du syste`me d’exploitation. Pour cet exemple, nous supposerons que la taˆche
2 a une priorite´ plus e´leve´e que la taˆche 1. Au de´marrage du syste`me d’exploitation, la taˆche 1
est active´e et ordonnance´e. Quand cette taˆche de´bute son exe´cution, la variable run id de´finie
dans le mode`le, contient l’identifiant de la taˆche en exe´cution. La taˆche 1 effectue alors un appel
de service du syste`me d’exploitation via la fonction d’API ActivateTask pour l’activation de la
taˆche 2. la variable TaskPar enregistre l’identifiant de la taˆche a` activer. La taˆche 2 est ensuite
inse´re´e dans la liste des taˆches preˆtes et un re´-ordonnancement est effectue´. Puisque la taˆche 2 a
une priorite´ plus e´leve´e que celle de la taˆche 1, elle la pre´empte pour commencer son exe´cution
et la variable run id enregistre son identifiant. Quand la taˆche 2 s’exe´cute, elle effectue un calcul
(comp2) et termine en effectuant un appel a` la fonction d’API TerminateTask. Enfin, la taˆche 1
reprend son exe´cution puis se termine.
3.2.2 Analyse d’accessibilite´
La formalisation de la spe´cialisation du syste`me d’exploitation constitue la seconde e´tape.
A` partir du mode`le complet obtenu lors de la premie`re e´tape, une recherche d’accessibilite´ est
effectue´e. Les e´tats inaccessibles sont marque´s et supprime´s du mode`le. Par conse´quent, un
mode`le spe´cialise´ ne contenant que les e´tats accessibles et les chemins faisables est obtenu.
Une ve´rification formelle peut eˆtre re´alise´e sur le mode`le spe´cialise´ avant la ge´ne´ration du code
source correspondant.
9
3.2.3 Ge´ne´ration de code
La ge´ne´ration du code source du syste`me d’exploitation spe´cialise´ a` partir de son mode`le
est la dernie`re e´tape. Pour chaque mode`le de service du syste`me d’exploitation spe´cialise´, le
code source correspondant est engendre´. Ainsi apre`s cette e´tape, le code source du syste`me
d’exploitation spe´cialise´ complet est engendre´ et peut eˆtre compile´.
Modèle complet 
du système
Modèle du 
système 
d'exploitation
Modèle de 
l'application
Analyse 
d'accessibilité
Élimination des 
chemins infaisables
Modèle complet du système
Modèle du 
système 
d'exploitation 
spécifique à 
l'application
Modèle de 
l'application
Générateur 
de code
Code source 
du système 
d'exploitation 
synthétisé
Véricateur 
de modèle
Propriétés
Preuve de 
correction
Modèle du 
système 
d'exploitation 
spécifique à 
l'application
Figure 4 – Processus de spe´cialisation du syste`me d’exploitation
4 Imple´mentation avec UPPAAL
Dans cette section, nous pre´sentons l’outil de´veloppe´ pour la spe´cialisation du syste`me d’ex-
ploitation ainsi que le processus de ve´rification mis en œuvre avec UPPAAL.
4.1 Outil de spe´cialisation et ge´ne´rateur de code
Deux outils ont e´te´ de´veloppe´s dans le langage Python pour re´aliser la spe´cialisation du
mode`le et engendrer le code source du syste`me d’exploitation. La figure 5 montre l’architecture
de ces deux outils.
Modèle UPPAAL (.XML) Modèle UPPAAL 
spécialisé (.XML)
Parseur XML
Vérificateur de modèle VerifyTA (Analyse 
d'accessibilité)
Suppression des états 
inacessibles
Générateur de Code api_kernel_function.c
api_function.c
os_kernel_function.c
Figure 5 – Outillage de synthe`se du mode`le et de ge´ne´ration de code
Outil de synthe`se du mode`le
L’outil de synthe`se utilise VerifyTA, le ve´rificateur de mode`le d’UPPAAL pour re´aliser la
synthe`se du mode`le du syste`me d’exploitation. Cet outil prend en entre´e le mode`le du syste`me
d’exploitation selon UPPAAL et ge´ne`re en sa sortie le mode`le synthe´tise´ du syste`me d’exploi-
tation.
Cet outil comprend:
— Un parseur XML qui permet la lecture du mode`le au format UPPAAL.
— Le ve´rificateur de mode`le d’UPPAAL VerifyTA pour effectuer la recherche d’accessibilite´ de
tous les e´tats du mode`le d’entre´e. En effet VerifyTA prend en entre´e un fichier qui est ge´ne´re´
par un script et qui contient tous les tests d’accessibilite´ des e´tats du syste`me d’exploitation,
puis ge´ne`re en sa sortie le verdict de chaque test d’accessibilite´.
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— Un bloc de traitement qui re´cupe`re les re´sultats de l’analyse d’accessibilite´ du mode`le et qui
engendre le mode`le de sortie qui ne contient que l’ensemble des e´tats accessibles du mode`le.
Ge´ne´rateur de code
Le ge´ne´rateur de code engendre le code source en C du syste`me d’exploitation en fonction
de son mode`le UPPAAL.
Le ge´ne´rateur de code prend en entre´e le mode`le au format UPPAAL et ge´ne`re des
fichiers C. Le fichier api function.c contient le code source des fonctions d’API, le fichier
kernel api function.c contient le code source des services et le fichier os kernel function.c contient
le code source des fonctions du noyau. Toutes ces fonctions sont celles qui sont ne´cessaires durant
l’exe´cution de l’application.
4.2 Ve´rification et certification
Le consortium OSEK/VDX a mandate´ la socie´te´ MBTech GmbH pour prendre en charge le
processus de certification OSEK/VDX. La certification consiste a` exe´cuter une suite de tests,
une se´rie d’applications OSEK/VDX, chaque test se concluant par un succe`s ou un e´chec. Histo-
riquement, cette suite de tests a e´te´ conc¸ue dans le cadre du projet europe´en MODISTARC [13].
Concernant le syste`me d’exploitation, un premier document [9] de´crit 250 cas de test environ.
Chaque cas de test correspond typiquement a` un appel de service dans des circonstances pre´cises
et a` sa conse´quence. Par exemple, les cas nume´ros 2 et 34 sont les suivants :
Cas Situation teste´e re´sultat attendu
2 Call ActivateTask() from non-preemptive
task on suspended basic task
No preemption of running task. Activated
task becomes ready. Service returns E OK
34 Call Schedule() from task. Ready task with highest priority is execu-
ted. Service returns E OK
Un second document [10] de´crit la proce´dure de test. Il s’agit de 37 se´quences de test qui
enchaˆınent jusqu’a` une vingtaine de cas de test.
En se fondant sur cette spe´cification, il est possible de construire, d’une part, un mode`le d’ap-
plication pour chaque se´quence de test, et d’autre part, un ou plusieurs observateurs permettant
de ve´rifier les proprie´te´s de chaque cas de test pre´sent dans la se´quence de test mode´lise´e. Par
exemple, la se´quence de test 2 est une application de 3 taˆches, t1 (priorite´ 1), t2 (priorite´ 2) et
t3 (priorite´ 3). La taˆche t1 est ready au de´marrage du syste`me d’exploitation et, en activant t2
puis t3, effectue 2 fois le cas de test nume´ro 2. Ensuite, en appelant Schedule(), elle effectue le
cas de test nume´ro 34. Le re´sultat attendu est que t2 et t3 deviennent ready sans pre´empter t1.
Puis, lors de l’appel a` Schedule(), t3, qui a la plus forte priorite´, s’exe´cute, puis t2. Enfin, t1
continue son exe´cution. La figure 6 pre´sente le mode`le de ces 3 taˆches.
La se´quence d’exe´cution attendue est mode´lise´e graˆce a` un observateur pre´sente´ a` la figure 7
et dont chaque transition est synchronise´e avec les transitions des taˆches. Si la se´quence attendue
est respecte´e, l’observateur atteint son e´tat final.
La proprie´te´ suivante est alors ve´rifie´e: AF obs.success. En d’autres termes  Tous les
chemins me`nent fatalement a` l’e´tat success de l’observateur .
Sur une version comple`te de notre OS (avec un mode`le de l’application appelant tous les
services) nous pouvons par cette approche appliquer l’ensemble des cas de test et remonter le
processus de certification OSEK/VDX sur notre mode`le.
Pour les versions spe´cialise´es de notre OS, nous pouvons au cas par cas certifier l’ensemble
des proprie´te´s implique´es par les services utilise´s pour cette spe´cialisation.
11
(a) t1
(b) t2 (c) t3
Figure 6 – Mode`le des taˆches de la se´quence de test 2.
Figure 7 – Observateur du mode`le.
5 E´tude de cas
Dans cette partie, nous pre´sentons la spe´cialisation de Trampoline a` travers deux exemples
d’applications.
5.1 Mise en pratique sur Trampoline
Application Server
Cette application utilise au total 7 fonctions d’API pour son exe´cution et contient 4 taˆches
de´finies comme suit:
— La taˆche 1 est une taˆche pe´riodique ayant une priorite´ e´gale a` 2. Elle est active´e
pe´riodiquement par l’interme´diaire d’une alarme. Elle active ensuite les taˆches 2, 3 et 4
et se met en attente des e´ve`nements ev1, ev2 et ev3. Quand l’un de ces e´ve`nements est rec¸u,
la taˆche 1 pre´empte la taˆche e´mettrice, puisqu’elle est plus prioritaire, et active ensuite la
taˆche qui a envoye´ l’e´ve`nement.
— Les taˆches 2, 3 et 4 sont ape´riodiques et ont toutes des priorite´s e´gales a` 1. Une fois active´es,
elles envoient respectivement l’e´venement ev1, ev2 ou ev3 et terminent leurs exe´cutions.
Application Periodic
Cette application utilise au total 2 fonctions d’API pour son exe´cution et contient 2 taˆches
de´finies comme suit:
— La taˆche 1 est une taˆche pe´riodique ayant une priorite´ e´gale a` 1. Elle est active´e par une
alarme, effectue un calcul et termine son exe´cution.
— La taˆche 2 a une priorite´ e´gale a` 2 et est active´e une seule fois par une alarme. Une fois
active´e, elle annule l’alarme responsable de l’activation de la taˆche 1 et termine ensuite son
exe´cution.
Une ope´ration de spe´cialisation de Trampoline a e´te´ faite pour ces deux applications. Le code
source ge´ne´re´ a e´te´ compile´ pour un microcontroˆleur NXP LCP2294 avec un cœur ARM7TDMI
de 32 bits. Le tableau 1 compare les tailles de code binaire pour les deux applications. Chaque
valeur dans le tableau correspond a` la taille du syste`me d’exploitation compile´ a` partir de son
mode`le (colonne 2) et le code original de Trampoline compile´ (colonne 3). Le jeu d’instructions
de la cible est le jeu d’instructions de l’architecture ARM 32 bits.
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Table 1 – Comparaison des tailles des binaires du syste`me d’exploitation entre le code engendre´
a` partir du mode`le spe´cialise´ et le code original de Trampoline
Application Code de Trampoline spe´cialise´ Code original de Trampoline
Server 9.5 ko 14.8 ko
Periodic 7.6 ko 14.8 ko
A partir de ce tableau, nous remarquons qu’une optimisation tre`s importante a e´te´ faite sur
le code de Trampoline en fonction des deux applications. Pour l’application server, l’analyse
d’accessibilite´ a pris au total 216,5 secondes tandis que le temps e´coule´ pour celui de l’application
periodic n’a pris que 14,2 secondes. Cette diffe´rence se caracte´rise par l’ordre de grandeur des
diffe´rentes applications car plus l’application est grande, plus l’espace d’e´tats est grand et plus
l’exploration de l’espace d’e´tats prend du temps.
5.2 Re´sultat de la ve´rification
Quelques ve´rifications ont e´te´ effectue´es, a` titre d’exemple, avant la ge´ne´ration du code
source afin de garantir certaines proprie´te´s. La ve´rification a e´te´ e´tablie pour les deux ap-
plications pre´ce´dentes. Les proprie´te´s ont e´te´ spe´cifie´es en CTL (Computation Tree Logic).
Rappelons que les automates UPPAAL mode´lisant les services de l’OS ne laissent pas le temps
s’e´couler afin de correspondre a` un mode`le non temporise´ pour les proprie´te´s AF et AG. Le
tableau 2 montre le re´sultat obtenu suite a` cette ve´rification.
Table 2 – re´sultats de la ve´rification
Server Periodic Spe´cification des proprie´te´s
P1 True True AG not deadlock
P2 False False EF terminate.tpl 4 and (State[run id]!= SUSPENDED and
State[run id]!= READY AND NEW)
P3 True True (State[i] == READY AND NEW) −→ run id == i
La proprie´te´ 1 signifie qu’aucun blocage n’est pre´sent dans le syste`me. Cette proprie´te´ est
ve´rifie´e pour les deux applications. Par conse´quent nous pouvons garantir que le syste`me peut
s’exe´cuter inde´finiment sans blocage.
La proprie´te´ 2 indique que lorsqu’une taˆche termine son exe´cution en faisant appel a` la
fonction d’API TerminateTask elle passe dans un e´tat autre que les e´tats SUSPENDED et READY AND NEW.
le re´sultat nous montre que cette proprie´te´ est fausse, ainsi nous pouvons conclure que lorsqu’une
taˆche termine son exe´cution, elle passe soit dans l’e´tat SUSPENDED, soit dans l’e´tat READY AND NEW.
Ce dernier cas se produit lorsqu’une taˆche est active´e de nouveau alors que sont exe´cution
actuelle n’est pas termine´e.
La proprie´te´ 3 signifie que quand une taˆche est preˆte (READY), elle est toujours exe´cute´e par le
processeur et nous remarquons que cette proprie´te´ est bien ve´rifie´e pour les deux applications.
6 Conclusion
Dans cet article, nous avons propose´ une me´thode pour la ge´ne´ration automatique de
syste`mes d’exploitation spe´cialise´s a` partir d’une mode´lisation formelle par un produit d’auto-
mates finis e´tendus avec des variables. Cette approche consiste a` e´tablir a` la fois un mode`le
formel du syste`me d’exploitation embarquant son flot de controˆle, ses variables et les se´quences
d’instructions manipulant ces variables, et de l’application. Ces deux mode`les sont compose´s
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pour en former un plus complet qui de´crit le de´ploiement de l’application sur le syste`me d’ex-
ploitation. En effectuant une analyse d’accessibilite´, tous les chemins infaisables et e´tats inac-
cessibles du mode`le (et donc du syste`me d’exploitation) sont supprime´s.
A` partir de ce mode`le spe´cialise´, le code en C correspondant est engendre´ au moyen d’un
ge´ne´rateur de code. Pour la re´alisation de notre approche, nous utilisons UPPAAL qui permet
la mode´lisation, la ve´rification et la validation des syste`mes temps re´el. Cette approche permet
la ve´rification, voire la certification, de la correction du syste`me d’exploitation ge´ne´re´ a` partir
de son mode`le. Comme application, nous avons choisi le syste`me d’exploitation Trampoline et
des re´sultats encourageants ont e´te´ obtenus.
Les travaux futurs visent a` e´tendre notre me´thode sur le mode`le de la version multi-cœur
de Trampoline.
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