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the entire state space. Once this generation procedure has been carried out, it is not difficult to obtain bounds on various performance measures for the system [5] . An attractive feature of this approach is that lower and upper bounds can be generated at each step, and the whole process of generating states in nonincreasing order can be continued until the bounds become sufficiently close.
Li and Silvester discussed the application of this approach to several performance measures arising in the analysis of computer networks. They provided an O(n2k + nk log k) algorithm for generating the k most probable states of a system with n components, where k must be specified in advance. An improved algorithm, that does not require k to be specified in advance, was subsequently given by Lam and Li [4] . This algorithm, with an O(nk + k log k) time complexity, provides an order of magnitude improvement over the previous procedure.
Rather surprisingly, there is an elegant algebraic structure (a distributive lattice) underlying the state space, as discussed in Section 2. This structure can be exploited to produce an algorithm for generating the most probable states of the system in order, without the need to examine the entire state space. Section 3 discusses the details of this algorithm and compares it to the method given in [4] . In addition, the worst-case computational complexity of the algorithm is shown to t-e related to a certain algebraic invariant of the lattice. Computational result: with implementations of the various algorithms are described in Section 4.
Structure of the state space
ConsiEcr a system with n failure-prone components 1,2, . . . , n, assumed to fail independently of one another. Suppose that component i is found in the operational mode with probability p,, and in the failed mode with probability qi = 1 -pi. Without loss of generality it can be assumed that each pi z+, since otherwise the analysis can proceed using 1 -pi in place of pi. Also we will number the components from least reliable to most reliable, giving Consequently, the ratios Ri = qi/pi are placed in nonincreasing order:
Each state of the system corresponds to a subset X of the set of components {1,2,..., n > r where the elements of X represent the failed components occurring in that state. The slate space, containing all states for n components, is denoted by S= $, where ISI = 2". Assuming independent failures, each state XE S has probability p(X) given by (3) where R(X) is the R-value of state X. The speciai case when X = 0 (that is, when all st components are operational) is assigned the R-value 1, consistent with equation
The objective here is to generate the states X in order of nonincrzasing probability p(X). It will be seen that simply knowing the ordinal information conveyed by (1) provides considerable information about the relative probabilities of the various states. To clarify this connection, we define, for any two states Xi,XjE S, the order relation Xi IXj if p(Xi) ZP(Xj) holds for all values P,,~ satisfying (1). It is then straightforward to show the following. We can represent this partMy ordered set (S, 2) as a (directed) graph in which each state XE S corresponds to a node of the graph. If state X = {i ], iz, . . . , ik > E S, where i, <i2< l _ <ik, then the associated node is labeled ilia4k. The distinguished state X = 0 corresponds to node 0. If Xi ZXj holds, then an arc is drawn betwecn the corresponding two nodes in the graph.
Note that by equation (3) comparing p(Xi) with P(Xj) for all pill satisfying (1) is equivalent to comparing R(Xij with R(Xj) for all R,,, satisfying (2), so that the ordering of R-values in (2) completely determines the arcs of this graph. For example, consider the partially ordered set (S3, 2). An arc extends from node 2 to node 13 in this graph, since Rpz R3 L R1R3. The graph of the partially ordered set (S3, 2) can be displayed more clearly by removing all arcs that are implied by transitivity, yielding its Hasse diagram, shown in Fig. 1 .
In general, the Hasse diagram for n components is comprised of 2" nodes, one for each state of the system. The 2" nodes are arranged into n + 1 levels such that levelj, forj=O,..., n, contains (1) nodes. Each node on level j corresponds to a state with exactly j failed components. The arcs of the Hasse diagram can be separated into two dif'.-rent categories: arcs within a given level and arcs between two consecutive levels. Within each level j (j = 1, . . . , n -1), an arc extends from node k, •~~ ki_lki l **kj to node kl l *mki_rki+l***kj provided kj+ 1 and ki+l are distinct and ki + 1 I tz. Between two consecutive levels j and j + 1 (j = 0, l m. , n -I), an arc extends from each node k,k-, --• kj on level j, with kl f , to the node lkik2 l m* kj on level j+ 1.
An interesting feature of the Hasse diagram based on n ~2 car * Bonents is that it contains two copies of the Hasse diagram on n -1 components. C 01 e of the copies is comprised of all nodes in which component n is operating: this :*jpy is an exact duplicate of the Hasse diagram for the n -1 component system. 7'H* e second copy contains all nodes in which component 11 has failed. The labels in Eis copy simply have the integer n adjoined to the end of each label in the first copy ! is straightforward to verify that there are 2)' -' arcs joining these two copies. Th : Hasse diagram of the 3 component system shown in This same partially ordered set (S,,, 2) arises in other con e%ts [6, 7, 9] , and known properties of this structure are now briefly mentioned. S \yzral of these will be useful in the subsequent discussions of Section 3. First, the p .f-Gaily ordered set forms a special type of lattice, a distributive lattice [9] . Moreo zr, the lattice can be ranked: namely, its nodes can be decomposed into subsets PO, PI, . . . , P,,, such that arcs of the Hasse diagram only join nodes in consecutive s :ts Pt;. The rank of any node is simply the sum of the integers comprising its labe . Thus, node 0 has rank 0, node 12 l .a n has rank +n(n + l), and so the lattice has 3 height (maximum rank) h = +n(n + 1).
In an n component system with height h, let I' = (rO, rl, . . . , r ; be its rank vector, with ri= 1 PiI signifying the number of nodes having rank i. P Y shown in [6, 9] , the rank vector is symmetric and unimodal. For example, the I-z: se diagram for a 3 component system has h =6 and the rank vector Y = (1, 1, 1, ' . ;, 1,l).
An algorithm for sate generatioiu
Bncc the state spa 7.: has been identified as d partially ordered set, it is not dit ficuh to formulate an algorithm for generating, in order, the most probable states of the system. This section describes an algorithm, which concepiually works on the Hasse diagram, and thy-. -4 compares it to existing procedures for solvkg this problem. We also examine a worst-case upper bound on the complexity of our algorithm, which is related to a certain invariant of the underlying partial order.
In the Hasse diagrarr for a partially ordered set, let the indegree of a node be the number of nodes (o' ,-edecessors) that cover the given node: i.e., the number of arcs entering that node in the Hasse diagram. Any (finite) partially ordered set contains at least one node with indegree 0. In oatr particular case, (S,!,z) contains a single such node (namely, node 0), and it corresponds to the most probable state of the system. When this node is removed from the Hasse diagram, there wrll be at least one node in the reduced Hasse diagram with indegree 0. More generally, when the first k most probable nodes have been removed from the Ha ,se diagram, there will remain some set C of nodes having indegree 0 in the reduced Hasse diagram. Any two such rlodes (states), X, YE C must be incomparable in the original partial order. All such nodes are thus candidates for selection as the next most probable state. The partial information embodied in (1) is not sufficient to completely order the probabilities of the states represented in C. However, by comparing Rvalues of the candidates, the next most probable state (selected from C) can be determined.
The general idea of the +yw-tk-~ -_. La. is to at each step remove from C a node X with largest R-value and then update the candidate set C, since the removal of X (including its arcs) may create new nodes with indegree 0. Namely, any successors Y of X (having X as a predecessor) will have their indegree reduced by 1. In order to avoid scanning the entire partial order, it is useful to maintain an "active set" A, which contains those nodes in the Hasse diagram having a predecessor that has already been removed from the Hasse diagram. A node is transferred from the set A to the candidate set C whenever its indegree becomes 0. This process of successively removing nodes from C and updating the relevant sets can be continued until a!! states in Sn have been generated in order. More typically, however, the process is continued until some stopping criterion is satisfied. For example, termination may be governed by achieving some desired coverage II of the state space; the coverage is defined as the sum of the probabilities of the most probable states generated so far [5] .
The procedure described above yields the foilowing algorithm GENERAT for identifying the most probable states in orde of (nonincreasing) probability.
Algorithm GENERATE
Input: Number of components (n), coverage desired (n), and component probabilities (pi, . . . , p,) ordered as in ( 1).
Orrtput: States in order of nonincreasing probability until the specified coverage is obtained.
Step 1. [Initialization] C: = (0); A: =0; sum: =O; Step 2. [Iterative loop] while (sum < 7~) do
Step 2.1. delete the node XE C having the largest R-value;
Step 2.2. sum: = sum+p(X); output X;
Step 2.3. find successors of X, place them on A (if not already present) and update their indegrees; Step 2.4. remove all nodes with indegree 0 from A and place them on C;
We now establish some properties of the sets used in the algorithm above. Let D denote the set of elements deleted from the partially ordered set at some step of the algorithm. Thus the states in D have already been correctly generated in order. The In our implementation of algorithm GENERATE, the candidate set C is maintained as a heap [S] ; this allows selection and deletion of the most probable node from C (Step 2.1 j to be done in time logarithmic in the size 1 C 1 of the current candidate set. Suppose a total of k nodes (states) have been output when the algorithm terminates. The total number of insertions into C (Step 2.4) minus the total number of deletions from C equals the final size of C, which by Theorem 3.2 is at most k. Since there are exactly k deIetions from C, at most 2k insertions are required into the heap, and thus Step 2.4 takes at most O(k log ICI) operations. In addition, we use a hash table to maintain the active set A. While the insertion and/or location of an element in a hash table can be expensive in the worst case, on average these operations can be carried out in constant time [l] . Since there will be at most O(n) successors of a given node, Step 2.3 requires O(nk) work on average. The average computational complexity of algorithm GENERATE can then be expressed as O(nk+ k log m), where m is the maximum size of the heap occurring during execution of the algorithm.
By Theorem 3.2, we are assured that I C / is in general less than k, and so a (weak) upper bound on m is k. As a matter of fact, the algorithm ORDER of Lam and Li uses a heap whose typical size is k, yielding the k log k term in their complexity estimate O(nk + k log k). Thus, the proposed algorithm might provide some advantages over that given in [4] with respect to both computational effort and storage, since our candidate set is (even in the worst case) smaller than the corresponding candidate set used in the algorithm of Lam and Li. In order to get a sense of the difference between the sizes of these sets in practice, we show the results of running both algorithms on a small example, having pl = 0.55, p2 = 0.6, p3 =0.7, p4 =0.8, p5 = 0.9. Table 1 shows for this example (run until a coverage of II = 0.90 is achieved) the sizes of the respective candidate sets along with the most probable state output at PaLh iteration. The candidate set for GENERATE here stays much smaller than the corresponding set used by ORDER. Moreover, the active set required for GENERATE in this example attained a maximum size of 4, still quite small. This finding, that the candidate set in GENERATE stays quite modest in size, is confirmed by the empirical results presented in Section 4.
The computational complexity of algorithm GENERATE, both theoretically and empirically, is determined in large part by the effort needed to process the candidate set C. While Theorem 3.2 provides the upper bound k = ID 1 on the maximum size of the set C, we now explore an alternative upper bound related to the structure of the partially ordered set (Sn, 2).
An important observation, made earlier, is that all elements in C must be incomparable in the partial order, since they all have indegree 0 in the reduced Hasse diagram. In other words, the elements of C form an antichain in the partially ordered set: a set of mutually incomparable elements in the partial order. Thus, an upper bound on the maximum size II? of C is the size ~1 of the largest antichain in (S,,, Z )* Stanley [9] and Proctor [6, 7] have studied in other contexts this same partially ordered set, and have demonstrated some rather deep results concerning its structure. Specifically, the elements of the partially ordered set can be partitioned into sets Pi of rank i. Moreover, the partially ordered set is Qerner, meaning that the size of the largest antichain is the same as the maximum size of the sets Pi. Since the partially ordered set is rank unimodal and rank symmetric, a maximum-sized antichain occurs for a set Pi at the half-height 6 of the lattice: namely, at rank 6 = L+h J = I+?@ + 1) J.
As a result, we obtain an upper bound p = 1 Pii 1 on the maximum possible size of the candidate set. Since the rank of a node iliZ G, is simply the sum of its constituent integers ij, another way of expressing this upper bound p is as the number of partitions of the integer 6 into distinct parts, none of which exceed n. Equivalently ~1 is the coefficient of x6 in the generating function (1 +x)(1 +x2)(1 +x3)*=(1 +x").
Computational results
In this section, we assess the empirical computational complexity of state generation algorithms. First it should be pointed out that if all pi = +, then every state has equal probability and in order to generate coverage proportion n that same proportion of the system states needs to be generated. In this case there is little point in employing state generation techniques. However, if the system components are reasonably reliable, then a relatively small proportion of the system states accounts for a large proportion of the total prtibability. To illustrate this fact suppose for simplicity that all components have the common probability pi = p. Table 2 displays the percent of states that need to be generated (in most probable order) to achieve 7t = 0.90. For example, in a 25 component system with p = 0.9, only 0.045% of the system states need to be generated to achieve the specified coverage. As seen in the table, this proportion dramatically decreases as n and p increase. Thus there is hope for being able to approximate the performance of binary systems if the individual components are sufficiently reliable. Fortunately this is frequently the case in practice and the empirical results reported here will study such systems.
In our computational study, the number of components n = 5,6, . . . ,20 and the component probabilities (not necessarily identical) are randomly selected from the interval [O. 85,0.995] . The set of pi's defining the n -1 component system is a subset of the set of pi's for the n component system. All of the experimental data were obtained using implementations of the algorithms in Pascal, run on a Macintosh Plus microcomputer. Figure 3 compares the maximum size of the candidate sets required by the two generation algorithms GENERATE and ORDER for 71 = 0.90 coverage. It is seen that the candidate set for GENERATE remains quite manageable in size, whereas that for ORDER grows rapidly with n. As a result, the heap operations are more expensive with the latter algorithm. Figure 4 compares the total storage requirements of both algorithms; in the case of GENERATE, this total includes the (maximum) storage for both C and A. In terms of overall space efficiency, then, GENERATE is more economical than ORDER. This can be an important practical consideration, because of potential limitations on available storage imposed by the growth of the state space with n. The empirical time complexity of the algorithms is shown in Fig. 5 , which displays the CPU time (in seconds) required for the test problems of different sizes n. The superiority of GENERATE over ORDER is clearly evident in these test problems.
It is important to stress that all algorithms for generating most probable states face an explosive growth of the state space with n. As a result, the applicability of such algorithms is probably limited to about 30-35 components, still an advance over existing approaches for calculating exact performance measures in general stochastic networks. In fact, there are no general methods known for approximating such performance measures that operate in polynomial time [2] . Therefore, an empirical assessment of algorithms, as that carried out here, is more appropriate than comparison based on asymptotic worst-case behavior.
Conclusions
The objective of this paper has been to describe how the identification of an underlying discrete structure aids considerably in understanding a certain problem arising in reliability analysis. Specifically, being able to place the components in order of nondecreasing reliability provides a good deal of information about the relative probability of states in the state space. In addition, this algebraic viewpoint leads quite naturally to an algorithm based on the Hasse diagram for generating the states in order. It is of interest that the analysis of this derived algorithm itself is aided by studying the maximum-sized antIchain in the lattice. Computational results are presented to complement the theoretical findings, and they indicate that the algorithm described here is reasonably effective in practice, offering storage and speed improvements over existing approaches.
