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Abstract	  	  The	  popularity	  of	  Social	  Networks	  during	  the	  last	  years	  has	  caught	  the	  attention	  of	  cybercriminals	  for	  the	  distribution	  of	  Spam	  and	  malicious	  contents.	  In	  order	  to	  do	  that,	  they	  create	  fake	  profiles	  to	  send	  spam	  messages	  to	  legitimate	  users,	  leading	  to	  fraud	  or	  malware	  campaigns.	  Sometimes	  cybercriminals	  use	  stolen	  accounts	  of	  legitimate	  users	  to	  send	  these	  malicious	  messages.	  	  	  The	  goal	  of	  this	  work	  is	  to	  use	  information	  available	  for	  any	  user	  to	  detect	  malicious	  profiles	  in	  Twitter,	  the	  second	  most	  popular	  Social	  Network	  in	  the	  world.	  Also	  we	  explore	  the	  possibility	  of	  distinguishing	  into	  different	  kind	  of	  malicious	  profiles:	  spammers	  and	  hacked	  accounts.	  	  We	  show	  how	  it	  is	  possible	  to	  obtain	  a	  set	  of	  features	  derived	  from	  the	  public	  information	  available	  in	  order	  to	  correctly	  classify	  malicious	  and	  clean	  profiles	  with	  a	  success	  rate	  over	  90%.	  We	  show,	  also,	  how	  the	  same	  method	  could	  be	  used	  to	  detect	  hacked	  profiles	  with	  similar	  results.	  Based	  on	  these	  results,	  we	  propose	  a	  global	  system	  that	  could	  use	  both	  local	  and	  global	  information	  for	  improved	  results	  in	  the	  detection	  of	  malicious	  profiles.	  	  The	  document	  is	  organized	  as	  follows:	  	  	  	  
- The	  Introduction	  section	  analyzes	  the	  role	  of	  Social	  Networks	  and	  the	  success	  of	  Twitter.	  	  
- The	  Definition	  of	  the	  problem	  section	  gives	  some	  insight	  into	  fraud	  in	  Social	  Networks,	  State	  of	  the	  art	  for	  detection	  systems	  and	  the	  goals	  for	  our	  analysis.	  	  
- In	  the	  Technical	  Development:	  data	  gathering	  section	  we	  describe	  the	  difficulties	  in	  gathering	  the	  needed	  data,	  the	  developed	  system	  and	  restrictions	  of	  the	  model.	  	  
- The	  Experimental	  results	  and	  evaluation	  section	  describes	  the	  set	  of	  experiments	  performed	  and	  analyzes	  the	  main	  results	  both	  for	  classifying	  between	  clean	  and	  malicious	  profiles,	  and	  between	  spammers	  and	  hacked	  profiles.	  	  
- The	  Discussion	  section	  analyzes	  the	  main	  conclusions	  and	  future	  work	  derived	  from	  the	  analysis.	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1. Introduction	  	  The	  term	  social	  networking	  is	  associated	  with	  forming	  connections	  with	  other	  people	  using	  the	  Internet.	  Social	  Networking	  can	  be	  considered	  as	  one	  of	  the	  most	  successful	  innovations	  in	  the	  Internet	  for	  the	  last	  10	  years,	  and	  definitely	  one	  of	  the	  most	  widely	  adopted.	  	  As	  a	  reflection	  of	  its	  popularity,	  currently	  there	  are	  more	  than	  200	  well-­‐known	  social	  networking	  services,	  and	  thousands	  of	  not-­‐so-­‐popular	  ones.	  	  
	  
Figure	  1	  Some	  popular	  social	  networks	  Social	  Network	  services	  are	  usually	  built	  around	  some	  topic	  or	  area	  of	  interest	  for	  the	  users	  such	  as	  job	  hunting,	  online	  dating,	  sharing	  pictures	  or	  just	  connecting	  friends.	  Some	  of	  these	  social	  networks	  have	  become	  extremely	  popular.	  Currently	  there	  are	  13	  of	  them	  with	  more	  than	  100	  million	  active	  users	  
(Wikipedia1):	  	  
	  
Figure	  2	  Social	  Networks	  with	  more	  than	  100	  M	  users	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  We	  can	  see,	  however,	  how	  the	  number	  of	  users	  in	  the	  top	  200	  social	  networking	  sites	  follows	  a	  long	  tail	  distribution	  where	  top	  20	  social	  networks	  take	  more	  than	  80%	  of	  the	  total	  number	  of	  users	  (Source	  for	  number	  of	  users:	  (Wikipedia2))	  	  
	  
Figure	  3	  Distribution	  of	  users	  in	  Social	  Networks	  	  It	  is	  not	  easy	  to	  clearly	  determine	  the	  popularity	  of	  a	  Social	  Network.	  Usually	  the	  number	  of	  active	  accounts	  is	  the	  most	  popular	  metric,	  however	  it	  is	  a	  good	  idea	  to	  crosscheck	  this	  information	  using	  alternative	  criteria	  because	  the	  number	  of	  accounts	  may	  be	  artificially	  inflated.	  One	  of	  the	  alternative	  metrics	  we	  may	  use	  is	  the	  traffic	  generated	  by	  Social	  Network´s	  websites,	  as	  they	  are	  usually	  associated	  with	  the	  services	  they	  offer	  to	  their	  users.	  These	  are	  the	  tops	  15	  Social	  Networks	  using	  these	  criteria	  according	  to (ebizMba).	  	  
Ranking	   Social	  Network	  1	   Facebook	  2	   Twitter	  3	   LinkedIn	  4	   MySpace	  5	   Google	  Plus	  6	   DeviantArt	  7	   LiveJournal	  8	   Tagged	  9	   Orkut	  10	   CafeMom	  11	   Ning	  12	   Meetup	  13	   myLife	  14	   Badoo	  15	   MeetMe	  	  If	  we	  take	  a	  look	  to	  the	  most	  popular	  Social	  Networks	  over	  countries	  according	  to	  the	  traffic,	  Facebook	  is	  again	  the	  most	  popular	  Social	  Network	  in	  126	  out	  of	  137	  countries.	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Figure	  4	  Most	  popular	  Social	  Networks	  by	  country.	  Source:	  (Vincos)	  Seems	  that	  the	  first	  place	  in	  popularity	  by	  both	  traffic	  and	  number	  of	  active	  users	  is	  clearly	  for	  Facebook.	  According	  to	  (theNextWeb),	  which	  is	  based	  on	  Google	  Trends	  for	  Websites,	  Twitter	  is	  struggling	  for	  the	  second	  position.	  	  By	  the	  popularity	  reached	  by	  these	  services	  during	  the	  last	  years	  it	  is	  easy	  to	  infer	  how	  Social	  Networks	  have	  achieved	  a	  very	  significant	  relevance	  in	  changing	  human	  interaction	  habits.	  According	  to (SocialNetworkingWatch),	  39%	  of	  Americans	  spend	  more	  time	  socializing	  online	  than	  face-­‐to-­‐face.	  We	  can	  see	  a	  clear	  hint	  of	  these	  new	  habits	  given	  the	  great	  success	  of	  online	  dating	  sites	  or	  the	  use	  of	  LinkedIn	  for	  job	  seeking	  as	  almost	  the	  only	  source	  for	  headhunters	  in	  some	  areas	  such	  as	  technology.	  	  But	  where	  we	  can	  see	  the	  real	  impact	  of	  Social	  Networks	  is	  in	  the	  number	  of	  users.	  According	  to	  (ITU),	  more	  than	  1	  billion	  human	  beings	  use	  services	  offered	  by	  Social	  Networks	  on	  a	  regular	  basis.	  From (internetWorldStats)	  we	  get	  that	  there	  are	  2,267,233,742	  people	  connected	  to	  the	  Internet,	  meaning	  that	  around	  45%	  of	  Internet	  users	  are	  currently	  using	  Social	  Networks.	  	  	  We	  can	  see	  how	  the	  time	  that	  people	  spend	  on	  Social	  Networks	  grows	  up	  year	  after	  year,	  according	  to	  (SocialMediaToday):	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Figure	  5	  Time	  spent	  on	  Social	  Networks	  	  When	  it	  comes	  to	  business,	  (Gartner)	  estimates	  that	  Social	  media	  revenues	  (including	  social	  games)	  will	  reach	  USD	  16.9B	  in	  2012,	  half	  of	  this	  revenue	  to	  come	  from	  advertising.	  	  	  Previously	  we	  have	  seen	  who	  are	  the	  big	  players	  when	  it	  comes	  to	  Social	  Networks,	  being	  Facebook	  the	  most	  important	  one.	  However	  Twitter	  is	  probably	  the	  second	  most	  important	  Social	  Network	  and	  is	  growing	  up	  quicker	  than	  the	  others	  except	  Facebook,	  according	  to	  (iLead).	  	  	  
	  
Figure	  6	  Social	  Networks´	  growth	  rate	  	  Twitter´s	  simplicity	  is	  its	  main	  attraction	  along	  with	  its	  immediacy	  in	  breaking	  news	  about	  new	  events.	  The	  main	  reason	  people	  use	  Twitter	  is	  because	  of	  its	  interesting	  content,	  which	  is	  inherently	  bound	  to	  the	  limitation	  up	  to	  140	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characters	  per	  message.	  Every	  day	  175	  M	  messages	  are	  sent	  and	  1	  M	  new	  accounts	  are	  added	  to	  Twitter.	  	  	  We	  should	  take	  into	  account	  how	  the	  use	  of	  new	  devices	  is	  changing	  the	  way	  that	  users	  interact	  with	  Social	  Networks.	  The	  simplicity	  of	  Twitter	  makes	  it	  an	  appealing	  application	  to	  use	  with	  devices	  such	  as	  smartphones	  and	  tablets,	  where	  it	  is	  not	  so	  easy	  to	  type	  long	  messages.	  According	  to	  (techCrunch)	  26%	  of	  US	  consumers	  access	  Social	  Networks	  using	  mobile	  devices.	  	  	  All	  in	  all	  we	  see	  how	  Social	  Networks	  have	  become	  a	  cornerstone	  of	  the	  Internet.	  Almost	  half	  of	  Internet	  users	  are	  using	  the	  services	  the	  offer,	  representing	  a	  billion	  people.	  The	  second	  Social	  Network	  when	  it	  comes	  to	  number	  of	  users	  is	  Twitter.	  Its	  simplicity	  is	  its	  main	  weapon,	  forcing	  users	  to	  be	  concrete	  and	  avoiding	  an	  unnecessary	  amount	  of	  noise,	  fact	  highly	  appreciated	  in	  a	  world	  where	  over-­‐information	  is	  a	  big	  problem.	  The	  increment	  in	  the	  use	  of	  new	  devices,	  where	  typing	  is	  not	  so	  easy,	  helps	  pushing	  Twitter	  into	  a	  bright	  future.	  	  	  
a. What	  is	  Twitter	  (in	  a	  nutshell)?	  	  Twitter	  is	  a	  social	  network	  designed	  as	  an	  information	  sharing	  service	  that	  allows	  users	  to	  exchange	  messages	  up	  to	  140	  characters.	  These	  messages	  are	  known	  as	  tweets.	  	  Twitter	  allows	  unidirectional	  relationships	  among	  users.	  This	  results	  in	  users	  
following	  (known	  as	  followers)	  other	  users	  (known	  as	  friends,	  this	  is,	  the	  users	  a	  given	  user	  follows).	  	  If	  user	  A	  à	  B,	  we	  define	  the	  relationship	  as	  A	  follows	  B,	  A	  will	  become	  a	  follower	  of	  B	  and	  B	  will	  be	  in	  the	  list	  of	  friends	  for	  A.	  Followers	  receive	  any	  tweet	  (message	  up	  to	  140	  characters)	  sent	  from	  their	  friends.	  It	  is	  possible	  to	  mention	  users	  by	  including	  @receiver	  in	  the	  body	  of	  the	  message.	  In	  this	  case,	  receivers	  will	  receive	  the	  message	  even	  if	  they	  are	  neither	  friends	  nor	  followers	  of	  the	  sender.	  It	  is	  also	  possible	  for	  a	  user	  to	  send	  private	  messages,	  known	  as	  direct	  messages,	  to	  any	  of	  her	  followers.	  Twitter	  is	  designed	  as	  a	  microblogging	  service	  showing	  all	  this	  data	  openly.	  Anyone	  can	  browse	  any	  user´s	  profile	  and	  check	  her	  tweets	  and	  relationships	  unless	  the	  user	  requested	  this	  data	  to	  be	  private.	  Direct	  messages	  are	  not	  public.	  The	  percentage	  of	  private	  accounts	  is	  not	  disclosed	  by	  Twitter,	  however	  they	  are	  a	  clear	  minority.	  It	  is	  popular	  for	  Twitter	  users	  to	  share	  URLs	  with	  friends	  via	  tweets,	  usually	  using	  URL	  shortening	  services	  to	  reduce	  the	  length	  of	  these	  URLs	  (remember	  
tweets	  can	  only	  be	  140	  characters	  long).	  	  Users	  usually	  tag	  their	  tweets	  by	  the	  use	  of	  #tags	  inside	  the	  text.	  This	  allows	  to	  easily	  adding	  some	  semantic	  information	  to	  them	  and	  the	  creation	  of	  trends	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among	  the	  users	  of	  the	  Social	  Network.	  According	  to	  the	  number	  of	  tweets	  using	  common	  tags,	  Twitter	  creates	  a	  ranking	  known	  as	  trending	  topics	  in	  real	  time	  showing	  the	  most	  popular	  tags.	  It	  is	  very	  popular	  for	  users	  to	  resend	  tweets	  they	  find	  especially	  interesting.	  Usually	  they	  just	  resend	  the	  tweet	  as	  they	  get	  it,	  or	  add	  some	  minor	  additional	  information.	  This	  is	  known	  as	  retweeting.	  Retweeting	  helps	  speeding	  up	  the	  creation	  of	  trending	  topics,	  all	  in	  all	  making	  Twitter	  incredible	  quick	  for	  viral	  spreading	  of	  information.	  According	  to	  the	  data	  available,	  at	  April	  2012,	  Twitter	  has	  over	  500	  million	  active	  users	  that	  generate	  over	  170	  million	  tweets	  daily	  (Bullas).	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2. Definition	  of	  the	  problem	  and	  goals	  	  This	  section	  gives	  information	  about	  fraud	  in	  Social	  Networks	  and	  Twitter,	  and	  shows	  case	  study	  to	  illustrate	  the	  problem.	  Then	  we	  analyze	  how	  other	  works	  have	  approached	  this	  problem	  in	  the	  past	  and	  we	  define	  the	  goals	  of	  our	  analysis	  taking	  all	  this	  information	  into	  account.	  
a. Fraud	  in	  Twitter	  	  Cybercriminals	  used	  Email	  in	  the	  past	  as	  a	  fast	  method	  for	  spreading	  Spam	  and	  malicious	  code,	  reaching	  an	  astonishing	  90%	  ratio	  of	  all	  email	  traffic	  (Symantec).	  	  	  Nowadays	  email	  is	  not	  the	  main	  method	  used	  by	  attackers,	  as	  defensive	  software	  and	  the	  increased	  user	  awareness	  makes	  distribution	  of	  malicious	  content	  much	  harder.	  	  The	  use	  of	  Social	  Networks	  as	  a	  distribution	  system	  for	  malware	  (malicious	  software	  such	  as	  virus,	  Trojans	  and	  worms)	  and	  Spam	  becomes	  the	  natural	  next	  step	  for	  the	  attackers,	  specially	  considering	  the	  natural	  advantages	  implicitly	  found	  on	  Social	  Networks	  for	  the	  matter.	  In	  a	  social	  network	  such	  as	  Twitter,	  attackers	  have	  access	  to	  all	  public	  information,	  including	  usernames	  and	  user´s	  contents	  of	  previous	  tweets.	  In	  comparison	  with	  old	  email	  where	  even	  getting	  a	  large	  number	  of	  email	  addresses	  for	  massive	  campaigns	  was	  a	  hard	  task,	  this	  is	  a	  huge	  advantage.	  An	  attacker	  just	  needs	  to	  parse	  the	  public	  content	  to	  get	  all	  the	  information	  they	  need	  for	  both	  sending	  the	  malicious	  content	  (usernames)	  and	  for	  making	  it	  appealing	  to	  the	  victim	  (relationships,	  interests,	  and	  content	  of	  previous	  messages).	  This	  makes	  even	  possible	  semantic	  analysis	  for	  targeted	  Spam.	  	  The	  Twitter	  API	  makes	  things	  even	  easier	  to	  attackers,	  who	  have	  an	  easy	  way	  for	  retrieving	  information	  or	  creating	  malicious	  profiles.	  This	  API	  is	  open	  to	  anybody,	  making	  extremely	  easy	  to	  retrieve	  all	  available	  information	  for	  existing	  profiles.	  Also	  it	  makes	  very	  easy	  to	  automate	  tasks	  such	  as	  the	  creation	  of	  new	  profiles	  and	  sending	  tweets	  through	  existing	  profiles.	  There	  is	  a	  limitation,	  thought,	  on	  the	  number	  of	  queries	  a	  given	  user	  can	  make	  on	  the	  API.	  This	  could	  be	  circumvented	  in	  some	  cases	  by	  the	  use	  of	  different	  IPs	  and	  usernames.	  However	  in	  the	  time	  of	  the	  writing	  of	  this	  document,	  Twitter	  published	  a	  new	  policy	  to	  be	  applied	  in	  six	  months	  that	  makes	  much	  more	  restrictive	  the	  use	  of	  their	  API.	  	  The	  automatic	  creation	  of	  profiles	  through	  the	  Twitter	  API	  is	  one	  of	  the	  most	  common	  ways	  to	  distribute	  malicious	  content	  in	  this	  Social	  Network.	  Given	  the	  easiness	  for	  creating	  such	  profiles,	  they	  are	  commonly	  used	  by	  cybercriminals	  as	  one-­‐shoot	  weapons:	  once	  created	  they	  start	  sending	  Spam	  or	  malicious	  content	  until	  they	  are	  detected	  as	  malicious	  and	  shut	  down	  by	  Twitter.	  This	  whole	  process	  may	  last	  only	  a	  couple	  of	  hours,	  as	  we	  will	  show	  later.	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There	  is	  a	  second	  method	  for	  distribution	  of	  malicious	  content,	  in	  this	  case	  through	  the	  use	  of	  hacked	  accounts	  of	  legitimate	  users.	  	  	  Malicious	  code	  designed	  for	  the	  stealing	  of	  information	  has	  been	  targeting	  users	  for	  the	  last	  twenty	  years.	  Stolen	  information	  can	  be	  anything,	  from	  email	  accounts	  to	  banking	  credentials.	  This	  information	  is	  then	  sold	  in	  underground	  markets,	  where	  other	  cybercriminals	  make	  money	  from	  them.	  It	  should	  not	  come	  as	  a	  surprise	  that	  among	  this	  information	  we	  may	  find	  credentials	  of	  Social	  Networks	  such	  as	  Twitter.	  	  Cybercriminals	  monetize	  this	  accounts	  using	  different	  techniques.	  One	  of	  them	  is	  to	  send	  malicious	  Tweets	  to	  the	  stolen	  account´s	  followers	  from	  time	  to	  time,	  disguised	  into	  the	  normal	  stream	  of	  tweets	  from	  the	  legitimate	  user.	  This	  technique	  makes	  it	  harder	  for	  the	  normal	  user	  to	  distinguish	  legitimate	  tweets	  from	  malicious	  ones.	  Also	  it	  makes	  harder	  to	  block	  the	  user	  by	  the	  Social	  Network	  once	  it	  is	  detected	  the	  distribution	  of	  malicious	  content,	  as	  the	  user	  is	  a	  legitimate	  one.	  	  	  So,	  even	  that	  this	  second	  method	  of	  using	  stolen	  credentials	  to	  send	  malicious	  content	  using	  hacked	  accounts	  could	  be	  more	  effective	  for	  the	  attackers	  given	  the	  implicit	  trust	  of	  the	  victim´s	  friends	  and	  the	  higher	  difficulty	  in	  shutting	  down	  the	  account,	  it	  is	  still	  easier	  and	  cheap	  for	  an	  attacker	  to	  automatically	  set	  up	  a	  fake	  profile	  and	  start	  sending	  Spam.	  This	  method	  is	  the	  most	  used	  by	  far.	  	  How	  to	  be	  a	  threat	  in	  140	  characters?	  Usually	  including	  links	  to	  sites	  you	  want	  the	  target	  to	  visit,	  usually	  for	  Spam,	  phishing	  and	  malware	  distribution.	  These	  links	  are	  shortened,	  as	  usual,	  thus	  making	  even	  harder	  for	  the	  victims	  to	  know	  the	  real	  destination	  when	  following	  the	  link.	  	  The	  number	  of	  tweets	  detected	  by	  Twitter	  containing	  malicious	  content	  is	  not	  public,	  but	  we	  can	  get	  some	  estimation	  from	  (Kelly)	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Figure	  7	  Content	  of	  tweets We	  can	  see	  how	  Spam	  represents	  a	  significant	  3,8%,	  meaning	  every	  day	  almost	  6,5	  million	  malicious	  tweets	  are	  sent.	  Malicious	  content	  is	  usually	  sent	  in	  campaigns.	  When	  cybercriminals	  decide	  they	  want	  to	  distribute	  their	  malicious	  code	  or	  their	  Spam	  they	  need	  to	  create	  an	  infrastructure.	  This	  will	  be	  used	  for	  supporting	  the	  Spam	  campaign	  or	  infecting	  the	  victims.	  Usually	  this	  involves	  setting	  up	  several	  domains,	  and	  depending	  on	  the	  monetization	  schema,	  redirections	  to	  other	  sites,	  creation	  of	  Scam	  sites,	  use	  of	  Advertisement	  networks,	  distribution	  of	  malicious	  content	  or	  exploit	  kits	  (code	  used	  in	  a	  malicious	  website	  to	  detect	  potential	  vulnerabilities	  in	  the	  computer	  of	  a	  visitor	  and	  to	  infect	  it	  with	  malicious	  code	  in	  case	  the	  victim	  is	  vulnerable).	  The	  lifespan	  of	  a	  campaign	  varies	  depending	  on	  its	  main	  purpose:	  Campaigns	  for	  the	  distribution	  of	  malware	  are	  one	  of	  the	  biggest	  fears	  by	  all	  Social	  Networks.	  They	  may	  very	  easily	  become	  huge	  given	  the	  quick	  distribution	  of	  information	  given	  the	  topology	  of	  Social	  Networks,	  and	  depending	  on	  the	  malware	  the	  ratio	  of	  infection	  may	  be	  very	  high.	  In	  case	  of	  any	  of	  these	  malicious	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campaigns	  reach	  a	  high	  ratio	  of	  success	  that	  may	  result	  in	  the	  Social	  Network	  losing	  a	  high	  number	  of	  users	  forever,	  not	  to	  speak	  on	  the	  damage	  done	  to	  their	  reputation.	  If	  the	  attack	  is	  taking	  advantage	  on	  a	  vulnerability	  found	  in	  the	  technology	  used	  by	  the	  Social	  Network	  it	  could	  result	  in	  the	  service	  not	  being	  available	  for	  an	  unknown	  period	  of	  time.	  All	  the	  consequences	  of	  such	  an	  attack	  are	  really	  bad	  for	  the	  Social	  Network,	  and	  that	  is	  the	  reason	  why	  very	  time	  a	  campaign	  trying	  to	  distribute	  malicious	  software	  is	  detected	  it	  is	  quickly	  shut	  down,	  including	  all	  its	  infrastructure	  (servers,	  domains,	  etc).	  All	  the	  antivirus	  industry	  contributes	  to	  the	  early	  detection	  and	  shut	  down	  of	  the	  infrastructure	  of	  these	  campaigns,	  as	  well	  as	  law	  enforcement	  and	  (sometimes)	  big	  vendors	  (i.e.	  Microsoft).	  As	  a	  consequence	  the	  lifespan	  for	  campaigns	  related	  to	  the	  distribution	  of	  malicious	  code	  usually	  is	  very	  short.	  Campaigns	  for	  Spam/Scam	  distribution	  are	  a	  different	  story.	  Usually	  they	  fall	  in	  a	  grey	  area	  where	  laws	  are	  not	  clear	  on	  whether	  what	  they	  do	  is	  legal	  or	  not.	  Many	  companies	  use	  very	  similar	  methods	  than	  Spammers	  do	  for	  the	  promotion	  of	  legitimate	  companies	  and	  products.	  Also	  it	  depends	  on	  the	  Social	  Network	  policy	  and	  terms	  of	  use	  how	  the	  distribution	  of	  this	  content	  is	  handled.	  	  But	  when	  talking	  about	  Scammers	  and	  not	  promotion,	  most	  of	  the	  time	  these	  campaigns	  are	  designed	  to	  cheat	  the	  user	  into	  providing	  personal	  data	  that	  allows	  relating	  the	  user	  of	  the	  Social	  Network	  with	  a	  real	  person.	  Then	  this	  data	  is	  sold	  to	  the	  lucrative	  industry	  gathering	  personal	  information	  from	  both	  real	  and	  digital	  world,	  creating	  profiles	  of	  citizens.	  	  In	  this	  second	  case,	  it	  is	  hard	  to	  justify	  shutting	  down	  a	  whole	  infrastructure,	  so	  basically	  no	  one	  is	  doing	  that.	  It	  is	  not	  a	  direct	  threat	  to	  anybody	  but	  the	  final	  users	  or	  the	  Social	  Network	  in	  case	  they	  distribute	  advertisements	  taking	  advantage	  of	  their	  infrastructure	  but	  not	  using	  the	  designed	  channels,	  thus	  not	  paying	  for	  the	  service.	  So	  is	  not	  easy	  to	  identify	  a	  campaign	  and	  nobody	  is	  really	  interested	  in	  shutting	  down	  the	  infrastructure	  of	  a	  Spam/Scam	  campaign.	  It	  takes	  time	  and	  money.	  	  When	  Twitter	  detects	  malicious	  users	  sending	  this	  Spam/Scam	  to	  legitimate	  users,	  they	  may	  report	  or	  suspend	  the	  account	  but	  no	  further	  action	  against	  the	  whole	  infrastructure	  is	  done.	  In	  case	  these	  malicious	  accounts	  are	  suspended,	  new	  ones	  are	  created	  regularly	  to	  continue	  with	  the	  campaign.	  So	  there	  is	  a	  clear	  problem	  with	  these	  Scam	  campaigns	  becoming	  more	  popular.	  Even	  with	  Twitter	  closing	  these	  malicious	  accounts	  on	  a	  regular	  basis,	  it	  seems	  clear	  that	  a	  method	  to	  detect	  malicious	  users	  when	  receiving	  tweets	  is	  necessary	  for	  preventing	  Twitter	  (and	  other	  social	  networks)	  becoming	  the	  new	  “Scam	  heaven”.	  Given	  that	  Social	  Networks	  are	  shy	  in	  protecting	  their	  users	  from	  this	  Scam	  as	  long	  as	  users	  don´t	  complaint	  too	  much	  about	  it,	  users	  should	  find	  methods	  for	  protecting	  themselves.	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b. Case	  study	  	  This	  section	  analyzes	  one	  of	  the	  detected	  campaigns	  during	  the	  project	  for	  a	  better	  understanding	  on	  how	  a	  typical	  Scam/Spam	  campaign	  works.	  All	  starts	  with	  the	  detection	  of	  some	  suspicious	  tweets	  sent	  to	  some	  users.	  These	  tweets	  are	  suspicious	  because	  they	  are	  sent	  directly	  to	  one	  target	  via	  including	  the	  receiver	  into	  the	  text	  of	  the	  message,	  but	  the	  target	  has	  no	  previous	  relationship	  with	  the	  sender.	  This	  could	  be	  just	  a	  way	  of	  contacting	  a	  new	  user	  to	  establish	  a	  new	  relationship.	  However	  in	  this	  case	  the	  tweet	  received	  contains	  a	  link	  and	  the	  content	  is	  related	  to	  some	  of	  the	  content	  previously	  posted	  by	  the	  target,	  making	  the	  scam	  more	  likely	  to	  be	  successful	  as	  it	  could	  be	  of	  the	  interest	  of	  the	  target.	  This	  is	  an	  example	  of	  a	  more	  targeted	  scam	  than	  the	  usual	  one	  as	  it	  tries	  to	  get	  some	  knowledge	  on	  the	  victim´s	  interests	  analyzing	  its	  public	  profile.	  Checking	  the	  profile	  of	  the	  sender,	  we	  can	  clearly	  see	  how	  there	  are	  some	  babble	  
messages	  to	  disguise	  the	  malicious	  activity.	  The	  below	  picture	  shows	  the	  tweets	  sent	  by	  one	  of	  these	  malicious	  users.	  We	  see	  how	  the	  top	  message	  is	  the	  malicious	  one,	  sent	  to	  a	  victim.	  
	  
Figure	  8	  malicious	  users Probably	  the	  bots	  behind	  the	  malicious	  user	  sends	  the	  same	  malicious	  babble	  tweets	  randomly	  using	  any	  other	  malicious	  profile	  created	  for	  this	  campaign,	  so	  we	  use	  one	  of	  these	  texts	  as	  a	  way	  for	  finding	  more	  users.	  Searching	  for	  some	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uncommon	  babble	  message	  we	  find	  hundreds	  of	  other	  malicious	  profiles	  (bots)	  sending	  the	  same	  messages	  for	  disguising	  their	  activity.	  In	  this	  case,	  different	  groups	  of	  bots	  were	  running	  different	  scam	  campaigns:	  
	  
Figure	  9	  Malicious	  campaigns	  found The	  average	  number	  of	  scam	  links	  per	  bot	  is	  4.1.	  	  However	  the	  lifespan	  for	  malicious	  profiles	  is	  extremely	  short,	  as	  we	  can	  see	  below:	  
	  
Figure	  10	  Malicious	  profiles	  lifespan In	  order	  to	  fully	  understand	  the	  motivations	  of	  the	  attackers,	  we	  need	  to	  know	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how	  they	  make	  the	  money.	  	  In	  the	  case	  of	  this	  campaign,	  they	  redirected	  users	  to	  different	  landing	  pages.	  There	  they	  try	  to	  fool	  the	  user	  to	  provide	  some	  personal	  information	  (in	  this	  case	  email	  address)	  in	  order	  to	  participate	  in	  a	  lottery.	  We	  can	  see	  one	  example	  of	  landing	  page	  below:	  
	  
Figure	  11	  Landing	  page	  Usually	  big	  advertisement	  companies	  buy	  this	  data	  in	  order	  to	  crosscheck	  the	  digital	  data	  they	  get	  with	  data	  they	  can	  obtain	  from	  other	  sources,	  effectively	  creating	  a	  profile	  for	  a	  physical	  person.	  The	  email	  address	  is	  very	  important	  data,	  as	  one	  of	  the	  most	  important	  fields	  to	  identify	  physical	  people	  on	  their	  databases.	  We	  can	  see	  here	  the	  reward	  system	  they	  offer	  to	  the	  spammers:	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Figure	  12	  Reward	  system	  So	  spammers	  get	  $USD	  1.30	  for	  every	  email	  address	  they	  provide.	  	  As	  a	  summary,	  there	  exist	  reward	  schemas	  for	  anyone	  providing	  personal	  identifiable	  information	  (email	  address)	  of	  people	  interested	  on	  certain	  topics.	  In	  the	  end	  this	  information	  is	  used	  to	  crosscheck	  digital	  hits	  with	  physical	  people,	  ultimately	  used	  for	  profiling,	  and	  that´s	  why	  someone	  pays	  for	  this.	  Scammers	  participate	  by	  providing	  victims	  to	  this	  schema.	  In	  order	  to	  get	  them,	  they	  create	  hundreds	  of	  malicious	  profiles	  designed	  to	  lure	  users	  into	  clicking	  the	  links	  sent	  to	  them.	  These	  malicious	  profiles	  try	  to	  fly	  below	  the	  radar	  by	  tweeting	  babble	  messages	  and	  targeted	  malicious	  tweets	  including	  links	  to	  their	  victims.	  They	  choose	  victims	  among	  users	  who	  are	  interested	  in	  the	  topics	  they	  promote,	  according	  to	  the	  public	  information	  available	  in	  their	  profiles.	  Twitter	  regularly	  shuts	  down	  malicious	  users,	  but	  the	  infrastructure	  stays	  alive,	  so	  malicious	  new	  ones	  automatically	  replace	  exhausted	  profiles.	  Basically	  these	  campaigns	  stay	  alive	  forever,	  as	  long	  as	  someone	  pays	  for	  the	  data	  these	  campaigns	  collect.	  And	  that´s	  why	  in	  this	  project	  we	  find	  ways	  to	  identify	  these	  malicious	  profiles	  in	  order	  to	  protect	  users´	  privacy	  and	  security.	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c. Existing	  detection	  schemes	  (state	  of	  the	  art)	  	  To	  cope	  with	  malicious	  tweets,	  many	  Twitter	  spam	  detection	  schemes	  have	  been	  proposed.	  These	  schemes	  use	  different	  strategies	  for	  classifying	  suspicious	  users	  or	  suspicious	  tweets.	  	  1. Analyzing	  user	  features,	  such	  as	  the	  account	  creation	  date	  or	  the	  number	  of	  followers.	  The	  advantage	  of	  this	  approach	  is	  that	  the	  information	  is	  easily	  available;	  the	  problem	  is	  that	  attackers	  to	  bypass	  detection	  mechanisms	  could	  forge	  some	  of	  these	  features.	  	  2. Analyzing	  relationships	  between	  users.	  The	  advantage	  is	  that	  it	  is	  more	  complicated	  for	  an	  attacker	  to	  create	  a	  complete	  user	  network	  to	  bypass	  detection;	  the	  downside	  is	  that	  it	  is	  difficult	  and	  slow	  to	  recreate	  this	  network	  for	  an	  analysis.	  	  	  3. Analyzing	  tweets.	  This	  is	  a	  different	  approach	  that	  usually	  does	  not	  take	  the	  user	  features	  into	  account,	  just	  the	  tweet	  itself.	  Usually	  there	  is	  not	  much	  to	  analyze	  but	  the	  links	  (see	  next	  point),	  but	  this	  tweet	  information	  may	  be	  correlated	  with	  other	  features	  for	  a	  more	  complete	  approach.	  The	  usual	  approach	  here	  is	  to	  compare	  tweets	  with	  other	  ones	  gathered	  from	  known	  malicious	  campaigns.	  	  4. Analyzing	  URLs.	  This	  approach	  is	  much	  more	  traditional.	  It	  consists	  on	  just	  analyzing	  if	  the	  landing	  URLs	  is	  malicious,	  usually	  checking	  if	  they	  appear	  in	  a	  blacklist.	  The	  advantage	  is	  the	  independence	  to	  other	  considerations:	  if	  the	  URL	  is	  malicious	  the	  tweet	  is	  as	  well.	  The	  downside	  is	  that	  this	  is	  a	  complete	  different	  problem	  (analyzing	  if	  a	  given	  URL	  is	  malicious)	  with	  its	  own	  difficulties.	  However	  some	  interesting	  alternatives	  such	  as	  correlating	  redirection	  chains	  have	  been	  proposed	  for	  detecting	  some	  of	  these	  malicious	  schemas	  (Sangho Lee).	  However	  an	  additional	  problem	  to	  this	  last	  approach	  is	  the	  extremely	  short	  half-­‐life	  of	  links	  in	  Twitter.	  Campaigns	  change	  landing	  pages	  on	  a	  regular	  basis,	  making	  extremely	  costly	  the	  analysis	  of	  the	  URLs.	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Figure	  13	  Half	  life	  of	  a	  link	  in	  Twitter	  is	  less	  than	  3	  hours	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d. Definition	  of	  the	  goals	  	  No	  one	  but	  Twitter	  has	  the	  full	  information	  (and	  infrastructure)	  for	  a	  complete	  analysis.	  This	  is	  not	  the	  case	  for	  a	  user	  that	  receives	  a	  tweet	  and	  does	  not	  know	  whether	  is	  coming	  from	  a	  malicious	  user	  or	  not.	  So,	  in	  this	  work,	  we	  will	  assume	  we	  have	  the	  same	  information	  than	  any	  given	  user,	  plus	  the	  information	  we	  have	  collected	  previously	  to	  train	  our	  system.	  This	  is	  public	  information.	  With	  this	  additional	  constriction,	  we	  will	  try	  to	  distinguish	  malicious	  users	  from	  legitimate	  ones	  using	  this	  public	  information.	  We	  will	  first	  gather	  data	  for	  analyzing	  the	  information	  we	  can	  get,	  then	  we	  will	  select	  which	  features	  can	  we	  extract	  for	  the	  classification	  of	  the	  users,	  and	  finally	  we	  will	  test	  the	  accuracy	  of	  these	  features	  using	  different	  classification	  algorithms.	  Finally	  we	  will	  propose	  the	  design	  of	  a	  system	  according	  to	  previous	  analysis	  in	  order	  to	  detect	  (and	  block)	  malicious	  users	  in	  Twitter.	  	  Ideally	  the	  system	  would	  be	  quick	  and	  efficient	  enough	  to	  be	  able	  to	  detect	  and	  block	  malicious	  users	  in	  real	  time.	  We	  should	  assume	  Twitter	  is	  not	  quick	  enough	  to	  block	  certain	  malicious	  accounts	  using	  very	  short	  lifespans	  for	  sending	  malicious	  content	  to	  legitimate	  users,	  thus	  detecting	  them	  is	  a	  great	  security	  improvement	  for	  legitimate	  users.	  Detection	  of	  spammers	  will	  be	  our	  main	  target	  in	  this	  project	  as	  they	  are	  nowadays	  the	  most	  popular	  way	  to	  distribute	  malicious	  content.	  As	  an	  extra	  task,	  we	  will	  check	  how	  effective	  these	  systems	  may	  be	  to	  distinguish	  malicious	  profiles	  from	  hacked	  accounts.	  However,	  this	  approach	  will	  be	  discussed	  as	  future	  work	  and	  is	  not	  the	  main	  target	  of	  this	  work.	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3. Technical	  development:	  data	  gathering	  	  The	  first	  step	  for	  our	  analysis	  is	  to	  gather	  data	  from	  Twitter.	  This	  data	  will	  be	  used	  to	  analyze	  the	  features	  that	  will	  be	  used	  for	  supervised	  classification	  in	  order	  to	  detect	  real	  malicious	  profiles.	  We	  should	  find	  the	  way	  to	  get	  both	  clean	  and	  malicious	  data,	  and	  a	  method	  to	  tag	  it	  properly	  in	  our	  system.	  Also	  we	  are	  interested	  in	  distinguishing	  between	  malicious	  profiles	  and	  legitimate	  hacked	  users.	  However,	  getting	  and	  tagging	  this	  data	  is	  not	  a	  simple	  task.	  	  Getting	  random	  data	  is	  easy.	  Twitter	  makes	  public	  almost	  all	  information	  about	  users	  and	  the	  tweets	  they	  send	  unless	  these	  users	  request	  their	  profiles	  to	  remain	  private,	  not	  being	  the	  usual	  case.	  Getting	  clean	  profiles	  is	  easy	  too,	  as	  legitimate	  uses	  represent	  more	  than	  the	  95%	  of	  Twitter	  users.	  So,	  the	  difficult	  task	  is	  detecting	  and	  gathering	  data	  for	  malicious	  users.	  	  Twitter	  quickly	  reacts	  to	  shut	  down	  any	  detected	  malicious	  profile,	  as	  well	  as	  deletes	  any	  malicious	  tweet	  found	  in	  order	  to	  get	  the	  Social	  Network	  clean	  from	  fraud.	  So	  if	  we	  want	  to	  get	  this	  malicious	  data	  for	  our	  analysis	  we	  should	  be	  quicker	  than	  Twitter	  and	  gather	  as	  much	  data	  as	  possible	  before	  it	  is	  deleted.	  	  In	  Twitter,	  spam	  is	  usually	  sent	  in	  campaigns	  as	  previously	  explained,	  so	  our	  main	  objective	  for	  gathering	  data	  will	  be	  creating	  a	  Twitter	  campaign	  tracker	  in	  order	  to	  gather	  as	  much	  data	  as	  possible	  from	  malicious	  campaigns	  for	  our	  analysis.	  	  This	  is	  a	  schema	  of	  the	  system	  implemented	  for	  detecting	  and	  tracking	  malicious	  campaigns	  in	  Twitter:	  	  
	  
Figure	  14	  Schema	  of	  the	  tracking	  system	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  The	  system	  tracks	  several	  information	  sources:	  security	  experts,	  companies,	  blogs	  and	  Twitter	  security	  itself	  to	  detect	  any	  new	  ongoing	  malicious	  campaign.	  Once	  a	  new	  campaign	  is	  detected,	  we	  analyze	  the	  keywords	  used	  in	  the	  malicious	  tweets	  sent	  in	  this	  campaign.	  	  	  We	  use	  the	  Twitter	  API	  for	  searching	  all	  the	  messages	  containing	  these	  keywords	  and	  to	  collect	  all	  the	  tweets	  found	  in	  a	  period	  of	  time	  of	  24	  hours.	  Given	  the	  short	  lifespan	  of	  malicious	  campaigns,	  this	  time	  frame	  should	  be	  enough.	  Also,	  it	  is	  more	  likely	  that	  the	  first	  tweets	  of	  a	  campaign	  are	  sent	  by	  the	  malicious	  profiles	  trying	  to	  spread	  their	  Spam	  messages.	  	  We	  implemented	  and	  run	  this	  system	  for	  around	  4	  months	  (march	  2012-­‐june	  2012)	  for	  collecting	  as	  much	  data	  as	  possible	  for	  a	  later	  analysis.	  	  In	  order	  to	  minimize	  the	  number	  of	  noise	  in	  the	  collected	  data,	  only	  tweets	  including	  links	  are	  collected.	  These	  links	  are	  the	  key	  for	  infecting	  or	  scamming	  legitimate	  users	  in	  malicious	  campaigns,	  and	  we	  want	  to	  track	  these	  malicious	  tweets	  in	  order	  to	  get	  the	  malicious	  profiles	  behind.	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Figure	  15	  Screenshot	  of	  the	  tracking	  tool	  developed	  	  When	  the	  tracking	  period	  for	  a	  given	  campaign	  is	  finished,	  details	  for	  all	  the	  involved	  users	  are	  downloaded	  into	  the	  database.	  	  Not	  all	  tracked	  users	  involved	  in	  a	  malicious	  campaign	  are	  malicious	  users,	  there	  will	  be	  false	  positives:	  It	  could	  be	  the	  case	  that	  some	  of	  these	  users	  are	  not	  spammers,	  as	  their	  accounts	  might	  have	  been	  compromised,	  or	  it	  could	  just	  be	  users	  talking	  about	  the	  malicious	  campaign	  itself	  but	  not	  trying	  the	  users	  to	  follow	  any	  malicious	  link.	  Therefore,	  not	  all	  users	  tracked	  can	  automatically	  be	  considered,	  as	  malicious	  and	  further	  analysis	  will	  be	  necessary	  for	  the	  classification.	  	  Also	  there	  is	  an	  additional	  problem	  when	  tracking	  malicious	  campaigns.	  Usually,	  when	  you	  know	  about	  a	  malicious	  campaign	  the	  campaign	  is	  over,	  and	  searching	  the	  keywords	  involved	  originally	  in	  the	  campaign	  only	  returns	  tweets	  of	  people	  talking	  about	  the	  finished	  campaign.	  That	  should	  be	  taken	  into	  account	  for	  tagging	  the	  users,	  too.	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During	  the	  time	  that	  this	  tracker	  has	  been	  running	  (from	  March	  2012	  to	  June	  2012),	  the	  gathered	  data	  can	  be	  summarized	  as	  follows:	  	   -­‐ 36	  malicious	  campaigns	  tracked	  -­‐ 13490	  profiles	  	  -­‐ 195801	  tweets	  -­‐ 6519247	  relationships	  
a. Restrictions	  of	  the	  model	  	  Some	  of	  these	  users	  will	  not	  be	  used	  in	  the	  final	  analysis	  for	  different	  reasons.	  For	  example,	  users	  without	  any	  tweet	  in	  their	  profile	  will	  not	  be	  taken	  into	  consideration,	  as	  even	  if	  they	  are	  created	  with	  malicious	  purposes	  they	  represent	  no	  threat	  to	  other	  users	  of	  the	  Social	  Network	  and	  we	  have	  no	  proof	  that	  they	  will	  be	  used	  with	  a	  malicious	  purpose	  in	  the	  future.	  	  	  	  This	  decision	  is	  taken	  for	  the	  sake	  of	  using	  more	  accurate	  data	  for	  the	  analysis	  instead	  of	  a	  higher	  number	  of	  samples.	  	  Also,	  not	  all	  of	  these	  users	  them	  can	  be	  clearly	  tagged.	  We	  will	  see	  this	  in	  more	  detail	  in	  the	  next	  chapter.	  	  The	  system	  was	  developed	  in	  Python	  using	  the	  Twython	  library	  for	  interaction	  with	  the	  Twitter	  API.	  However	  the	  usage	  of	  this	  API	  is	  limited	  to	  150	  requests	  per	  hour.	  	  That	  limits	  our	  possibilities	  both	  for	  searching	  tweets	  participating	  in	  malicious	  campaigns	  and	  for	  gathering	  data	  about	  suspicious	  profiles.	  When	  parsing	  data	  from	  the	  website	  we	  find	  that	  there	  are	  restrictions	  too	  and	  our	  requests	  are	  limited,	  but	  this	  limitation	  is	  not	  explicitly	  stated	  by	  Twitter.	  	  When	  we	  track	  a	  campaign	  we	  use	  the	  API	  to	  continuously	  ask	  Twitter	  for	  new	  messages	  where	  keywords	  related	  to	  known	  malicious	  campaigns	  are	  found.	  We	  ask	  continuously	  for	  new	  messages,	  so	  the	  limit	  for	  150	  requests	  is	  quickly	  reached.	  We	  used	  a	  distributed	  system	  with	  5	  different	  machines,	  each	  of	  them	  using	  different	  IPs	  to	  do	  the	  tracking	  in	  a	  round-­‐robin	  basis,	  so	  when	  one	  of	  the	  machines	  reaches	  the	  limit	  the	  next	  one	  continues	  the	  search.	  We	  share	  the	  data	  of	  last	  tweets	  tracked	  among	  them	  to	  avoid	  redundant	  data.	  Finally	  we	  gather	  all	  the	  tracked	  data	  from	  these	  machines	  into	  a	  single	  repository.	  	  For	  gathering	  the	  features	  from	  the	  profiles	  we	  use	  a	  similar	  system.	  We	  create	  small	  files	  with	  the	  IDs	  of	  the	  users	  we	  want	  to	  track	  and	  we	  distribute	  the	  job	  among	  our	  servers.	  	  Data	  for	  the	  users	  was	  gathered	  combining	  the	  information	  offered	  by	  the	  Twitter	  API	  and	  parsing	  the	  data	  available	  for	  the	  user	  in	  the	  Twitter	  website.	  For	  both	  methods,	  parsers	  have	  been	  created.	  	  There	  is	  a	  second	  reason	  for	  having	  both	  methods	  to	  get	  this	  user´s	  data.	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The	  goal	  of	  the	  project	  is	  to	  provide	  a	  method	  for	  detecting	  malicious	  users	  in	  Twitter	  using	  the	  public	  information	  available	  for	  any	  given	  user.	  In	  case	  of	  just	  using	  the	  Twitter	  API	  and	  due	  to	  the	  limitation	  in	  the	  number	  of	  queries,	  users	  behind	  a	  proxy	  may	  quickly	  exhaust	  the	  available	  requests.	  Parsing	  the	  website	  for	  the	  user	  in	  Twitter	  is	  a	  good	  alternative	  offering	  almost	  the	  same	  information	  when	  the	  API	  is	  not	  available.	  	  For	  every	  user	  we	  retrieved	  all	  the	  information	  offered	  by	  the	  Twitter	  API	  and	  the	  Twitter	  website,	  including	  relationships	  and	  the	  last	  20	  Tweets	  sent.	  	  The	  data	  obtained	  for	  every	  user	  will	  be	  presented	  in	  the	  next	  chapter.	  	  	   	  
	  	  	  	   	  	  	  	  	  	  	  	  Master	  in	  Artificial	  Intelligence	  (UPC-­‐URV-­‐UB)	  	  
	   27	  
4. Design	  of	  the	  experiment	  	  	  This	  section	  describes	  all	  the	  work	  related	  to	  the	  analysis	  of	  the	  data	  gathered	  from	  the	  previous	  section,	  including	  the	  analysis	  of	  features	  and	  how	  to	  tag	  the	  samples	  available.	  This	  data	  will	  be	  analyzed	  in	  the	  next	  section.	  	  
a. Analysis	  of	  features	  	  This	  section	  details	  all	  the	  information	  available	  for	  the	  tracked	  profiles.	  We	  discuss	  which	  features	  could	  be	  interesting	  for	  classifying	  users	  as	  legitimate	  and	  malicious.	  	  	  The	  information	  obtained	  is	  mostly	  available	  from	  the	  Twitter	  API,	  but	  we	  complemented	  this	  information	  with	  the	  data	  available	  from	  the	  Twitter	  website	  for	  every	  user.	  There	  we	  can	  find	  the	  last	  20	  tweets	  sent	  by	  the	  analyzed	  user.	  This	  information	  is	  added	  to	  the	  database.	  	  Below	  there	  is	  a	  table	  with	  all	  the	  information	  available	  from	  the	  Twitter	  API	  and	  after	  parsing	  the	  Twitter	  website	  for	  a	  given	  user:	  	  
• username:	  Profile	  user	  name	  
• profileImg:	  Profile	  Image	  
• followingCount:	  Number	  of	  friends	  	  	  	  
• followersCount:	  Number	  of	  followers	  	  	  	  
• tweetsCount:	  Total	  number	  of	  tweets	  sent	  	  	  	  	  	  	  
• fullName:	  Full	  name,	  according	  to	  profile	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
• following:	  List	  of	  friends	  
• followers:	  List	  of	  followers	  
• numberOfProfileTweets:	  Number	  of	  profile	  tweets	  available	  (max	  20)	  
• protected:	  True	  if	  the	  user	  asks	  Twitter	  to	  keep	  his	  details	  private	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
• text:	  Flavor	  text	  for	  the	  profile	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
• possiblySensitive:	  True	  if	  Twitter	  thinks	  the	  content	  may	  be	  sensitive	  (explicit)	  
• source:	  Via	  used	  for	  creating	  the	  profile	  
• location:	  Geographic	  location	  	  
• coordinates:	  latitude	  and	  longitude	  
• description:	  Description	  for	  the	  profile	  
• lang:	  Language	  used	  
• url:	  Every	  profile	  may	  enter	  an	  URL	  
• createdAt:	  Creation	  date	  time	  
• timeZone:	  Time	  zone	  for	  the	  user	  
• verified:	  True	  if	  Twitter	  verified	  the	  account	  is	  legitimate	  (for	  VIP	  users)	  	  This	  data	  is	  all	  obtained	  directly	  from	  the	  Twitter	  API.	  It	  is	  possible	  to	  get	  more	  data	  by	  further	  crawling	  Twitter	  or	  by	  doing	  semantic	  analysis	  to	  the	  Tweet	  contents,	  for	  example.	  However	  we	  will	  start	  by	  the	  beginning	  with	  simple	  features	  easily	  available	  for	  any	  user	  and	  quick	  to	  calculate.	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  From	  a	  first	  analysis,	  this	  feature	  set	  does	  not	  seem	  enough	  for	  classifying	  malicious	  users,	  as	  any	  spammer	  could	  easily	  forge	  them.	  	  	  We	  have	  considered	  some	  other	  derived	  features	  that	  look	  interesting	  in	  order	  provide	  more	  clues	  when	  classifying	  malicious	  users.	  These	  features	  are	  shown	  below	  divided	  into	  different	  categories:	  	  
i. Time	  related:	  	  There	  is	  some	  date	  time	  information	  available.	  We	  have	  the	  creation	  time	  for	  the	  Twitter	  account,	  and	  the	  time	  when	  different	  user´s	  tweets	  are	  sent.	  We	  should	  keep	  in	  mind,	  however,	  that	  we	  only	  have	  the	  last	  20	  tweets.	  	  
• meanTimeBetweenTweets:	  	  From	  the	  Twitter	  API	  we	  know	  the	  creation	  time	  of	  the	  profile	  and	  the	  creation	  time	  of	  the	  different	  tweets	  published	  by	  the	  user,	  if	  any.	  	   	  Also	  it	  might	  be	  interesting	  to	  now	  the	  mean	  and	  standard	  deviation	  for	  the	  time	  difference	  (delta)	  between	  tweets.	  A	  bot	  probably	  will	  not	  have	  the	  same	  pattern	  than	  a	  human	  being.	  	  We	  expect	  bots	  to	  quickly	  and	  regularly	  send	  tweets	  in	  contrast	  to	  legitimate	  users.	  	  In	  case	  we	  decided	  to	  track	  all	  the	  tweets	  for	  a	  given	  user,	  other	  parameters	  look	  interesting	  as	  well,	  such	  as	  calculating	  the	  number	  of	  tweets	  sent	  during	  the	  first	  24	  hours	  since	  the	  user	  was	  created,	  how	  many	  of	  these	  tweets	  are	  sent	  to	  someone,	  or	  how	  many	  include	  links.	  These	  features	  are	  based	  on	  how	  long	  it	  would	  take	  for	  a	  new	  user	  to	  build	  some	  relationships.	  	  
ii. Relationship	  related:	  
	  In	  this	  case,	  we	  calculate	  some	  features	  based	  on	  local	  knowledge	  of	  the	  analyzed	  user´s	  relationship.	  That	  means	  we	  do	  not	  consider	  creating	  a	  complete	  graph	  depicting	  all	  relationships	  for	  all	  analyzed	  users	  neither	  trying	  a	  more	  complex	  analysis	  such	  as	  calculating	  the	  distance	  to	  known	  malicious	  users.	  The	  philosophy	  is	  to	  do	  the	  analysis	  with	  information	  easily	  available	  to	  any	  user.	  	  	  
• friendFollowerRatio:	  	  	  	  	  	  We	  calculate	  the	  friend-­‐follower	  ratio	  as	  	  min(#followers,#friends)/max(#followers,#friends).	  	   	  
• tweetsKnownRecv	  	  	  	  	  	  	  	  	  	  	  
tweetsUnknownRecv	  :	  These	  two	  are	  symmetric	  features,	  calculating	  the	  percentage	  of	  tweets	  sent	  where	  at	  least	  there	  was	  a	  mention	  to	  a	  known	  user	  and	  at	  least	  there	  was	  a	  mention	  to	  an	  unknown	  user.	  
	  	  	  	   	  	  	  	  	  	  	  	  Master	  in	  Artificial	  Intelligence	  (UPC-­‐URV-­‐UB)	  	  
	   29	  
We	  consider	  unknown	  users	  all	  users	  outside	  the	  Friend	  union	  Following	  lists	  for	  a	  given	  user.	  	  
• percFollowingFollowers:	  Here	  we	  consider	  the	  percentage	  of	  Friends	  (people	  you	  follow)	  following	  you	  as	  well.	  We	  expect	  this	  feature	  to	  be	  very	  low	  (or	  0)	  for	  most	  bots,	  unless	  they	  fabric	  artificial	  relationships	  between	  other	  malicious	  users	  (we	  can	  see	  in	  (Chao Yang)	  how	  malicious	  users	  usually	  form	  small-­‐world	  networks).	  	  
iii. Content	  related:	  
	  We	  do	  not	  think	  that	  anything	  from	  the	  contents	  in	  the	  user	  profile	  may	  point	  out	  a	  malicious	  user.	  Thus,	  these	  features	  refer	  to	  the	  analysis	  of	  the	  contents	  of	  the	  tweets.	  However	  we	  do	  not	  consider	  any	  semantic	  analysis.	  	  
• percProfileTweetsWithLink	  	  This	  is	  the	  percentage	  of	  tweets	  sent	  by	  the	  user	  with	  a	  link	  inside	  the	  content.	  	  
• percProfileTweetsToSomeone	  	  This	  is	  the	  percentage	  of	  tweets	  sent	  by	  the	  user	  to	  some	  other	  user	  (known	  or	  unknown).	  	  
• percProfileTweetsRT	  	  	  	  	  	  	  	  	  	  	  	  	   This	  is	  the	  percentage	  of	  tweets	  retweeted	  by	  the	  user.	  	  	  We	  think	  these	  parameters	  may	  vary	  between	  malicious	  users	  and	  legitimate	  ones.	   	  In	  case	  of	  considering	  an	  expert	  system	  were	  we	  centralize	  and	  analyze	  data	  from	  different	  sources,	  we	  may	  also	  consider	  other	  features	  once	  the	  system	  starts	  working	  and	  we	  have	  a	  base	  of	  knowledge	  enough	  to	  find	  some	  patterns.	  	  A	  possible	  approach	  could	  be	  finding	  similarities	  between	  known	  malicious	  tweets	  and	  the	  ones	  in	  the	  profile	  we	  are	  analyzing.	  However	  we	  find	  this	  feature	  not	  very	  likely	  to	  be	  successful.	  Malicious	  tweets	  often	  do	  not	  content	  much	  semantic	  information	  other	  than	  a	  malicious	  link	  and	  some	  buzzwords.	  It	  seems	  this	  feature	  could	  have	  more	  chances	  of	  being	  successful	  only	  during	  a	  very	  concrete	  period	  of	  time,	  when	  we	  compare	  malicious	  tweets	  from	  a	  malicious	  campaign	  when	  the	  campaign	  is	  active	  and	  running.	  	  However,	  in	  this	  case	  it	  would	  be	  easier	  just	  to	  look	  for	  the	  keywords	  of	  the	  tweets	  used	  in	  the	  malicious	  campaigns	  as	  we	  did	  with	  the	  campaign	  tracker.	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iv. Other:	  	  Here	  we	  detail	  features	  not	  belonging	  to	  previous	  categories.	  	  
• numberOfViasUsed	  :	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   For	  every	  tweet	  there	  is	  a	  field	  known	  as	  via	  showing	  how	  the	  tweet	  was	  published	  (iPhone,	  web,	  tweet-­‐deck,	  etc).	  We	  calculate	  the	  number	  of	  different	  channels	  used	  by	  a	  user	  analyzing	  her	  last	  tweets.	  Usually	  the	  average	  user	  will	  use	  different	  devices,	  but	  a	  bot	  usually	  will	  only	  use	  the	  Twitter	  API	  for	  sending	  malicious	  tweets.	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b. Tagging	  profiles	  	  The	  tracked	  users	  will	  be	  divided	  into	  two	  main	  groups:	  clean	  and	  malicious.	  	  For	  tagging	  clean	  users,	  two	  different	  methods	  were	  used.	  	  	  
• The	  first	  one	  is	  taking	  advantage	  of	  one	  of	  the	  fields	  provided	  by	  Twitter	  for	  requested	  users	  via	  the	  API,	  in	  this	  case	  the	  verified	  field.	  When	  this	  field	  equals	  True	  it	  means	  that	  Twitter	  has	  verified	  this	  account	  as	  belonging	  to	  a	  real	  person	  or	  company.	  This	  field	  is	  intended	  for	  VIPs,	  celebrities	  and	  big	  companies	  mainly.	  	  
• The	  second	  method	  is	  using	  a	  snowball	  sample.	  In	  this	  case,	  we	  started	  sampling	  all	  the	  users	  followed	  by	  my	  own	  user	  in	  Twitter	  as	  I	  know	  and	  trust	  all	  of	  them.	  Once	  we	  get	  them,	  we	  do	  the	  same	  a	  second	  iteration,	  extending	  our	  trust	  to	  them	  not	  to	  follow	  any	  malicious	  user	  or	  spammer,	  which	  is	  quite	  likely.	  	  	  For	  tagging	  malicious	  users	  it	  is	  a	  bit	  more	  complicated.	  We	  used	  several	  methods	  as	  well.	  	  
• Twitter	  shuts	  down	  all	  malicious	  profiles	  when	  detected.	  We	  did	  our	  tracking	  for	  malicious	  campaigns	  and	  suspicious	  users	  for	  a	  period	  of	  4	  months,	  and	  the	  main	  analysis	  of	  the	  data	  one	  month	  later,	  giving	  some	  time	  to	  Twitter	  to	  identify	  some	  malicious	  users.	  It	  was	  checked	  how	  many	  of	  the	  previously	  suspicious	  users	  were	  unreachable	  after	  one	  month,	  and	  tagged	  as	  malicious	  in	  case	  Twitter	  shut	  them	  down.	  This	  same	  method	  is	  the	  most	  used	  for	  tagging	  users	  as	  malicious	  in (Sangho 
Lee),	  (Chao Yang), (Kurt Thomas)	  and (Saptarshi Ghosh).	  	  The	  problem	  with	  this	  method	  is	  that	  we	  rely	  on	  Twitter	  to	  tag	  our	  users,	  which	  may	  bias	  our	  data.	  We	  aim	  to	  be	  as	  good	  as	  Twitter	  in	  identifying	  malicious	  users	  when	  using	  this	  method,	  but	  no	  better,	  thus	  limiting	  ourselves.	  	  Also,	  Twitter	  could	  be	  aggressive	  when	  shutting	  down	  spam/scam	  accounts,	  but	  much	  more	  shy	  when	  it	  comes	  to	  hacked	  accounts.	  So	  it	  is	  not	  a	  very	  good	  system	  for	  tagging	  accounts	  with	  this	  circumstance.	  We	  are	  also	  interested	  in	  exploring	  the	  possibility	  of	  identifying	  hacked	  accounts,	  as	  this	  is	  the	  second	  most	  common	  method	  for	  attackers.	  	  
• The	  second	  method	  for	  tagging	  malicious	  accounts	  needs	  much	  more	  manual	  work.	  Malicious	  campaigns	  usually	  do	  not	  mix	  methods	  for	  spreading	  malware	  (meaning,	  do	  not	  use	  both	  infected	  users	  and	  bots	  in	  a	  same	  campaign),	  thus	  malicious	  campaigns	  were	  analyzed	  in	  order	  to	  guess	  what	  was	  the	  main	  propagation	  method	  used.	  Then	  top	  senders	  for	  these	  campaigns	  were	  tagged	  accordingly	  as	  malicious.	  	  
	  	  	  	   	  	  	  	  	  	  	  	  Master	  in	  Artificial	  Intelligence	  (UPC-­‐URV-­‐UB)	  	  
	   32	  
	  However	  using	  this	  method	  we	  have	  more	  information:	  the	  main	  method	  used	  for	  spreading	  the	  campaign.	  We	  also	  add	  a	  second	  tag	  for	  marking	  hacked	  accounts	  and	  spam	  accounts	  for	  further	  analysis.	  	  Finally,	  a	  lot	  of	  tracked	  users	  were	  left	  out	  of	  the	  analysis	  for	  several	  reasons:	  	   -­‐ Accounts	  were	  suspended	  before	  having	  the	  chance	  to	  retrieve	  data	  from	  the	  API.	  This	  is	  race	  against	  Twitter	  for	  getting	  the	  data	  from	  malicious	  users	  before	  they	  shut	  accounts	  down,	  and	  sometimes	  Twitter	  is	  quicker	  than	  us.	  	  -­‐ Inactive	  accounts.	  While	  tracking	  campaigns	  we	  have	  found	  malicious	  users	  analyzing	  common	  patterns	  in	  the	  usernames	  for	  the	  malicious	  profiles.	  As	  an	  example	  of	  malicious	  pattern,	  malicious_userN	  where	  N	  is	  a	  number	  from	  1	  to	  999.	  We	  found	  that,	  even	  created,	  some	  of	  these	  accounts	  have	  had	  not	  activity	  at	  all,	  and	  probably	  are	  just	  standing	  by	  for	  the	  next	  campaign.	  As	  the	  difference	  of	  the	  user´s	  creation	  date	  time	  with	  the	  date	  time	  when	  a	  malicious	  campaign	  is	  active	  could	  be	  used	  as	  a	  good	  feature	  for	  detecting	  fraud,	  it	  makes	  sense	  from	  an	  attacker	  point	  of	  view	  to	  keep	  some	  malicious	  users	  in	  the	  fridge	  to	  avoid	  future	  detection.	  	  -­‐ Protected	  accounts.	  As	  previously	  explained,	  Twitter	  protects	  some	  accounts,	  so	  we	  have	  no	  access	  to	  their	  data.	  	  -­‐ Accounts	  without	  Tweets.	  The	  main	  features	  analyzed	  are	  based	  on	  the	  contents	  of	  the	  tweets	  sent	  by	  the	  user.	  Also,	  an	  account	  not	  tweeting	  is	  not	  a	  threat.	  	  Using	  these	  methods	  for	  classifying	  users	  and	  given	  the	  previous	  assumptions,	  we	  have	  the	  following	  data	  available	  for	  the	  analysis:	  	  Clean	  users	   3898	  Malicious	  users	   5101	  	  For	  Malicious	  users	  we	  have	  the	  following	  subgroups:	  	  Hacked	  users	   354	  Spammers/Scammers	   4747	  	  That	  leaves	  out	  of	  the	  initial	  analysis	  almost	  5,000	  tracked	  users.	  That´s	  a	  huge	  number,	  but	  unfortunately	  tagging	  malicious	  users	  is	  not	  an	  easy	  task.	  	  	  Traditionally	  other	  analysis	  such	  as	  (Chao Yang), (Kurt Thomas)	  and (Saptarshi 
Ghosh)	  only	  use	  accounts	  shut	  down	  by	  Twitter	  for	  tagging	  them	  as	  malicious,	  but	  this	  method	  this	  limits	  the	  ability	  for	  tagging	  users	  not	  detected	  by	  Twitter.	  	  Considering	  malicious	  accounts,	  the	  group	  of	  users	  tagged	  as	  hacked	  is	  quite	  low	  for	  a	  real	  analysis,	  probably	  causing	  a	  heavy	  over	  fitting	  of	  the	  results.	  We	  will,	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however,	  take	  a	  look	  on	  how	  this	  data	  would	  be	  classified	  with	  the	  current	  features	  set	  used.	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5. Experimental	  results	  and	  evaluation	  	  After	  all	  the	  data	  gathering,	  evaluation,	  pre-­‐process	  and	  feature	  selection,	  the	  data	  was	  evaluated	  using	  different	  classification	  algorithms	  in	  order	  to	  check	  the	  accuracy	  of	  the	  selected	  feature	  set.	  	  As	  previously	  stated,	  the	  main	  purpose	  of	  this	  work	  is	  obtaining	  a	  good	  classification	  method	  to	  distinguish	  between	  legitimate	  and	  malicious	  Twitter	  profiles.	  In	  order	  to	  do	  that,	  we	  have	  gathered	  real	  profiles	  belonging	  to	  both	  classes	  and	  all	  the	  public	  information	  available	  about	  them.	  Also,	  we	  have	  calculated	  new	  features	  that	  we	  believe	  might	  be	  useful	  to	  help	  in	  our	  classification.	  Malicious	  profiles	  will	  be	  mostly	  spammers.	  However	  there	  is	  a	  second	  group	  of	  hacked	  accounts.	  We	  believe	  this	  second	  group	  will	  be	  more	  difficult	  to	  distinguish,	  as	  they	  are	  real	  users	  after	  all.	  This	  point	  will	  be	  analyzed	  separately	  at	  the	  end	  of	  the	  chapter.	  	  	  	  Having	  our	  samples	  tagged,	  we	  will	  first	  check	  how	  useful	  are	  the	  features	  we	  have	  in	  terms	  of	  classification	  and	  we	  will	  rank	  them	  to	  select	  the	  meaningful	  ones.	  In	  order	  to	  avoid	  unnecessary	  noise	  and	  avoid	  the	  curse	  of	  dimensionality,	  we	  will	  try	  to	  reduce	  our	  feature	  set	  to	  a	  minimum.	  This	  point	  is	  especially	  important	  to	  improve	  the	  speed	  for	  the	  calculation	  of	  the	  distance	  function	  used	  in	  clustering	  algorithms	  and	  minimizing	  the	  use	  of	  resources.	  	  	  
a. Feature	  selection	  	  The	  use	  of	  clustering	  algorithms	  based	  on	  a	  distance	  function	  to	  the	  centroids	  are	  based	  on	  the	  similarity	  of	  the	  new	  samples	  to	  the	  ones	  analyzed	  on	  the	  training	  set.	  There	  is	  no	  other	  hidden	  meaning,	  and	  that´s	  why	  it	  is	  important	  that	  the	  features	  we	  use	  for	  the	  classification	  make	  any	  sense	  given	  the	  analyzed	  environment.	  We	  will	  spend	  some	  time	  analyzing	  them,	  specially	  the	  new	  proposed	  ones	  (as	  seen	  in	  the	  previous	  chapter).	  We	  will	  also	  check	  how	  good	  these	  features	  seem	  to	  be	  for	  our	  classification	  using	  different	  ranking	  algorithms	  for	  feature	  selection,	  and	  we	  will	  check	  them	  against	  our	  data	  for	  a	  more	  accurate	  selection.	  	  This	  selection	  of	  features	  will	  be	  tested	  with	  different	  classification	  algorithms.	  However	  we	  will	  also	  use	  the	  full	  feature	  set	  to	  be	  sure	  that	  our	  reduced	  subset	  does	  not	  have	  a	  negative	  impact	  in	  the	  accuracy	  of	  the	  classification.	  	  This	  is	  the	  complete	  set	  of	  features	  we	  have	  available:	  	  Feature	   Type	   Origin	   Meaning	  followingCount	   Numeric	   Public	   Number	  of	  friends	  followersCount	   Numeric	   Public	   Number	  of	  followers	  tweetsCount	   Numeric	   Public	   Number	  of	  tweets	  meanTimeBetweenTweets	   Numeric	   Calculated	   Delta	  between	  tweets	  numberOfViasUsed	   Numeric	   Calculated	   Number	  of	  methods	  for	  publishing	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Protected	   Nominal	   Public	   Is	  protected?	  %	  profileTweetsWithLink	   Numeric	   Calculated	   %	  of	  tweets	  with	  links	  published	  %	  profileTweetsToSomeone	   Numeric	   Calculated	   %	  of	  tweets	  sent	  to	  some	  user	  %	  profileTweetsRetweeted	   Numeric	   Calculated	   %	  of	  tweets	  retweeted	  from	  some	  user	  %	  followingFollowers	   Numeric	   Calculated	   %	  of	  friends	  that	  follow	  the	  user	  knownRecv	   Numeric	   Calculated	   Number	  of	  recipients	  in	  tweets	  sent	  and	  in	  the	  friends	  or	  followers	  list	  unknownRecv	   Numeric	   Calculated	   Number	  of	  recipients	  in	  tweets	  sent	  and	  NOT	  in	  the	  friends	  or	  followers	  list	  tweetsKnownRecv	   Numeric	   Calculated	   Number	  of	  tweets	  sent	  to	  known	  recipients	  tweetsUnknownRecv	   Numeric	  	   Calculated	   Number	  of	  tweets	  sent	  to	  unknown	  recipients	  friendFollowerRatio	   Numeric	   Calculated	   min(#followers,#friends)	  /	  max(#followers,#friends).	  
Figure	  16	  Features	  available	  Most	  of	  the	  features	  are	  calculated	  from	  other	  public	  attributes,	  and	  they	  have	  been	  created	  with	  the	  idea	  that	  they	  might	  be	  useful	  for	  the	  classification.	  As	  explained	  previously,	  features	  directly	  gathered	  from	  the	  public	  profile	  data	  might	  be	  forged	  by	  a	  malicious	  user	  more	  easily.	  However	  it	  might	  not	  be	  that	  easy	  in	  case	  of	  feature	  related	  to	  the	  relationships	  of	  the	  user,	  for	  instance.	  	  We	  might	  use	  all	  the	  features	  for	  our	  classification	  algorithms.	  We	  currently	  have	  15	  features,	  14	  of	  them	  numeric,	  which	  is	  not	  a	  big	  number	  for	  being	  really	  worried	  about	  the	  curse	  of	  dimensionality.	  However	  there	  is	  no	  need	  to	  add	  noise	  or	  to	  waste	  unnecessary	  resources.	  We	  will	  analyze	  which	  of	  these	  features	  is	  the	  optimal	  subset	  for	  the	  classification	  by	  reducing	  the	  number	  of	  attributes.	  We	  do	  not	  believe	  that	  techniques	  for	  dimensionality	  reduction	  will	  be	  necessary.	  	  First	  of	  all,	  we	  will	  use	  different	  ranking	  algorithms	  for	  the	  selection	  of	  features.	  	  The	  tests	  are	  run	  using	  a	  random	  subset	  of	  1,000	  instances	  divided	  equally	  between	  both	  classes	  (clean	  and	  malicious).	  These	  samples	  will	  not	  be	  used	  later	  for	  testing	  the	  accuracy	  of	  the	  classification	  algorithms,	  as	  this	  could	  lead	  to	  overoptimistic	  results.	  	  About	  the	  chosen	  algorithms	  for	  the	  ranking,	  infoGainAttrib	  evaluation	  calculates	  the	  increment	  in	  the	  information	  for	  the	  class	  with	  the	  use	  of	  the	  given	  attribute;	  this	  is	  similar	  to	  the	  gainRatrioAttrib,	  in	  this	  case	  the	  algorithm	  calculates	  the	  ratio	  in	  the	  gain	  of	  information.	  The	  SVMAttrib	  evaluator	  uses	  a	  SVM	  classifier	  for	  the	  different	  attributes,	  ranking	  them	  by	  the	  square	  of	  the	  weight	  assigned	  by	  the	  SVM.	  Seems	  to	  be	  a	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good	  idea	  to	  use	  this	  ranking	  as	  SVM	  will	  definitely	  be	  in	  our	  list	  of	  classification	  algorithms.	  The	  final	  algorithm	  we	  use	  is	  ChiSquare,	  recommended	  as	  a	  feature	  evaluator	  for	  numeric	  attributes	  (Huan Liu).	  	  These	  are	  the	  results	  for	  the	  different	  algorithms	  (ordered	  from	  best	  attribute	  to	  worst	  attribute):	  	  InfoGainAttribEval	   GainRatioAttribEval	   SVMAtttribEval	   Chi2	  numberOfVias	  followersCount	  tweetsToSomeone	  tweetsWithLink	  friendFollowerRatio	  meanTimeBtwnTweets	  followingCount	  followingFollowers	  tweetsKnownReceiver	  knownReceiver	  tweetsUnknownReceiver	  unknownReceiver	  retweets	  tweetsCount	  protected	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retweets	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tweetsWithLink	  
followersCount	  
followingFollowers	  meanTimeBtwnTweets	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Figure	  17	  Feature	  ranking	  We	  did	  an	  additional	  test	  for	  the	  Wrapper	  subset	  evaluator	  for	  finding	  the	  best	  subset	  for	  classification,	  in	  this	  case	  for	  an	  RBFNetwork.	  The	  best	  subset	  obtained	  was:	  	  
followersCount	  
numberOfVias	  
tweetsToSomeone	  
followingFollowers	  	  Comparing	  the	  results	  of	  all	  the	  previous	  algorithms,	  we	  can	  get	  a	  first	  subset	  of	  features.	  It	  is	  interesting	  to	  see	  how	  the	  results	  of	  the	  SVM	  evaluator	  are	  quite	  different	  to	  the	  rest.	  The	  gain	  information	  ratio	  will	  be	  our	  base	  and	  we	  will	  try	  to	  avoid	  the	  attributes	  that	  may	  be	  forged	  by	  an	  attacker	  (public	  available	  in	  the	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profile	  rather	  than	  calculated),	  as	  it	  is	  our	  job	  now	  trying	  to	  make	  sense	  of	  the	  feature	  selection	  with	  the	  knowledge	  we	  have	  on	  the	  problem.	  	  We	  will	  take	  a	  look	  to	  the	  distribution	  among	  classes	  of	  some	  of	  these	  attributes	  for	  the	  selection.	  	  followersCount	  has	  a	  good	  score	  in	  some	  of	  the	  rankers.	  Attackers	  may	  forge	  this	  attribute,	  as	  it	  is	  not	  calculated.	  Taking	  a	  look	  to	  the	  distribution	  among	  classes,	  it	  does	  not	  seem	  to	  be	  that	  good	  for	  classification	  purposes:	  	  
	  
Figure	  18	  Feature:	  followersCount	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We	  have	  a	  similar	  case	  with	  the	  meanTimeBetweenTweets:	  	  
	  
Figure	  19	  Feature:	  meanTimeBetweenTweets	  	  However	  some	  other	  attributes	  seem	  better	  for	  the	  classification,	  such	  as	  the	  percentage	  of	  tweetsWithLink:	  	  
	  
Figure	  20	  Feature:	  tweetsWithLink	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We	  can	  find	  a	  similar	  case	  with	  the	  tweetsToSomeone	  attribute:	  	  
	  
Figure	  21	  Feature:	  tweetsToSomeone	  	  Taking	  into	  account	  the	  results	  of	  the	  feature	  selection	  algorithms	  and	  the	  analysis	  of	  the	  features,	  this	  is	  the	  list	  of	  features	  we	  will	  use:	  	  
numberOfVias	  
tweetsToSomeone	  
tweetsWithLink	  
followingFollowers	  
friendFollowerRatio	  
tweetsKnownReceiver	  
tweetsUnknownReceiver	  	  We	  will	  test	  this	  list	  against	  the	  full	  feature	  set	  in	  order	  to	  check	  that	  it	  does	  not	  have	  a	  negative	  effect	  against	  the	  classification	  accuracy.	  Below	  there	  is	  an	  analysis	  of	  the	  rest	  of	  the	  attributes	  chosen	  for	  this	  set,	  where	  blue	  means	  clean	  and	  red	  means	  malicious:	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-­‐ Number	  of	  channels	  used	  	  
	  
Figure	  22	  Feature:	  numberOfVias	  	  In	  this	  case	  the	  result	  makes	  sense	  as	  well.	  It	  seems	  to	  be	  a	  normal	  distribution	  among	  normal	  users	  for	  the	  number	  of	  channels	  (aka	  devices)	  they	  use	  for	  communicating	  in	  this	  social	  network.	  Spammers	  tend	  to	  use	  one	  or	  two	  channels.	  	   -­‐ Tweets	  to	  someone	  	  
	  
Figure	  23	  Feature:	  numberOfVias	  	  This	  feature	  shows	  a	  very	  different	  behavior	  for	  clean	  and	  malicious	  users.	  A	  normal	  user	  communicates	  with	  other	  users	  in	  a	  regular	  basis,	  while	  spammers	  mostly	  just	  send	  spam	  without	  any	  mention	  to	  other	  users	  of	  the	  Social	  Network.	  The	  best	  way	  Twitter	  has	  to	  detect	  spammers	  is	  using	  their	  users	  to	  report	  spammers	  and	  malicious	  users.	  Sending	  malicious	  content	  or	  spam	  to	  someone	  probably	  increases	  the	  chances	  for	  this	  user	  being	  reported,	  and	  that´s	  why	  spammers	  should	  not	  be	  very	  aggressive	  in	  bugging	  other	  users	  with	  direct	  mentions	  if	  they	  want	  to	  fly	  below	  the	  radar.	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-­‐ FollowingFollowers	  	  
	  
Figure	  24	  Feature:	  followingFollowers	  	  This	  is	  a	  very	  interesting	  distribution.	  Most	  of	  spammers	  do	  not	  have	  any	  follower	  among	  their	  friends.	  That´s	  natural,	  normal	  users	  usually	  do	  not	  follow	  spammers.	  However	  we	  can	  see	  how	  they	  clearly	  try	  to	  forge	  this	  feature	  making	  relationships	  among	  spammers,	  but	  clearly	  not	  following	  the	  same	  distribution	  than	  for	  normal	  users.	  This	  result	  is	  coherent	  with	  the	  creation	  of	  small	  worlds	  among	  spammers	  as	  seen	  in	  (Kurt Thomas).	  	   -­‐ Unknown	  Receivers	  	  
	  
Figure	  25	  Feature:	  unkownReceivers	  	  This	  feature	  represents	  how	  users	  send	  messages	  to	  users	  not	  in	  their	  friends´	  or	  followers´	  list.	  The	  number	  of	  spammers	  in	  the	  first	  sector	  is	  natural,	  but	  the	  distribution	  for	  both	  groups	  is	  not	  that	  different.	  Many	  users	  use	  social	  networks	  for	  reputation	  and	  sending	  messages	  to	  unknown	  people	  to	  start	  the	  contact	  is	  not	  unusual.	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b. Clustering	  	  The	  next	  step	  will	  be	  taking	  a	  look	  into	  how	  well	  this	  data	  could	  be	  clustered	  into	  our	  classes	  using	  the	  available	  features.	  We	  still	  don´t	  know	  how	  good	  are	  the	  attributes	  available	  for	  classifying	  our	  samples,	  but	  we	  know	  the	  number	  of	  classes	  our	  samples	  are	  divided	  into.	  	  We	  will	  use	  kMeans	  for	  this	  test,	  being	  a	  very	  simple	  algorithm	  for	  clustering	  by	  calculating	  a	  function	  distance	  using	  our	  features	  set.	  In	  our	  test	  we	  will	  use	  a	  random	  selection	  of	  2,000	  samples	  divided	  equally	  between	  our	  classes	  (clean	  and	  malicious).	  These	  samples	  were	  not	  used	  in	  the	  feature	  selection	  algorithms.	  	  One	  of	  the	  main	  problems	  with	  kMeans	  is	  guessing	  the	  number	  of	  k.	  In	  this	  case	  we	  will	  use	  k=2	  as	  we	  are	  interested	  only	  in	  2	  classes	  for	  the	  classification.	  In	  case	  we	  would	  be	  interested	  in	  discovering	  new	  clusters	  for	  a	  more	  accurate	  classification	  (for	  instance,	  discovering	  new	  types	  of	  attackers)	  we	  could	  use	  other	  alternatives	  such	  as	  Kohonen	  Self	  Organizing	  Maps	  (SOM).	  	  For	  our	  test	  with	  kMeans	  (k=2)	  and	  2,000	  samples	  we	  will	  use	  10-­‐fold	  cross-­‐validation	  given	  the	  low	  number	  of	  samples	  available	  for	  the	  analysis.	  We	  will	  also	  use	  both	  the	  full	  feature	  set	  and	  our	  selection	  to	  check	  if	  there	  is	  any	  important	  difference	  between	  them.	  Also,	  we	  will	  use	  discrete	  and	  non-­‐discrete	  input	  data	  from	  our	  data	  set.	  Discrete	  data	  should	  help	  in	  softening	  the	  impact	  of	  outliers,	  but	  could	  also	  lower	  the	  distance	  among	  centroids	  blurring	  the	  difference	  between	  classes.	  	  These	  are	  the	  results	  of	  our	  tests	  with	  the	  full	  feature	  set	  and	  the	  selected	  features:	  	  	   Discretized	  data	   Non-­‐discretized	  data	  
	   All	  features	   Feature	  selection	   All	  features	   Feature	  selection	  %Correctly	  Classified	  	   75,02	  
	  
74,23	  
	  
87,33	  
	  
87,3	  
	  %Incorrectly	  Classified	   24,90	  
	  
25,76	  
	  
12,66	  
	  
12,70	  
	  fMeasure	  	  clean	   0,72	  
	  
0,73	  
	  
0,87	  
	  
0,87	  
	  fMeasure	  malicious	   0,77	   0,74	   0,88	   0,87	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  TP	  rate	  	  clean	   0,67	   0,51	   0,89	   0,88	  TP	  rate	  malicious	   0,81	   0,94	   0,85	   0,86	  
Figure	  26	  Clustering	  results	  We	  can	  see	  from	  these	  results	  how	  discretizing	  the	  input	  data	  for	  this	  clustering	  has	  a	  bad	  impact	  in	  the	  accuracy	  of	  the	  results.	  However	  our	  objective	  was	  to	  have	  an	  idea	  about	  the	  accuracy	  of	  clustering	  our	  samples	  with	  the	  available	  features	  and	  our	  selection	  of	  attributes.	  	  	  Having	  good	  results	  in	  the	  clustering	  using	  kMeans	  encourages	  the	  use	  of	  other	  algorithms	  for	  the	  classification	  such	  as	  RBFNetwork	  where	  kMeans	  is	  used	  initially	  for	  the	  calculation	  of	  the	  centroids	  of	  the	  classes.	  	  The	  results	  are	  basically	  the	  same	  when	  using	  the	  reduced	  set	  of	  features,	  so	  the	  reduction	  in	  the	  number	  of	  attributes	  helps	  in	  avoiding	  noise	  and	  the	  use	  of	  unnecessary	  resources	  for	  the	  classification	  algorithms.	  We	  will	  use	  the	  reduced	  feature	  set	  for	  the	  analysis	  of	  these	  algorithms.	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c. Classification	  	  	  Now	  we	  can	  check	  the	  accuracy	  of	  different	  algorithms	  for	  the	  classification.	  The	  classification	  algorithms	  selected	  are	  some	  of	  the	  most	  representatives	  for	  different	  families.	  The	  idea	  is	  to	  use	  different	  methods	  and	  families	  for	  these	  features	  and	  dataset	  in	  order	  to	  analyze	  the	  reasons	  for	  the	  differences	  in	  the	  classification,	  as	  it	  is	  not	  always	  clear	  which	  would	  be	  the	  best	  classification	  method	  for	  a	  given	  set	  of	  samples.	  	  We	  have	  used	  a	  dataset	  of	  2,000	  samples	  equally	  distributed	  into	  our	  two	  classes	  (clean	  and	  malicious),	  and	  a	  different	  dataset	  of	  2,000	  samples	  with	  the	  same	  equal	  distribution	  among	  classes	  for	  testing.	  We	  use	  the	  features	  selected	  previously,	  and	  we	  try	  both	  discretizing	  the	  input	  data	  and	  using	  the	  data	  without	  any	  previous	  manipulation.	  	  This	  table	  summarizes	  the	  results	  for	  the	  different	  algorithms	  used	  for	  the	  classification:	  	   Non	  discretized	  input	  
	   RBFNetwork	   MultilayerPerceptron	   NaiveBayes	   SMO	   ID3	  %Correctly	  classified	   89,22	   90,7	   88,38	   89,57	   	  %Incorrectly	  classified	   10,78	   9,29	   11,6	   10,42	   	  fMeasure	  clean	   0,89	   0,8	   0,87	   0,89	   	  fMeasure	  malicious	   0,89	   0,91	   0,88	   0,89	   	  
Figure	  27	  Classification	  results	  -­‐	  raw	  input	  Discretized	  input	  
	   RBFNetwork	   MultilayerPerceptron	   NaiveBayes	   SMO	   ID3	  %Correctly	  classified	   91,14	   90,9	   90,9	   90,97	   83,96	  %Incorrectly	  classified	   8,8	   9,02	   9,07	   9,02	   8,06	  fMeasure	  clean	   0,9	   0,9	   0,9	   0,9	   0,9	  fMeasure	  malicious	   0,91	   0,91	   0,91	   0,91	   0,9	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%Non	  classified	  instances	   	   	   	   	  
7,97	  
Figure	  28	  Classification	  results	  -­‐	  discretized	  input	  Notes:	  -­‐ For	  the	  MLP	  we	  have	  tried	  different	  learning	  ratios,	  with	  no	  significant	  difference.	  -­‐ For	  algorithms	  that	  apply	  a	  normalization	  of	  the	  input	  data	  (such	  as	  the	  MLP)	  there	  is	  no	  difference	  in	  applying	  a	  second	  discretization	  over	  the	  input	  data	  already	  discretized.	  	  The	  first	  thing	  we	  see	  in	  the	  results	  is	  that	  discretizing	  the	  input	  slightly	  improves	  the	  results	  in	  all	  the	  classification	  methods.	  We	  believe	  this	  is	  caused	  because	  of	  the	  differences	  in	  the	  discretization	  methods	  when	  applied	  to	  all	  the	  input	  data	  before	  the	  training	  and	  the	  discretization	  applied	  by	  the	  different	  algorithms.	  	  The	  second	  interesting	  result	  is	  that	  almost	  all	  the	  classification	  methods	  show	  very	  similar	  results,	  with	  around	  a	  90%	  of	  accuracy	  in	  the	  classification.	  Also	  the	  accuracy	  has	  very	  similar	  results	  for	  both	  classes.	  	  Both	  the	  RBFNetwork	  and	  the	  MultilayerPerceptron	  use	  a	  Neural	  Network	  for	  calculating	  the	  output	  of	  the	  features,	  however	  they	  both	  use	  different	  activation	  functions	  in	  the	  neurons.	  Given	  the	  good	  results	  in	  the	  kMeans	  clustering	  this	  may	  explain	  the	  slightly	  better	  results	  for	  RBF,	  as	  it	  uses	  kMeans	  initially	  for	  calculating	  the	  centroids	  of	  the	  classes.	  	  Not	  surprisingly	  ID3	  gives	  the	  worst	  results.	  A	  tree	  decision	  algorithm	  does	  not	  seem	  very	  appropriate	  for	  this	  class	  of	  problems	  where	  there	  is	  not	  a	  clear	  correlation	  between	  features	  for	  the	  creation	  of	  rules.	  	  The	  weighted	  average	  F-­‐Measure	  for	  top	  algorithms	  is	  around	  0.	  9.	  It	  seems	  reasonable	  to	  use	  this	  set	  of	  features	  as	  a	  good	  way	  to	  classify	  malicious	  users.	  	  Additional	  details	  for	  the	  best	  classification	  using	  RBFNetworks:	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   TP	  Rate	  	  	  	   FP	  Rate	  	  	  	   Precision	  	  	  	   Recall	  	  	   F-­‐Measure	  	  	  	   ROC	  Area	  	  	   Class	  	  0.909	  	  	  	  	  	   0.086	  	  	  	  	  	  	   0.907	  	  	  	  	  	   0.909	  	  	  	  	  	   0.908	  	  	  	  	  	  	   0.944	  	  	  	  	   clean	  
	  0.914	  	  	  	  	  	   0.091	  	  	  	  	  	  	   0.915	  	  	  	  	  	   0.914	  	  	  	  	  	   0.915	  	  	  	  	  	  	   0.944	  	  	  	  	   malicious	  
	  Weighted	  Avg.	  	  
	  
0.911	  	  	  	  	  	   0.089	  	  	  	  	  	  	   0.911	  	  	  	  	  	   0.911	  	  	  	  	  	   0.911	  	  	  	  	  	  	   0.944	   	  
Figure	  29	  RBFNetworks	  results	  A	  final	  test	  was	  performed	  for	  the	  top	  classifier	  (RBRNetworks),	  in	  this	  case	  with	  a	  different	  distribution	  of	  classes	  in	  the	  test	  set	  (the	  training	  set	  is	  the	  same).	  For	  technical	  reasons,	  it	  was	  not	  possible	  to	  perform	  the	  test	  with	  discretized	  input,	  so	  the	  results	  should	  be	  compared	  with	  the	  results	  in	  the	  first	  table	  with	  non-­‐discretized	  input	  data	  (89,22%	  correctly	  classified).	  	  The	  first	  test	  set	  consisted	  on	  1,000	  instances	  of	  random	  clean	  samples.	  	  The	  second	  test	  set	  consisted	  on	  1,000	  instances	  of	  random	  malicious	  samples.	  None	  of	  these	  samples	  were	  used	  in	  the	  training.	  These	  are	  the	  results:	  	  
	   Correctly	  Class.	   Incorrectly	  Class.	  Clean	  samples	   87,2%	   12,7%	  Malicious	  samples	   96,6%	   3,4%	  Mixed	  samples	   89,22%	   10,78%	  	  We	  can	  see	  how	  the	  results	  are	  slightly	  worse	  for	  the	  test	  with	  clean	  samples	  but	  clearly	  better	  for	  the	  malicious	  samples.	  That	  seems	  to	  indicate	  that	  the	  system	  is	  slightly	  biased	  to	  the	  malicious	  class.	  	  This	  should	  be	  a	  point	  to	  consider	  in	  a	  final	  implementation	  of	  a	  real	  system,	  depending	  on	  the	  desired	  behavior.	  	  Finally,	  we	  can	  take	  a	  look	  to	  the	  false	  positives/negatives	  in	  this	  experiment.	  We	  have	  created	  a	  visual	  confusion	  matrix	  for	  the	  analyzed	  features	  in	  order	  to	  compare	  the	  bad	  classified	  instances	  with	  the	  distribution	  of	  the	  features	  of	  the	  class	  they	  belong	  to:	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Figure	  30	  Confusion	  matrix	  for	  bad	  classif.	  samples	  	  We	  should	  keep	  in	  mind	  how	  small	  the	  number	  of	  false	  positives/negatives	  is,	  making	  difficult	  to	  infer	  conclusions	  from	  this	  confusion	  matrix.	  In	  this	  case,	  we	  see	  how	  the	  tweetsToSomeone,	  friendFollowers	  ratio	  and	  tweetsToUnknown	  receivers	  are	  the	  main	  features	  that	  make	  the	  classification	  to	  fail.	  	  The	  good	  thing	  on	  having	  such	  a	  small	  number	  of	  samples	  in	  this	  group	  is	  that	  we	  can	  take	  a	  manual	  look	  to	  them.	  Generally	  speaking	  we	  can	  confirm	  some	  of	  these	  bad	  classified	  users	  behave	  strangely:	  some	  of	  them	  are	  legitimate	  users	  but	  dedicated	  to	  the	  promotion	  of	  some	  products,	  such	  acting	  as	  real	  spammers.	  On	  the	  other	  side,	  some	  users	  tagged	  as	  malicious	  are	  acting	  together	  forming	  a	  small	  cluster	  and	  relating	  each	  other.	  This	  way	  they	  can	  forge	  some	  of	  the	  features	  we	  use	  for	  the	  classification	  such	  as	  tweetsToSomeone	  and	  the	  
friendFollowers	  ratio	  in	  order	  to	  fly	  below	  the	  radar.	  As	  previously	  said,	  the	  problem	  with	  such	  groups	  of	  spammers	  is	  that	  once	  they	  are	  detected	  they	  are	  all	  shut	  down	  at	  once,	  and	  that´s	  why	  this	  is	  not	  the	  usual	  case	  for	  cybercriminals.	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Figure	  31	  Forged	  relationships	  among	  fake	  profiles	  As	  an	  additional	  note	  when	  looking	  at	  this	  ˝visual	  confusion	  matrix”,	  we	  can	  see	  how	  different	  the	  distribution	  is	  for	  the	  chosen	  features	  between	  malicious	  users	  (mainly	  spammers)	  and	  legitimate	  profiles.	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d. Hacked	  profiles	  	  Previously	  we	  explained	  how	  malicious	  profiles	  could	  be	  divided	  between	  spammers/scammers	  and	  hacked	  accounts.	  This	  second	  group	  consists	  on	  people	  whose	  account	  credentials	  have	  been	  stolen	  and	  then	  used	  by	  cybercriminals	  to	  send	  malware.	  	  In	  the	  Data	  Gathering	  chapter	  we	  explained	  how	  difficult	  it	  is	  to	  gather	  data	  on	  these	  hacked	  profiles.	  Consequently	  only	  a	  small	  number	  of	  hacked	  accounts	  (345)	  are	  available	  for	  our	  analysis.	  	  As	  a	  second	  experiment	  we	  will	  analyze	  if	  it	  is	  possible	  to	  distinguish	  legitimate	  users	  from	  hacked	  accounts.	  We	  will	  repeat	  our	  analysis	  with	  the	  best	  performance	  classification	  algorithm	  from	  the	  previous	  point	  (RBFNetworks)	  and	  the	  same	  selection	  of	  features,	  but	  for	  the	  3	  different	  classes	  available	  (clean,	  spammers	  and	  hacked).	  	   i. Clean	  vs	  Hacked	  accounts	  	  We	  expect	  hacked	  accounts	  to	  be	  almost	  indistinguishable	  from	  normal	  users:	  after	  all	  hacked	  profiles	  used	  to	  be	  legitimate	  ones.	  	  	  However	  maybe	  the	  use	  of	  these	  profiles	  by	  cybercriminals	  changes	  the	  pattern	  for	  these	  users.	  Probably	  this	  will	  depend	  on	  how	  much	  time	  these	  accounts	  have	  been	  hacked	  without	  the	  knowledge	  of	  the	  legitimate	  user,	  on	  the	  number	  of	  actions	  performed	  by	  the	  cybercriminal	  with	  the	  hacked	  profile	  and	  on	  whether	  the	  legitimate	  user	  recovered	  the	  control	  of	  his	  profile	  (and	  resume	  the	  normal	  use)	  when	  our	  data	  gathering	  was	  performed.	  	  We	  gathered	  the	  data	  just	  when	  the	  profiles	  were	  detected	  to	  participate	  in	  ongoing	  malicious	  campaigns.	  Most	  of	  the	  features	  we	  use	  are	  mostly	  extracted	  from	  the	  last	  tweets	  sent	  by	  the	  analyzed	  profile,	  so	  there	  is	  a	  good	  chance	  that	  these	  features	  will	  be	  affected	  by	  the	  malicious	  use.	  	  As	  a	  first	  step,	  let´s	  see	  if	  there	  is	  any	  clear	  change	  in	  the	  distribution	  of	  the	  features	  selected:	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Clean	  profiles	  	  
	  
Figure	  32	  Features	  clean	  profile	  	  Hacked	  profiles	  	  
	  
Figure	  33	  Features	  hacked	  profile	  	  We	  should	  take	  into	  account	  that	  these	  hacked	  profiles	  may	  mix	  features	  derived	  from	  the	  normal	  use	  of	  the	  profile	  and	  the	  use	  of	  the	  cybercriminal,	  so	  not	  all	  the	  features	  will	  show	  a	  clear	  pattern	  derived	  from	  the	  malicious	  use	  of	  the	  profile.	  	  	  However	  we	  can	  see	  some	  interesting	  differences:	  	   -­‐ The	  number	  of	  vias	  used	  is	  much	  smaller	  for	  hacked	  accounts.	  That	  makes	  sense	  because	  when	  an	  account	  is	  hacked,	  usually	  all	  the	  new	  malicious	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tweets	  are	  sent	  automatically	  using	  the	  same	  method	  (usually	  the	  API	  or	  the	  website).	  	  -­‐ Tweets	  with	  link	  seem	  to	  follow	  a	  different	  distribution	  between	  both	  classes.	  Taking	  a	  look	  into	  our	  database	  it	  seems	  that	  some	  of	  the	  detected	  hacked	  accounts	  participated	  on	  scam	  campaigns	  not	  sending	  links	  and	  some	  other	  sent	  malicious	  links.	  The	  different	  use	  made	  for	  these	  hacked	  accounts	  affected	  differently	  the	  hacked	  profiles,	  and	  this	  probably	  makes	  this	  feature	  not	  very	  reliable	  for	  detecting	  hacked	  accounts	  even	  if	  they	  seem	  to	  follow	  a	  different	  distribution	  in	  the	  selected	  sample.	  	   -­‐ A	  similar	  case	  is	  the	  feature	  Tweets	  to	  Someone.	  In	  our	  tracked	  malicious	  campaigns	  none	  of	  the	  malicious	  tweets	  were	  directed	  to	  any	  user,	  thus	  the	  type	  of	  malicious	  campaign	  where	  this	  profile	  participated	  may	  bias	  this	  feature.	  However	  that	  changed	  the	  distribution	  of	  the	  attribute	  helping	  in	  the	  detection	  of	  anomalies.	  This	  affects	  features	  “tweets	  to	  known	  and	  unknown	  users“	  too.	  	   -­‐ Finally	  the	  difference	  in	  the	  friend-­‐follower	  ratio	  probably	  is	  not	  caused	  by	  the	  participation	  of	  the	  profile	  in	  malicious	  campaigns.	  However,	  probably	  this	  feature	  might	  affect	  why	  these	  accounts	  are	  selected	  for	  distributing	  malicious	  contents.	  As	  an	  additional	  note,	  we	  might	  take	  a	  look	  if	  there	  is	  any	  difference	  in	  features	  such	  as	  the	  number	  of	  friends	  and	  followers:	  	   	   Median	  (friends)	   Median	  (followers)	  Clean	  profiles	   203	   776	  Hacked	  profiles	   198	   148	  	  It	  is	  a	  small	  sample,	  but	  it	  is	  interesting	  that	  the	  chosen	  hacked	  accounts	  do	  not	  have	  a	  big	  number	  of	  followers:	  this	  could	  help	  spotting	  the	  problem	  in	  the	  user	  profile	  by	  her	  followers.	  Also	  a	  higher	  friend-­‐follower	  ratio	  may	  indicate	  a	  more	  interrelated	  community	  were	  malicious	  content	  could	  be	  quickly	  spread.	  However	  this	  is	  only	  a	  hypothesis	  that	  should	  be	  confirmed	  with	  more	  data.	  	  Now	  we	  will	  use	  the	  classification	  algorithm	  with	  best	  results	  in	  our	  previous	  analysis	  (RBFNetwork)	  and	  test	  it	  with	  a	  dataset	  consisting	  on	  350	  clean	  accounts	  and	  the	  350	  hacked	  accounts.	  Then	  we	  will	  validate	  the	  model	  using	  66%	  of	  the	  rows	  for	  training	  and	  33%	  for	  testing.	  	  The	  results	  for	  the	  classification	  are	  quite	  surprising,	  because	  we	  did	  not	  expect	  a	  clear	  method	  for	  detecting	  hacked	  accounts.	  Surprisingly	  it	  is	  giving	  even	  better	  results	  than	  for	  distinguishing	  clean	  and	  malicious	  users.	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   TP	  Rate	  	  	  	   FP	  Rate	  	  	  	   Precision	  	  	  	   Recall	  	  	   F-­‐Measure	  	  	  	   ROC	  Area	  	  	   Class	  	  0.943	  	  	  	  	   0.113	  	  	  	  	  	  	   0.917	  	  	  	  	  	   0.93	  	  	  	  	  	   0.93	  	  	  	  	  	  	   0.959	  	  	  	  	  	  	   clean	  
	  0.887	  	  	  	  	  	   0.051	  	  	  	  	  	  	   0.887	  	  	  	  	  	   0.904	  	  	  	  	  	   0.904	  	  	  	  	  	  	   0.959	  	  	  	  	  	  	   hacked	  
	  Weighted	  Avg.	  	  
	  
0.919	  	  	  	  	  	   0.089	  	  	  	  	  	  	   0.919	  	  	  	  	  	   0.919	  	  	  	  	  	   0.919	  	  	  	  	  	  	   0.959	   	  
Figure	  34	  RBFNetworks	  results	  for	  hacked	  vs	  clean	  We	  will	  make	  some	  comments	  about	  these	  results	  in	  the	  conclusions	  of	  this	  chapter.	  	   ii. Classification	  with	  3	  classes	  	  In	  this	  case	  we	  will	  incorporate	  3	  classes	  for	  the	  analysis	  (clean,	  hacked	  and	  spammers).	  It	  was	  surprising	  how	  good	  it	  was	  the	  distinction	  between	  hacked	  and	  clean	  profiles,	  so	  it	  would	  be	  interesting	  to	  see	  how	  good	  are	  the	  classification	  methods	  in	  tagging	  3	  different	  classes	  instead	  of	  two.	  	  We	  assumed	  previously	  that	  the	  bigger	  difficulty	  was	  on	  distinguishing	  between	  clean	  and	  hacked	  accounts,	  as	  on	  the	  end	  both	  are	  real	  profiles	  versus	  the	  forged	  ones	  created	  by	  spammers.	  	  	  We	  will	  use	  a	  test	  with	  an	  equal	  number	  of	  samples	  for	  each	  class	  (300	  for	  clean,	  malicious	  and	  hacked)	  and	  test	  it	  with	  a	  RBFNetwork	  with	  3	  classes	  and	  66%	  samples	  used	  for	  training	  and	  the	  rest	  for	  testing.	  These	  are	  the	  results:	  	  	  Correctly	  classified	  instances:	  89,9%	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   TP	  Rate	  	  	  	   FP	  Rate	  	  	  	   Precision	  	  	  	   Recall	  	  	   F-­‐Measure	  	  	  	   ROC	  Area	  	  	   Class	  	  0.905	  	  	   0.052	  	  	  	  	  	  	   0.905	  	  	  	  	  	   0.905	  	  	  	  	  	   0.905	  	  	  	  	  	   0.971	  	  	  	  	  	  	   clean	  
	  1	  	  	  	  	  	   0.048	  	  	  	  	  	  	   0.9	  	  	  	  	  	   1	  	  	  	  	  	   0.947	  	  	  	  	  	  	   0.976	  	  	  	  	  	  	   malicious	  
	  
	   0.805	   0.051	   0.892	   0.805	   0.846	   0.896	   hacked	  Weighted	  Avg.	  	  
	  
0.899	  	  	  	  	  	   0.051	  	   0.899	  	  	  	  	  	   0.899	  	  	  	  	  	   0.897	  	  	  	  	  	  	   0.947	   	  
Figure	  35	  RBFNetworks	  results	  for	  3	  classes	  The	  results	  are	  not	  as	  good	  as	  for	  2	  classes	  (malicious	  and	  clean)	  neither	  as	  good	  as	  for	  distinguish	  between	  hacked	  and	  clean	  profiles,	  but	  still	  are	  very	  near.	  	  The	  worst	  class	  in	  terms	  of	  classification	  is	  the	  one	  for	  hacked	  profiles,	  as	  expected.	  Half	  of	  the	  incorrectly	  classified	  samples	  belonging	  to	  the	  hacked	  class	  are	  classified	  into	  every	  one	  of	  the	  other	  classes.	  	  	  Also	  the	  inclusion	  of	  the	  hacked	  class	  makes	  that	  a	  few	  clean	  samples	  are	  incorrectly	  classified	  as	  hacked.	  That	  was	  somehow	  expected,	  too,	  given	  that	  we	  supposed	  these	  two	  classes	  to	  be	  the	  most	  difficult	  to	  distinguish.	  	   iii. Conclusions	  	  All	  in	  all,	  these	  results	  are	  quite	  unexpected.	  We	  believe	  these	  results	  cannot	  be	  blindly	  trusted,	  but	  we	  can	  deduce	  some	  conclusions	  that	  will	  be	  useful	  for	  further	  research	  in	  this	  area:	  	   -­‐ Even	  using	  manual	  analysis	  for	  tagging	  hacked	  users,	  there	  is	  always	  a	  possibility	  this	  data	  is	  not	  100%	  accurate,	  so	  spammers	  could	  have	  been	  tagged	  as	  hacked	  users.	  	   -­‐ The	  number	  of	  hacked	  users	  analyzed	  was	  quite	  low,	  so	  we	  believe	  the	  results	  could	  be	  over	  fitted.	  The	  previous	  analysis	  should	  be	  repeated	  with	  more	  data.	  	   -­‐ The	  profile	  for	  a	  spammer	  seems	  to	  be	  much	  clear	  than	  the	  profile	  for	  a	  hacked	  user	  but	  just	  in	  theory.	  We	  should	  keep	  in	  mind	  how	  spammers	  try	  to	  disguise	  themselves	  as	  legitimate	  users,	  making	  both	  groups	  closer	  every	  day.	  Given	  the	  set	  of	  features	  analyzed	  and	  the	  time	  window	  for	  the	  user´s	  tweets	  collected	  (maximum	  of	  20	  tweets)	  it	  is	  possible	  to	  detect	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anomalies	  in	  the	  normal	  behavior	  of	  users	  for	  a	  small	  time	  window	  when	  the	  campaign	  is	  active.	  	  	   Thus,	  we	  believe	  the	  detection	  will	  be	  only	  possible	  for	  a	  small	  period	  of	  time.	  In	  this	  experiment	  it	  was	  possible	  to	  obtain	  good	  results	  given	  the	  very	  active	  tracking	  done,	  resulting	  in	  good	  data	  to	  work	  with.	  We	  should	  remember	  how	  other	  experiments	  only	  tag	  users	  as	  malicious	  once	  Twitter	  shuts	  down	  the	  profile,	  making	  almost	  impossible	  to	  consider	  data	  from	  hacked	  users,	  as	  Twitter	  does	  not	  close	  their	  accounts	  definitely.	  	  	  -­‐ Finally,	  Twitter	  has	  more	  resources	  for	  detecting	  these	  hacked	  profiles	  using	  anomalies	  in	  the	  behavior	  of	  profiles	  respect	  the	  same	  profiles	  in	  different	  periods	  of	  time.	  In	  this	  case	  it	  would	  be	  possible	  to	  use	  features	  such	  as	  the	  change	  of	  the	  language	  of	  tweets,	  use	  of	  new	  vias	  for	  sending	  tweets	  or	  changes	  in	  the	  frequency	  and	  time	  where	  tweets	  are	  sent.	  	  	  As	  a	  summary	  for	  these	  analysis	  we	  can	  conclude:	  	  	   -­‐ It	  is	  possible	  to	  select	  a	  set	  of	  features	  derived	  from	  public	  available	  data	  that	  might	  be	  use	  to	  effectively	  detect	  spammers	  accounts.	  	  -­‐ This	  same	  method	  might	  be	  effective	  for	  detecting	  hacked	  accounts	  in	  a	  very	  concrete	  time	  window	  while	  the	  campaign	  is	  active.	  This	  assumption	  needs	  further	  analysis.	  	  However	  having	  a	  definitive	  way	  of	  detecting	  these	  malicious	  users	  just	  with	  public	  information	  and	  no	  further	  analysis	  was	  never	  really	  expected.	  These	  results	  are	  very	  encouraging	  as	  a	  very	  good	  way	  to	  discriminate	  users	  for	  further	  (and	  resource	  hungry)	  analysis.	  The	  next	  section	  discusses	  how	  these	  results	  could	  be	  used	  to	  create	  an	  expert	  system	  for	  detecting	  malicious	  users	  in	  Twitter.	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e. System	  proposed	  	  	  This	  section	  discusses	  how	  the	  previous	  analysis	  could	  be	  used	  in	  a	  real	  system	  for	  detecting	  malicious	  users	  in	  Twitter.	  	  The	  idea	  is	  a	  lightweight	  distributed	  expert	  system	  able	  to	  do	  much	  of	  the	  job	  in	  the	  client	  side,	  but	  with	  the	  ability	  to	  generate	  further	  features	  in	  a	  central	  hub	  and	  to	  relearn	  as	  it	  gets	  more	  data	  from	  the	  clients.	  	   i. Global	  schema	  	  How	  to	  really	  know	  if	  a	  user	  is	  malicious?	  This	  is	  the	  most	  difficult	  question	  after	  all.	  Given	  previous	  results	  and	  from	  other	  papers (Sangho Lee) (Kurt Thomas)	  we	  see	  how	  detection	  rate	  using	  different	  feature	  sets	  is	  around	  90%,	  which	  is	  similar	  to	  our	  results	  but	  too	  low	  for	  automatic	  classification	  alone.	  Thus	  we	  could	  use	  this	  as	  an	  initial	  filter	  for	  further	  analysis.	  	  Basically,	  the	  ultimate	  way	  to	  know	  whether	  a	  user	  is	  distributing	  malicious	  content	  or	  trying	  to	  commit	  fraud	  on	  other	  users	  is	  to	  analyze	  the	  URLs	  they	  spread.	  However	  the	  analysis	  of	  these	  URLs	  is	  neither	  an	  easy	  nor	  a	  resource-­‐cheap	  task.	  	  	  Previous	  chapter	  showed	  how	  automatic	  classification	  using	  the	  presented	  feature	  set	  using	  RBF	  Network	  algorithm	  has	  accuracy	  near	  the	  90%.	  RBF	  Network	  is	  basically	  a	  kMean	  algorithm	  with	  a	  different	  distance	  function.	  We	  could	  use	  this	  algorithm	  in	  our	  expert	  system	  to	  relearn	  with	  new	  data,	  and	  the	  new	  centroids	  and	  distances	  could	  be	  sent	  to	  all	  the	  users	  of	  the	  system	  so	  they	  can	  use	  this	  data	  locally	  for	  classifying	  users.	  	  	  Local	  nodes	  classify	  suspicious	  users	  with	  the	  previous	  feature	  set.	  Then	  suspicious	  users	  are	  sent	  to	  the	  central	  system	  for	  further	  analysis.	  Summarizing:	  	  
• The	  central	  system	  will	  be	  responsible	  to	  send	  this	  suspicious	  data	  for	  further	  analysis	  and	  classify	  it	  accordingly.	  
• The	  central	  system	  will	  recalculate	  centroids	  and	  thresholds	  with	  all	  data	  analyzed	  by	  the	  clients,	  relearning	  continuously.	  	  Also,	  we	  will	  continue	  monitoring	  malicious	  campaigns,	  providing	  more	  tagged	  data	  to	  the	  system.	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  On	  the	  client	  side,	  users	  will	  be	  able	  to	  report	  suspicious	  users	  and	  malicious	  campaigns	  too,	  providing	  more	  data	  to	  the	  system.	  Here	  we	  show	  a	  schema	  of	  the	  system	  proposed:	  	  
	  
Figure	  36	  Conceptual	  schema	  	  	  -­‐ Client	  side:	  	  	   Every	  time	  the	  user	  receives	  a	  tweet,	  the	  analysis	  of	  the	  sender	  starts.	  We	  will	  extract	  the	  features	  necessary	  for	  our	  classification	  through	  the	  Twitter	  API,	  or	  the	  Twitter	  website	  in	  case	  the	  API	  is	  not	  available.	  	  From	  the	  features	  we	  will	  get	  a	  score	  for	  our	  profile	  in	  the	  RBF	  Network.	  We	  will	  classify	  the	  profile	  accordingly	  the	  distance	  to	  the	  centroids,	  having	  thresholds	  for	  classification	  and	  further	  analysis.	  In	  case	  of	  further	  analysis,	  we	  will	  send	  the	  data	  of	  the	  profile	  to	  the	  central	  server	  and	  wait	  for	  a	  verdict.	  We	  will	  store	  local	  lists	  for	  trusted	  and	  non-­‐trusted	  users	  for	  avoiding	  re-­‐analysis	  of	  common	  users	  and	  unnecessary	  local	  computational	  power	  being	  used.	  Finally,	  we	  will	  send	  on	  a	  regular	  basis	  our	  verdicts	  and	  profiles	  to	  the	  central	  server	  for	  relearning	  purposes.	  	  -­‐ Central	  server:	  	   The	  central	  server	  is	  responsible	  of	  gathering	  all	  the	  data	  from	  the	  clients	  to	  relearn	  and	  recalculate	  centroids	  and	  distances	  for	  our	  weight	  function.	  It	  sends	  this	  information	  on	  a	  regular	  basis	  to	  the	  clients	  to	  keep	  data	  updated.	  It	  is	  responsible	  too	  of	  evaluating	  suspicious	  profiles	  not	  clearly	  falling	  into	  any	  of	  the	  defined	  categories.	  For	  such	  further	  analysis	  it	  extracts	  new	  features.	  These	  features	  are	  related	  to	  known	  ongoing	  malicious	  campaigns	  (see	  below)	  and	  to	  other	  known	  malicious	  users,	  so	  this	  information	  should	  be	  tracked	  on	  a	  regular	  basis	  and	  stored	  accordingly.	  Finally,	  it	  will	  be	  responsible	  of	  analyzing	  suspicious	  URLs	  as	  a	  final	  method	  to	  tag	  suspicious	  campaigns	  as	  malicious.	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   ii. New	  features	  	  Having	  a	  central	  system	  with	  more	  computational	  power	  makes	  possible	  to	  calculate	  further	  data	  for	  detecting	  malicious	  users.	  Below	  are	  presented	  some	  of	  the	  new	  features	  that	  could	  be	  used:	  	   -­‐ Keywords	  from	  ongoing	  malicious	  campaigns	  detected	  in	  tweets´	  contents	  -­‐ URLs	  from	  ongoing	  malicious	  campaigns	  detected	  in	  tweets´	  contents	  -­‐ Tweet	  similarity	  to	  known	  “noise”	  messages	  used	  by	  known	  bots	  -­‐ Relationships	  to	  known	  malicious	  users	  	  These	  features	  could	  help	  in	  distinguishing	  spammers	  and	  hacked	  accounts	  too.	  We	  will	  make	  a	  quick	  analysis	  of	  the	  viability	  and	  potential	  effectiveness	  of	  these	  features.	  	  	  
- Keywords	  used	  in	  malicious	  campaigns:	  	  Analyzing	  our	  data,	  only	  882	  out	  of	  195800	  tweets	  contain	  keywords	  used	  in	  malicious	  campaigns	  (0.4%	  of	  all	  tweets	  collected).	  That	  means	  that,	  basically,	  we	  were	  late	  to	  collect	  user´s	  tweets	  related	  to	  the	  ongoing	  malicious	  campaign	  they	  were	  related	  to,	  and	  that	  tweets	  related	  to	  malicious	  campaigns	  were	  no	  longer	  between	  last	  20	  tweets	  sent	  by	  the	  user.	  	  Maybe	  this	  feature	  could	  be	  useful	  in	  a	  real	  system	  where	  all	  the	  tweets	  from	  a	  given	  profile	  are	  collected	  for	  the	  analysis,	  but	  it	  cannot	  be	  evaluated	  in	  this	  experiment	  with	  the	  current	  data	  collected.	  	  
- URLs	  from	  ongoing	  malicious	  campaigns:	  	  In	  a	  similar	  way,	  we	  collected	  the	  top	  used	  URLs	  in	  malicious	  tracked	  campaigns.	  We	  should	  consider	  how	  usual	  is	  to	  use	  shortened	  URLs,	  thus	  it	  is	  not	  possible	  to	  do	  a	  direct	  comparison	  with	  the	  tweet´s	  contents.	  	  As	  an	  experiment,	  we	  collected	  the	  top	  unshorten	  URLs	  from	  these	  malicious	  campaigns.	  Then	  we	  looked	  for	  them	  among	  all	  shortened	  URLs	  from	  collected	  tweets.	  Later,	  we	  looked	  for	  those	  URLs	  into	  last	  tweets	  sent	  by	  analyzed	  users.	  	  Just	  to	  get	  an	  idea	  on	  why	  this	  is	  a	  very	  resource-­‐hungry	  feature,	  for	  39	  unshorten	  URLs	  we	  have	  more	  than	  23,000	  shortened	  ones	  that	  were	  used	  in	  the	  malicious	  campaign.	  	  	  So	  basically	  it	  makes	  almost	  impossible	  to	  do	  a	  direct	  comparison.	  The	  second	  option	  is	  to	  unshorten	  the	  URL,	  but	  this	  could	  be	  unsafe	  for	  a	  final	  user	  or	  just	  inaccurate,	  as	  the	  URL	  could	  be	  not	  the	  final	  landing	  page	  or	  use	  different	  filters	  to	  avoid	  researchers.	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As	  in	  the	  previous	  feature,	  we	  were	  late	  in	  collecting	  the	  data	  and	  no	  malicious	  URLs	  are	  found	  in	  the	  last	  20	  tweets	  sent	  by	  users	  in	  a	  significant	  number.	  This	  feature	  could	  be	  useful	  for	  ongoing	  campaigns	  and	  only	  in	  the	  central	  server,	  but	  we	  cannot	  prove	  this	  with	  the	  current	  dataset	  collected.	  	  
- Tweet	  similarity	  to	  known	  “noise”	  messages:	  	  This	  consists	  on	  using	  text	  similarity	  on	  the	  analyzed	  profile´s	  tweets	  with	  known	  “noise”	  messages	  sent	  by	  malicious	  users	  in	  ongoing	  campaigns.	  A	  good	  technique	  for	  this	  similarity	  seems	  the	  one	  used	  by	  (Kyumin	  Lee)	  consisting	  on	  creating	  a	  bag-­‐of-­‐words	  vector	  representation	  V	  (a)	  of	  the	  tweet	  content.	  In	  order	  to	  create	  the	  bag-­‐of-­‐words,	  punctuation	  is	  removed,	  all	  letters	  are	  made	  lowercase	  and	  each	  word	  is	  tokenized.	  Then	  the	  sparse	  bigrams	  model	  generates	  a	  pair	  of	  words	  separated	  by	  no	  more	  than	  k	  words,	  and	  a	  weight	  is	  assigned	  depending	  on	  the	  frequency.	  Then	  a	  similarity	  function	  is	  applied. Not	  surprisingly	  given	  the	  previous	  features,	  no	  significant	  number	  of	  tweets	  using	  the	  contents´	  words	  of	  malicious	  campaigns	  was	  found	  in	  our	  current	  dataset,	  for	  the	  same	  reason	  than	  before.	  	  Again,	  this	  feature	  cannot	  be	  analyzed	  in	  this	  project	  with	  the	  current	  dataset.	  	  
- Relationship	  to	  known	  malicious	  users:	  	  In	  order	  to	  analyze	  this	  feature	  we	  selected	  the	  users	  not	  correctly	  classified	  with	  the	  analyzed	  feature	  set.	  	  	  It	  is	  interesting	  that	  inaccurate	  classified	  users	  divide	  in	  50%	  clean	  users	  classified	  as	  malicious	  and	  50%	  malicious	  users	  classified	  as	  clean.	  	  A	  quick	  look	  to	  the	  results	  of	  this	  feature	  shows	  how	  there	  is	  a	  clear	  division	  for	  the	  classification:	  	  
	  
Figure	  37	  Relationship	  with	  malicious	  users	  among	  classes	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  This	  feature	  can	  be	  used	  with	  the	  current	  data	  for	  100%	  accuracy	  for	  the	  classification	  of	  previously	  incorrect	  classification.	  However	  this	  is	  a	  very	  small	  set	  of	  data	  (around	  50	  instances).	  Still	  it	  shows	  how	  interesting	  could	  be	  using	  this	  feature	  for	  a	  second	  feature	  set	  for	  classifying	  suspicious	  users.	  	  However	  it	  is	  based	  on	  the	  fact	  that,	  in	  order	  to	  forge	  some	  relationship-­‐based	  features,	  malicious	  users	  should	  relate	  among	  them	  creating	  small-­‐worlds.	  That	  makes	  this	  feature	  very	  powerful	  in	  detecting	  malicious	  users	  in	  such	  cases.	  	  We	  should	  take	  in	  mind	  that	  we	  need	  this	  centralized	  data,	  and	  how	  expensive	  in	  resources	  it	  could	  be	  to	  calculate	  these	  additional	  features.	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6. Discussion	  	  
a. Conclusions	  	  This	  project	  analyzes	  the	  possibility	  of	  detecting	  malicious	  users	  in	  Twitter	  using	  only	  publicly	  available	  information	  for	  any	  given	  user	  in	  real	  time.	  	  	  It	  explores	  the	  possibility	  of	  distinguishing	  among	  the	  different	  kind	  of	  malicious	  profiles	  used	  for	  cybercriminals,	  especially	  between	  spammers	  and	  legitimate	  hacked	  profiles.	  Finally	  it	  proposes	  a	  distributed	  system	  that	  performs	  local	  analysis	  of	  features	  of	  suspicious	  profiles	  for	  the	  classification	  of	  malicious	  users	  plus	  a	  central	  system	  where	  a	  second	  round	  of	  analysis	  using	  new	  derived	  –and	  more	  complex-­‐	  features	  are	  taken	  into	  account,	  clearly	  improving	  the	  ratio	  of	  success.	  	  As	  an	  introduction	  for	  the	  reader,	  it	  is	  explained	  how	  these	  Social	  Networks	  are	  being	  abused	  on	  a	  regular	  basis	  by	  cybercriminals	  to	  spread	  malicious	  content	  and	  Scams,	  and	  how	  this	  represents	  a	  very	  serious	  threat	  to	  the	  usability	  and	  long-­‐term	  survival	  of	  these	  services,	  not	  to	  speak	  of	  the	  security	  and	  privacy	  of	  their	  users.	  	  	  All	  the	  data	  used	  in	  this	  work	  was	  tracked	  from	  real	  malicious	  campaigns	  and	  tracked	  users	  were	  tagged	  both	  automatically	  and	  manually	  for	  better	  results.	  	  A	  complete	  tracking	  system	  was	  designed	  and	  implemented	  in	  order	  to	  gather	  this	  data.	  Twitter	  imposes	  some	  limitations	  in	  its	  API,	  forcing	  us	  to	  create	  a	  distributed	  tracking	  system	  in	  order	  to	  be	  able	  to	  circumvent	  the	  limitations	  to	  gather	  all	  the	  data.	  	  In	  other	  works,	  data	  for	  the	  analysis	  is	  tagged	  after	  Twitter	  shuts	  down	  suspicious	  accounts.	  That	  limits	  the	  capacity	  for	  tagging	  malicious	  users	  to	  what	  Twitter	  is	  able	  to	  do	  in	  terms	  of	  detecting	  and	  deleting	  malicious	  accounts.	  With	  our	  approach	  for	  tagging	  users	  we	  need	  more	  manual	  work,	  but	  at	  the	  same	  time	  we	  can	  get	  high	  quality	  data	  for	  the	  analysis	  directly	  extracted	  from	  the	  real	  world	  that	  is	  not	  usually	  available	  in	  other	  analysis.	  	  Different	  attributes	  publicly	  available	  have	  been	  analyzed	  among	  other	  features	  derived	  from	  them	  in	  order	  to	  get	  a	  minimal	  subset	  of	  features	  for	  the	  detection	  of	  malicious	  users.	  This	  subset	  has	  been	  reduced	  to	  a	  minimum	  in	  order	  to	  reduce	  noise	  and	  the	  necessary	  resources	  for	  the	  classification.	  Also,	  the	  use	  of	  derived	  features	  makes	  more	  difficult	  for	  cybercriminals	  to	  forge	  the	  attributes	  in	  their	  fake	  profiles	  to	  avoid	  antifraud	  systems.	  The	  used	  features	  can	  be	  quickly	  calculated,	  being	  ideal	  for	  a	  lightweight	  distributed	  system	  using	  only	  local	  information.	  	  We	  demonstrated	  how	  with	  this	  selected	  feature	  set	  of	  derived	  attributes	  based	  on	  publicly	  available	  data	  it	  is	  possible	  to	  achieve	  around	  90%	  accuracy	  for	  detecting	  malicious	  users	  using	  different	  classification	  algorithms.	  In	  this	  case,	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the	  classification	  was	  performed	  to	  distinguish	  between	  malicious	  and	  clean	  users.	  	  	  The	  classification	  algorithms	  based	  on	  distance	  functions	  gave	  better	  results	  than	  the	  ones	  based	  on	  decision	  trees	  and	  rules,	  which	  seems	  to	  indicate	  that	  there	  is	  a	  low	  correlation	  among	  the	  selected	  attributes.	  The	  best	  results	  are	  achieved	  using	  a	  RBF	  Network	  after	  discretization	  of	  the	  input	  values.	  	  A	  very	  interesting	  result	  came	  from	  the	  analysis	  of	  hacked	  users.	  Even	  most	  of	  malicious	  users	  are	  spammers,	  it	  is	  interesting	  to	  analyze	  the	  possibility	  of	  distinguish	  among	  legitimate	  users	  and	  the	  ones	  who	  had	  their	  credentials	  compromised.	  Analyzing	  the	  features	  gathered	  when	  a	  hacked	  accounts	  is	  participating	  in	  a	  malicious	  campaign	  allows	  the	  detection	  of	  changes	  in	  the	  normal	  behavior	  of	  the	  hacked	  user:	  that	  results	  in	  the	  possibility	  of	  detecting	  them	  as	  hacked	  accounts.	  It	  is	  important	  to	  stress	  that	  this	  is	  possible	  because	  the	  features	  for	  the	  analysis	  are	  extracted	  when	  the	  campaign	  is	  active	  and	  not	  later,	  which	  is	  the	  usual	  thing	  for	  other	  analysis.	  The	  features	  we	  use	  for	  the	  classification	  of	  profiles	  will	  only	  work	  under	  this	  precondition.	  	  Incorporating	  this	  third	  group	  of	  hacked	  accounts	  explicitly	  in	  the	  classification	  algorithms	  resulted	  in	  the	  error	  ratio	  increased	  for	  clean	  profiles	  and	  a	  lower	  true	  positive	  rate	  for	  hacked	  accounts	  than	  when	  this	  classification	  was	  performed	  only	  against	  clean	  profiles.	  That	  seems	  to	  indicate	  that	  in	  our	  classification	  this	  new	  group	  is	  in	  the	  middle	  of	  the	  malicious	  and	  clean	  classes	  in	  the	  classification	  space.	  	  When	  we	  mix	  the	  hacked	  accounts	  into	  the	  malicious	  class,	  the	  effects	  for	  the	  classification	  are	  smoothed	  and	  basically	  disappear	  due	  to	  the	  small	  number	  of	  samples	  belonging	  to	  the	  hacked	  class.	  However,	  we	  should	  consider	  how	  this	  small	  percentage	  of	  hacked	  accounts	  represents	  a	  reality	  about	  how	  these	  malicious	  campaigns	  are	  run.	  The	  number	  of	  samples	  used	  for	  this	  analysis	  was	  not	  very	  big,	  unfortunately.	  However	  we	  believe	  the	  results	  are	  encouraging	  and	  that	  a	  good	  detection	  of	  hacked	  accounts	  if	  possible	  in	  case	  the	  analysis	  is	  performed	  when	  the	  malicious	  campaign	  is	  active.	  	  Twitter	  has	  better	  data	  to	  detect	  these	  profiles,	  and	  basically	  their	  best	  approach	  would	  be	  to	  detect	  changes	  in	  the	  usual	  behavior	  of	  users.	  However,	  is	  not	  clear	  the	  feasibility	  of	  this	  approach	  given	  the	  amount	  of	  resources	  needed.	  	  In	  our	  proposed	  system	  we	  use	  suggest	  the	  use	  of	  a	  classification	  algorithm	  that	  could	  be	  distributed	  among	  different	  clients	  for	  a	  quick	  classification	  using	  the	  information	  (attributes)	  locally	  available.	  The	  central	  server	  recalculates	  centroids	  and	  thresholds	  in	  a	  regular	  basis	  as	  it	  relearns	  with	  more	  data	  from	  tracked	  campaigns	  and	  other	  clients.	  This	  data	  could	  be	  easily	  distributed	  to	  the	  users	  of	  the	  system	  for	  improving	  the	  classification.	  	  	  Also,	  in	  a	  central	  system	  with	  more	  data	  it	  is	  possible	  to	  calculate	  new	  features	  to	  classify	  suspicious	  users.	  In	  our	  analysis	  of	  different	  possibilities	  and	  potential	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features,	  one	  of	  them	  allowed	  to	  correctly	  classify	  100%	  of	  incorrectly	  classified	  instances	  from	  the	  first	  feature	  set	  used.	  This	  high	  percentage	  should	  be	  attributed	  to	  the	  small	  number	  of	  instances.	  However	  the	  use	  of	  a	  second	  feature	  set	  for	  classification	  using	  more	  resource-­‐expensive	  features	  clearly	  improves	  the	  accuracy	  of	  the	  system.	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b. Future	  work	  	  From	  the	  analysis	  and	  conclusions	  derived	  from	  this	  work,	  there	  are	  some	  paths	  worth	  exploring	  in	  order	  to	  continue	  the	  analysis	  on	  the	  possibilities	  for	  detecting	  malicious	  users	  not	  just	  in	  Twitter	  but	  also	  in	  other	  Social	  Networks	  with	  similar	  characteristics	  and	  where	  information	  is	  publicly	  available	  for	  researchers.	  	  The	  first	  possibility	  is	  continuing	  the	  exploration	  of	  new	  feature	  sets.	  This	  is	  limited	  to	  the	  imagination	  of	  the	  researcher	  (and	  to	  the	  data	  available).	  The	  selection	  on	  this	  work	  has	  been	  constrained	  to	  data	  available	  for	  any	  user	  and	  with	  speed	  of	  analysis	  in	  mind,	  but	  some	  new	  features	  have	  been	  proposed	  for	  a	  more	  complex	  analysis	  using	  a	  central	  system.	  	  	  It	  would	  be	  interesting	  adding	  some	  degree	  of	  semantic	  analysis	  to	  create	  new	  features.	  Also	  this	  would	  only	  be	  possible	  using	  a	  central	  system	  so	  semantic	  information	  could	  be	  crosschecked	  with	  information	  of	  malicious	  ongoing	  campaigns.	  	  	  Adding	  the	  possibility	  for	  the	  users	  to	  report	  malicious	  ongoing	  campaigns	  and	  users	  could	  be	  an	  interesting	  possibility	  to	  explore,	  in	  order	  to	  complement	  always-­‐difficult	  campaign	  tracking	  and	  help	  in	  early	  detection.	  However	  it	  would	  be	  interesting	  to	  see	  the	  ratio	  of	  false	  positives	  and	  how	  users	  do	  really	  collaborate	  with	  useful	  data	  in	  such	  systems	  	  When	  dealing	  with	  hacked	  users,	  further	  data	  should	  be	  analyzed.	  It	  is	  difficult	  to	  get	  this	  data,	  however	  it	  should	  be	  possible	  to	  contact	  Twitter	  in	  order	  to	  share	  non-­‐confidential	  data	  on	  hacked	  users	  that	  may	  be	  used	  for	  feature	  extraction	  and	  classification.	  The	  data	  analyzed	  in	  this	  work	  is	  a	  collateral	  experiment,	  but	  the	  results	  are	  encouraging	  to	  gather	  more	  data	  in	  order	  to	  contrast	  the	  results.	  	  Seeing	  how	  a	  lot	  of	  tracked	  data	  was	  not	  usable	  anymore	  when	  the	  analysis	  started	  because	  we	  were	  late	  in	  collecting	  it	  (meaning	  the	  suspicious	  profiles	  were	  already	  shut	  down	  by	  Twitter	  when	  we	  tried	  to	  reach	  the	  data),	  we	  should	  try	  to	  do	  a	  real	  time	  analysis	  when	  tracking	  a	  malicious	  campaign	  and	  not	  waiting	  for	  it	  to	  end	  to	  get	  the	  data	  of	  the	  participating	  profiles.	  However	  it	  was	  not	  possible	  to	  do	  that	  in	  this	  first	  analysis	  as	  the	  feature	  set	  was	  not	  yet	  selected,	  it	  should	  be	  possible	  to	  gather	  all	  the	  data	  related	  to	  the	  user.	  This	  will	  need	  a	  much	  bigger	  storage	  system,	  though.	  	  	  Experimenting	  a	  first	  proof-­‐of-­‐concept	  for	  the	  detection	  of	  malicious	  URLs	  using	  white	  and	  blacklists	  from	  third	  party	  providers	  such	  as	  Google,	  Mozilla	  or	  AntiVirus	  companies	  would	  be	  a	  good	  starting	  point.	  This	  will	  make	  easier	  the	  analysis	  of	  unknown	  campaigns	  and	  profiles	  depending	  on	  the	  URLs	  found	  in	  their	  tweets.	  However,	  a	  complete	  analysis	  for	  determining	  malicious	  URLs	  would	  be	  much	  more	  complex.	  	  Finally,	  it	  would	  be	  nice	  to	  explore	  how	  it	  would	  be	  possible	  to	  reuse	  the	  analysis	  of	  malicious	  profiles	  in	  Twitter	  to	  other	  Social	  Networks.	  That	  depends	  very	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much	  on	  how	  it	  is	  possible	  to	  access	  to	  the	  same	  information	  to	  extract	  similar	  feature	  sets,	  which	  is	  quite	  unlikely.	  However	  it	  should	  be	  possible	  to,	  once	  a	  malicious	  ongoing	  campaign	  is	  detected	  as	  well	  as	  the	  profiles	  involved,	  to	  get	  information	  about	  the	  infrastructure	  that	  is	  being	  used	  for	  the	  campaign	  (servers,	  domains,	  messages	  sent,	  etc).	  This	  infrastructure	  may	  be	  used	  on	  other	  Social	  Networks	  for	  the	  same	  malicious	  purposes	  even	  through	  different	  users	  and	  methods.	  I	  believe	  this	  could	  be	  a	  very	  nice	  experiment	  to	  analyze.	  	  As	  a	  final	  note,	  as	  Twitter	  is	  making	  serious	  changes	  in	  its	  API	  as	  this	  document	  is	  being	  written,	  it	  should	  be	  analyzed	  how	  much	  of	  this	  data	  will	  still	  be	  accessible	  in	  the	  future	  for	  researchers	  (if	  any)	  and	  how	  will	  this	  affect	  to	  malicious	  users,	  who	  will	  probably	  need	  to	  change	  the	  way	  they	  create	  automatic	  profiles	  for	  malicious	  campaigns.	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