Iron K and Compton hump reverberation in SWIFT J2127.4+5654 and NGC 1365
  revealed by NuSTAR and XMM-Newton by Kara, E. et al.
ar
X
iv
:1
41
0.
33
57
v1
  [
as
tro
-p
h.H
E]
  1
3 O
ct 
20
14
Mon. Not. R. Astron. Soc. 000, 1–14 (2014) Printed 6 September 2018 (MN LATEX style file v2.2)
Iron K and Compton hump reverberation in
SWIFT J2127.4+5654 and NGC 1365 revealed by
NuSTAR and XMM-Newton
E. Kara1⋆, A. Zoghbi2,3, A. Marinucci4, D. J. Walton5, A. C. Fabian1,
G. Risaliti6,7, S. E. Boggs8, F. E. Christensen9, F. Fuerst5, C. J. Hailey10,
F. A. Harrison5, G. Matt4, M. L. Parker1, C. S. Reynolds2, D. Stern11,
and W. W. Zhang12
1Institute of Astronomy, The University of Cambridge, Madingley Road, Cambridge, CB3 OHA
2Department of Astronomy, University of Maryland, College Park, MD 20742-2421, USA
3Joint Space-Science Institute (JSI), College Park, MD 20742-2421, USA
4Dipartimento di Matematica e Fisica, Universita` degli Studi Roma Tre, via della Vasca Navale 84, 00146 Roma, Italy
5Cahill Center for Astronomy and Astrophysics, California Institute of Technology, Pasadena, CA 91125, USA
6Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA, USA
7INAF Osservatorio Astrofisico di Arcetri, L.go E. Fermi 5, I-50125 Firenze, Italy
8Space Science Laboratory, University of California, Berkeley, CA 94720, USA
9DTU Space National Space Institute, Technical University of Denmark, Elektrovej 327, DK-2800 Lyngby, Denmark
10Columbia Astrophysics Laboratory, Columbia University, New York, NY 10027, USA
11Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91109, USA
12NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA
Accepted 2014 October 13. Received 2014 October 13; in original form 2014 May 16
ABSTRACT
In the past five years, a flurry of X-ray reverberation lag measurements of accreting
supermassive black holes have been made using the XMM-Newton telescope in the
0.3–10 keV energy range. In this work, we use the NuSTAR telescope to extend the
lag analysis up to higher energies for two Seyfert galaxies, SWIFT J2127.4+5654 and
NGC 1365. X-ray reverberation lags are due to the light travel time delays between
the direct continuum emission and the reprocessed emission from the inner radii of
an ionised accretion disc. XMM-Newton has been particularly adept at measuring the
lag associated with the broad Fe K emission line, where the gravitationally redshifted
wing of the line is observed to respond before the line centroid at 6.4 keV, produced at
larger radii. Now we use NuSTAR to probe the lag at higher energies, where the spec-
trum shows clear evidence for Compton reflection, known as the Compton ‘hump’. The
XMM-Newton data show Fe K lags in both SWIFT J2127.4+5654 and NGC 1365. The
NuSTAR data provide independent confirmation of these Fe K lags, and also show evi-
dence for the corresponding Compton hump lags, especially in SWIFT J2127.4+5654.
These broadband lag measurements confirm that the Compton hump and Fe K lag are
produced at small radii. At low-frequencies in NGC 1365, where the spectrum shows
evidence for eclipsing clouds in the line of sight, we find a clear negative (not positive)
lag from 2–10 keV, which can be understood as the decrease in column density from
a neutral eclipsing cloud moving out of our line of sight during the observation.
Key words: black hole physics – galaxies: active – X-rays: galaxies – galaxy: indi-
vidual : SWIFT J2127.4+5654, NGC 1365.
⋆ E-mail: ekara@ast.cam.ac.uk
1 INTRODUCTION
The X-ray emission around accreting supermassive black
holes is very bright and highly variable on timescales of
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Object NuSTAR Obs. ID XMM Obs. ID Obs. Date NuSTAR Exposure (s) XMM Exposure (s)
SWIFT J2127.4+5654 60001110002/3 0693781701 Nov 2012 77000 94000
60001110005 0693781801 Nov 2012 74000 94000
60001110007 0693781901 Nov 2012 42000 50000
NGC 1365 60002046002/3 0692840201 July 2012 77000 110000
60002046005 0692840301 Dec 2012 66000 93000
60002046007 0692840401 Jan 2013 74000 90000
60002046009 0692840501 Feb 2013 70000 103000
Table 1. The NuSTAR and XMM-Newton observations used in this analysis. Columns show the source name, the observation ID for
both telescopes, the start date, and duration of the observation for both telescopes.
hours to days (McHardy 1988). X-ray timing analysis can
therefore be a very powerful tool for probing the innermost
regions of Active Galactic Nuclei (AGN). In this work, we
study the X-ray reverberation time delays, which measure
the size scales of the innermost regions in physical units, and
not just gravitational units (i.e. in kilometres rather than in
gravitational radii). Reverberation, can therefore, in prin-
cipal provide independent estimates of the black hole mass
and spin.
X-ray reverberation is due to the light crossing time
of photons around the accreting black hole. The first ro-
bust discovery was made by Fabian et al. (2009) for the
Narrow-line Seyfert I galaxy, 1H0707-495. In that work,
the authors measured that the high-frequency variability
in the reflection-dominated soft band (0.3–1 keV) was de-
layed with respect to the continuum-dominated hard band
(1–4 keV) by 30 s. This was interpreted as the light travel
distance between the X-ray emitting corona, and the repro-
cessed emission off the inner accretion disc where strong
gravity effects are important. Later findings of this high-
frequency ‘soft’ lag in other NLS1s confirmed the de-
tection (Emmanoulopoulos, McHardy, & Papadakis 2011;
De Marco et al. 2011; Zoghbi & Fabian 2011; Cackett et al.
2013; De Marco et al. 2013; Emmanoulopoulos et al. 2014).
Recent work by Cackett et al. (2014) and later by
Emmanoulopoulos et al. (2014) model this time lag using
general-relativistic ray-tracing simulations (Reynolds et al.
1999; Dovcˇiak, Karas, & Matt 2004), and compute that
these lags come from small radii within 10 rg of the
central supermassive black hole. At low-frequencies, a
separate process dominates the lags, and instead of a
soft band lag, there is a hard band lag. This low-
frequency hard lag has been observed in black hole bina-
ries (Miyamoto & Kitamoto 1989; Nowak et al. 1999) and
AGN (Papadakis, Nandra, & Kazanas 2001; Are´valo et al.
2006; McHardy et al. 2007). While its origin is not well
understood, the prevailing interpretation is that the lags
are due to mass accretion rate fluctuations in the disc
that propagate inwards and are transferred up to the
corona, causing the soft continuum emission from large
radii to respond before the hard emission at small
radii (Kotov, Churazov, & Gilfanov 2001; Are´valo & Uttley
2006).
While the high-frequency soft lag was detected in a
number of sources, the interpretation was still a contentious
issue. Miller et al. (2010) and later Legg et al. (2012) sug-
gested an alternative interpretation for the soft lags. In these
papers, the authors interpret the high-frequency soft lag as a
mathematical oscillatory effect from low-frequency, distant
reverberation off a reprocessing medium at 100 − 1000 rg.
The low-frequency, hard lag, is then understood as the long-
timescale reverberation lag. The frequency-dependence of
the soft lag could be similarly well modelled with a distant
reprocessor.
However, the discovery of the high-frequency iron K
reverberation lag has put further constraints on physical
models, confirming the relativistic reflection interpretation.
Zoghbi et al. (2012) first discovered the iron K reverbera-
tion lag in the bright Seyfert galaxy, NGC 4151. In that
work, the authors computed the high-frequency lag-energy
spectrum and found that the continuum emission varies
first, followed by a delayed response in the red wing of the
line, and lastly by the line centroid. This is naturally un-
derstood as the reverberation off the inner accretion disc,
where there is a smaller light travel time between variations
of the corona and the innermost radii (where the red wing
is produced), than between the corona and the larger radii
of the accretion disc (where the line centroid originates).
Since this initial discovery, the high-frequency iron K lag
has been found in a number of Seyfert galaxies (Kara et al.
2013a,b; Zoghbi et al. 2013). It has been shown that while
there are strong signatures of reflection in the high-frequency
lags, the low-frequency lags are featureless, and are not
clearly associated with any reflection (Kara et al. 2013c).
In one source, NGC 6814, where the spectrum is well de-
scribed with only an absorbed powerlaw and minimal neu-
tral reflection, there is still a clear low-frequency, hard lag
(Walton et al. 2013), which further indicates that this low-
frequency hard lag is not associated with reflection, as pro-
posed byMiller et al. (2010). Lastly, detailed GR ray-tracing
models by Reynolds et al. (1999) have also been shown to
describe the high-frequency lags well (Cackett et al. 2014).
The next frontier for reverberation lag studies is to
extend the lag-energy spectrum up to high energies above
10 keV, where the reflected emission peaks. This is now pos-
sible with the Nuclear Spectroscopic Telescope Array (NuS-
TAR; Harrison et al. 2013), the first high-energy focusing
X-ray telescope in orbit. NuSTAR is 100 times more sensi-
tive than previous instruments probing the 10-80 keV range,
and in the past two years has made significant contributions
in measuring the high-energy spectra of AGN. This started
with Seyfert galaxy NGC 1365, where the reflection feature
of the Compton hump was clearly detected (Risaliti et al.
2013). Since then, the Compton hump has been confirmed
in a number of other objects that contain broad iron lines,
including MCG-6-30-15 (Marinucci et al. 2014b), and Mrk
335 (Parker et al. 2014c). Now that the Compton hump
has been confirmed in the energy spectrum, we want to
c© 2014 RAS, MNRAS 000, 1–14
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Figure 1. The NuSTAR light curve from 10–80 keV in red squares overplotting the XMM-Newton light curve from 3–10 keV in blue
triangles for SWIFT J2127.4+5654. The left y-axis refers to the NuSTAR counts, while the right y-axis refers to the XMM-Newton
counts. The NuSTAR and XMM-Newton light curves track each other closely in all three observations.
Orbit 1
co
u
n
ts
/s
0
0.5
1
1.5
2
0 5×104 105
Orbit 2
0 5×104 105
Orbit 3
Time (s)
0 5×104 105
Orbit 4
XMM (3-10 keV)NuSTAR (10-80 keV)
co
u
n
ts
/s
0
1
2
3
4
0 5×104 105
Figure 2. The NuSTAR light curve from 10–80 keV in red squares overplotting the XMM-Newton light curve from 3–10 keV in blue
triangles for NGC 1365. The left y-axis refers to the NuSTAR counts, while the right y-axis refers to the XMM-Newton counts. For this
lag analysis, we focus on the third orbit where the flux and variability power are the greatest. We also present the results from the second
observation, which shows some variability.
search for the feature in the lags. Zoghbi et al. (2014) pre-
sented the first analysis of high-frequency time lags above
10 keV, and we expand on this work with an analysis of
SWIFT J2127.4+5654 and NGC 1365.
SWIFT J2127.4+5654 (z = 0.0144) is a NLS1 galaxy
that was first detected with the Swift/BAT in the 15–
150 keV band (Tueller et al. 2005). The source was observed
in 2007 with Suzaku-XIS for 92 ks (Miniutti et al. 2009).
The authors detected a broad Fe K emission line, which
they used to infer a black hole spin of a = 0.6 ± 0.2. The
result was confirmed by Patrick et al. (2011), and later by
Sanfrutos et al. (2013) using a 130 ks XMM-Newton obser-
vation. Marinucci et al. (2014a) presented the 300 ks joint
XMM-Newton/NuSTAR observation of this source, confirm-
ing the broadened Fe K emission line and discovering a clear
Compton hump. Also in that work, we analysed the XMM-
Newton data and found a high-frequency Fe K reverbera-
tion lag that was not as broad spectrally as those found in
sources with maximally spinning black holes. This reverber-
ation result independently confirmed a narrower relativis-
tically broadened iron line and a compact X-ray source in
SWIFT J2127.4+5654.
NGC 1365 (z = 0.0055) is a Seyfert 1.9 galaxy that
also shows strong evidence for a relativistically broad-
ened iron line, this time implying a maximally spin-
ning black hole (Risaliti et al. 2009; Walton, Reis, & Fabian
2010; Brenneman et al. 2013). In addition, it is known
to have complex and variable absorption, with evidence
for a warm absorber and even cold, eclipsing material
along the line of sight in some observations (Risaliti et al.
2005a,b; Maiolino et al. 2010). Recently, the source was ob-
served for four XMM-Newton orbits in the joint XMM-
Newton/NuSTAR AGN campaign. The four observations
show remarkable variability, and Walton et al. (2014) has
recently shown that this variability can largely be explained
by absorption variability, and that underlying the complex
absorption structure, the relativistically broadened iron line
and Compton hump are always present. Orbit 3 of this obser-
vation was the most unobscured of the 4 observations. Prin-
cipal Component Analysis of the XMM-Newton observations
also showed that Orbit 3 has the most intrinsic source vari-
ability, though some absorption variability is still present
(Parker et al. 2014b). For this reason, we focus our time lag
analysis on Orbit 3, but show results from the other more
absorbed orbits, which yield no evidence of Fe K reverbera-
tion lags.
This paper is structured as follows: In Section 2 we de-
scribe the two types of lag analysis used in this work, the
standard Fourier technique and the more recently developed
maximum-likelihood technique for unevenly sampled light
curves (Zoghbi, Reynolds, & Cackett 2013). We present our
results for SWIFT J2127.4+5654 and NGC 1365 in Section 3
and discuss them in Section 4.
c© 2014 RAS, MNRAS 000, 1–14
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Figure 3. The high-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). The lag is
calculated in the frequency range, [0.4 − 4.5] × 10−4 Hz. The XMM-Newton lag-energy spectrum shows a sharp increase above 5 keV.
The NuSTAR lag shows the same peak at 5–7 keV, and another peak at ∼ 20 keV, the energy of the Compton hump. To make the
comparison easier to see, both the XMM-Newton and NuSTAR lags have been scaled so that the lag at 4–5 keV is zero. Due to lower
statistics at the highest energies in XMM-Newton, we cannot disentangle the lag at the blue wing of the line from the start of the rise
of the Compton hump, as is evident in NuSTAR. However, the lag results between the two instruments are consistent within error. See
Fig. 9 for further comparison of the XMM-Newton and NuSTAR lag-energy spectrum.
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Figure 4. The low-frequency lag-energy spectra for SWIFT J2127.4+5654 using XMM-Newton (left) and NuSTAR (right). Note the
different y-axis scales between the two figures, and between these figures and those in Fig. 3. The lag is calculated in the frequency range
less than 0.4 × 10−4 Hz. The lag appears to increase with energy in both the XMM-Newton and NuSTAR bands, though the NuSTAR
low-frequency lag shows a peak at 7–8 keV. Again, the XMM-Newton and NuSTAR lags have been scaled so that the lag at 4–5 keV is
zero.
2 OBSERVATIONS AND DATA ANALYSIS
2.1 Data Reduction
All of the data used in this work come from the joint
XMM-Newton and NuSTAR AGN campaign, where ob-
servations were taken simultaneously (Table 1). SWIFT
J2127.4+5654 was observed with both instruments for
300 ks, and NGC 1365 was observed for 500 ks. We use data
from the XMM-Newton observatory (Jansen et al. 2001)
taken with the EPIC-PN camera (Stru¨der et al. 2001). A
detailed description of the XMM-Newton and NuSTAR
data reduction for SWIFT J2127.4+5654 can be found in
Marinucci et al. (2014a), and for NGC 1365 in Walton et al.
(2014).
2.2 Time lag measurements
The X-ray signals from accreting black holes are highly vari-
able (as seen in Figs. 1 and 2, which show the light curves of
SWIFT J2127.4+5654 and NGC 1365 in XMM-Newton and
c© 2014 RAS, MNRAS 000, 1–14
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NuSTAR). In AGN, the variability is observed on a range
of timescales from hours to days, and this fact allows us to
measure time delays between light curves of different ener-
gies. There are several approaches to measuring these time
delays, depending on the timescale one wants to probe and
the type of time signal available.
In this section we describe the two different techniques
implemented here for measuring time lags: the Fourier
technique and the maximum-likelihood technique. XMM-
Newton is in an elliptical orbit with a 48-hour orbital period.
This gives long, uninterrupted exposures, which are ideal
for the traditional Fourier techniques, where the lowest fre-
quency probed is the orbital frequency (1/orbital period).
This technique is not possible with NuSTAR because the
telescope is on a low Earth orbit, with an orbital period of
∼ 90 minutes. For AGN, we typically want to probe frequen-
cies lower than the NuSTAR orbital frequency, and there-
fore we employ the maximum-likelihood technique, which
accounts for the orbital gaps in the data.
2.2.1 The Fourier technique
For the Fourier technique, we follow the methodology
outlined in Nowak et al. (1999), and explained further in
Vaughan et al. (2003) and Uttley et al. (2014). We produce
light curves in different energy bands in 10 s bins. We take
the discrete Fourier transform of each light curve, which
can be expressed in its phasor form as the product of its
amplitude and complex exponential phase. Taking the com-
plex conjugate reverses the sign of the phase. To calculate
the phase difference between two light curves, we multi-
ply the Fourier transform of one light curve by the com-
plex conjugate of the Fourier transform of another. This
product is known as the cross spectrum, and its phase is
simply the phase difference between the two light curves.
The cross spectrum is averaged in frequency bins, and
this frequency-dependent phase can be converted into a
frequency-dependent time lag by dividing by 2pif where f
is the middle-frequency of the logarithmic bin. Throughout
this paper, a positive lag is defined such that the hard band
light curve is delayed with respect to the soft band. The 1-σ
errors are determined following Equation 16 of Nowak et al.
(1999), and are based on the number of frequency bins sam-
pled and the coherence between the light curves.
2.2.2 The maximum-likelihood technique
The maximum-likelihood technique for parametric model
fitting by estimating the covariance matrix has been dis-
cussed in several works (Dempster 1972; Anderson 1973;
Stein 1986). It was applied to parameter estimation for
sparse 2D power spectra of the cosmic microwave back-
ground (Bond, Jaffe, & Knox 1998), and then later to X-ray
light curves in Miller et al. (2010). The technique was devel-
oped by Zoghbi, Reynolds, & Cackett (2013) for the appli-
cation of measuring X-ray time lags, and has been shown
through Monte Carlo simulations to give the same results
as the standard Fourier techniques.
The method fits for the most likely variability powers
and time lags given the observed data. The technique relies
on the fact that the autocorrelation is the Fourier transform
of the Power Spectral Density (PSD). If we model the PSD
as a step function (parameterized by the power in each pre-
defined frequency bin), then we can compute the maximum
likelihood between the observed autocorrelation and the
model PSD parameters. Analogously, the cross correlation is
the Fourier transform of the cross spectrum, and in this case
the model parameters that we compute are the amplitude
and phase of the cross spectrum. Similar to the standard
Fourier techniques, that phase lag is then converted into a
time lag by dividing by 2pif . The errors presented are com-
puted by stepping through the parameters in the likelihood
function and taking the 68% uncertainty as the value that
changes −2log(L/Lmax) by 1 (Zoghbi, Reynolds, & Cackett
2013).
As the autocorrelation and cross correlation matrices
can be computed with unevenly sampled light curves, this
technique is the best way to find the low-frequency time
lags in light curves from telescopes in a low Earth orbit,
such as Suzaku and NuSTAR. For these telescopes, we are
in the regime where the light curves have a constant time bin
width, but there are gaps of missing data due to Earth occul-
tation. We direct the reader to Zoghbi, Reynolds, & Cackett
(2013) and Appendix A in this paper for more details on the
maximum-likelihood method.
3 RESULTS
3.1 SWIFT J2127.4+5654
We presented the first discovery of reverberation lags in
SWIFT J2127.4+5654 in Marinucci et al. (2014a), using
these XMM-Newton observations. In that paper, we looked
at the lag-frequency spectra between the soft (0.3–1 keV)
and mid (1–5 keV) bands, and found that the mid-band
lags the soft band at frequencies below ∼ 3×10−5 Hz. Con-
sidering the lag-frequency spectrum between the 3–5 keV
and 5–8 keV bands revealed a further high frequency, hard
band lag at frequencies below ∼ 3×10−4 Hz. We used these
lag-frequency spectra to decide which frequencies to probe
for the lag-energy spectra. We direct the interested reader
to Marinucci et al. (2014a) for a detailed discussion of the
lag-frequency spectrum, and we simply highlight here some
of the main reverberation results to compare with the higher
energy NuSTAR results.
Fig. 3 shows the high-frequency lag-energy spectra for
SWIFT J2127.4+5654 using XMM-Newton in the left panel
and NuSTAR in the right panel. The XMM-Newton and
NuSTAR lag-energy spectra are both computed by measur-
ing the lag in each energy channel of interest with respect
to a broad reference band. The reference band is chosen to
be the entire energy band (0.3–10 keV for XMM-Newton
and 3–50 keV for NuSTAR), with the channel of interest
removed so that the noise is not correlated. This choice of
reference band does not affect the relative shape of the lag-
energy spectrum (See Appendix B for more details). The
lag is read from bottom to top, i.e. the smaller the lag, the
earlier the signal arrived at the detector. It is important to
note that the meaningful quantity is the relative lags be-
tween energy bins.
The XMM-Newton lag-energy spectrum on the left
shows little or no lag between energies from 0.3–5 keV,
c© 2014 RAS, MNRAS 000, 1–14
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but above 5 keV the emission is delayed by ∼ 250 s. In
Marinucci et al. (2014a), we interpreted this sharp increase
at > 5 keV as the reverberation lag from a relativistically
broadened Fe K emission line. What is particularly inter-
esting about this result is that SWIFT J2127.4+5654 has
been suggested to have a spin of a = 0.56, using the iron
line fitting method, implying that the ISCO is larger than
for maximally spinning black holes. The reverberation re-
sult shows in a unique and model-independent way that the
Fe K line is not as broad in this source as in other sources
where maximally spinning black holes have been inferred
(e.g. NGC 4151, 1H0707-495, IRAS 13224-3809; see Fig. 6
of Kara et al. 2014).
There is little lag associated with the soft excess below
1 keV. The reflection fraction below 1 keV is low in this
source, and therefore, we do not expect a bigger soft lag
than what is observed.
The panel of the right shows the corresponding lag using
the NuSTAR data at the same frequency. Again we see the
sharp increase at 5–7 keV that decreases above 7 keV. The
fact that the XMM-Newton lag-energy spectrum does not
show the blue wing of the line may be because the 8–10 keV
band is probing the lag associated with the Compton hump,
which is clear in the NuSTAR lag-energy spectrum (see the
left panel of Fig. 9 for further comparison of the NuSTAR
and XMM-Newton lag-energy spectra). NuSTAR allows us
to now clearly determine the blue wing of the Fe K line
above 7 keV. Above 10 keV, the lag increases again, at the
energy of the Compton hump. The amplitude of the Fe K
lag in the XMM-Newton data is roughly 250 s, while the
amplitude of the Fe K lag in the NuSTAR data is roughly
300 s. These amplitudes are consistent within these 68.3%
error bars. We will discuss the amplitudes of the lag, and
their interpretation as light travel time delays further in the
discussion (Section 4).
At low frequencies (Fig. 4), we see the lag increases
with energy in both the XMM-Newton (left) and NuSTAR
data (right). In the XMM-Newton band from 0.3–10 keV,
the lag-energy spectrum shows fewer features than at high
frequencies, and as we probe higher energies in the NuSTAR
band, we find the same general increase in lag with energy,
but with additional features. There is a noticeable increase
in the lag at 7 keV, which also corresponds to the sharp
decrease in the lag at high frequencies. The origin of this
low-frequency lag is not well understood, and we will discuss
these results further in Section 4.
3.2 NGC 1365
NGC 1365 shows dramatic absorption variability between
orbits. Walton et al. (2014) showed that the first and fourth
XMM-Newton orbits are highly absorbed, which causes the
flux below 10 keV to be significantly attenuated (see also
Rivers et al., in prep). This strong absorption inhibits the
measurement of the lag. Orbit 3 is the least absorbed, so we
focus our attention on this orbit. For completeness, we also
complete the analysis of Orbits 1, 2 and 4..
As this is the first study of lags in this source, we will
present the lag-frequency and lag-energy results from XMM-
Newton alone before probing higher energies with NuSTAR.
3.2.1 The XMM-Newton lags
Fig. 5 shows the lag (left) between the 2–4 keV band and
the 4–7 keV band. There is a clear positive (hard) lag at
frequencies [0.9− 2]× 10−4 Hz. A positive hard lag at these
energies can either be an indication of an Fe K lag or a
featureless continuum lag, and so further study of the lag-
energy spectrum is required to understand the origin.
At frequencies below 9×10−5 Hz, the lag switches from
positive to negative, indicating that on long timescales, the
soft band light curve lags behind the hard band. This be-
haviour is not typically seen in the lag-frequency spectrum
between 2–4 keV and 4–7 keV. Again, we will look at the
low-frequency lag-energy spectrum to investigate the lag fur-
ther.
We compute the coherence between the same two en-
ergy bands to check whether a reliable measurement of the
lag can be made at these frequencies. The right panel of
Fig. 5 shows the frequency-dependent coherence between 2–
4 keV and 4–7 keV. The coherence calculates to what de-
gree one light curve is a simple linear transformation of the
other (Vaughan & Nowak 1997). A maximum coherence of
1 indicates that they are complete linear transforms of each
other. The coherence must be high (though not necessarily
1) in order to reliably measure the lag (Kara et al. 2013a).
The coherence between these two light curves is nearly 1
at all frequencies probed, and only begins to drop at high-
frequencies where the power spectrum becomes dominated
by Poisson noise. This gives us confidence in our measure-
ment of the lag, allowing us to move on to the lag-energy
spectrum to explore the high-frequency positive lag, and the
unusual negative lag at low-frequencies.
The left panel of Fig. 6 shows the high-frequency lag-
energy spectrum ([0.9 − 1.9] × 10−4 Hz) for Orbit 3 using
XMM-Newton data alone. There is little variability power at
very soft energies, as expected given the previously discov-
ered diffuse thermal emission that dominates below 1 keV
(Wang et al. 2009). This lack of variability causes the error
bars to be large below 1 keV even though the effective area
is highest at these soft energies. At higher energies, where
the variability power is high, a clear Fe K lag is detected,
with the usual ‘dip’ in the lag at 3–4 keV, as seen in the
lag-energy spectrum of 1H0707-495, IRAS 13224-3809 and
several other sources with maximally spinning black holes
(Kara et al. 2013a,b). The amplitude of the Fe K lag be-
tween 3 keV and 6 keV is roughly 500 s.
The panel on the left of Fig. 7 shows the low-frequency
lag-energy spectrum at frequencies below 7× 10−5 Hz. The
lag steadily decreases with energy above 2 keV. There is
no indication of an Fe K feature in this lag-energy spec-
trum. Usually the low-frequency lag-energy spectrum in-
creases steadily with energy (as was the case with SWIFT
J2127.4+5654, and many other Seyfert galaxies), but here
we see the opposite trend.
3.2.2 Lags in Orbits 1, 2 & 4
For completeness, we show the lags in the first, second and
fourth orbits, where the variability is lower than in Orbit 3.
The coherence in Orbits 2 & 4 is close to unity at low fre-
quencies, but Orbit 1, which shows the greatest absorption,
has very little variability power, and both the raw and noise
c© 2014 RAS, MNRAS 000, 1–14
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Figure 6. The high-frequency lag-energy spectra for Orbit 3 of NGC 1365 using XMM-Newton (left) and NuSTAR (right). The lag is
calculated in the frequency range, [0.9−1.9]×10−4 Hz for both the XMM-Newton and NuSTAR data. The XMM-Newton and NuSTAR
lags shows the same peak at the energy of the Fe K line. Again to ease comparison, both the XMM-Newton and NuSTAR lags have been
scaled so that the lag at 3–4 keV is zero.
corrected coherences are consistent with zero at the frequen-
cies probed. The Nowak et al. (1999) error estimation for the
lag breaks down at low coherence (Vaughan & Nowak 1997;
Uttley et al. 2014), and so caution is given in interpreting
the lags from Orbit 1.
Fig. 8 shows the XMM-Newton lags for the first, second
and fourth orbits. The left column shows the lag-frequency
spectra for the same energy bins as in Fig. 5, between 2–
4 keV and 4–7 keV. The right column shows the lag vs.
energy for low frequencies below 10−4 Hz. We cannot probe
energies below 2 keV for Orbit 1 and 1 keV for Orbit 4,
as the variability power in the soft bands is at the level of
the Poisson noise. The first thing we notice is that none of
the other orbits show the clear soft lag at low frequencies
that we see in Orbit 3. In fact, Orbit 2 shows a clear hard
lag down to the lowest frequencies. Orbit 4 shows hints of a
hard lag, and the best fit powerlaw model to this lag-energy
spectrum has a photon index of +0.1. Orbit 1, which has low
coherence, seems to have a negative slope from 3–10 keV.
We do not find evidence for an iron K reverberation lag
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in any of the other orbits. The clearer results from Orbit 3
are to be expected as the flux and rms variability are higher
during that observation, and therefore the intrinsic source
continuum can be isolated.
3.2.3 The XMM+NuSTAR lags
Fig. 6 shows the high-frequency lag-energy spectra of the
third orbit for NGC 1365, comparing XMM-Newton on the
left with NuSTAR on the right. The NuSTAR frequency
range ([0.9 − 1.9] × 10−4 Hz) is the same as used for the
XMM-Newton data. While the error bars are bigger using
the NuSTAR data, the low-energy lag peaks at 6–8 keV,
just as in the XMM-Newton data. The amplitude of the lag
is roughly 500 s, which is within error of the XMM-Newton
Fe K amplitude. Unfortunately, we cannot constrain much
above 10 keV, though the lag does appear to increase. The
reason for the less significant lag in NGC 1365 compared to
SWIFT J2127.4+5654 is likely due to the shorter exposure
in NGC 1365. The flux and the intrinsic source variability
are similar above 10 keV, but we have about one third the
amount of high-quality data for NGC 1365.
Fig. 7 shows the lag-energy spectra at low frequencies
for XMM-Newton on the left, and NuSTAR on the right.
The XMM-Newton lags show a steady drop in the lag above
2 keV. The NuSTAR lags cannot be well constrained, and
the best fit powerlaw to the 3–50 keV band gives an index of
-0.01, consistent with a straight line or zero lag. We discuss
the possible origin of this low-frequency soft lag in the next
section.
The NuSTAR lag analysis was completed for the second
orbit, as well, but the lag was consistent with zero at all
frequencies.
4 DISCUSSION
In the previous section, we presented the X-ray time lag
analysis of SWIFT J2127.4+5654 and NGC 1365 with
XMM-Newton and NuSTAR. Both sources show clear high-
frequency Fe K reverberation lags in theirXMM-Newton lag-
energy spectra. SWIFT J2127.4+5654 shows a clear Fe K
lag using NuSTAR, and, importantly, a clear lag associated
with the Compton hump. The lag associated with the Comp-
ton hump reflection was first found recently in the Seyfert
galaxy MCG-5-23-16 (Zoghbi et al. 2014). NGC 1365 also
shows hints of these reverberation features in the NuSTAR
high-frequency lag-energy spectrum, though the result is not
as clear.
At low-frequencies, we find that SWIFT J2127.4+5654
has a lag that increases with energy, similar to many other
Seyfert galaxies. NCG 1365, however, shows a clear low-
frequency soft lag in the XMM-Newton band, which appears
to plateau above 10 keV. In this section, we discuss the origin
of both the low- and high-frequency lags in both sources.
4.1 Interpretation of the high-frequency lags
High-frequency X-ray time lags are now commonly observed
in variable Seyfert galaxies. These short timescale lags are
well described by reverberation of a small scale reprocessor.
The iron K lag gives strong evidence that the lags are asso-
ciated with reflection off the inner accretion disc. Now, the
accompanying Compton hump lag confirms this interpreta-
tion. Here, we compare the amplitude of the high-frequency
lags from XMM-Newton and NuSTAR.
In order to convert the amplitude of the observed lag
into the light travel time between the corona and the ac-
cretion disc, we must account for dilution effects. We mea-
sure the lag between energy bands that contain contribu-
tions from both the continuum and the reflected emission.
This causes the amplitude of the observed lag to be smaller,
c© 2014 RAS, MNRAS 000, 1–14
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Figure 8. The NGC 1365 lag-frequency spectrum (left column)
and lag-energy spectrum (right column) of Orbit 1 (top), Orbit 2
(middle) and Orbit 4 (bottom). Note the different y-axis scaling
between plots. The lag vs. frequency spectra are between 2–4 keV
and 4–7 keV, and the lag-energy spectra refer to frequencies below
10−4 Hz, as indicated by the shaded region in the lag-frequency
spectra. The coherence (and power) are low in Orbit 1, so cau-
tion is given to these lag results. Orbit 2 shows a hard lag at
frequencies < 10−4 Hz. The data quality are poor in the fourth
orbit, though the best fit to a powerlaw model has an index of
+0.1. These results show that the low-frequency lags in NGC 1365
change from soft band leading to hard band leading between ob-
servations.
or ‘diluted’. The non-varying and the uncorrelated compo-
nents do not contribute to the lag (i.e. neutral reflection
from distant material), therefore one need only consider the
dilution from the correlated, variable components (i.e. the
powerlaw and ionised reflection components). The amount
of dilution can be estimated by the ratio of the reflection
to powerlaw flux, referred to here as the reflection fraction.
Strictly speaking, the amount of dilution is equal to the high-
frequency reflection fraction, and therefore one should mea-
sure the reflection fraction from fitting the high-frequency
covariance spectrum, but the signal-to-noise of the covari-
ance spectrum is not large enough to make meaningful con-
straints on these components, and so here, we assume the
dilution is the reflection fraction of the mean spectrum.
Fig. 9 shows the XMM-Newton and NuSTAR
high-frequency lag-energy spectra overplotted, for
SWIFT J2127.4+5654 on the left and NGC 1365 on the
right. Both have been scaled, so that the XMM-Newton and
NuSTAR lags match at 4–5 keV for SWIFT J2127.4+5654
and at 3–4 keV for NGC 1365. This plot shows that the
XMM-Newton and NuSTAR lag results are consistent
within error. The black dotted line in both figures shows
the reflection fraction (ionised reflection flux divided by
the total powerlaw plus reflection flux in each energy
bin, interpolated to a line for clarity) derived from the
mean spectra presented in Marinucci et al. (2014a) for
SWIFT J2127.4+5654 and in Walton et al. (2014) for
NGC 1365. Both sources are well fitted by an absorbed
continuum, relativistic reflection and some distant neutral
reflection, and we refer the interested reader to those papers
for details of the spectral results. From Fig. 9 we see that
the shapes of the high-frequency lag-energy spectra follow
the reflection fractions for each source. We can use the
reflection fractions between two channels of interest to
convert the measured lag into an intrinsic lag.
We start with the case of SWIFT J2127.4+5654. The
Compton hump (13–30 keV) is measured to lag behind the
zero-point continuum (4–5 keV) by 500 s. The reflection
fraction at the Compton hump is around 50%, and the
reflection fraction of the continuum band is around 10%.
Therefore, the measured lag of 500 s is about 40% of the
intrinsic lag, i.e. 1250 s. The intrinsic reverberation lag is
associated with the time it takes for the X-rays to travel
from the source, to the disc, and then up to the same
height as the source. For simplicity, if we assume a face
on disc for these Seyfert galaxies, then the height of the
source above the disc is half of the intrinsic lag, or 625
light seconds, in the case of SWIFT J2127.4+5654. We can
use black hole mass estimates from the literature to con-
vert this coronal height into gravitational radii (e.g. a 10 s
light travel time for a 2 × 106M⊙ black hole corresponds
to a distance of 1 rg). The best estimate of the black hole
mass in SWIFT J2127.4+5654 is 1.5×107M⊙ (Malizia et al.
2008), which puts the corona at ∼ 8 rg above the disc.
This source height is larger than the average source height
of 4 rg found by fitting a sample of lag-frequency spectra
Emmanoulopoulos et al. (2014), but perhaps that is not sur-
prising given that SWIFT J2127.4+5654 has a measured in-
termediate spin, while many in that sample are measured to
have maximally spinning black holes.
For NGC 1365, the Compton hump (30–50 keV) is mea-
sured to lag behind the zero-point continuum (3–4 keV)
by ∼ 600 s. The reflection fraction is around 60% at the
Compton hump, and 20% for the continuum band, which
puts the intrinsic lag at 1500 s, and a coronal source height
at half that light travel distance, 750 light seconds. The
black hole mass for this source is tentative, and mass es-
timates have ranged from 2 × 106M⊙ (Kaspi et al. 2005)
to 6 × 107M⊙ (Marconi & Hunt 2003). The large ampli-
tude and low-frequency of the Fe K lag support the higher
black hole mass estimate for this source. Using the re-
sult from Emmanoulopoulos et al. (2014) that the average
source height is 4 rg, the black hole mass would then be ∼
4× 107M⊙. At these small distances close to the black hole,
the Shapiro delay will likely be an important effect, but for
this simple calculation, we do not include it here (for more
c© 2014 RAS, MNRAS 000, 1–14
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Figure 9. The XMM-Newton and NuSTAR lags overplotted for SWIFT J2127.4+5654 on the left and NGC 1365 on the right. As before,
the blue points refer to the XMM-Newton lags and the red to the NuSTAR lags. The black dotted line (which corresponds to the axis
on the right) shows the reflection fraction, indicating the relative amount of dilution at a particular energy.
on the lags due to the Shapiro delay, see Wilkins & Fabian
2013). Reverberation lags give a physical distance for the
scales around a black hole and therefore could be strong
probes of the black hole mass (See Emmanoulopoulos et al.
2014, for more on fitting the lag-frequency spectrum with
General Relativistic ray tracing models to obtain a consis-
tent estimate of the black hole mass).
Fabian et al. (2014) recently argued that a spin mea-
surements can only clearly be made when the source height
is small, less than around 10 rg. Our lag results confirm a
small source height, which gives us additional confidence in
the spectral line-fitting results.
4.2 Interpretation of the low-frequency lags
4.2.1 The propagation lag in SWIFT J2127.4+5654
The large amplitude low-frequency lags have often been
observed in variable AGN (Papadakis, Nandra, & Kazanas
2001; McHardy et al. 2004; Are´valo et al. 2006;
McHardy et al. 2007). The origin of the hard lag is
still not well understood. In the prevailing phenomenolog-
ical model of Kotov, Churazov, & Gilfanov (2001), which
we refer to as the ‘propagation’ model, perturbations are
introduced in the accretion flow at a broad range of radii.
These perturbations propagate inwards on the diffusion
timescale. This is a multiplicative effect, causing variability
at very large radii to correlate with the variability at small
radii. These perturbations can modulate the X-ray emitting
region, and if the emissivity of the soft emission extends
to larger radii than the hard emission, this will naturally
cause the hard photons to lag behind the soft. As this is a
multiplicative effect, the perturbations from large radii do
not imply that the X-ray source extends out to those large
radii, and the corona can still be contained within a few
gravitational radii of the central black hole.
The low-frequency lags have been shown to exhibit
a featureless increase with energy in both X-ray bina-
ries (Nowak et al. 1999; Kotov, Churazov, & Gilfanov 2001)
and in AGN, however, in SWIFT J2127.4+5654, we find
some structure in its lag-energy spectrum at around 7 keV
(Fig. 4). At high-frequencies (Fig. 3) there is a clear dip at
7 keV, and so it is possible that the dip in the high-frequency
lags is corresponds to the increase in the low-frequency lag at
7 keV. In other words, we are seeing contamination in the
low-frequency lags from the high-frequency lags. This has
been seen before, in 1H0707-495, where a sharp increase in
the low-frequency lag occurs at the same energy (1 keV) as a
dip in the high-frequency lag-energy spectrum (Kara et al.
2013a). Similar contamination effects at the soft excess are
seen in the principal component analysis of Seyfert galaxies
(Parker et al. 2014a).
4.2.2 A variable absorption model for NGC 1365
The third orbit of NGC 1365 shows a low-frequency soft lag
(Fig. 7). This is different than the low-frequency lags found
in SWIFT J2127.4+5654 or any other AGN yet studied,
where we typically find a low-frequency hard lag. We can
understand this low-frequency soft lag in terms of a change
of column density in the neutral reflector during the obser-
vation. Using Principal Component Analysis, Parker et al.
(2014a) has recently shown that for NGC 1365, absorption
can explain much of the variability below 3 keV at long
timescales. Furthermore, Walton et al. (2014) showed that
in the third orbit (where we see this low-frequency soft lag),
the column density is decreasing with time. Physically, this
can be understood as an eclipsing cloud that is moving out
of our line of sight, so the nuclear region is becoming less
obscured. The hard photons can travel further through the
high column material, and so at first, when the source is
obscured, only the hard photons are able to penetrate the
cloud. As the cloud moves out of our line of sight, we are able
to see also the soft photons. Therefore this low-frequency
lag is associated with a change in the column density. The
amplitude of the lag will depend on how fast the eclipsing
cloud is moving (i.e. the rate at which the column density
decreases).
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Figure 10. A simple model explaining the low-frequency soft
lag found in NGC 1365 in the XMM-Newton band. The top-left
panel shows the data of the NH column density of the neutral
absorber decreasing throughout the observation. The top-right
panel shows an absorbed power law with different column den-
sities, corresponding to the NH observed at different times. The
middle panels show simple sinusoidal light curves at 1 and 10 keV.
The light curves on the left are the input light curves (with no in-
trinsic lag between them), and the ones on the right are the light
curves affected by the changing absorption. The hard band light
curve is affected by the changing absorption before the soft band,
which causes a soft lag. The bottom figures show the lag-frequency
spectrum (between 1 and 10 keV) and lag-energy spectrum (for
frequencies [1 − 7] × 10−4 Hz). The amplitude and shape of the
lag-energy spectrum from this simple model are similar to those
found in the data in Fig. 7.
We test this hypothesis through a simple model, shown
in Fig. 10. In the top left panel, we show the results from fits
to the photon spectrum in Walton et al. (2014), where the
column density of the neutral absorber systematically de-
creases during the third orbit. The top right panel shows
what the absorbed spectrum looks like at each of those
times. For simplicity, we have used an absorbed powerlaw
with changing column density. We start with light curves
that have zero intrinsic lag between different energy bins.
The middle-left figure shows simple sinusoid light curves at
1 keV and 10 keV. We then evolve the flux of the light curves
in time, as the column density decreases. The middle-right
figure shows the resulting light curves, and it is clear that the
flux of the 10 keV light curve begins to increase before the
1 keV light curve (because the soft photons are most affected
by the neutral absorber). The bottom-left figure shows the
lag vs. frequency between the 1 keV and 10 keV light curves,
which shows the soft band lagging at low frequencies. Fi-
nally,e calculate the lag-energy spectrum (bottom-right) at
the frequency range [1 − 7] × 10−5 Hz, just as for the ob-
served low-frequency lag-energy spectrum. The amplitude of
the lag in this simple model is similar to what we find in the
data. We note that in this model we do not account for di-
lution from propagation lags (which likely exist). This will
cause the observed amplitude of the lag to decrease. This
effect could account for the slight difference that we find be-
tween our simple model and the data. This model predicts a
constant lag above 10 keV because the absorption does not
affect the higher energies.
The low-frequency soft lag in Orbit 3 is a transient phe-
nomenon, not present in all orbits, which is consistent with
the eclipsing cloud interpretation. Orbit 1 shows low vari-
ability power and coherence, but there is a slight negative
lag at the highest energies, as in Orbit 3. The column density
varies throughout the observation, though the general trend
is a decrease (Walton et al. 2014). Orbit 2 has a constant
column density throughout the observation, and so there
would be no lag due to absorption changes in this source.
We find a low-frequency hard lag, similar to other Seyfert
galaxies, including SWIFT J2127.4+5654. The hard lag in
the second orbit may be associated with the propagation lag.
The column density in Orbit 4 increases throughout the ob-
servation, opposite to Orbit 3. Therefore, we would expect
the lag to increase due to the increase in column density
in this observation. The data quality is poor in this Orbit,
though the lag-energy spectrum does have a positive slope.
5 CONCLUSIONS
We have presented the lag analysis of the joint XMM-
NuSTAR observations of SWIFT J2127.4+5654 and
NGC 1365. Our main findings are:
(i) SWIFT J2127.4+5654, with an intermediate spin
black hole, shows a narrower Fe K lag than sources with
maximally spinning black hole, and also shows a clear lag
associated with the Compton hump.
(ii) The amplitude of the iron K lag and the Compton
hump lag in SWIFT J2127.4+5654 are consistent with each
other, and can be well described by a light travel time of
1000 s between the corona and the accretion disc.
(iii) NGC 1365 has a very clear iron K lag in the least
absorbed XMM-Newton observation. The lag above 10 keV
appears to increase at the energy of the Compton hump,
though the lags are not very well constrained.
(iv) At low frequencies, NGC 1365 does not show a fea-
tureless hard lag, rather there appears to be a soft lag at the
XMM-Newton band. This can be understood as the effect of
an eclipsing cloud that moves out of our light of sight during
the observation, thus decreasing the column density, which
causes the hard photons to respond before the soft at these
long timescales.
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MCG-5-23-16 (Zoghbi et al. 2014),
SWIFT J2127.4+5654 and NGC 1365 are the first
sources to be analysed for their high-frequency lags in the
NuSTAR band. There is clear evidence for the Fe K lag
and associated Compton hump lag in the high-frequency
lag-energy spectra, especially in SWIFT J2127.4+5654.
The iron K and now the Compton hump lag measurements
are completely independent of spectral modelling, and are
strong confirmation of relativistic reflection off an ionised
accretion disc.
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APPENDIX A: MORE ON THE
MAXIMUM-LIKELIHOOD METHOD
The maximum-likelihood method for measuring time lags in
unevenly sampled X-ray light curves was first presented in
Zoghbi, Reynolds, & Cackett (2013). In this appendix, we
take the reader through an example of calculating the PSD
in one energy band in order to demonstrate how the method
works. While this example is for the PSD, the same proce-
dure applies for measuring the time lags; Instead of comput-
ing the autocorrelation in one light curve, we compute the
cross correlation matrix between two light curves in different
energy bands. The Fourier transform of the cross correlation
matrix gives us the cross spectrum, consisting of an ampli-
tude and phase difference.
The basic principal is that we start with one unevenly
sampled NuSTAR light curve, x of length time T , with N
elements. We are in the regime where we use uniform time
bins of width ∆t, but we are periodically missing data due to
the orbital gaps. While these gaps prohibit us from using the
standard Fourier techniques for timescales longer than each
orbital period, we can take the autocorrelation of the entire
light curve x. We compare this autocorrelation to a model
correlation matrix Cx, with dimensions N × N . Once we
have a model correlation matrix that is a good description
of the data, we use the relation that the autocorrelation is
the Fourier transform of the power spectrum to obtain an
estimate for the power spectrum.
In practice, we start with an initial model of the power
spectrum. We model the power spectrum as a step function,
where our model parameters ap are the average power in
each pre-defined frequency bin. This is the best approach
when the intrinsic shape of the PSD or cross spectrum is
unknown (which is the case for the cross spectrum). Then
we take the Fourier transform of our initial model PSD to
Figure 1. The 1D and 2D probability distributions using the
MCMC approach for our three model parameters in the case
of fitting for the PSD in three pre-defined frequency bins for
SWIFT J2127.5+5654. The 1D distributions are nearly Gaussian
and the 2D distributions show that there is little correlation be-
tween broad frequency bands. The panel on the top-right shows
the resulting PSD for our three frequency bins (f1, f2 and f3).
convert it into the model correlation matrix. The power in
our PSD is set to zero below the lowest frequency, fmin, so
that the integration of the power spectrum converges. We
then correct for this bias by adding additional low-frequency
power that is estimated from Monte Carlo simulations. We
maximize the model parameters ap by constructing a like-
lihood function between the model correlation matrix and
our light curve x (Eq. 5 in Zoghbi, Reynolds, & Cackett
2013). The standard is to maximize the log of the likelihood
instead of just the likelihood. The structure of the likelihood
function is relatively smooth and converges within a few it-
erations. Unlike previously stated in (Miller et al. 2010), the
number of iterations is dependent on the length of the light
curve and the number of model parameters (i.e. the number
of pre-defined frequency bins).
We use SWIFT J2127.4+5654 for this example. The
maximum likelihood is computed from a PSD with 3 equally
space logarithmic frequency bins from fmin ∼ 1/T up to
fmax, around the Nyquist frequency, fNyq = 1/(2∆t), where
∆t is the width of our time bins (512 s for this case). We
chose the lower frequency limit to be just below fmin to
account for red noise leakage due to the finite size of the
observation. This corrects for the bias at low frequencies.
At high frequency, the bias is due to aliasing above fNyq.
Babu & Stoica (2010) and others note that for unevenly
sampled light curves the aliasing effect does not necessar-
ily begin at the Nyquist frequency because ∆t is not con-
stant. In our case, where our sampling is largely uniform,
just with missing data due to the orbital gaps, this effect is
small. Also, as the reported lags are well below the Nyquist
frequency, this high-frequency bias is not a concern.
For the PSD of SWIFT J2127.4+5654 in 3 frequency
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bins, the likelihood converges in 13 iterations. We com-
pute the errors by stepping through the parameters and
taking the 68% uncertainty as the value that changes
−2log(L/Lmax) by 1 or similarly, by using Markov Chain
Monte Carlo (MCMC) to map the full probability space for
each parameter directly (which is computationally more ex-
pensive). For our example, it took 62 minutes on a single
Intel(R) Core with 3.4 GHz processor to map the full prob-
ability space. By contrast, it took only 0.6 minutes to step
through each parameter and take the value that changes
−2log(L/Lmax) by 1. This is the quicker method when the
number of parameters is less than ∼ 20.
Fig. 1 shows the 1D and 2D probability distributions
for each of the three model parameters using the MCMC
method. For cases where the probability distributions are
Gaussian and not correlated between parameters (as in our
case), the error bars are well estimated in the fitting pro-
cedure by the Fisher matrix, the second derivative of the
log-likelihood, which basically measures how fast the likeli-
hood function falls around its maximum. As this does not
require further iteration, it is the most computationally effi-
cient error calculation, though it is important to check that
the model parameters are not correlated or the Fisher ma-
trix will underestimate the error bar size.
The panel in the top-right of Fig. 1 shows our final PSD
for SWIFT J2127.4+5654. The same procedure is used for
computing the cross spectrum for the time lags that are
presented in this paper.
APPENDIX B: THE CHOICE OF REFERENCE
BAND
In Fig. 9, we overplot the XMM-Newton and NuSTAR lags
for SWIFT J2127.4+5654 and NGC 1365. The reference
band used to calculate the lags from these two datasets are
different (0.3–10 keV for XMM-Newton and 3–50 keV for
NuSTAR). We show here, that this only results in a change
in the normalization of the lag, and so we can compare the
two by simply scaling the lag-energy spectra by some con-
stant. The relative lag between energy bins is the relevant
value, and this remains the same for any coherent refer-
ence band. This result has been tested through simulations,
and discussed in Zoghbi, Uttley, & Fabian (2011), and we
demonstrate this point further here.
We construct a simple demonstration in Fig. B for the
case of SWIFT J2127.4+5654. The lag-energy spectra shown
here are the result of interpolation between twenty equally
spaced logarithmic bins from 0.3–50 keV. We computed 1000
Monte Carlo light curves in each bin using the method of
Timmer & Koenig (1995). To reduce scatter for the figure,
the light curves do not include Poisson noise, but the over-
all result is the same including Poisson noise. Each light
curve contains some primary emission and some reflected
emission, imposed by the fraction of each component in the
mean spectrum from Marinucci et al. (2014a). The reflected
emission was delayed by 1250 s (the value calculated for the
intrinsic lag in Section 4.1). We assume unity coherence be-
tween the primary and reflected components, as suggested
by the high level of coherence in the data. If there is some
additional variable, but non-coherent component in the ref-
erence bands, this will cause the shapes of the lag-energy
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Figure B. A simple demonstration of the lag-energy spectrum
for SWIFT J2127.4+5654 using the entire band from 0.3–50 keV
in black, the XMM-Newton band from 0.3–10 keV in blue, and the
NuSTAR band from 3–50 keV in red. We show that the shape of
the lag-energy spectrum does not change, but the normalization
does, so we can directly compare the lags from the two instru-
ments by simply scaling the absolute lag.
spectra to be different, but we find no evidence of that in
these sources (e.g. the right panel of Fig. 5).
Fig. B shows what the lag-energy spectra look like for
different reference bands. The solid black line shows the lag-
energy spectrum using the entire 0.3–50 keV band, and the
blue dashed and red dotted lines show the lag-energy spec-
tra for the XMM-Newton and NuSTAR reference bands, re-
spectively. The shape of the lag-energy spectrum does not
change (it follows the reflection fraction, as shown in Fig. 9),
yet the normalization is different. The difference between
the lag-energy spectra with XMM-Newton and NuSTAR is
∼ 270 s. The observed difference between the XMM-Newton
and NuSTAR lag-energy spectra is also 270 s. This gives us
confidence that we are observing the same features in the
lags when comparing the two datasets.
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