Abstract-In this paper, we propose a new direction of arrival (DOA) estimator for sensor-array processing. The estimator is based on a linear algebraic connection between the standard subspace model of the array correlation matrix and a special signal-plus-interference model, which we develop in this paper. The estimator we propose is a signal subspace scaled MUSIC algorithm, which we call SSMUSIC. It is not a subspace weighted MUSIC, because the scaling depends on the eigenstructure of the estimated signal subspace. SSMUSIC has the advantage of simultaneously estimating the DOA and the power of each source. We employ a second-order perturbation analysis of the estimator and derive stochastic representations for its bias and squared-error. We compare the new DOA estimator with the MUSIC estimator, based on these representations. Numerical results demonstrate the superior performance of SSMUSIC relative to MUSIC and the validity of the perturbation results.
I. INTRODUCTION
I N THIS PAPER, we propose a new algorithm for estimating the directions of arrival (DOAs) of multiple signals impinging on a sensor array. The algorithm is developed by considering the connections between the subspace model and a signal-plus-interference model for the array correlation matrix. The resulting DOA estimator, termed the signal subspace scaled MUSIC (SSMUSIC) algorithm, seeks the local maxima of a ratio of quadratic forms in the steering vector, . The denominator of SSMUSIC is the MUSIC functional [1] which measures the energy that resolves in the noise subspace, while the numerator is a bearing response function that resolves finer scale information about the signal subspace. Numerical experience indicates that the SSMUSIC algorithm is superior to MUSIC, particularly in the low signal-to-noise ratio (SNR) and small measurement support regimes. SSMUSIC also provides a power estimate for each source.
In [2] , it is shown that all detectors of the form shared by SSMUSIC and MUSIC have the same asymptotic performance (in the measurement length), but we notice significant improvements in SSMUSIC over MUSIC in precisely the opposite regime, namely the case of small measurement length. For this reason, we search for other analysis techniques which can support the small measurement length assumption. To this end we employ the perturbation methods of Li and Vaccaro [3] to analyze the bias and squared error of SSMUSIC and MUSIC. The bias of MUSIC was first derived in [4] and [5] . We also find a stochastic representation for the difference in squared error (SE) between SSMUSIC and MUSIC, averaged over the additive noise. This representation may be averaged by Monte Carlo techniques to compare the two algorithms, with greatly reduced complexity relative to simulation of the full estimators. This difference in SE favors SSMUSIC over MUSIC in all scenarios we have considered with reasonable length arrays. We further show that the SSMUSIC algorithm dramatically outperforms MUSIC for correlated signals in a two-signal example. This effect, attributable to the resolution of the signal subspace but not yet fully understood, is important for practical applications of DOA estimation in multipath environments.
II. NOTATION AND PRELIMINARIES
We will denote matrices and vectors with boldface type, using capital letters for matrices and lower-case letters for vectors. Given a matrix we denote the linear subspace of spanned by the columns of by . We will use the symbol to denote the orthogonal projection matrix with range space . We denote the orthogonal projection matrix with range space orthogonal to by . The oblique projection matrix with range space and null space is denoted by [6] , where the symbol denotes the Hermitian transpose operator. This matrix is idempotent, but not symmetric, and has the following resolution and nulling properties (1) The two matrices and decompose the projection as follows In this model is the steering vector to source at angle is the complex amplitude of source , and is complex white noise of covariance . The steering matrix is and the weight vector is . See [7] for a detailed derivation of this model.
If we consider source to be the source of interest, then the signal-plus-noise model may be written as the following signalplus-interference-plus-noise model: (4) In this model, the steering matrix contains the interfering sources and contains their complex amplitudes.
The second order propagation model corresponding to (3) is
where is the diagonal matrix of powers for the uncorrelated sources:
. Each term is a rank-1 covariance matrix for a radiating source. The secondorder model may also be written to be consistent with (4)
In this equation is the diagonal matrix of the interfering sources' powers.
Equations (5) and (7) are model-based representations for the measurement covariance matrix. The corresponding model-free representation is (8) where is the signal subspace, is the orthogonal (or "noise") subspace, and . We denote the orthogonal projection matrices onto the signal and noise subspaces by and , respectively. From (5)- (8) we may record three equivalent representations for the signal covariance (9) Clearly the -dimensional subspaces , and are identical, but so far it is unclear how they should be extracted from the covariance matrix , especially when the latter must be estimated from random data.
In order to illuminate this question, and to preview the method we shall propose, let us consider the least squares source separation of the component from the measurement
The matrix is the oblique projection onto , along the direction of . The mean of is and the second moment is (11) When the angle between the subspaces and is small, then the noise gain can be large [6] . Nonetheless, (11) may be rewritten as (12) illustrating that the oblique projection extracts the rank-1 covariance for source from the signal covariance . Similarly, the rank covariance for the interfering sources may be extracted as (13) Equations (12) Proof: See Appendix B.
IV. SSMUSIC DOA ESTIMATION ALGORITHM
We can now use the algebraic structure we have developed to suggest a new technique for DOA estimation. The idea is to sweep through candidate values of and measure the error in the estimation of the total signal power that results from . We know from Theorem III.2 that this error will equal zero whenever . This suggest that we use the measurements to build estimates of and and seek minima of this ratio of quadratic forms (or maxima of its inverse). We can additionally estimate the power of each detected signal with at the th detected DOA. We term the resulting DOA estimator the subspace scaled MUSIC algorithm.
SSMUSIC Algorithm: Given a sequence of measurements, , compute the sample correlation matrix and its eigen-decomposition . We see that if projects onto the true noise subspace the two techniques yield identical peaks. However, for small sample sizes, low SNRs, or correlated signals, may be poorly aligned with the true noise subspace, causing MUSIC to miss DOAs or pick spurious DOAs. The SSMUSIC algorithm deals with subspace mismatches by using a signal subspace functional in the numerator. This additional functional exploits more of the structure of the true correlation matrix and appears to be more robust to the effects of finite data length than MUSIC. Remarkably, it also appears to be more robust to the effects of nonzero signal cross-correlation than MUSIC, a point we clarify in our numerical examples. It should also be noted that the SSMUSIC estimator is not a weighted MUSIC estimator [8] . This is because the SSMUSIC estimator forms the ratio of the two quadratic forms and , and consequently exploits information in both the signal and the orthogonal subspace. The weighted MUSIC estimators form the single quadratic form for some weighting matrix , and can only exploit information contained in the orthogonal subspace. One could imagine generalizations of the SSMUSIC algorithm of the form , which could exploit structure in the orthogonal subspace more finely.
V. COMPARISONS WITH MUSIC
In order to get some insight into the performance of the SS-MUSIC algorithm we develop a second-order (in the additive noise) representation for the bias and squared error of the SS-MUSIC and MUSIC algorithms in Appendix C. We use the methods of Li and Vaccaro in [3] , with second-order expressions of the type derived in [9] replacing their first order perturbations. The bias of MUSIC was derived in [4] and [5] .
We organize our received data into the matrix where is the matrix of noise free signals from the sources and is a matrix of i.i.d. complex Gaussian noise samples with zero mean and variance . Let have the SVD 1 (19) and the SVD
We define , and . In Appendix C, the bias of each estimator is found to be (21) (22) where and the expectations are taken with respect to the additive noise , and a and a denote the first and second derivatives of the vector a , respectively. In the preceding expressions we have made use of the following substitutions:
(23)
These are stochastic representations for the bias of the estimators in terms of the random, but noise-free, signal matrix . The utility of these representations is that they reveal a simple structure for the bias which contains only signal dependent random terms. We see that they differ only in the factor of in the second 1 The matrix Q Q is P and Q Q P with probability 1. 0 is an estimate of the eigenvalue matrix 3 0 I.
term. Numerical experience leads us to believe that this second term is dominant in the bias expression and consequently that the SSMUSIC estimator has a lower bias than MUSIC.
Similarly, we find the average squared error, , for SSMUSIC to be related to the average squared error, , of MUSIC as (24) where (25) With this stochastic representation for the performance difference between MUSIC and SSMUSIC, as a function of the signal matrix , we can easily perform Monte Carlo simulations to compare the two estimators. Notice that is not a random quantity since the noise and signal subspaces can be correctly identified from the noise free signal matrix with probability one ( with probability 1) as long as there are more measurements than signals and each realization of is independent and identically distributed. This means that and are the only stochastic terms which need to be generated in the simulations. This technique has the further advantage that it will not suffer from finite grid effects, unlike the Monte Carlo simulations of the full estimator, and it converges to its' mean value after very few realizations. We have found that , averaged over several realizations, is negative for reasonable array lengths in all situations we have examined, suggesting that SS-MUSIC has smaller mean-squared error than MUSIC.
VI. DOA ESTIMATION EXAMPLES
To illustrate the performance of the SSMUSIC algorithm and demonstrate the validity of the analysis of the previous section we examine two beamforming examples. In each case, a uniform linear array (ULA) is employed with half-wavelength spacing between elements. The signals impinging on the array are assumed to be plane wave.
A. Two Signals, Equal Power
The first example we examine employs an sensor ULA with two equal power signals arriving at angles and . The Rayleigh resolution limit for this problem is (taking the limit in terms of the main-lobe width of the underlying sinc function for a conventional beamformer). In Fig. 1 we see the bearing response of the MUSIC and SSMUSIC algorithms for this problem, using measurements, at two different SNRs (defined as the ratio of the average signal power to the additive noise power in the signal subspace; that is SNR Tr . It can be seen that in the high SNR regime, each algorithm separates the two signals, while at low SNR only the SSMUSIC algorithm resolves both signals. Fig. 2 shows the average bias for the SSMUSIC and MUSIC estimators and the difference in SE for the two algorithms, as a function of SNR, when averaged over 2000 simulations. Also plotted in this figure are the averages of these quantities, based on a Monte Carlo experiment that used just 200 realizations of the signal matrix in the stochastic representations of (21) and (25). Notice that the SSMUSIC algorithm outperforms MUSIC both in terms of bias and squared error. This can be seen in both the array response simulation results and the perturbation terms.
Although the SSMUSIC algorithm was developed under the assumption of uncorrelated signals it is reasonable to ask how its performance compares to MUSIC when there is cross-correlation among the signals. In Fig. 3 we plot the mean squared error (MSE) of the two estimators as a function of the correlation term between the signals, meaning that we vary the parameter in the signal correlation matrix (26) Notice that the SSMUSIC algorithm appears more robust to the correlation structure of the data than MUSIC.
B. Three Signals, Unequal Power
We now consider an example where there are three signals impinging on a uniform linear array (ULA) with sensors and half wavelength spacing. The signals have angles of arrival and powers . The Rayleigh resolution limit for this problem is . Fig. 4 shows the bearing response functions of the the SSMUSIC estimator and the MUSIC estimator averaged over 100 Monte Carlo simulations with measurements and two different values of the SNR. For the low SNR case, only the SSMUSIC estimator resolves the two closely spaced signals. Fig. 5 shows the bias for the SSMUSIC and MUSIC estimators and the difference in SE for the two algorithms as a function of SNR, averaged over 2000 simulations, as well as the values predicted by the stochastic representations. As in the two signal example we see that the SSMUSIC algorithm outperforms MUSIC in terms of both bias and squared error.
VII. CONCLUSION
In this paper, we have presented a new DOA estimation algorithm which outperforms the MUSIC algorithm. Although not included in the numerical examples, we have seen similar performance gains over the so-called MUSIC2 algorithm examined in [2] , in all of the examples we have examined. We have used a second-order perturbation analysis to find the bias and squared error of the SSMUSIC and MUSIC estimator. Through this analysis we have found a simple stochastic representation formed from the random signal components in the measurements and the array geometry, which models the difference in squared error between the two estimators. These representations are quite useful in analyzing the two algorithms as they allow for efficient Monte Carlo averaging and do not suffer from finite grid effects. Numerical examples demonstrate the superiority of the SSMUSIC estimator relative to MUSIC, for both uncorrelated and correlated signals.
We begin by stating a result of [6] on the pseudo inverse of the matrix (27) This allows us to expand the term as (28) where . Consequently, we see that and the claims of the lemma follow.
APPENDIX PROOF OF THEOREM III.2
To establish the first claim we notice that as a consequence of Lemma III.1 (29) since by the definition of the pseudo inverse and . The equality condition is clear since . The second claim of the theorem is a direct consequence of (29).
To establish the third claim we simply plug in the value of
The equality condition is a consequence of Lemma III.1.
APPENDIX PERTURBATION ANALYSIS
Since we are interested in second-order expansions for the bias and squared error of MUSIC and SSMUSIC we need second-order expansions for the various terms in (20) with respect to . We use the results of [9] and some additional analysis to find the expansions 2 (31)
We can put SSMUSIC and MUSIC into the common framework of looking for local minima of the function 3 (32) where for MUSIC, and , and for SSMUSIC, and . Proceeding as in [3] , we assume that the SNR is sufficiently high so that the minima of are within one Newton iteration of the true s; that is, for a local minima of we assume 2 We use the notation A = B to denote that A is equal to B up to a secondorder expansion in the noise matrix, N. We define the symbol = in an identical manner. 3 Notice that in Section IV we used d()=n() and sought local maxima of the resulting function.
Letting and we find the secondorder expression for (36)
To complete the perturbation expansion we find and to second order using the expansions in (31) and the derivatives from (35). The resulting expansions for the two estimators are Proceeding in the same manner we find the average (with respect to the additive noise) squared error (SE) for the MUSIC and SSMUSIC estimators using the results of Appendix D (42) where . Notice that the first term in (42) is the SE expression that is found from first-order perturbation expressions [3] . Proceeding as before we find the average squared error for SSMUSIC to be In this appendix, we give closed-form expressions for the second-and fourth-order moments involved in computing the bias and squared error of the DOA estimation algorithms. The technique for finding the fourth-order moments relies on the extension of the result for zero-mean, real, and normal random variables that (45) This is also true for complex normal random variables as is easily shown by replacing each variable by its real and imaginary parts and applying the result for real random variables. Since we assume that the additive noise matrix is circularly symmetric, we only need worry about forms that involve or since any other second-or fourth-order combinations will have expectation zero, as will any third-order term. 
