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Abstract: We study level lines of Gaussian Free Field h emanating from boundary points. The article has two parts. In the
first part, we show that the level lines are random continuous curves which are variants of SLE4 path. We show that the level
lines with different heights satisfy the same monotonicity behavior as the level lines of smooth functions. We prove that the
time-reversal of the level line coincides with the level line of −h. This implies that the time-reversal of SLE4(ρ) process is
still an SLE4(ρ) process. We prove that the level lines satisfy “target-independent” property. In the second part, we discuss
the relation between Gaussian Free Field and Conformal Loop Ensemble (CLE). A CLE is a collection of disjoint SLE-loops.
Since the level lines of GFF are SLE4 paths, the collection of level loops of GFF corresponds to CLE4. We study the coupling
between GFF and CLE4 with time parameter which sheds lights on the conformal invariant metric on CLE4.
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1. Introduction
The two dimensional Gaussian Free Field (GFF) is a natural time analog of Brownian motion [She07] that has been extensively
used as a basic building block in Conformal Field Theories. Like Brownian motion, it plays an important role in statistical
physics, random surfaces, and quantum field theory. The geometry of the two-dimensional GFF—the fact that one can describe
geometric lines in this very irregular distribution—has been discovered recently [Dub09b, SS09, SS13, MS16a], and led to
a number of recent developments. The GFF also corresponds to the scaling limit of discrete models, for instance, the height
function of dimer models [Ken08]. In the current paper, we focus on the level lines of GFF in the upper half plane H. This
is the first in a two-paper series that also includes [WW15]. The latter paper will study the level lines of GFF in the whole-
plane. Before we talk about the level lines of GFF, we need to introduce two other important random planar objects: Schramm
Loewner Evolution (SLE) and Conformal Loop Ensemble (CLE).
Oded Schramm’s SLE was introduced to understand the scaling limits of discrete models [Sch00]. A chordal SLE is
a random non-self-traversing curve in simply connected domains joining two distinct boundary points. It is the only one-
parameter family of random curves (usually indexed by a positive real number κ) that satisfies the conformal invariance and
domain Markov property (the precise meaning is recalled in Section 2.1). Since its introduction, SLE curves have been proved
to be the scaling limits of many discrete models, for instance, SLE2 is the scaling limit of loop-erased random walk [LSW04],
SLE3 is the scaling limit of the interface in critical Ising model [CS12, CDCH+14], SLE4 is the scaling limit of the level line
of discrete GFF [SS09].
CLE was introduced when one tries to understand the scaling limit of the “entire” discrete models (in contrast with one
interface which turns out to be SLE curves). A simple CLE [She09, SW12] is a random countable collection of disjoint
simple loops in simply connected domains (non-empty, other than C) that are non-nested. It is the only one-parameter family
of random collection of loops that satisfies the conformal invariance and domain Markov property (the precise meaning is
recalled in Section 3.2). In [SW12], the authors prove that each loop in simple CLE is an SLEκ -type loop for κ ∈ (8/3,4].
In [SS13], the authors show that, for a special constant λ = pi/2, if boundary conditions of the GFF are set to be +λ on R+
and −λ on R−, then one can make sense of the zero level line of the GFF whose law is chordal SLE4; furthermore, the zero
level line is a path-valued function of the field. Therefore, we say that SLE4 is the level line of GFF. The current paper has
two parts. In the first part, we generalize this method to introduce the level lines of GFF whose boundary value is piecewise
constant: Theorems 1.1.1 and 1.1.2. We show that the level lines of GFF are continuous curves: Theorem 1.1.3. We explain
the interaction between two level lines: Theorem 1.1.4. We show that the time-reversal of the level line of GFF h is the level
line of −h: Theorem 1.1.6. We prove the “target-independent” property of the level lines of GFF: Theorem 1.1.7. In a series
of papers [MS16a, MS16b, MS12, MS13] by Miller and Sheffield, they study the flow lines and the counterflow lines of GFF.
These curves in GFF correspond to SLEκ for κ ∈ (0,4)∪ (4,∞). The first part of the current paper study the properties of
1
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
ar
X
iv
:1
41
2.
38
39
v3
  [
ma
th.
PR
]  
19
 Ju
l 2
01
6
/Level Lines of GFF I 2
level lines of GFF, and this part can be viewed as a make up for [MS16a, MS16b, MS12] for κ = 4. The relation between the
current paper and these papers is discussed in detail in Section 1.3.
In the second part of the paper, we discuss the relation between GFF and CLE4. Since the level lines of GFF are SLE4
paths, the collection of level loops of GFF corresponds to CLE4. In [WW13], the authors introduce a conformally invariant
growing mechanism of loops and it leads to a conformal invariant way to describe distances between loops in CLE. We show
that there exists a coupling between GFF and this conformally invariant growing process of CLE4. In this coupling, the loops
in CLE4 corresponds to a certain collection of level loops of GFF, and the structure of GFF gives in turn better understanding
of this growing process and sheds lights on the conformal invariant metric between loops in CLE4.
1.1. Boundary emanating level lines of GFF
For convenience and concreteness, we state our results in the upper half plane H. Recall that SLEκ is the random curve
satisfying the conformal invariance and domain Markov property. Oded Schramm found that the Loewner evolution is suitable
to describe the domain Markov property; and SLE curves can also be defined through Loewner evolution. Suppose that γ is a
continuous curve inH starting from 0 targeted at ∞ (parameterized appropriately), let gt be the conformal map fromH\γ[0, t]
onto H such that limz→∞ |gt(z)− z|= 0. Then the family (gt , t ≥ 0) satisfies the Loewner evolution
∂tgt(z) =
2
gt(z)−Wt ,
where Wt is the image of the tip of the curve γ(t) under gt . In fact, the curve γ is determined by the process W ; and we
also say that γ is the Loewner chain driven by W . Chordal SLEκ is the Loewner chain driven by W =
√
κB where B is a
one-dimensional Brownian motion.
More generally, an SLEκ(ρ) process is a variant of SLEκ where one keeps track of multiple additional points, which are
called force points. Suppose that xL = (xl,L < · · · < x1,L ≤ 0) and xR = (0 ≤ x1,R < · · · < xr,R) are the force points of which
we want to keep track, where the superscripts L,R mean “left” and “right” respectively. Associate with each force point xi,q,
for q ∈ {L,R}, a weight ρ i,q ∈R. We denote by ρ = (ρL;ρR) the vector of weights. An SLEκ(ρ) process is a variant of SLEκ
process which can be well-defined up until the “continuation threshold”. It is a measure on continuously growing compact
hulls Kt—compact subsets of H so that H\Kt is simply connected. We will provide more discussion of SLEκ(ρ) process in
Section 2.1.
Theorem 1.1.1. Let (Kt , t ≥ 0) be the Loewner chain of the SLE4(ρL;ρR) process in H starting from 0 targeted at ∞ with
force points (xL;xR). Let (gt , t ≥ 0) be the sequence of corresponding conformal maps and set ft = gt −Wt . There exists a
coupling (h,K) where h is a zero-boundary GFF on H such that the following is true. Suppose that τ is any finite stopping
time less than the continuation threshold for K. Let η0t be the harmonic function in H with boundary values{
−λ (1+∑ j0ρ i,L), if x ∈ [ ft(x j+1,L), ft(x j,L));
λ (1+∑ j0ρ
i,R), if x ∈ [ ft(x j,R), ft(x j+1,R))
where ρ0,L = ρ0,R = 0, x0,L = 0−, xl+1,L =−∞, x0,R = 0+, xr+1,R = ∞. See Figure 1.1.1. Define
ηt(z) = η0t ( ft(z)).
Then the conditional law of (h+η0)|H\Kτ given Kτ is equal to the law of ητ +h◦ fτ .
fτ
λ−λ
0 x1,Rx1,L
λ λλ λ(1+ρ1,R) λ(1+ρ
1,R)−λ −λ −λ−λ(1+ρ1,L) −λ(1+ρ1,L)
0 fτ (x
1,R)fτ (x
1,L)
Kτ
Fig 1.1.1: The function η0τ in Theorem 1.1.1 is the harmonic function with boundary values depicted in the right panel. The
function ητ = η0τ ( fτ) is the harmonic function with boundary values depicted in the left panel.
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Theorem 1.1.2. Suppose that h is a GFF on H and γ is an SLE4(ρ) process. If (h,γ) are coupled as in Theorem 1.1.1, then γ
is almost surely determined by h.
Throughout this paper, we focus on GFF with piecewise constant boundary value that changes only finitely many times, as
in Theorem 1.1.1. To be concise, we will use “piecewise constant boundary value” to indicate piecewise constant boundary
value that changes only finitely many times.
If the SLE4(ρ) process γ and the GFF h are coupled as in Theorem 1.1.1, we call γ the level line of h+η0. Generally, for
any u ∈ R, we call γ the level line of a GFF h with height u if it is the level line of h+ u. From the coupling of SLE4 paths
with GFF, we can prove the continuity of the level lines which implies the continuity of SLE4(ρ) process.
Theorem 1.1.3. Suppose that h is a GFF on H whose boundary value is piecewise constant. Then the level line of h is almost
surely continuous up to and including the continuation threshold.
In particular, this implies the continuity and the transience of SLE4(ρ) process. Suppose that γ is an SLE4(ρ) process in
H starting from 0 targeted at ∞. Then γ is almost surely continuous up to and including the continuation threshold. On the
event that the continuation threshold is not hit before γ reaches ∞, we have that γ is almost surely transient: limt→∞ γ(t) = ∞.
We also study the interaction between two level lines with different heights and starting points. In contrast with the case
that h is smooth, these level lines can bounce off of each other, but they still have the same monotonicity behavior in their
starting points and heights as in the smooth case. See Figure 1.1.2.
x2
∞
x1
γx2u2 γ
x1
u1
(a) If u2 > u1, the level line γx2u2 stays to the right of γ
x1
u1 .
x2
∞
x1
γx2u2 γ
x1
u1
(b) If u2 = u1, the two level lines merge upon intersecting.
Fig 1.1.2: The level lines of GFF satisfy the same monotonicity behavior as in the smooth case.
Theorem 1.1.4. Suppose that h is a GFF on H whose boundary value is piecewise constant. For each u ∈ R and x ∈ ∂H, let
γxu be the level line of h with height u starting from x. Fix x2 ≤ x1.
(1) If u2 > u1, then γx2u2 almost surely stays to the left of γ
x1
u1 .
(2) If u2 = u1, then γx2u2 may intersect γ
x1
u1 and, upon intersecting, the two curves merge and never separate.
Remark 1.1.5. Assume the same notations as in Theorem 1.1.4. Fix u2 > u1. We have the following facts about the intersection
of the level lines γx1u1 and γ
x2
u2 .
(1) When u2−u1 ≥ 2λ , the level lines γx1u1 and γx2u2 do not intersect each other almost surely.
(2) When 0 < u2−u1 < 2λ , the Hausdorff dimension of the intersection is given by the following.
dimH
(
γx1u1 ∩ γx2u2 ∩H
)
= 2− 1
8
((u2−u1)/λ +2)2 ,
almost surely on the event
{
γx1u1 ∩ γx2u2 ∩H 6= /0
}
.
In [MW16], the authors proved the Hausdorff dimension of the intersection of flow lines which corresponds to κ ∈ (0,4). The
same proof works for the intersection of level lines.
The following theorem tells the reversibility of the level lines of GFF.
Theorem 1.1.6. Suppose that h is a GFF onH whose boundary value is piecewise constant. Let γ be the level line of h starting
from 0 targeted at ∞; and γ ′ be the level line of −h staring from ∞ targeted at 0. Then, on the event that the two paths do not
hit the continuation thresholds before they reach the target points, the two paths γ ′ and γ are equal (viewed as sets) almost
surely.
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This implies the reversibility of SLE4(ρ) process. Suppose that γ is an SLE4(ρ) process in H starting from 0 targeted at
∞. Then, conditioned on the event that the continuation threshold is not hit before γ reaches ∞, we have that the time-reversal
of γ has the law of SLE4(ρ) process starting from ∞ targeted at 0 (with appropriate weights and force points) conditioned on
the event that the continuation threshold is not hit before it reaches 0. In particular, fix ρ1 >−2,ρ2 >−2. Suppose that γ is an
SLE4(ρ1;ρ2) process inH starting from 0 targeted at ∞ with two force points next to the starting point. Then the time-reversal
of γ has the law of SLE4(ρ2;ρ1) process in H starting from ∞ targeted at 0 with two force points next to the starting point.
x
y1y2
γ1
γ2
Fig 1.1.3: Consider the two level lines starting from the same point targeted at distinct points: they coincide up to the first
disconnecting time, after which they continue towards their target points independently.
Finally, we state the result which is called the “target-independent” property of the level lines of GFF.
Theorem 1.1.7. Suppose that h is a GFF onH whose boundary value is piecewise constant. Fix three distinct boundary points
y2 < x < y1. For i = 1,2, let γi be the level line of h starting from x targeted at yi; define Ti to be the first disconnecting time:
Ti is the inf of t such that y1 and y2 are not on the boundary of the same connected component of H\ γi[0, t]. See Figure 1.1.3.
Then, almost surely, the paths γ1 and γ2 coincide up to and including the first disconnecting time (modulo time-change); given
(γ1[0,T1],γ2[0,T2]), the two paths continue towards their target points independently.
1.2. Couplings between GFF and CLE4
Note that SLE4 paths can be viewed as level lines of GFF; and that CLE4 is a collection of SLE4-type loops. It is natural
to expect that the collections of level loops of GFF correspond to CLE4. In this section, we will describe two couplings
between GFF and CLE4. Before this, we first recall a standard result about Brownian motion. Consider a one-dimensional
standard Brownian motion (Bt , t ≥ 0). We take the reflected Brownian motion (Yt = |Bt |, t ≥ 0) and it is well known that
, if we decompose this Y at zero set of the Brownian motion Z = {t : Bt = 0}, then this reflected Brownian motion Y can
be decomposed into countably many Brownian excursions (a Brownian excursion (e(t),0 ≤ t ≤ τ) is a Brownian path with
e(0) = 0,e(τ) = 0 and e(t) > 0 for 0 < t < τ). Consider the local time process (Lt , t ≥ 0) of the Brownian motion, it is
increasing on zero set of the Brownian motion and is constant inside each excursion. If we parameterize these Brownian
excursions by the local time process, then the sequence of these Brownian excursions is a Poisson point process. We can also
reverse this procedure to construct a Brownian motion from a Poisson point process of Brownian excursions. Given a Poisson
point process of Brownian excursions (eu,u≥ 0), there are two ways to reconstruct a Brownian motion:
(a) Sample i.i.d. coin tosses σu for each excursion eu, let the excursion to be positive or negative according to the sign σueu;
then concatenate these signed excursions. The process we get is a Brownian motion.
(b) Concatenate all these excursions and get the reflected Brownian motion (Yt , t ≥ 0). Define the local time process (Lt , t ≥
0) of Y . Then the process (Yt −Lt , t ≥ 0) has the same law as a Brownian motion.
In the following of this section, we will describe somewhat analogous pair of couplings between GFF and CLE4. The first
coupling between GFF and CLE4 is stated by Jason Miller and Scott Sheffield in 2011 and a proof can be found as a special
case in [MWW13, Theorem 1.2].
Let Γ be a CLE4 in U. For each loop L ∈ Γ, sample σL to be +1 or −1 with equal probability 1/2. We also call σL as the
orientation of L, i.e. σL =+1 (resp. σL =−1) corresponds to L being oriented clockwise (resp. counterclockwise). All these
orientations are sampled in the way that, given Γ, they are conditionally independent. The the obtained sample ((L,σL),L∈ Γ)
is called CLE4 with symmetric orientations.
Theorem 1.2.1. Suppose that h is a zero-boundary GFF on U and that ((L,σL),L ∈ Γ) is a CLE4 with symmetric orientations
in U. There exists a coupling between h and ((L,σL),L ∈ Γ) such that the following is true. Given ((L,σL),L ∈ Γ), for each
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loop L, the conditional law of h restricted to the interior of L, denoted by int(L), is the same as GFF with boundary value
2λσL; for different loops, the restrictions of the field are conditionally independent.
We refer to the coupling between GFF and CLE4 with symmetric orientations in Theorem 1.2.1 as the first coupling
between GFF and CLE4. As we can see, it can be viewed as the analog of the first reconstruction of Brownian motion from
Brownian excursions.
In the current paper, we focus on another coupling between GFF and CLE4: the coupling between GFF and CLE4 with time
parameter, which can be viewed as the analog of the second reconstruction of Brownian motion. CLE4 with time parameter
is a CLE4 where each loop has a time parameter (precise construction will be recalled in Section 3.2). Roughly speaking, the
time parameter for each loop is the counterpart of the local time for each excursion in the second reconstruction of Brownian
motion. The main theorem is the following.
Theorem 1.2.2. Suppose that h is a zero-boundary GFF on U and that ((L, tL),L ∈ Γ) is a CLE4 with time parameter in U.
There exists a coupling between h and ((L, tL),L ∈ Γ) such that the following is true. Given ((L, tL),L ∈ Γ), for each loop L,
the conditional law of h restricted to the interior of L, denoted by int(L), is the same as GFF with boundary value 2λ (1− tL);
for different loops, the restrictions of the field are conditionally independent.
The second coupling between GFF and CLE4 is stated by Scott Sheffield, Samuel Watson, and Hao Wu in 2012. The
authors thank Scott Sheffield and Samuel Watson for allowing us to write up the details of the proof.
1.3. Relation to previous works and outline
We prove Theorems 1.1.1 to 1.1.7 in Section 2. Following is the outline of Section 2.
• Section 2.1 is an introduction to chordal SLE process.
• Section 2.2 is an introduction to zero-boundary GFF. The proofs of Theorems 1.1.1 and 1.1.2 can be found in previous
works: [Dub09b, SS13, MS16a]. To be self-contained, we still write the proof of Theorem 1.1.1 in Section 2.2.
• Sections 2.3 to 2.5 complete the proofs of Theorems 1.1.2 and 1.1.3. The proofs in these sections are similar to those in
[MS16a, Section 4, Section 5, Section 6], whereas some part of the reasoning in [MS16a] does not apply to κ = 4 case.
Thus, even though similar, we choose to rewrite and reorganize these proofs to treat κ = 4 case.
• Section 2.6 completes the proof of Theorem 1.1.4. In [MS16a, Section 7.2], the authors prove a similar merging and
monotonicity result for flow lines (i.e. for SLEκ with κ ∈ (0,4)). In the current paper, we give a different proof for level
line merging and monotonicity result based on the special property of the level lines: reversibility.
• Section 2.7 completes the proofs of Theorems 1.1.6 and 1.1.7. The discussion about the reversibility of level lines of
GFF can be found in [SS13] for the setting that the curves are standard SLE4 paths. We generalize this result to SLE4(ρ)
process. The discussion about reversibility for SLE paths can also be found in [Zha08, Zha10, Dub09b, MS16b, MS12]
for different settings.
We prove Theorem 1.2.2 in Section 3. Following is the outline of Section 3.
• Section 3.1 is an introduction to radial SLE process.
• Section 3.2 is an introduction to CLE. This section is a summary of the results in [SW12, WW13].
• In Section 3.3, we introduce level lines of GFF targeted at interior points (in contrast with the level lines targeted at
boundary points studied in Section 2). We explain the monotonicity property and the target-independent property of the
level lines targeted at interior points, which are analogous to Theorems 1.1.4 and 1.1.7 for the level lines targeted at
boundary points.
• Sections 3.4 and 3.5 complete the proof of Theorem 1.2.2
Our contribution in the current paper.
• We summarize various properties of level lines of GFF that start from boundary points and are targeted at boundary
points (Section 2).
• We give new proofs for Theorem 1.1.4 (the interaction behaviors between level lines), Theorem 1.1.6 (the reversibility
of level lines), and Theorem 1.1.7 (the target-independence of level lines).
• We describe the behavior of level lines of GFF that start from boundary points and are targeted at interior points (Section
3). We give a complete proof for the existence of the coupling between GFF and CLE4 with time parameter: Theorem
1.2.2. The close study on CLE4 exploration process in Section 3 is an essential ingredient in the study of the level lines of
GFF emanating from an interior point in a forthcoming paper [WW15]. All this work plays an important role in a larger
program on the study of conformal invariant metric on CLE which includes [WW13, SWW16b, WW15, SWW16a].
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In this paper, we focus on GFF with piecewise constant boundary conditions. It is natural to wonder the situation of GFF when
the boundary condition is not piecewise constant. However, the techniques in this paper and the previous papers on the level
lines of GFF do not apply directly to the general case. In [PW15], the authors study the properties of level lines of GFF whose
boundary condition is regulated without continuation threshold, and the important ingredient there is [KS12]. The results in
Section 2 provide the platform for further studies there. As discussed in the introduction of [PW15], the properties of the level
lines of GFF when the boundary condition is not piecewise constant and does have continuation threshold is still open.
Acknowledgements. We thank Richard Kenyon, Jason Miller, Scott Sheffield, Samuel Watson, and Wendelin Werner for
helpful discussions. H. Wu’s work is funded by NSF DMS-1406411.
2. Boundary emanating Level Lines of GFF
2.1. Chordal SLE
Suppose that (Wt , t ≥ 0) is a continuous real function with W0 = 0. For each z ∈H, define the function gt(z) as the solution to
Chordal Loewner Equation
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z.
This is well-defined as long as gt(z)−Wt does not hit 0. Define
T (z) = sup{t > 0 : min
s∈[0,t]
|gs(z)−Ws|> 0}.
This is the largest time up to which gt(z) is well-defined. Set
Kt = {z ∈H : T (z)≤ t}, Ht =H\Kt .
We can check that gt is a conformal map from Ht onto H normalized at ∞ and that, for each t, gt(z) = z+ 2t/z+ o(1/z), as
z→ ∞. The family (Kt , t ≥ 0) is called the Loewner chain driven by (Wt , t ≥ 0). Here we collect some general results about
chordal Loewner chain.
Proposition 2.1.1. Suppose that γ is a continuous curve in H from 0 to ∞ with a continuous Loewner driving function W.
Then the set {t : γ(t) ∈ R} has Lebesgue measure zero.
Proof. [MS16a, Lemma 2.5]
Proposition 2.1.2. Suppose that T ∈ (0,∞]. Let γ : [0,T )→ H be a continuous, non-crossing curve with γ(0) = 0. Assume
that γ satisfies the following:
(1) γ(t,T ) is contained in the closure of the unbounded connected component of H\ γ(0, t);
(2) γ−1(γ[0, t]∪R) has empty interior in (t,T ).
For each t > 0, let gt be the conformal map from the unbounded connected component ofH\γ[0, t] ontoH with limz→∞ |gt(z)−
z|= 0. After reparameterization, (gt , t ≥ 0) solves the Loewner equation
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z,
with continuous driving function W.
Proof. [Law05, Proposition 4.3] and [MS16a, Proposition 6.12]
Chordal SLEκ for κ ≥ 0 is the Loewner chain driven by Wt =
√
κBt where B is a 1-dimensional Brownian motion. Here
are several basic properties of chordal SLE:
• It is scale-invariant: For any λ > 0, the process (λ−1Kλ 2t , t ≥ 0) has the same law as K itself.
• It satisfies domain Markov property: For any finite stopping time τ , the process ( fτ(Kt+τ), t ≥ 0) has the same law as K
itself where ft := gt −Wt .
Proposition 2.1.3. For all κ ∈ [0,4], chordal SLEκ is almost surely generated by a simple continuous curve, i.e. there exists a
simple continuous curve γ such that Kt = γ[0, t] for all t ≥ 0. Moreover, the curve is almost surely transient: limt→∞ γ(t) = ∞.
Proof. [RS05, Theorem 5.1]
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Fix κ ≥ 0 and
ρL = (ρ l,L, ...,ρ1,L), ρR = (ρ1,R, ...,ρr,R); xL = (xl,L < · · ·< x1,L ≤ 0), xR = (0≤ x1,R < · · ·< xr,R).
Take the convention
ρ0,R = ρ0,L = 0, x0,L = 0−, x0,R = 0+, xl+1,L =−∞, xr+1,R = ∞.
Define
ρ j,L =
j
∑
i=0
ρ i,L, for 0≤ j ≤ l; ρ j,R =
j
∑
i=0
ρ i,R, for 0≤ j ≤ r.
Definition 2.1.4. Let Bt be a standard Brownian motion. We will say that the process (Wt ,V i,qt ) describe an SLEκ(ρL;ρR)
process with force points (xL;xR) if they are adapted to the filtration of B and the following hold:
(1) The processes Wt ,V
i,q
t and Bt satisfy the following SDE on the time intervals on which Wt does not collide with any of
V i,qt .
dWt =
√
κdBt + ∑
q∈{L,R}
∑
i
ρ i,qdt
Wt −V i,qt
, dV i,qt =
2dt
V i,qt −Wt
, for q ∈ {L,R}.
(2) We have instantaneous reflection of Wt off of the V
i,q
t , i.e. it is almost surely the case that for Lebesgue almost all times
t we have that Wt 6=V i,qt for each i,q.
(3) We also have almost surely that, for each i,q,
V i,qt = x
i,q+
∫ t
0
2ds
V i,qs −Ws
.
We define the continuation threshold to be the infimum of the t values for which
either ∑
i:V i,Lt =Wt
ρ i,L ≤−2, or ∑
i:V i,Rt =Wt
ρ i,R ≤−2.
Proposition 2.1.5. Definition 2.1.4 uniquely determines a joint law for (Bt ,Wt ,V i,qt ) –each defined for all t up to the contin-
uation threshold. Under this law, the process (Bt ,Wt ,V
i,q
t ) is a continuous multidimensional Markovian process indexed by
t.
Proof. [MS16a, Theorem 2.2].
Proposition 2.1.6. Assume that
ρ i,q ≥ κ/2−2, for all i,q.
Then SLEκ(ρL;ρR) process is a continuous curve.
Proof. Under the assumption that ρ i,q ≥ κ/2− 2, for all i,q, the curve can not hit the boundary and thus it is absolutely
continuous with respect to SLEκ , and then it is almost surely continuous.
Proposition 2.1.7. Suppose we are given a random continuous curve γ in H from 0 to ∞ whose Loewner driving function
W is almost surely continuous. Suppose (Kt , t ≥ 0) is the corresponding Loewner chain and (gt , t ≥ 0) is the corresponding
sequence of conformal maps. Set ft = gt−Wt . Suppose that V i,qt is the image of xi,q under gt . Let ηt(z) be the function defined in
Theorem 1.1.1. Then Wt and V
i,q
t can be coupled with a standard Brownian motion to describe an SLE4(ρL;ρR) process with
force points (xL;xR) up to the continuation threshold if and only if ηt(z) evolves as a Brownian motion when parameterized
by the log of the conformal radius of H\Kt seen from z, for each fixed z ∈H, until the time t that z is swallowed by Kt .
Proof. [MS16a, Theorem 2.6].
The following two propositions are results about the interacting behavior of SLE process with the boundary that we will
use later in the paper.
Proposition 2.1.8. Fix κ ∈ [0,4]. Suppose that K is an SLEκ(ρR) process with force points (xR) where 0 < x1,R < · · ·< xr,R.
Set
ρ j,R =
j
∑
i=1
ρ i,R, for 1≤ j ≤ r.
Let τ1,R be the first time that K swallows x1,R.
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(1) Assume that, for some k, we have that ρ i,R ≥ κ/2− 2 for i < k; and ρ i,R ≤ κ/2− 4 for i ≥ k. Then almost surely, as
t ↑ τ1,R, Kt accumulates at xk,R without hitting any other point in [x1,R,∞).
(2) Assume that, for some k, we have that ρ i,R ≥ κ/2− 2 for i < k; ρk,R ∈ (κ/2− 4,κ/2− 2); and ρ i,R ≤ κ/2− 4 for
i > k. Then almost surely, as t ↑ τ1,R, Kt accumulates at a point in [xk,R,xk+1,R] without hitting any other point in
[x1,R,xk,R)∪ (xk+1,R,∞).
Proof. [Dub09a, Lemma 15].
Proposition 2.1.9. Fix κ ∈ [0,4]. Suppose that K is an SLEκ(ρR) process with force points (xR) where 0 < x1,R < · · ·< xr,R.
Set
ρ j,R =
j
∑
i=1
ρ i,R, for 1≤ j ≤ r.
Assume that, for some stopping time 0 < T0 < ∞, (Kt ,0≤ t ≤ T0) is almost surely generated by a continuous curve (γ(t),0≤
t ≤ T0). Then γ[0,T0] almost surely does not intersect any interval (x j,R,x j,R+1) such that
ρ j,R ≥ κ/2−2, or ρ j,R ≤ κ/2−4.
Proof. [MS16a, Lemma 5.2 and Remark 5.3].
2.2. The Zero-Boundary GFF
Suppose that D ( C is a proper domain with harmonically non-trivial boundary (i.e. a Brownian motion started at a point in
D hits ∂D almost surely.) For f ,g ∈ L2(D), we denote by ( f ,g) the inner product of L2(D):
( f ,g) =
∫
D
f (z)g(z)d2z,
where d2z is the Lebesgue area measure. Denote by Hs(D) the space of real-valued smooth functions which are compactly
supported in D. This space has a Dirichlet inner product defined by
( f ,g)∇ =
1
2pi
∫
D
∇ f (z) ·∇g(z)d2z.
Denote by H(D) the Hilbert space completion of Hs(D).
The zero-boundary GFF on D is a random sum of the form h = ∑∞j=1α j f j, where the α j are i.i.d. one-dimensional
standard Gaussians (with mean zero and variance 1) and the f j are an orthonormal basis for H(D). This sum almost surely
does not converge within H(D); however, it does converge almost surely within the space of distributions— that is, the limit
∑ jα j( f j, p) almost surely exists for all p ∈ Hs(D), and the limiting values, denoted by (h, p), as a function of p is almost
surely a continuous functional on Hs(D). For any f ∈ Hs(D), let p =−∆ f ∈ Hs(D), and define
(h, f )∇ :=
1
2pi
(h, p).
Then (h, f )∇ is a mean-zero Gaussian with variance
1
4pi2 ∑j
( f j, p)2 =∑
j
( f j, f )2∇ = ( f , f )
2
∇.
The zero-boundary GFF on D is the only random distribution on D with the property that, for each f ∈ Hs(D), (h, f )∇ is a
mean-zero Gaussian with variance ( f , f )∇.
When z ∈D is fixed, let G˜z(w) be the harmonic extension to w ∈D of the function of w on ∂D given by − log |z−w|. Then
the Green’s function in the domain D is given by
GD(z,w) =− log |z−w|− G˜z(w). (2.2.1)
For any p ∈ Hs(D), define ∆−1 p on D by
∆−1 p(·) :=− 1
2pi
∫
D
GD(·,y)p(y)dy.
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This is a smooth function in D whose Laplacian is p and whose boundary value is zero on ∂D. We point out that the Green’s
function is conformally invariant: if φ is a conformal map on D, then, for any z,w ∈ D, we have
GD(z,w) = Gφ(D)(φ(z),φ(w)). (2.2.2)
Note that, for any f1, f2, p1, p2 ∈ Hs(D), we have that
cov((h, f1)∇,(h, f2)∇) =
1
2pi
∫
D
∇ f1(z) ·∇ f2(z)d2z, cov((h, p1),(h, p2)) =
∫∫
D×D
p1(z)p2(w)GD(z,w)d2zd2w.
For any deterministic open subset W ( D, there is a natural inclusion ι of H(W ) into H(D) by ι( f )(z) = f (z)1z∈W . We can
see that H(D) admits the (·, ·)∇-orthogonal decomposition
H(D) = H(W )⊕H⊥(W ), (2.2.3)
where H⊥(W ) is the space of functions in H(D) that are harmonic in W . The reason is the following. For any f ∈ Hs(D), let
f⊥W be the function that equals f on D\W and be harmonic in W and let fW = f − f⊥W . Then f⊥W ∈ H⊥(W ), fW ∈ H(W ), and
( f⊥W , fW )∇ =
1
2pi (−∆ f⊥W , fW ) = 0.
The decomposition in Equation (2.2.3) leads to a decomposition of the GFF on D:
h = hW +h⊥W , (2.2.4)
where hW and h⊥W are distributions on H(D) such that, for any f ∈ H(D),
(hW , f )∇ = (h, fW )∇, (h
⊥
W , f )∇ = (h, f
⊥
W )∇.
Clearly, hW and h⊥W are independent.
For any distribution h on H(D), we define the restriction of h to W , denoted by h|W , to be h restricted to the functions
that are compactly supported in W . If h is a zero-boundary GFF on D, then hW |W is a zero-boundary GFF on W and h⊥W |W
is almost surely harmonic. Thus, the conditional law of h|W given h|D\W is that of the zero-boundary GFF on W plus the
harmonic extension of h|D\W to W . This is called “domain Markov property” of the GFF.
Suppose that f is a piecewise continuous function on ∂D, and that F is the harmonic extension of f to D. We define the
GFF on D with mean F to be the sum of a zero-boundary GFF plus F . Sometimes, we use the term “the GFF with boundary
value f ” to refer to the GFF with mean F .
Proposition 2.2.1. Suppose that D1,D2 are simply connected domains with D1∩D2 6= /0. For i= 1,2, let hi be a zero-boundary
GFF on Di and Fi be harmonic on Di. Fix a simply connected open domain U ⊂ D1∩D2.
(1) If dist(U,∂Di)> 0 for i = 1,2, then the law of
(h1+F1)|U , and (h2+F2)|U
are mutually absolutely continuous.
(2) Suppose that there is a neighborhood U ′ of the closure U such that D1∩U ′ = D2∩U ′, and that F1−F2 tends to zero as
one approaches points in the sets ∂Di∩U ′. Then the laws of
(h1+F1)|U , and (h2+F2)|U
are mutually absolutely continuous.
Proof. [MS16a, Proposition 3.2].
Suppose that D is a simply connected domain, and that A is a random closed subset of D. For δ > 0, let Aδ denote the
closed set containing all points in D whose distance from A is at most δ . Let Aδ be the smallest σ -algebra in which A and the
restriction of h to the interior of Aδ are measurable. Let A = ∩δ∈Q,δ>0Aδ . Intuitively, this is the smallest σ -algebra in which
A and the values of h in an infinitesimal neighborhood of A are measurable.
Proposition 2.2.2. Suppose that (h,A) is a random variable which is a coupling of an instance of the GFF and a random
closed subset A⊂ D. Then the following are equivalent:
(1) For any deterministic open set U ⊆ D, we have that, given the orthogonal projection of h onto H⊥(U), the event
{A∩U = /0} is independent of the orthogonal projection of h onto H(U). In other words, the conditional probability of
{A∩U = /0} given h is a measurable function of the orthogonal projection of h onto H⊥(U).
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(2) Given A , the conditional law of h is that of h1 + h2 where h2 is a zero-boundary GFF on D \ A and h1 is an A -
measurable random distribution which is almost surely harmonic on D\A.
Proof. [SS13, Lemma 3.9].
We say a random closed set A coupled with an instance h of GFF is a local set for h if one of the equivalent items in
Proposition 2.2.2 holds. For any coupling of A and h, we use the notation CA to describe the conditional expectation of h given
A . When A is local, CA is the h1 described in Item (2) in Proposition 2.2.2. We use the notation (A,h|A) to refer toA and also
say that CA is the conditional expectation of h given A and h|A. By convention, we write C the mean of h.
Proposition 2.2.3. Suppose that h is a GFF and A1,A2 are random closed subsets of D and that (h,A1) and (h,A2) are
couplings for which A1,A2 are local. Let A = A1∪˜A2 denote the random closed subset of D which is given by first sampling h,
then sampling A1,A2 conditionally independent given h, and then taking the union of A1 and A2. Then A is also local for h.
Moreover, given (A1,A2,A,h|A), the conditional law of h is given by CA plus an instance of zero-boundary GFF on D\A.
Proof. [SS13, Lemma 3.10].
Proposition 2.2.4. Let A1,A2 be connected local sets which are conditionally independent and A = A1∪˜A2. Then CA−CA2 is
almost surely a harmonic function in D \A that tends to zero along all sequences of points in D \A that tend to a limit in a
connected component of A2 \A1 (which consists of more than a single point) or that tend to a limit on a connected component
of A1∩A2 (which consists of more than a single point) at a point that is a positive distance from either A2 \A1 or A1 \A2.
Proof. [SS13, Lemma 3.11] and [MS16a, Proposition 3.6].
Proposition 2.2.5. Let A1,A2 be connected local sets which are conditionally independent and A = A1∪˜A2. Suppose that C is
a σ(A1)-measurable connected component of D\A1 such that {C∩A2 = /0} almost surely. Then CA|C = CA1 |C almost surely,
given A1. In particular, h|C is independent of the pair (h|D\C,A2) given A1.
Proof. [MS16a, Proposition 3.7].
Proposition 2.2.6. Let h be a GFF on D and suppose that (Z(t), t ≥ 0) is an increasing family of closed sets such that Z(τ) is
local for h for every Z-stopping time τ; and, for a fixed z ∈D, that CR(D\Z(t);z) is almost surely continuous and monotonic
in t. Then CZ(t)(z)−CZ(0)(z) has a modification which is a Brownian motion when parameterized by
logCR(D\Z(0);z)− logCR(D\Z(t);z)
up until the first time that Z(t) accumulates at z. In particular, CZ(t)(z) has a modification which is almost surely continuous
in t.
Proof. [MS16a, Proposition 6.5].
We close this section by the proof of Theorem 1.1.1. To simplify the notations, we only prove the conclusion for the case
when there is only one right force point and one left force point. The general case can be proved similarly. We state it as a
proposition.
0xL xR
z
λ λ(1+ρR)−λ−λ(1+ρL)
λ
−λ
(a) Before the time that z is swallowed, ηt(z) is the harmonic ex-
tension to z of the boundary value along the boundary ofH\Kt as
indicated in the figure.
0xL xR
z
λ λ(1+ρR)−λ(1+ρL) −λ−λ(1+ρL)
λ
−λ
(b) After the time that z is swallowed, ηt(z) is the harmonic ex-
tension to z of the boundary value along the connected component
containing z.
Fig 2.2.1: For fixed t, the function ηt(·) is harmonic in each connected component of H\∂t .
Proposition 2.2.7. Fix ρL,ρR ∈R and xL ≤ 0≤ xR. Suppose that the process (Wt ,V Lt ,V Rt ) describe an SLE4(ρL;ρR) process
with force points (xL;xR). Let (Kt , t ≥ 0) be the corresponding Loewner chain and let (gt , t ≥ 0) be the corresponding sequence
of conformal maps, and set ft = gt −Wt . There exists a coupling (K,h) where h is a zero-boundary GFF on H such that the
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following domain Markov property is true. Suppose that τ is any finite stopping time less than the continuation threshold for
K. Let η0t be the function which is harmonic in H with boundary values
λ (1+ρR) if x≥V Rt −Wt ,
λ if 0≤ x <V Rt −Wt ,
−λ if V Lt −Wt ≤ x < 0,
−λ (1+ρL) if x <V Lt −Wt .
Define, for z ∈H\Kt ,
ηt(z) = η0t ( ft(z)).
Then, given Kτ , the conditional law of (h+η0)|H\Kτ is equal to the law of h◦ fτ +ητ .
Proof. For t ≥ 0, define
∂t = ∪0≤s≤t∂Ks, ∂∞ = ∪0≤s≤T∂Ks,
where T is the continuation threshold. From Proposition 2.1.6, when ρL ≥ 0,ρR ≥ 0, we know that SLE4(ρL;ρR) is generated
by a continuous curve, and ∂∞ is exactly this continuous curve. We will prove that, for general ρL and ρR, the process
SLE4(ρL;ρR) is also generated by a continuous curve up to and including the continuation threshold. But we do not assume
the continuity of SLE4(ρ) process in the proof of Theorem 1.1.1. In fact, the proof of the continuity for general ρ , that we
will show later, based on the coupling between GFF and the Loewner chain of SLE4(ρ) in Theorem 1.1.1.
First, we analyze the function ηt(z). It is well-defined when z ∈H\Kt , and when z is swallowed by Kt , we define ηt(z) to
be the limiting value of ηs(z) as s approaches the first time at which z is swallowed by K. Note that, for fixed t, the function
ηt(·) is harmonic inH\Kt , and it is also harmonic in the finite connected component ofH\∂t with certain boundary value, see
Figure 2.2.1. From Proposition 2.1.7, we know that ηt(z) is a continuous martingale up to the first time that z is swallowed by
K. Suppose that mt(·) is a Mo¨bius transformation of H such that mt ◦ ft is a conformal map from H\Kt onto H that preserves
z. Define
Ct(z) = log2−ℜ logm′t( ft(z))−ℜ logg′t(z),
which is the log of the conformal radius of H\Kt seen from z. We have that
d〈ηt(z)〉=
(
ℑ
2
ft(z)
)2
dt =−dCt(z).
Second, we analyze the product ηt(z)ηt(w) for z,w ∈ H. Recall that the Green’s function of the upper-half plane is given
by
G(z,w) = log | z− w¯
z−w |, z,w ∈H.
Fix z,w ∈H, define
Gt(z,w) = G( ft(z), ft(w)), if z,w ∈H\Kt ;
and when at least of one of z,w is swallowed by Kt , we define Gt(z,w) to be the limiting value of Gs(z,w) when s approaches
the first time at which at least one of z,w is swallowed. Note that, when z,w ∈ H\Kt , Gt(z,w) is the Green’s function of the
domain H\Kt ; when z,w are not in the same connected component of H\∂t , Gt(z,w) becomes zero; and when z,w are in the
same connected component of H\∂t , Gt(z,w) is just the Green’s function of that connected component.
We will show that ηt(z)ηt(w)+Gt(z,w) is a continuous martingale up to the first time that at least one of z,w is swallowed.
Note that
d〈ηt(z),ηt(w)〉= ℑ 2ft(z)ℑ
2
ft(w)
dt.
By Itoˆ’s formula,
dGt(z,w) = dℜlog
(
gt(z)−gt(w)
)
−dℜlog(gt(z)−gt(w))
=ℜ
−2dt
ft(z) ft(w)
+ℜ
2dt
ft(z) ft(w)
=−ℑ 2
ft(z)
ℑ
2
ft(w)
dt.
Thus d〈ηt(z),ηt(w)〉=−dGt(z,w) and ηt(z)ηt(w)+Gt(z,w) is a local martingale. Note that ηt(z) and ηt(w) are continuous
and bounded, and that Gt(z,w) is continuous and non-increasing in t. These imply that ηt(z)ηt(w)+Gt(z,w) is a continuous
martingale.
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Third, for any test function p ∈ Hs(H), define
Et(p) =
∫∫
p(z)p(w)Gt(z,w)d2zd2w,
and we will explain that (ηt , p) is a continuous martingale and
d〈(ηt , p)〉=−dEt(p). (2.2.5)
Since ηt(z) is a continuous martingale and is bounded uniformly over z, by Fubini’s theorem, the integral (ηt , p) is also a
bounded continuous martingale. To show Equation (2.2.5), it suffices to show that (ηt , p)2+Et(p) is a martingale. Note that
(ηt , p)2+Et(p) =
∫∫
p(z)p(w)(ηt(z)ηt(w)+Gt(z,w))d2zd2w. (2.2.6)
We know that ηt(z)ηt(w)+Gt(z,w) is a continuous martingale; and that ηt(z),ηt(w) are bounded (uniformly over z,w); and
that Gt(z,w) is non-increasing in t. Thus, by Fubini’s theorem again, the right-hand side of Equation (2.2.6) is a continuous
martingale.
Finally, we will explain how to construct the coupling that satisfies the domain Markov property. Define, for z ∈H,
η∞(z) = lim
t→∞ηt(z).
The limit exists almost surely for fixed z since ηt(z) is a bounded martingale. Define, for z,w ∈ H and p ∈ Hs(H) which is
non-negative,
G∞(z,w) = lim
t→∞Gt(z,w), E∞(p) = limt→∞Et(p).
The limits exist because that Gt(z,w) and Et(p) are non-increasing functions in t. Let h˜ equal to η∞ − η0 plus a sum of
independent zero-boundary GFF’s, one in each connected component of H\∂∞. The marginal law of h˜ is the same as a zero-
boundary GFF and the reason is the following. For any test function p ∈ Hs(H) which is non-negative, and any µ ≥ 0, we
have that
E[exp(−µ(h˜, p))] = E[E[exp(−µ(h˜, p)) |K]]
= E
[
exp
(
−µ(η∞−η0, p)− µ
2
2
E∞(p)
)]
= E
[
exp
(
−µ(η∞−η0, p)+ µ
2
2
(E0(p)−E∞(p))
)]
exp
(
−µ
2
2
E0(p)
)
= exp
(
−µ
2
2
E0(p)
)
,
where the last equality is due to the fact that (ηt , p) is a continuous bounded martingale with mean (η0, p) and quadratic
variation 〈(ηt , p)〉 = E0(p)−Et(p). To complete the proof, we need to explain that the coupling (K, h˜) satisfies the domain
Markov property. In fact, for any test function p ∈ Hs(H), the conditional law of ((h˜+η0)|H\Kτ , p) given Kτ is the same as a
Gaussian with mean (ητ , p) and variance Eτ(p).
If K and a GFF h are coupled as in Theorem 1.1.1, we say that the path γ = ∪0≤s≤T∂Ks, where T is the continuation
threshold of K, is the level line of h+η0. Generally, for any simply connected domain D with two distinct boundary points x
and y and a fixed number u ∈ R, we say that the path γ is the level line of a GFF h with height u in D starting from x targeted
at y if Φ(γ) is the level line of h◦Φ−1+u where Φ is any conformal map from D onto H that sends x to 0 and y to ∞.
2.3. Proof of Theorems 1.1.2-1.1.6—non-boundary-intersecting case
In this section, we mostly work in the horizontal strip:
T := R× (0,1).
Write the upper-boundary and the lower-boundary of T in the following way:
∂UT := R×{1}, ∂LT := R×{0}.
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Lemma 2.3.1. Suppose that h is a GFF on the strip T whose boundary value is as in Figure 2.3.1(a) and let γ be the level
line of h starting from 0. If a ≥ λ , then γ almost surely accumulates at −∞; if a ≤ −λ , then γ almost surely accumulates at
+∞. In both cases, γ almost surely does not hit ∂UT. If a ∈ (−λ ,λ ), then γ almost surely accumulates in ∂UT; and after it
accumulates in ∂UT, γ can be continued when it is targeted to −∞ or +∞—i.e. the continuation threshold is not hit when γ
first accumulates in ∂UT.
Proof. Case 1: a≥ λ . Let ψ be the conformal map from T ontoHwhich sends 0 to 0, +∞ to +1, and−∞ to ∞. Then ψ(γ) has
the law of SLE4(ρR) with force point at 1 where ρR = a/λ −1≥ 0. From Proposition 2.1.8, we know that ψ(γ) accumulates
at ∞ without hitting the boundary.
Case 2: a≤−λ . This case can be proved similarly.
Case 3: a ∈ (−λ ,λ ). We have the following two observations:
(a) Let ψ+ be the conformal map from T ontoH that sends 0 to 0, +∞ to 1,−∞ to ∞. Then ψ+(γ) has the law of SLE4(ρR)
process with force point 1 where ρR = a/λ −1 ∈ (−2,0). From Proposition 2.1.8, we know that ψ+(γ) accumulates in
[1,∞). This implies that γ accumulates in ∂UT or +∞ before reaches −∞.
(b) Let ψ− be the conformal map from T onto H that sends 0 to 0, +∞ to ∞, −∞ to −1. Then ψ−(γ) has the law of
SLE4(ρL) process with force point −1 where ρL =−a/λ −1 ∈ (−2,0). From Proposition 2.1.8, we know that ψ−(γ)
accumulates in (−∞,−1]. This implies that γ accumulates in ∂UT or −∞ before reaches +∞.
Combining these two facts, we know that γ almost surely accumulates in ∂UT before reaches ±∞.
0
λ−λ
a
(a) The boundary values of h in Lemma
2.3.1.
0
λ−λ
−a
z0
b
(b) The boundary values of h in Lemma
2.3.3.
0
λ−λ
−a
z0
b
z1
c
(c) The boundary values of h in Lemma
2.3.5.
Fig 2.3.1: The boundary values of the GFF on T.
Remark 2.3.2. The conclusions in Lemma 2.3.1 hold more generally when the boundary data of h on ∂LT is piecewise
constant, and is at least λ to the right of 0 and is at most −λ to the left of 0. Furthermore, the level line γ is almost surely a
continuous curve until it first accumulates in ∂UT.
Proof. From Proposition 2.1.8, we know that γ almost surely does not hit ∂LT after time 0. Thus, up to the first time T that
γ accumulates in ∂UT, the law of γ is absolutely continuous with respect to the law of SLE4. Therefore γ is continuous up to
T .
Lemma 2.3.3. Suppose that h is a GFF on the strip T whose boundary value is as in Figure 2.3.1(b) and let γ be the level line
of h starting from 0. If a,b≥ λ , then γ almost surely exits T at z0 without otherwise hitting ∂UT.
Proof. Let ψ be the conformal map from T onto H that sends 0 to 0, +∞ to 1, and −∞ to ∞. Put x2,R = ψ(z0). Then ψ(γ) has
the law of SLE4(ρ1,R,ρ2,R) with force points (1,x2,R) where
ρ1,R = b/λ −1≥ 0, ρ1,R+ρ2,R =−a/λ −1≤−2.
From Proposition 2.1.8, we know that ψ(γ) almost surely accumulates at x2,R without otherwise hitting the boundary.
Remark 2.3.4. The conclusion in Lemma 2.3.3 holds more generally when the boundary data of h is piecewise constant, and
is
at most −λ to the left of z0 on ∂UT, at least λ to the right of z0 on ∂UT,
at most −λ to the left of 0 on ∂LT, at least λ to the right of 0 on ∂LT.
Furthermore, the level line γ is almost surely a continuous curve from 0 to z0.
Lemma 2.3.5. Suppose that h is a GFF on the strip T whose boundary value is as in Figure 2.3.1(c) and let γ be the level line
of h starting from 0. If a,b≥ λ and c ∈ (−λ ,λ ), then γ almost surely exits T in [z0,z1] without otherwise hitting ∂UT.
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Proof. Let ψ be the conformal map from T onto H that sends 0 to 0, +∞ to 1, and −∞ to ∞. Put
x2,R = ψ(z1)> 0, x3,R = ψ(z0)> x2,R.
Then ψ(γ) has the law of SLE4(ρ1,R,ρ2,R,ρ3,R) with force points (1,x2,R,x3,R) where
ρ1,R = b/λ −1≥ 0, ρ1,R+ρ2,R = c/λ −1 ∈ (−2,0), ρ1,R+ρ2,R+ρ3,R =−a/λ −1≤−2.
Thus ψ(γ) will first accumulates in [x2,R,x3,R] without hitting other boundary points by Proposition 2.1.8.
Remark 2.3.6. The conclusion in Lemma 2.3.5 holds more generally when the boundary data of h is piecewise constant, and
is
at most −λ to the left of z0 on ∂UT, at least λ to the right of z1 on ∂UT,
at most −λ to the left of 0 on ∂LT, at least λ to the right of 0 on ∂LT.
Furthermore, the level line γ is almost surely a continuous curve until it first accumulates in [z0,z1].
Proposition 2.3.7. Suppose that h is a GFF on the strip T whose boundary value is as in Figure 2.3.2(a). Let γ be the level
line of h starting from 0 and γ ′ be the level line of −h starting from z0, and assume that the triple (h,γ,γ ′) are coupled so that
γ and γ ′ are conditionally independent given h. Then almost surely γ and γ ′ (viewed as sets) are equal. In particular, the level
line γ is almost surely determined by h.
0
λ−λ
−λ
z0
λ
(a)
0
λ−λ
−λ
z0
λλ−λ
γ′(τ ′)
(b)
0
λ−λ
−λ
z0
λλ−λ
γ′(τ ′)
γ(τ)
λ−λ
(c)
Fig 2.3.2: The boundary values of the fields in the proof of Lemma 2.3.8.
To prove Proposition 2.3.7, we first prove the following lemma.
Lemma 2.3.8. Suppose the same assumption as in Proposition 2.3.7. Let τ ′ be any γ ′-stopping time. Then, given γ ′[0,τ ′], the
level line γ almost surely first exits T\ γ ′[0,τ ′] at γ ′(τ ′).
Proof. Given γ ′[0,τ ′], denote by h˜ the restriction of h to T \ γ ′[0,τ ′]. Since γ ′ and −h are coupled as in Theorem 1.1.1, we
know that the conditional law of h˜ given γ ′[0,τ ′] is the same as a GFF on T\ γ ′[0,τ ′] with boundary data as in Figure 2.3.2(b).
We argue that, given γ ′[0,τ ′], the path γ and the field h˜ are coupled so that γ is the level line of h˜. Assuming this is true,
then, from Lemma 2.3.3, we know that γ almost surely exits T\ γ ′[0,τ ′] at γ ′(τ ′) which implies the conclusion. Thus we only
need to show that, given γ ′[0,τ ′], the path γ and the field h˜ are coupled so that γ is the level line of h˜.
Suppose τ is any γ-stopping time. We know that γ[0,τ] is a local set for h, that γ ′[0,τ ′] is a local set for h, and that
γ[0,τ] and γ ′[0,τ ′] are conditionally independent given h. From Proposition 2.2.3, we know that the union γ[0,τ]∪ γ ′[0,τ ′] is
also a local set for h; furthermore, given γ[0,τ] and γ ′[0,τ ′], and on the event {γ[0,τ]∩ γ ′[0,τ ′] = /0}, the conditional law of
h|T\(γ[0,τ]∪γ ′[0,τ ′]) = h˜|(T\γ ′[0,τ ′])\γ[0,τ] is the same as a GFF in T \ (γ[0,τ]∪ γ ′[0,τ ′]) with boundary data as in Figure 2.3.2(c).
This implies that, given γ ′[0,τ ′], the path γ and the field h˜ are coupled so that γ is the level line of h˜ up until the first time that
γ hits γ ′[0,τ ′]. This completes the proof.
Proof of Proposition 2.3.7. From Lemma 2.3.8, we have almost surely that γ hits γ ′[0,τ ′] for the first time at γ ′(τ ′). Since this
holds for any γ ′-stopping time τ ′, we know that γ hits a dense countable set of points along γ ′ (in reverse chronological order).
By symmetry, γ ′ hits a dense countable set of points along γ . Since both γ and γ ′ are continuous simple curves, the two paths
(viewed as sets) are equal.
Remark 2.3.9. The conclusions in Lemma 2.3.8 and Proposition 2.3.7 hold more generally when the boundary data of h is
piecewise constant, and is
at most −λ to the left of z0 on ∂UT, at least λ to the right of z0 on ∂UT,
at most −λ to the left of 0 on ∂LT, at least λ to the right of 0 on ∂LT.
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From Proposition 2.3.7 and Remark 2.3.9, we finish the proof of Theorems 1.1.2 to 1.1.6 for the case that the level lines
are non-boundary-intersecting. We record these results in the following proposition.
Proposition 2.3.10. Suppose that h is a GFF on H whose boundary value is piecewise constant, and is
at most −λ to the left of 0 on ∂H, at least λ to the right of 0 on ∂H.
Let γ be the level line of h starting from 0 targeted at ∞ and γ ′ be the level line of −h starting from ∞ targeted at 0. Then we
have the following conclusions.
(1) The level line γ is almost surely determined by h.
(2) The level line γ is almost surely continuous and transient.
(3) The level lines γ ′ and γ are equal.
Proof. We only need to explain the transience. Let τ ′ be any γ ′-stopping time that is positive and finite. From Remark 2.3.9,
we know that, given γ ′[0,τ ′], the level line γ first exits H\ γ ′[0,τ ′] at γ ′(τ ′) and then merges with γ ′ afterwards. Therefore γ is
transient by the continuity of γ ′ at time 0.
In this section, we will consider the relation between two level lines of the same GFF. Suppose that h is a GFF, for any
u ∈ R, we define the level line of h with height u to be the level line of h+u. We will show that the level lines of h enjoy the
same monotonicity property as if h were a smooth function. Namely, if u1 < u2 and γui is the level line of h with height ui for
i = 1,2. Then almost surely γu1 lies to the right of γu2 .
Proposition 2.3.11. Suppose that h is a GFF on T with boundary data as in Figure 2.3.4(a). Assume that a,b,a′,b′ ≥ λ and
let γ ′ be the level line of −h starting from z0. Fix u such that
λ −b≤ u≤ a−λ , (2.3.1)
and let γu be the level line of h with height u starting from 0 and stopped at the first time that it accumulates in ∂UT. If u > 0,
then γu almost surely passes to the left of γ ′; if u < 0, then γu almost surely passes to the right of γ ′.
To prove the proposition, we need the following lemma.
Lemma 2.3.12. Suppose that h is a GFF on T whose boundary data is as in Figure 2.3.3. Let γ be the level line of h starting
from 0. If (γ(t),0 ≤ t ≤ T0) is almost surely continuous for some γ-stopping time 0 < T0 < ∞, then [γ[0,T0]∩ J = /0] almost
surely.
Proof. This is a direct consequence of Proposition 2.1.9.
0
λ−λ
c1 c2
J1 J2
Fig 2.3.3: Suppose that h is a GFF on T and let J ⊂ ∂UT be open. Write J = ∪kJk where the Jk are disjoint open intervals and
assume that h|Jk ≡ ck for given constant ck 6∈ (−λ ,λ ).
Proof of Proposition 2.3.11. We only need to show the result for u > 0. Let γ ′ be the level line of −h starting from z0, and
γu be the level line of h with height u starting from 0. The hypothesis that a,b,a′,b′ ≥ λ implies that γ ′ almost surely first
exits T at 0 without hitting any other boundary point (except 0 and z0) and γ ′ is almost surely continuous. The hypothesis in
Equation (2.3.1) implies that γu almost surely accumulates in ∂UT or tends to ±∞ before hitting ∂LT after time 0 and γu is
almost surely continuous up to the first time that it hits ∂UT. Let τ ′ be any γ ′-stopping time before it hits 0. Let h˜ be h restricted
to T \ γ ′[0,τ ′]. Then, given γ ′[0,τ ′], the conditional law of h˜ is the same as a GFF with boundary data as in Figure 2.3.4(b).
Furthermore, γu is the level line of h˜+u.
We say the left (resp. right) side of ∂UT∪ γ ′[0,τ ′] the union of the left (resp. right) side of γ ′[0,τ ′] and the part of ∂UT that
is to the left (resp. right) of z0. From Lemma 2.3.5 and Remark 2.3.6, we know that γu almost surely exits T\ γ ′[0,τ ′] on the
left side of ∂UT∪ γ ′[0,τ ′], say at time τ , or does not hit ∂UT.
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0
b−a
−a′
z0
b′
(a) The boundary value of the field h in
the horizontal strip T.
0
b−a
−a′
z0
b′
γ′(τ ′)
λ−λ
(b) The boundary value of h restricted to
T\ γ ′[0,τ ′].
0
b+u−a+u
−a′+u
z0
b′+u
γ′(τ ′)
λ+u−λ+u
γ(τ)
γ(τδ)
λ−λ
(c) The boundary value of h+u restricted
to T\(γ ′[0,τ ′]∪γ[0,τδ]).
Fig 2.3.4: The boundary values of the fields in the proof of Proposition 2.3.11.
We will argue that γ ′(τ ′) is almost surely to the right of γu. If γu(τ) is in the part of ∂UT that is to the left of z0, then we are
done. If this does not hold, then γ ′(τ ′) is to the left of γu, and therefore γu hits the left side of γ ′[0,τ ′] at time τ and, after time
τ , the path γu wraps around γ ′(τ ′) and then hits the right side of γ ′[0,τ ′]. See Figure 2.3.4(c). Let τδ be the first time after τ
that γu(t) is in the right connected component of T\ (γ ′[0,τ ′]∪ γu[0,τ]) and dist(γu(t),γ ′[0,τ ′]) ≥ δ (set τδ = ∞ if this never
happens). Then for δ small enough, the probability of the event [τδ < ∞] is positive. Given γ ′[0,τ ′]∪ γu[0,τδ ], the conditional
law of h+u restricted to the right connected component of T\ (γ ′[0,τ ′]∪ γu[0,τδ ]) is the same as a GFF with boundary value
as in Figure 2.3.4(c). Furthermore, (γu(t), t ≥ τδ ) is the level line of this field. From Lemma 2.3.12, (γu(t), t ≥ τδ ) will never
hits the right side of γ ′[0,τ ′], contradiction.
Proposition 2.3.13. Suppose that h is a GFF on T with boundary data as in Figure 2.3.4(a). Assume that a,b≥ λ . Fix u1,u2
such that
λ −b≤ u1 < u2 ≤ a−λ .
For i = 1,2, let γui be the level line of h with height ui starting from 0 and let τi be the first time that γui accumulates in ∂UT.
Then, almost surely, γu2 [0,τ2] lies to the left of γu1 [0,τ1]. We emphasize that there is no restriction for the boundary data of h
on ∂UT.
Proof. We first assume that a′ ≥ λ + u1 and b′ ≥ λ − u1. By replacing h with h+ u1, we may assume that u1 = 0. Let γ ′ be
the level line of −h starting from z0. From Proposition 2.3.11, we know that γu2 almost surely stays to the left of γ ′. We also
know that the range of γ ′ is the same as the range of γu1 . These imply the conclusion.
Now we treat the case when the boundary data of h on ∂UT is general. Fix ε > 0, for i = 1,2, let τεi be the first time t that
γui gets within distance ε of ∂UT. It suffices to show that γu2 [0,τε2 ] almost surely lies to the left of γu1 [0,τε1 ] for every ε > 0.
Let h˜ be a GFF on T whose boundary data is the same as h on ∂LT and, on ∂UT, is at most −λ − u1 to the left of z0 and
is at least λ − u1 to the right of z0. For i = 1,2, let γ˜ui be the level line of h˜ with height ui starting from 0. On the one hand,
from the above analysis, γ˜u2 almost surely lies to the left of γ˜u1 . On the other hand, the laws of h˜|R×(0,1−ε) and h|R×(0,1−ε) are
mutually absolutely continuous, see Proposition 2.2.1. Combining these two facts, we know that γu2 [0,τ
ε
2 ] almost surely lies
to the left of γu1 [0,τ
ε
1 ].
Corollary 2.3.14. Suppose that h is a GFF on H whose boundary data is b on R+ and −a on R−. Assume that a,b≥ λ . Fix
u1,u2 such that
λ −b≤ u1 < u2 ≤ a−λ .
For i = 1,2, let γui be the level line of h with height ui starting from 0. Then almost surely γu2 lies to the left of γu1 .
Suppose that h is a GFF on H whose boundary value is as in Figure 2.3.5(a). For each u ∈ R, let γu be the level line of h
with height u starting from 0. Fix u1 < u2 and assume that a,b are large enough so that Corollary 2.3.14 is applicable to γu1
and γu2 . We know from Corollary 2.3.14 that γu1 almost surely lies to the right of γu2 . The purpose of the rest of this section
is to calculate the conditional mean of h given both γu1 and γu2 , and to show that the Loewner driving function of γu1 , viewed
as a path in the right connected component of H\ γu2 , exists and is continuous, and likewise when the roles of γu1 and γu2 are
swapped. We emphasize that, in this section, the results will be for paths which do not intersect the boundary where we have
the almost sure continuity of the level lines at this point.
Lemma 2.3.15. Suppose that γ1, ...,γk are continuous paths such that, for each 1≤ i≤ k, we have that
(1) γi[0,τ] is a local set for h for any γi-stopping time τ;
(2) γi is almost surely determined by h.
Suppose that τ1 is a stopping time for γ1 and, for each 2 ≤ j ≤ k, inductively, let τ j be a stopping time for the filtration F jt
generated by γ1|[0,τ1], ...,γ j−1|[0,τ j−1] and γ j|[0,t]. Then ∪1≤i≤kγi[0,τi] is a local set for h and is almost surely determined by h.
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Proof. For 1 ≤ j ≤ k, set A j = ∪1≤i≤ jγi[0,τi]. Fix U ⊆ H open. We are going to prove that the event [A j ∩U = /0] is almost
surely determined by h|Uc and that, on the event [A j ∩U = /0], the set A j is almost surely determined by h|Uc . We will prove
this by induction on the number of the paths. The hypotheses for γ1 imply that this is true for j = 1. Suppose the result holds
for j−1 paths for j ≥ 2 fixed. We will show that it holds for j paths.
Let τUj be the first time that γ j hits U . The hypotheses of γ j imply that γ j[0,τ
U
j ] is almost surely determined by h|Uc . Note
that
(a) {A j ∩U = /0}= {A j−1∩U = /0}∩{τ j ≤ τUj };
(b) the event {τ j ≤ τUj } is almost surely determined by A j−1 and h|Uc (since τ j is aF jt -stopping time);
(c) the event {A j−1 ∩U = /0} is determined by h|Uc , and on the event {A j−1 ∩U = /0}, the set A j−1 is almost surely
determined by h|Uc .
Combining these three facts, we have that, on the event {A j−1∩U = /0}, the event {τ j ≤ τUj } is almost surely determined by
h|Uc . Therefore, the event {A j∩U = /0} is almost surely determined by h|Uc ; moreover, on the event {A j∩U = /0}, since A j−1
and γ j[0,τ j] are almost surely determined by h|Uc , A j is also almost surely determined by h|Uc . This completes the proof of
the induction step.
In the rest of this section, we set
A(t) = γu2 ∪ γu1 [0, t], Ft = σ(γu2 ,γu1 |[0,t]).
Proposition 2.3.16. Suppose that h is a GFF on H whose boundary value is as in Figure 2.3.5(a). Fix anFt -stopping time τ .
Let C be any connected component of H\A(τ). Then, given A(τ), the conditional law of h|C is the same as a GFF with mean
ηC which is harmonic in C with certain boundary value that will be described in the following. There are three types of C and
we will describe the boundary value of ηC one by one, see Figure 2.3.5(b).
(1) C is the connected component that stays to the left of γu2 . Then ηC is −a on R− and −λ −u2 to the left of γu2 .
(2) C is any connected component between γu2 and γu1 [0,τ]. Then ηC is λ −u2 to the right of γu2 and −λ −u1 to the left of
γu1 .
(3) C is the connected component whose boundary contains R+. Then ηC is λ −u2 to the right of γu2 , −λ −u1 to the left of
γu1 , λ −u1 to the right of γu1 , and b on R+.
0
b−a
∞
b
b
−a
−a
(a) The boundary value for the GFF h in
H.
0
b−a
∞
γu2 γu1
γu1(τ)
λ−u2
−λ−u2
−λ−u1
λ−u1
λ−u1
−λ−u1
λ−u2
−λ−u2
(b) The boundary value for connected
components of H\A(τ).
0
b−a
∞
γu2 γu1
γu1(τ)
λ−u2
−λ−u2
−λ−u1
λ−u1
λ−u1
−λ−u1
λ−u2
−λ−u2
(c) The dashed red path is
A\A(τ).
Fig 2.3.5: The boundary values of the fields in the proof of Proposition 2.3.16.
Proof. From Lemma 2.3.15, we know that A(τ) is a local set for h. Since γu1 and γu2 are continuous, the connected components
of γu1 \ γu2 and of γu2 \ γu1 consist of more than a single point. For i = 1,2, let Ai be the range of γui , and set A = A1∪A2.
First, assume that τ =∞ and C is the connected component to the left of γu2 or the connected component to the right of γu1 .
We only need to explain the result for C that is the connected component to the left of γu2 . Note that A and A2 are local sets
determined by h. Apply Proposition 2.2.5 to A and A2, we have that CA|C = CA2 |C almost surely given A2. Therefore, given A,
the conditional mean CA|C agrees with ηC almost surely.
Second, assume that τ =∞ and C is any connected component between γu1 and γu2 . Then ∂C has two special points, say x0
and y0, which are contained in A1∩A2. For any fixed point z ∈ ∂C∩A2 (resp. z ∈ ∂C∩A1) other than x0,y0, from Proposition
2.2.4, we know that CA−CA2 (resp. CA−CA1 ) tends to zero along any sequence in C which converges to z. Thus CA|C agrees
with ηC on ∂C \{x0,y0}. Then we need to show that CA|C also agrees with ηC at x0 and y0.
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Assume x0 = γu1(s0) and y0 = γu1(t0) with s0 < t0. Proposition 2.2.6 implies that CA(t) has a continuous modification in t
since that A(σ) is local for anyFt -stopping time σ and that γu1 is continuous. The continuity of CA(t) in t implies that CA has
the same boundary behavior as ηC near y0 since that the boundary data of CA(t) agrees with ηC as t ↑ t0. This leaves us to deal
with the boundary behavior near x0.
Let γ ′ be the level line of −h with height −u1 starting from ∞, and let A′1 be the range of γ ′. Then almost surely A′1 = A1.
Apply Proposition 2.2.5 to the sets A and A′1 ∪ A2, we have that CA′1∪A2 |C = CA|C almost surely given A. An analogous
continuity argument implies that CA′1∪A2 |C has the same boundary behavior as ηC near x0. Consequently, CA|C also has the
same boundary behavior as ηC near x0.
Third, assume that τ < ∞ and C is the connected component to the left of γu2 . Apply Proposition 2.2.5 to A2 and A(τ),
which are local and are determined by h, we have that CA(τ)|C = CA2 |C given A2. This implies that CA(τ)|C agrees with ηC.
Fourth, assume that τ < ∞ and C is any connected component between γu2 and γu1 [0,τ]. Apply Proposition 2.2.5 to A(τ)
and A, we have that CA(τ)|C = CA|C given A(τ). Since CA|C agrees with ηC, CA(τ)|C also agrees with ηC.
Finally, assume that τ < ∞ and C is the connected component whose boundary contains R+, see Figure 2.3.5(c). Take a
point z on ∂C. If z is at positive distance from A(τ) \A2, by applying Proposition 2.2.4 to the sets A2 and A(τ), we know
that CA(τ)−CA2 tends to zero along any sequence in C that converges to z, thus CA(τ)|C agrees with ηC at z. If z is at positive
distance from A \A(τ), by applying Proposition 2.2.4 to the sets A and A(τ), we know that CA(τ)−CA tends to zero along
any sequence in C that converges to z, thus CA(τ)|C agrees with ηC at z. If z is not in the previous two cases, then a similar
continuity argument as above will imply that CA(τ)|C agrees with ηC at z.
0
b−a
∞
γu2 γu1
−λ−u2
−λ−u1
λ−u1
λ−u1
λ−u2
−λ−u2
γ(τ)
λ
−λ
λ
Fig 2.3.6: The boundary values of the fields in Remark 2.3.17.
Remark 2.3.17. [Three level lines] Suppose that u1 < 0 < u2 and γ = γ0. A statement analogous to Proposition 2.3.16
also holds for the conditional mean of h given γu1 , γu2 and γ[0,τ] where τ is any stopping time for the filtration Ft =
σ(γu1 ,γu2 ,γ|[0,t]). The boundary data are depicted in Figure 2.3.6.
The rest of this section is to establish the existence and continuity of the Loewner driving function for γu1 viewed as a path
in the right connected component of H\ γu2 . We will use Proposition 2.1.2.
Proposition 2.3.18. Let ψ be a conformal map from the right connected component of H \ γu2 onto H with ψ(0) = 0 and
ψ(∞) = ∞. Then ψ(γu1) has a continuous Loewner driving function as a path in H from 0 to ∞.
Proof. Since γu2 is continuous, the right connected component of H \ γu2 , denoted by C, is almost surely a Jordan domain.
Thus ψ extends as a homeomorphism from C onto H, and ψ(γu1) is almost surely a continuous curve in H from 0 to ∞. We
will check the two criteria in Proposition 2.1.2.
Proof of Condition (1). The only way this could fail is if the following occurs. After intersecting γu2 , say at time t0, γu1
enters a bounded connected component of H \ (γu2 ∪ γu1 [0, t0]), denoted by C0. Since γu1 lies to the right of γu2 , this would
force γu1 to have a self-intersecting upon exiting C0. This contradicts with the fact that γu1 is simple.
Proof of Condition (2). It suffices to show that the set I of times t ∈ [0,∞) such that γu1(t) is contained in the range of γu2 is
nowhere dense in [0,∞) almost surely. Since I is closed, we only need to show that the event E = [Icontains an open interval]
has probability zero. We prove by contradiction. Suppose that P[E]> 0. LetF = σ(γu1 ,γu2), and let T0 be anF -measurable
random variable taking values in [0,∞) such that, on the event E, T0 is almost surely contained in an open interval I0 of I.
On the event E, since γu1 and γu2 are simple, we can find a sequence (zk) in the connected component that is to the left
of γu2 converging to γu1(T0). Since that γu1(I0) is connected and contains more than a single point, and that γu1(T0) is at
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positive distance from γu2 \ γu1 , from Proposition 2.2.4, we know that Cγu1∪γu2 (zk) converges to both −λ − u1 and −λ − u2,
contradiction.
Remark 2.3.19. [Three level lines] Suppose that u1 < 0 < u2, and γ = γ0. A statement analogous to Proposition 2.3.18 also
holds for the path γ given γu1 and γu2 . Let C be any connected component of H\ (γu1 ∪ γu2) which lies between γu1 and γu2 and
let x0,y0 be the first and the last points on ∂C traced by γu1 . Let ψ be a conformal map from C onto H with ψ(x0) = 0 and
ψ(y0) = ∞. Then almost surely ψ(γ) has a continuous Loewner driving function as a curve in H.
2.4. Proof of Theorem 1.1.2—general case
In this section, we will first prove Theorems 1.1.2 to 1.1.6 in the special case of two force points xL = 0− and xR = 0+ with
weights ρL >−2,ρR >−2. Then by an induction argument, we will complete the proof of Theorem 1.1.2 for multiple force
points case.
0
b−a
∞
b
b
−a
−a
(a) The boundary value for the GFF h
in H.
0
b−a
∞
γu2 γu1
−λ−u2
−λ−u1
λ−u1
λ−u1
λ−u2
y0
γ
x0
ψ
∞
0
γψ
−λ−u1λ−u2
λ−u2 −λ−u1
(b) Let ψ be any conformal map from C ontoH that sends x0 to 0 and y0 to∞. The curve ψ(γ|C)
is continuous with continuous Loewner driving function.
Fig 2.4.1: The boundary values of the fields in the proof of Lemma 2.4.1.
We will work in the setting of Remark 2.3.17 and Remark 2.3.19. Suppose that h is a GFF on H whose boundary data is
as depicted in Figure 2.4.1(a) and assume that a,b are large enough so that all the level lines we will consider do not intersect
the boundary. Fix u1 < 0 < u2. For i = 1,2, let γui be the level line of h with height ui starting from 0 and let γ be the level line
of h starting from 0. From Proposition 2.3.7 and Corollary 2.3.14, we know that γu1 , γ , γu2 are all almost surely continuous
and are determined by h, that γu1 stays to the right of γ , and that γ stays to the right of γu2 . Fix a connected component C of
H \ (γu1 ∪ γu2) which lies between γu1 and γu2 . Let x0 be the first point in ∂C traced by γu1 and y0 be the last point. Let h|C
be the restriction of h to C and let γ|C be the restriction of γ to the time interval in which it takes values in C. Let ψ : C→H
be any conformal map from C onto H that sends x0 to 0, y0 to ∞. Note that, by the continuity of γu1 and γu2 , the map ψ can
be extended as a homeomorphism from C onto H, and ψ(γ|C) is almost surely a continuous curve in H from 0 to ∞ with
continuous Loewner driving function, see Figure 2.4.1(b). Define
hψ = (h|C)◦ψ−1, γψ = ψ(γ|C).
Lemma 2.4.1. We have that γψ has the law of SLE4(ρL;ρR) process with force points (0−;0+) where
ρL = u2/λ −2, ρR =−u1/λ −2.
Moreover, γψ is almost surely continuous with limt→∞ γψ(t) = ∞ and (γψ ,hψ) are coupled as in Theorem 1.1.1.
Proof. First, we show that γψ [0,τψ ] is a local set for hψ for every γψ -stopping time τψ . Let τ be the time that γ(τ) =
ψ−1(γψ(τψ)), and define
A(τ) = γu1 ∪ γ[0,τ]∪ γu2 .
From Remark 2.3.17, we know that A(τ) is a local set for h and is determined by h; and that, given A(τ), the conditional
law of h|C\A(τ) is the same as a GFF on C \A(τ) whose boundary data is as depicted in Figure 2.3.6. Thus, the conditional
expectation CA(τ) restricted to C\A(τ) given (A(τ),h|A(τ)) is harmonic with boundary data as depicted in Figure 2.3.6. Define
C ψγψ [0,τψ ] = (CA(τ)|C\A(τ))◦ψ−1.
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 20
The above analysis implies that γψ and hψ are coupled so that, given (γψ [0,τψ ],hψ |γψ [0,τψ ]), the conditional law of hψ |H\γψ [0,τψ ]
is the same as a GFF on H\ γψ [0,τψ ] with mean C ψγψ [0,τψ ] which is harmonic in H\ γψ [0,τψ ]. This implies that γψ [0,τψ ] is a
local set for hψ . This also implies that (γψ ,hψ) are coupled as in Theorem 1.1.1.
Second, we show the law of γψ . Define, for z ∈H and t ≥ 0,
ηt(z) = C
ψ
γψ [0,t](z).
By the continuity of γψ , we know that the conformal radius CR(z;H\ γψ [0, t]) is almost surely continuous. From Proposition
2.2.6, (ηt(z), t ≥ 0) has a modification which is a Brownian motion when parameterized by minus the log of the conformal
radius. Then Proposition 2.1.7 implies the law of γψ .
Lemma 2.4.2. Almost surely, γψ is determined by hψ .
Proof. Let h′1 (resp. h
′
2) be the restriction of h to the connected component of H\ (γu1 ∪ γu2) that lies to the right of γu1 (resp.
lies to the left of γu2 ). For the connected components of H\ (γu1 ∪ γu2) that lie between γu1 and γu2 , we can put an ordering by
saying that A < B for two connected components A,B if and only if γ intersects A before B. Let h′3 (resp. h
′
4) be the restriction
of h to the connected components which come strictly before (resp. strictly after) C in this ordering. We summarize the facts
that we know in the following.
(a) Given (γu1 ,γu2), the field h is determined by (h
′
1,h
′
2,h
′
3,h
′
4,h|C).
(b) From Proposition 2.3.7 and Remark 2.3.9, we know that (γu1 ,γ,γu2) is almost surely determined by h.
(c) From Lemma 2.4.1, we know that (γψ ,hψ) is independent of (γu1 ,γu2).
Combining these three facts, to show the conclusion, we only need to show that, given (γu1 ,γu2), the couple (γ|C,h|C) is
independent of (h′1,h
′
2,h
′
3,h
′
4). Assume x0 = γ(s0) and y0 = γ(t0) for s0 < t0.
First, we show that, given (γu1 ,γu2), the multiple (γ,h
′
3,h|C,h′4) is independent of (h′1,h′2). This can be obtained by applying
Proposition 2.2.5 to the sets γ and γu1 ∪ γu2 .
Second, we show that, given (γu1 ,γu2), the triple (γ[0, t0],h
′
3,h|C) is independent of h′4. Applying Proposition 2.2.5 to the
sets γu1 ∪ γu2 and γu1 ∪ γ[0, t0]∪ γu2 , we know that, given (γu1 ,γu2), the triple (γu1 ∪ γ[0, t0]∪ γu2 ,h′3,h|C) is independent of h′4.
In particular, given (γu1 ,γu2), the triple (γ[0, t0],h
′
3,h|C) is independent of h′4.
Finally, we show that, given (γu1 ,γu2), the couple (γ[s0, t0],h|C) is independent of h′3. By a similar analysis as in the second
step, we know that, given (γu1 ,γu2), the triple (γ[s0,∞],h
′
4,h|C) is independent of h′3 (by considering the level line of−h starting
from ∞ which merges with γ almost surely.) In particular, the couple (γ[s0, t0],h|C) is independent of h′3. This completes the
proof.
By combining Lemma 2.4.1 and Lemma 2.4.2, we have obtained Theorems 1.1.2 to 1.1.6 in the special case of SLE4(ρL;ρR)
process with force points (0−;0+). We record it in the following proposition.
Proposition 2.4.3. Suppose that h is a GFF on H whose boundary value is −a on R− and is b on R+. Assume that
a >−λ , b >−λ .
Let γ be the level line of h starting from 0 targeted at ∞ and let γ ′ be the level line of −h starting from ∞ targeted at 0. Then
we have the following conclusions.
(1) The level line γ is almost surely determined by h.
(2) The level line γ is continuous and transient.
(3) The level lines γ ′ and γ are equal.
Proof. We only need to show that γ ′ and γ are equal. Suppose that h˜ is a GFF on H whose boundary data is b˜ on R+ and −a˜
on R−. Assume that a˜ and b˜ satisfy
a˜≥ 2λ +a, b˜≥ 2λ +b.
Set
u1 =−λ −b ∈ (λ − b˜,0), u2 = λ +a ∈ (0, a˜−λ ).
For i = 1,2, let γ˜ui be the level line of h˜ with height ui starting from 0. Let γ˜ be the level line of h˜ starting from 0 and γ˜ ′ be the
level line of −h˜ starting from ∞. We know that γ˜u1 stays to the right of γ˜ and that γ˜ stays to the right of γ˜u2 . From Proposition
2.3.7, γ˜ ′ almost surely merges with γ˜ .
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 21
Given (γ˜u1 , γ˜u2), let C be any connected component of H \ (γ˜u1 ∪ γ˜u2) that lies between γ˜u1 and γ˜u2 and let x0 be the first
point on ∂C traced by γu1 and y0 be the last point. Let ψ be any conformal map from C onto H that sends x0 to 0 and y0 to ∞.
Define
γ = ψ(γ˜|C), γ ′ = ψ(γ˜ ′|C), h = ψ(h˜|C).
From Lemma 2.4.1, we know that γ is the level line of h starting from 0 and that γ ′ is the level line of −h starting from ∞.
From the above analysis, γ ′ merges with γ . This completes the proof.
Remark 2.4.4. The conclusions in Proposition 2.4.3 also hold when the boundary value of the GFF is b >−λ on R+ and is
piecewise constant, and is at most −λ on R−.
The technique we use to prove Proposition 2.4.3 can be applied to multiple level lines, we obtain as a consequence the
following proposition.
Proposition 2.4.5. Suppose that h is a GFF on H whose boundary data is as depicted in Figure 2.4.1(a). Fix heights u1 < u2
and assume that
−λ −b < u1 < u2 < λ +a.
For i = 1,2, let γui be the level line of h with height ui starting from 0. Then almost surely γu1 lies to the right of γu2 . Moreover,
given γu2 , the curve γu1 has the law of SLE4((u2− u1)/λ − 2;(b+ u1)/λ − 1) independently in each connected component
of H\ γu2 that lie to the right of γu2 . Similarly, given γu1 , the curve γu2 has the law of SLE4((a−u2)/λ −1;(u2−u1)/λ −2)
independently in each connected component of H\ γu1 that lie to the left of γu1 .
Remark 2.4.6. The conclusion in Proposition 2.3.13 also holds when we replace the restriction on a,b,u1,u2 by the following:
−λ −b < u1 < u2 < λ +a.
Proof of Theorem 1.1.2. We will now complete the proof of Theorem 1.1.2. Namely, we will show that level line γ , whose
law is SLE4(ρL;ρR), of the GFF h is almost surely determined by h.
Write
ρL = (ρ l,L, ...,ρ1,L), ρR = (ρ1,R, ...,ρr,R).
We are going to prove the result by induction on l and r. We may assume x1,L = 0−,x1,R = 0+ by possibly adding zero weight
force points. By Proposition 2.4.3, the conclusion holds when l,r≤ 1. Let (Kt , t ≥ 0) be the Loewner chain of γ and ( ft , t ≥ 0)
be the sequence of centered conformal maps ft : H \Kt → H. Assume that the conclusion holds for some l,r ≥ 1. We are
going to prove that the conclusion holds for l + 1 left force points and r right force points. Let τ be the first time t that Kt
accumulates in (−∞,xl+1,L] (set τ = ∞ if this never happens).
First, we explain that K|[0,τ] is almost surely determined by h. Let h˜ be the GFF on H whose boundary data is the same as
h on (xl,L,∞) and is −λ (1+ρ1,L + · · ·+ρ l,L) on (−∞,xl,L); and let K˜ be the Loewner chain of the level line of h˜. Note that
K˜ has l left force points and r right force points. For ε > 0, let τε (resp. τ˜ε ) be the first time t that Kt (resp. K˜t ) gets within
distance ε of (−∞,xl+1,L). Define Hε to be the open set obtained by removing from H the points that are within distance ε of
(−∞,xl+1,L). It suffices to show that K|[0,τε ] is almost surely determined by h. Note that
(a) From the induction hypothesis, we have that K˜|[0,τ˜ε ] is almost surely determined by h˜|Hε .
(b) From Proposition 2.2.1, we have that h˜|Hε and h|Hε are mutually absolutely continuous.
Combining these two facts, the set K|[0,τε ] is almost surely determined by h|Hε as desired.
Note that if τ is the continuation threshold, then we are done.
Next, we assume that τ is not the continuation threshold and we explain that K|(τ,∞) is almost surely determined by h.
Suppose that the rightmost point of Kτ ∩R is contained in [x j0,R,x j0+1,R). Then the conditional law of ( fτ(Kt), t ≥ τ) given Kτ
is an SLE4(ρL; ρ˜R) process in H from 0 to ∞ where
ρL =
l+1
∑
i=1
ρ i,L, ρ˜1,R =
j0
∑
i=1
ρ i,R, ρ˜2,R = ρ j0+1,R, . . . , ρ˜r− j0+1,R = ρr,R.
By the induction hypothesis, we know that ( fτ(Kt), t ≥ τ) is almost surely determined by h ◦ f−1τ , hence it is determined by
h|H\Kτ given Kτ . This implies the conclusion.
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2.5. Proof of Theorem 1.1.3—general case
We will complete the proof of Theorem 1.1.3—the continuity of SLE4(ρL;ρR) process—by extending the special case proved
in Proposition 2.4.3.
Remark 2.5.1. Suppose that γ is an SLE4(ρL;ρR) process, we have the following observations.
(1) γ is almost surely continuous when it is away from the boundary ∂H.
(2) When γ hits ∂H, say at time τ , between force points before the continuation threshold is hit, from the absolute continuity
in Proposition 2.2.1, we know that (γ(τ+ s),0≤ s≤ ε) locally evolves like an SLE4(ρ) process with one force point of
weight ρ >−2 (since τ is not the continuation threshold). Therefore, γ is continuous at time τ .
Combining these two facts, to get the continuity of γ , we need to rule out pathological behavior when γ interacts with a force
point or hits the continuation threshold.
0
0−a
∞
0
0
−a
−a
x
γ1
γ2γ3
0
(a) If γn hits x, then all γ1, ...,γn−1 have to hit x.
0
λ(1+ρR)−λ(1+ρ˜)
∞
γ1
γ2γ3
−λ(1+ρ˜) λ(1+ρR)
(b) Given γ2, the conditional law of γ1 is SLE4(ρL;ρR).
Fig 2.5.1: The explanation of the behaviour of paths in the the proof of Lemma 2.5.2.
Lemma 2.5.2. Suppose that γ is an SLE4(ρL;ρR) process with force points (0−;0+) where ρL >−2,ρR ∈ (−2,0). Then the
Lebesgue measure of γ ∩∂H is almost surely zero. In particular, for any x ∈ ∂H\{0}, the probability that γ hits x is zero.
Proof. Fix x ∈ R+. We only need to show that the probability that γ hits x is zero.
First, we show that there exists some ρ˜L ≥ 0 such that the probability that SLE4(ρ˜L;ρR) hits x is zero. Suppose that h is a
GFF on H whose boundary data is 0 on R+ and −a on R−, see Figure 2.5.1(a). Since ρR ∈ (−2,0), we can pick n ∈N so that
2n−2+nρR ≥ 0.
Fix a≥ λ (2n+nρR). For 1≤ j ≤ n, set u j = λ (2 j−1+ jρR) and let γ j be the level line of h with height u j starting from 0.
For 1≤ j ≤ n, set
ρLj = a/λ −2 j− jρR ≥ 0, ρRj = 2 j−2+ jρR.
From Proposition 2.4.5, we have the following facts.
(a) For 1≤ j ≤ n, the marginal law of γ j is SLE4(ρLj ;ρRj ).
(b) For 2≤ j ≤ n, given γ j−1, the conditional law of γ j is SLE4(ρLj ;ρR).
From the scale-invariance of SLE4(ρLj ;ρR) process, we know that, for any fixed y on the right part of the boundary, the
probability that SLE4(ρLj ;ρR) process hits y is p(ρLj ) which is independent of y. Thus
P[γn hits x] = p(ρL1 ) · · · p(ρLn ).
By the choice of n, we know that ρRn ≥ 0, therefore P[γn hits x] = 0. Thus there exists some k0 such that p(ρ˜L) = 0 where
ρ˜L := ρLk0 .
Next, we show the conclusion for general ρL > −2. Fix ρ˜ > ρL ∨ ρ˜L +2. Suppose that h is a GFF on H whose boundary
value is λ (1+ρR) on R+ and is −λ (1+ ρ˜) on R−, see Figure 2.5.1(b). Set
u1 = 0, u2 = λ (2+ρL)> 0, u3 = λ (2+ ρ˜L)≥ 2λ .
For i = 1,2,3, let γi be the level line of h with height ui starting from 0. From Proposition 2.4.5, we have the following facts.
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(a) Given γ2, the conditional law of γ1 is SLE4(ρL;ρR).
(b) Given γ3, the conditional law of γ1 is SLE4(ρ˜L;ρR).
(c) The marginal law of γ3 is SLE4(ρ˜−2− ρ˜L;2+ρR+ ρ˜L).
Since 2+ρR+ ρ˜L ≥ 0, we know that the probability that γ3 hits x is zero. From the choice of ρ˜L, we know that, given γ3, the
probability that γ1 hits x is zero. Combining these two facts, we know that the probability that γ1 hits x is zero. Consequently,
given γ2, the probability that γ1 hits x is also zero. This completes the proof.
Suppose that h is a GFF on H whose boundary value is b on R+ and −a on R−. Fix heights u1, ...,uk and assume that
for 1≤ i≤ k, b >−ui−λ , a > ui−λ ; (2.5.1)
for 1≤ i < j ≤ k, |ui−u j|< 2λ . (2.5.2)
Let γu1 be the level line of h with height u1 starting from 0 and let τ1 be a γu1 -stopping time. For each 2≤ j≤ k, we inductively
let γu1···u j be the level line of h given γu1···u j−1 [0,τ j−1]with height u j starting from γu1···u j−1(τ j−1) and let τ j be a γu1···u j -stopping
time. The restriction in Equation (2.5.1) guarantees that γu1···uk does not hit the continuation threshold when it hits ∂H and the
restriction in Equation (2.5.2) guarantees that γu1···uk does not hit the continuation threshold when it hits itself. We call γu1···uk
a height-varying level line of h starting from 0 with heights u1, ...,uk with respect to the height change times τ1, ...,τk−1. By
Theorem 1.1.2 and an induction argument, we know that γu1···uk is almost surely determined by h.
Lemma 2.5.3. Suppose that h is a GFF on H whose boundary data is b on R+ and −a on R−. Fix heights u1,u2,c1,c2 and
assume that
c1 < u1,u2 < c2, |u1−u2|< 2λ , a > c2−λ , b >−c1−λ .
For i= 1,2, let γci be the level line of h with height ci starting from 0. Let γu1u2 be the height-varying level line of h with height
change time τ1 > 0. Then we have the following conclusions.
(1) γu1u2 is almost surely continuous and limt→∞ γu1u2(t) = ∞.
(2) γc1 almost surely passes to the right of γu1u2 and γc2 almost surely passes to the left of γu1u2 .
0
b−a
∞
−a b
γu1u2(τ1)
γu1u2(τ)γ′
(a) γ ′ can not hit the right side of
γu1u2 [0,τ].
0
b−a
∞
−a b
γc˜1
γc˜2
γu1(t
R
0 )
γu1(t
L
0 )
(b) (γu1u2(τ1 + s),s≥ 0) can not enter the
grey region.
0
b−a
∞
−a b
γc˜1
γc˜2
λ−u1
−λ−u1
λ−u1−λ−u1
(c) The conditional law of the red path is
SLE4(ρL;ρR).
Fig 2.5.2: The explanation of the behaviour of paths in the proof of Lemma 2.5.3.
Proof. We start by explaining that we only need to show the conclusions for large a,b. Suppose that the conclusions hold
for large a,b, then we could apply the same argument used to prove Proposition 2.4.3 by conditioning on level lines with
appropriately chosen heights and use the results of γu1u2 for large a,b.
In the rest of the proof, we suppose that a,b are large enough so that none of level lines that we use later hits the boundary
∂H (except at 0 and ∞). For ε > 0, let Tε be the first time after τ1 that γu1u2 gets within distance ε of the origin.
First, we explain that γu1u2 |[0,Tε ] is continuous. Since that (γu1u2(s),0 ≤ s ≤ τ1) is the level line of h with height u1, it is
almost surely continuous. Given γu1u2 [0,τ1], let h˜ be the restriction of h to H\ γu1u2 [0,τ1], then the conditional law of h˜ is the
same as a GFF on H \ γu1u2 [0,τ1] whose boundary value is consistent with h on ∂H, is λ − u1 to the right of γu1u2 [0,τ1] and
is −λ −u1 to the left of γu1u2 [0,τ1]. Furthermore, given γu1u2 [0,τ1], (γu1u2(t + τ1), t ≥ 0) is the level line of h˜ with height u2.
From Remark 2.5.1, it is continuous up to Tε .
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Second, we explain that γu1u2 [0,Tε ] almost surely passes to the right of γc2 . Symmetrically, we will have that γu1u2 [0,Tε ]
almost surely passes to the left of γc1 . Suppose that τ is any γu1u2 -stopping time such that τ ≤ Tε . Let γ ′ be the level line of
−h with height −c2 starting from ∞. From Lemma 2.3.5 and Remark 2.3.6, we know that, given γu1u2 [0,τ], the level line γ ′
first exits H \ γu1u2 [0,τ] through the left side of γu1u2 [0,τ]. Since that (γu1u2(s),0 ≤ s ≤ τ) and γ ′ are continuous, we can use
the similar proof as the proof of Proposition 2.3.11 to show that γu1u2 [0,τ] stays to the right of γ
′, see Figure 2.5.2(a). Since
the range of γ ′ coincides with the range of γc2 , this implies the conclusion.
Third, we explain that γu1u2 does not hit the origin after time 0 and hence it is continuous by Remark 2.5.1. Choose constants
c˜1, c˜2 satisfying
u1−2λ < c˜1 < u1,u2 < c˜2 < 2λ +u1.
The restriction that |u1−u2| < 2λ guarantees that we are able to choose such c˜1, c˜2. For i = 1,2, let γc˜i be the level line of h
with height c˜i starting from 0. Note that γu1 stays between γc˜1 and γc˜2 , and that, given γc˜1 and γc˜2 , the conditional law of γu1 is
SLE4(ρ˜L; ρ˜R) with force points next to the starting point where
ρ˜L = (c˜2−u1)/λ −2 ∈ (−2,0), ρ˜R = (u1− c˜1)/λ −2 ∈ (−2,0).
Define tL0 (resp. t
R
0 ) to be the sup of the times t ≤ τ1 such that γu1(t)∈ γc˜2 (resp. γu1(t)∈ γc˜1 ) with the conventions that sup /0= 0.
By the choice of c˜1, c˜2, we have that tL0 > 0, t
R
0 > 0, see Figure 2.5.2(b). From the above analysis, we know that, γu1u2 [0,Tε ]
stays between γc˜1 and γc˜2 for any ε > 0. Thus, the path γu1u2 |[τ1,Tε ] can not enter the bounded domain which is bounded by
γc˜1 , γc˜2 and γu1 [t
L
0 ∧ tR0 , tL0 ∨ tR0 ]. This implies that the distance dist(0,γu1u2 [τ1,∞)) is strictly positive. Thus γu1u2 never hits the
origin after time 0.
Fourth, we explain that γu1u2 almost surely stays between γc1 and γc2 . We have the following facts.
(a) γu1u2 [0,Tε ] almost surely stays between γc1 and γc2 .
(b) The distance dist(0,γu1u2 [τ1,∞)) is strictly positive.
Combining these two facts, we have that γu1u2 almost surely stays between γc1 and γc2 .
Finally, we explain the transience of γu1u2 , namely limt→∞ γu1u2(t) = ∞. Choose
c˜1 = u1−2λ , c˜2 = u1+2λ .
For i= 1,2, let γc˜i be the level line of h with height c˜i starting from 0. We know that γu1u2 stays between γc˜1 and γc˜2 , see Figure
2.5.2(c); furthermore, given (γc˜1 ,γc˜2 ,γu1 [0,τ1]), the conditional law of (γu1u2(s+τ1),s≥ 0) is SLE4(ρL;ρR) with force points
next to the starting point where
ρL = (u1−u2)/λ >−2, ρR = (u2−u1)/λ >−2.
From Proposition 2.4.3, we have the desired transience.
0
b−a
∞
−a b
γc
λ−u1
−λ−u1
λ−u2
−λ−u2
w
Fig 2.5.3: The explanation of the behaviour of paths in the proof of Lemma 2.5.4.
Lemma 2.5.4. Suppose that h is a GFF onH whose boundary data is b on R+ and−a on R−. Fix heights u1,u2,c and assume
that
u1,u2 < c, |u1−u2|< 2λ , a > c−λ , a≥ u1∨u2+λ , b≥−(u1∧u2)−λ .
Let γc be the level line of h with height c starting from 0. Let γu1u2 be the height-varying level line of h starting from 0 with
heights u1,u2 and height change time τ1 > 0. Then, given γu1u2 , the conditional law of γc is SLE4(ρ
1,L;ρ1,R,ρ2,R) process in
the left connected component of H\ γu1u2 where
ρ1,L = (a− c)/λ −1, ρ1,R = (c−u1)/λ −2, ρ1,R+ρ2,R = (c−u2)/λ −2.
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Proof. From Lemma 2.5.3, we know that γu1u2 is almost surely continuous and that γc almost surely stays to the left of γu1u2 .
Define w to be γu1u2(τ1) if u2 < u1 and to be the last point in γu1u2 [τ1,∞) that is contained in γu1u2 [0,τ1] if u2 > u1. Let ψ
be the conformal map from the left connected component of H \ γu1u2 , denoted by C, onto H such that sends 0 to 0, w to 1,
and ∞ to ∞. By the continuity of γu1u2 , the map ψ can be extended as a homeomorphism from C onto H, and ψ(γc) is almost
surely a continuous curve in H from 0 to ∞ with continuous Loewner driving function (by a similar argument as in the proof
of Proposition 2.3.18). We can then use a similar argument as in the proof of Lemma 2.4.1 to show that the law of ψ(γc) is
SLE4(ρ1,L;ρ1,R,ρ2,R) in H from 0 to ∞ with force points (0−;0+,1).
Lemma 2.5.5. Suppose that h is a GFF on H whose boundary value is −λ on R−, is b on (0,1), and is c on (1,∞). Assume
that
b >−λ , c >−λ , |b− c|< 2λ .
Let γ be the level line of h starting from 0 targeted at ∞ and γ ′ be the level line of −h starting from ∞ targeted at 0. Then we
have the following conclusions.
(1) The level line γ is almost surely continuous and transient; moreover, γ does not hit 1.
(2) The level lines γ ′ and γ are equal.
Proof. Suppose that h˜ is a GFF on H whose boundary value is −λ on R− and is b˜ on R+. Assume that b˜ is large enough so
that the level lines we will use later are non-boundary-intersecting. Set
u1 =−λ −b < 0, u2 =−λ − c < 0.
Let γ˜ be the level line of h˜ starting from 0 and γ˜ ′ be the level line of −h˜ starting from ∞. Let γ˜u1u2 be the height-varying level
line of h˜ starting from 0 with heights u1,u2 and height change time 1. Define w to be γ˜u1u2(1) if u2 ≤ u1 and to be the last point
in γ˜u1u2 [1,∞) that is contained in γ˜u1u2 [0,1] if u2 > u1. We summarize the relations between γ˜ , γ˜
′ and γ˜u1u2 as follows.
(a) By Proposition 2.3.10, the level line γ˜ is continuous and transient; moreover, the paths γ˜ ′ and γ˜ are equal.
(b) By Lemma 2.5.3, the level line γ˜ stays to the left of γ˜u1u2 . Define C to be the connected component of H \ γ˜u1u2 that
has R− on the boundary. Let ψ be the conformal map from C onto H that sends 0 to 0, w to 1, and ∞ to ∞. Define
h = h˜|C ◦ψ−1 which has the same boundary value as the GFF in the statement of this lemma.
(c) By Lemma 2.5.4, given γ˜u1u2 , the path ψ(γ˜) is the level line of h and the path ψ(γ˜
′) is the level line of −h.
Combining these three facts, given γ˜u1u2 , we have that the level line ψ(γ˜) is continuous and transient; moreover, the paths
ψ(γ˜ ′) and ψ(γ˜) are equal. Finally, we only need to show that γ˜ does not hit w. Take another level line γ˜u of h˜ with height
u ∈ (u1∨u2,0) starting from 0. Then almost surely γ˜u stays between γ˜ and γ˜u1u2 . If γ˜u does not hit w, neither does γ˜ , then we
are done. If γ˜u hits w, since the conditional law of γ˜ given γ˜u is an SLE4(ρ) process with ρ = −u/λ − 2 > −2, we can use
Lemma 2.5.2 to explain that γ˜ almost surely does not hit w.
0
b−λ
∞
−λ c
1
c
xT
γ
γ′
Fig 2.5.4: The explanation of the behaviour of paths in the proof of Lemma 2.5.7. Given γ[0,Tε ], the level line γ ′ has to
accumulates at γ(Tε) or accumulates in the red interval [xTε ,1].
Lemma 2.5.6. Suppose that h is a GFF on H whose boundary value is −λ on R−, is b on (0,1), and is c on (1,∞). Assume
that
b≥ λ , c >−λ .
Let γ be the level line of h starting from 0 targeted at ∞. Then, almost surely, γ does not hit 1 and is continuous and transient.
Proof. If c≥ λ , the curve γ never hits the boundary after time 0, and we are done. In the following, we assume c ∈ (−λ ,λ ),
then γ accumulates in [1,∞) by Proposition 2.1.8.
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 26
First, we show that γ does not hit 1 which implies the continuity by Remark 2.5.1. Let ψ be the conformal map from H
onto T that sends 0 to 0, 1 to +∞ and ∞ to−∞. Then the boundary value on ∂UT is c ∈ (−λ ,λ ). By Lemma 2.3.1 and Remark
2.3.2, we know that ψ(γ) accumulates in ∂UT before reaches ±∞. This implies that γ first accumulates in the open interval
(1,∞).
Next, we show that γ is transient. Define τ to be the first time that γ accumulates in (1,∞). Then, given γ[0,τ], the conditional
law of (γ(t+τ), t ≥ 0) is SLE4(ρ˜R) with ρ˜R = c/λ −1, which is transient by Proposition 2.4.3. This completes the proof.
Lemma 2.5.7. Suppose that h is a GFF on H whose boundary value is −λ on R−, is b on (0,1), and is c on (1,∞). Assume
that
b ∈ (−λ ,λ ), c≥ λ .
Let γ be the level line of h starting from 0 targeted at ∞. Then, almost surely, γ does not hit 1 and is continuous.
Proof. We only need to show that γ does not hit 1. We prove by contradiction. Assume that γ hits 1 with positive probability,
and, on this event, define Tε to be the first time that γ gets within distance ε of 1. We have that γ is continuous up to Tε . Let
xTε be the rightmost point of γ[0,Tε ]∩R+. Note that xTε ∈ (0,1). Let γ ′ be the level line of −h starting from ∞. From Lemma
2.5.6, we know that γ ′ is almost surely continuous and does not hit 1. By Lemma 2.3.12, we know that, given γ[0,Tε ], the curve
γ ′ has to accumulate at γ(Tε) or accumulate in [xTε ,1], see Figure 2.5.4. This implies that γ ′ has to get within distance ε of 1.
Since that this holds for any ε > 0 and that γ ′ is continuous, the curve γ ′ will hits 1 with positive probability, contradiction.
0
b−a
−a′
z0
b′
(a) The boundary value for the field in Lemma 2.5.8.
0
b−a
−a′
z0
b′
z1
c′
(b) The boundary value for the field in Lemma 2.5.9.
Fig 2.5.5: The boundary values of the fields in Lemmas 2.5.8 and 2.5.9.
The following two lemmas are generalization of Lemma 2.3.3 and Lemma 2.3.5.
Lemma 2.5.8. Suppose that h is a GFF on T whose boundary value is as depicted in Figure 2.5.5(a). Assume that
a,a′,b′ ≥ λ , b >−λ .
Let γ be the level line of h starting from 0 targeted at z0. Then, almost surely, γ is continuous, γ accumulates at z0 before
reaches ±∞, and γ does not hit other points in ∂UT.
Proof. Let ψ be the conformal map from T ontoH that sends 0 to 0, +∞ to 1, and z0 to ∞. Then ψ(γ) is absolutely continuous
with respect to SLE4(ρ1,R,ρ2,R) process with force points (0+,1) where
ρ1,R = b/λ −1 >−2, ρ1,R+ρ2,R = b′/λ −1≥ 0.
Thus, by Lemma 2.5.7, we know that ψ(γ) is continuous and does not hit [1,∞) which implies the conclusion.
Lemma 2.5.9. Suppose that h is a GFF on T whose boundary value is as depicted in Figure 2.5.5(b). Assume that
a,a′,b′ ≥ λ , b >−λ , c′ ∈ (−λ ,λ ).
Let γ be the level line of h starting from 0 targeted at z0. Then, almost surely, γ accumulates in [z0,z1] before reaches ±∞, γ is
continuous up to the first time that it hits [z0,z1], and γ does not hit points in ∂UT\ [z0,z1].
Proof. Let Tε be the first time that γ gets within distance ε of [z0,z1]. Let h˜ be a GFF on T whose boundary value is the same
as h except that it is b′ on [z0,z1]. Let Tε be the open set obtained by removing from T all points that are within distance ε of
[z0,z1]. We have the following two observations.
(a) The restriction of h˜ to Tε is absolutely continuous with respect to the restriction of h to Tε by Proposition 2.2.1.
(b) Let γ˜ be the level line of h˜ starting from 0. From Lemma 2.5.8, we know that γ˜ is continuous, it accumulates at z0, and
it does not hit other points on ∂UT.
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0
λλ+ u˜
∞
λ+ u˜ u˜−c
1
γ˜′ u˜−c
(a) Let γ˜ ′ be the level line of −h with height u˜.
0
b−λ
∞
−λ
1
b
b
(b) Given γ˜ ′, the conditional law of γ is SLE4(b/λ −1).
Fig 2.5.6: The boundary values of the fields in the proof of Lemma 2.5.10.
Combining these two facts, we know that γ is continuous up to Tε , γ does not reach ±∞ before Tε , and γ does not hit ∂UT
before Tε . This is true for any ε > 0 and we could complete the proof by letting ε → 0.
Lemma 2.5.10. Suppose that h is a GFF on H whose boundary value is −λ on R−, is b on (0,1), and is c on (1,∞). Assume
that
b ∈ (−λ ,λ ), c≥ λ .
Let γ be the level line of h starting from 0 targeted at ∞ and γ ′ be the level line of −h starting from ∞ targeted at 0. Then,
almost surely, the curves γ ′ and γ are equal. In particular, γ is transient.
Proof. Set u˜= λ +b ∈ (0,2λ ). Let γ˜ ′ be the level line of−h with height u˜ starting from ∞ targeted at 1. We list the properties
of γ and γ˜ ′ as follows.
(a) The boundary value for γ˜ ′ is shown in Figure 2.5.6(a). Thus, from Proposition 2.4.3 and Remark 2.4.4, we know that γ˜ ′
is continuous up to and including the time when it hits 1.
(b) From Lemma 2.5.7, we know that γ is continuous and does not hit 1.
Combining these two facts and Lemma 2.5.9, we could apply a similar proof as the proof of Proposition 2.3.11 to show that
γ almost surely stays to the left of γ˜ ′. Furthermore, a similar proof as the proofs of Proposition 2.3.18 and Proposition 2.4.5
would show that the conditional law of γ given γ˜ ′ is SLE4(ρR) where ρR = b/λ −1, see Figure 2.5.6(b). Define C to be the
left connected component of H\ γ˜ ′. We list the relations between γ , γ ′ and γ˜ ′ as follows.
(a) The curve γ stays to the left of γ˜ ′ and γ is the level line of h|C given γ˜ ′.
(b) From Remark 2.4.6, we know that γ ′ stays to the left of γ˜ ′ and γ ′ is the level line of −h|C given γ˜ ′.
Combining these two facts and Proposition 2.4.3, we know that, given γ˜ ′, the curves γ ′ and γ are equal. This implies the
conclusion.
We summarize several consequences of Lemmas 2.5.5 to 2.5.10. Suppose that h is a GFF onH whose boundary data is−λ
on R−, is b on (0,1), and is c on (1,∞). Assume that
b >−λ , c >−λ .
Let γ be the level line of h starting from 0, then the law of γ is SLE4(ρ1,R,ρ2,R) with force points (0+,1) where
ρ1,R = b/λ −1, ρ1,R+ρ2,R = c/λ −1.
If b ≥ λ and c > −λ , the curve γ is continuous by Lemma 2.5.6; if b ∈ (−λ ,λ ), and c ≥ λ , the curve γ is continuous by
Lemma 2.5.7; if b ∈ (−λ ,λ ), and c ∈ (−λ ,λ ), then |c− b| < 2λ , thus γ is continuous by Lemma 2.5.5. In conclusion, we
have the continuity of γ for all cases where b > −λ ,c > −λ . In fact, we have completed the proof of Theorems 1.1.3 and
1.1.6 for the case that there are two right force points with weights ρ1,R and ρ2,R satisfying
ρ1,R >−2, ρ1,R+ρ2,R >−2.
We record these conclusions in the following proposition.
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Proposition 2.5.11. Suppose that h is a GFF on H whose boundary value is −λ on R−, is b on (0,1), and is c on (1,∞).
Assume that
b >−λ , c >−λ .
Let γ be the level line of h starting from 0 targeted at ∞ and γ ′ be the level line of −h starting from ∞ targeted at 0. The we
have the following conclusions.
(1) The level line γ is almost surely continuous and transient; moreover, it does not hit 1.
(2) The level lines γ ′ and γ are equal.
Remark 2.5.12. The conclusions in Proposition 2.5.11 hold more generally when the boundary value of h on R− is piecewise
constant, and is at most −λ .
0
b−λ
∞
−λ
x2,R
c
c
x1,R
λ
(a) The boundary value for the field in the
upper-half plane H.
0
b−λ
∞
−λ
x2,R
c
c
x1,R
−λ
−λ
λ
γ
γ′
(b) Given γ˜ , the level line γ accumulates
at x1,R.
0
b−λ
∞
−λ
x2,R
c
x1,R
−λ
γ(τδ)
γ′(τ ′)
−λ
(c) Given γ˜[0, τ˜ε ], the level line γ will gets
close to x1,R.
Fig 2.5.7: The explanation of the behaviour of paths in the proof of Lemma 2.5.13.
Lemma 2.5.13. Suppose that ρ1,R ≤−2 or ρ1,R+ρ2,R ≤−2. Let γ be an SLE4(ρ1,R,ρ2,R) process inH from 0 to∞ with force
points (x1,R,x2,R) where 0 < x1,R < x2,R. Then γ is almost surely continuous up to and including the continuation threshold.
Proof. Suppose that h is a GFF on H whose boundary value is −λ on R−, is λ on (0,x1,R), is b on (x1,R,x2,R), and is c on
(x2,R,∞), see Figure 2.5.7(a). Let γ be the level line of h starting from 0, then its law is SLE4(ρ1,R,ρ2,R) where
ρ1,R = b/λ −1, ρ1,R+ρ2,R = c/λ −1.
First, assume that b ≤ −λ ,c ≤ −λ . Let ψ be the Mo¨bius transformation of H that sends 0 to 0, x1,R to ∞, and ∞ to −1.
Then ψ(γ) has the law of SLE4(ρ2,L,ρ1,L) with force points (ψ(x2,R),−1) where
ρ1,L =−c/λ −1≥ 0, ρ1,L+ρ2,L =−b/λ −1≥ 0.
Thus ψ(γ) is continuous and is transient by Proposition 2.3.10. This implies that γ is continuous up to and including the
continuation threshold when it accumulates at x1,R.
Second, assume that b >−λ ,c≤−λ . Let ψ be the Mo¨bius transformation of H that sends 0 to 0, x2,R to ∞, and ∞ to −1.
Then ψ(γ) has the law of SLE4(ρL;ρR) with force points (−1;ψ(x1,R)) where
ρL =−c/λ −1≥ 0, ρR = b/λ −1 >−2.
From Proposition 2.5.11 and Remark 2.5.12, we have that ψ(γ) is continuous and transient. This implies that γ is continuous
up to and including the continuation threshold when it accumulates at x2,R.
Finally, assume that b ≤ −λ ,c > −λ . Define τ to be the first time that γ hits [x1,R,∞). By Remark 2.5.1, we know that
(γ(t),0 ≤ t < τ) is continuous. There are three cases for γ(τ): case 1. γ(τ) ∈ (x2,R,∞); case 2. γ(τ) ∈ [x,1,R ,x2,R); case 3.
γ(τ) = x2,R. We analyze case by case.
Case 1. Suppose that γ(τ) ∈ (x2,R,∞). By Remark 2.5.1, we know that γ is continuous up to and including τ . Moreover,
γ continues towards ∞ after τ . Thus the distance between γ and [x1,R,x2,R] is positive and therefore the law of γ is absolutely
continuous with respect to SLE4(ρ˜R) with force point x2,R where ρ˜R = c/λ −1 >−2. By Proposition 2.5.11, we know that γ
is continuous and transient.
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Case 2. Suppose that γ(τ) ∈ [x,1,R ,x2,R). In this case, γ arrives its continuation threshold at τ and stops. We can prove
that the distance between γ and [x2,R,∞) is positive and the law of γ is then absolutely continuous with respect to the law of
SLE4(ρ˜R) with force point x1,R where ρ˜R = b/λ −1≤−2. By the first step, we know that γ is continuous up to and including
the continuation threshold when it accumulates at x1,R.
Case 3. Suppose that γ(τ) = x2,R and, in fact, we will show that this is impossible (or this happens with zero probability).
Let γ ′ be the level line of −h starting from ∞ targeted at x2,R. There are two possibilities: either γ ′ reaches x2,R without
hitting [0,x1,R] or it hits its continuation threshold when it accumulates in [0,x1,R]. In the former case, we can show that the
distance between γ ′ and [0,x1,R] is positive, therefore the law of γ ′ is absolutely continuous with respect to SLE4(ρ˜L) where
ρ˜L = c/λ − 1 > −2. Thus γ ′ is continuous and transient. Moreover, the path γ|[0,τ] stays to the left of γ ′ and the conditional
law of γ|[0,τ] given γ ′ is SLE4(ρ1,R, ρ˜2,R) with force points (x1,R,x2,R) where ρ1,R+ ρ˜2,R =−2, see Figure 2.5.7(b). By the first
step, we know that, given γ ′, the level line γ is continuous up to and including the continuation threshold when it accumulates
at x1,R. This contradicts with γ(τ) = x2,R. In the latter case, for δ > 0,ε > 0, define τδ to be the first time that γ gets within
distance δ of x2,R and define τ ′ε to be the first time that γ ′ gets within distance ε of [0,x1,R]. We have the following observations.
(a) The path γ is continuous up to τδ for any δ > 0; the path γ ′ is continuous up to τ ′ε for any ε > 0.
(b) Given γ[0,τδ ], the conditional law of γ ′ is the level line of h restricted to H\ γ[0,τδ ]; therefore γ ′ can not hit the union
of R− and the left side of γ[0,τδ ]. See Figure 2.5.7(c). Thus, given γ[0,τδ ], the path γ ′ has to get within distance δ of
x2,R in order to get close to the interval [0,x1,R].
Combining these two facts and letting δ go to zero, we have that γ ′ accumulates at x2,R before hits [0,x1,R], contradiction.
Lemma 2.5.14. Let γ be an SLE4(ρR) process in H from 0 to ∞ with force points (xR) where
0≤ x1,R < x2,R < · · ·< xr,R.
Then γ is almost surely continuous up to and including the continuation threshold.
Proof. From Proposition 2.5.11 and Lemma 2.5.13, we know that the conclusion holds when there are at most two force
points. We prove the conclusion by induction. Suppose that the conclusion holds when there are at most n ≥ 2 force points,
and we prove the continuity when there are n+1 force points:
0≤ x1,R < · · ·< xn+1,R < xn+2,R = ∞.
Suppose that h is a GFF onHwhose boundary value is−λ onR−, is λ on (0,x1,R), and is c j on (x j,R,x j+1,R) for j= 1, ...,n+1
where
c j = λ (1+ρ1,R+ · · ·+ρ j,R).
Let γ be the level line of h starting from 0 targeted at ∞, then the law of γ is SLE4(ρR) with n+1 force points. Let τ be the first
time that γ hits [x2,R,∞); and set τ = ∞ if this never happens. If τ = ∞, then the law of γ is absolutely continuous with respect
to SLE4(ρ1,R,ρ2,R) process with force points (x1,R,x2,R) which is continuous up to and including the continuation threshold.
Thus γ is continuous up to and including the continuation threshold.
In the following we suppose τ < ∞. For 2 ≤ j ≤ n+1,k ≥ 1, define T jk to be the first time that γ gets within distance 2−k
of the interval [x j,R,x j+1,R].
First, we explain that γ is continuous up to T jk . Let H
j
k be the open set obtained by removing from H all points that are
within distance 2−k of [x j,R,x j+1,R]. Let h˜ be the GFF on H whose boundary value is consistent with h outside [x j,R,x j+1,R]
and is c j−1 on [x j,R,x j+1,R]. Let γ˜ be the level line of h˜ starting from 0 targeted at ∞. Then γ˜ has at most n force points. We
have the following two observations.
(a) From Proposition 2.2.1, we know that the law of h restricted to H jk is absolutely continuous with respect to the law of h˜
restricted to H jk .
(b) From induction hypothesis, we know that γ˜ is continuous.
Combining these two facts, we know that γ is continuous up to T jk .
Second, we explain that, given γ[0,τ], the conditional law of (γ(t + τ), t ≥ 0) is continuous. Note that, given γ[0,τ], the
conditional law of (γ(t+ τ), t ≥ 0) is SLE4 process with at most n force points. Thus, given γ[0,τ], the curve (γ(t+ τ), t ≥ 0)
is continuous by induction hypothesis.
Finally, we explain the continuity of γ up to and including τ . Define
E =
⋃
k≥1
n+1⋃
j=2
{
τ ≤ T jk
}
.
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From the above analysis, we know that γ is continuous on the event E. We only need to analyze the behavior of γ on the
event Ec. Note that, for 2 ≤ j ≤ n+ 1, the event ∩k≥1{τ > T jk } implies that γ has to accumulate in [x j,R,x j+1,R] as t ↑ τ .
This holds for all j = 2, ...,n+ 1 on Ec. The only possibility is that n = 2 and γ(t) accumulates at x3,R as t ↑ τ . Let ψ be
the Mo¨bius transformation of H that sends 0 to 0, x2,R to x2,R, and x3,R to ∞. Then ψ(γ) has the law of SLE4(ρ˜L;ρ1,R,ρ2,R)
process with force points (ψ(∞);ψ(x1,R),x2,R). On the event Ec, from the above analysis, we have that ψ(γ) does not hit the
interval (−∞,ψ(∞)); therefore it is absolutely continuous with respect to SLE4(ρ1,R,ρ2,R) which is continuous and transient.
This implies that, on Ec, the curve γ is continuous up to and including the time τ . This completes the proof.
Proof of Theorem 1.1.3. We could apply a similar proof as the proof of Lemma 2.5.14 to show the conclusion.
Remark 2.5.15. Suppose that h is a GFF onH with piecewise constant boundary data. Let γu be the level line of h with height
u ∈ R starting from x ∈ ∂H targeted at y ∈ ∂H. From the analysis in this section, we have the following observations.
(1) Suppose that h has boundary value cR to the right of x and cL to the left of x. To have non-trivial γu (i.e. γu has strictly
positive length), we must have
cL+u < λ , and cR+u >−λ .
(2) Suppose that h has boundary value cR to the right of y and cL to the left of y. Then the probability of γu to reach y is zero
if one of the following two conditions holds:
• cL+u≥ λ and cR+u≥ λ ;
• cL+u≤−λ and cR+u≤−λ .
(3) Suppose that h has boundary value c on some open interval I which does neither contain x nor y. If γu hits I with strictly
positive probability, then c+u ∈ (−λ ,λ ).
Combining Theorems 1.1.2 and 1.1.3, we can get the following properties of the height-varying level line.
Corollary 2.5.16. Suppose that h is a GFF on H with piecewise constant boundary data. Fix heights u1, ...,uk such that,
|ui−u j|< 2λ , for 1≤ i < j ≤ k.
Let γ be the height-varying level line of h with heights u1, ...,uk. Then, almost surely, γ is determined by h and is continuous
up to and including the continuation threshold.
Proof. Prove by induction on k.
2.6. Proof of Theorem 1.1.4—general case
We start by the generalizations of previous conclusions in the non-boundary-intersecting case to the case when the level lines
can hit the boundary.
0
≤ −λ
≤ −λ
z0
≥ λ
(a) The boundary value of the field in Lemma 2.6.1.
0
≤ −λ
≤ −λ
z0
≥ λ
z1
(−λ, λ)
(b) The boundary value of the field in Lemma 2.6.2.
Fig 2.6.1: The boundary values of the fields in Lemma 2.6.1 and Lemma 2.6.2.
Lemma 2.6.1. [Generalization of Lemma 2.3.3] Suppose that h is a GFF on T. Assume that the boundary value of h is
piecewise constant, and is
at most −λ to the left of z0 on ∂UT, at least λ to the right of z0 on ∂UT,
at most −λ to the left of 0 on ∂LT.
Let γ be the level line of h starting from 0 targeted at z0. Then, almost surely, either γ hits the continuation threshold before
reaches ∂UT, or γ hits ∂UT at z0 without otherwise hitting ∂UT.
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Proof. We prove the conclusion by induction on the number of changes in (0,∞) on ∂LT. Suppose that
0 = x1 < x2 < · · ·< xn < xn+1 = ∞,
and that the boundary value of h on (x j,x j+1) is b j for j = 1, ...,n and assume that b1 > −λ . Lemma 2.5.8 implies that the
conclusion holds for n= 1. Suppose that the conclusion holds for n≤m for some m≥ 1 and we will prove that the conclusion
also holds for n = m+1. Let τ be the first time that γ hits [x2,∞] and set τ = ∞ if γ hits ∂UT before hits [x2,∞).
If τ = ∞, then the law of γ is absolutely continuous with respect to the level line of the GFF on T whose boundary value
is consistent with h outside (0,∞) and is b1 on (0,∞). Therefore the conclusion holds by Lemma 2.5.8. In the following, we
assume that τ < ∞. If τ is the continuation threshold, then we are done. If not, define C to be the connected component of
T\ γ[0,τ] that has z0 on the boundary and let ψ be the conformal map from C onto T that sends γ(τ) to 0, +∞ to +∞, and z0
to z0. Then, given γ[0,τ], the curve ψ(γ|C) is the level line of the GFF on T whose boundary value changes at most m times
on (0,∞). Thus the conclusion holds by induction hypothesis.
Lemma 2.6.2. [Generalization of Lemma 2.3.5] Suppose that h is a GFF on T. Assume that the boundary value of h is
piecewise constant, and is in (−λ ,λ ) on [z0,z1] and is
at most −λ to the left of z0 on ∂UT, at least λ to the right of z1 on ∂UT,
at most −λ to the left of 0 on ∂LT.
Let γ be the level line of h starting from 0 targeted at z0. Then, almost surely, either γ hits its continuation threshold before
reaches ∂UT, or γ first hits ∂UT in [z0,z1] without otherwise hitting ∂UT.
Proof. The conclusion can be proved by a similar proof as the proof of Lemma 2.6.1 where Lemma 2.5.8 needs to be replaced
by Lemma 2.5.9.
0
≤ −λ
≤ −λ
z0
≥ λ
γ′(T ′)γ
(a)
0
≤ −λ
≤ −λ
z0
≥ λ
γ′(T ′)γ
(b)
Fig 2.6.2: The explanation of the behaviour of the paths in Lemma 2.6.3.
Lemma 2.6.3. [Generalization of Lemma 2.3.8] Suppose the same the setting as in Lemma 2.6.1. Let γ ′ be the level line of
−h starting from z0 and define T ′ to be the first time that γ ′ hits ∂LT. Let γ be the level line of h starting from 0 targeted at z0.
Then, given γ ′[0,T ′], almost surely, either γ hits the continuation threshold before hits γ ′[0,T ′], or γ hits γ ′[0,T ′] at γ ′(T ′) and
merges with γ ′ afterwards. See Figure 2.6.2.
Proof. We can first prove the conclusion for any γ ′-stopping time τ ′ < T ′. This can be proved by a similar proof as the proof of
Lemma 2.3.8, where Lemma 2.3.3 needs to be replaced by Lemma 2.6.1. Then use the continuity of γ ′ to extend the conclusion
to time T ′.
Lemma 2.6.4. [Generalization of Proposition 2.3.11] Suppose the same the setting as in Lemma 2.6.1. Fix u ∈ R and let γ ′u
be the level line of−h with height u starting from z0. Assume that γ ′u does not hit its continuation threshold before reaches ∂LT
and define T ′ to be the first time that γ ′u hits ∂LT. Let γ be the level line of h starting from 0 targeted at z0. See Figure 2.6.3.
(1) If u > 0, then γ almost surely stays to the left of γ ′u[0,T ′].
(2) If u < 0, define E ′u to be the event that γ ′u(T ′) is to the left of 0. Then, on E ′u, the level line γ almost surely stays to the
right of γ ′u[0,T ′].
Proof. We can first prove the conclusion for any γ ′u-stopping time τ ′ < T ′. This can be proved by a similar proof as the proof
of Proposition 2.3.11 where Lemma 2.3.5 needs to be replaced by Lemma 2.6.2. Then use the continuity of γ ′u to extend the
conclusion to time T ′.
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0
≤ −λ
≤ −λ
z0
≥ λ
γ′u(T
′)
γ
(a) Suppose u > 0. The curve γ may hit the continuation threshold
before hit γ ′u[0,T ′].
0
≤ −λ
≤ −λ
z0
≥ λ
γ′u(T
′)
γ
(b) Suppose that u > 0. The curve γ stays to the left of the set
γ ′u[0,T ′].
0
≤ −λ
≤ −λ
z0
≥ λ
γ′u(T
′)
γ
(c) Suppose u < 0. The curve γ may hit the continuation threshold
before hit γ ′u[0,T ′].
0
≤ −λ
≤ −λ
z0
≥ λ
γ′u(T
′)
γ
(d) Suppose u < 0. On Eu, the curve γ stays to the right of the set
γ ′u[0,T ′].
Fig 2.6.3: The explanation of the behaviour of the paths in Lemma 2.6.4.
Lemma 2.6.5. [Generalization of Proposition 2.3.13] Fix u2 > u1. Suppose that h is a GFF on T whose boundary value is
piecewise constant, and is at most−λ−u2 to the left of 0 on ∂LT. For i= 1,2, let γi be the level line of h with height ui starting
from 0 and let τi be the first time that γi accumulates in ∂UT. Define E2 to be the event that γ2[0,τ2] does not hit (0,∞) on ∂LT.
Then, almost surely on E2, γ2[0,τ2] lies to the left of γ1[0,τ1]. We emphasize that there is no restriction for the boundary data
of h on ∂UT.
Proof. From the proof of Proposition 2.3.13, we know that the conclusion holds if we can prove the monotonicity for one
properly chosen boundary value of h on ∂UT. Thus it suffices to prove the monotonicity when the boundary value of h is −a′
to the left of z0 and is b′ to the right of z0 on ∂UT where
a′ ≥ λ +u2, b′ ≥ λ −u1.
Let γ ′2 be the level line of −h with height −u2 starting from z0 targeted at 0. By the choice of boundary value of h, we know
that γ ′2 can neither hit ∂UT nor (−∞,0) on ∂LT except at points z0 and 0. Define E ′2 to be the event that γ ′2 does not hit (0,∞)
on ∂LT. Then we have the following observations.
(a) By Lemma 2.6.4, we know that, on E ′2, the path γ
′
2 stays to the left of γ1.
(b) On E2∩E ′2, both γ2 and γ ′2 are non-boundary-intersecting, therefore the paths γ2 and γ ′2 are equal.
Combining these two facts, we obtain the conclusion.
Lemma 2.6.6. Fix two starting points x2 < x1. Let
y = (y1 = x2 < y2 < · · ·< yn < yn+1 = x1)
be a sequence of points in [x2,x1]. Suppose that h is a GFF onH whose boundary value is−a on (−∞,x2), is c on (x1,∞), and
is b j on (y j,y j+1) for j = 1, ...,n. Assume that
a≥ λ , c≥ λ , b1 >−λ , bn < λ .
For i = 1,2, let γi be the level line of h starting from xi targeted at ∞. Then, almost surely, either γ1 or γ2 hits the continuation
threshold before they hit each other, or γ1 and γ2 merge upon intersecting.
Proof. Let γ ′ be the level line of −h starting from ∞ and define T ′ to be the first time that γ ′ hits [x2,x1]. From Lemma 2.6.3,
we have the following two observations.
(a) Given γ ′[0,T ′], either γ1 hits its continuation threshold before hits γ ′[0,T ′], or γ1 hits γ ′[0,T ′] at γ ′(T ′) and merges with
γ ′ afterwards.
(b) Given γ ′[0,T ′], either γ2 hits its continuation threshold before hits γ ′[0,T ′], or γ2 hits γ ′[0,T ′] at γ ′(T ′) and merges with
γ ′ afterwards.
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Combining these two facts, we obtain the conclusion.
Lemma 2.6.7. Fix two starting points x2 < x1 and two heights u2 > u1. Let
y = (y1 = x2 < y2 < · · ·< yn < yn+1 = x1)
be a sequence of points in [x2,x1]. Suppose that h is a GFF onH whose boundary value is−a on (−∞,x2), is c on (x1,∞), and
is b j on (y j,y j+1) for j = 1, ...,n. Assume that
a≥ λ +u2, c≥ λ −u1, b1 >−λ −u2, bn < λ −u1.
For i = 1,2, let γi be the level line of h with height ui starting from xi targeted at ∞. Then γ2 almost surely stays to the left of
γ1.
Proof. Pick u ∈ (u1,u2) and let γ ′ be the level line of −h with height −u starting from ∞. Define T ′ to be the first time that
γ ′ hits [x2,x1]. From Lemma 2.6.4, we have that γ2 stays to the left of γ ′[0,T ′] and that γ1 stays to the right of γ ′[0,T ′]. This
implies the conclusion.
y˜1 = x2
∞
y˜n+1 = x1y˜2 y˜n
−a˜ c˜
b1
−a
bn
c
w
Fig 2.6.4: The explanation of the behaviour of paths in the proof of Lemma 2.6.8.
Lemma 2.6.8. The conclusion in Lemma 2.6.7 also holds when we replace the restriction on a,c,b1,bn by the following:
a >−λ +u2, c >−λ −u1, b1 >−λ −u2, bn < λ −u1, b1 ≥−a, bn ≤ c.
Proof. Suppose that
y˜ = (y˜1 = x2 < y˜2 < · · ·< y˜n < y˜n+1 = x1)
is a sequence of points on the interval [x2,x1]. Suppose that h˜ is a GFF on H whose boundary value is −a˜ on (−∞,x2), is c˜ on
(x1,∞), and is b j on (y˜ j, y˜ j+1) for j = 1, ...,n. Assume that
a˜≥ 2λ +a, c˜≥ 2λ + c.
Set
u˜2 = λ +a > u2, u˜1 =−λ − c < u1.
For i = 1,2, let γi be the level line of h˜ with height ui starting from xi targeted at ∞. For i = 1,2, let γ˜i be the level line of h˜
with height u˜i starting from xi targeted at ∞. For i = 1,2, define E˜i to be the event that γ˜i does not hit the open interval (x2,x1).
The restriction b1 ≥−a guarantees that E˜2 has positive probability, and the restriction bn ≤ c guarantees that E˜1 has positive
probability. We summarize the relations between γ1,γ2, γ˜1, and γ˜2 as follows.
(a) By Lemma 2.6.5, we know that, on E˜2, the path γ˜2 stays to the left of γ2; and that, on E˜1, the path γ˜1 stays to the right of
γ1.
(b) By Lemma 2.6.7, we know that γ˜2 stays to the left of γ˜1. On the event E˜1∩ E˜2, define C to be the connected component
of H \ (γ˜1 ∪ γ˜2) that has the open interval (x2,x1) on the boundary, and define w to be the only point on ∂C that is
contained in γ˜1∩ γ˜2. See Figure 2.6.4. Let ψ be the conformal map from C onto H that sends x2 to x2, x1 to x1, and w to
∞.
(c) By Lemma 2.6.7, we know that γ2 stays to the left of γ1.
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Combining these three facts, given (γ˜1, γ˜2) and on E˜1∩ E˜2, we have that ψ(γ2|C) stays to the left of ψ(γ1|C). For δ > 0, define
F˜δ =
n⋂
j=2
{ψ(y˜ j) ∈ (y j−δ ,y j +δ )}.
Clearly, the event F˜δ depends on the pair (γ˜1, γ˜2), and we can properly choose the sequence y˜ so that the event F˜δ ∩ E˜1 ∩ E˜2
has positive probability. From the above analysis, we know that, given (γ˜1, γ˜2) and on F˜δ ∩ E˜1∩ E˜2, the level lines of h˜|C ◦ψ−1
satisfy the desired monotonicity and note that the boundary value of h˜|C ◦ψ−1 is −a on (−∞,x2), is c on (x1,∞), and is b j on
(ψ(y˜ j),ψ(y˜ j+1)) for j = 1, ...,n where ψ(y˜ j) ∈ (y j−δ ,y j +δ ). This implies the conclusion, see Remark 2.6.9.
Remark 2.6.9. Fix two starting points x2 < x1 and two heights u2 > u1. Let
y = (y1 = x2 < y2 < · · ·< yn < yn+1 = x1)
be a sequence of points in [x2,x1]. Suppose that h is a GFF onH whose boundary value is−a on (−∞,x2), is c on (x1,∞), and
is b j on (y j,y j+1) for j = 1, ...,n. For i = 1,2, let γi be the level line of h with height ui starting from xi targeted at ∞.
Assume that, for any δ > 0, there exists a sequence
yδ = (yδ1 = x2 < y
δ
2 < · · ·< yδn < yδn+1 = x1) where yδj ∈ (y j−δ ,y j +δ ) for j = 2, ...,n,
such that the following is true. Let hδ be a GFF on H whose boundary value is −a on (−∞,x2), is c on (x1,∞), and is b j on
(yδj ,y
δ
j+1) for j = 1, ...,n. For i= 1,2, let γ
δ
i be the level line of h
δ with height ui starting from xi targeted at ∞; then γδ2 almost
surely stays to the left of γδ1 .
Then we have that γ2 almost surely stays to the left of γ1.
Proof. For i = 1,2, define τδi to be the first time of γi to get within distance δ of {y2, ...,yn}. We have the following observa-
tions.
(a) The restriction of h to H \ (∪nj=2B(y j,δ )) is absolutely continuous with respect to the restriction of hδ to the same
domain.
(b) The path γδ2 stays to the left of γ
δ
1 by the assumption.
Combining these two facts, we know that γ2[0,τδ2 ] almost surely stays to the left of γ1[0,τ
δ
1 ]. This holds for any δ > 0, therefore
γ2 almost surely stays to the left of γ1.
yL1 = x2
∞
yR1 = x1
yL2
yLj λ−u2
−aj
γ2
γ1
(a) Given γ2[0,T2], the path γ2 stays to the left of γ1 by induction
hypothesis.
yL1 = x2
∞
yR1 = x1
yL2
w1
yLj λ−u2
−aj
γ2
γ1
yRk
yRk+1
−λ−u1
γ2(T2)
γ1(τ˜1)
ck
(b) Given γ2[0,T2]∪ γ1[0, τ˜1], the path γ2 stays to the left of γ1 by
induction hypothesis.
Fig 2.6.5: The explanation of the behaviour of the paths in Lemma 2.6.10.
Lemma 2.6.10. Fix two starting points x2 < x1 and two heights u2 > u1. Let
y = (y1 = x2 < y2 < · · ·< yn < yn+1 = x1)
yL = (yL1 = x2 > y
L
2 > · · ·> yLl > yLl+1 =−∞)
yR = (yR1 = x1 < y
R
2 < · · ·< yRr < yRr+1 = ∞)
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 35
be three sequences of points on the boundary of H. Suppose that h is a GFF on H whose boundary value is
−a j on(yLj+1,yLj ), for j = 1, ..., l;
b j on(y j,y j+1), for j = 1, ...,n;
c j on(yRj ,y
R
j+1), for j = 1, ...,r.
Assume that
a1 >−λ +u2, c1 >−λ −u1, b1 >−λ −u2, bn < λ −u1 b1 ≥−a1, bn ≤ c1.
For i = 1,2, let γi be the level line of h with height ui starting from xi targeted at ∞. Then γ2 almost surely stays to the left of
γ1.
Proof. We will prove the conclusion by induction on l+ r. Lemma 2.6.8 implies that the conclusion holds for r = 1, l = 1. We
assume that the conclusion holds for l+ r ≤ m for some m≥ 2 and we will prove that the conclusion holds for l+ r = m+1
and l ≥ 2. Define T2 to be the first time that γ2 hits (−∞,yL2 ].
First, we argue that γ1 almost surely stays to the right of γ2[0,T2]. For i = 1,2, let T εi be the first time that γi gets within
distance ε of (−∞,yL2 ]. By induction hpothesis, we know that γ1[0,T ε1 ] stays to the right of γ2[0,T ε2 ]. This holds for any ε > 0
and we know that γ1 and γ2 are continuous, thus γ1 stays to the right of γ2[0,T2] up to the first time T1 that γ1 hits (−∞,yL2 ].
Since γ1 is targeted at ∞, it continues towards ∞ in the connected component of H \ γ1[0,T1] that has ∞ on the boundary.
Therefore γ1 stays to the right of γ2[0,T2].
Next, we show that γ1 almost surely stays to the right of γ2 given γ2[0,T2]. If T2 is ∞ or the continuation threshold of γ2,
we are done. In the following of the proof, we assume that T2 is finite and it is not the continuation threshold of γ2. Suppose
that γ2(T2) ∈ (yLj+1,yLj ]. Since T2 is not the continuation threshold, we have that a j > −λ +u2. Define C to be the connected
component of H\ γ2[0,T2] that has ∞ on the boundary. We only need to show that γ1|C stays to the right of γ2|C given γ2[0,T2].
There are two cases: Case 1. γ2[0,T2] does not hit (x1,∞), see Figure 2.6.5(a); Case 2. γ2[0,T2] hits (x1,∞), see Figure 2.6.5(b).
We treat the two cases separately.
Case 1. In this case, given γ2[0,T2], the path γ2|C is the level line with height u2 starting from γ2(T2) and the path γ1|C is
the level line with height u1 starting from x1. By induction hypothesis (note that the conditions a j > −λ + u2 and bn ≤ c1
guarantee that the induction hypothesis is applicable), we have that γ1|C stays to the right of γ2|C.
Case 2. In this case, define w1 to be the last point of γ2|[0,T2] that is contained in (x1,∞). If γ1 hits its continuation threshold
before enters C, then we are done. In the following of the proof, we assume that γ1 enters C, say at time τ1. Suppose that
w1 ∈ (yRk ,yRk+1), then ck ∈ (−λ −u1,λ −u2). We run γ1 up to a stopping time τ˜1 so that τ1 < τ˜1 < T1 and γ1(τ˜1) ∈ (yRk ,yRk+1)
(the condition ck ∈ (−λ − u1,λ − u2) guarantees that we are able to find such a time τ˜1). Define C˜ to be the connected
component of H \ (γ2[0,T2]∪ γ1[0, τ˜1]) that has ∞ on the boundary. Given γ2[0,T2] and γ1[0, τ˜1], the curve γ1|C˜ is the level
line of h|C˜ with height u1 starting from γ1(τ˜1) and the curve γ2|C˜ is the level line of h|C˜ with height u2 starting from γ2(T2).
By induction hypothesis (note that the conditions a j >−λ +u2 and ck >−λ −u1 guarantee that the induction hypothesis is
applicable), we know that γ1|C˜ stays to the right of γ2|C˜ given γ2[0,T2] and γ1[0, τ˜1]. This completes the proof.
Remark 2.6.11. The conclusion in Lemma 2.6.10 also holds when we replace the restriction on a1,c1,b1,bn by the following:
a1 >−λ +u2, c1 >−λ −u1, b1 >−λ −u2, bn < λ −u1.
Proof. The conditions on a1,c1,b1,bn guarantee that γ1 and γ2 exist for a positive time. Pick ε > 0 so that γ1,γ2 exist up to
time ε and they do not hit each other up to ε . We run both curves up to time ε . To show the conclusion, we only need to show
that, given (γ1[0,ε],γ2[0,ε]), the level line of h (restricted toH\(γ1[0,ε]∪γ2[0,ε])) with height u1 starting from γ1(ε) targeted
at ∞ stays to the right of the level line of h (restricted to H\ (γ1[0,ε]∪ γ2[0,ε])) with height u2 starting from γ2(ε) targeted at
∞. Note that, given (γ1[0,ε],γ2[0,ε]), the field has boundary value a˜, b˜, c˜ where
a˜1 = λ +u2, b˜1 = λ −u2, b˜n =−λ −u1, c˜1 = λ −u1.
This implies that we can apply Lemma 2.6.10 to show the conclusion given (γ1[0,ε],γ2[0,ε]).
Proof of Theorem 1.1.4. Lemma 2.6.10 implies the conclusion for x2 < x1 and u2 > u1. The conclusion for x2 < x1 and u2 = u1
can be proved by starting from Lemma 2.6.6 and then using similar proofs of Lemmas 2.6.8 and 2.6.10.
Finally, we explain the conclusion for x2 = x1 = x and u2 > u1. Suppose that, in a small neighborhood of x, the boundary
value of the field is −a1 to the left of x and is c1 to the right of x. In order to get the two curves γxu1 and γxu2 started, we must
have
a1 >−λ +u2, c1 >−λ −u1.
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Take ε > 0 small so that γxu1 [0,ε] and γ
x
u2 [0,ε] are contained in this neighborhood of x. By Remark 2.4.6, we know that γ
x
u2 [0,ε]
stays to the left of γxu1 [0,ε]. Given (γ
x
u1 [0,ε],γ
x
u2 [0,ε]), the remaining of γ
x
u2 is the level line of the field with height u2 starting
from γxu2(ε) and the remaining of γ
x
u1 is the level line of the field with height u1 starting from γ
x
u1(ε). Therefore we could use
the conclusion for x2 < x1 to show the monotonicity. This completes the proof.
Corollary 2.6.12. Suppose that h is a GFF on H whose boundary value is piecewise constant. Fix x2 ≤ x1 and two sequences
of heights
u1 = (u1,1, ...,u1,l); u2 = (u2,1, ...,u2,r)
satisfying
|u1,i−u1, j|< 2λ , for 1≤ i, j ≤ l; |u2,i−u2, j|< 2λ , for 1≤ i, j ≤ r.
For i = 1,2, let γi be the height-varying level line of h starting from xi targeted at ∞ with heights ui. Assume that
u1, j < 0, for j = 1, ..., l; u2, j > 0, for j = 1, ...,r.
Then γ2 stays to the left of γ1 almost surely.
2.7. Proof of Theorems 1.1.6 and 1.1.7—general case
x1 = 0
∞
−λ
xn0+1xn0
≥ λ
bn0 ∈ (−λ, λ)
bn0
bn0
γ′u
(a) Both γ and γ ′ stay to the left of γ ′u.
x˜1 = 0
∞
−λ
x˜mx˜m−1
x˜m+1
bm−1
bm
bm+1
λ
w˜m
w˜m+1
γ˜u
(b) γ˜ stays to the left of γ˜u.
Fig 2.7.1: The explanation of the behaviour of the paths in the proof of Lemma 2.7.1.
Lemma 2.7.1. Suppose that
x = (0 = x1 < x2 < · · ·< xn < xn+1 = ∞)
is a sequence of points along ∂H. Suppose that h is a GFF on H whose boundary value is −a on R− and is b j on (x j,x j+1)
for j = 1, ...,n. Assume that
a≥ λ , b j >−λ , for j = 1, ...,n.
Let γ be the level line of h starting from 0 targeted at ∞ and let γ ′ be the level line of −h starting from ∞ targeted at 0. Then
γ ′ and γ are equal almost surely.
Proof. We prove by induction on n. Proposition 2.5.11 implies that the conclusion holds for n≤ 2. Assume that the conclusion
holds for n ≤ m for some m ≥ 2, we will show that the conclusion holds for n = m+ 1. If all b j ≥ λ , then Proposition 2.3.7
and Remark 2.3.9 prove the conclusion. In the following, we assume that there exists some b j ∈ (−λ ,λ ).
First, we assume that bm+1 ≥ λ . Define n0 ≤ m to be the number so that b j ≥ λ for j > n0 and bn0 ∈ (−λ ,λ ). Set
u = λ +bn0 ∈ (0,2λ ). Let γ ′u be the level line of −h with height u starting from ∞ targeted at xn0+1. See Figure 2.7.1(a). We
summarize the relations between γ,γ ′ and γ ′u as follows.
(a) By Theorem 1.1.4, the path γ ′ stays to the left of γ ′u.
(b) By Lemma 2.6.4, the path γ stays to the left of γ ′u.
(c) Define C to be the connected component of H\ γ ′u that has R− on the boundary, and let ψ be any conformal map from
C onto H that sends 0 to 0 and ∞ to ∞. Given γ ′u, the law of h|C ◦ψ−1 is the same as a GFF on H whose boundary value
is −λ on R−, is greater than −λ on R+, and changes at most n0 times on R+.
Combining these three facts with the induction hypothesis, we know that, given γ ′u, the paths ψ(γ) and ψ(γ ′) are equal which
implies that γ ′ and γ are equal.
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From the first step and symmetry, we know that the conclusion also holds for b1 ≥ λ . In the following we assume that
b1 ∈ (−λ ,λ ) and bm+1 ∈ (−λ ,λ ).
Second, we assume that there exists some j ∈ {2, ...,m} such that b j ≥ λ . For any ε > 0 define Hε to be the open set
obtained by removing from H all points that are within distance ε of [x j,x j+1]. Define Eε to be the event that the distance
between γ ∪ γ ′ and [x j,x j+1] is at least ε . Let h˜ be a GFF on H whose boundary value is consistent with h except on (x j,x j+1)
and is b j−1 on (x j,x j+1). Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and let γ˜ ′ be the level line of −h˜ starting
from ∞ targeted at 0. Then we have the following facts.
(a) By the induction hypothesis, we have that γ˜ ′ and γ˜ are equal.
(b) The law of h restricted to Hε is absolutely continuous with respect to the law of h˜ restricted Hε .
Combining these two facts, we know that, on Eε , the curves γ ′ and γ are equal. Since that the boundary value on (x j,x j+1) is
at least λ , the union γ ∪ γ ′ has positive distance from (x j,x j+1) almost surely. Therefore P[Eε ]→ 1 as ε → 0, this implies the
conclusion.
Finally, we assume that b j ∈ (−λ ,λ ) for all j = 1, ...,m+1. Suppose that
x˜ = (0 = x˜1 < · · ·< x˜m+1 < x˜m+2 = ∞)
is a sequence of points on R+. Suppose that h˜ is a GFF on H whose boundary value is −λ on R−, is b j on (x˜ j, x˜ j+1) for
j = 1, ...,m+ 1 except for j = m, and is λ on (x˜m, x˜m+1). Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and γ˜ ′ be
the level line of −h˜ starting from ∞ targeted at 0. Set u =−λ −bm ∈ (−2λ ,0), and let γ˜u be the level line of h˜ with height u
starting from x˜m targeted at x˜m+1. See Figure 2.7.1(b). We summarize the relations between γ˜, γ˜ ′ and γ˜u in the following.
(a) By the second step, we have that γ˜ and γ˜ ′ are equal.
(b) By Theorem 1.1.4, we have that γ˜ stays to the left of γ˜u.
(c) Define E˜u to be the event that γ˜u reaches [x˜m+1,∞) before hits the continuation threshold and does not hit the union
(−∞,(x˜m−1+ x˜m)/2)∪ (2x˜m+1,∞). The conditions
λ +u ∈ (−λ ,λ ), bm−1+u < λ , bm+1+u < λ
guarantee that E˜u has positive probability. On E˜u, let C be the connected component of H \ γ˜u that has R− on the
boundary and let ψ by any conformal map from C onto H that fixes 0 and ∞. On E˜u, define w˜m to be the last point of γ˜u
that is contained in (x˜m−1, x˜m) and w˜m+1 to be the first point of γ˜u that is contained in (x˜m+1,∞).
Combining these three facts, we have that, given γ˜u and on E˜u, the paths ψ(γ˜ ′) and ψ(γ˜) are equal. For δ > 0, define
F˜δ =
m−1⋂
j=2
{ψ(x˜ j) ∈ (x j−δ ,x j +δ )}
⋂
{ψ(w˜m) ∈ (xm−δ ,xm+δ )}
⋂
{ψ(w˜m+1) ∈ (xm+1−δ ,xm+1+δ )}.
Clearly, the event F˜δ depends on γ˜u, and we can properly choose the sequence x˜ so that the event E˜u ∩ F˜δ has positive
probability. From the above analysis, we know that, given γ˜u and on E˜u ∩ F˜δ , the level line of h˜|C ◦ψ−1 starting from 0
targeted at ∞ coincides with the level line of −h˜|C ◦ψ−1 starting from ∞ targeted at 0. Note that, on E˜u ∩ F˜δ , the boundary
value of h˜|C ◦ψ−1 is −a on R−, and is b j on (ψ(x˜ j),ψ(x˜ j+1)) for j = 1, ...,m− 2, is bm−1 on (ψ(x˜m−1),ψ(w˜m)), is bm on
(ψ(w˜m),ψ(w˜m+1)), and is bm+1 on (ψ(w˜m+1),∞). This implies the conclusion, see Remark 2.7.2.
Remark 2.7.2. Suppose that
x = (0 = x1 < x2 < · · ·< xn < xn+1 = ∞)
is a sequence of points along ∂H. Suppose that h is a GFF on H whose boundary value is −a on R− and is b j on (x j,x j+1)
for j = 1, ...,n where a > −λ ,b j > −λ for j = 1, ...,n. Let γ be the level line of h starting from 0 targeted at ∞ and let γ ′ be
the level line of −h starting from ∞ targeted at 0.
Assume that, for any δ > 0, there exists a sequence
xδ = (0 = xδ1 < x
δ
2 < · · ·< xδn < xδn+1 = ∞) where xδj ∈ (x j−δ ,x j +δ ) for j = 2, ...n,
such that the following is true. Let hδ be a GFF onH whose boundary value is−a onR− and is b j on (xδj ,xδj+1) for j = 1, ...,n.
Let γδ be the level line of hδ starting from 0 targeted at ∞ and let γ ′δ be the level line of −hδ starting from ∞ targeted at 0,
then γ ′δ and γδ are equal almost surely.
Then γ ′ and γ are equal almost surely.
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Proof. Define Eδ (resp. E ′δ ) to be the event that the distance between γ (resp. γ
′) and {x2, ...,xn} is at least δ . We have the
following observations.
(a) The restriction of h to H \ (∪nj=2B(x j,δ )) is absolutely continuous with respect to the restriction of hδ to the same
domain.
(b) The paths γδ and γ ′δ are equal by the assumption.
Combining these two facts, we know that, on the event Eδ ∩E ′δ , the paths γ and γ ′ are equal. This holds for any δ > 0. Note
that, since a >−λ ,b j >−λ , the points x2, ...,xn are not continuation thresholds for γ and γ ′. Therefore, the distance between
γ ∪ γ ′ and {x2, ...,xn} is almost surely positive. This implies the conclusion.
Remark 2.7.3. The conclusion in Lemma 2.7.1 holds more generally when the boundary value of h is piecewise constant, and
is at most −λ on R−.
0
∞
x˜R2
x˜Rr
b1
br
−a
w˜1
w˜2
−3λ
γ˜u
Fig 2.7.2: The explanation of the behaviour of paths in the proof of Lemma 2.7.4.
Lemma 2.7.4. The conclusion in Lemma 2.7.1 also holds when we replace the restriction on a by the following: a >−λ .
Proof. We may assume that a ∈ (−λ ,λ ). Suppose that
x˜R = (0 = x˜R1 < x˜
R
2 < · · ·< x˜Rr < x˜Rr+1 = ∞)
is a sequence of points on R+. Suppose that h˜ is a GFF on H whose boundary value is −3λ on R−, is b j on (x˜ j, x˜ j+1) for
j = 1, ...,r. Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and γ˜ ′ be the level line of −h˜ starting from ∞ targeted at
0. Set u = λ + a ∈ (0,2λ ), and let γ˜u be the level line of h˜ with height u starting from 0 targeted at ∞. See Figure 2.7.2. We
summarize the relations between γ˜, γ˜ ′ and γ˜u in the following.
(a) By Lemma 2.7.1, we have that γ˜ and γ˜ ′ are equal.
(b) By Theorem 1.1.4, we have that γ˜u stays to the left of γ˜ .
(c) Define E˜u to be the event that γ˜u does not hit the interval (x˜R2/2,2x˜
R
r ). The conditions
−λ +u < λ , b1+u >−λ , br +u >−λ
guarantee that E˜u has positive probability. On E˜u, define C to be the connected component of H\ γ˜u that has (x˜R2/2,2x˜Rr )
on the boundary, define w˜1 to be the last point of γ˜u that is contained in [0, x˜R2 ) and w˜2 to be the first point of γ˜u that is
contained in (x˜Rr ,∞], and let ψ be any conformal map from C onto H that sends w˜1 to 0 and w˜2 to ∞.
Combining these three facts, we have that, given γ˜u and on E˜u, the paths ψ(γ˜|C) and ψ(γ˜ ′|C) are equal. For δ > 0, define
F˜δ =
r⋂
j=2
{ψ(x˜Rj ) ∈ (xRj −δ ,xRj +δ )}.
Clearly, the event F˜δ depends on γ˜u, and we can properly choose the sequence x˜R so that the event E˜u ∩ F˜δ has positive
probability. From the above analysis, we know that, given γ˜u and on E˜u ∩ F˜δ , the level line of h˜|C ◦ψ−1 starting from 0
targeted at ∞ coincides with the level line of −h˜|C ◦ψ−1 starting from ∞ targeted at 0. Note that, on E˜u ∩ F˜δ , the boundary
value of h˜|C ◦ψ−1 is −a on R−, and is b j on (ψ(x˜Rj ),ψ(x˜Rj+1)) for j = 1, ...,r where ψ(x˜Rj ) ∈ (xRj − δ ,xRj + δ ). By a similar
analysis as in Remark 2.7.2, we obtain the conclusion.
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 39
Proposition 2.7.5. Suppose that
xL = (xL1 = 0 > x
L
2 > · · ·> xLl > xLl+1 =−∞), xR = (xR1 = 0 < xR2 < · · ·< xRr < xRr+1 = ∞)
are two sequences of points along ∂H. Suppose that h is a GFF on H whose boundary value is
−a j on (xLj+1,xLj ), for j = 1, ..., l; b j on (xRj ,xRj+1), for j = 1, ...,r.
Assume that
a j >−λ , for j = 1, ..., l; b j >−λ , for j = 1, ...,r.
Let γ be the level line of h starting from 0 targeted at ∞ and γ ′ be the level line of −h starting from ∞ targeted at 0. Then γ ′
and γ are equal almost surely.
By Lemma 2.7.4, we know that the conclusion in Proposition 2.7.5 holds for l = 1. Before we prove Proposition 2.7.5, we
first prove that the conclusion holds for l = 2 and l = 3.
0
∞
x˜R2
x˜Rr
b1
br
−a1
−a2
w˜1
w˜2
w˜3
−3λ
γ˜12
(a) γ˜12 stays to the left of γ˜ .
0
∞
x˜R2
x˜Rr
br
w˜1
w˜2
xL2
−a1
−λ
−a2
γ˜′u
(b) γ˜ ′u stays to the left of γ˜ ′.
Fig 2.7.3: The explanation of the behaviour of the paths in the proof of Lemma 2.7.6.
Lemma 2.7.6. The conclusion in Proposition 2.7.5 holds when l = 2.
Proof. If a1 ≥ λ and a2 ≥ λ , the conclusion holds by Remark 2.7.3. In the following, we assume that a2 ∈ (−λ ,λ ).
First, we assume that a1 ∈ (−λ ,λ ) and a2 ∈ (−λ ,λ ). Suppose that
x˜R = (0 = x˜R1 < x˜
R
2 < · · ·< x˜Rr < x˜Rr+1 = ∞)
is a sequence of points along ∂H. Suppose that h˜ is a GFF on H whose boundary value is −3λ on R−, is b j on (x˜Rj , x˜Rj+1) for
j = 1, ...,r. Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and γ˜ ′ be the level line of −h˜ starting from ∞ targeted at
0. Set
u1 = λ +a1 ∈ (0,2λ ), u2 = λ +a2 ∈ (0,2λ ).
Let γ˜12 be the height-varying level line of h˜ starting from 0 targeted at ∞ with heights u1,u2 and height change time 1. We
summarize the relations between γ˜ , γ˜ ′, and γ˜12 in the following. See Figure 2.7.3(a).
(a) By Lemma 2.7.1, we know that γ˜ ′ and γ˜ are equal.
(b) By Corollary 2.6.12, we know that γ˜12 stays to the left of γ˜ .
(c) Define E˜12 to be the event that γ˜12 does not hit the interval (x˜R2/2,2x˜
R
r ) and that γ˜12[0,1] does not hit the interval (x˜Rr ,∞).
The conditions
b1+u1 >−λ , br +u2 >−λ
guarantee that E˜12 has positive probability. On E˜12, define w˜1 to be the last point of γ˜12 that is contained in [0, x˜R2 ); define
w˜2 to be the last point of γ˜12|(1,∞) that is contained in γ˜12[0,1] if u2 < u1 and w˜2 to be γ˜12(1) if u2 > u1; define w˜3 to
be the first point of γ˜12 that is contained in (x˜Rr ,∞]. On E˜12, define C to be the connected component of H\ γ˜12 that has
(x˜R2/2,2x˜
R
r ) on the boundary, and define ψ to be the conformal map from C onto H that sends w˜1 to 0, w˜2 to xL2 , and w˜3
to ∞.
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Combining these three facts, we know that, given γ˜12 and on E˜12, the paths ψ(γ˜|C) and ψ(γ˜ ′|C) are equal. For δ > 0, define
F˜δ =
r⋂
j=2
{ψ(x˜Rj ) ∈ (xRj −δ ,xRj +δ )}.
We can properly choose the sequence x˜R so that E˜12 ∩ F˜δ has positive probability. From the above analysis, we know that,
given γ˜12 and on E˜12∩ F˜δ , the level line of h˜|C ◦ψ−1 starting from 0 targeted at ∞ coincides with the level line of −h˜|C ◦ψ−1
starting from ∞ targeted at 0. Note that, on E˜12 ∩ F˜δ , the boundary value of h˜|C ◦ψ−1 is −a2 on (−∞,xL2), is −a1 on (xL2 ,0),
is b j on (ψ(x˜Rj ),ψ(x˜Rj+1)) for j = 1, ...,r where ψ(x˜
R
j ) ∈ (xRj −δ ,xRj +δ ). By a similar analysis as in Remark 2.7.2, we obtain
the conclusion.
Next, we assume that a1 ≥ λ and a2 ∈ (−λ ,λ ). Suppose that
x˜R = (0 = x˜R1 < x˜
R
2 < · · ·< x˜Rr < x˜Rr+1 = ∞)
is a sequence of points along ∂H. Suppose that h˜ is a GFF on H whose boundary value is −λ on (−∞,xL2), is −a1 on (xL2 ,0),
and is b j on (x˜Rj , x˜
R
j+1) for j = 1, ...,r. Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and γ˜
′ be the level line of −h˜
starting from ∞ targeted at 0. Set
u =−λ −a2 ∈ (−2λ ,0).
Let γ˜ ′u be the level line of −h˜ with height u starting from ∞ targeted at xL2 . We summarize the relations between γ˜ , γ˜ ′, and γ˜ ′u in
the following. See Figure 2.7.3(b).
(a) By Remark 2.7.3, we know that γ˜ ′ and γ˜ are equal.
(b) By Theorem 1.1.4, we know that γ˜ ′u stays to the left of γ˜ ′.
(c) Define E˜ ′u to be the event that γ˜ ′u reaches xL2 before hits its continuation threshold and that γ˜
′
u does not hit the interval
(xL2/2,2x˜
R
r ). The conditions
λ +u >−λ , −br +u < λ
guarantee that E˜ ′u has positive probability. On E˜ ′u, define C to be the connected component of H\ γ˜ ′u that has (xL2/2,2x˜Rr )
on the boundary, define w˜1 to be the last point of γ˜ ′u that is contained in (x˜Rr ,∞] and w˜2 to be the first point of γ˜ ′u that is
contained in (0,xL2 ], and let ψ be the conformal map from C onto H that sends 0 to 0, w˜1 to ∞, and w˜2 to xL2 .
Combining these three facts, we know that, given γ˜ ′u and on E˜ ′u, the paths ψ(γ˜ ′|C) and ψ(γ˜|C) are equal. For δ > 0, define
F˜δ =
r⋂
j=2
{ψ(x˜Rj ) ∈ (xRj −δ ,xRj +δ )}.
We can properly choose the sequence x˜R so that E˜ ′u ∩ F˜δ has positive probability. From the above analysis, we know that,
given γ˜ ′u and on E˜ ′u ∩ F˜δ , the level line of h˜|C ◦ψ−1 starting from 0 targeted at ∞ coincides with the level line of −h˜|C ◦ψ−1
starting from ∞ targeted at 0. Note that, on E˜ ′u∩ F˜δ , the boundary value of h˜|C ◦ψ−1 is −a2 on (−∞,xL2), is −a1 on (xL2 ,0), is
b j on (ψ(x˜Rj ),ψ(x˜Rj+1)) for j = 1, ...,r where ψ(x˜
R
j ) ∈ (xRj − δ ,xRj + δ ). By a similar analysis as in Remark 2.7.2, we obtain
the conclusion.
0
∞
x˜R2
x˜Rr
w˜2
w˜3x˜
L
3
−a1
−λ
x˜L2
−a2
−a3
γ˜u
Fig 2.7.4: The explanation of the behaviour of the paths in the proof of Lemma 2.7.7.
Lemma 2.7.7. The conclusion in Proposition 2.7.5 holds when l = 3.
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0
b1
−a2
∞
−a3
xRr
br
xR2
−a1
xL2
xL3
γ′u−λ
(a) γ ′u may not hit [xL2 ,0].
0
b1
−a2
∞
−a3
xRr
br
xR2
−a1
xL2
xL3
γ′u
−λ
γ′u(T
′
u)
(b) γ ′u may hit [xL2 ,0].
0
b1−a2
∞
−a3
xRr
br
xR2
−a1
xL2
xL3
γ′u−λ
γ′u(τ
′)
−3λ
−a3
γ
(c) γ ′u stays to the left of γ .
Fig 2.7.5: The explanation of the behaviour of paths in the proof of Lemma 2.7.7.
Proof. We divide the proof into three cases according to the boundary value: Case 1. a2 ≥ λ ; Case 2. a2 ∈ (−λ ,λ ),a1 <
a2+2λ ; Case 3. a2 ∈ (−λ ,λ ) and a1,a3 ≥ 2λ +a2. We treat these three cases separately.
Case 1. We assume that a2 ≥ λ . By a similar proof as the second step in the proof of Lemma 2.7.1, we have that the
conclusion holds by Lemma 2.7.6.
Case 2. We assume that a2 ∈ (−λ ,λ ) and a1 < a2+2λ . Suppose that
x˜L = (x˜L1 = 0 > x˜
L
2 > x˜
L
3 > x˜
L
4 =−∞), x˜R = (x˜R1 = 0 < x˜R2 < · · ·< x˜Rr < x˜Rr+1 = ∞)
are two sequences of points along ∂H. Suppose that h˜ is a GFF on H whose boundary value is
−a3 on (−∞, x˜L3), −λ on (x˜L3 , x˜L2), −a1 on (x˜L2 ,0),
and is
b j on (x˜Rj , x˜
R
j+1), for j = 1, ...,r.
Let γ˜ be the level line of h˜ starting from 0 targeted at ∞ and γ˜ ′ be the level line of −h˜ starting from ∞ targeted at 0. Set
u = λ +a2 ∈ (0,2λ ).
Let γ˜u be the level line of h˜ with height u starting from x˜L2 targeted at x˜
L
3 . See Figure 2.7.4. We summarize the relations between
γ˜ , γ˜ ′, and γ˜ ′u in the following.
(a) By Case 1, we have that γ˜ and γ˜ ′ are equal.
(b) By Theorem 1.1.4, we have that γ˜ stays to the right of γ˜u.
(c) Define E˜u to be the event that γ˜u reaches x˜L3 before hits the continuation threshold and that γ˜u does not hit the union of
the intervals (−∞, x˜L3 −1)∪ (x˜L2 +1,0)∪ [0,∞]. The conditions
−λ +u < λ , −a1+u >−λ
guarantee that E˜u has positive probability. On E˜u, define C to be the connected component of H\ γ˜u that has R+ on the
boundary, define w˜2 to be the last point of γ˜u that is contained in [x˜L2 ,0) and w˜3 to be the first point of γ˜u that is contained
in (−∞, x˜L3 ], and let ψ be any conformal map from C onto H that sends 0 to 0, ∞ to ∞.
Combining these three facts, we know that, given γ˜u and on E˜u, the paths ψ(γ˜ ′|C) and ψ(γ˜|C) are equal. For δ > 0, define
F˜δ = {ψ(w˜2) ∈ (xL2 −δ ,xL2 +δ )}
⋂
{ψ(w˜3) ∈ (xL3 −δ ,xL3 +δ )}
r⋂
j=2
{ψ(x˜Rj ) ∈ (xRj −δ ,xRj +δ )}.
We can properly choose the sequences x˜L, x˜R so that E˜u∩ F˜δ has positive probability. From the above analysis, we know that,
given γ˜u and on E˜u ∩ F˜δ , the level line of h˜|C ◦ψ−1 starting from 0 targeted at ∞ coincides with the level line of −h˜|C ◦
ψ−1 starting from ∞ targeted at 0. Note that, on E˜u ∩ F˜δ , the boundary value of h˜|C ◦ψ−1 is −a1 on (ψ(w˜2),0), is −a2
on (ψ(w˜3),ψ(w˜2)), is −a3 on (−∞,ψ(w˜3)), and is b j on (ψ(x˜Rj ),ψ(x˜Rj+1)) for j = 1, ...,r where ψ(w˜2) ∈ (xL2 − δ ,xL2 + δ ),
ψ(w˜3) ∈ (xL3 −δ ,xL3 +δ ) and ψ(x˜Rj ) ∈ (xRj −δ ,xRj +δ ). By a similar analysis as in Remark 2.7.2, we obtain the conclusion.
imsart-generic ver. 2011/11/15 file: GFF_Levellines_I.tex date: October 16, 2018
/Level Lines of GFF I 42
Case 3. We assume that a2 ∈ (−λ ,λ ),a1 ≥ 2λ + a2,a3 ≥ 2λ + a2. Set u = −2λ and let γ ′u be the level line of −h with
height u starting from ∞ targeted at xL3 .
First, we analyze the behavior of γ ′u. The conditions
a3+u >−λ , −br +u <−λ ,
guarantee the existence of γ ′u. The conditions
a2+u <−λ , −b j +u <−λ , for j = 1, ...,r,
guarantee that γ ′u can not hit the union (xL3 ,x
L
2)∪ (0,∞). There are two possibilities: either γ ′u reaches xL3 without hitting [xL2 ,0],
see Figure 2.7.5(a); or γ ′u hits [xL2 ,0], see Figure 2.7.5(b). In the former case, define T
′
u to be ∞; and in the latter case, define T ′u
to be the first time that γ ′u hits [xL2 ,0].
Second, we argue that γ ′u[0,T ′u ] stays to the left of γ . Suppose that τ ′ is any γ ′u-stopping time such that τ ′ < T ′u . Given
γ ′u[0,τ ′], the conditional law of γ is the same as the level line of h restricted toH\γ ′u[0,τ ′] whose boundary value is as depicted
in Figure 2.7.5(c). Therefore, given γ ′u[0,τ ′], the path γ can not hit the union (−∞,xL3)∪ γ ′u[0,τ ′]. This implies that γ ′u[0,τ ′]
stays to the left of γ . This holds for any τ ′ < T ′u . By the continuity of γ ′u and γ , we know that γ ′u[0,T ′u ] stays to the left of γ .
Finally, we show that γ ′ and γ are equal. We summarize the relation between γ,γ ′ and γ ′u as follows.
(a) By Theorem 1.1.4, we have that γ ′ stays to the right of γ ′u.
(b) By the above analysis, we have that γ stays to the right of γ ′u.
(c) Define C to be the connected component of H\ γ ′u that has R+ on the boundary. Given γ ′u, the boundary value of h|C is
as depicted in Figure 2.7.5(a) and (b).
Combining these three facts, given γ ′u, in the case that γ ′u does not hit [xL2 ,0] (Figure 2.7.5(a)), the paths γ
′ and γ are equal
by Case 2.; in the case that γ ′u hits [xL2 ,0] (Figure 2.7.5(b)), the paths γ
′ and γ are equal by Lemma 2.7.6. This completes the
proof.
Proof of Proposition 2.7.5. We will prove by induction on l. Lemmas 2.7.4, 2.7.6 and 2.7.7 imply that the conclusion holds
for l ≤ 3. Assume that the conclusion holds for l ≤ m for some m≥ 3, we will show that the conclusion holds for l = m+1.
First, we assume that there exists some j ∈ {2, ...,m} such that a j ≥ λ . By a similar proof as the second step in the proof
of Lemma 2.7.1, we have that the conclusion holds by induction hypothesis.
Second, we assume that there exists j0 ∈ {1, ...,m} such that
|a j0 −a j0+1|< 2λ .
By a similar proof of Case 2 in the proof of Lemma 2.7.7, we have that the conclusion holds.
Finally, we point out that, if we are not in the case of the first step, then we have that a2,a3 ∈ (−λ ,λ ) which implies that
|a2−a3| < 2λ , therefore we are in the case of the second step. Thus, the above two steps address all cases and complete the
proof.
Proof of Theorem 1.1.6. Theorem 1.1.6 is a direct consequence of Proposition 2.7.5.
Proof of Theorem 1.1.7. First, we assume that the boundary value of h is at most −λ on (y2,x), is at least λ on (x,y1), and
is in (−λ ,λ ) on (y1,∞]∪ [∞,y2). For i = 1,2, let γ ′i be the level line of −h starting from yi targeted at x. We summarize the
relations between γ1,γ2,γ ′1 and γ
′
2 in the following.
(a) By Lemma 2.7.1, we have that γ ′1 and γ1 are equal and that γ
′
2 and γ2 are equal.
(b) By Lemma 2.6.3, we have that, given γ1, the path γ ′2 first hits γ1 at γ1(T1) and merges with γ1 afterwards.
Combining these two facts, we obtain the conclusion.
Next, for the general boundary value, the conclusion can be proved by similar proof as the proofs of Lemmas 2.6.8 and
2.6.10.
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3. The coupling between GFF and CLE4 with time parameter
3.1. Radial SLE
The radial Loewner equation describes the evolution of hulls growing from the boundary of the unit disc U towards the origin.
Suppose that (Wt , t ≥ 0) is a continuous function from [0,∞) to ∂U. For each z ∈U, define the function gt(z) to be the solution
to Radial Loewner Equation
∂tgt(z) = gt(z)
Wt +gt(z)
Wt −gt(z) , g0(z) = z.
This is well-defined as long as Wt −gt(z) does not hit 0. Define
T (z) = sup{t > 0 : min
s∈[0,t]
|Ws−gs(z)|> 0}.
This is the largest time up to which gt(z) is well-defined. Set
Kt = {z ∈ U : T (z)≤ t}, Ut = U\Kt .
Then gt is the unique conformal map from Ut onto U such that gt(0) = 0 and g′t(0)> 0. In fact, g′t(0) = et . In other words, the
time is parameterized by minus the log conformal radius of Ut seen from the origin.
The family (Kt , t ≥ 0) is called the radial Loewner chain driven by (Wt , t ≥ 0). Radial SLEκ for κ ≥ 0 is the radial
Loewner chain driven by Wt = exp(i
√
κBt) where B is one-dimensional Brownian motion.
Proposition 3.1.1. For all κ ∈ [0,4], radial SLEκ is almost surely generated by a simple continuous curve γ , i.e. there exists
a simple continuous curve γ such that Kt = γ[0, t] for all t ≥ 0.
Proof. [LSW01, Proposition 4.2].
Define
Ψ(w,z) =−z z+w
z−w , Ψ˜(z,w) =
1
2
(Ψ(z,w)+Ψ(1/z¯,w)). (3.1.1)
Suppose κ > 0, ρ ∈ R, and V0 ∈ ∂U. Radial SLEκ(ρ) with force point V0 is the Loewner chain driven by W which is the
solution to the following SDE:
dWt = G (Wt ,dBt ,dt)+
ρ
2
Ψ˜(Vt ,Wt)dt, dVt =Ψ(Wt ,Vt)dt, (3.1.2)
where
G (Wt ,dBt ,dt) =−κ2 Wtdt+ i
√
κWtdBt . (3.1.3)
Note that the processes W and V take values in ∂U. We say that the process (Wt ,Vt) describes the radial SLEκ(ρ) process
with force point V0 and weight ρ .
We first explain the existence of the solution (Wt ,Vt) to Equation (3.1.2) for ρ > −2. Set θt = argWt − argVt , and assume
that θ0 ∈ (0,2pi), then θt satisfies the SDE:
dθt =
ρ+2
2
cot(θt/2)dt+
√
κdBt . (3.1.4)
The process is well defined up to T = inf{t ≥ 0 : θt ∈ {0,2pi}}. Note that, as θ→ 0, we have cot(θ/2) = (2/θ)+O(θ). Hence,
when θt is close to 0, the evolution of θt is absolutely continuous with respect to
√
κ times a Bessel process of dimension
d = 1+ 2(ρ + 2)/κ > 1. Similarly, when θt is close to 2pi , the process 2pi −θt is absolutely continuous with respect to
√
κ
times a Bessel process of the same dimension.
Note that
dVt =−Vt cot(θt2 )dt, Wt = e
iθtVt .
Thus the existence and uniqueness of the solution to Equation (3.1.4) guarantees the existence and uniqueness of the solution
(Wt ,Vt) to Equation (3.1.2).
Next we explain the geometric meaning of the process (Wt ,Vt): Wt is the image of the tip of Kt under gt . For Vt , there are
two different cases: if V0 6∈ Kt , then Vt is the image of V0 under gt ; if V0 ∈ Kt , then Vt is the image of the last point on the
boundary that K hits by time t under gt . See Figure 3.1.1.
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(a) If V0 6∈ Kt , then Vt is the image of V0 under gt . If ρ ≥ κ/2−2,
this holds for all time.
0
Wt
gt
Kt
0
Vt
g
−1
t
(Vt)
V0
(b) If V0 ∈ Kt , then Vt is the image of the last point in ∂U∩Kt
under gt .
Fig 3.1.1: The geometric meaning of (Wt ,Vt) in radial SLEκ(ρ) process.
The relation between radial SLEκ(ρ) for different ρ’s is as follows: Suppose that κ > 0, ρ > −2, ρ˜ > −2, V0 ∈ ∂U. Let
(Kt , t ≥ 0) be the radial Loewner chain corresponding to the radial SLEκ(ρ) process with force point V0, and (gt , t ≥ 0) be the
corresponding family of conformal maps. Define
Mt = g′t(0)
(ρ˜−ρ)(ρ˜+ρ+4)/(8κ)×|gt(V0)−Wt |(ρ˜−ρ)/κ ×|g′t(V0)|(ρ˜−ρ)(ρ˜+ρ+4−κ)/(4κ).
Then Mt is well-defined up to the first time Wt collides with Vt , and is a local martingale. The law of K weighted by M is
the same as that of a radial SLEκ(ρ˜) process with force point V0 as long as one stops at a bounded stopping time that occurs
before Wt gets within some fixed distance of Vt .
One can also consider the radial SLEκ(ρL;ρR) with two boundary force points V L0 ,V
R
0 ∈ ∂U.
Definition 3.1.2. Fix κ > 0, ρL,ρR ∈ R, and three boundary points V L0 ,W0,V R0 which are located on ∂U in counterclockwise
order. Let Bt be a standard Brownian motion. We will say that the process (Wt ,V Lt ,V
R
t ) describes a radial SLEκ(ρL;ρR)
process with force points (V L0 ;V
R
0 ) if they are adapted to the filtration of B and the following hold:
(1) The processes Wt ,V Lt ,V
R
t and Bt satisfy the following SDE system on the time intervals on which Wt does not collide
with any of V Lt , V
R
t .
dWt = G (Wt ,dBt ,dt)+
ρL
2
Ψ˜(V Lt ,Wt)dt+
ρR
2
Ψ˜(V Rt ,Wt)dt
dV Lt =Ψ(Wt ,V
L
t )dt, dV
R
t =Ψ(Wt ,V
R
t )dt
where the functions Ψ,Ψ˜,G are defined as in Equations (3.1.1) and (3.1.3).
(2) We have instantaneous reflection of Wt off of the V Lt and V
R
t .
(3) We also have almost surely that
V Lt =V
L
0 +
∫ t
0
Ψ(Ws,V Ls )ds, V
R
t =V
R
0 +
∫ t
0
Ψ(Ws,V Rs )ds.
Define the continuation threshold for the process (Wt ,V Lt ,V Rt ):
• if ρL ≤−2 < ρR, the continuation threshold is the infimum of t for which Wt =V Lt ;
• if ρR ≤−2 < ρL, the continuation threshold is the infimum of t for which Wt =V Rt ;
• if ρL ≤−2,ρR ≤−2, the continuation threshold is the infimum of t for which either Wt =V Lt or Wt =V Rt ;
• if ρL >−2,ρR >−2, ρL+ρR ≤−2, the continuation threshold is the infimum of t for which V Lt =Wt =V Rt ;
• if ρL >−2,ρR >−2,ρL+ρR >−2, the continuation threshold is never reached.
Lemma 3.1.3. In the setting of Definition 3.1.2, the joint law of (Bt ,Wt ,V Lt ,V Rt ) is uniquely determined up to the continuation
threshold. Under this law, (Bt ,Wt ,V Lt ,V
R
t ) is a continuous multidimensional Markovian process indexed by t.
Proof. This can be proved by a similar proof as the proof of Proposition 2.1.5.
There is a close relation between radial SLE and chordal SLE. To describe this relation, we need to introduce chordal SLE
with interior force point. We will not address the most general case, we only introduce the process that we will use in the
current paper: chordal SLE with two boundary force points and one interior force point.
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Definition 3.1.4. Fix κ ≥ 0, ρL,ρR,ρ I ∈R, and xL ≤ 0≤ xR, z ∈H. Chordal SLEκ(ρL;ρR;ρ I) with force points (xL;xR;z) is
the chordal Loewner chain driven by W which is the solution to the following SDE:
dWt =
√
κdBt +
ρLdt
Wt −V Lt
+
ρRdt
Wt −V Rt
+ℜ
ρ I
Wt −V It
dt,
dV Lt =
2dt
V Lt −Wt
, dV Rt =
2dt
V Rt −Wt
, dV It =
2dt
V It −Wt
, W0 = 0,V L0 = x
L,V R0 = x
R,V I0 = z.
We can define chordal SLE in the unit disc via conformal transformations. Fix four boundary points V L0 ,W0,V
R
0 ,V
∞ along
∂Uwhich are located in counterclockwise order. Define φ to be the conformal map fromH ontoU such that φ(0)=W0,φ(∞)=
V∞. Define chordal SLEκ(ρL;ρR;ρ I) in U starting from W0 targeted at V∞ with force points (V L0 ;V R0 ;0) to be the image of
chordal SLEκ(ρL;ρR;ρ I) in H with force points (φ−1(V L0 );φ−1(V R0 );φ−1(0)) under the conformal map φ . Chordal SLE with
interior force point and radial SLE are closely related.
Lemma 3.1.5. Fix κ ≥ 0, ρL,ρR,ρ I ∈ R. Fix four boundary points V L0 ,W0,V R0 ,V∞ along ∂U which are located in coun-
terclockwise order. Let γ1 be the chordal SLEκ(ρL;ρR;ρ I) process in U starting from W0 targeted at V∞ with force points
(V L0 ;V
R
0 ;0). Define τ1 to be the first time that V
∞ and the origin are disconnected by γ1. Let γ2 be the radial SLEκ(ρL;ρR)
starting from W0 with force points (V L0 ;V
R
0 ). Define τ2 be the first time that V
∞ and the origin are disconnected by γ2. Assume
that
ρL+ρR+ρ I = κ−6.
Then the path γ1 stopped at τ1 has the same law as the path γ2 stopped at τ2 (up to time change).
Proof. Combining Proposition 2.1.5, Lemma 3.1.3 and [SW05, Theorem 3].
3.2. Conformal Loop Ensemble
3.2.1. Carathe´odory topology
We say that a sequence of functions fn on a domain D converges to f uniformly on compact sets if, for any compact K ⊂ D,
the functions fn converge to f uniformly on K.
Suppose that (Dn,n ≥ 1) is a sequence of simply connected domains other than C containing the origin, and let fn be the
conformal map from U onto Dn such that fn(0) = 0, f ′n(0)> 0. We define convergence in Carathe´odory topology as follows:
(1) Dn converges to C if f ′n(0)→ ∞.
(2) Dn converges to {0} if f ′n(0)→ 0.
(3) Dn converges to D (which is simply connected other than C) if fn converges to f uniformly on compact sets where f is
the conformal transformation from U onto D such that f (0) = 0, f ′(0)> 0.
If (Dn,n≥ 1) is a sequence of simply connected domains other than C containing some fixed z. We say that Dn converges to
D in Carathe´odory topology seen from z if Dn− z converges to D− z in the above sense.
Lemma 3.2.1. Suppose that Dn and D are simply connected domains other thanC containing the origin. Assume that (Dn,n≥
1) is decreasing:
Dn+1 ⊆ Dn, for all n≥ 1;
and that
D⊆ Dn, for all n≥ 1.
Then (Dn,n ≥ 1) converges to D in Carathe´odory topology if and only if the sequence of conformal radius (CR(Dn),n ≥ 1)
converges to CR(D).
Proof. We only need to show that the convergence in conformal radii implies the convergence in Carathe´odory topology. Let
fn be the conformal map from U onto Dn such that fn(0) = 0, f ′n(0)> 0, and f be the conformal map from U onto D such that
f (0) = 0, f ′(0)> 0.
From [Law05, Proposition 3.61], we know that there exist a conformal map f˜ from U onto some D˜ = f˜ (U) and a
subsequence fn j such that fn j converges to f˜ uniformly on compact sets. Therefore, the sequence Dn j converges to D˜ in
Carathe´odory topology. Furthermore f ′n j(0)→ f˜ ′(0). We have the following observations.
(a) Since D⊆ Dn for all n, we have that D⊆ D˜.
(b) Since CR(Dn)→ CR(D) as n→ ∞, we have that f ′(0) = f˜ ′(0).
Combining these two facts, we have that D = D˜. Therefore, Dn j converges to D in Carathe´odory topology. Since the sequence
(Dn,n≥ 1) is decreasing, we have that Dn converges to D in Carathe´odory topology.
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3.2.2. CLE and the exploration process
In this section, we recall some features of CLE and we refer to [SW12] for details and proofs of the statements. CLE in U is a
collection Γ of non-nested disjoint simple loops (γ j, j ∈ J) in U that possesses the following two properties.
(1) [Conformal Invariance] For any Mo¨bius transformation Φ of U onto itself, the laws of Γ and Φ(Γ) are the same.
This makes it possible to define, for any non-trivial simply connected domain D (that can therefore be viewed as the
conformal image of U via some map Φ˜), the law of CLE in D as the distribution of Φ˜(Γ) (because this distribution does
not depend on the actual choice of conformal map Φ˜ from U onto D).
(2) [Domain Markov Property] For any non-trivial simply connected domain D⊂U, define the set D∗ =D∗(D,Γ) obtained
by removing from D all the loops (and their interiors) of Γ that do not entirely lie in D. Then, conditionally on D∗, and
for each connected component U of D∗, the law of those loops of Γ that do stay in U is exactly that of a CLE in U .
The loops in CLE are SLEκ -type loops for some κ ∈ (8/3,4]. In fact, for each such value of κ , there exists exactly one CLE
distribution that has SLEκ -type loops. We denote the corresponding CLE by CLEκ for κ ∈ (8/3,4].
We call l a bubble in U if l ⊂U is homeomorphic to the unit circle and l∩∂U contains exactly one point; we call the point
in l∩∂U the root of l, denoted by R(l).
In [SW12], the authors introduce a discrete exploration process of CLE loop configuration. The conformal invariance and
the domain Markov property make the discrete exploration easy to control. Consider a CLE in U, draw a small disc B(x,ε)
with center x ∈ ∂U, let lε be the loop that intersects B(x,ε) with largest radius. Define the quantity
u(ε) = P[lε surrounds the origin].
In fact, u(ε) = εβ+o(1) as ε goes to zero where β = 8/κ−1.
Lemma 3.2.2. The law of lε normalized by 1/u(ε) converges towards a limit measure, denoted by M(x).
Proof. [SW12, Section 4].
f 1
(a) If we do not discover the loop surrounding the origin, define f ε1 to be the conformal
map from the to-be-explored domain onto the unit disc such that f ε1 (0) = 0, ( f
ε
1 )
′(0)> 0.
(b) After a finite number of steps, we will
discover the loop surrounding the origin.
Fig 3.2.1: Explanation of the discrete exploration process of CLE.
Because of the conformal invariance and the domain Markov property, we can repeat the “small semi-disc exploration”
until we discover the loop containing the origin: Suppose we have a CLE loop configuration in the unit disc U. We draw a
small semi-disc of radius ε whose center is uniformly chosen on the unit circle. The loops that intersect this small semi-disc
are the loops discovered. If we do not discover the loop surrounding the origin, we refer to the connected component of the
remaining domain that contains the origin as the to-be-explored domain. Let f ε1 be the conformal map from the to-be-explored
domain onto U such that f ε1 (0) = 0,( f ε1 )′(0)> 0. We also define lε1 to be the loop discovered with largest radius. Because of
the conformal invariance and the domain Markov property of CLE, the image of the loops in the to-be-explored domain under
the conformal map f ε1 has the same law as simple CLE in the unit disc. Thus we can repeat the same procedure for the image
of the loops under f ε1 . We draw a small semi-disc of radius ε whose center is uniformly chosen on the unit circle. The loops
that intersect the small semi-disc are the loops discovered at the second step. If we do not discover the loop surrounding the
origin, define the conformal map f ε2 from the to-be-explored domain onto U such that f ε2 (0) = 0,( f ε2 )′(0) > 0. The image
of the loops in the to-be-explored domain under f ε2 has the same law as CLE in the unit disc, etc. At some finite step N, we
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discover the loop surrounding the origin, we define lεN to be the loop surrounding the origin discovered at this step and stop
the exploration. We summarize the properties and notations in this discrete exploration below. See Figure 3.2.1.
(a) Before N, all steps of discrete exploration are i.i.d.
(b) The number of the step N, when we discover the loop surrounding the origin, has the geometric distribution:
P[N > n] = P[lεdoes not surround the origin]n = (1−u(ε))n.
(c) Define the conformal map
Φε = f εN−1 ◦ · · · ◦ f ε2 ◦ f ε1 .
As ε goes to zero, the discrete exploration will converge to a Poisson point process of bubbles with intensity measure given
by
M =
∫
∂U
dxM(x)
where dx is Lebesgue length measure on ∂U.
Now we can reconstruct CLE loops from the Poisson point process of SLE bubbles. Let (lt , t ≥ 0) be a Poisson point
process with intensity M. Namely, let ((l j, t j), j ∈ J) be a Poisson point process with intensity M× [0,∞), and then arrange the
bubble according to the time t j, i.e. denote lt as the bubble l j if t = t j, and lt is empty set if there is no t j that equals t. Clearly,
there are only countably many bubbles in (lt , t ≥ 0) that are not empty set. Define
τ = inf{t : lt surrounds the origin}.
For each t < τ , the bubble lt does not surround the origin. Define ft to be the conformal map from the connected component
of U \ lt containing the origin onto the unit disc such that ft(0) = 0, f ′t (0) > 0. For this Poisson point process, we have the
following properties:
(a) τ has the exponential law: P[τ > t] = e−t .
(b) For δ > 0 small, let t1(δ ), t2(δ ), ..., t j(δ ) be the times t before τ at which the bubble lt has radius greater than δ . Define
Ψδ = ft j(δ ) ◦ · · · ◦ ft1(δ ). Then Ψδ almost surely converges towards some conformal map Ψ in Carathe´odory topology
seen from the origin as δ goes to zero. Therefore Ψ can be interpreted as Ψ= ◦t<τ ft .
(c) Generally, for each t ≤ τ , we can define Ψt = ◦s<t fs. Then
(Lt :=Ψ−1t (lt),0≤ t ≤ τ)
is a collection of loops in the unit disc and Lτ is a loop surrounding the origin.
The relation between this Poisson point process of bubbles and the discrete exploration process we described above is given
via the following result.
Proposition 3.2.3. Φε converges in distribution to Ψ in Carathe´odory topology seen from the origin. Moreover, the loop Lτ
has the same law as the loop of CLE in U that surrounds the origin.
Proof. [SW12, Section 7].
The results in this section hold for all κ ∈ (8/3,4]. In the next section, we will point out a particular property that only
holds for κ = 4.
3.2.3. CLE4 with time parameter
In this section, we will introduce CLE4 with time parameter. We refer to [WW13] for the details and proofs of the statements.
Throughout this section, we fix κ = 4. Recall that M(x) is the SLE bubble measure rooted at x ∈ ∂U defined in Lemma 3.2.2,
and M is defined by
M =
∫
x∈∂U
dxM(x).
The following property only holds for κ = 4 and it is the most important ingredient in the construction of CLE4 with time
parameter.
Lemma 3.2.4. When κ = 4, the bubble measure M is conformally invariant: for any Mo¨bius transformation φ of U, we have
φ ◦M = M.
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Proof. [WW13, Lemma 6].
We call M the SLE4 bubble measure uniformly rooted over the boundary. Let (lt , t ≥ 0) be a Poisson point process with
intensity M. The sequence of loops (Lt ,0 ≤ t ≤ τ) is obtained from (lt , t ≥ 0) by targeting at the origin described in Section
3.2.2. In fact, we can construct a sequence of loops (Lzt ,0 ≤ t ≤ τz) from (lt , t ≥ 0) by targeting at any interior point z ∈ U.
Given (lt , t ≥ 0), define
τz = inf{t : lt surrounds z}.
For each t < τz, let f zt be the conformal map from the connected component of U \ lt that contains z onto U such that
f zt (z) = z,( f
z
t )
′(z)> 0. For each t ≤ τz, define Ψzt = ◦s<t f zs . Then(
Lzt = (Ψ
z
t )
−1(lt),0≤ t ≤ τz
)
is a collection of loops in the unit disc and Lzτz has the same law as the loop in CLE that surrounds z.
The conformal invariance in M leads to the following “target-independent property”. Suppose that we have two distinct
target points z,w ∈ U, the process (Lzt ,0 ≤ t ≤ τz) and the process (Lwt ,0 ≤ t ≤ τw), up to the first time that z and w are
disconnected, have the same law [WW13, Lemma 8]. Therefore, we can couple the two processes in the following way: up
to the first time that z and w are disconnected, the two processes of loops coincide; and after the disconnecting time, the two
processes evolve independently towards their target points respectively. Consequently, it is possible to couple (Lzt ,0≤ t ≤ τz)
for all z ∈ U simultaneously in the way that, for any two points z,w ∈ U, the previous statement holds. This is the conformal
invariant growing mechanism in CLE4 constructed in [WW13]. From this growing process, we obtain a collection of CLE4
loops Γ and, moreover, each loop has a time parameter: ((L, tL),L ∈ Γ). We call ((L, tL),L ∈ Γ) CLE4 with time parameter.
It satisfies conformal invariance in the following sense.
Proposition 3.2.5. For t ≥ 0, let Ut be the domain obtained by removing from U all the loops L ∈ Γ with tL ≤ t. Then, for any
Mo¨bius transformation φ of U, the process (φ(Ut), t ≥ 0) has the same law as the process (Ut , t ≥ 0).
Proof. [WW13, Proposition 9].
3.3. Level lines targeted at interior points
In Section 2, we studied the level line of GFF starting from a boundary point and targeted at a distinct boundary point. In this
section, we will study the level line of GFF starting from a boundary point and targeted at an interior point.
x
z
y1
γx→z(t1)
λ
−λ
(a) Start the curve by the level line starting
from x targeted at y1 stopped at the first dis-
connecting time t1.
x
z
y1
γx→z(t2)
λ
−λ
y2
λ
−λ
λ
(b) Continue by the level line starting from
γx→z(t1) targeted at y2 stopped at the first
disconnecting time t2.
x
z
y1
γx→z(t3)
λ
−λ
y2
−λ
λ
y3
−λ
(c) Continue by the level line starting from
γx→z(t2) targeted at y3 stopped at the first
disconnecting time t3.
Fig 3.3.1: The explanation of generating level lines targeted at interior point. In this figure, the continuation threshold is hit at
t3.
Suppose that h is a GFF on U whose boundary value is piecewise constant. Fix a boundary point x ∈ ∂U and an interior
point z ∈ U. We define the level line of h starting from x targeted at z, denoted by γx→z, in the following way. See Figure
3.3.1.
Pick a point y1 ∈ ∂U different from x. We start γx→z by the level line of h starting from x targeted at y1. We parameterize
the curve by minus the log of the conformal radius of U\ γx→z[0, t] seen from z. Namely, the curve γx→z is parameterized so
that
CR(U\ γx→z[0, t];z) = e−t .
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Define t1 to be the first disconnecting time: the first time t that y1 is not on the boundary of the connected component of
U \ γx→z[0, t] that contains z. Denote by U1 the connected component of U \ γx→z[0, t1] that contains z. Generally, when
γx→z[0, tk] and Uk are defined for some k ≥ 1, we pick yk+1 on the boundary of Uk different from γx→z(tk). Given γx→z[0, tk],
we continue the curve by the level line of h restricted to Uk starting from γx→z(tk) targeted at yk+1 and parameterize the curve
by minus the log of the conformal radius seen from z. Define tk+1 to be the first disconnecting time: the first time t that yk+1 is
not on the boundary of the connected component of Uk \γx→z[tk, t] that contains z. Denote by Uk+1 the connected component of
Uk \ γx→z[tk, tk+1] that contains z. We continue this procedure until the curve hits the continuation threshold τ . We summarize
some basic properties of γx→z in the following.
(a) The curve γx→z is parameterized by minus the log of the conformal radius:
CR(U\ γx→z[0, t];z) = e−t .
(b) By the target-independent property of the level lines in Theorem 1.1.7, we have that the curve (γx→z(t),0 ≤ t ≤ τ) is
independent of the choice of the sequence (yk,k ≥ 1).
(c) The curve (γx→z(t),0 ≤ t ≤ τ) is almost surely determined by the field h and is almost surely continuous up to and
including the continuation threshold.
Generally, for u ∈ R, the level line of h with height u starting from x targeted at z, denoted by γx→zu , is the level line of
h+u starting from x targeted at z.
W0
V L0a
V R0
λ
−λ
a
a
0
(a) The boundary value of the initial field.
W0
V L0a
V R0
λ
−λ
a
a
0
λ
λ
λ
λ
−λ
−λ
(b) The boundary value of the field given the level line.
Fig 3.3.2: The boundary value of the field in Proposition 3.3.1.
By Lemma 3.1.5, the level line targeted at interior point is radial SLE4(ρ) process and we record this fact in the following
proposition.
Proposition 3.3.1. Fix a ∈ (−λ ,λ ) and three boundary points V L0 ,W0,V R0 that are located on ∂U in counterclockwise order.
Suppose that h is a GFF on U whose boundary value is −λ on (V L0 ,W0), is λ on (W0,V R0 ), and is a on (V R0 ,V L0 ) (the intervals
are counterclockwise). See Figure 3.3.2(a).
Suppose that γ is a radial SLE4(ρL;ρR) process starting from W0 with two force points (V L0 ;V
R
0 ) and the corresponding
weights
ρL =−a/λ −1, ρR = a/λ −1.
Note that the continuation threshold of γ is hit at the following time
τ = inf{t > 0 : V Lt =Wt =V Rt },
which is almost surely finite.
There exists a coupling between h and γ so that the following is true. Suppose that τ˜ is any γ-stopping time less than the
continuation threshold for γ . Then, given γ[0, τ˜], the conditional law of h restricted to U \ γ[0, τ˜] is GFF in each connected
component whose boundary value is consistent with h on ∂U and is λ to the right of γ and is −λ to the left of γ . See Figure
3.3.2(b).
Furthermore, in this coupling, the path γ is almost surely determined by h and is continuous up to and including the
continuation threshold.
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W0
V L0a
V R0
λ
−λ
a
a
0
λλ
λ
γ(τ)
(a) The conditional mean is λ . As t ↑ τ , we have arg(Wt) −
arg(V Lt )→ 0, arg(V Rt )− arg(Wt)→ 2pi .
W0
V L0a
V R0
λ
−λ
a
a
0
λ
λ −λ
γ(τ)
−λ
(b) The conditional mean is −λ . As t ↑ τ , we have arg(Wt)−
arg(V Lt )→ 2pi , arg(V Rt )− arg(Wt)→ 0.
Fig 3.3.3: The explanation of the conditional mean of the field given γ[0,τ] in Corollary 3.3.2.
Corollary 3.3.2. Assume the same setting as in Proposition 3.3.1. Denote by C the mean of h. Given γ[0,τ], denote by Uτ the
connected component of U \ γ[0,τ] that contains the origin and denote by Cγ[0,τ] the conditional mean of h restricted to Uτ .
Then there are two possibilities (see Figure 3.3.3):
either Cγ[0,τ](0) = λ , or Cγ[0,τ](0) =−λ .
Furthermore,
P
[
Cγ[0,τ](0) = λ
]
=
λ +C (0)
2λ
, P
[
Cγ[0,τ](0) =−λ
]
=
λ −C (0)
2λ
.
Proof. For ε > 0 small, recall that the average of h in B(z,ε), denoted by hε(z), is defined through Equation (??). We have the
following.
(a) The variable hε(0) is a Gaussian with mean C (0) and variance − logε .
(b) Given γ[0,τ] and on the event [B(0,ε)⊂Uτ ], the variable hε(0) is a Gaussian with meanCγ[0,τ](0) and variance− logε−
τ (recall that τ is minus the log of the conformal radius of Uτ ).
Combining these two facts and letting ε go to zero, we have that
E
[
Cγ[0,τ](0)
]
= C (0).
This implies the conclusion.
x
y1 y2
(a) The two paths coincide up to and including the first disconnect-
ing time.
x2
y1 y2
x1
(b) The two paths merge upon intersecting, and continue together
until the first disconnecting time.
Fig 3.3.4: The explanation of the behavior of the paths in Proposition 3.3.3 and in Remark 3.3.4.
By the construction of the level lines targeted at interior points, we have that these level lines also satisfy target-independent
property.
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Proposition 3.3.3. [Generalization of Theorem 1.1.7] Suppose that h is a GFF on U whose boundary value is piecewise
constant. Fix three points x ∈ ∂U and y1,y2 ∈U. For i= 1,2, let γi be the level line of h starting from x targeted at yi; define Ti
to be the first disconnecting time: Ti is the inf of time t such that y1,y2 are not in the same connected component of U\ γi[0, t].
See Figure 3.3.4(a). Then, almost surely, the paths γ1 and γ2 coincide up to and including the first disconnecting time (up to
time change); given (γ1[0,T1],γ2[0,T2]), the two paths continue towards their target points independently.
Furthermore, the same conclusion holds when one or two of the target points are on the boundary.
Remark 3.3.4. A similar conclusion as in Proposition 3.3.3 also holds when the two starting points are distinct. Suppose that
h is a GFF on U whose boundary value is piecewise constant. Fix two distinct starting points x1,x2 ∈ ∂U and two distinct
target points y1,y2 ∈ U. For i = 1,2, let γi be the level line of h starting from xi targeted at yi. On the event that the two paths
γ1,γ2 hit each other, the two paths will merge upon intersecting, continue together until the first disconnecting time after which
the two paths continue towards their own target points independently. See Figure 3.3.4(b).
x
z
γxu(τ)
λ−u−λ−u
λ−u
(a) The level line γxu with height u starting from a boundary point x
targeted at z.
z
λ−u−λ−u
λ−u
(b) The level loop with height u starting from the boundary targeted
at z.
Fig 3.3.5: The boundary value of the field in Lemma 3.3.5.
Suppose that h is a zero-boundary GFF on U. Fix a height u ∈ (−λ ,λ ) and a target point z ∈ U. Let γxu be the level line
of h with height u starting from x ∈ ∂U targeted at z, and define τ to be its continuation threshold. Let Uτ be the connected
component of U \ γxu [0,τ] that contains z, and let Lu be the oriented boundary of Uτ . By Remark 3.3.4, we know that Lu is
independent of the starting point x. In other words, the level line γxu depends on x but Lu does not. We call Lu the level loop of
h starting from the boundary targeted at z. We denote by int(Lu) the connected component of U\Lu that contains z. We record
some basic properties of the level loop in the following lemma.
Lemma 3.3.5. Suppose that h is a zero-boundary GFF on U. Fix a height u ∈ (−λ ,λ ) and a target point z ∈U. Let Lu be the
level loop of h starting from the boundary ∂U targeted at z. Then we have the following.
(1) Lu is oriented either clockwise or counterclockwise and is homeomorphic to the unit disc.
(2) Lu∩∂U 6= /0.
(3) Given Lu, the conditional law of h restricted to each connected component of U \ Lu is the same as GFF’s whose
boundary value is zero on ∂U, is λ −u to the right of Lu, and is −λ −u to the left of Lu. See Figure 3.3.5. In particular,
the conditional law of h restricted to int(Lu) is the same as a GFF whose boundary value is{
λ −u, if Lu is clockwise,
−λ −u, if Lu is counterclockwise.
Moreover, the loop Lu is almost surely determined by h and
P [Lu is clockwise] =
λ +u
2λ
, P [Lu is counterclockwise] =
λ −u
2λ
.
In fact, the three properties in Lemma 3.3.5 characterize the level loop of GFF.
Lemma 3.3.6. Suppose that h is a zero-boundary GFF on U. Fix a height u ∈ (−λ ,λ ) and a target point z ∈ U. Let Lu be
the level loop of h starting from the boundary ∂U targeted at z. Assume that L˜ is an oriented loop in U satisfying the three
properties in Lemma 3.3.5. Then almost surely L˜ and Lu are equal.
Proof. For x ∈ ∂U, let γxu be the level line of h with height u starting from x targeted at z. We have the following observations.
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(a) On the event that γxu hits L˜, the level line γxu will merge with L˜ (since L˜ satisfies the third property in Lemma 3.3.5) upon
intersecting; therefore, L˜ and Lu are equal.
(b) L˜∩∂U 6= /0.
Combining these two facts, we obtain the conclusion.
x
z γxu(τu)
(a) Lu is the boundary of the connected component of U\ γxu [0,τu]
that contains z.
x
z γ
x
u(τu)
γxv (τv,u)
(b) Since γxv stays to the left of γxu , the path γxv [0,τv,u] is outside of
Lu.
Fig 3.3.6: The explanation of the behavior of the paths in Proposition 3.3.7.
The following proposition addresses the interaction between two level loops.
Proposition 3.3.7. Suppose that h is a zero-boundary GFF on U. Fix a target point z ∈ U. For a ∈ (−λ ,λ ), denote by La the
level loop of h with height a starting from the boundary ∂U targeted at z. Fix u ∈ (−λ ,λ ).
If Lu is clockwise, then, for any v ∈ (u,λ ), the loop Lv is outside of Lu and is also clockwise. Moreover, given Lv, the
conditional law of Lu is the same as the level loop of a zero-boundary GFF on int(Lv) with height λ − v+u starting from the
boundary Lv targeted at z, conditioned on the event that the loop is clockwise.
If Lu is counterclockwise, then, for any v ∈ (−λ ,u), the loop Lv is outside of Lu and is also counterclockwise. Moreover,
given Lv, the conditional law of Lu is the same as the level loop of a zero-boundary GFF on int(Lv) with height −λ − v+ u
starting from the boundary Lv targeted at z, conditioned on the event that the loop is counterclockwise.
Proof. We only need to prove the conclusion when Lu is clockwise. Let γxu (resp. γxv ) be the level line of h with height u (resp.
height v) starting from x ∈ ∂U targeted at z and τu (resp. τv) be its continuation threshold. By the construction of level lines
targeted at interior point and Theorem 1.1.4, we know that γxv stays to the left of γxu until the time that γxv reaches γxu(τu), say
at time τv,u < τv. See Figure 3.3.6. This implies that γxv [0,τv,u] is outside of Lu. This holds for any x and we know that Lv is
independent of x, thus Lv is outside of Lu.
Suppose that h is a zero-boundary GFF on U and u ∈ (−λ ,λ ). Fix a target point z ∈ U. Let Lu be the level loop of h with
height u starting from the boundary targeted at z. The rest of this section is devoted to the study of the asymptotic behavior of
the level loop Lu as u→−λ .
There are two possibilities for the orientation of Lu: counterclockwise (with probability (λ − u)/2λ ) or clockwise (with
probability (λ +u)/2λ ). Lemma 3.3.8 addresses the first case: when Lu is counterclockwise, the loop will converge to ∂U as
u→−λ . See Figure 3.3.7(a). Lemma 3.3.9 addresses the second case: when (conditioned on) Lu is clockwise, the loop will
converge to some bubble as u→−λ . See Figure 3.3.7(b).
Lemma 3.3.8. Suppose that h is a zero-boundary GFF on U. Fix a target point z ∈U. Let Lu be the level loop of h with height
u ∈ (−λ ,λ ) starting from the boundary targeted at z. Then, almost surely,
CR(int(Lu);z)→ 1, as u→−λ .
Moreover, there exists a universal constant c such that
E[− logCR(int(Lu);z) |Lu is counterclockwise] = c(λ +u). (3.3.1)
Proof. First, we show that CR(int(Lu);z) is almost surely monotone as u → −λ . For u0 ∈ (−λ ,λ ), suppose that Lu0 is
counterclockwise. By Proposition 3.3.7, we know that, for u0 > u > v > −λ , the loops Lu and Lv are counterclockwise and
that Lv is outside of Lu. Therefore,
CR(int(Lu);z)≤ CR(int(Lv);z)≤ 1.
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x
z
(a) When Lu is counterclockwise, the loop converges to ∂U as u→
−λ .
x
z
(b) When Lu is clockwise, the loop converges to some bubble as
u→−λ .
Fig 3.3.7: The explanation of the behavior of the paths in Lemmas 3.3.8 and 3.3.9.
z
−λ−v
−λ−u
z
−λ−v
−λ−u
φ
Fig 3.3.8: In the proof of Equation (3.3.1), let φ be the conformal map from int(Lv) onto U, then φ(Lu) has the same law as
the level loop with height −λ +δ − ε .
Thus, on the event [Lu0 is counterclockwise], the sequence (CR(int(Lu);z),u ∈ (−λ ,u0)) is monotone. Note that the event
[Lu0 is counterclockwise] has probability (λ −u0)/2λ . Letting u0→−λ , we obtain the conclusion.
Second, we have the following observations.
(a) The sequence CR(int(Lu);z) is almost surely monotone as u→−λ .
(b) The sequence CR(int(Lu);z) converges to 1 in distribution as u→−λ .
Combining these two facts, we have that, almost surely, CR(int(Lu);z)→ 1 as u→−λ .
Finally, we show Equation (3.3.1). For u0 ∈ (−λ ,λ ), suppose that Lu0 is counterclockwise. Then, for u ∈ (−λ ,u0), the
loop Lu is counterclockwise; define
F(λ +u) =− logCR(int(Lu);z).
Let δ > ε > 0 be small and set u =−λ +δ , v =−λ + ε . We have the following observations.
(a) The loops Lu,Lv are counterclockwise and Lv is outside of Lu. Define φ to be the conformal map from int(Lv) onto U
such that φ(z) = z,φ ′(z)> 0. Then
CR(int(Lu);z) = CR(int(Lv);z)×CR(int(φ(Lu));z).
(b) Given Lv, the loop φ(Lu) has the same law as the level loop of zero-boundary GFF in U with height −λ + δ − ε . See
Figure 3.3.8. Thus
− logCR(int(φ(Lu));z) d= F(δ − ε).
Combining these two facts, we have that
F(δ ) d= F(ε)+ F˜(δ − ε)
where F˜(δ − ε) is a copy of F(δ − ε) and is independent of F(ε). Therefore, there exists a universal constant c such that
E[F(λ +u) |Lu is counterclockwise] = c(λ +u).
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Lemma 3.3.9. Suppose that h is a zero-boundary GFF on U. Fix a target point z ∈U. Let Lu be the level loop of h with height
u ∈ (−λ ,λ ) starting from the boundary targeted at z. Denote by µzu the law of Lu conditioned on the event [Lu is clockwise].
Then, as u→−λ , the measure µzu converges to some limit measure, denoted by µz, in Carathe´odory topology seen from z.
Moreover, the limit measure µz is conformal invariant: for any Mo¨bius transformation φ of U, we have that
φ ◦µz = µφ(z).
Proof. For u > v > −λ , on the event [Lv is clockwise], we know that Lu is also clockwise and that Lv is inside of Lu. By
Lemma 3.2.1, to show the convergence in Carathe´odory topology, we only need to show the convergence in CR(int(Lu);z).
Suppose that F is any bounded Lipschitz function.
|µzu [F (− logCR(int(L);z))]−µzv [F (− logCR(int(L);z))] |
= |E[F(− logCR(int(Lu);z))−F(− logCR(int(Lv);z)) |Lv is clockwise]|
. E
[
log
CR(int(Lu);z)
CR(int(Lv);z)
|Lv is clockwise
]
.
Given [Lv is clockwise] and Lu, the conditional law of Lv is the same as the level loop of a zero-boundary GFF with height
λ −u+ v. Define φ to be the conformal map from int(Lu) onto U such that φ(z) = z,φ ′(z)> 0. Then we have that
E
[
log
CR(int(Lu);z)
CR(int(Lv);z)
|Lv is clockwise
]
= E[− logCR(int(φ(Lv));z) |Lv is clockwise]
. |u− v| (By Equation (3.3.1)).
This implies the convergence.
The conformal invariance in the limit measure is inherited from the conformal invariance in the level loops: for any Mo¨bius
transformation φ of U, the loop φ(Lu) has the same law as the level loop with height u targeted at φ(z).
We give some properties of the limit measure µz defined in Lemma 3.3.9. Recall that l is a bubble in U if l ⊂ U is
homeomorphic to the unit circle and l∩∂U contains exactly one point; and the point in l∩∂U is called the root of l, denoted
by R(l). The (probability) measure µz is supported on clockwise bubbles in U. For any z ∈ U, let lz be a bubble with law µz.
By the conformal invariance in µz, we know that, for any Mo¨bius transformation φ , we have
φ(lz) d= lφ(z).
In particular, the root R(l0) is uniform over ∂U.
z
R(lz)
lz(τ)
Fig 3.3.9: Given lz[0,τ], the conditional law of the remainder of the bubble is the same as chordal SLE4 conditioned on the
event that z is to the right of the path.
The measure µz inherits the “domain Markov property” from the level loop in the following sense. Suppose that lz is a
bubble with law µz. We parameterize lz clockwise by minus the log of the conformal radius seen from z:
lz(0) = R(lz); CR(U\ lz[0, t];z) = e−t ,0≤ t ≤ T ; lz(T ) = R(lz).
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Then the bubble lz satisfies the following property. For any stopping time τ < T , given lz[0,τ], the conditional law of (lz(t),τ ≤
t ≤ T ) is the same as chordal SLE4 (up to time change) in U\ lz[0,τ] from lz(τ) to R(lz) conditioned on the event that z is to
the right of the path. See Figure 3.3.9.
We can define an infinite measure µ on bubbles: it is the measure on bubbles such that, for any z ∈ U, it coincides with µz
on the set of bubbles that surround z.
First, we explain that µ is well-defined. For any two points z,w ∈ U, we need to show that the two measures µz and µw
coincide on the set of bubbles that surround both z and w. To this end, we only need to show that, for any u ∈ (−λ ,λ ), the two
measures µzu and µwu coincide on the set of loops that surround both z and w. Suppose that h is a zero-boundary GFF on U and
that Lzu (resp. L
w
u ) is the level loop of h with height u starting from the boundary targeted at z (resp. targeted at w). Then, when
restricted to the set of loops that surround both z and w, we have that
µzu[·] = E[· |Lzu is clockwise]
= E
[·1{Lzu is clockwise}]× 2λλ +u = E[·1{Lwu is clockwise}]× 2λλ +u
= E[· |Lwu is clockwise] = µwu [·].
This implies that µzu and µwu coincide on the set of loops that surround both z and w.
Furthermore, the requirement that µ coincides with the µz’s full determines µ . Thus µ is well-defined.
Next, we explain that µ is the same as the measure M of SLE4 bubble measure defined in Section 3.2.3. We record this in
the following lemma.
Lemma 3.3.10. The infinite measure µ equals M, SLE4 bubble measure (oriented to be clockwise) uniformly rooted over the
boundary.
Proof. By the conformal invariance of µz, we also have the conformal invariance of µ: for any Mo¨bius transformation φ of
U, we have that
φ ◦µ = µ.
To show that µ equals M, we only need to show that µ0, which is µ restricted to the bubbles that surround the origin, equals
M0, which is M restricted to the bubbles that surround the origin. In fact, the domain Markov property of µ0 characterizes the
bubble measure [SW12, Section 6]. Therefore µ0 is a multiple of M0. Since the total mass of µ0 is 1 and the total mass of M0
is also 1, we have that µ0 equals M0.
3.4. Upward height-varying level lines
We will introduce height-varying level lines targeted at interior points. We do not plan to address the general case, we only
focus on one particular type of height-varying level lines: upward height-varying level lines. Suppose that h is a zero-boundary
GFF on U. Fix r ∈ (0,1), a boundary point x ∈ ∂U and a target point z ∈U. We define the upward height-varying level line of
h starting from x targeted at z with height difference rλ , denoted by γx→z
(r)↑ or γ(r)↑, in the following way.
For k ≥ 1, set
uk =−λ + krλ .
We start γ(r)↑ by the level line of h with height u1 starting from x targeted at z, and define τ1 to be its continuation threshold.
Let U1 be the connected component of U\ γ(r)↑[0,τ1] that contains z. By Corollary 3.3.2, we know that, given γ(r)↑[0,τ1], the
conditional mean m1 of h restricted to U1 is either 2λ − rλ or −rλ ; moreover,
P[m1 = 2λ − rλ ] = r/2, P[m1 =−rλ ] = 1− r/2.
By Proposition 3.3.1, we know that the law of γ(r)↑ is the same as radial SLE4(−r;−2+ r). Denote by (V Lt ,Wt ,V Rt )t∈[0,τ1] the
corresponding radial Loewner evolution. Note that
τ1 = inf{t > 0 : V Lt =Wt =V Rt }.
Assume m1 =−rλ , then, as t ↑ τ1, we have that
arg(Wt − z)− arg(V Lt − z)→ 2pi, arg(V Rt − z)− arg(Wt − z)→ 0.
If m1 = 2λ − rλ , we stop and set N = 1, T = τ1. If m1 =−rλ , we continue.
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Generally, given γ(r)↑[0,τk] and mk =−krλ for some k≥ 1, we continue γ(r)↑ by the level line with height uk+1 starting from
γ(r)↑(τk) targeted at z, and define τk+1 to be its continuation threshold. Let Uk+1 be the connected component ofU\γ(r)↑[0,τk+1]
that contains z. Given γ(r)↑[0,τk+1], the conditional mean mk+1 of h restricted to Uk+1 is either 2λ − (k+ 1)rλ (with chance
r/2) or −(k+1)rλ (with chance 1− r/2). Denote by (V Lt ,Wt ,V Rt )t∈[τk,τk+1] the corresponding radial Loewner evolution. Note
that
τk+1 = inf{t > τk : V Lt =Wt =V Rt }.
Assume mk+1 =−(k+1)rλ , then, as t ↑ τk+1, we have that
arg(Wt − z)− arg(V Lt − z)→ 2pi, arg(V Rt − z)− arg(Wt − z)→ 0.
If mk+1 = 2λ − (k+1)rλ , we stop and set N = k+1 and T = τk+1. If mk+1 =−(k+1)rλ , we continue.
At each step, we have chance r/2 to stop. Therefore, we will stop at some finite step N almost surely. When we stop, we
have T = τN and
mN = 2λ −Nrλ .
Moreover, when t ↑ T , we have that
arg(Wt − z)− arg(V Lt − z)→ 0, arg(V Rt − z)− arg(Wt − z)→ 2pi.
This path γ(r)↑ is called the upward height-varying level line of h with height difference rλ starting from x targeted at z.
We call N the transition step and T the transition time. We summarize some basic properties of γ(r)↑ in the following.
(a) The path γ(r)↑ is parameterized by minus the log of the conformal radius:
CR(U\ γ(r)↑[0, t];z) = e−t .
(b) The path γ(r)↑ is almost surely determined by h and is almost surely continuous up to and including the transition time.
(c) The transition step N satisfies geometric distribution:
P[N > n] = (1− r/2)n, for all n≥ 0.
(d) Suppose that (τk,1 ≤ k ≤ N) is the sequence of height change times and that (V Lt ,Wt ,V Rt )t∈[0,T ] is the corresponding
Loewner evolution. Then, for 0≤ k≤N−1, the process (V Lt ,Wt ,V Rt )t∈[τk,τk+1] satisfies the SDE for radial SLE4(−r;−2+
r).
Suppose that h is a zero-boundary GFF. Fix r ∈ (0,1) and a target point z ∈ U. Let γ be the upward height-varying level
line of h with height difference rλ starting from some x ∈ ∂U targeted at z. Let N be the transition step, T be the transition
time, and (τk,1 ≤ k ≤ N) be the sequence of height change times. Let L1 be the level loop of h with height u1 = −λ + rλ
starting from ∂U targeted at z. We know that L1 is part of γ[0,τ1]. Denote by int(L1) the connected component of U\L1 that
contains z. Generally, given (γ[0,τk],L1, ...,Lk) for some 1 ≤ k < N, let Lk+1 be the level loop of h restricted to int(Lk) with
height uk+1 =−λ +(k+1)rλ starting from Lk targeted at z. Denote by int(Lk+1) the connected component of int(Lk)\Lk+1
that contains z. We know that Lk+1 is part of γ[τk,τk+1].
In this way, we obtain a sequence of level loops (L1, ...,LN) which we call the upward height-varying sequence of level
loops of h with height difference rλ starting from L0 = ∂U targeted at z; and we call N the transition step. We summarize
some basic properties of the upward height-varying sequence of level loops (L1, ...,LN) in the following.
(a) The sequence (L1, ...,LN) is almost surely determined by h. The loops L1, ...,LN−1 are counterclockwise and the loop
LN is clockwise.
(b) For 1≤ k < N, the loop Lk+1 is contained in the closure of int(Lk) and Lk+1∩Lk 6= /0.
(c) Given (L1, ...,Lk) for 1≤ k < N, the conditional law of h restricted to int(Lk) is the same as a GFF with boundary value
−krλ .
(d) Given (L1, ...,LN), the conditional law of h restricted to int(LN) is the same as a GFF with boundary value 2λ −Nrλ .
The following lemma addresses the interaction between two upward height-varying sequences of level loops.
Lemma 3.4.1. Suppose that h is a zero-boundary GFF on U. Fix r ∈ (0,1) and a target point z∈U. Let (Ln,1≤ n≤N) be the
upward height-varying sequence of level loops of h with height difference rλ where N is the transition step. Let (L˜n,1≤ n≤ N˜)
be the upward height-varying sequence of level loops of h with height difference rλ/2 where N˜ is the transition step. Then,
almost surely, we have that
L˜2n = Ln, for 1≤ n≤ N−1.
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Moreover, there are two possibilities for L˜2N−1: clockwise or counterclockwise.
If L˜2N−1 is clockwise, then
N˜ = 2N−1, L˜N˜ ⊂ int(LN).
If L˜2N−1 is counterclockwise, then
N˜ = 2N, L˜N˜ = LN .
Proof. First, we show that L˜2n = Ln for 1 ≤ n ≤ N− 1. Suppose that N > 1. We will explain the conclusion for n = 1. We
have the following observations.
(a) The loop L1 is the level loop of h with height −λ + rλ and it is counterclockwise.
(b) The loop L˜1 is the level loop of h with height −λ + rλ/2.
(c) Given L˜1, the loop L˜2 is the level loop of h restricted to int(L1) with height −λ + rλ . By Lemma 3.3.6, we know that
L˜2 is the level loop of h with height −λ + rλ (without conditioning on L˜1).
Combining these three facts and Proposition 3.3.7, we have that, given L1 and on the event [N > 1], the loop L˜1 is outside of
L1 and L˜2 = L1. Iterating the same proof, we have that L˜2n = Ln for 1≤ n≤ N−1.
Next, we discuss the relation between L˜N˜ and LN . Given (L1, ...,LN−1,LN), we know that L˜2N−2 = LN−1, and that LN is
clockwise. Then there are two possibilities for L˜2N−1: clockwise or counterclockwise.
Case 1. Assume that L˜2N−1 is clockwise. Then we have that N˜ = 2N−1. We have the following observations.
(a) Given (L1, ...,LN−1), the loop L˜N˜ is the level loop of h restricted to int(LN−1) with height −λ +(N−1)rλ + rλ/2 and
it is clockwise.
(b) Given (L1, ...,LN−1), the loop LN is the level loop of h restricted to int(LN−1) with height −λ +(N−1)rλ + rλ and it
is clockwise.
Combining these two facts and Proposition 3.3.7, we have that LN is outside of L˜N˜ .
Case 2. Assume that L˜2N−1 is counterclockwise. We have the following observations.
(a) Given (L1, ...,LN−1), the loop LN is the level loop of h restricted to int(LN−1) with height −λ +Nrλ .
(b) Given (L1, ...,LN−1), the loop L˜2N is the level loop of h restricted to int(LN−1) with height −λ +Nrλ .
Combining these two facts, we have that L˜2N = LN . In particular, L˜2N is clockwise and N˜ = 2N.
Proposition 3.4.2. Suppose that h is a zero-boundary GFF on U and that z ∈ U is a fixed target point. For k ≥ 1, let (Lkn,1≤
n≤ Nk) be the upward height-varying sequence of level loops of h with height difference 2−kλ where Nk is the transition step.
Define Lk(z) to be the last loop in the sequence:
Lk(z) = LkNk .
Then we have the following.
(1) The sequence (2−k−1Nk,k ≥ 1) converges almost surely to some quantity denoted by t∞(z); moreover, the quantity is
almost surely determined by h and satisfies the exponential distribution:
P [t∞(z)> t] = e−t , for all t ≥ 0.
(2) The sequence (Lk(z),k≥ 1) converges almost surely to some loop denoted by L∞(z) in Carathe´odory topology seen from
z; moreover, the loop L∞(z) is almost surely determined by h and has the same law as the loop in CLE4 that surrounds
z.
(3) Given (Lkn,1≤ n≤ Nk) for all k≥ 1, the conditional law of h restricted to int(L∞(z)) is the same as GFF with boundary
value 2λ (1− t∞(z)).
Proof. First, we show the convergence of the sequence (2−k−1Nk,k≥ 1). By Lemma 3.4.1, for any k≥ 1, we have that, almost
surely,
either Nk+1 = 2Nk, or Nk+1 = 2Nk−1.
Therefore, almost surely,
0≤ 2−k−1Nk−2−k−2Nk+1 ≤ 2−k−2, for all k ≥ 1.
This implies the almost sure convergence of the sequence. Since that Nk satisfies the geometric distribution
P[Nk > n] = (1−2−k−1)n, for all n≥ 0,
we know that the limit quantity t∞(z) satisfies the exponential distribution.
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Second, we show the convergence in distribution of the sequence (Lk(z),k ≥ 1). Consider the sequence (Lkn,1 ≤ n ≤ Nk),
define Ψk to be the conformal map from int(Lkn) onto U, where n = Nk− 1, such that Ψk(z) = z,(Ψk)′(z) > 0. Note that the
sequence ((Ψk)−1(U),k ≥ 1) is decreasing.
Let (lt , t ≥ 0) be the Poisson point process with intensity µ . Define
t(z) = inf{t : lt surrounds z}.
For each t < t(z), let ft be the conformal map from the connected component of U \ lt that contains z onto U such that
ft(z) = z, f ′t (z)> 0. From Section 3.2.2, we know that the iterated conformal map Ψ= ◦s<t(z) fs is well-defined.
We can show thatΨk converges in distribution toΨ in Carathe´odory topology as k→∞. Therefore, the loop Lk(z) converges
in distribution to Ψ−1(lt(z)) which has the same law as the loop in CLE4 that surrounds z. This implies the conclusion.
Third, we have the following observations.
(a) By the second step, we know that Lk(z) converges in law to the loop in CLE4 that surrounds z.
(b) By Lemma 3.4.1, we know that, almost surely for all k ≥ 1,
int(Lk+1(z))⊆ int(Lk(z)).
Combining these two facts, we have that Lk(z) converges in Carathe´odory topology almost surely to some limit L∞(z) which
has the same law as the loop in CLE4 that surrounds z.
Finally, we explain the conditional law of h restricted to int(L∞(z)). Given ((Lkn,1 ≤ n ≤ Nk),1 ≤ k ≤ m) for m ≥ 1, we
know that the conditional law of h restricted to int(Lm(z)) is a GFF with boundary value 2λ (1− 2−m−1Nm). This holds for
any m≥ 1. Combining this with the almost sure convergence of 2−m−1Nm and Lm(z), we obtain the conclusion.
3.5. Upward height-varying exploration trees
In this section, we start by analyzing the relation between two level loops with the same height targeted at distinct target
points. Suppose that h is a zero-boundary GFF on U. Fix two interior points y1,y2 ∈ U.
For i = 1,2, let γx→yiu be the level line of h with height u ∈ (−λ ,λ ) starting from x ∈ ∂U targeted at yi, and let τyi be its
continuation threshold. From Proposition 3.3.3, we know that the two paths coincide up to and including the first disconnecting
time after which the two paths continue towards their target points independently until they reach their continuation thresholds
respectively.
For i = 1,2, let Lyiu be the level loop of h with height u starting from the boundary targeted at yi; we know that L
yi
u is the
boundary of the connected component of U \ γx→yiu [0,τyi ] that contains yi. From the relation between γx→y1u and γx→y2u , we
know that there are two possibilities for the relation between Ly1u and L
y2
u : either L
y1
u = L
y2
u (this happens when γx→y1u and γx→y2u
hit their continuation threshold before the first disconnecting time, see Figure 3.5.1(a)) or int(Ly1u )∩ int(Ly2u ) = /0 (this happens
when γx→y1u and γx→y2u hit the first disconnecting time before the continuation thresholds, see Figure 3.5.1(b)(c)).
x
y1 y2
(a) Ly1u = L
y2
u . The two paths hit the contin-
uation threshold before the first disconnect-
ing time.
x
y1 y2
(b) The intersection int(Ly1u ) ∩ int(Ly2u ) is
empty, and the two loops have different ori-
entations.
x
y1 y2
(c) The intersection int(Ly1u ) ∩ int(Ly2u ) is
empty and the two loops have the same ori-
entation.
Fig 3.5.1: The relation between two level loops with the same height u targeted at distinct target points y1,y2.
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Fix r ∈ (0,1). For i = 1,2, let (Lyin ,1 ≤ n ≤ N(yi)) be the upward height-varying sequence of level loops of h with height
difference rλ starting from the boundary targeted at yi where N(yi) is the transition step. From the above analysis, we know
that there exists a number M ≤ N(y1)∧N(y2)+1 such that
Ly1n = L
y2
n , for all n≤M−1; and int(Ly1n )∩ int(Ly2n ) = /0, for n = M.
(If Ly1n = L
y2
n for all n, then we set M = N(y1)+1(= N(y2)+1).) Given (L
y1
n ,L
y2
n ,n≤M), the two sequences continue towards
their target points independently. We call M the first disconnecting step for the two sequences (Ly1n ,1 ≤ n ≤ N(y1)) and
(Ly2n ,1≤ n≤ N(y2)).
Fix r ∈ (0,1), letZ be a fixed countable dense subset of U. For z∈Z , let (Lzn,1≤ n≤N(z)) be the upward height-varying
sequence of level loops of h with height difference rλ targeted at z. We call the union of all loops (Lzn,1 ≤ n ≤ N(z)) for all
z ∈Z the upward height-varying exploration tree of h with height difference rλ , denoted by ϒ(rλ ). We summarize some
basic properties of the exploration tree ϒ(rλ ).
(a) The tree ϒ(rλ ) is almost surely independent of the choice of Z . Furthermore, it is almost surely determined by h.
(b) The tree ϒ(rλ ) is conformal-invariant: for any Mo¨bius transformation φ of U, we have
φ(ϒ(rλ )) d= ϒ(rλ ).
(c) For any two points y1,y2 ∈ Z , the two upward height-varying sequences of level loops (Ly1n ,1 ≤ n ≤ N(y1)) and
(Ly2n ,1 ≤ n ≤ N(y2)) satisfy the following property: the level loops coincide up to the first disconnecting step, after
which the two sequences continue towards their target points independently.
(d) For any z ∈Z , we denote by Lr(z) the connected component of U \ϒ(rλ ) that contains z, or equivalently Lr(z) = Lzn
where n = N(z). For any z ∈Z , given ϒ(rλ ), the conditional law of h restricted to int(Lr(z)) is the same as GFF with
boundary value
2λ (1− r
2
N(z)).
For any y1,y2 ∈Z , given ϒ(rλ ) and on the event that [int(Lr(y1))∩ int(Lr(y2)) = /0], the restrictions of h to int(Lr(y1))
and to int(Lr(y2)) are conditionally independent.
Now, we are ready to complete the proof of Theorem 1.2.2.
Proof of Theorem 1.2.2. Suppose that h is a zero-boundary GFF on U. Fix a countable dense subset Z of U. For k ≥ 1, let
ϒk be the upward height-varying exploration tree of h with height difference 2−kλ . For z ∈ Z , let Lk(z) be the connected
component of U \ϒk that contains z, and let Nk(z) be the number such that, given ϒk, the restriction of h to int(Lk(z)) has
boundary value 2λ (1−2−k−1Nk(z)). From Proposition 3.4.2, we have the following observations.
(a) For all z ∈Z , the sequence (2−k−1Nk(z),k ≥ 1) converges almost surely to some quantity, denoted by t∞(z).
(b) For all z ∈ Z , the sequence (Lk(z),k ≥ 1) converges almost surely to some loop, denoted by L∞(z), in Carathe´odory
topology seen from z.
(c) For any z ∈ Z , given (ϒk,k ≥ 1), the conditional law of h restricted to int(L∞(z)) is the same as GFF with boundary
value 2λ (1− t∞(z)).
(d) For any y1,y2 ∈ Z , given (ϒk,k ≥ 1) and on the event that [int(L∞(y1))∩ int(L∞(y2)) = /0], the restrictions of h to
int(L∞(y1)) and to int(L∞(y2)) are conditionally independent.
Combining these four facts, we have that h and ((L∞(z), t∞(z)),z ∈ Z ) are coupled in the way described in Theorem 1.2.2.
From Proposition 3.4.2, the collection ((L∞(z), t∞(z)),z ∈ Z ) has the same law as CLE4 with time parameter. This implies
the existence of the coupling.
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