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Abstract: We consider a two-component system of cubic semilinear wave equations in two
space dimensions satisfying the Agemi-type structural condition (Ag) but violating (Ag0)
and (Ag+). For this system, we show that small amplitude solutions are asymptotically free
as t→ +∞.
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1 Introduction
This paper is devoted to the study on large-time asymptotic behavior of solutions u = (u1, u2)
to {
✷u1 = −(∂tu2)2∂tu1,
✷u2 = −(∂tu1)2∂tu2, (t, x) ∈ (0,∞)× R
2 (1.1)
with the initial condition
uj(0, x) = εfj(x), ∂tuj(0, x) = εgj(x), x ∈ R2, j = 1, 2, (1.2)
where ε > 0 is a small parameter, ✷ = ∂2t − ∂2x1 − ∂2x2 , and fj, gj ∈ C∞0 (R2).
Before getting into the details, let us recall the backgrounds briefly to make clear why
this system is of our interest. To put (1.1) in perspective, let us first consider more general
systems in the form
✷u = F (∂u), (t, x) ∈ (0,∞)× Rd, (1.3)
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with C∞0 -data of size ε, where u = (uj(t, x))1≤j≤N , ∂0 = ∂/∂t, ∂k = ∂/∂xk (1 ≤ k ≤ d),
∆ = ∂21 + · · ·+ ∂2d , ✷ = ∂2t −∆ and ∂u = (∂auj)0≤a≤d;1≤j≤N . F = (Fj)1≤j≤N is an RN -valued
C∞-function vanishing of order p ≥ 2 in a neighborhood of 0 ∈ RN×(1+d). If p > 1+2/(d−1)
and ε is small enough, it is well-konwn that (1.3) admits a unique global C∞-solution and
it behaves like a solution to the free wave equation as t → ∞, while if p ≤ 1 + 2/(d − 1),
global existence fails to hold in general even when ε > 0 is arbitraily small ([10], [5], etc). In
this sense, the power pc(d) := 1+2/(d−1) is a critical exponent for nonlonear perturbation.
Note that pc(2) = 3 and pc(3) = 2. On the other hand, the small data global existence can
hold for some class of nonlinearity of the critical power. One of the most successful example
is the so called null condition, which has been originally introduced by Christodoulou[4] and
Klainerman[22] in three dimensional case and developed later by several authors (see [5], [8],
[12], [1] etc., for the two-dimensional counterparts). We remark that the global solution u
under the null condition is asymptotically free in the sense that thesre exists a solution u+
to the free wave equation ✷u+ = 0 such that
lim
t→∞
‖u(t)− u+(t)‖E = 0,
where the enregy norm ‖ · ‖E is defined by
‖φ(t)‖2E =
1
2
∫
Rd
d∑
a=0
|∂aφ(t, x)|2 dx.
When we restrict to the case where d = 2 and the nonlinearity is given by
Fj(∂u) =
N∑
k,l,m=1
2∑
a,b,c=0
Cabcjklm(∂auk)(∂bul)(∂cum) (1.4)
with real constants Cabcjklm, the null condition is satisfied if and only if F
red
j (ω, Y ) vanishes
identically on S1 × RN , where
F redj (ω, Y ) =
N∑
k,l,m=1
2∑
a,b,c=0
CabcjklmωaωbωcYkYlYm
for Y = (Yj)1≤j≤N ∈ RN and ω = (ω1, ω2) ∈ S1, with the convention ω0 = −1.
Recently, a lot of efforts have been made for the study on weaker structural conditions
than the null condition mentioned above which ensure the small data global existence (see
e.g., [25], [27], [28], [2], [3], [9], [23], [16], [19], [17], [18], [14], [15], [6], etc). It should be
emphasized that the situation becomes much more complicated because long-range nonlinear
effects must be taken into account. In [18], the following condition has been introduced:
(Ag) There exists an N × N -matrix valued continuous function A = A(ω) on S1, which is
a positive-definite symmetric matrix for each ω ∈ S1, such that
Y · A(ω)F red(ω, Y ) ≥ 0, (ω, Y ) ∈ S1 × RN ,
where the symbol · denotes the standard inner product in RN .
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After the partial results [23], [9], [19], it has been shown in [18] that (Ag) implies the small
data global existence for (1.3)–(1.4) in two space dimensions (see also [21], [20], [24] etc.,
for closely related works). We note that this condition is motivated by works of Rentaro
Agemi in the late 1990’s. He tried to find a strucutural conduition which covers not only
the standard null condition but also the wave equations with cubic noninear damping such
as ✷v = −(∂tv)3. Therefore it would be fair to call this the Agemi-type condition. As for
the asymptotic behavior of the global solutions under (Ag), many intersting problems seem
left unsolved. To the authors’ knowledge, only the following two cases (Ag+) and (Ag0) are
well-understood:
(Ag+) There exist an A(ω) as in (Ag) and a positive constant C such that
Y · A(ω)F red(ω, Y ) ≥ C|Y |4, (ω, Y ) ∈ S1 × RN . (1.5)
Note that (1.5) is equivalent to
Y · A(ω)F c,red(ω, Y ) 6= 0, (ω, Y ) ∈ S1 × (RN\{0}),
if (Ag) is satisfied and F is cubic. Under (Ag+), the total energy ‖u(t)‖E decays like
O((log t)−1/4+δ) as t→ +∞, where δ > 0 can be arbitrarily small. See [18] for the detail.
(Ag0) There exists an A(ω) as in (Ag) such that
Y · A(ω)F red(ω, Y ) = 0, (ω, Y ) ∈ S1 × RN .
Note that (Ag0) is stronger than (Ag) if F is cubic (while it is equaivalent to (Ag) in the
quadratic case). Roughly speaking, it holds under (Ag0) that
∂u(t, x) ∼ |x|−1/2ωˆ(x)V (t; |x| − t, x/|x|)
as t→∞, where ωˆ(x) = (−1, x1/|x|, x2/|x|), and V (t; σ, ω) solves
∂tV =
1
t
Q(ω, V )V
with a suitable skew-symmetric matrix Q depending on (ω, V ). In particular, decay of
the total energy never occurs under (Ag0) except for the trivial solution. Typical example
satisfying (Ag0) is {
✷u1 = −(∂tu1)2∂tu2,
✷u2 = (∂tu1)
3.
For more details on (Ag0), see [17], [15] and Chapter 10 in [14].
Now, let us turn back to our system (1.1), that is the case where F1(∂u) = −(∂tu2)2∂tu1,
F2(∂u) = −(∂tu1)2∂tu2 and N = 2 in (1.3). We can easily check that (Ag) is satified by (1.1)
with A(ω) being the 2 × 2 identity matrix. Indeed we have Y · F red(ω, Y ) = 2Y 21 Y 22 . Note
3
also that both (Ag+) and (Ag0) are violated. We observe that the system (1.1) possesses
two conservation laws
d
dt
(‖u1(t)‖2E + ‖u2(t)‖2E) = −2
∫
R2
(
∂tu1(t, x)
)2(
∂tu2(t, x)
)2
dx (1.6)
and
d
dt
(
‖u1(t)‖2E − ‖u2(t)‖2E
)
= 0. (1.7)
However, these are not enough to say something about the large-time asymptotics for u(t),
and this is not trivial at all. To the authors’ knowledge, there are no previous results which
cover the asymptotic behavior of solutions to (1.1)–(1.2). The aim of the present paper is
to address this point. Several related issues will be discussed elsewhere.
The main result is as follows.
Theorem 1.1. Suppose that f , g ∈ C∞0 (R2) and ε is suitably small. Then the global solution
u(t) to (1.1)–(1.2) is asymptotically free in the following sense: there exists (f+, g+) ∈
H˙1(R2)× L2(R2) such that
lim
t→+∞
‖u(t)− u+(t)‖E = 0,
where u+ solves the free wave equation ✷u+ = 0 with (u, ∂tu)|t=0 = (f+, g+).
Remark 1.1. If (f1, g1) = (f2, g2), then the system is reduced to the single euation ✷v =
−(∂tv)3. Therefore we can adapt the result of [19], [18] to see that the total energy ‖u(t)‖E
decays like O((log t)−1/4+δ) as t → ∞. On the other hand, if ‖u1(0)‖E 6= ‖u2(0)‖E, then at
least one component u1 or u2 tends to a non-trivial free solution because of the conservation
law (1.7).
Remark 1.2. Our proof of Theorem 1.1 does not rely on the conservation laws (1.6) and (1.7)
at all. For example, the same proof is valid for the system{
✷u1 = −|∇xu2|2∂tu1,
✷u2 = −|∇xu1|2∂tu2,
or more generally, any cubic terms satisfying the standard null condition can be added to
the right-hand side of it.
Remark 1.3. The above theorem concerns only the forward Cauchy problem (i.e., for t > 0).
For the backward Cauchy problem, it is not difficult to construct a blowing-up solution
(with a suitable choice of f , g) based on the idea of [5]. This should be contrasted with the
behavior of solutions under (Ag0).
2 Preliminaries
In this section, we collect several notations which will be used in the subsequent sections.
For z ∈ Rd, we write 〈z〉 =√1 + |z|2. We define
S := t∂t + x1∂1 + x2∂2, L1 := t∂1 + x1∂t, L2 := t∂2 + x2∂t, Ω := x1∂2 − x2∂1,
4
and we set Γ = (Γj)0≤j≤6 = (S, L1, L2,Ω, ∂0, ∂1, ∂2). For a multi-index α = (α0, α1, · · · , α6) ∈
Z
7
+, we write |α| = α0 + α1 + · · ·+ α6 and Γα = Γα00 Γα11 · · ·Γα66 , where Z+ = {n ∈ Z;n ≥ 0}.
We define | · |s by
|φ(t, x)|s =
∑
|α|≤s
|Γαφ(t, x)|.
For x ∈ R2\{0}, we write r := |x|, ω = (ω1, ω2) := x/|x|, ω⊥ = (ω⊥1 , ω⊥2 ) := (−ω2, ω1),
∂r := ω1∂1 + ω2∂2, and ∂± := ∂t ± ∂r. Important relations are
∂+∂−(r
1/2φ) = r1/2✷φ +
1
4r3/2
(4Ω2 + 1)φ, (2.1)
(t+ r)(∂j − ωj∂r) = ω⊥j (Ω + ω1L2 − ω2L1), j = 1, 2, (2.2)
(t + r)∂+ = S + ω1L1 + ω2L2, (2.3)
and ∂+ + ∂− = 2∂t, ∂+ − ∂− = 2∂r. Next we set Λ∞ = {(t, x) ∈ [0,∞)× R2; |x| ≥ t/2 ≥ 1}
and D = −2−1∂−. Then we have the following.
Lemma 2.1. There exists a positive constant C such that∣∣|x|1/2∂φ(t, x)− ωˆ(x)D (|x|1/2φ(t, x))∣∣ ≤ C〈t+ |x|〉−1/2|φ(t, x)|1
for (t, x) ∈ Λ∞, where ωˆ(x) = (−1, x1/|x|, x2/|x|).
This is a consequence of (2.2) and (2.3). See Corollary 3.3 in [19] for more detail of the
proof.
3 The John–Ho¨rmander reduction
In this section, we will make reductions of the problem along the approach exploited in [19],
[17], [18], [15]. The essential idea goes back to John[11] and Ho¨rmander [7] concerning de-
tailed lifespan estimates for quadratic quasilinear wave equations in three space dimensions.
Let u = (u1, u2) be a smooth solution to (1.1)–(1.2) on [0,∞) × R2. Since f and g are
compactly-supported, we can take R > 0 such that supp f ∪ supp g ⊂ {x ∈ R2; |x| ≤ R}.
Then, by the finite propagation property, we have
supp u(t, ·) ⊂ {x ∈ R2; |x| ≤ t+R} (3.1)
for t ≥ 0. We define U = (U1, U2) by Uj(t, x) = D(|x|1/2uj(t, x)), j = 1, 2. We also introduce
H = (H1, H2) by
H1 =
1
2
(
r1/2(∂tu2)
2(∂tu1) +
1
t
U22U1
)
− 1
8r3/2
(4Ω2 + 1)u1,
H2 =
1
2
(
r1/2(∂tu1)
2(∂tu2) +
1
t
U21U2
)
− 1
8r3/2
(4Ω2 + 1)u2.
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By (2.1), we have


∂+U1(t, x) =
−1
2t
U1(t, x)U2(t, x)
2 +H1(t, x),
∂+U2(t, x) =
−1
2t
U1(t, x)
2U2(t, x) +H2(t, x).
(3.2)
The following lemma tells us that H can be regarded as a remainder if we have a good
control of u near the light cone.
Lemma 3.1. There exists a positive constant C which may depend on R such that
|H(t, x)| ≤ Ct−1/2(|∂u|+ 〈t+ |x|〉−1|u|1)2|u|1 + Ct−3/2|u|2 (3.3)
for (t, x) ∈ Λ∞,R := {(t, x) ∈ Λ∞ ; |x| ≤ t +R}.
For the proof, see Lemma 2.8 in [18].
Next we recall the basic decay estimates satisfied by the global small amplitude solution
u to (1.1)–(1.2). From the argument of Section 3 in [18], we already know the following.
Lemma 3.2. Let k ≥ 4, 0 < µ < 1/10 and 0 < (8k + 7)ν < µ. Suppose that ε is suitably
small. Then the solution u to (1.1)–(1.2) satisfies
|u(t, x)|k+1 ≤ Cε〈t+ |x|〉−1/2+µ, (3.4)
|∂u(t, x)|k ≤ Cε〈t+ |x|〉−1/2+ν〈t− |x|〉µ−1
and
|∂u(t, x)| ≤ Cε〈t+ |x|〉−1/2〈t− |x|〉µ−1 (3.5)
for (t, x) ∈ [0,∞)× R2, where C is a positive constant independent of ε.
In what follows, we denote various positive constants by the same letter C which may
vary from one line to another. From (3.4), (3.5), (3.3) and Lemma 2.1, we have
|U(t, x)| ≤ ∣∣|x|1/2∂u(t, x)∣∣ + ∣∣|x|1/2∂u(t, x)− ωˆU(t, x)∣∣ ≤ Cε〈t− |x|〉µ−1 (3.6)
and
|H(t, x)| ≤ Cε2t−1/2〈t+ |x|〉µ−1〈t− |x|〉µ−1 + Cεt−3/2〈t+ |x|〉µ−1/2
≤ Cεt2µ−3/2〈t− |x|〉−µ−1/2 (3.7)
for (t, x) ∈ Λ∞,R. Remember that the weights |x|−1, t−1, (1 + t)−1, 〈t+ |x|〉−1 are equivalent
to each other on Λ∞,R. Indeed we have
〈t+ |x|〉−1 ≤ |x|−1 ≤ 2t−1 ≤ 3(1 + t)−1 ≤ 3(R + 2)〈t+ |x|〉−1.
6
Now we make the final reduction. We set
Σ = {(t, x) ∈ [0,∞)× R2; |x| ≥ t/2 = 1 or |x| = t/2 ≥ 1}
and t0,σ = max{2,−2σ}. Then, since the half line {(t, (t + σ)ω) ; t ≥ 0} meets Σ at the
point (t0,σ, (t0,σ + σ)ω) for each (σ, ω) ∈ R× S1, we can see that
Λ∞,R =
⋃
(σ,ω)∈(−∞,R]×S1
{ (t, (t+ σ)ω) ; t ≥ t0,σ}.
We also note that there exists a positive constant c0 depending only on R such that
c−10 〈σ〉 ≤ t0,σ ≤ c0〈σ〉 (3.8)
for σ ∈ (−∞, R]. We set Vj(t; σ, ω) = Uj(t, (t + σ)ω) and Kj(t; σ, ω) = Hj(t, (t + σ)ω) for
(t; σ, ω) ∈ [t0,σ,∞)× R× S1, j = 1, 2. Then we can rewrite (3.2) as


∂tV1(t) =
−1
2t
V1(t)V2(t)
2 +K1(t),
∂tV2(t) =
−1
2t
V1(t)
2V2(t) +K2(t),
(3.9)
which we call the profile equation. It follows from (3.6) and (3.7) that
|V (t; σ, ω)| ≤ Cε〈σ〉µ−1 (3.10)
and
|K(t; σ, ω)| ≤ Cε〈σ〉−µ−1/2t2µ−3/2 (3.11)
for (t, σ, ω) ∈ [t0,σ,∞)× (−∞, R]× S1.
At the end of this section, let us summarize what has been done so far. By Lemma 2.1 and
(3.4), the leading part for ∂uj(t, x) as t→∞ could be given by |x|−1/2ωˆ(x)Vj(t; |x|−t, x/|x|),
and, in view of (3.9)–(3.11), the evolution of V = (V1, V2) could be characterized by the
system
∂tV1 =
−1
2t
V1V
2
2 , ∂tV2 =
−1
2t
V 21 V2,
up to harmless remainder terms. Our strategy of the proof of Theroem 1.1 consists of two
steps: the first is to investigate the asymptotic behavior of V (t; σ, ω) as t → +∞, and the
second is to convert it into that of ∂u(t, x). They will be carried out in Sections 4 and 5,
respectively.
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4 Asymptotics of solutions to the profile equation
In this section, we focus on large-time behavior of V (t; σ, ω) introduced in the previous
section. The goal here is to show the following.
Proposition 4.1. Let V = (Vj(t; σ, ω))j=1,2 be as above. There exists V
+ = (V +j (σ, ω))j=1,2 ∈
L2(R× S1) such that
lim
t→∞
∫
R
∫
S1
∣∣χt(σ)V (t; σ, ω)− V +(σ, ω)∣∣2 dSωdσ = 0, (4.1)
where χt : R → R is a bump function satisfying χt(σ) = 1 for σ > −t and χt(σ) = 0 for
σ ≤ −t.
Before going into the proof, let us introduce two simple lemmas.
Lemma 4.1. Let C0 > 0, C1 ≥ 0, p > 1, q > 1 and t0 ≥ 2. Suppose that Φ(t) satisfies
dΦ
dt
(t) ≤ −C0
t
|Φ(t)|p + C1
tq
for t ≥ t0. Then we have
Φ(t) ≤ C2
(log t)p∗−1
for t ≥ t0, where p∗ is the Ho¨lder conjugate of p (i.e., 1/p+ 1/p∗ = 1), and
C2 =
1
log 2
(
(log t0)
p∗Φ(t0) + C1
∫ ∞
2
(log τ)p
∗
τ q
dτ
)
+
(
p∗
C0p
)p∗−1
.
For the proof, see Lemma 4.1 of [18].
Lemma 4.2. Let t0 ≥ 0 be given. For λ, Q ∈ C ∩ L1([t0,∞)), assume that y(t) satisfies
dy
dt
(t) = λ(t)y(t) +Q(t)
for t ≥ t0. Then we have
|y(t)− y+| ≤ C3
∫ ∞
t
(|y+||λ(τ)|+ |Q(τ)|) dτ
for t ≥ t0, where
C3 = exp
(∫ ∞
t0
|λ(τ)| dτ
)
and
y+ = y(t0)e
∫
∞
t0
λ(τ) dτ
+
∫ ∞
t0
Q(s)e
∫
∞
s
λ(τ) dτ ds.
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Proof. Put
Φ(t; s) = exp
(∫ t
s
λ(τ) dτ
)
for s, t ∈ [t0,∞]. Then we see that
y(t) = Φ(t; t0)y(t0) +
∫ t
t0
Φ(t; s)Q(s) ds = Φ(t;∞)y+ −
∫ ∞
t
Φ(t; s)Q(s) ds.
We also note that |Φ(s; t)| ≤ C3 and that
|Φ(t;∞)− 1| ≤ C3
∫ ∞
t
|λ(τ)| dτ.
Therefore we obtain
|y(t)− y+| ≤ |Φ(t;∞)− 1||y+|+
∫ ∞
t
|Φ(t; s)||Q(s)| ds
≤ C3|y+|
∫ ∞
t
|λ(τ)| dτ + C3
∫ ∞
t
|Q(τ)| dτ,
as desired.
Proof of Proposition 4.1. We first show the pointwise convergence of V (t; σ, ω) as t→ +∞.
We note that (3.1) implies V (t; σ, ω) = 0 if σ ≥ R. In what follows, we fix (σ, ω) ∈
×(−∞, R]× S1 and introduce
ρ(t) = ρ(t; σ, ω) := V1(t; σ, ω)K1(t; σ, ω)− V2(t; σ, ω)K2(t; σ, ω)
so that
1
2
∂t
(
(V1(t))
2 − (V2(t))2
)
= V1(t)∂tV1(t)− V2(t)∂tV2(t) = ρ(t).
It follows from (3.8), (3.10) and (3.11) that
∫ ∞
t0,σ
|ρ(τ ; σ, ω)| dτ ≤
∫ ∞
t0,σ
2∑
j=1
|Vj(τ ; σ, ω)Kj(τ ; σ, ω)| dτ
≤
∫ ∞
t0,σ
Cε2〈σ〉−3/2τ 2µ−3/2 dτ
≤ Cε2〈σ〉−3/2(t0,σ)2µ−1/2
≤ Cε2〈σ〉2µ−2.
Therefore we obtain
(V1(t; σ, ω))
2 − (V2(t; σ, ω))2 = (V1(t0,σ; σ, ω))2 − (V2(t0,σ; σ, ω))2 + 2
∫ t
t0,σ
ρ(τ ; σ, ω) dτ
= m(σ, ω)− r(t; σ, ω) (4.2)
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for t ≥ t0,σ, where
m = m(σ, ω) := (V1(t0,σ; σ, ω))
2 − (V2(t0,σ; σ, ω))2 + 2
∫ ∞
t0,σ
ρ(τ ; σ, ω) dτ
and
r(t) = r(t; σ, ω) := 2
∫ ∞
t
ρ(τ ; σ, ω) dτ.
Note that
|m| ≤ |V (t0,σ)|2 + C
∫ ∞
t0,σ
|ρ(τ)| dτ ≤ Cε2〈σ〉2µ−2
and
|r(t)| ≤ C
∫ ∞
t
|ρ(τ)| dτ ≤ Cε2〈σ〉−3/2t2µ−1/2. (4.3)
Now we divide the argument into three cases according to the sign of m(σ, ω) as follows.
• Case 1: m(σ, ω) > 0. First we focus on the asymptotics for V2(t). By (3.9), (3.10),
(3.11), (4.2) and (4.3), we have
∂tV2(t) =
−1
2t
V2(t)
3 − m
2t
V2(t) +
r(t)
2t
V2(t) +K2(t)
≤ −1
2t
V2(t)
3 − m
2t
V2(t) + Cε〈σ〉−µ−1/2t2µ−3/2,
whence
1
2
∂t
(
tmV2(t)
2
)
= tmV2(t)
(
∂tV2(t) +
m
2t
V2(t)
)
≤ tm
(−1
2t
V2(t)
4 + Cε2〈σ〉−3/2t2µ−3/2
)
≤ Cε2〈σ〉−3/2t2µ+m−3/2.
Integration in t leads to
tmV2(t)
2 − (t0,σ)mV2(t0,σ)2 ≤ Cε2〈σ〉−3/2
∫ t
t0,σ
τ 2µ+m−3/2dτ
≤ Cε2〈σ〉−3/2(t0,σ)2µ+m−1/2
≤ Cε2〈σ〉2µ+m−2
for t ≥ t0,σ. Therefore we deduce that
|V2(t)| ≤ Cε〈σ〉µ+m/2−1t−m/2. (4.4)
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In particular, V2(t)→ 0 as t→ +∞. Next we turn our attentions to the asymptoitics
for V1(t). Since V1(t) solves V
′
1(t) = λ(t)V1(t) + Q(t) with λ(t) = −V2(t)2/t and
Q(t) = K1(t : σ, ω), we can apply Lemma 4.2 to V1(t). Then we have
|V1(t)−W+1 | ≤ C
∫ ∞
t
( |W+1 ||V2(τ)|2
τ
+ |K1(τ)|
)
dτ,
where
W+1 = W
+
1 (σ, ω)
:= V1(t0,σ; σ, ω)e
−
∫
∞
t0,σ
V2(τ ;σ,ω)2
dτ
τ +
∫ ∞
t0,σ
K1(s; σ, ω)e
−
∫
∞
s
V2(τ ;σ,ω)2
dτ
τ ds.
By (3.10), (3.11) and (4.4), we have
|W+1 | ≤ |V1(t0,σ)|+
∫ ∞
t0,σ
|K1(s)|ds ≤ Cε〈σ〉µ−1 (4.5)
and ∫ ∞
t
( |W+1 ||V2(τ)|2
τ
+ |K1(τ)|
)
dτ ≤ C
∫ ∞
t
(
ε3〈σ〉3µ+m−3
τ 1+m
+
ε〈σ〉−µ−1/2
τ 3/2−2µ
)
dτ
≤ Cε
3〈σ〉3µ+m−3
mtm
+
Cε〈σ〉−µ−1/2
t1/2−2µ
.
Therefore we conclude that V1(t)→W+1 as t→ +∞.
• Case 2: m(σ, ω) < 0. Similarly to the previous case, we have
lim
t→∞
|V1(t; σ, ω)| = 0, lim
t→∞
|V2(t; σ, ω)−W+2 (σ, ω)| = 0,
where
W+2 (σ, ω) := V2(t0,σ; σ, ω)e
−
∫
∞
t0,σ
V1(τ ;σ,ω)2
dτ
τ +
∫ ∞
t0,σ
K2(s; σ, ω)e
−
∫
∞
s
V1(τ ;σ,ω)2
dτ
τ ds.
Remark that |W+2 | ≤ Cε〈σ〉µ−1.
• Case 3: m(σ, ω) = 0. By (3.9), (3.10), (3.11), (4.2) and (4.3), we have
∂t
(
V1(t)
2
)
=
−1
t
V1(t)
4 − r(t)
t
V1(t)
2 + 2V1(t)K1(t)
≤ −1
t
(V1(t))
4 + Cε2〈σ〉−3/2t2µ−3/2
for t ≥ t0,σ. Thus we can apply Lemma 4.1 with Φ(t) = V1(t)2 to obtain
|V1(t)| ≤ C√
log t
→ 0 (t→ +∞).
Also (4.2) gives us |V2(t)| =
√
V1(t)2 + r(t)→ 0 as t→∞.
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Summing up the three cases above, we deduce that V (t; σ, ω) coverges as t → +∞ for
each fixed (σ, ω) ∈ R× S1. In order to show (4.1), we set
V +1 (σ, ω) :=
{
W+1 (σ, ω) (m(σ, ω) > 0) ,
0 (m(σ, ω) ≤ 0) ,
V +2 (σ, ω) :=
{
0 (m(σ, ω) ≥ 0) ,
W+2 (σ, ω) (m(σ, ω) < 0) ,
and V +(σ, ω) = (V +j (σ, ω))j=1,2 for (σ, ω) ∈ R × S1. Then, by virtue of (4.5), we have
V + ∈ L2(R× S1) and
∣∣χt(σ)V (t; σ, ω)− V +(σ, ω)∣∣2 ≤ Cε2〈σ〉2µ−2 ∈ L1(R× S1)
for all t ≥ t0,σ. Moreover, it holds that
lim
t→∞
∣∣χt(σ)V (t; σ, ω)− V +(σ, ω)∣∣2 = 0
for each fixed (σ, ω) ∈ R × S1. Consequently, Lebesgue’s dominated convergence theorem
yields (4.1).
5 Proof of Theorem 1.1
We are going to prove Theorem 1.1. First we recall the following useful lemma.
Lemma 5.1 ([13] Theorem 2.1). For φ ∈ C
(
[0,∞); H˙1(R2)
)
∩ C1 ([0,∞);L2(R2)), the
following two assrtions (i) and (ii) are equivalent:
(i) There exists (φ+0 , φ
+
1 ) ∈ H˙1(R2)× L2(R2) such that
lim
t→∞
‖φ(t)− φ+(t)‖E = 0,
where φ+ ∈ C
(
[0,∞); H˙1(R2)
)
∩C1 ([0,∞);L2(R2)) is a unique solution to ✷φ+ = 0,
φ+(0) = φ+0 , ∂φ
+(0) = φ+1 .
(ii) There exists Φ = Φ(σ, ω) ∈ L2(R× S1) such that
lim
t→∞
‖∂φ(t, ·)− ωˆ(·)Φ♯(t, ·)‖L2(R2) = 0,
where ωˆ(x) = (−1, x1/|x|, x2/|x|) and Φ♯(t, x) = |x|−1/2Φ(|x| − t, x/|x|).
By virtue of this lemma, to prove that u1 is asymptotically free, it is sufficient to show
lim
t→∞
‖∂u1(t, ·)− ωˆ(·)V +,♯1 (t, ·)‖L2(R2) = 0 (5.1)
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for V +1 (σ, ω) obtained in Section 4. To prove (5.1), we split
‖∂u1(t, ·)− ωˆ(·)V +,♯1 (t, ·)‖2L2(R2)
=
∫
R2
|∂u1(t, x)− ωˆ(x)|x|−1/2V +1 (|x| − t, x/|x|)|2dx
≤2
∫
R2\Λ∞
|∂u1(t, x)− ωˆ(x)|x|−1/2V1(t; |x| − t, x/|x|)|2 dx
+ 2
∫
Λ∞
|∂u1(t, x)− ωˆ(x)|x|−1/2V1(t; |x| − t, x/|x|)|2 dx
+ 2
∫ ∞
0
∫
S1
|ωˆ(rω)V1(t; r − t, ω)− ωˆ(rω)V +1 (r − t, ω)|2 dSωdr
=:J1(t) + J2(t) + J3(t).
To show the decay for J1(t), we note that 〈t+ |x|〉 ≤ C〈t− |x|〉 on R2 \Λ∞. Then (3.4) and
(3.10) imply
J1(t) ≤ Cε2
∫
R2\Λ∞
(
〈t− |x|〉−1〈t+ |x|〉2µ−2 + |x|−1〈t− |x|〉2µ−2
)
dx
≤ Cε2
∫
R2\Λ∞
|x|−1〈t+ |x|〉2µ−2 dx
≤ Cε2
∫ ∞
0
∫
S1
(1 + t+ r)2µ−2dSω dr
≤ Cε2(1 + t)2µ−1.
As for J2(t), we see from Lemma 2.1 and (3.4) that
J2(t) = 2
∫
Λ∞
|x|−1 ∣∣|x|1/2∂u1(t, x)− ωˆ(x)D (|x|1/2u1(t, x))∣∣2 dx
≤ C
∫
Λ∞
|x|−1〈t+ |x|〉−1|u(t, x)|21 dx
≤ Cε2
∫
R2
|x|−1〈t+ |x|〉2µ−2 dx
≤ Cε2(1 + t)2µ−1.
Finally, it follows from (4.1) that
J3(t) ≤ C
∫ ∞
0
∫
S1
∣∣V1(t; r − t, ω)− V +1 (r − t, ω)∣∣2 dSωdr
≤ C
∫ ∞
−t
∫
S1
∣∣V1(t; σ, ω)− V +1 (σ, ω)∣∣2 dSωdσ
≤ C
∫
R
∫
S1
∣∣χt(σ)V1(t; σ, ω)− V +1 (σ, ω)∣∣2 dSωdσ
→ 0
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as t→∞. Piecing them together, we arrive at (5.1). Similarly we have
lim
t→∞
‖∂u2(t, ·)− ωˆ(·)V +,♯2 (t, ·)‖L2(R2) = 0,
where V +2 is from Proposition 4.1. With the aid of Lemma 5.1, we conclude that u2 is also
asymptotically free.
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