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Nous appelons problkme de “recoIlement de voisinages” (RV) (“‘star prnblem” ou “problk~e 
d’ktoiles”) le probEme qui consiste B savoir, &ant donnee une familje 3r de parties d’un 
ensemble S, s’il existe un graphe (non orient4 et sans bouclc) dont la famille de voisinages 
coincide avec 9”. L’objectif de cet article est de montrer que le problenre RV est NP-complet. 
La pteuve s’appuiera sur Equivalence entre RV et le problerre de trouver un automorphisme 
d’ordre 2 dans un graphe quelconque (AUK!). La NP-completude de AUT2 a et6 demontree 
par Anna Lubiw [5]. 
1. Iu~luctiolIl 
Les problhm RV et RVl3 sent apparus nat weElement apres que Berge [2, 
chap. I], ait dBlini un graphe boucle et oriente comme un couple (S, r) oii S est 
un ensemble et I’ une application non necessairement univoque de S dans S (ou 
une application univoque de S dans 9%). 11 s’ensuit qu’un graphe est defini par un 
couple (S, r) oti I’ est u.ne application de S dans 9% vkrifiant: 
Si l’on tse con:<erve que la condition (l), on o%ient un graphc bouck Pour un 
couple (is, T) oti S est un ensemble non-vide et jr c @?S -{Ib)) avec Iv\ = ISi, il est 
immediar: qu’il existe toujours un graphe orient6 et boucle G = (S, r) tel que 
IS = “v: %I revanche, l’existence d’un graphe (boucle ou non) G = (S, r) tel que 
fS = v nest plus assurk II s’agit ici exactement des ,~roXMes RV et RVB 
mentionnes plus haut. Ces problemes ont 6t6 pos&s par Sabidussi et S6s (cf. Babai 
[l]). Avant de: puursuivre, precisons notations et definitions: 
Notatiow. Dans un graphe G bouclk ou non, l’ensemble 3es sommets et des 
aretes seront not& V(G) et E(G). Dans le cas d’un graphc boucle, E(G) est une 
relation binaire symetrique sur V(G); pour un graphe on exige que E(G) soit 
aussi irreflexive. V(x; G) et d(x; G) (ou simplement V(x I ]et d(x) s’il n’y a pas de 
confusion possible) denoteront (y: y E V(G) et LX, y]~ E(G)) (et sa cardinalit 
respectivement. Si G est biparti, A,(G) et A,(G) (ou simplement A, et A,) 
denoteront les classes chromatiques de G. 
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1.1. D&Gtioa. Soit S un ensemble. V = (Si )icl rune farnile de parties de S. ‘I’ est 
dite admissible ssi: 
(iij Si f 8 pour tout i E I; 
(iii) IJiElSi = S; 
(iv) ISI =: IZI 
1.2. D&finitiom. Soit ‘I^ = (Si)ic I une famille admissible d’ensembles. On dira yue 
‘V admet un prupl-s X ssi V(X) = S et la famille de voisinages de X “coi’ncide” 
avec %‘. i.e. il existe une bijection (T: S -+ Z telle que pour tout x E V(X) 
V(x: X) = s<,tx,. 
Des l’abvrd ap;>ar.Gt unc condition necessaire et suffisante triviale pour les 
problemes RV et RVB. On peut I’enoncer ainsi: une famille d’ensemble:, 7/’ 
admet un graphe ,;si il existe une bijection! (7: S --+ Z telle que: 
(I) xES,(,,@~ES_(,,, FIX, YES et 
(2) x$ S& ). vx E s. 
S’il Cagit de RVB i.e. de graphes bouck, se& Ila condition (1) est conservee. 
Mais cette condition ne donne aucune indication sur la structure intrinseque yue 
doit presenter une famihe d’ensembles -Y pour q,ue celle-ci admette un graphe 
(RV) ou un graphe boucle (RVB). L’essentiel de 1::1 section suivante Porte sur des 
caracterisations plus satisfaisantes. 
2* Caractbkdions 
2.1. Diifinitioa. %it Y’ = (Si )iel une famille admissible d’ensembles. Alors App -r/: 
lc gruphe d’qqxmerttince, est defini par 
oil 
V(App Y) = A,, U A,, 
A,, = 10) x s, Ai ={l}xZ 
et 
E(App V) =r {[((I. X), (1, i>]: X E S, i E I, X E Si}. 
On vkrifie facilement que App -T ainsi defini est un graphe biparti de classes 
chromatiques A,, et A, telles que IA,1 = IA, I. Al,ors: 
2.2. qposition. Soit V une fawille admissible. Four X z.m graphe quelconque: 
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D@mo~~M~tin. Soit X un graphe quelconque, “y;c = (a/(x; X))xEvtxj. Alors 
V(App ?fx)=(C1)x V(X)ti(l)x V(X)={& 1)~ V(X)= V&xX), 
et 
[(O,x),(I, y)]~E(App %)-= V(y;x) 
e[x, );‘]E E(X) 
WO, x), (I, ye a&xx), 
c’est-a-dire App “v;; = K2 x X. La condition est done nCcessaire. 
Suffisance. Soient v = (Si)iel admissible, q: App “cr -+ K2 X X un isomorphisme. 
Sur S definissons un graphe G par 
ou a est l’automorphisme de K2 x X: 
a: (h, 2)~(1 -h, z), 2 f V(x), l-2 =o, 1. 
*2= 1 entraine que la relation E(G) est sjm&ique; I’irr&lexivite decoule du fait 
que [(0, z), (1, z)]$ E(K,x X) quel que soit z E V(X). G est done bien un graphe. 
On verifie aisement que C; est isomorphe B X et que T admet G. n 
Signalons enfin que la classe de ious les gra&es de la forme App v auec “I’ une 
famille admissible n’est autre que la classe de tous les graphes bipartis sans sommcet 
isol6 dont Zes deux classes chromatiques ont la m&e cardinalitk En effet, soit X w-I 
tel graphe, AO, A, ses deux classes chromatiques. 11 est bien connu (folklore) et 
facile B v&ifier que si l’on pose 
alors App “v;, = X, h = 0.1. YYk est admissible en vertu des hypotheses &or&es B 
propos de X. 
II resulte de cette remarque et de la proposition qui la precede que le probleme 
RV se ramene entierement au probleme de l’existence d’un graphe Y tel que 
X = K2 x Y pour un graphe biparti X don&, ou si l’on prefere, au probleme de 
l’existence d”un automorphisme d’ordre 2 de X qui interchange les classes 
chromatiques cle X et qui ne fasse pas zorrespondre dew sommets d’une meme 
a&e. Or, clairement, l’equivslence entre les deux problemes est aussi une 
equivalence polynomiale: la resolution d’un problbme en un temps (ou nombre 
d’btapes) dependant de faGon polynumiale des donneesB entraine la resolution 
polynomiale de l’autre probleme. 
Ce que nous venons de faire concernait les graphes (non bouclhs), i.e. 11: 
probl&me RV. I1 est maintenant facile d’etablir des r&ultats similaires pour les 
graphlzs bowl&. Nlnus omettons la dkmonstration de la prochaine proposition qui 
a d’ailleurs &6 d6montr6e dans un recent article de Catlin [3, Proposition Ll]. 
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phisme cr, alors V admet le graphe boucl6 G, oii 
2.3. PropositionI. Ssir Y 
,~myhe boucle’ ssi il exrste 
les classes chromatiques 
une famillle admissible d’ensembles. Alors V admet un 
un automorphisme ar d’ordre 2 de A.pp jr qui intervertisse 
de App V. En efj’el; si AQQ “I’ posskde un tel automot- 
V(G) == S, 
E(G) = !(x, Y i 1~ S X S : [(O, x), a (0, y)] E E(AQQ V)}. 
La Proposition 2.3 nous permet done de tirer les m8mes conclusions pour le 
problkme RVB que celles mentionnkes plus haut ti propos de RV: le problkme 
RVB se ramkne entikrement au problkme de l’existence d’un al;,tomorphisme 
d’ordre 2 qui intervertit les classes chromatiques d’un graphe biparti X don& 
Nous aurons besoin de cette equivalence plus loin; donnons done un nom au 
dernier probikme: AWT2(0@ 1). Quant au prob%me 6quivalent ?I RV, on le 
noter a AUT?~O +b 1). 0n obtient ainsi: 
2.4. Proposition. Les probkmes RVB et AUT2(0*-, 1) tout comme RV et 
A I/T2(0 + 1) son I polynomialement equivalents. 
3. RVB est NP-complet 
&ma Lubiw [5] a rkemment montrk que le problkme suivant (que nous 
no:erons AUT2) est NP-complet: ktant don& un graphe G, exislte-t-i1 un 
automor?hisme de G d’nrdre 2 sans point fixe? Ailnsi pour montrer que RVB est 
NP-cor?Tlet, il suffit de prouver que la rksolution polynomiale de RVR entraine 
celle dc AUT2. En presence de 2.4 ceci revient 21 dkmontrer: 
3.1. Proposition. La rkolutiw~ rolyrwmiale 1 de AUT2(Ot-, 1) implique celle de 
AUT2. 
Nous supposons .I ur wus connaissions un algorithme polynomial pour 
AUT2(0c* 1). Soit done G un graphe d’ordre n dont nous voulons savoir s’il 
posskde un automorphisme d’ordre 2 sans point fixe. Ce qui suit consiste en la 
conc;truction d’unf graphe XG biparti ayant ia propriktk suivante: G pluss6de WI 
r~utomorphisme d ‘ordre 2 sans point fixe ssi XG ww?de un automorphisme d’ordre 
2 interuertissunt ses classes chromatiques. Par la suite, nous appellerons ces 
automorphismes de Xc-; (ou de quelqu’autre graprrle biparti) des auromorphismes 
Llcceptables. . 
Dan:; la construction de XG nous nous servirons du fait qu’il existe des grapheq 
bipartis prkentant au moins un automorphisme interchangeamt les ctasw 
chromatiques, mais dont aucun n’est d’ordre 2. ESabai (communication persor!- 
nelle) signale que le graphe Z d’ordre Z!4 dvec Aut 2 =2& donne par Frucht [J, 
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Fig. 1. 
Section 43, a cette propriM (voir Fig. 1). On peut montrer que 14 est l’ordre 
minimal pour de tels gwphes, mais le graphe 2 a I’avantage de manifester cettte 
propriCt6 avec transparenc:e. 
I 
i 
32. D&now&r&ion & la F~~posi@on 3.1. Nommons Z le graphe de la Fig. 11. 
Puisque IA,(Z)l = IA,(Z)/ == 12 on peut noter pour h = 0,l: Ah(Z) = {h} x A ok A 
est tw ensemble arbitraire de cardinalit 32. 
Pew G un graphe quelconque, on construit XG de la man&e suivante: 
V(&) = A0 U A1 
oti, pour h = 0,l: 
et 
A:, = .;;h), A; = {h} b: V(G), ~$2 =(h) x V(G) x A. 
3. = ([h, (1 -h, x, a)]: x f V(G), a E A, h = 0, “;I, 
15, = W& x G I= {[CO, x), (1, y>]: [x, y] E E(G)), 
& = ([\:q,, x), t 1 - h, x, a)] : x E V(G), a E A, h = 0, 1}, 
& = w, & a), (3, x, u’)]: [@A 4, (1, U’)]E ww. 
D”apres cett: definition, il est clair que X, est biparti et que A0 et A, en sogt 
les classer; chrc jmatiques. 
Notons que :;eul E2 traduit la structure de G. E2 est tel que la restriction de ;JIFG 
dktetminde par les sommets (0, 1) x V(G) est K2 x G. E4 fait simplement de 
chaque restriction (que nous noterons Z,.) determinee par les sommets (Q, 1) X 
(x} 2 A un graphe isomorphe 5 2. La FI,,. ‘0 2 indique schkmatiquement la structure 
de X& 
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) copies 
de Z 
Fi?. 2. _-= E,, _-_-=z E,. 
Par ailleurs, on remar+_teraque les fonctions exprimant le nornbre d’e’tapes 
requis pour la construction ck XG et la grosseur de Xr, dependent tloutes dew de 
faGon polynomiale de lai grosszur de 6. En effet. il resulte de la delinition de &; 
que 1 W ,‘(,c; )I = XII+ 2 et IEK. I( = 72~ + 2m oii n = 1 V(G)1 et nt = \E(G)I. 
I1 reste a momiz- q:,;ti le graphe Xc? ainsi dktini satisfait bienl la propriete 
mentionrnee plus haut: (3 possede un automorphisme d’ordre 2 sans point fixe ssi 
Xc; possede un automorphisme :lcceptable. 
Naus montrons d’abord que chaque autonzorphiswe g tie G &or&e 2 sans point 
fixe donne ku h UR auromorphis~~te acceptclble de X’. Puisque cp est d’ordre 2 et 
n’a pa:; de point fixe chaque crbite de rp c,ompte exactement deux klements; on 
peut done partitionner V(G) en deux cnsc3les C(, et Cr dont chacun contient un 
et un seul element de chaque or-bite. q in + rertit Co et Cr. Soit maintena3t ~1 un 
automorphisme de 2 interchangeant les classes chromatiques. a in&tit deux 
permutations cy,,, al SW- A par 
aut, a) == (1 --II, cQ(a)). 
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Ces notations introduites, dUnksons + : V(&) + V(XG) par 
Montrans que 3/ est bien un automorphisme acceptable de X,, Il n’est pas 
di#kik: de voix que c’txt une bijection d’ordre 2 faisant correspondre Ad et &. 
Pour <%ablir que 4 est un automorphisme, il sufk de montrer que [n, y]r: ET* 3 
[@.x), #()?‘I] EE, pour tout 1 G v G 4. Pour v = 1,2,3, c’est imm&diat. v = 4: wit 
[(0, .‘c, a), (1, x, a’)]~ E4” Alors [(0, a), (1, a’)]~ E(Z) par dkfinition de Ed, §i 
x f c(j. 
car [@, a), (1, a’)]~ E(Z) entra’ine 
[~1(0, it), a(l, a’):1 = [(l, a&)), (0, cu#‘))]~ EGQ 
par d~~nition de Q~ et cyl. Or cezi signifie que [(l, q(x), ~~~~))~ (0, q(x), a&i’)& 
E4. T?our x E C1 la wnkation est sembtabge (on u&se arfors (x-l au lieu de ar dans 
la dej-nike Cgalitk). 
RSqwoquement, soit # un automorphisme acceptable de XG. Nous allons 
mon?er que 4 induit un autorno~~isrn~ de G d’ordre 2 sans point tie. Ji &nt 
acceptable iI s’qsnsuit que e(h) E A 1_h. Puisque 0 et 1 sont les seuls sommets :rle 
degr6 maximal de J(G (en effet, d(h; X,) = 32n), ii vient: 
~(~)= 1 --ii, ?z =o, 1. 
Par consequent 
Ceci entraine 18 son tour que 
$A;= A;_,, 12 =O, 1; 
autrement dit, &X G est stable sous ‘ITaction dl:: # & = $IK~+G est done WI 
automorphisme acceptable de K2 X G. 
~~~nissons iln~?~icitement cleux applications pO, gl : BEGS + VU3 comme f-3.k: 
d’o& it dkoule en particuiier que <P~ est une bijection. Not~r~s c;p = qpo. 
La suite de la demonstration repose sur ~‘o~se~ati~n suivante qui indique ia 
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fonction assumke par les ,ri:tes cte l’elwmble Es: 
.Pour rout ,x E Vi G), 
i.e. 
~{(h,x,a):a~~~}={(1-~,cp~~-~(x),u):~?~A), h=O,l, 
$A,,(Z,) = A,__,(Z,,,) oti w = ~*~-‘k). (*ic) 
Sknt x et a fix&, x E V(G), a E A. Par dkfinition de E3 
[(II, x, U‘I, (I 4, X)]EE, et done [@(II, .x, cilj, $(l - h, X)]E E:, 
puisque les ensembles E,,, 1 < v s 4, sont manifestement stables sous I’actionl de 4. 
Autrement dit, 
$(/I, x, U)E V($(l-h, x); X&-M_:_,,= V((h, cpZh-‘(x)); x,)nA:-, 
= (( S - h, Vet- ‘(x), a’): a’ E A}. 
Nous montrons maintenant que fate orbite de <p est de curdinditk ~2, i.e. 
0 ’ = 1. Pro&dons par l’absurde et supposons qu’uc sommet x de G appartienne B 
line ol-bite de cardinalit 23. Posons q(x) = y, cp( y) = 2. Selon (*) 
J/A,(Z,) = A,,(Z,) et 44(Z,J = AoK 1. 
Par ctrwkquent 
4 &ant un automor$hisme la restriction de XG dkrermin&e par A,&) UA,(Z,,) 
West-&dire 2,) doit ktre isomorphe B celle dktemlike par A,(Z,) U A,(Z,). Or 
la premikre est isomoyphe B Z alors que la seconde est diwr&te (i.e. ne contient 
aucune a&e). Ai.Isi ce cas ne pelJt se p&enter. 
cp est un uuf,~-l.m,y:;;sme d (4% En effet 
[x. y]&‘iG)+[:G, x\ (1, y)]&(K2xG) 
3 [( 1, c;W, (0, cp- ‘(y))] = K 1, <p(x)), @v rp(y))]~ H& x Gl 
3hW, dy)]tz E(G). 
Finalement, dknontrons que <p nk pus de point j?xe. SuppoSons que <p(x) z x. 
Alors par (2: ) 
rLA,,(Z,) = A,-,<&,,,,> = A: -,,(z,), h = 0, 1, 
d’oti $1 Z, est un automorphisme acceptable de ;i-Yx ce qui contredit le choix de 
Z. cl 
4. kquivaience de RV et de RVB 
,\joutons, finalement,, que les problkmes RV et RVR sont polynomialement 
equivalents. Compte tenu de la NP-complCtude dc RVB qu’on vient d%tablir, il 
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suffit de montrer que la r&solution polynomiale de FW entrabe celle de RW. 
Voici une esquisse de la preuve: 
Soit G un graphe biparti dont an’vettt savoir s’il posskde un automorphisme 
d’ordre 2 interchangeant les, &&es c$omatiques. On c~nstruit Bad un ‘gapbe 
biparti ayant la propri&6 suivante: if existe un automwphisme de G d’ordre 2 
intervertissant 1e:s classes chromati es ssi il existe un automorphisme de Bs 
d’ordre 2 interchangeant les classes chromatiques et qui ne fasse pas correspond1 e 
les deux sommets d’une mSme a&e, c’est-B-dire qui n’ait pas d’arete fixe. En 
effet [6], 
E, = {[(x, i), (y, j)] : [x, y]~ E(G), i = j r-= 0 ou i = j = 21, 
E2 = {[(x, i), (x, i + l)] : x E V(G), i f 2,) i. 
(voir Fig. 3). 
Alors chaque (9 E Aut G induit un #E Aut Ba par 
Jl(X, i) == (p(x), i +2). 
Rkiproquement, puisque tout ip, E Aut BG a la propriM que la premikre com- 
posante de #(x, i) est independante de i, on peut dkfimr <p EAuf G par 
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