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Einleitung
Es gibt viele verschiedene Kohomologietheorien u¨ber der Kategorie der Varieta¨ten. Al-
le diese Theorien haben a¨hnliche Eigenschaften. Grothendieck formulierte als erster die
Idee, diese Theorien in gewisser Weise zu vereinheitlichen. Er tra¨umte von einer einzigen
”
Theorie kohomologischer Natur“, welche das
”
Motiv“ fu¨r all die Kohomologietheorien
beschreiben sollte. Er schreibt:
”
Anders als in der gewo¨hnlichen Topologie findet man sich [in der algebraischen Geo-
metrie] mit einer beunruhigenden Fu¨lle an Kohomologietheorien konfrontiert. Man hat
deutlich den Eindruck (wenn auch in einem vagen Sinne), dass all diese Theorien ‘zum
gleichen Ding’ fu¨hren, ‘die selben Ergebnisse’ liefern.“ ([Gro], frei u¨bersetzt)
Fu¨r einen festen Ko¨rper k wu¨nschen wir uns also eine Kategorie der gemischten Mo-
tive u¨ber k. Sie soll eine abelsche Tensorkategorie MM(k) sein, zusammen mit einem
kontravarianten
”
universellen“ Kohomologiefunktor
V ar(k) −→MM(k).
Der Funktor soll in dem Sinne universell sein, dass jede
”
gute“ Kohomologietheorie u¨ber
ihn faktorisiert. Unter einer guten Kohomologietheorie verstehen wir eine Kohomolo-
gietheorie, welche die Bloch-Ogus Axiome erfu¨llt [Hub95, Part 3]. Die Existenz einer
solchen Kategorie ist eine offene Frage. Bisher gibt es nur einen mo¨glichen Kandidaten
fu¨r eine Kategorie der reinen Motive, welche auf der vollen Unterkategorie der glatten,
projektiven Varieta¨ten eine universelle Kohomologietheorie fu¨r alle Weil-Kohomologien
darstellen soll. Ein neuerer Versuch zur Konstruktion einer Kategorie der gemischten
Motive kam Mitte der 90er Jahre von Nori. Zentral fu¨r den Ansatz ist folgendes Resultat:
Theorem 0.1 (Nori). Sei D ein gerichteter Graph, R ein noetherscher, kommutativer,
unita¨rer Ring und R-Mod die Kategorie der endlich erzeugten R-Moduln. Sei
T : D −→ R -Mod
eine Darstellung.
Dann existiert eine R-lineare abelsche Kategorie C(T ), genannt Diagrammkategorie, mit
einer Darstellung
T˜ : D −→ C(T ),
sowie ein treuer, exakter, R-linearer Funktor ffT , sodass:
1. T durch D
T˜
−→ C(T )
ffT−−→ R -Mod faktorisiert.
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2. T˜ folgende universelle Eigenschaft erfu¨llt: Gegeben eine weitere R-lineare, abelsche
Kategorie A mit einem R-linearen, treuen, exakten Funktor f : A → R -Mod
und F : D → A einer Darstellung, die T = f ◦ F erfu¨llt, so existiert ein bis
auf Isomorphie eindeutiger Funktor L(F ), so dass folgendes Diagramm bis auf
Isomorphie kommutiert:
C(T )
D R -Mod
A
T˜
F f
ffT
T
L(F )
Leider existiert fu¨r diese Aussage kein vero¨ffentlichter Beweis, sondern nur eine dreiseitige
Beweisskizze aus einem Seminar am TIFR [Nor]. Hauptziel meiner Arbeit ist es, diese
Lu¨cke zu schließen und einen ausfu¨hrlichen Beweis fu¨r dieses Theorem zu liefern.
Mit Hilfe des Theorems la¨sst sich die Kategorie der effektiven gemischten Nori-Motive
konstruieren: Sei X eine Varieta¨t u¨ber einem Ko¨rper k der Charakteristik Null, Y ⊆ X
eine abgeschlossene Untervarieta¨t und i eine natu¨rliche Zahl. Wir definieren in Kapitel 7
einen Graphen D mit Ecken, bestehend aus Tripeln (X,Y, i), sowie geeigneten Kanten.
Singula¨re Kohomologie H•(X(C), Y (C),Q) definiert dann eine Darstellung
T : D −→ Q -Vect
(X,Y, i) 7−→ H i(X(C), Y (C),Q)
in die endlich-dimensionalen Q-Vektorra¨ume. Die Kategorie der effektiven gemischten
Nori-Motive MMeffNori ist definiert als die Diagrammkategorie dieser Darstellung. Ob
diese Kategorie universell fu¨r alle Kohomologietheorien ist, welche die Bloch-Ogus Axio-
me erfu¨llen, ist unklar. Die universelle Eigenschaft der Diagrammkategorie liefert uns
jedoch treue, exakte Funktoren aus der Kategorie MMeffNori in jede Kohomologietheorie,
welche Vergleichsisomorphismen in die singula¨re Kohomologie besitzt. Dies gilt unter
anderem fu¨r l-adische etale Kohomologie und algebraische de Rham Kohomologie.
Ein weiteres Ziel dieser Arbeit ist es, die Diagrammkategorie dieser Darstellung besser
zu verstehen. Hierfu¨r zeigen wir:
Theorem 0.2. Nimmt eine Darstellung T Werte in freien, endlich erzeugten Moduln
u¨ber einem Hauptidealring R an, so ist die Diagrammkategorie a¨quivalent zu der Kate-
gorie endlich erzeugter Moduln u¨ber einer Koalgebra A(T ).
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Daru¨ber hinaus la¨sst sich zeigen, dass die KategorieMMeffNori eine natu¨rliche Struktur als
abelsche Tensorkategorie besitzt. Sie wird dadurch zu einer neutralen Tannaka-Kategorie
mit Faserfunktor in die endlich-dimensionalen Q-Vektorra¨ume. Tannaka-Dualita¨t nach
Deligne [DM82] besagt dann, dass die Kategorie MMeffNori a¨quivalent zu der Kategorie
der Darstellungen eines affinen Gruppenmonoids ist. Genauer erhalten wir durch die
Tensorstruktur auf MMeffNori eine Hopf-Algebrenstruktur auf der Koalgebra A(T ). Das
Gruppenschema ist dann durch das Spektrum dieser Algebra gegeben.
Nachdem wir in Kapitel 1 einige grundlegenden Begriffe und Konzepte kla¨ren, werden wir
in Kapitel 2 Noris Diagrammkategorie konstruieren. Der Beweis der universellen Eigen-
schaft dieser Kategorie wird Kapitel 3 und 4 vollsta¨ndig einnehmen. Diese Kapitel sind
der Kern dieser Arbeit. Kapitel 5 kla¨rt die Dualita¨t zwischen Modulstrukturen u¨ber einer
Algebra und Komodulstrukturen auf der dualen Koalgebra. Am Ende zeigen wir, dass die
Diagrammkategorie C(T ) unter gewissen Voraussetzungen eine Kategorie von Komoduln
u¨ber einer Koalgebra ist. Kapitel 6 entha¨lt einen kurzen Exkurs u¨ber Tannaka-Dualita¨t.
In Kapitel 7 werden wir schließlich die Kategorie der effektiven, gemischten Nori-Motive
MMeffNori definieren und skizzieren, wie diese Kategorie durch Tannaka-Dualita¨t zu den
Darstellungen von SpecA(T ) korrespondiert.
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1 Grundlagen
Wir beginnen mit einigen grundlegenden Definitionen und Resultaten.
Definition 1.1. Sei R ein unita¨rer, kommutativer Ring. Ein R-Modul heißt noethersch,
wenn jede unendliche, per Inklusion aufsteigende Kette von Untermoduln stationa¨r wird.
Der Ring R heißt noethersch, wenn er als Modul u¨ber sich selbst noethersch ist.
Lemma 1.2. Sei R ein noetherscher Ring undM ein endlich erzeugter R-Modul. Dann
sind alle Untermoduln und Quotienten von M endlich erzeugt.
Beweis. Der Beweis ist elementar und steht in jedem Standardlehrbuch u¨ber kommuta-
tive Algebra, zum Beispiel [AM69, S. 76].
Lemma 1.3. Sei R ein noetherscher Ring, sowieM und N endlich erzeugte R-Moduln.
Dann ist auch Hom(M,N) als R-Modul endlich erzeugt.
Beweis. Sei (v1, .., vm) ein Erzeugendensystem von M und (w1, ..wn) ein Erzeugenden-
system von N . Weiter seien Rm und Rn freie R-Moduln und
pM : R
m → M pN : R
n → N
ei 7→ vi ei 7→ wi
die natu¨rlichen Projektionen. Sei
A := {f ∈ Hom(Rm, Rn)|∃f˜ ∈ Hom(M,N) : pN ◦ f = f˜ ◦ pM},
also die Menge aller Abbildungen f , fu¨r die wir ein f˜ finden, so dass folgendes Diagramm
kommutiert:
Rm M
Rn N
pM
pN
f f˜
Da Hom(M,N) ein Modul ist, ist A abgeschlossen unter Addition und R-Multiplikation,
also selbst ein Modul. Die Abbildung pM ist surjektiv, also gibt es fu¨r jedes f ∈ A genau
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ein f˜ , so dass das Diagramm kommutiert. Wir erhalten also einen wohldefinierten
R-Modulhomomorphismus
A ։ Hom(M,N)
f 7→ f˜ .
A ist ein Untermodul des freien, endlich erzeugten Moduls Hom(Rm, Rn) ∼= Rm·n, also
nach Lemma 1.2 selbst endlich erzeugt.
Sei (f1, ..fk) ein Erzeugendensystem von A. Dann ist (f˜1, ..f˜k) ein Erzeugendensystem
von Hom(M,N), also ist auch Hom(M,N) endlich erzeugt.
Wir arbeiten bis auf weiteres mit folgender Definition fu¨r Algebren aus [Lan02, S.121].
Definition 1.4. Sei R ein kommutativer, unita¨rer Ring. Eine R-Algebra ist ein Ring
A, zusammen mit einem Ringhomomorphismus f : R → A, so dass das Bild des Ring-
homomorphismus im Zentrum Z(A) von A liegt.
Ist A unita¨r, so fordert man, dass ϕ ein unita¨rer Ringhomomorphismus ist und wir
sprechen von einer unita¨ren Algebra. Ein Algebrenhomomorphismus zwischen zwei R-
Algebren f1 : R → A1, f2 : R → A2 ist ein R-linearer Ringhomomorphismus ϕ : A1 →
A2, also ein Ringhomomorphismus, so dass folgendes Diagramm kommutiert.
A1 A2
R
ϕ
f1 f2
Definition 1.5. Eine R-Algebra heißt endlich, wenn sie als R-Modul endlich erzeugt
ist. Eine R-Algebra A heißt endlich erzeugt, wenn sie als Algebra endlich erzeugt ist, das
heißt, wenn es eine Surjektion
R[X1, ...,Xn]։ A
von R-Algebren gibt.
Satz 1.6 (Hilbertscher Basissatz). Der Polynomring R[x] u¨ber einem noetherschen
Ring ist noethersch.
Beweis. Siehe z.B. [Eis95, S.27]
Korollar 1.7. Jede endliche R-Algebra, sowie jede endlich erzeugte R-Algebra u¨ber
einem noetherschen Ring R, ist als Ring wieder noethersch.
Beweis. Eine endliche R-Algebra ist insbesondere endlich erzeugt. Sei also A eine endlich
erzeugte R-Algebra. Sei (a1 . . . an) ein Erzeugendensystem von A als R-Algebra. Dann
erhalten wir eine natu¨rliche Projektion R[a1 . . . an]
π
−→ A, also einen Isomorphismus A ∼=
R[a1 . . . an]/I, wobei I = ker(π) ein Ideal von R[a1 . . . an] ist.
Die Algebra R[a1 · · · an] ist nach induktivem Anwenden des hilbertschen Basissatzes
noethersch, also nach Lemma 1.2 auch R[a1 . . . an]/I und damit auch A.
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Definition 1.8. [Mac72, I.8] Eine Kategorie C heißt pra¨additiv oder auch Ab-Kategorie,
wenn sie die folgenden zwei Bedingungen erfu¨llt:
1. Fu¨r zwei Objekte A,B ∈ C hat die Morphismenmenge HomC(A,B) die Struktur
einer abelschen Gruppe.
2. Die Verkettung von Morphismen ist bilinear bezu¨glich der Gruppenstruktur.
Definition 1.9. Eine Kategorie C heißt abelsch, wenn sie die folgenden Bedingungen
erfu¨llt:
1. Es gibt ein Objekt, das sowohl initial als auch terminal ist, genannt Nullobjekt.
2. Endliche Produkte und Koprodukte existieren.
3. Jeder Morphismus besitzt Kern und Kokern.
4. Jeder Monomorphismus ist ein Kern, jeder Epimorphismus ist ein Kokern.
Bemerkung 1.10. Viele Autoren fordern fu¨r eine abelsche Kategorie auch die Pra¨additivita¨t.
Tatsa¨chlich kann man aber zeigen, dass sich die Gruppenstruktur und die Bilinearita¨t
der Morphismen aus den hier angegebenen Axiomen gewinnen lassen. Eine abelsche Ka-
tegorie ist also immer pra¨additiv [Fre64, S. 45 ff, Kap. 2.3].
Außerdem kann man zeigen, dass in abelschen Kategorien endliche Produkte und Ko-
produkte kanonisch isomorph sind [Fre64, Thm.2.35].
Beispiel 1.11. Beispiele fu¨r abelsche Kategorien sind
• Die Kategorie der abelschen Gruppen
• Die Kategorie der Vektorra¨ume u¨ber einem Ko¨rper K
• Die Kategorie der Moduln u¨ber einem Ring R.
Die Kategorie der endlich erzeugten Moduln u¨ber einem beliebigen Ring ist nicht abelsch,
da Kerne und Kokerne von endlich erzeugten Moduln nicht endlich erzeugt sein mu¨ssen.
Fu¨r noethersche Ringe gilt dies:
Lemma 1.12. Endlich erzeugte Moduln u¨ber noetherschen Ringen R bilden eine abel-
sche Kategorie.
Beweis. Da beliebige Moduln u¨ber R eine abelsche Kategorie bilden, gelten Axiome (1)
und (4) auch fu¨r die Unterkategorie der endlich erzeugten Moduln. Endliche Produkte
und Summen endlich erzeugter Moduln sind endlich erzeugt, also gilt (3). Da Kerne Un-
termoduln und Kokerne Quotienten sind, gilt nach Lemma 1.2, dass sie endlich erzeugt,
also ebenfalls Objekte der Unterkategorie der endlich erzeugten Moduln sind.
Definition 1.13. Eine pra¨additive Kategorie heißt R-linear, wenn zu je zwei Objekten
A,B ∈ C die Gruppe HomC(A,B) ein R-Modul ist und die Verkettung von Morphismen
R-bilinear ist.
Definition 1.14. Seien C, D Kategorien und sei F : C → D ein Funktor. Seien A und
B Objekte aus C. Der Funktor F heißt
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• treu, wenn die induzierte Abbildung HomC(A,B) → HomD(F (A), F (B)) injektiv
ist.
• voll, wenn die induzierte Abbildung HomC(A,B)→ HomD(F (A), F (B)) surjektiv
ist.
• volltreu, wenn die induzierte Abbildung HomC(A,B)→ HomD(F (A), F (B)) bijek-
tiv ist.
Sind C, D abelsche Kategorien, so heißt F
• additiv, wenn die induzierte Abbildung HomC(A,B) → HomD(F (A), F (B)) ein
Gruppenhomomorphismus ist.
• exakt, wenn F kurze exakte Sequenzen auf kurze exakte Sequenzen abbildet, also
Kerne und Kokerne erha¨lt.
Sind C, D R-linear und abelsch, so nennen wir F
• R-linear, wenn die induzierte Abbildung HomC(A,B) → HomD(F (A), F (B)) ein
R-Modulhomomorphismus ist und die Verkettung von Morphismen R-bilinear ist.
Proposition 1.15. Ein Funktor F : C → D zwischen abelschen Kategorien ist genau
dann additiv, wenn er direkte Summen erha¨lt, also wenn fu¨r zwei beliebige Objekte
X,Y ∈ C gilt
F(X ⊕ Y ) ∼= F(X)⊕F(Y ).
Beweis. [Fre64, Thm.3.11]
Lemma 1.16. Ein exakter Funktor zwischen abelschen Kategorien ist additiv.
Beweis. Sei F : C → D exakt. Fu¨r zwei Objekte X,Y ∈ C haben wir die kanonische,
spaltende kurze exakte Sequenz
0→ X →֒ X ⊕ Y ։ Y → 0.
Durch Anwenden von F erhalten wir die spaltende kurze exakte Sequenz
0→ F(X) →֒ F(X ⊕ Y )։ F(Y )→ 0.
Also ist F(X ⊕ Y ) = F(X)⊕F(Y ).
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Lemma 1.17. Ein additiver Funktor zwischen abelschen Kategorien bildet Nullobjekte
auf Nullobjekte ab.
Beweis. Wir definieren fu¨r jedes Objekt A den Nullmorphismus als den eindeutigen
Endomorphismus von A, der u¨ber A→ 0→ A faktorisiert. Er ist das neutrale Element
der Gruppe Hom(A,A), da Hom(A, 0) und Hom(0, A) triviale Gruppen sind und die
Verkettung von Morphismen bilinear ist.
Wir zeigen zuna¨chst, dass ein Objekt genau dann Null ist, wenn die Identita¨tsabbildung
gleich der Nullabbildung ist.
Da das Nullobjekt nur einen Endomorphismus besitzt, ist der Nullmorphismus schon
die Identita¨t auf dem Nullobjekt. Sei umgekehrt A ein Objekt mit idA = 0End(A). Sei
A
f
−→ B ein beliebiger Morphismus. Dann gilt
f = f ◦ id = f ◦ 0End(A).
Der Morphismus f faktorisiert also u¨ber
A→ 0→ B,
ist demnach eindeutig, da die Null initial und terminal ist. Analog zeigt man, dass es
nur einen Morphismus B
f
−→ A gibt. A ist also das Nullobjekt.
Additive Funktoren induzieren Gruppenhomomorphismen auf Morphismenmengen. Der
eindeutige Morphismus in End(0) muss unter einem additiven Funktor F also sowohl auf
die Identita¨t, als auch auf die Nullabbildung abgebildet werden. Damit ist in End(F (0))
die Identita¨t gleich der Nullabbildung, also ist F (0) das Nullobjekt.
Definition 1.18. Sei I eine partiell geordnete Indexmenge. Dann definiert I auf natu¨rliche
Weise eine Kategorie I:
• Ob(I) := I
• HomI(i, j) besitzt genau ein Element, wenn i ≤ j ist und ist sonst leer. Da ≤
transitiv ist, erhalten wir eine wohldefinierte Verkettung von Morphismen.
Definition 1.19. Eine partielle Ordnung auf I heißt filtrierend oder gerichtet, wenn
es fu¨r zwei beliebige Elemente i, j ∈ I eine gemeinsame obere Schranke k ∈ I gibt, das
heißt, wenn es ein k ∈ I gibt, sodass i ≤ k und j ≤ k.
Bemerkung und Definition 1.20. Sei I eine partiell geordnete Menge und I die
zugeho¨rige Kategorie. Ein kovarianter Funktor
F : I → C
i 7→ Xi
ist gegeben durch eine eine Familie (Xi)i∈I von Objekten in C zusammen mit U¨bergangsmorphismen
φji : Xi → Xj fu¨r alle i ≤ j, sodass fu¨r i ≤ j ≤ k gilt
φkj ◦ φji = φki.
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Eine solche Familie, zusammen mit U¨bergangsabbildungen nennen wir ein induktives
System in C. Ist I eine filtrierende Indexmenge, so nennen wir ({Xi}i∈I , φji) ein gerich-
tetes oder filtrierendes System.
Definition 1.21. Sei C eine Kategorie und I eine partiell geordnete Indexmenge. Sei
({Xi}i∈I , φji) ein induktives System in C bezu¨glich I. Der direkte Limes oder auch Koli-
mes des induktiven Systems ({Xi}i∈I , φji) in C besteht aus einem Objekt L, zusammen
mit Morphismen ψi ∈ HomC(Xi, L) fu¨r alle i ∈ I, sodass
1. Fu¨r alle i, j aus I mit i ≤ j gilt: ψj ◦ φji = ψi.
2. Folgende universelle Eigenschaft erfu¨llt ist: Fu¨r jedes weitere Objekt M mit Mor-
phismen (χi)i∈I ⊆ HomC(Xi,M), welche die Eigenschaft 1 erfu¨llen, existiert ein
eindeutiger Morphismus u : L → M , sodass fu¨r alle i ∈ I die Komposition
u ◦ ψi = χi ist.
Der direkte Limes wird u¨blicherweise mit lim
→I
Xi notiert.
Bemerkung 1.22. Fu¨r ein induktives System
· · ·Xi Xj · · ·
φji
la¨sst sich die zweite Bedingungen durch die Existenz des folgenden kommutativen Dia-
gramms formulieren:
· · ·Xi Xj · · ·
L
M
φji
ψi
χi
ψj
χj
∃!u
Bemerkung 1.23. Der direkte Limes muss nicht in jeder Kategorie existieren. Exis-
tiert er jedoch, kann man mit dem u¨blichen Argument zeigen, dass er eindeutig bis auf
eindeutigen Isomorphismus ist.
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2 Konstruktion von Noris
Diagrammkategorie
Definition 2.1. • Ein Diagramm D besteht aus einer Menge von Objekten O(D),
sowie fu¨r jedes Paar (p, q) von Objekten einer Morphismenmenge M(p, q). Im Un-
terschied zu einer Kategorie ist in Diagrammen also a priori die Verknu¨pfung von
Morphismen nicht erkla¨rt.
• Ein endliches Diagramm ist ein Diagramm mit nur endlich vielen Objekten.
• Ein volles Unterdiagramm eines Diagramms D ist ein Diagramm F mit O(F ) ⊆
O(D) sodass fu¨r alle Objekte p, q ∈ O(F ) die Morphismenmenge M(p, q) in F der
Morphismenmenge M(p, q) in D entspricht.
Bemerkung 2.2. Ein Diagramm ist nichts anderes als ein gerichteter Graph. Wir
werden trotzdem, konsistent zu den Quellen [HMS11], [Lev05] und [Nor] den Begriff
”
Diagramm“ verwenden.
Definition 2.3. Sei C eine Kategorie. Eine Darstellung F eines Diagramms D besteht
aus einer Abbildung F : O(D) → Ob(C) sowie fu¨r alle p, q ∈ O(D) einer Abbildung
F : M(p, q)→ Hom(F (p), F (q)).
Ist C keine Kategorie, sondern nur ein Diagramm so sprechen wir von einer Abbildung
von Diagrammen.
Ziel dieses und der beiden folgenden Kapitel ist der Beweis des folgenden Theorems:
Theorem 2.4 (Nori). SeiD ein Diagramm, R ein noetherscher, kommutativer, unita¨rer
Ring und R-Mod die Kategorie der endlich erzeugten R-Moduln. Sei
T : D −→ R -Mod
eine Darstellung.
Dann existiert eine R-lineare, abelsche Kategorie C(T ) mit einer Darstellung
T˜ : D −→ C(T ),
sowie ein treuer, exakter, R-linearer Funktor ffT , sodass:
1. T durch D
T˜
−→ C(T )
ffT−−→ R -Mod faktorisiert.
2. T˜ folgende universelle Eigenschaft erfu¨llt: Gegeben eine weiter R-lineare, abelsche
Kategorie A mit einem R-linearen, treuen, exakten Funktor f : A → R-Mod
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und F : D → A einer Darstellung, die T = f ◦ F erfu¨llt, so existiert ein bis
auf Isomorphie eindeutiger Funktor L(F ), so dass folgendes Diagramm bis auf
Isomorphie kommutiert:
C(T )
D R -Mod
A
T˜
F f
ffT
T
L(F )
Bemerkung 2.5. Existiert eine solche Kategorie, so ist sie eindeutig bis auf A¨quivalenz:
Sei C ′(T ) eine weitere Kategorie, welche die universelle Eigenschaft erfu¨llt, so haben wir
treue, exakte R-lineare Funktoren C(T )
L(F )
⇄
L′(F )
C ′(T ), deren Verkettung ein treuer, exakter,
R-linearer Funktor
L′(F ) ◦ L(F ) : C(T ) −→ C(T )
ist. Ein solcher Funktor ist nach universeller Eigenschaft von C(T ) eindeutig bis auf
Isomorphie, entspricht also bis auf natu¨rliche Isomorphie der Identita¨t. Gleiches gilt fu¨r
L(F ) ◦ L′(F ). Die Kategorien C(T ) und C′(T ) sind also a¨quivalent.
2.1 Konstruktion fu¨r endliche Diagramme
Wir zeigen zuna¨chst 1. aus Theorem 2.4 fu¨r endliche Diagramme:
Proposition 2.6. Sei D ein endliches Diagramm und T : D −→ R -Mod eine Dar-
stellung. Dann existiert eine R-lineare abelsche Kategorie C(T ), zusammen mit einer
Darstellung
T˜ : D −→ C(T ),
sowie ein treuer, exakter Funktor ffT , sodass T durch
D
T˜
−→ C(T )
ffT−→ R -Mod
faktorisiert.
Beweis. Der Beweis basiert auf der Ausfu¨hrung in [Nor, 1.2]. Fu¨r p ∈ O(D) ist Tp
ein endlich erzeugter R-Modul. EndR(Tp) ist dann nach Lemma 1.3 ebenfalls ein end-
lich erzeugter R-Modul. Mit Hintereinanderausfu¨hrung als innere Multiplikation wird
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EndR(Tp) eine endlich erzeugte R-Algebra. Wir definieren
End(T ) :=
{
e ∈
∏
p∈Ob(D)
EndR(Tp)
∣∣∀p, q ∈ O(D),∀m ∈M(p, q) : Tm ◦ ep = eq ◦ Tm},
wobei ep, eq Projektion von e in die entsprechende Komponente darstellen.
In Diagrammform gesprochen besteht ein Element in End(T ) aus Tupeln (ep)p∈O(D) von
Endomorphismen aus EndR(Tp), sodass alle entsprechenden Diagramme der Form
T (p) T (q)
T (p) T (q)
ep1 ep2
T (m)
T (m)
kommutieren. Die Menge
∏
p∈Ob(D) EndR(Tp) hat mit komponentenweiser Verknu¨pfung
die Struktur einer Produktalgebra. Da End(T ) abgeschlossen ist unter (+), kompo-
nentenweiser Verkettung und Multiplikation mit Elementen aus R, bildet End(T ) eine
R-Unteralgebra. Da die Identita¨t mit allen Morphismen kommutiert, ist End(T ) eine
unita¨re Algebra. O(D) ist endlich, also ist
∏
p∈Ob(D) EndR(Tp) als R-Modul endlich er-
zeugt. Da R noethersch ist, ist nach Lemma 1.2 auch die Unteralgebra
End(T ) ⊂
∏
p∈Ob(D)
EndR(Tp)
endlich erzeugt.
Wir ko¨nnen fu¨r alle p ∈ O(D) den R-Modul Tp als End(T )-Linksmodul auffassen, denn
die Projektion
pr : End(T )→ EndR(Tp)
induziert eine Wirkung von End(T ) auf Tp, welche die Modulaxiome erfu¨llt. Genauer
gilt fu¨r zwei beliebige Elemente (ep)p∈O(D), (e
′
p)p∈O(D) aus End(T ), sowie zwei beliebige
Element a, b aus Tp
(ep ◦ e
′
p)(a) = ep(e
′
p(a)) (Assoziativita¨t)
ep(Tp)(a+ b) = ep(a) + ep(b) (Distributivita¨t)
Das Distributivgesetz gilt, da ep insbesondere ein R-Modulhomomorphismus ist.
Da Tp als R-Modul endlich erzeugt ist, gilt dies auch fu¨r Tp als End(T )-Linksmodul.
Wir setzen nun
C(T ) := End(T ) -Mod,
die Kategorie der endlich erzeugten End(T )-Linksmoduln. Da End(T ) eine endlich er-
zeugte R-Algebra ist, ist End(T ) nach Korollar 1.7 noethersch, also ist End(T ) -Mod
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nach Korollar 1.12 eine abelsche Kategorie.
Die Zuordnung
D → End(T ) -Mod
p 7→ Tp als End(T)-Linksmodul
soll nun eine Darstellung liefern. Um das zu sehen, mu¨ssen wir pru¨fen, ob fu¨r alle
p, q ∈ O(D),m ∈M(p, q) der Morphismus Tm ∈ HomR(Tp, T q) nicht nur ein Homomor-
phismus von R-Moduln, sondern auch ein Homomophismus von End(T )-Linksmoduln
ist, also ob die Abbildung Tm auch End(T )-linear ist. Dies entspricht aber gerade der
Kommutativita¨tsbedingung des obigen Diagramms: Fu¨r e ∈ End(T ) gilt
Tm(e.Tp) = (Tm ◦ ep)(Tp) = (eq ◦ Tm)(Tp) = e.(Tm(Tp)).
Sei ffT : C(T ) → R -Mod der Vergissfunktor, der die End(T )-Struktur vergisst. Dann
faktorisiert T durch
D
T˜
−→ C(T )
ffT−−→ R -Mod
p 7→ Tp 7→ Tp
Der Vergissfunktor ist exakt, treu und R-linear.
2.2 Konstruktion fu¨r beliebige Diagramme
Der Beweis der Proposition la¨sst sich in der Form nicht ohne Weiteres fu¨r beliebige (nicht
endliche) Diagramme D durchfu¨hren. Im Fall beliebig großer Objektmengen O(D) ist∏
p∈Ob(D) EndR(Tp) nicht mehr endlich erzeugt, also ist End(T ) nicht notwendigerweise
noethersch, End(T ) -Mod und damit nicht unbedingt eine abelsche Kategorie. Außerdem
wa¨re eine derartige Kategorie zu groß, um die universelle Eigenschaft zu erfu¨llen.
Wir mu¨ssen daher unser Diagramm durch endliche, bezu¨glich Inklusion aufsteigende Un-
terdiagramme ausscho¨pfen: Fu¨r jedes endliche, volle Unterdiagramm F ⊂ O(D) erhalten
wir nach Proposition 2.6 eine Faktorisierung
F → End(TF ) -Mod→ R -Mod .
Nori folgend mo¨chten wir C(T ) := lim
−→F⊂D endlich
End(TF ) -Mod setzen und zeigen, dass
dieses Objekt die universelle Eigenschaft erfu¨llt.
Wir beweisen nun einige Aussagen, die uns spa¨ter garantieren werden, dass
lim
−→F⊂D endlich
End(TF ) -Mod eine abelsche Kategorie ist.
Proposition 2.7. Sei F : C −→ D ein additiver Funktor zwischen abelschen Katego-
rien. Dann sind folgende Aussagen a¨quivalent:
• Der Funktor F ist treu.
• Ist eine Sequenz A→ B → C in C nicht exakt, so ist auch F(A)→ F(B)→ F(C)
in D nicht exakt.
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Beweis. [Fre64, Thm.3.21]
Korollar 2.8. Seien C, D abelsche Kategorien, F : C → D ein kovarianter, exakter,
treuer Funktor. Sei f : X −→ Y ein Morphismus in C. Dann ist
• K
k
−→ X ein Kern von X
f
−→ Y genau dann, wenn F (K)
F (k)
−−−→ F (X) ein Kern von
F (X)
F (f)
−−−→ F (Y ) ist.
• Y
cok
−−→ C ein Kokern von X
f
−→ Y genau dann, wenn F (Y )
F (cok)
−−−−→ F (C) ein Kokern
von F (X)
F (f)
−−−→ F (Y ) ist.
Beweis. Die Aussage, dass K
k
−→ X ein Kern und Y
cok
−−→ C ein Kokern von X
f
−→ Y sind,
ist a¨quivalent dazu, dass folgende Sequenz exakt ist:
0 −→ K
x
−→ X
f
−→ Y
cok
−→ C −→ 0.
Da F exakt und treu ist, gilt dies nach Proposition 2.7 genau dann, wenn
0→ F (K)
F (k)
−−−→ F (X)
F (f)
−−−→ F (Y )
F (cok)
−−−−→ F (C)→ 0
exakt ist. Dies ist wiederum a¨quivalent dazu , dass F (K)
F (k)
−−−→ F (X) ein Kern und
F (Y )
F (cok)
−−−−→ F (C) ein Kokern von F (X)
F (f)
−−−→ F (Y ) ist.
Korollar 2.9. Sei F : C −→ D ein treuer, exakter Funktor zwischen abelschen Kate-
gorien. Dann ist f : X → Y genau dann ein Isomorphismus in C, wenn F (f) : F (X) →
F (Y ) ein Isomorphismus in D ist.
Beweis. f ist ein Isomorphismus genau dann, wenn
0→ X
f
−→ Y → 0
exakt ist, also genau dann, wenn
0→ F (X)
F (f)
−−−→ F (Y )→ 0
exakt ist. Dies ist a¨quivalent dazu, dass F (f) ein Isomorphismus ist.
Proposition 2.10. Sei ({Ci}i∈I , φi,j) ein gerichtetes, filtriertes System R-linearer, abel-
scher Kategorien, wobei φi,j R-lineare, treue, exakte Funktoren sind. Dann ist C := lim
→I
Ci
eine R-lineare, abelsche Kategorie.
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Beweis. Wir mu¨ssen eine Kategorie C konstruieren, von der wir zeigen ko¨nnen, dass
sie abelsch und R-linear ist und dass sie die universelle Eigenschaft des direkten Limes
erfu¨llt. Die Konstruktion von C entspricht der Konstruktion des direkten Limes in der
Kategorie der Mengen:
Auf der Menge
∐
i∈I Ob(Ci) definieren wir fu¨r je zwei Elemente A ∈ Ci, B ∈ Cj die
A¨quivalenzrelation
A ∼ B ⇔ ∃k ∈ I, sodass φki(A) = φkj(B).
Die Relation ist offensichtlich symmetrisch und reflexiv. Transitivita¨t gilt, weil die In-
dexmenge gerichtet ist. Seien genauer A ∈ Ch, B ∈ Ci, C ∈ Cj, so dass A ∼ B ∼ C. Dann
gibt es geeignete Indizes k, l ∈ I, so dass φkh = φki und φli = φlj. Da das System filtrie-
rend ist, finden wir m ∈ I, so dass l ≤ m ≥ k. Dann gilt φmh(A) = φmi(B) = φmj(C),
also A ∼ C.
Wir setzen
Ob(C) :=
∐
i∈I Ob(Ci)
∼
.
Fu¨r Morphismen definieren wir analog auf
∐
i∈I;A,B∈Ob(Ci)
HomCi(A,B) folgende A¨quivalenzrelation:
Seien ϕ ∈ HomCi(A,B), ψ ∈ HomCj (C,D) . Wir definieren
ϕ ∼ ψ ⇔ ∃k ∈ I : φik(ϕ) = φjk(ψ).
Fu¨r A,B ∈ Ob(C) setzen wir
HomC(A,B) :=
∐
i∈I{ϕ ∈ HomCi(Ai, Bi)|Ai, Bi Repra¨sentanten von A,B in Ci}
∼
.
Da I eine Menge ist, ist also auch HomC(A,B) eine Menge.
• Verknu¨pfung von Morphismen: Seien A,B,C ∈ Ob(C), ϕ ∈ HomC(A,B) und
ψ ∈ HomC(B,C). Fu¨r beliebige Repra¨sentanten ϕi ∈ HomCi(Ai, Bi),
ψj ∈ HomCj(Bj , Cj) von ϕ bzw. ψ, finden wir nach Voraussetzung ein k ∈ I und
entsprechende U¨bergangsabbildungen, sodass φki(Bi) = φkj(Bj). Wir definieren
ψ◦ϕ = [φkj(ψj)◦ψki(φi)]. Wir mu¨ssen nun zeigen, dass diese Definition unabha¨ngig
von der Wahl der Repra¨sentanten, sowie von der Wahl von k ist. Dies pru¨ft man
leicht, indem man zu einem hinreichend großen Index u¨bergeht.
Seien also ϕi′ ∈ HomCi′ (Ai′ , Bi′), ψj′ ∈ HomCj′ (Bj′ , Cj′) andere Repra¨sentanten
von ϕ bzw. ψ. Sei k′ ∈ I beliebig, sodass die U¨bergangsabbildungen φk′i′ und φk′j′
existieren. Da [ϕi] = [ϕi′ ], existiert nach Definition von ∼ ein i
′′ ∈ I, so dass
φi′′i′(ϕi′) = φi′′i′(ϕi′)
gilt. Analog existiert ein j′′ ∈ I, so dass
φj′′j′(ψj′) = φj′′j′(ψi′)
gilt. Wir vergleichen φkj(ψj)◦φki(ϕi) mit φk′j′(ψj′)◦φk′i′(ϕi′) durch U¨bergang zu ei-
nem entsprechend
”
gro¨ßerem“ Index. Sei l ∈ I, so dass folgende U¨bergangsabbildungen
existieren.
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Ci
Ci′′
Ci′ Ck
Cl
Cj C
′
k
Cj′′
Cj′
Es gilt nun:
φlk(φkj(ψj) ◦ φki(ϕi)) = φlj(ψj) ◦ φli(ϕi)
= (φlj′′ ◦ φj′′j)(ψj) ◦ (φli′′ ◦ φi′′i)(ϕi)
= (φlj′′ ◦ φj′′j′)(ψj′) ◦ (φli′′ ◦ φi′′i′)(ϕi′)
= φlj′(ψj′) ◦ φli′(ϕi′)
= φlk′(φk′j′(ψj′) ◦ φk′i′(ϕi′))
Also gilt:
[φkj(ψj) ◦ φki(ϕi)] = [φk′j′(ψj′) ◦ φk′i′(ϕi′)]
• Identita¨t:
Fu¨r A ∈ C ist der Identita¨tsmorphismus offensichtlich gegeben durch [idi], wo-
bei idi die Identita¨t aus EndCi(A) beschreibt. Die Definition ist wohldefiniert, da
Funktoren Identita¨t auf Identita¨t abbilden.
• Nullobjekt:
Nach Lemma 1.17 bilden additive Funktoren Nullobjekte auf Nullobjekte ab. Da
das Nullobjekt das einzige Objekt ist, dessen Endomorphismenmenge aus nur ei-
nem Element besteht und die U¨bergangsfunktoren zudem treu sind, werden nur
Nullobjekte auf Nullobjekte abgebildet. Es gibt also eine wohldefinierte A¨quivalenzklasse
[0Ci ]. Wir mo¨chten u¨berpru¨fen, dass [0Ci ] das Nullobjekt in C ist. Sei dafu¨r A ein
weiteres Objekt in C und seien f, g ∈ Hom([0Ci ], A). Da unsere Indexmenge ge-
richtet ist, finden wir ein i ∈ I mit Repra¨sentanten fi, gi ∈ HomCi(0Ci , Ai). Da
0Ci das Nullobjekt in Ci ist, gilt fi = gi, also auch f = g. Dies zeigt, dass [0Ci ]
initial ist. Analog zeigt man, dass es nur eine A¨quivalenzklasse von Morphismen
in Hom(A, [0Ci ]) gibt, i.e. [0Ci ] terminal ist. [0Ci ] ist also das Nullobjekt in C.
18
• Produkte und Koprodukte:
Additive Funktoren vertauschen mit endlichen Produkten und Koprodukten. [Fre64,
Thm.3.11]. Fu¨r zwei A¨quivalenzklassen [A], [B] in C ist die Definition eines Objekts
[A] ⊕ [B] := [A ⊕ B] also unabha¨ngig von der Repra¨sentantenwahl und wohlde-
finiert. Wir mu¨ssen die universelle Eigenschaft des Koporodukts u¨berpru¨fen. Die
zugeho¨rigen Morphismen auf Repra¨sentantenebene A
i
−→ A ⊕ B
j
←− B liefern uns
Abbildungen [A]
[i]
−→ [A⊕B]
[j]
←− [B], das heißt wir mu¨ssen fu¨r ein weiteres Objekt
C mit Morphismen [A]
[˜i]
−→ C
[j˜]
←− [B] zeigen, dass es einen eindeutigen Morphismus
u gibt, sodass folgendes Diagramm kommutiert.
[A] [B]
[A⊕B]
C
[i] [j]
[˜i] [j˜]
∃!u?
Die Existenz ist klar, da wir auf Repra¨sentantenebene eine entsprechende Abbil-
dung finden, deren A¨quivalenzklasse unser Diagramm kommutativ macht. Falls es
mehr als einen solchen Morphismus ga¨be, so ga¨be es auch in Ci fu¨r hinreichend
großes i ∈ I mehr als eine solche Abbildung auf Repra¨sentantenebene. Dies wider-
spra¨che der universellen Eigenschaft des Koprodukts in Ci.
Analog zeigt man die Existenz von Produkten.
• Kerne und Kokerne:
Wir bezeichnen im Weiteren der U¨bersicht wegen Objekte aus C mit Großbuchsta-
ben, fu¨r deren Repra¨sentanten in einer Kategorie Ci versehen wir den Großbuch-
staben mit einem Index i. Seien also wieder A,B Objekte in C, f ∈ HomC(A,B)
ein Morphismus mit Repra¨sentant fi ∈ HomCi(Ai, Bi). Dann existieren in der abel-
schen Kategorie Ci zumMorphismus fi ein KernKer(fi). Da unsere U¨bergangsabbildungen
aus treuen, exakten Funktoren bestehen, werden unter ihnen nach Korollar 2.8 ge-
nau Kerne auf Kerne und genau Kokerne auf Kokerne abgebildet. Die Definition
ker(f) := [ker(fi)] ist also unabha¨ngig von Repra¨sentantenwahl. Die universelle
Eigenschaft von ker(f) u¨berpru¨ft man analog zu der Vorgehensweise bei Produk-
ten und Koprodukten.
Fu¨r Kokerne funktioniert das Argument analog.
• Monomorphismen sind Kerne, Epimorphismen sind Kokerne:
Seien C,D Objekte in C, f : C → D ein Monomorphismus. Wir wollen zuna¨chst
zeigen, dass dann schon fi : Ci → Di fu¨r beliebige Repra¨sentanten Ci,Di ∈ Ci ein
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Monomorphismus ist. Seien Bi ∈ Ci ein beliebiges Objekt und gi, hi : Bi → Ci
beliebige Morphismen, so dass fi ◦ gi = fi ◦ hi. Dann ist f ◦ g = f ◦ h. Da f
ein Monomorphismus ist, gilt g = h, also gi ∼ hi. Es gibt also ein k ∈ I, sodass
φki(gi) = φki(hi). Da die U¨bergangsfunktoren treu sind, gilt also gi = hi. Also ist
fi ein Monomorphismus. Da Ci eine abelsche Kategorie ist, ist fi also ein Kern.
Wir haben bereits nachgerechnet, dass dann auch f ∈ HomC(C,D) ein Kern ist.
Fu¨r Epimorphismen analog.
• R-linear:
Seien C,D ∈ C. Da C abelsch ist, ist HomC(C,D) eine Gruppe. Wir mu¨ssen zei-
gen, dass HomC(C,D) sogar ein R-Modul ist. Sei f ∈ HomC(C,D). Wir wa¨hlen
einen Repra¨sentanten fi ∈ HomCi(Ci,Di). Nun definieren wir fu¨r alle r ∈ R die
Multiplikation r · f := [r · fi]. Diese Konstruktion ist unabha¨ngig von der Re-
pra¨sentantenwahl, da die U¨bergangsabbildungen R-linear sind. Die so definier-
te R-Multiplikation erfu¨llt Assoziativ- und Distributivgesetz, da sie das auf Re-
pra¨sentantenebene erfu¨llt.
C ist also eine R-lineare abelsche Kategorie. Wir mo¨chten nun zeigen, dass die Kategorie
C zusammen mit den Funktoren
ψi : Ci → C
Ai 7→ [Ai]
die universelle Eigenschaft des direkten Limes erfu¨llt. Nach Konstruktion kommutieren
die Funktoren ψi mit den U¨bergangsabbildungen φji. Fu¨r alle i ≤ j gilt also ψi = ψj◦φji.
Sei nun (D, {χi}i∈I) eine weiterer Kandidat fu¨r den direkten Limes, also eine abelsche
Kategorie D zusammen mit R-linearen additiven, treuen, exakten Funktoren
χi : Ci → D, die mit allen U¨bergangsabbildungen kommutieren. Dann definieren wir
u : C → D
A 7→ χi(Ai).
Die Definition dieser Abbildung ist wegen χi = χj ◦ φji unabha¨ngig von der Wahl von
i und, da χi = u ◦ ψi sein soll, auch die einzige Abbildung, die folgendes Diagramm
kommutativ macht:
· · · Ci Cj · · ·
C
D
φji
ψi
χi
ψj
χj
u
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Wir mu¨ssen u¨berpru¨fen, ob es sich bei u um einen R-linearen, additiven, treuen, exakten
Funktor handelt.
Seien A,B ∈ C, f, g ∈ HomC(A,B), f 6= g. Wir wa¨hlen nun Repra¨sentanten
fi, gi ∈ HomCi(Ai, Bi), fu¨r die dann ebenfalls fi 6= gi gilt. Die Additivita¨t, Treuheit und
R-Linearita¨t von u folgen nun aus der Tatsache, dass χi additiv, treu und R-linear ist,
sowie aus der Kommutativita¨t von
Ci C
D
χi u
ψi
Genauer gilt
• treu: Da χi treu ist, ist u(f) = (u ◦ ψ)(fi) = χ(fi) 6= χ(gi) = (u ◦ ψ)(gi) = u(g)
• additiv: u(f + g) = (u ◦ ψi)(fi + gi) = χi(fi + gi) = χi(fi) + χi(gi)
= (u ◦ φ)(fi) + (u ◦ φ)(gi) = u(f) + u(g)
• R-linear: u(r ·f) = (u◦ψi)(r ·fi) = χi(r ·fi) = r · (χi(fi)) = r · (u◦ψi)(fi) = r ·u(f)
Fu¨r die Exaktheit gehen wir genauso vor. Fu¨r eine exakte Sequenz
0→ A
f
−→ B
g
−→ C → 0
finden wir Repra¨sentanten
0→ Ai
fi
−→ Bi
gi
−→ Ci → 0,
die eine exakte Sequenz in Ci bilden. Die Exaktheit bleibt durch Anwenden von χi
erhalten.
Definition 2.11. Seien A,B Ringe und ϕ : A→ B ein Ringhomomorphismus. Sei M
ein B-Modul Dann definiert ϕ auf natu¨rliche Weise eine A-Modulstruktur auf M :
Fu¨r a ∈ A,m ∈M sei
a⊙A m := ϕ(a)⊙B m.
Diese Multiplikation auf A ist offensichtlich assoziativ und distributiv.
Sei N ein weiterer B-Modul, f : M → N ein B-Modulhomomorphismus. Dann wird f
durch
a⊙A f(m) = ϕ(a)⊙B f(m) = f(ϕ(a)⊙B m) = f(a⊙A m)
zum A-Modulhomomorphismus.
ϕ definiert also einen Funktor φ von der Kategorie der B-Moduln in die Kategorie der
A-Moduln. Diesen Funktor nennt man Restriktion der Skalare.
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Bemerkung 2.12. Sei f : R → A eine R-Algebra und M ein Modul u¨ber A. Sei
m ∈ M, r ∈ R. Dann wird M durch Restriktion der Skalare auf natu¨rliche Weise zum
R-Modul.
Ist A als R-Modul endlich erzeugt undM als A-Modul endlich erzeugt, so ist offensicht-
lich auch M als R-Modul endlich erzeugt.
Lemma 2.13. Seien f1 : R → A, f2 : R → B zwei R-Algebren und als R-Moduln
jeweils endlich erzeugt. Sei
A B
R
ϕ
f1 f2
ein R-Algebrenhomomorphismus. Dann definiert die Restriktion der Skalare einen exak-
ten, treuen, additiven, R-linearen Funktor
φ : B -Mod→ A -Mod
von der Kategorie der endlich erzeugten B-Moduln in die Kategorie der endlich erzeugten
A-Moduln. Ein B-Modul M tra¨gt die gleiche natu¨rliche Struktur als R-Modul wie sein
Bild φ(B).
Beweis. SeiM ein endlich erzeugter B-Modul. Durch Anwenden des Funktors φ(B) wird
nur die multiplikative Struktur des Moduls vera¨ndert, die Gruppenstruktur bleibt gleich.
Also ist der Funktor additiv. Kern und Kokern eines Modulhomomorphismus sind gleich
dem Kern und Kokern als Gruppenhomomorphismus. Also erha¨lt der Funktor Kerne
und Kokerne und ist somit exakt.
Zwei Morphismen f, g : M → N sind genau dann als Modulhomomorphismen gleich,
wenn sie als Abbildungen von Mengen gleich sind. Die multiplikative Struktur spielt hier
keine Rolle. Also ist der Funktor treu.
Sei m ∈M , r ∈ R. Die R-Modulstruktur auf dem A-Modul φ(M) ist gegeben durch
r ⊙R m = f1(r)⊙A m = ϕ(f1(r))⊙B m = f2(r)⊙B m.
Sie ist also gleich der R-Modulstruktur auf dem B-Modul M . Also ist der Funktor φ
insbesondere R-linear.
Wir sind nun in der Lage, (1) des Theorems 2.4 fu¨r beliebige, nicht notwendig endliche,
Diagramme zu zeigen:
Proposition 2.14. Sei D ein gerichtetes Diagramm, R ein noetherscher Ring und
T → R -Mod eine Darstellung. Dann existiert eine R-lineare, abelsche Kategorie C(T )
mit einer Darstellung
T˜ : D → C(T ), (2.1)
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sowie ein treuer, exakter Funktor ffT , sodass T durch
D
T˜
−→ C(T )
ffT−−→ R -Mod (2.2)
faktorisiert.
Beweis. Der Beweis basiert auf [Lev05, II.5.3]. Wir erinnern uns an die Situation aus Pro-
position 2.6. Fu¨r jedes endliche volle Unterdiagramm F ⊂ D ko¨nnen wir die R-Algebra
End(TF ) ⊂
∏
p∈F EndR(Tp) bilden. Sie besteht aus Tupeln (ep)p∈F ∈
∏
p∈F EndR(Tp),
so dass fu¨r alle p, q ∈ F und m ∈M(p, q) das Diagramm
T (p) T (q)
T (p) T (q)
ep eq
T (m)
T (m)
kommutiert. Fu¨r eine endliche Obermenge F ′ ⊃ F liefert die Projektion
pr :
∏
p∈F ′
EndR(Tp)։
∏
p∈F
EndR(Tp)
einen surjektiven R-Algebrenhomomorphismus. Dieser la¨sst sich einschra¨nken auf
End(TF ′) ⊂
∏
p∈F ′ EndR(Tp) und liefert einen R-Algebrenhomomorphismus
p˜r : End(TF ′)→ End(TF ).
Wie wir in Proposition 2.6 gesehen haben, ist fu¨r alle endlichen Teilmengen F ⊂ D die
Algebra End(TF ) als R-Modul endlich erzeugt. Nach Lemma 2.13 erhalten wir also fu¨r
alle endlichen Teilmengen F,F ′ ⊂ D mit F ⊂ F ′ durch Restriktion der Skalare einen
treuen, exakten, additiven, R-linearen Funktor
P˜ r : End(TF ) -Mod→ End(TF ′) -Mod
von den endlich erzeugten End(TF )-Moduln in die endlich erzeugten End(TF ′)-Moduln.
Die endlichen Teilmengen von D bilden bezu¨glich Inklusion ein partiell geordetes Men-
gensystem. Dieses System ist filtrierend, da fu¨r zwei endliche Teilmengen E,F ⊂ D auch
E ∪ F endlich ist und E ⊂ E ∪ F sowie F ⊂ E ∪ F gilt.
Wir haben also ein filtrierendes System abelscher Kategorien mit exakten, treuen, addi-
tiven, R-linearen Funktoren als U¨bergangsabbildungen. Nach Proposition 2.10 ko¨nnen
wir den direkten Limes
C(T ) := lim−→
F⊂D endlich
End(TF ) -Mod
bilden, der selbst wieder eine R-lineare abelsche Kategorie ist. Jeder R-Modul Tp ist
also ein End(TF )-Modul fu¨r geeignetes endliches F und repra¨sentiert ein Objekt in der
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Kategorie C(T ). Durch Nachschalten des Vergissfunktors, der Tp wieder als R-Modul
auffasst, erhalten wir die gewu¨nschte Faktorisierung
D
T˜
−→ C(T )
ffT−−→ R -Mod
p 7→ Tp 7→ Tp.
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3 Diagrammkategorie abelscher Kategorien
Sei fu¨r dieses Kapitel R stets ein kommutativer, noetherscher Ring und R -Mod die Kate-
gorie der endlich erzeugten R-Moduln. Ist R′ ein nicht kommutativer Ring so bezeichnen
wir mit R′ -Mod die endlich erzeugten R′-Linksmoduln und mit Mod-R′ die endlich er-
zeugten R′-Rechtsmoduln.
Wir haben konstruiert, wie die Darstellung eines Diagramms
D
T
−→ R -Mod
u¨ber eine abelsche Kategorie C(T ) faktorisiert. Wir bezeichnen diese Kategorie im Wei-
teren als die Diagrammkategorie von T .
Wir betrachten nun den Fall, dass das Diagramm selbst schon eine abelsche Kategorie
A und die Darstellung T ein treuer, R-linearer, exakter Funktor ist. Die Darstellung
A
T
−→ R -Mod
faktorisiert u¨ber
A
T˜
−→ C(T )
ffT−→ R -Mod .
Wir werden zeigen, dass T˜ dann schon eine A¨quivalenz von Kategorien ist. Dieser Satz
spielt die entscheidende Rolle fu¨r den Beweis der universellen Eigenschaft der Diagramm-
kategorie. Der Beweis wird den Rest des Kapitels einnehmen. Einen a¨hnlichen alterna-
tiven Beweis findet man in [Bru04]. Da wir viele technische Details entwickeln mu¨ssen,
mo¨chten wir zuna¨chst eine Motivation fu¨r die Vorgehensweise geben.
Sei p ein Objekt aus A. Um zu zeigen, dass der Funktor
A
T˜
−→ C(T ) = lim−→
E⊂A endlich
End(T|E) -Mod
wesentlich surjektiv ist, mu¨ssen wir insbesondere fu¨r jeden End(T|{p})-Modul ein Urbild
in A finden. Da End(T|{p}) als Modul die Kategorie der endlich erzeugten
End(T|{p})-Moduln erzeugt, stellt es sich als zentraler Schritt heraus, in A ein Urbild
von End(T|{p}) ⊂ EndR(Tp, Tp) zu finden. Wir werden in Abschnitt 3.1 zeigen, wie man
fu¨r p ∈ A und einen beliebigen endlich erzeugten R-Modul M funktoriell ein Objekt
HomR(M,p) in A konstruieren kann, so dass fu¨r T gilt:
A
T
−→ R -Mod
HomR(M,p) 7→ HomR(M,Tp).
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Setzen wir M = Tp so erhalten wir mit HomR(Tp, p) ein Urbild von EndR(Tp) unter T .
Die Algebra End(T|{p}) ⊂ EndR(Tp) ist definiert durch
End(T|{p}) =
{
ϕ ∈ EndR(Tp)|∀α ∈ EndA(p) : ϕ ◦ Tα = Tα ◦ ϕ
}
.
Eine a¨hnliche Konstruktion mo¨chten wir nun fu¨r die Elemente von HomR(Tp, p) in A
wiederholen, um ein Urbild von End(T|{p}) zu erhalten. Zu diesem Zweck konstruieren
wir in Abschnitt 3.2 Operationen auf HomR(Tp, p), welche durch T auf die gewo¨hnliche
Rechts- und Linksoperation auf EndR(Tp) abgebildet werden. Die Idee dieser Konstruk-
tion stammt aus [Nor].
3.1 Funktorkonstruktionen nach A
Definition 3.1. Sei A ein beliebiger Ring. Ein A-Modul P heißt projektiv, wenn fu¨r
alle surjektiven A-Modulhomomorphismen e : L ։ L′ und fu¨r alle A-Modulhomomor-
phismen f : P → L ein A-Modulhomomorphismus g : P → L existiert, so dass folgendes
Diagramm kommutiert:
P
L L′e
f∃g
Bemerkung 3.2. Freie Moduln sind stets projektiv.
Lemma 3.3. Sei A eine R-lineare, abelsche Kategorie, R′ eine nicht notwendig kom-
mutative endlich erzeugte R-Algebra. Sei weiter p ∈ A ein ausgezeichnetes Objekt und
R′ EndA(p)
R
f
i1 i2
ein endlicher R-Algebrenhomomorphismus. Bezeichne Mod-R′ die Kategorie der endlich
erzeugten R′-Rechtsmoduln. Dann existiert ein bis auf Isomorphie eindeutiger exakter,
R-linearer, kovarianter Funktor
F : Mod-R′ −→ A,
so dass fu¨r R′ ∈ Mod-R′
F(R′) = p
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und fu¨r Morphismen
F : EndR′(R
′) ∼= R′ −→ EndA(p)
a 7−→ f(a)
erfu¨llt sind.
Bemerkung 3.4. Durch den R-Algebrenhomomorphismus f bekommt p eine Struk-
tur als R′-Modul. Fu¨r einen beliebigen R′-Rechtsmodul M a¨hnelt die Konstruktion des
Objektes F(M) in A der Konstruktion des Tensorproduktes M ⊗R′ p. Wir bezeichnen
den Funktor F daher oft mit ⊗R′ p. Fu¨r den Fall R
′ = R und die kanonische Abbildung
f : R→ EndA(p), liefert die Verkettung
R -Mod
⊗Rp−−−→ A
T
−→ R -Mod
das gewo¨hnliche Tensorieren ⊗R Tp in R -Mod. Eine analoge Aussage fu¨r den a¨hnlich
definierten kontravarianten Funktor HomR( , p) zeigen wir in Satz 3.9.
Bemerkung 3.5. Bevor wir das Lemma beweisen, erinnern wir uns an ein Resultat
u¨ber direkte Summen in abelschen Kategorien. Direkte Summen sind Biprodukte, also
gleichermaßen Produkte und Koprodukte. Eine endliche direkte Summe besteht demnach
aus einem System von Objekten und Abbildungen
X1 X1
...
⊕n
i=1Xi
...
Xn Xn
i1
in
π1
πn
so dass die Einbettungen ij und die Projektionen πj die universelle Eigenschaft des
Koproduktes bzw. Produktes erfu¨llen. Es ist ein elementares Resultat, dass dies genau
dann der Fall ist, wenn
πi ◦ ij =
{
idXi , i = j
0Abb , i 6= j
(siehe zB. [Fre64, Thm2.41]).
Ein solches Diagramm nennt man auch direktes Summensystem. Man kann außerdem
leicht zeigen, dass ein Funktor genau dann additiv ist, wenn er direkte Summensysteme
auf direkte Summensysteme abbildet [Fre64, Thm3.11]. Tatsa¨chlich verwenden einige
Autoren diese Eigenschaft als Definition fu¨r Additivita¨t bei Funktoren.
Ist ein Funktor F kontravariant und additiv, so muss wegen πi ◦ ii = idXi auch F(ii) ◦
F(πi) = idXi gelten. Also wird durch Anwenden von F eine Inklusion zur Projektion
und eine Projektion zur Inklusion im direkten Summensystem.
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F(X1) F(X1)
... F(
n⊕
i=1
Xi)
...
F(Xn) F(Xn)
F(i1)
F(in)
F(π1)
F(πn)
Beweis von Lemma 3.3. Wir werden zuna¨chst zeigen, dass die geforderten Bedingungen
den Funktor schon fu¨r freie R′-Rechtsmoduln eindeutig festlegen und dies dann auf be-
liebige R′-Rechtsmoduln verallgemeinern.
• Da additive, also insbesondere exakte, Funktoren mit direkten Summen vertau-
schen, gilt
F(R′n) = F
( n⊕
i=1
R′
)
=
n⊕
i=1
F(R′) =
n⊕
i=1
p = pn.
• Endliche direkte Summen in abelschen Kategorien sind gleichermaßen Produkt
und Koprodukt. Kombiniert man die universelle Eigenschaft des Koprodukts mit
seinen Inklusionen
pi →֒
n⊕
j=1
pj
und die universelle Eigenschaft des Produkts mit seinen Projektionen
n⊕
j=1
pj ։ pi,
so sieht man, dass ein Morphismus
n⊕
j=1
pj →
n⊕
j=1
pj
gerade gegeben ist durch eine Familie von Abbildungen
(ai,j : pj → pi)
n
i,j=1,
wobei aij der Verkettung πj ◦ f ◦ ii entspricht.
Es ist also legitim, sich einen Morphismus aus HomA(p
n, pm) als eine Matrix
MatEnd(p)(m× n) vorzustellen.
Da additive Funktoren endliche direkte Summen erhalten, ist fu¨r
A ∈ MatR′(n × m) der Morphismus F(A) schon durch die Bilder der einzelnen
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Abbildungen
ai,j : R
′ → R′ festgelegt und es gilt:
F : HomR(R
′m, R′n) → HomA(p
n, pm)
A ∈MatR′(n×m) 7→ (f(ai,j))i,j ∈MatEnd(p)(n×m)
Die Matrix (f(ai,j)) bezeichnen wir ab sofort mit A˜.
• Fu¨r einen beliebigen endlich erzeugten R′-Rechtsmodul fixieren wir zuna¨chst eine
freie Auflo¨sung
· · ·R′a1
A
−→ R′a0
πa
։M → 0.
Da F exakt ist, gilt
M ⊗R′ p = F(M) = F(coker(A)) = coker(F(A)) = coker(A˜).
• Um F auf Morphismen ϕ : M → N zu berechnen, suchen wir zuna¨chst Lifts
zwischen den Auflo¨sungen fu¨rM und N , so dass folgendes Diagramm kommutiert.
· · ·R′a1 R′a0 M 0
· · ·R′b1 R′b0 N 0
A πa
B πb
ϕ1 ϕ0 ϕ
Zur Existenz der Lifts:
Da πb surjektiv und R
′a0 frei, also projektiv ist, existiert nach der universellen
Eigenschaft fu¨r Projektive eine Abbildung ϕ0, so dass πb ◦ ϕ
0 = ϕ ◦ πa.
Da fu¨r x ∈ ker(πa)
πb ◦ ϕ
0(x) = ϕ ◦ πa(x) = ϕ(0) = 0
gilt, liegt ϕ0(x) im Kern von πb. Also la¨sst sich ϕ
0 auf
ϕ0| ker(πa) : ker(πa)→ ker(πb)
einschra¨nken. Da
A : R′a1 ։ im(A) = ker(πa)
und
B : R′b1 ։ im(B) = ker(πb)
surjektiv sind, folgt wegen der Projektivita¨t von R′a1 mit dem gleichen Argument
die Existenz von ϕ1. Die Lifts sind jedoch im Allgemeinen nicht eindeutig! Wenn wir
die Auflo¨sungen mit F abbilden, bekommen wir folgendes kommutative Diagramm
mit exakten Zeilen.
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· · · pa1 pa0 cokerA˜ = F(M) 0
· · · pb1 pb0 cokerA˜ = F(N) 0
A˜ π˜a
B˜ π˜b
ϕ˜1 ϕ˜0
Wir suchen eine eindeutige Abbildung zwischen coker(A˜) und coker(B˜), so dass
dieses Diagramm kommutiert. Es gilt:
π˜b ◦ ϕ˜
0 ◦ A˜ = π˜b ◦ B˜ ◦ ϕ˜
1 = 0Abb ◦ ϕ˜
1 = 0Abb
Also existiert nach der universellen Eigenschaft von coker(A˜) eine eindeutige Ab-
bildung
F(ϕ) : F(M)→ F(N),
welche das Diagramm kommutativ la¨sst.
Wir zeigen nun, dass diese Abbildung wohldefniert ist:
• Die Abbildung ist unabha¨ngig von der Wahl der Lifts: Seien ψ1 : R′a0 → R′b0 und
ψ0 : R′a1 → R′b1 weitere Lifts. Dann gilt
πb ◦ ϕ
0 = ϕ ◦ πa = πb ◦ ψ
0,
nach Anwenden des Funktors also
π˜b ◦ ϕ˜
0 = π˜b ◦ ψ˜
0
und dementsprechend auch
π˜b ◦ ψ˜
0 ◦ A˜ = π˜b ◦ ϕ˜
0 ◦ A˜.
Wir erhalten also die gleiche eindeutige Abbildung
F(M)→ F(N).
• Wir pru¨fen nun, ob die Verkettung von Morphismen wohldefiniert ist. Wir mu¨ssen
zeigen, dass fu¨r ϕ ∈ HomR(L,M) und ψ ∈ HomR(M,N)
F(ψ ◦ ϕ) = F(ψ) ◦ F(ϕ)
gilt. Die Definition von F(ϕ) und F(ψ) liefert uns folgendes kommutative Dia-
gramm:
· · · pa1 pa0 F(L)
· · · pb1 pb0 F(M)
· · · pc1 pc0 F(N)
A˜ π˜a
B˜ π˜b
γ˜ π˜c
ϕ˜1 ϕ˜0 F(ϕ)
ψ˜1 ψ˜0 F(ψ)
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Die Verkettung F(ψ) ◦ F(ϕ) la¨sst das Diagramm also kommutieren. Da ψ0 ◦ ϕ0
bzw. ψ1 ◦ ϕ1 Lifts von ψ ◦ ϕ sind, ist eine derartige Abbildung nach universeller
Eigenschaft von coker(A) eindeutig. Also gilt:
F(ψ ◦ ϕ) = F(ψ) ◦ F(ϕ).
Bemerkung und Definition 3.6. Sei wieder A eine R-lineare, abelsche Kategorie,
p ∈ A ein Objekt, R′ eine nicht-kommutative R-Algebra endlichen Typs und
R′
f
−→ EndA(p)
ein endlicher R-Algebrenhomomorphismus. Die Kategorie derR′-Rechtsmoduln ist natu¨rlich
isomorph zur Kategorie der (R′)op-Linksmoduln u¨ber dem opponierten Ring (R′)op. Man
beachte, dass sich die Objekte und Morphismen von Mod-R′ und (R′)op -Mod mengen-
theoretisch nicht unterscheiden; nur der zugrunde liegende Ring und dessen Skalarmul-
tiplikation auf den Moduln ist in den beiden Kategorien formal verschieden. U¨ber die
natu¨rliche Isomorphie erhalten wir durch die Verkettung
(R′)op -Mod
∼
−→ Mod-R′
⊗R′p−−−−→ A
einen treuen, exakten R-linearen Funktor von der Kategorie der (R′)op-Linksmoduln
nach A. Diesen Funktor bezeichnen wir mit p⊗(R′)op .
ist R′ kommutativ so sind Rechtsmoduln und Linksmoduln das gleiche und auch die
Definition der beiden Funktoren p⊗(R′)op und ⊗R′ p wird gleich.
Analog zur Tensorkonstruktion in Lemma 3.3, ko¨nnen wir fu¨r ein p ∈ A einen kontrava-
rianten Funktor HomR′( , p) definieren:
Lemma 3.7. Sei A eine R-lineare, abelsche Kategorie und R′ eine nicht notwendig
kommutative R-Algebra endlichen Typs. Sei p ∈ A und f : R′ → EndA(p) ein endlicher
R-Algebrenhomomorphismus. Dann existiert ein bis auf Isomorphie eindeutiger exakter,
R-linearer, kontravarianter Funktor
HomR′( , p) : R
′ -Mod −→ A,
so dass fu¨r R′ ∈ R′-Mod
HomR′(R
′, p) = p
und fu¨r Morphismen
HomR′( , p) : EndR′(R
′) ∼= R′ → EndA(p)
a 7→ f(a)
erfu¨llt sind.
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Beweis. Der Beweis funktioniert dual zu vorigem und wir werden ihn daher nicht in
der gleichen Ausfu¨hrlichkeit fu¨hren. Zur Vereinfachung der Notation bezeichnen wir den
Funktor HomR′( , p) fu¨r den Rest des Beweises mit G.
Wegen Additivita¨t gilt wieder
G(R′n) = G
( n⊕
i=1
R′
)
=
n⊕
i=1
G(R′) =
n⊕
i=1
p = pn.
Wie in Lemma 3.3 bereits erkla¨rt, ist ein Morphismus A : R′m → R′n zwischen freien
Moduln das Gleiche wie eine Familie von Endomorphismen ai,j ∈ EndR′(R
′), wobei ai,j
durch die Verkettung
R′
ii−→ R′m
A
−→ R′n
πj
−→ R′
gegeben wird. Durch Anwenden des kontravarianten, exakten Funktors G erhalten wir
eine Sequenz
G(R′)
G(ii)
←−−− G(R′)m
G(A)
←−−− G(R′)n
G(πj)
←−−− G(R′),
wobei nach Bemerkung 3.5 die Abbildungen G(πj) Inklusionen in die direkte Summe
und die Abbildungen G(ii) Projektionen aus der direkten Summe sind. Also entspricht
die Verkettung
p
πi←− pm
G(A)
←−−− pn
ij
←− p.
dem Endomorphismus f(aij) : p → p. Da G additiv ist, ergibt sich fu¨r Morphismen
zwischen freien Moduln
G : HomR′(R
′m, R′n) → HomA(p
m, pn))
A 7→ f(A)T := (f(aij)i,j)
T .
Fu¨r einen beliebigen R′-Linksmodul M fixieren wir wieder eine freie Auflo¨sung
· · · → R′a1
A
−→ R′a0
πa
։M ∼= coker(A)→ 0.
Da G exakt und kontravariant ist, erhalten wir eine exakte Sequenz
0→ G(M) →֒ G(R′a0)
G(A)
−−−→ G(R′a1),
bzw.
0→ HomR′(M,p)→ p
a0
A˜T :=(f(Aij ))
T
ij
−−−−−−−−−→ pa1 .
Also ist G(M) := HomA(coker(A), p) = ker(A˜
T ).
Um G auf Morphismen ϕ : M → N zu berechnen, wa¨hlen wir wieder Lifts
R′a1 R′a0 M ∼= coker(A) 0
R′b1 R′b0 N ∼= coker(B) 0
A πa
B πb
ϕ1 ϕ0 ϕ
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Durch Anwenden von G erhalten wir
pa1 pa0 kerA˜ ≃ G(M) 0
pb1 pb0 kerB˜ ≃ G(N) 0
A˜T π˜a
T
B˜T π˜b
T
ϕ˜1
T
ϕ˜0
T ∃!G(ϕ)
Die universelle Eigenschaft von ker(A˜T ) liefert eine eindeutige Abbildung
G(ϕ) : G(N)→ G(M), so dass das Diagramm kommutiert. Um zu pru¨fen, dass
G(ψ◦ϕ) = G(ψ)◦G(ϕ) gilt, fu¨hrt man das gleiche Argument durch wie in Lemma 3.3.
Bemerkung 3.8. Wir mo¨chten an dieser Stelle noch einmal explizit darauf hinweisen,
dass die Konstruktion der Funktoren
⊗R′ p : Mod-R
′ −→ A
und
HomR′( , p) : R
′ -Mod −→ A
von den gewa¨hlten Auflo¨sungen der R′-Moduln abha¨ngt. Verschiedene Auflo¨sungen ge-
nerieren aber a¨quivalente Funktoren. Fu¨r unser langfristiges Ziel, die wesentliche Sur-
jektivita¨t des Funktors T˜ : A → C(T ) zu zeigen, genu¨gt uns dies.
Lemma 3.9. Sei A eine R-lineare, abelsche Kategorie und
T : A −→ R -Mod
ein R-linearer, treuer, exakter Funktor. Sei p ∈ A ein ausgezeichnetes Objekt. Die durch
R-Linearita¨t gegebene Abbildung
R −→ EndA(p)
definiert nach Lemma 3.7 einen kontravarianten Funktor
HomR( , p) : R -Mod −→ A.
Die Verkettung
R -Mod
HomR( ,p)
−→ A
T
−→ R -Mod
M 7−→ HomR(M,p) 7−→ HomR(M,Tp)
entspricht bis auf Isomorphie dem gewo¨hnlichen kontravarianten Funktor HomR( , T p)
in R -Mod.
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Beweis. Wir beginnen mit einer Vorbemerkung: Da A R-linear ist, definiert eine Matrix
A ∈MatR(n×m) eine Abbildung A ∈ HomA(p
m, pn), gegeben durch
A : pm −→ pn
(x1, ..xm) 7−→ (
∑m
i=1(a1i · xi), ..,
∑m
i=1(ani · xi)).
Wenden wir den Funktor T auf diese Abbildung an, so erhalten wir, wegen der R-
Linearita¨t von T , in R -Mod die gleichermaßen definierte Abbildung
TA : Tpm −→ Tpn
(x1, ..xm) 7−→ (
∑m
i=1(a1i · xi), ..,
∑m
i=1(ani · xi)).
Seien nunM,N ∈ R -Mod endlich erzeugte R-Moduln, ϕ ∈ HomR(M,N) ein Homomor-
phismus und
Ra1
A
−→ Ra0 −→M −→ 0
Rb1
B
−→ Rb0 −→ N −→ 0
Pra¨sentationen. Dann erhalten wir nach der Wahl von Lifts wie im Beweis von Lemma
3.7 ein kommutatives Diagramm
Ra1 Ra0 M 0
Rb1 Rb0 N 0
A
B
ϕ1 ϕ0 ϕ
Wir u¨berpru¨fen, dass durch Anwenden von T ◦ HomR( , p) auf dieses Diagramm, das
gleiche Diagramm entsteht, wie durch Anwenden von HomR( , T p).
Anwenden von HomR( , p) liefert
pa1 pa0 HomR(M,p) = ker(A
T ) 0
pb1 pb0 HomR(N, p) = ker(B
T ) 0
AT
BT
ϕ1
T
ϕ0
T HomR( , p)(ϕ)
Nach der Vorbemerkung, sowie der Tatsache, dass exakte Funktoren mit Kernen vertau-
schen, erhalten wir nun durch Anwenden von T folgendes kommutative Diagramm:
Tpa1 Tpa0 T (HomR(M,p)) = Ker(A
T ) 0
Tpb1 Tpb0 T (HomR(N, p)) = Ker(B
T ) 0
AT
BT
ϕ1
T
ϕ0
T (T ◦HomR( , p))(ϕ)
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Wenden wir dagegen den linksexakten Funktor HomR( , T p) inR -Mod auf die Pra¨sentationen
und Lifts an, erhalten wir folgendes kommutative Diagramm.
HomR(R
a1 , T p) HomR(R
a0 , T p) HomR(M,Tp) = Ker(A
T ) 0
HomR(R
b1 , T p) HomR(R
b0 , T p) HomR(N,Tp)) = Ker(B
T ) 0
AT
BT
ϕ1
T
ϕ0
T (HomR( , T p))(ϕ)
Verwenden wir nun die kanonische Isomorphie von HomR(R
n, T p) ∼= (Tp)n, so sehen wir,
dass sich die beiden letzten Diagramme bis auf Isomorphie entsprechen. Insbesondere
mu¨ssen (T ◦ HomR( , p))(ϕ) sowie HomR( , T p)(ϕ) dem eindeutigen Morphismus von
Ker(BT ) nach Ker(AT ) entsprechen, der das Diagramm kommutativ macht, also gilt
(T ◦ HomR( , p))(ϕ) ∼= HomR( , T p)(ϕ).
3.2 Die Operationen auf HomR(Tp, p)
Bemerkung 3.10. Wir haben u¨ber den Funktor HomR( , p) mit dem Objekt
HomR(Tp, p) ∈ A ein Urbild unter T von EndR(Tp) ∈ R -Mod konstruiert. Wir mo¨chten
nun in A ein Urbild von
End(T|{p}) = {ϕ ∈ EndR(Tp)|∀α ∈ EndA(p) : ϕ ◦ Tα = Tα ◦ ϕ}
konstruieren. Hierfu¨r brauchen wir Endomorphismen auf HomR(Tp, p), welche u¨ber T in
R -Mod auf das gewo¨hnlichen Vor- und Nachschalten auf EndR(Tp) abgebildet werden.
Sei ϕ ∈ EndR(Tp) ein beliebiger Morphismus. In Lemma 3.9 haben wir gesehen, dass
die Verkettung
R -Mod
HomR( ,p)
−→ A
T
−→ R -Mod
Tp 7−→ HomR(Tp, p) 7−→ HomR(Tp, Tp)
den gewo¨hnlichen HomR( , T p) Funktor in R -Mod liefert. Der Endomorphismus
HomR( , p)(ϕ) wird also durch T auf die gewo¨hnliche Rechtsoperation ◦ϕ auf EndR(Tp)
abgebildet. Wir werden den Morphismus HomR( , p)(ϕ) daher ab sofort ebenfalls mit ◦ϕ
notieren. In Lemma 3.13 konstruieren wir den Endomorphismus auf HomR(Tp, p), der
unter T auf die gewo¨hnliche Linksoperation auf EndR(Tp) abgebildet wird.
Lemma 3.11. Sei A eine R-lineare, abelsche Kategorie und p ein Objekt aus A. Sei
A ∈MatR(n,m) eine Matrix mit Koeffizienten in R. Wir fassen A als Abbildung
A : pm −→ pn
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auf. Sei α ∈ EndA(p) ein beliebiger Endomorphismus. Bezeichne α
n ∈ EndA(p
n) den
Morphismus, der auf jedem direkten Summanden den Endomorphismus α ausfu¨hrt.
Dann gilt
αm ◦ A = A ◦ αn.
Beweis. Ein Morphismus f : pm → pn ist gegeben durch eine Familie fij : p → p,
so dass fij = πi ◦ f ◦ ij ist. Um zu sehen, dass die Abbildungen α und A = (aij)ij
kommutieren, mu¨ssen wir also sehen, dass sich die induzierten Abbildungen πk◦A◦α
n◦il
und πk ◦ α
m ◦A ◦ il fu¨r alle k ∈ {1..m} und l ∈ {1..n} entsprechen.
Fu¨r x ∈ p gilt nun aber
(πk ◦ A ◦ α
n ◦ il)(x) = akl · α(x)
(πk ◦ α
m ◦ A ◦ il)(x) = α(aklx).
Da α R-linear ist, sind die Abbildungen gleich.
Konstruktion 3.12. Analog zur Definition der Funktoren
HomR( , p) : R -Mod −→ A
M 7−→ HomR(M,p)
und
p⊗R : R -Mod −→ A
M 7−→ p⊗R M
aus Lemma 3.7 bzw. Lemma 3.3 ko¨nnen wir fu¨r einen beliebigen, endlich erzeugten
R-Modul M wie folgt die Funktoren
HomR(M, ) : A −→ A
p 7−→ HomR(M,p)
und
⊗R M : A −→ A
p 7−→ p⊗R M
definieren:
Sei wieder
Rn
A
−→ Rm ։M −→ 0
eine feste Auflo¨sung von M . Fu¨r p ∈ A definieren wir das Objekt HomR(M,p) als den
Kern der Abbildung
pn
AT
−→ pm.
Sei fu¨r α : p→ q ein beliebiger Morphismus in A. Dann hat das Diagramm
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pm pn HomR(M,p) 0
qm qn HomR(M, q) 0
AT
AT
αm αn
fu¨r alle p, q ∈ A exakte Zeilen. Es kommutiert nach Lemma 3.11. Wir definieren HomR(M, )(α)
als die eindeutige Abbildung
HomR(M,p) −→ HomR(M, q),
die das Diagramm kommutativ la¨sst. Fu¨r zwei Morphismen p
α
−→ q
β
−→ r gilt offensichtlich
HomR(M, )(β ◦ α) = HomR(M, )(β) ◦ HomR(M, )(α).
Also ist HomR(M, ) ein Funktor und genauso u¨berpru¨ft man, dass die analoge Kon-
struktion ⊗R M einen Funktor definiert.
Lemma 3.13. Sei wieder A eine R-lineare, abelsche Kategorie und
T : A −→ R -Mod
ein R-linearer, treuer, exakter Funktor und p ∈ A ein ausgezeichnetes Objekt. Fu¨r einen
Endomorphismus α ∈ EndA(p) liefert die Verkettung
A
HomR(Tp, )
−→ A
T
−→ R -Mod
p 7−→ HomR(Tp, p) 7−→ HomR(Tp, Tp)
α 7−→ HomR(Tp, )(α) 7−→ (Tα)◦
bis auf Isomorphie die gewo¨hnliche Linkswirkung (Tα)◦ auf EndR(Tp).
Beweis. Sei
Rm
A
−→ Rn ։ Tp −→ 0
eine feste Auflo¨sung von Tp. HomR(Tp, )(α) ist definiert als der Morphismus, der fol-
gendes Diagramm kommutativ macht.
pm pn HomR(Tp, p) 0
pm pn HomR(Tp, p) 0
AT
AT
αm αn HomR(Tp, )(α)
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Da T exakt ist, liefert uns dies folgendes kommutative Diagramm mit exakten Zeilen in
R-Mod:
Tpm Tpn HomR(Tp, Tp) 0
Tpm Tpn HomR(Tp, Tp) 0
AT
AT
Tαm Tαn T ◦HomR(Tp, )(α)
Andererseits kommutiert in R-Mod das Diagramm
HomR(R
m, T p) HomR(R
n, T p) HomR(Tp, Tp) 0
HomR(R
m, T p) HomR(R
n, T p) HomR(Tp, Tp) 0
◦A
◦A
Tα◦ Tα◦ Tα◦
welches sich unter Verwendung des kanonischen Isomorphismus HomR(R
a, T p) ∼= Tpa
ebenfalls umschreiben la¨sst zu
Tpm Tpn HomR(Tp, Tp) 0
Tpm Tpn HomR(Tp, Tp) 0
AT
AT
Tαm Tαn Tα◦
T ◦ HomR(Tp, )(α) und Tα◦ sind also jeweils die nach universeller Eigenschaft von
Ker(AT ) eindeutig induzierte Abbildung HomR(Tp, Tp) −→ HomR(Tp, Tp), welche das
Diagramm kommutativ machen. Daher gilt
T ◦ HomR(Tp, )(α) = (Tα) ◦ .
Konvention 3.14. Wir bezeichnen die von dem Morphismus HomR(Tp, )(α) indu-
zierte Linksoperation auf HomR(Tp, p) mit α◦. Dies ist intuitiv, da T (α◦) = (Tα)◦
ist.
Bemerkung 3.15. Sei A eine R-lineare, abelsche Kategorie,
T : A −→ R -Mod
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ein R-linearer, treuer, exakter Funktor und p ∈ A ein Objekt. Fu¨r jeden Endomor-
phismus α ∈ EndA(p) erhalten wir nach Lemma 3.13 einen Endomorphismus (α◦) auf
HomR(Tp, p). Dies induziert eine R-lineare Linksoperation
ρL : EndA(p)×HomR(Tp, p) −→ HomR(Tp, p)
(α, x) 7−→ α ◦ x
auf HomR(Tp, p). Analog induzieren die Endomorphismen von EndR(Tp) nach Bemer-
kung 3.10 eine R-lineare Rechtsoperation
ρR : HomR(Tp, p)× EndR(Tp) −→ HomR(Tp, p)
(ϕ, x) 7−→ x ◦ ϕ
auf HomR(Tp, p).
Lemma 3.16. Die Operationen ρL und ρR aus Bemerkung 3.15 sind miteinander ver-
tra¨glich, das heißt fu¨r x ∈ HomR(Tp, p) , ϕ ∈ EndR(Tp) und α ∈ EndA(p) gilt
α ◦ (x ◦ ϕ) = (α ◦ x) ◦ ϕ.
Beweis. Wir mu¨ssen zeigen, dass fu¨r alle α ∈ EndA(p) und ϕ ∈ EndR(Tp, Tp) die
induzierten Endomorphismen α◦ und ◦ϕ auf HomR(Tp, p) kommutieren. Wenden wir
T auf die Endomorphismen α◦ und ◦ϕ an, so erhalten wir die u¨bliche Rechts- bzw.
Linksoperation (Tα)◦ bzw. ◦ϕ auf HomR(Tp, Tp). Fu¨r alle A ∈ HomR(Tp, Tp) gilt
Tα ◦ (A ◦ ϕ)− (Tα ◦A) ◦ ϕ = 0.
Da T treu ist, folgt daraus fu¨r alle x ∈ HomR(Tp, p)
α ◦ (x ◦ ϕ)− (α ◦ x) ◦ ϕ = 0,
also
α ◦ (x ◦ ϕ) = (α ◦ x) ◦ ϕ.
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3.3 Der Funktor T˜ ist wesentlich surjektiv
Definition 3.17. Sei A eine beliebige abelsche Kategorie und F ⊂ A eine volle Un-
terkategorie. Wir bezeichnen mit 〈F 〉 die von F erzeugte abelsche Kategorie, d. h. die
kleinste abelsche Kategorie, die alle Objekte und Morphismen von F entha¨lt. Die Kate-
gorie 〈F 〉 entha¨lt also insbesondere alle endlichen direkten Summen, Kokerne und Kerne,
sowie Subquotienten von Objekten in F . Außerdem gilt offensichtlich 〈F 〉 ⊆ A.
Fu¨r die von einem Objekt p ∈ A erzeugte abelsche Kategorie schreiben wir 〈p〉 anstatt
〈{p}〉.
Wir kehren nun zu unserem Ziel zuru¨ck, zu zeigen, dass eine abelsche Kategorie A mit
treuem, exakten Funktor T in die R-Moduln a¨quivalent zu ihrer Diagrammkategorie ist.
Wir bedienen uns hierbei einer a¨hnlichen Strategie, wie sie Deligne in [DM82, S.128 ff]
fu¨r den Ko¨rperfall verwendet hat. Fu¨r ein p ∈ A werden wir, mit Hilfe der Konstruktion
des Objekts HomR(Tp, p) aus Abschnitt 3.1, sowie den Operationen α◦ und ◦ϕ auf
HomR(Tp, p), einen Funktor
End(T|{p}) -Mod −→ 〈p〉
konstruieren, sodass die Verkettung
End(T|{p}) -Mod −→ 〈p〉
T˜|〈p〉
−→ End(T|{p}) -Mod
dem Identita¨tsfunktor auf End(T|{p}) -Mod entspricht. Der direkte Limes u¨ber Unterka-
tegorien von A induziert dann eine Faktorisierung des Identita¨tsfunktors
C(TA) −→ A
T˜
−→ C(TA),
was zeigt, dass T˜ wesentlich surjektiv ist.
Wir konstruieren zuna¨chst ein Urbild von End(T|{p}) -Mod unter T :
Lemma 3.18. Sei A eine R-lineare abelsche Kategorie und
A
T
−→ R -Mod
ein treuer, exakter, R-linearer Funktor. Sei p ∈ A ein beliebiges Objekt. Dann existiert
in 〈p〉 ein Objekt X(p) ⊂ HomR(Tp, p), zusammen mit einer Rechtsoperation
X(p)× End(T|{p}) -Mod → X(p)
(x, ϕ) 7→ x ◦ ϕ,
sodass T (X(p)) ∼= End(T|{p}) und die Rechtsoperation auf X(p) nach Anwenden von T
zur gewo¨hnlichen Rechtsoperation auf End(T|{p}) wird.
Beweis. EndA(p) ist ein R-Modul. Da der Funktor T R-linear ist, ist T (EndA(p)) ⊂
EndR(Tp) ein Untermodul. Da R noethersch ist, ist EndR(Tp) nach Lemma 1.3 endlich
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erzeugt. Also ist nach Lemma 1.2 auch T (EndA(p)) ein endlich erzeugter Modul. Da T
treu ist, ist dann auch EndA(p) als R-Modul endlich erzeugt.
Sei (α1, ...αn) ein Erzeugendensystem von EndA(p) als R-Modul. Fu¨r alle αi operiert nun
nach Lemma 3.13 αi◦ von links und nach Lemma 3.9 ◦Tαi von rechts auf dem Objekt
HomR(Tp, p). Wir definieren X(p) ∈ A als Kern der Abbildung
((αi◦)− (◦Tαi))i∈{1..n} : HomR(Tp, p)→
n⊕
i=n
HomR(Tp, p).
Da A abelsch ist, existiert dieses Objekt in A. Wenden wir den Funktor T auf diese
Abbildung an, so erhalten wir nach Lemma 3.9 bzw. 3.13 die Abbildung
((Tαi◦)− (◦Tαi))i∈{1..n} : HomR(Tp, Tp)→
n⊕
i=n
HomR(Tp, Tp).
Da (α1...αn) ein Erzeugendensystem von EndA(p) ist, gilt also:
ker(((Tαi◦)− (◦Tαi))i∈{1..n}) = {ϕ ∈ EndR(Tp)|∀i ∈ {1 . . . n} : Tαi ◦ ϕ = ϕ ◦ Tαi}
= {ϕ ∈ EndR(Tp)|∀α ∈ EndA(p) : Tα ◦ ϕ = ϕ ◦ Tα}
= End(T|{p}).
Weil T exakt ist, gilt
T (X(p)) = End(T|{p}).
Da 〈p〉 stabil unter endlichen direkten Summen und Kernen ist, ist HomR(Tp, p) in der
von p erzeugten abelschen Kategorie und mit dem gleichen Argument auch X(p). Als
na¨chstes mo¨chten wir sehen, dass sich die Rechtsoperation
ρR : HomR(Tp, p)× EndR(Tp) → HomR(Tp, p)
(x, ϕ) 7→ x ◦ ϕ
zu einer Operation
X(p)× End(T|{p}) → X(p)
(x, ϕ) 7→ x ◦ ϕ
einschra¨nken la¨sst. Hierfu¨r rechnen wir fu¨r x ∈ X(p), ϕ ∈ End(T|{p}) und αi aus dem
Erzeugendensystem von EndA(p):
αi ◦ (x ◦ ϕ)
3.16
= (αi ◦ x) ◦ ϕ)
x∈X(p)
= (x ◦ Tαi) ◦ ϕ)
ϕ∈End(T|{p})
= (x ◦ ϕ) ◦ Tαi.
Also liegt x ◦ ϕ in X(p).
Die Rechtsoperation
ρR : HomR(Tp, p)× EndR(Tp) → HomR(Tp, p)
(x, ϕ) 7→ x ◦ ϕ
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induziert nach Lemma 3.13 durch Anwenden des Funktors T den Morphismus ◦Tϕ auf
HomR(Tp, Tp). Die Einschra¨nkung auf
X(p)× End(T|{p})→ X(p)
liefert demnach nach Anwenden von T wie gefordert die Operation ◦Tϕ auf End(T|{p}).
Wir bezeichnen ab sofort die R-Algebra End(T|{p}) vereinfachend mit E(p).
Bemerkung 3.19. Die Rechtswirkung
ρR : X(p)× E(p)→ X(p)
definiert einen R-Algebrenhomomorphismus
f :
(
E(p)
)op
−→ EndA(X(p))
ϕ 7−→ ◦ϕ
aus dem opponierten Ring. Dies induziert nach Lemma 3.3 einen treuen, exakten, R-
linearen Funktor
⊗E(p)op X(p) : Mod-(E(p)
)op
−→ A
M 7−→ M ⊗E(p)op X(p)
Das ObjektM⊗E(p)opX(p) liegt nach Konstruktion fu¨r alleM in der von X(p) erzeugten
abelschen Kategorie 〈X(p)〉. Da X(p) ein Kern von direkten Summen von p ist, nimmt
der Funktor also nur Werte in 〈p〉 an. Nach Bemerkung 3.6 erhalten wir analog zu
⊗E(p)op X(p) einen treuen, exakten, R-linearen Funktor
X(p) ⊗E(p) : E(p) -Mod −→ 〈p〉
M 7−→ p⊗E(p) M
Korollar 3.20. Sei A eine abelsche, R-lineare Kategorie und
T : A −→ R -Mod
ein treuer, exakter, R-linearer Funktor, also insbesondere eine Darstellung. Sei
A
T˜
−→ C(TA)
ffT−−→ R -Mod
die Faktorisierung von T u¨ber seine Diagrammkategorie.
Dann entspricht die Verkettung
E(p) -Mod
X(p)⊗E(p)
−→ 〈p〉
T˜|〈p〉
−→ E(p) -Mod
M 7−→ X(p)⊗E(p) M 7→ T˜ (X(p) ⊗E(p) M)
bis auf Isomorphie dem Identita¨tsfunktor auf E(p) -Mod.
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Beweis. Fu¨r E(p) als E(p)-Linksmodul gilt nach Konstruktion
T˜
(
X(p)⊗E(p) E(p)
)
= T˜
(
X(p)
)
= E(p).
Sei ϕ ∈ E(p). Betrachten wir das Bild des Edomorphismus ◦ϕ ∈ EndE(p)
(
E(p)
)
unter
folgender Kette von Funktoren:
E(p) -Mod
∼
−→ Mod-E(p)op
⊗E(p)opX(p)
−−−−−−−−→ 〈p〉
T˜|〈p〉
−→ E(p) -Mod
Der Endomorphismus ◦ϕ entspricht in Mod-E(p)op der gewo¨hnlichen Multiplikation von
rechts mit dem Ringelement ϕ ∈ E(p)op. Nach Definition ist das Bild dieses Morphismus
unter dem Funktor X(p)⊗E(p) gerade f(ϕ), also der Endomorphismus ◦ϕ ∈ EndA(p),
welcher nach Bemerkung 3.10 unter T˜ auf ◦ϕ ∈ EndE(p)(E(p)) abgebildet wird. Die
natu¨rliche Rechtsoperation auf E(p) wird also unter der Kette von Funktoren auf sich
selbst abgebildet. Dies impliziert, dass die Kette von Funktoren schon fu¨r alle Endomor-
phismen von E(p) dem Identita¨tsfunktor entspricht, da die Rechtswirkung von ϕ auf
einem Element e ∈ E(p) der Linkswirkung von e auf dem Element ϕ entspricht.
Fu¨r beliebige E(p)-Moduln rechnet man dies u¨ber Auflo¨sungen wieder einfach nach:
Sei g : M → N ein Morphismus zwischen beliebigen E(p)-Moduln. Nach der Wahl
von Auflo¨sungen fu¨r M und N , sowie nach der Wahl von Lifts fu¨r g erhalten wir ein
kommutatives Diagramm mit exakten Zeilen
E(p)m E(p)n M 0
E(p)a E(p)b N 0
A
B
g1 g0 g
Fu¨r alle k ∈ N gilt nun
T˜
(
X(p)k ⊗E(p) E(p)
)
= T˜
(
X(p)k
)
= E(p)k.
Die Matrizen A,B, g0 und g1 entsprechen eintragsweise Endomorphismen ϕ von E(p)
und fu¨r diese gilt, wie wir gepru¨ft haben
T˜
(
X(p)⊗E(p)
)
(ϕ) = ϕ.
Also gilt wegen Additivita¨t der Funktoren auch
T˜
(
X(p)⊗E(p)
)
(A) = A,
sowie
T˜
(
X(p)⊗E(p)
)
(B) = B.
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T˜
(
X(p)⊗E(p)
)
(g0) = g0.
T˜
(
X(p)⊗E(p)
)
(g1) = g1.
Wenden wir T˜ ◦
(
X(p)⊗E(p)
)
auf das Diagramm an, so erhalten wir also
E(p)m E(p)n T˜
(
X(p)⊗E(p)
)
(M) 0
E(p)a E(p)b T˜ (
(
X(p)⊗E(p) )
)
(N) 0
A
B
g1 g0 T˜
(
X(p)⊗E(p)
)
(g)
Es gilt also
T˜
(
X(p)⊗E(p)
)
(M) ∼= coker(A) ∼=M
und
T˜
(
X(p)⊗E(p)
)
(N) ∼= coker(B) ∼= N.
Nach universeller Eigenschaft des Kokerns gibt es wieder eine eindeutige Abbildung
zwischen M und N , welche das Diagramm kommutativ macht, also entsprechen sich
also auch T˜
(
X(p) ⊗E(p)
)
(g) und g. Der Funktor T˜ ◦
(
X(p) ⊗E(p)
)
induziert also bis
auf Isomorphie den Identita¨tsfunktor auf E(p) -Mod.
Satz 3.21. Sei R ein kommutativer, noetherscher Ring, A eine abelsche, R-lineare
Kategorie und
T : A −→ R -Mod
ein treuer, exakter, R-linearer Funktor, also insbesondere eine Darstellung. Sei C(TA)
die Diagrammkategorie der Darstellung T und
A
T˜
−→ C(TA)
ffT−−→ R -Mod
die zugeho¨rige Faktorisierung von T . Dann ist T˜ wesentlich surjektiv.
Beweis. Wir konstruieren einen Funktor
S : C(TA) −→ A,
so dass die Verkettung
C(TA)
S
−→ A
T˜
−→ C(TA)
natu¨rlich a¨quivalent zum Identita¨tsfunktor auf C(TA) ist. Erinnern wir uns an die Defi-
nition von C(TA):
C(TA) := lim−→
F⊂A endlich
End(T|F ) -Mod
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Sei F eine endliche Teilmenge von Ob(A). Sei p =
⊕
pi∈F
pi. Wir u¨berlegen uns, dass
die Kategorie End(T|F ) -Mod natu¨rlich isomorph zur Kategorie End(T{p}) -Mod ist:
Ein Modulendomorphismus
f :
n⊕
i=1
pi −→
n⊕
i=1
pi
ist gegeben durch eine Familie von Morphismen (fk,j)k,j∈{1..n}, wobei wir fk,j durch die
Verkettung
pi
ii−→
n⊕
k=1
pk
f
−→
n⊕
k=1
pk
πj
−→ pj
erhalten. Ein Element aus End(T{p}) ist demnach ein R-linearer Modulhomomorphismus
n⊕
i=1
Tpi
(ekj)kj
−→
n⊕
i=1
Tpi,
so dass fu¨r alle (akj)kj ∈ End(
⊕n
i=1 pi) die Diagramme
⊕n
i=1 Tpi
⊕n
i=1 Tpi
⊕n
i=1 Tpi
⊕n
i=1 Tpi
(ekj)kj (ekj)kj
(Takj)kj
(Takj)kj
kommutieren. Hieraus folgt direkt, dass ekj = 0Abb fu¨r alle k 6= j, da sonst das Diagramm
fu¨r
al,m =
{
idpk k = l = m ,
0Abb sonst
nicht kommutieren wu¨rde. Ein Element aus End(T{p}) ist also gegeben durch eine Familie
(eii) ∈
∏
pi∈F
EndR(Tpi), so dass alle Diagramm der Form
Tpi Tpj
Tpi Tpj
eii ejj
Taij
Taij
kommutieren. Dies ist aber gerade die Definition eines Elements aus End(T|F ). Al-
so ist auch die Kategorie der End(T|F )-Moduln natu¨rlich isomorph zur Kategorie der
End(T{p})-Moduln.
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Da offensichtlich auch 〈p〉 = 〈F 〉 gilt, induziert die Faktorisierung des Identita¨tsfunktors
aus Korollar 3.20
End(T|{p}) -Mod
X(p)⊗End(T|{p})
−−−−−−−−−−−→ 〈p〉
T˜|〈p〉
−→ End(T|{p}) -Mod
eine Faktorisierung des Identita¨tsfunktors
End(TF ) -Mod
X(p)⊗End(T|{p})
−−−−−−−−−−−→ 〈F 〉
T˜|F
−→ End(TF ) -Mod
auf End(TF ) -Mod. Da A = lim−→F⊂A〈F 〉 fu¨r das gerichtete System der endlichen Teilmen-
gen F ⊂ D ist, erhalten wir nach U¨bergang zum direkten Limes durch dessen universelle
Eigenschaft eindeutige Funktoren
C(TA)
S
−→ A
T˜
−→ C(TA),
welche nach Restriktion die Verkettung
End(TF ) -Mod
X(p)⊗End(T|{p})
−→ 〈F 〉
T˜|F
−→ End(TF ) -Mod
liefern. Da jedes Objekt aus C(TA) ein End(TF )-Modul fu¨r geeignetes endliches F ist,
entspricht auch
C(TA)
S
−→ A
T˜
−→ C(TA),
bis auf Isomorphie dem Identita¨tsfunktor auf C(TA). Fu¨r ein beliebiges Objekt
M ∈ C(TA) ist S(M) also ein Urbild vonM unter T˜ . Damit ist T˜ wesentlich surjektiv.
3.4 Die Adjunktion der Funktoren HomR(M, ) und ⊗R M in A
Wir mu¨ssen nun noch zeigen, dass der Funktor T˜ voll ist. Im letzten Beweis haben wir
fu¨r alle p ∈ A einen Funktor C(T ) −→ A gefunden, so dass die Verkettung
C(T )
S
−→ A
T˜
−→ C(T )
Tp 7→ X(p)⊗E(p) Tp 7→ Tp
fu¨r Tp die Identita¨t in C(T ) ist. Also ist der Funktor T˜ zumindest auf dem Objekt
X(p)⊗E(p) Tp voll. Unsere Strategie wird sein, einen natu¨rlichen Isomorphismus
X(p)⊗E(p) Tp ∼= p
zu konstruieren. Dieser wird von einer natu¨rlichen Abbildung
HomR(Tp, p)⊗R Tp −→ p
induziert. Ein wesentlicher Schritt ist es, diese natu¨rliche Abbildung zu finden. In R-Mod
haben wir in a¨hnlichem Fall die natu¨rliche Evaluationsabbildung
HomR(Tp, Tp)⊗R Tp −→ Tp.
Eine a¨hnliche Konstruktion werden wir in A durchfu¨hren.
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Definition 3.22. Seien C,D Kategorien und
F : C → D G : D → C
Funktoren. Wir sagen F ist linksadjungiert zu G bzw. G ist rechtsadjungiert zu F , wenn
fu¨r alle X ∈ C, Y ∈ D eine natu¨rliche Bijektion
φX,Y : HomC(X,G(Y )) ∼= HomD(F(X), Y )
existiert. Die Bijektion heißt natu¨rlich, wenn fu¨r alle f ∈ HomC(X
′,X), g ∈ HomD(Y, Y
′)
das Diagramm
HomC(X,G(Y )) HomD(F(X), Y )
HomC(X
′,G(Y ′)) HomD(F(X
′), Y ′)
G(g) ◦ ◦ f g ◦ ◦ F(f)
φX,Y
φX′,Y
kommutiert.
Beispiel 3.23. Sei R ein kommutativer Ring, M ein beliebiger R-Modul. Dann ist der
Funktor
⊗R M : R -Mod → R -Mod
N 7→ N ⊗R M
linksadjungiert zu
HomR(M, ) : R -Mod → R -Mod
N 7→ HomR(M,N)
Bemerkung 3.24. Ist F linksadjungiert zu G, so impliziert dies, dass es natu¨rliche
Transformationen
ǫ : GF → 1C
η : 1D → FG
gibt [Mac72, S.84 ff]. Im obigen Beispiel ist die Transformation ǫ durch den Auswer-
tungsmorphismus
ev : HomR(M,N)⊗R M → N
ϕ⊗m 7→ ϕ(m)
gegeben.
Lemma 3.25. Sei A eine R-lineare, abelsche Kategorie, M ein endlich erzeugter R-
Modul. Seien aus HomR(M, ) und ⊗RM die Funktoren auf A aus Konstruktion 3.12.
Dann ist der Funktor HomR(M, ) rechtsadjungiert zu ⊗R M .
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Beweis. Sei zuna¨chst M = Rn. Seien f ∈ HomA(a, b), g ∈ HomA(p, q) Morphismen
zwischen Objekten aus A. Wir haben einen kanonischen Isomorphismus von R-Moduln
φnp,b : HomA(p,
n⊕
i=1
b) ∼= HomA(
n⊕
i=1
p, b),
also nach Definition der beiden Funktoren einen Isomorphismus
HomA(p,HomR(R
n, b)) = HomA(p,
n⊕
i=1
b) ∼= HomA(
n⊕
i=1
p, b) = HomA(p⊗R R
n, b).
( ⊗R R
n)(f) liefert die Abbildung
n⊕
i=1
p
(f,..f)
−−−−→
n⊕
i=1
q,
welche auf jeder Komponente f ausfu¨hrt. Ebenso liefert HomR(R
n, )(g) die Abbildung
n⊕
i=1
a
(g,..g)
−−−→
n⊕
i=1
b.
Das Diagramm
HomA(p,
⊕n
i=1 b) HomA(
⊕n
i=1 p, b)
HomA(q,
⊕n
i=1 a) HomA(
⊕n
i=1 q, a)
(g, .., g) ◦ ◦ f g ◦ ◦ (f, ..f)
φn
p,b
φn
p,b
kommutiert und demzufolge auch das Diagramm
HomA(p,HomR(R
n, b)) HomA(p ⊗R R
n, b)
HomA(q,HomR(R
n, a)) HomA(q ⊗R R
n, a) (1)
HomR(R
n, )(g) ◦ ◦ f g ◦ ◦ ( ⊗R R
n)(f)
φn
p,b
φn
p,b
Sei nun M ein beliebiger endlich erzeugter R-Modul. Sei
Rm
A
−→ Rn ։M → 0
eine Pra¨sentation von M und p ∈ A ein Objekt. Die Sequenz
pm
A˜
−→ pn ։ p⊗R M → 0,
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welche p ⊗R M definiert, ist exakt. Da der Funktor HomA( , b) fu¨r b ∈ A kontravariant
und linksexakt ist, erhalten wir eine exakte Sequenz
HomA(p
m, b)
◦A˜
←−− HomA(p
n, b) ←֓ HomA(p ⊗R M, b)← 0.
Analog erhalten wir durch Anwenden des kovarianten, linksexakten Funktors HomA(p, )
auf die exakte Sequenz
bm
A˜T
←−− bn ←֓ HomR(M, b)← 0
eine exakte Sequenz
HomA(p, b
m)
A˜T ◦
←−− HomA(p, b
n) ←֓ HomA(p,HomR(M, b))← 0.
Das Diagramm
HomA(p, b
n) HomA(p
n, b)
HomA(p, b
m) HomA(p
m, b)
HomA(p,HomR(M, b)) HomA(p⊗R M, b)
0 0
A˜T ◦ ◦A˜
φn
p,b
φm
p,b
ker(A˜T ◦) ker(◦A˜)
kommutiert. Dies kann man direkt nachrechnen. Alternativ u¨berlegt man sich, dass die
Abbildung
φnp,b : HomA(p, b
n) → HomA(p
n, b)
(f1, .., fn) 7→

f1..
fn


dem Transponieren von Matrizen mit Eintra¨gen in HomA(p, b) entspricht.
Fu¨r B ∈MatHomA(p,b)(n× 1) ist also
φnp,b(A˜
T ◦B) = (A˜T ◦B)T = BT ◦ A˜ = φnp,b(B) ◦ A˜.
Dass wir hier rechnen ko¨nnen wie mit Matrizen, liegt daran, dass alle Eintra¨ge in B R-
lineare Abbildungen sind und A˜ sowie A˜T nur Eintra¨ge in R haben (vgl. Argumentation
in Lemma 3.11).
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Dies definiert nach universeller Eigenschaft des Kerns (vgl. Beweis von Lemma 3.7) eine
eindeutige Abbildung
HomA(p,HomR(M, b))
φ˜p,b
−−→ HomA(p⊗R M, b),
welche das Diagramm
HomA(p, b
n) HomA(p
n, b)
HomA(p, b
m) HomA(p
m, b)
HomA(p,HomR(M, b)) HomA(p⊗R M, b)
0 0
A˜T ◦ ◦A˜
φn
p,b
φm
p,b
φ˜p,b
ker(A˜T ◦) ker(◦A˜)
kommutativ macht. Wir ko¨nnen durch die Inklusionen
HomA(p,HomR(M, b))
ker(A˜T ◦)
−−−−−−→ HomA(p, b
m)
und
HomA(p ⊗R M, b)
ker(◦A˜)
−−−−−→ HomA(p
m, b)
die Mengen HomA(p,HomR(M, b)) bzw. HomA(p⊗RM, b) als Teilmengen von HomA(p, b
m)
bzw. HomA(p
m, b) auffassen. Der Morphismus φ˜p,b wird dann zum Einschra¨nkungshomomorphimus
von φmp,b. Fu¨r diese Teilmengen gilt dann offensichtlich, wie in Diagramm (1), dass
HomA(p,HomR(M, b)) HomA(p⊗R M, b)
HomA(p,HomR(M,a)) HomA(p⊗R M,a)
((HomR(M, )(g)) ◦ ◦ f g ◦ ◦ ( ⊗R M)(f))
φ˜p,b
φ˜p,b
kommutiert, was zu zeigen war.
Bemerkung 3.26. Wir haben diese Adjunktion analog zu der Adjunktion in R-Mod
konstruiert. Wenden wir den Funktor T auf das letzte Diagramm an, erhalten wir daher
die gewo¨hnliche Adjunktion von HomR(M, ) und ⊗R M in R-Mod.
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3.5 Der Funktor T˜ ist voll
Satz 3.27. Sei A eine abelsche, R-lineare Kategorie, also insbesondere ein Diagramm.
Sei
T : A→ R -Mod
ein treuer, exakter, R-linearer Funktor. Sei
A
T˜
−→ C(TA)
ffT−−→ R -Mod
die Faktorisierung u¨ber die Diagrammkategorie von T . Dann ist der Funktor T˜ voll.
Beweis. Die Idee des Beweises stammt aus [DM82, S.130 ff]. Wir konstruieren zuna¨chst
fu¨r alle p ∈ A einen Isomorphismus zu X(p)⊗E(p) Tp.
Die Adjunktion zwischen Tensorprodukt und Hom aus Lemma 3.25 liefert uns eine
natu¨rliche Bijektion
HomA(HomR(Tp, p)⊗R Tp, p) ∼= HomA(HomR(Tp, p),HomR(Tp, p)),
welche unter T gema¨ß Bemerkung 3.26 zu der natu¨rlichen Bijektion
HomA(HomR(Tp, Tp)⊗R Tp, Tp) ∼= HomA(HomR(Tp, Tp),HomR(Tp, Tp)),
inR-Mod wird. Korrespondierend zur Identita¨t in HomR(HomR(Tp, Tp),HomR(Tp, Tp))
haben wir den Auswertungshomomorphismus
ev : HomR(Tp, Tp)⊗R Tp → Tp
(ϕ, x) 7→ ϕ(x).
Wir bezeichnen den zur Identita¨t in HomA(HomR(Tp, p),HomR(Tp, p)) korrespondie-
renden Morphismus in HomA(HomR(Tp, p)⊗R Tp, p) mit e˜v. Nach Bemerkung 3.26 gilt
T (e˜v) = ev. Das Diagramm
HomR(Tp, p)⊗R Tp
X(p)⊗R Tp p
incl. e˜v
e˜v|X(p)
wird von T auf folgendes Diagramm in der Kategorie R-Mod abgebildet:
HomR(Tp, Tp)⊗R Tp
E(p)⊗R Tp Tp
incl. ev
ev|E(p)
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Betrachten wir nun in A die kanonische Abbildung
X(p)⊗R Tp −→ X(p)⊗E(p) Tp.
Sie entspricht der Projektionsabbildung
X(p)⊗R Tp −→
X(p)⊗R Tp
∼
,
wobei die A¨quivalenzrelation erzeugt wird von ϕ · e⊗R x ∼ ϕ⊗R e · x fu¨r x ∈ Tp,
ϕ ∈ X(p) und e ∈ E(p) ⊂ EndR(Tp). Das Objekt Tp⊗E(p)X(p) ist also der Kokern von
X(p)⊗R E(p)⊗R Tp
id⊗Rev−ρR⊗Rid−−−−−−−−−−−→ X(p)⊗R Tp,
wobei ρR die Rechtswirkung von E(p) auf X(p) beschreibt. Unter T bleiben Kokerne
erhalten, daher wird aus dem Diagramm in A
X(p)⊗R E(p)⊗R Tp HomR(Tp, p)⊗R Tp
X(p)⊗R Tp p
X(p)⊗E(p) Tp
id⊗R e˜v − ρR ⊗R id incl. e˜v
e˜v|X(p)
coker(id⊗R e˜v − ρR ⊗R id)
durch Anwenden von T folgendes Diagramm in R -Mod:
E(p)⊗R E(p)⊗R Tp HomR(Tp, Tp)⊗R Tp
E(p)⊗R Tp Tp
E(p)⊗E(p) Tp
id⊗R ev − ( ◦ )⊗R id incl. ev
ev|E(p)
coker(id⊗R ev − ( ◦ )⊗R id) ≃
Da fu¨r e, e′ ∈ E(p), x ∈ Tp gilt, dass (e ◦ e′)(x) = e(e′(x)) ist, ist die Verkettung
E(p)⊗R E(p)⊗R Tp
id⊗Rev−( ◦ )⊗Rid
−−−−−−−−−−−−→ E(p)⊗R Tp
ev|E(p)
−→ Tp
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die Nullabbildung. Da T treu ist, ist dann auch die Verkettung
X(p) ⊗R E(p)⊗R Tp
id⊗R e˜v−ρR⊗Rid−−−−−−−−−−−→ X(p) ⊗R Tp
e˜v|X(p)
−→ p
die Nullabbildung. Nun gibt es nach universeller Eigenschaft des Kokerns einen eindeu-
tigen Morphismus
X(p)⊗E(p) Tp −→ p,
welcher das Diagramm
X(p)⊗R E(p)⊗R Tp HomR(Tp, p)⊗R Tp
X(p)⊗R Tp p
X(p)⊗E(p) Tp
id⊗R e˜v − ρR ⊗R id incl. e˜v
e˜v|X(p)
coker(id⊗R e˜v − ρR ⊗R id) ∃!
kommutativ macht. Dieser wird nach Anwenden von T zum kanonischen Isomorphismus
E(p)⊗E(p) Tp −→ p
und ist daher nach Lemma 2.9 auch ein Isomorphismus. Den Isomorphismus
X(p)⊗E(p) Tp −→ p
bezeichnen wir mit can.
Wir wollen zeigen, dass
T˜ : A −→ C(T ) := lim
−→
F⊂D endlich
End(TF ) -Mod
voll ist.
Seien nun p1, p2 Objekte aus A. Jeder Morphismus aus HomC(T )(T˜ (p1), T˜ (p2)) hat fu¨r
eine geeignete endliche Teilmenge F von A schon einen Repra¨sentanten
Tp1
ϕ
−→ Tp2
in End(TF ) -Mod. Es genu¨gt also zu zeigen, dass fu¨r alle endlichen Teilmengen F von A
mit p1, p2 ∈ F die Abbildung
T˜|F : HomA(p1, p2) −→ HomE(p)(Tp1, T p2)
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surjektiv ist.
Sei p =
⊕
qi∈F
qi und f ∈ EndA(p) ein beliebiger Endomorphismus. Betrachten wir
folgendes Diagramm:
p X(p) ⊗E(p) Tp
p X(p) ⊗E(p) Tp
can
can
f id⊗ Tf
Wenden wir hierauf T an, so erhalten wir das Diagramm
Tp Tp
Tp Tp,
id
id
Tf Tf
das offensichtlich kommutiert. Es gilt also id ◦Tf −Tf ◦ id = 0. Da T treu ist, gilt auch
can ◦ f − id⊗ Tf ◦ can = 0. Demnach kommutiert auch das obere Diagramm in A. Der
Isomorphismus can induziert also eine 1:1-Beziehung
EndA(p)
1:1
←→ EndA(X(p) ⊗E(p) Tp)
f 7→ id⊗ Tf,
welche unter dem Funktor T auf die gleichen Morphismenmengen abgebildet werden. In
Satz 3.21 haben wir gesehen, dass die Verkettung
End(T|F ) -Mod −→ A
T˜
−→ End(T|F ) -Mod
Tp 7→ X(p)⊗E(p) Tp 7→ Tp
die Identita¨t auf End(T|F ) -Mod induziert. Also ist die Abbildung
T˜ : EndA(X(p)⊗E(p) Tp) −→ EndE(p)(Tp)
surjektiv. Dann sind auch, unter Verwendung von can,
T˜ : HomA(p, p) −→ HomE(p)(Tp, Tp),
bzw.
T˜ : HomA(
⊕
qi∈F
qi,
⊕
qi∈F
qi) −→ HomE(p)(
⊕
qi∈F
Tqi,
⊕
qi∈F
Tqi)
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surjektiv.
Da additive Funktoren Abbildungen zwischen direkten Summanden respektieren, ko¨nnen
wir diese Abbildung zur surjektiven Abbildung
T˜ : HomA(p1, p2) −→ HomE(p)(Tp1, T p2)
einschra¨nken. Also ist fu¨r eine endliche Teilmenge F von A und p =
⊕
qi∈F
qi der
eingeschra¨nkte Funktor
T˜|F : F −→ E(p) -Mod = End(T|F ) -Mod
voll und damit auch T˜ .
Satz 3.28. Sei R ein noetherscher Ring und A eine abelsche, R-lineare Kategorie, also
insbesondere ein Diagramm. Sei
T : A→ R -Mod
ein treuer, exakter, R-linearer Funktor und
A
T˜
−→ C(TA)
ffT−−→ R -Mod
die Faktorisierung u¨ber die Diagrammkategorie C(TA). Dann ist T˜ ein A¨quivalenz von
Kategorien
Beweis. Der Funktor T und der Vergissfunktor ffT sind treu. Da T = fft ◦ T˜ gilt, ist
auch T˜ treu. Außerdem ist T˜ nach Satz 3.21 wesentlich surjektiv und nach Satz 3.27
voll, also eine A¨quivalenz von Kategorien.
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4 Universelle Eigenschaft
Sei in diesem Kapitel wieder R stets ein kommutativer, noetherscher Ring und R -Mod
die Kategorie der endlich erzeugten R-Moduln.
Ziel des Kapitels ist, die universelle Eigenschaft der Diagrammkategorie C(T ) zu bewei-
sen. Wir beginnen mit einem kleinen kategorientheoretischen Lemma:
Lemma 4.1. Seien
F ,G : C −→ D
zwei treue exakte Funktoren zwischen abelschen Kategorien, die auf einer zu C a¨quivalenten
Unterkategorie C′ von C u¨bereinstimmen. Dann ist F natu¨rlich isomorph zu G.
Beweis. Sei f : X → Y ein Morphismus zwischen Objekten aus C. Da C a¨quivalent zu C′
ist, finden wir f ′ : X ′ → Y ′ in C′ sowie zwei Isomorphismen τX : X → X
′, τY : Y → Y
′,
so dass folgendes Diagramm in C kommutiert:
X Y
X ′ Y ′
f
f ′
τX τY
Da die Funktoren F und G auf C′ u¨bereinstimmen, erhalten wir folgendes kommutative
Diagramm in D:
F(X) F(Y )
F(X ′) = G(X ′) F(Y ′) = G(Y ′)
G(X) G(Y )
F(f)
F(f ′) = G(f ′)
F(τX ) F(τY )
G(τX ) G(τY )
G(f)
Da nach Lemma 2.9 treue, exakte Funktoren zwischen abelschen Kategorien Isomorphis-
men auf Isomorphismen abbilden, sind die Abbildungen G−1(τX) ◦F(τX) fu¨r alle X ∈ C
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Isomorphismen und bilden gemeinsam einen natu¨rlichen Isomorphismus zwischen F und
G.
Proposition 4.2. [Nor] Seien D1, D2 Diagramme und F : D1 → D2 eine Abbildung
von Diagrammen. Sei weiter T : D2 → R -Mod eine Darstellung und
D2
T˜
−→ C(T )
ffT−−→ R -Mod
die Faktorisierung von T u¨ber die Diagrammkategorie C(T ), sowie
D1
T˜◦F
−−−→ C(T ◦ F )
ffT◦F−−−−→ R -Mod
die Faktorisierung von T ◦ F .
Dann existiert ein bis auf Isomorphie eindeutiger treuer R-linearer, exakter Funktor F ,
so dass folgendes Diagramm kommutiert:
D1 D2
C(T ◦ F ) C(T )
R -Mod
F
T˜ ◦ F T˜
ffT◦F ffT
F
Beweis. Seien zuna¨chst D1, D2 wieder endliche Diagramme.Wir suchen also einen ein-
deutigen Funktor F in folgendem Diagramm.
D1 D2
End(T ◦ F ) -Mod End(T ) -Mod (1)
R -Mod
F
T˜ ◦ F T˜
ffT◦F ffT
F
Ein Element (eqi)qi∈D2 ∈ End(T ) hat die Eigenschaft, dass fu¨r alle qi, qj ∈ D2, m ∈
M(q1, q2) Diagramme der Form
57
Tqi Tqj
Tqi Tqj
eqi eqj
T (m)
T (m)
kommutieren. Dann kommutieren aber auch fu¨r alle pi, pj ∈ D1 und m
′ ∈M(pi, pj) die
Diagramme der Form
(T ◦ F )(pi) (T ◦ F )(pj)
(T ◦ F )(pi) (T ◦ F )(pj)
epi epj
TF (m′)
TF (m′)
Das heißt, wir ko¨nnen die Abbildung∏
q∈D2
EndR(Tq)։
∏
q∈F (D1)
EndR(Tq)→
∏
p∈D1
EndR(T ◦ F )(p))
zu einer Abbildung
◦F : End(T )→ End(T ◦ F )
einschra¨nken. Um das Diagramm (1) fu¨r ein p ∈ D1 kommutativ zu machen, muss auf
(T ◦ F )(p) die End(T )-Modulstruktur gerade mittels ◦F zu der Modulstruktur in
End(T ◦F ) -Mod zuru¨ckgezogen werden. Dies entspricht gerade der Restriktion der Ska-
lare des Morphismus ◦F . Restriktion der Skalare ist nach Lemma 2.13 treu, R-linear
und exakt.
Ein Funktor, der das Diagramm (1) zum Kommutieren bringt, wirkt auf der Familie
T˜ ◦ F (D1) ⊂ End(T ◦F ) -Mod also durch Restriktion der Skalare mittels ◦F . Wir mu¨ssen
zeigen, dass diese Bedingung den Funktor auf beliebigen End(T ◦ F )-Moduln schon bis
auf Isomorphie eindeutig festlegt. Sei F also der Funktor Restriktion der Skalare und
G : End(T ◦ F ) -Mod −→ End(T ) -Mod
ein weiterer treuer, exakter Funktor, der auf der Familie
T˜ ◦ F (D1) ⊂ End(T ◦ F ) -Mod
der Restriktion der Skalare entspricht. Die Tatsache, dass G nach Voraussetzung R-linear
und exakt ist, legt G auch auf endlichen direkten Summen, Kernen und Kokern, bzw.
der von (T ◦ F )(D1) erzeugten abelschen Kategorie eindeutig fest.
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Wir bezeichnen wieder mit 〈T˜ ◦ F (D1)〉 die von T˜ ◦ F (D1) erzeugte abelsche Kategorie.
Die Einschra¨nkung des Vergissfunktors ffT◦F auf
〈T˜ ◦ F (D1)〉
ffT◦F−→ R -Mod
ist ebenfalls treu, exakt und R-linear, also ist 〈T˜ ◦ F (D1)〉 nach Satz 3.28 a¨quivalent
zu seiner Diagrammkategorie End(T ◦ F ) -Mod. Der Funktor G muss also auf der zu
End(T ◦ F ) -Mod a¨quivalenten Unterkategorie 〈T˜ ◦ F (D1)〉 mit F u¨bereinstimmen, ist
also nach Lemma 4.1 natu¨rlich isomorph zu F . Dies beweist die Aussage fu¨r endliche
Diagramme D1,D2.
Sind D1, D2 nicht endlich, so bilden die endlichen Teilmengen E ⊂ D1 bzw. F ⊂ D2
wieder bezu¨glich Inklusion filtrierende Systeme. Fu¨r endliche Teilmengen E,E′ ⊂ D1
mit E ⊂ E′ erhalten wir ein kommutatives Diagramm
∏
p∈E End(T ◦ F (p))
∏
p∈E′ End(T ◦ F (p))
∏
q∈F (E) End(Tq)
∏
q∈F (E′) End(Tq)
welches wir wieder einschra¨nken ko¨nnen zu
End(T ◦ F|E) End(T ◦ F|E′)
End(T|F (E)) End(T|F (E′))
Durch Restriktion der Skalare erhalten wir also a¨hnlich wie in Proposition 2.10 zwei fil-
trierende Systeme von abelschen Kategorien mit treuen, exakten, R-linearen U¨bergangsfunktoren,
sowie folgenden treuen, exakten, R-linearen Funktoren von einem System in das andere.
...End(T ◦ F|E) -Mod End(T ◦ F|E′) -Mod ...
...End(T|F (E)) -Mod End(T|F (E′)) -Mod ...
φE′,E
φF (E′),F (E)
F|E′F|E
Das Diagramm kommutiert nach Konstruktion fu¨r alle E,E′.
Die Diagrammkategorien sind definiert durch
C(T ) = lim−→
E⊂D2 endlich
End(T|E) -Mod
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und
C(T ◦ F ) = lim−→
E⊂D1 endlich
End(T ◦ F|E) -Mod .
Die Limiten existieren nach Proposition 2.10 und sind R-linear und abelsch.
Wir suchen nun einen bis auf Isomorphie eindeutigen Funktor
F : C(T ◦ F )→ C(T ),
so dass folgendes Diagramm kommutiert:
...End(T ◦ F|E) -Mod End(T ◦ F|E′) -Mod ...
C(T ◦ F )
...End(TF (E)) -Mod End(T ◦ FF (E′)) -Mod ...
C(T )
φE′E
ψE ψE′
φF (E′)F (E)
χF (E) χF (E′)
∃F?
F|E F|E′
Die Existenz eines solchen Funktors entspricht genau der universellen Eigenschaft der
Limeskategorie C(T ◦ F ).
Wir zeigen nun die universelle Eigenschaft der Diagrammkategorie:
Satz 4.3. Sei D
T
−→ R-Mod ein Diagramm und
D
T˜
−→ C(T )
ffT−−→ R -Mod
die Faktorisierung von T u¨ber die Diagrammkategorie. Sei A eine weitere R-lineare
abelsche Kategorie, F : D → A eine Darstellung, sowie f : A → R -Mod ein treuer,
exakter, R-linearer Funktor in die Kategorie der R-Moduln, so dass T = f◦F faktorisiert.
Dann existiert ein bis auf Isomorphismus eindeutiger R-linearer, exakter, treuer Funktor
L(F ) : C(T )→ A,
so dass folgendes Diagramm kommutiert:
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DC(T ) A
R -Mod
T˜
F
∃!L(F )
ffT
TA
Beweis. Wir ko¨nnen A als Diagramm auffassen und erhalten eine Darstellung
A
TA−−→ R -Mod,
welche u¨ber seine Diagrammkategorie
A
T˜A−−→ C(TA)
ffTA−−−→ R -Mod
faktorisiert. Wir erhalten folgendes kommutatives Diagramm:
D A
C(T ) C(TA)
R -Mod
T˜D
F
ffT
T˜A
ffTA
T TA
Nach Proposition 4.2 existiert dann ein bis auf Isomorphie eindeutiger R-linearer, treuer,
exakter Funktor F , so dass folgendes Diagramm kommutiert:
D A
C(T ) C(TA)
R -Mod
T˜D
F
ffT
T˜A
ffTA
F
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Da A eine R-lineare abelsche Kategorie und T ein treuer, exakter, R-linearer Funktor
ist, wissen wir aus Satz 3.28, dass T˜A eine A¨quivalenz von Kategorien ist. Der bis auf
Isomorphie eindeutige Funktor
L(F ) : C(T )→ A
ergibt sich dann aus Verkettung von F mit dem Inversen von T˜A. Ein A¨quivalenz von
R-linearen Kategorien ist exakt, treu und R-linear, also ist auch L(F ) exakt, treu und
R-linear als Verkettung solcher Funktoren.
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5 Dualita¨t zwischen Moduln und Komoduln
Wir haben nun zu einem Diagramm D mit Darstellung T : D → R -Mod Noris Dia-
grammkategorie C(T ) konstruiert. Ist R nicht nur ein kommutativer Ring, sondern sogar
ein Ko¨rper, so ist die Kategorie C(T ) a¨quivalent zur Kategorie der endlich erzeugten
Komoduln u¨ber einer gewissen Koalgebra. Der Schlu¨ssel hierbei ist, dass es fu¨r endli-
che Algebren A u¨ber einem Ko¨rper k und einem endlich-dimensionalen Vektorraum V
eine natu¨rliche 1:1-Beziehung zwischen A-Modulstrukturen und A∨-Komodulstrukturen
auf V gibt. A∨ bezeichnet hierbei die zu A duale Koalgebra Homk(A, k). Eine einfache
Rechnung zeigt dann, dass
C(T ) = lim
−→
F⊂D
(End(TF ) -Mod) = lim−→
F⊂D
(End(TF )
∨ -Komod) = ( lim
−→
F⊂D
End(TF )
∨) -Komod
die Kategorie der endlich erzeugten (lim
−→F⊂D
End(TF )
∨)-Komoduln ist, wobei F ⊂ D
das gerichtete System der endlichen Unterdiagramme beschreibt. Diese Erkenntnis stellt
sich als wesentlich fu¨r die Tannaka-Dualita¨t heraus, welche wir in Kapitel 6 formulieren
mo¨chten.
Im allgemeinen Fall, dass R ein noetherscher Ring ist, gibt es diese Dualita¨t leider nicht.
Das Problem ist, dass es fu¨r R-Moduln A und N im Allgemeinen keinen Isomorphismus
A∨ ⊗R N −→ Homk(A,N)
gibt. Ein a¨hnliches Dualita¨tsresultat erhalten wir jedoch, wenn wir uns auf endlich er-
zeugte, freie Moduln u¨ber Hauptidealringen einschra¨nken. Ziel dieses Kapitels ist es,
genaue Definitionen der Begriffe zu geben und die genannten Dualita¨ten zu erla¨utern.
5.1 Definitionen
Wir mo¨chten zuna¨chst eine weitere, a¨quivalente Definiton fu¨r R-Algebren geben, welche
die anschließenden Definitionen von Koalgebren und Komoduln motivieren sollen.
Definition 5.1. Sei R ein kommutativer Ring. Eine unita¨re Algebra u¨ber R ist ein
R-Modul A zusammen mit zwei R- Modulhomomorphismen
µ : A⊗R A→ A und η : R→ A,
sodass folgende Diagramme kommutieren
63
• Assoziativita¨t:
A⊗R A⊗R A A⊗R A
A⊗R A A
µ⊗ id
id⊗ µ
µ
µ
• Vertra¨glichkeit mit Skalarmultiplikation:
R⊗R A A⊗R A A⊗R R
A
η ⊗ id id⊗ η
µ
Skalarmult. Skalarmult.
Den Morphismus η nennt man Einheit.
Bemerkung 5.2. In der Literatur sind Algebren zum Teil nicht notwendig assoziativ,
man wu¨rde eine solche Algebra als assoziative, unita¨re Algebra beschreiben. Fu¨r uns sind
Algebren aber stets assoziativ.
Lemma 5.3. Die in Definition 1.4 und in Definition 5.1 gegebenen Definitionen einer
unita¨ren Algebra sind a¨quivalent.
Beweis. 1.4 ⇒ 5.1 :
Ein Ringhomomorphismus η : R→ A definiert nach Bemerkung 2.12 eineR-Modulstruktur
auf A. Die innere Multiplikation auf A liefert eine R-bilineare, assoziative Abbildung
A×A→ A, also eine assoziative Abbildung
µ : A⊗A→ A.
η ist ein Ringhomomorphismus, also insbesondere einen Morphismus von R-Moduln.
Bezeichnen wir die von µ induzierte Multiplikation auf A mit ⊙A. Gema¨ß Bemerkung
2.12 ist die R-Skalarmultiplikation auf A als R-Modul definiert durch
r · a := η(r)⊙A a also r · a = µ(η(r)⊗ a).
Demnach kommutiert die Skalarmultiplikation mit der Abbildung µ ◦ (η⊗ id) und, da R
kommutativ ist, auch mit µ ◦ (id⊗ η).
Fu¨r r ∈ R, a ∈ A gilt wegen der Kommutativita¨t des zweiten Diagramms
µ ◦ (id⊗ η)(a⊗ r) = µ ◦ (η ⊗ id)(r ⊗ a),
also
µ(a⊗ η(r)) = µ(η(r)⊗ a).
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Das heißt η(R) kommutiert unter A-Multiplikation mit allen Elementen aus A. η(R)
liegt also im Zentrum von A.
5.1 ⇒ 1.4 :
Ein R-Modul A wird durch eine assoziative Verknu¨pfung zu einem Ring. Das Element
η(1) ist ein neutrales Element der Verknu¨pfung µ, da wegen der Kommutativita¨t des
zweiten Diagramms
η(1) ⊙A a = µ(η(1) ⊗ a) = µ ◦ (η ⊗ id)(1 ⊗ a) = 1 · a = a
gilt.
Wir mu¨ssen u¨berpru¨fen, ob η einen Ringhomomorphismus induziert. Dies rechnen wir
nach, wobei wir das multiplikativ neutrale Element des Rings A, η(1) mit 1A und die
R-Skalarmultiplikation des Moduls A mit ⊙R notieren:
η(rs) = µ(η(rs)⊗ 1A) = (rs)⊙R 1A = r ⊙R (s⊙R 1A) = r ⊙R µ(η(s)⊗ 1A)
= µ(η(r)⊗ (µ(η(s)⊗ 1A))) = µ(µ(η(r)⊗ η(s))⊗ 1A) = µ(η(r)⊗ η(s))
Wir definieren nun dual den Begriff der Koalgebra, wie man ihn zum Beispiel in [Str07]
findet:
Definition 5.4. Eine Koalgebra u¨ber einem kommutativen Ring ist ein R-Modul C
zusammen mit zwei Abbildungen von R- Moduln
∆ : C → C ⊗R C und ǫ : C → R,
sodass folgende Diagramme kommutieren
• Koassoziativita¨t:
C C ⊗R C
C ⊗R C C ⊗R C ⊗R C
∆
∆
∆⊗ id
id⊗∆
• Koeinheit:
R⊗R C C ⊗R C C ⊗R R
C
∆⊗ id id⊗∆
ǫ
Skalarmult. Skalarmult.
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Bemerkung 5.5. Die Abbildung ǫ nennt man auch Koeinheit. Konsequenterweise
mu¨sste man eine derartige Koalgebra eine kounita¨re Koalgebra nennen, das ist jedoch
nicht u¨blich.
Definition 5.6. Seien C, C ′ zwei R-Koalgebren. Eine Abbildung f : C → C ′ heißt
Koalgebrenhomomorphismus, wenn folgende Diagramme kommutativ sind:
C C ′
C ⊗R C C
′ ⊗R C
′
f
∆
f ⊗ f
∆′
C C ′
R
f
ǫ
ǫ′
Dual zu Moduln u¨ber einer Algebra, definieren wir wie in [Str07] Komoduln u¨ber einer
Koalgebra.
Definition 5.7. Sei (C,∆, ǫ) eine R-Koalgebra. Ein C-Rechtskomodul ist ein R-Modul
M zusammen mit einer R-linearen Abbildung
ρ : M →M ⊗R C,
so dass folgende Diagramme kommutieren
• Vertra¨glichkeit mit ∆:
M M ⊗R C
M ⊗R C M ⊗R C ⊗R C
ρ
ρ id⊗∆
ρ⊗ id
• Vertra¨glichkeit mit R-Multiplikation:
M M ⊗R C
M ⊗R R
ρ
Skalarmult.
id⊗ ǫ
Analog kann man auch Links-Komoduln definieren.
66
5.2 Dualita¨t
Sei A ein R-Modul. Bezeichne A∨ := HomR(A,R) den Dualraum des Moduls A. Wir
interessieren uns zuna¨chst fu¨r die Frage, unter welchen Bedingungen eine Algebra A eine
Koalgebren-Struktur auf A∨ induziert und umgekehrt. Seien zuna¨chst
C
ρ
−→ C ⊗R C und R
ǫ
−→ C
die Komultiplikation und Koeinheit einer Koalgebra. Dann hat C∨ = HomR(C,R) mit
Hilfe der dualen Abbildungen ǫ∗, ρ∗ die Struktur einer R-Algebra:
Hom(C,R)⊗R Hom(C,R)
⊗
−→ Hom(C ⊗R C,R)
ρ∗
−→ Hom(C,R)
definiert eine Multiplikation und
R
can
−→ HomR(R,R)
ǫ∗
−→ HomR(C,R)
eine Einheit. Umgekehrt definiert leider nicht jede Algebra auf kanonische Weise eine
Koalgebra:
Sei A eine R-Algebra und
A⊗R A
µ
−→ A
die Algebrenmultiplikation. Dies induziert die duale Abbildung
A∨
µ∗
−→ (A⊗R A)
∨.
Da diese Abbildung eine Komultiplikation auf A∨ induzieren soll, stellt sich die Frage,
unter welchen Voraussetzung es einen kanonischen Isomorphismus
(A⊗R A)
∨ ∼= A∨ ⊗R A
∨
gibt. Im Allgemeinen gilt das nicht. Fu¨r projektive Moduln ist dies relativ einfach zu
sehen:
Definition 5.8. Ein Morphismus von R-Moduln r : M → N heißt Retraktion, wenn
es einen Morphismus i : N →M gibt, sodass r ◦ i = idN . Wenn zwischen M und N eine
Retraktion existiert, nennen wir N ein Retrakt von M .
Proposition 5.9. Ein Modul ist genau dann projektiv, wenn er Retrakt eines freien
Moduls ist.
Beweis. [Str07, Prop.5.1]
Satz 5.10. Sei R ein kommutativer, unita¨rer Ring, sei A ein R-Modul. Dann sind
folgende Aussagen a¨quivalent:
1. A ist projektiv und endlich erzeugt
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2. Die Abbildung
ρAN : A
∨ ⊗R N → Hom(A,N)
ϕ⊗ n 7→ (m 7→ ϕ(m) · n)
ist fu¨r alle R-Moduln N ein Isomorphismus.
Beweis. Der Beweis folgt in weiten Teilen der Ausfu¨hrung [Str07, Prop5.2] und
[Str07, U¨bung5.1].
1 ⇒ 2: Sei zuna¨chst A = Rn frei und endlich erzeugt. Sei ϕ1...ϕn die duale Basis von
(Rn)∨, also ϕi(ej) = δij . Die Abbildung ρ
Rn
N ist dann gegeben durch
ρR
n
N : R
n∨ ⊗R N → Hom(R
n, N)
ϕk ⊗ n 7→ (ei 7→ ϕk(ei) · n = δki · n).
Mit Hilfe dieser Basiswahlen, ko¨nnen wir, wie im Fall endlich-dimensionaler Vektorra¨ume,
die Umkehrabbildung konkret angeben:
Hom(Rn, N) → Rn∨ ⊗R N
f 7→
∑n
i=1 ϕi ⊗ f(ei).
Die Abbildung ρAN ist also ein Isomorphismus.
Ein beliebiger endlich erzeugter projektiver Modul A ist nun nach Proposition 5.9 Re-
trakt eines freien Moduls F =
⊕
i∈I R. Sei r : F → A die Retraktion und i : A → F
ihr Rechtsinverses. Unter einem Homomorphismus i : A → F trifft jedes Element eines
Erzeugendensystems von A nur endlich viele Summanden in F . Da A endlich erzeugt
ist, landet A unter i also in einem endlich erzeugten Untermodul von F . Wir ko¨nnen
also OBdA annehmen, dass A ein Retrakt eines endlich erzeugten freien Moduls Rn ist.
Wir betrachten das Diagramm
Rn∨ ⊗R N HomR(R
n, N)
A∨ ⊗R N HomR(A,N)
ρR
n
N
ρAN
i∗ ⊗ id ( ◦ i)
und pru¨fen dessen Kommutativita¨t: Sei ϕ⊗ n ∈ Rn∨ ⊗N . Dann gilt
ρAN ◦ (i
∗ ⊗ id)(ϕ ⊗ n) = ρAN ((ϕ ◦ i)⊗ n) = (Abb : a 7→ ϕ(i(a))n) = ( ◦ i) ◦ ρ
Rn
N (ϕ⊗ n).
Da alle Abbildungen linear sind, gilt dies auch fu¨r beliebige Elemente
∑n
i=1 ϕi ⊗ ni.
Analog u¨berpru¨ft man die Kommutativita¨t von
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Rn∨ ⊗R N HomR(R
n, N)
A∨ ⊗R N HomR(A,N)
ρR
n
N
ρAN
r∗ ⊗ id ( ◦ r)
Da ρR
n
N ein Isomorphismus ist, ko¨nnen wir die Umkehrabbildung von ρ
A
N durch
(ρAN )
−1 := (i∗ ⊗ id) ◦ (ρR
n
N )
−1 ◦ ( ◦ r)
definieren und rechnen nach, dass dies auch wirklich eine Umkehrabbildung ist:
ρAN ◦ (ρ
A
N )
−1
=ρAN ◦ (i
∗ ⊗ id) ◦ (ρR
n
N )
−1 ◦ ( ◦ r)
=( ◦ i) ◦ ρR
n
N ◦ (ρ
Rn
N )
−1 ◦ ( ◦ r)
=( ◦ i) ◦ ( ◦ r) = ( ◦ id)
=idHom(A,N).
Ebenso gilt:
(ρAN )
−1 ◦ (ρAN )
=(i∗ ⊗ id) ◦ (ρR
n
N )
−1 ◦ ( ◦ r) ◦ ρAN
=(i∗ ⊗ id) ◦ ρR
n
N ◦ (ρ
Rn
N )
−1 ◦ (r∗ ⊗ id)
=(i∗ ⊗ id) ◦ (r∗ ⊗ id)
=(r ◦ i)∗ ⊗ id
=idA∨⊗RN.
2⇒ 1: Das Urbild von idA unter dem Isomorphismus
ρAA : A
∨ ⊗R A
∼
−→ HomR(A,A)
liefert uns ein ausgezeichnetes Element
∑n
i=1 ui ⊗ ai ∈ A
∨ ⊗A.
Fu¨r alle a ∈ A gilt
a = idA(a) = (ρ
A
A(
n∑
i=1
ui ⊗ ai))(a) =
n∑
i=1
ui(a) · ai.
Also la¨sst sich jedes Element des Moduls als Linearkombination der (a1...an) darstellen
und der Modul A ist endlich erzeugt.
Wir zeigen noch Projektivita¨t: Seien f : A→ L′ und g : L։ L′ zwei Morphismen. Wir
erhalten ein Diagramm
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A∨ ⊗R L HomR(A,L)
A∨ ⊗R L
′ HomR(A,L
′)
ρAL
ρA
L′
id⊗ g (g ◦ )
wobei die horizontalen Abbildungen nach Voraussetzung Isomorphismen sind.
Wir pru¨fen nach, dass das Diagramm kommutiert:
ρAL′ ◦ (id⊗ g)(u ⊗ l) = ρ
A
L′(u⊗ g(l))
= (Abb : a 7→ u(a)g(l))
= (Abb : a 7→ g(u(a)l))
= (g ◦ ) ◦ (Abb : a 7→ u(a)l) = (g ◦ ) ◦ ρAL(a⊗ l).
Wir mu¨ssen nun zeigen, dass die Abbildung (g ◦ ) surjektiv ist. Dies ist klar, da (id⊗ g)
surjektiv ist und die horizontalen Abbildungen Isomorphismen sind.
Konvention 5.11. Seien fu¨r den Rest dieses Kapitels R ein kommutativer Ring und
alle Algebren u¨ber R endlich sowie alle Moduln u¨ber R endlich erzeugt.
Lemma 5.12. Seien A und B zwei R-Moduln. Die Abbildungen
A∨ ⊗R B
∨
ρA
B∨−−→ Hom(A,B∨)
∼
−→ Hom(A⊗B,R) = (A⊗R B)
∨
α⊗ β 7→ (a 7→ α(a) · β) 7→ (a⊗ b 7→ α(a) · β(b))
sind im folgenden Sinne natu¨rlich: Gegeben zwei Modulmorphismen
C
f
−→ A,
D
g
−→ B,
so kommutiert folgendes Diagramm
A∨ ⊗R B
∨ HomR(A,B
∨) (A⊗R B)
∨
C∨ ⊗R D
∨ HomR(C,D
∨) (C ⊗R D)
∨
ρA
B∨ ∼
ρC
D∨ ∼
f∗ ⊗ g∗ (g∗ ◦ ◦ f) (f ⊗ g)∗
Beweis. Fu¨r das a¨ußere Rechteck rechnen wir:
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(f ⊗ g)∗ ◦ ρAB∨(α⊗ β) = (f ⊗ g)
∗ ◦ (Abb : a⊗ b 7→ α(a)β(b))
= (Abb : c⊗ d 7→ (α ◦ f)(c)(β ◦ g)(d)
= ρCD∨(α ◦ f ⊗ β ◦ g)
= ρCD∨ ◦ (f
∗ ⊗ g∗).
Fu¨r das rechte Quadrat sei ϕ ∈ HomR(A,B
∨). Fu¨hren wir zuna¨chst den kanonischen
Isomorphismus und dann die Abbildung (f ⊗ g)∗ aus, erhalten wir:
ϕ 7−→
(
Abb : a⊗ b 7→
(
ϕ(a)
)
(b)
)
7−→
(
Abb : c⊗ d 7→ ϕ
(
f(c)
)(
g(d)
))
.
Fu¨hren wir die Abbildung (g∗ ◦ ◦ f) von dem kanonischen Isomorphismus aus erhalten
wir gleichermaßen:
ϕ 7−→
(
Abb : c⊗ d 7→
(
g∗ ◦ ϕ ◦ f(c)
)
(d)
)
=
(
Abb : c⊗ d 7→ ϕ
(
f(c)
)(
g(d)
))
.
Korollar 5.13. Sei A eine unita¨re R-Algebra und A als Modul projektiv. Dann tra¨gt
A∨ eine natu¨rliche Struktur als R-Koalgebra.
Beweis. Wenn A eine R-Algebra ist, dann haben wir eine assoziative, R-bilineare Ab-
bildung
µ : A⊗R A→ A.
Dies definiert durch Pullback eine Abbildung
µ∗ : A∨ → (A⊗R A)
∨
ϕ 7→ ϕ ◦ µ.
Dualisieren wir das Diagramm der Assoziativita¨t von µ, so erhalten wir folgendes kom-
mutative Diagramm:
(A⊗R A⊗R A)
∨ (A⊗R A)
∨
(A⊗R A)∨ A∨
(µ ⊗ id)∗
(id ⊗ µ)∗
µ∗
µ∗
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Da A projektiv ist, ist die Abbildung ρAA∨ nach Satz 5.10 ein natu¨rlicher Isomorphismus
und wir haben wie in Lemma 5.12 natu¨rliche Isomorphismen:
(A⊗R A)
∨ ∼→ A∨ ⊗R A
∨
(A⊗R A⊗A)
∨ ∼→ (A⊗R A)
∨ ⊗R A
∨
(A⊗R A⊗A)
∨ ∼→ A∨ ⊗R (A⊗R A)
∨
und mit Hilfe von Lemma 5.12 erhalten wir folgendes kommutative Diagramm
A∨ ⊗R A
∨ ⊗R A
∨ A∨ ⊗R A
∨
A∨ ⊗R A
∨ A∨
µ∗ ⊗ id∗
id∗ ⊗ µ∗
µ∗
µ∗
was die Koassoziativita¨t zeigt. Analog erhalten wir durch Dualisieren aus der Abbildung
η : R→ A
die Abbildung
η∗ : A∨ → R∨
∼
→ R
ϕ 7→ ϕ ◦ η 7→ ϕ(η(1)).
Da die Skalarmultiplikationsabbildung ein Isomorphismus ist, erhalten wir wieder mit
Hilfe von Lemma 5.12 folgendes kommutative Diagramm
R⊗R C C ⊗R C C ⊗R R
C
η∗ ⊗ id id⊗ η∗
µ∗
Skalarmult. Skalarmult.
was die Koeinheit zeigt.
Bemerkung 5.14. Ein endlich erzeugter freier Modul M u¨ber einem kommutativen
Ring R ist reflexiv, das heißt, M und (M∨)∨ sind kanonisch isomorph. Der Beweis
funktioniert analog zu dem Standardbeweis fu¨r Vektorra¨ume aus der Linearen Algebra.
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Bemerkung und Definition 5.15. Wir erinnern noch einmal an die Adjunktion von
⊗R M und Hom(M, ) in der Kategorie der R-Moduln. Fu¨r R-Moduln A,M,P ist die
natu¨rliche Bijektion zwischen den Morphismenra¨umen definiert durch
HomR(A⊗R M,P )
1:1
←→ HomR(M,HomR(A,P ))
f 7→ (m 7→ f( ,m))
(a⊗m 7→ ϕm(a)) ֋ (m 7→ ϕm).
Fu¨r einen Homomorphismus f ∈ Hom(A ⊗R M,P ) bezeichnen wir mit fˆ den bezu¨glich
dieser Bijektion korrespondierenden Homomorphismus in Hom(M,HomR(A,P )). Um-
gekehrt bezeichnen wir fu¨r einen Homomorphismus g ∈ Hom(M,HomR(A,P )) den kor-
respondierenden Morphismus in Hom(A⊗R M,P ) ebenfalls mit gˆ. Es gilt also
ˆˆ
f = f .
Satz 5.16. Sei R ein unita¨rer, kommutativer Ring undM ein R-Modul. Sei A eine asso-
ziative, unita¨re, endliche R-Algebra, welche als Modul projektiv ist. Dann gibt es eine ka-
nonische 1:1-Beziehung zwischen A-Links-Modulstrukturen undA∨-Links-Komodulstrukturen
auf M .
Beweis. Eine A-Modulstruktur auf M ist gegeben durch eine assoziative, R-bilineare
Abbildung m : A⊗R M →M , also ein kommutatives Diagramm
M A⊗R M
A⊗R M A⊗R A⊗R M
m
m id⊗m
µ⊗ id
Wir mo¨chten nachrechnen, dass folgendes Diagramm kommutiert:
M HomR(A,M)
HomR(A,M) HomR(A⊗R A,M) HomR(A,HomR(A,M))
mˆ
mˆ
( ◦ µ)
(mˆ ◦ )
≃
wobei der Isomorphismus ≃ die Adjunktion beschreibt.
Sei also x ∈M . Dann ist
(mˆ ◦ ) ◦ mˆ(x) = (mˆ ◦ )(Abb : a 7→ m(x⊗ a)) = Abb : a 7→ (Abb : b 7→ m(m(x⊗ a)⊗ b).
Dies entspricht unter der Adjunktion der Abbildung
a⊗ b 7→ m(m(x⊗ a)⊗ b)
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in HomR(A ⊗R A,M). Da Algebrenmultiplikation µ mit Skalarmultiplikation m ver-
tauscht, entspricht dies der Abbildung a⊗ b 7→ m(µ(a⊗ b)⊗ x) in HomR(A ⊗R A,M).
Dies ist, wie gefordert, die Abbildung mˆ(( ◦ µ)(x)).
Da A projektiv ist, erhalten wir unter Verwendung des natu¨rlichen Isomorphismus
A∨ ⊗R M ∼= HomR(A,M), sowie der Identifikation aus Lemma 5.12 ein kommutatives
Diagramm
M A∨ ⊗R M
A∨ ⊗R M A
∨ ⊗R A
∨ ⊗R M
mˆ
mˆ
µ∗ ⊗ id
id⊗ mˆ
Fu¨r den A-Modul M kommutiert außerdem
M A⊗R M
R⊗R M
m
Skalarmult. id⊗ µ
Daraus berechnen wir analog die Kommutativita¨t von
M Hom(A,M)
Hom(R,M)
mˆ
∼ ◦f
beziehungsweise
M M ⊗R A
∨
M ⊗R R ∼=M ⊗R R
∨
mˆ
∼ id⊗ f
Ein A-Modul induziert also eine A∨-Komodulstruktur.
Sei umgekehrt M ein A∨-Komodul. Dann wird durch gleiche Argumentation und unter
Verwendung der Tatsache, dass A reflexiv ist, aus einem Diagramm
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M A∨ ⊗R M
A∨ ⊗R M A
∨ ⊗R A
∨ ⊗R M
ρ
ρ
∆⊗ id
id⊗ ρ
ein Diagramm der Form
M A⊗R M
A⊗R M A⊗R A⊗R M
ρˆ
ρˆ
∆∗ ⊗ id
id⊗ ρˆ
Die Konstruktionen sind invers zueinander, da ˆˆm = m und (µ∗)∗ ∼= µ ist. Also gibt es
eine kanonische 1:1-Beziehung zwischen A-Modulstrukturen und A∨-Komodulstrukturen
auf M .
Bemerkung 5.17. Wir ha¨tten gleichermaßen zeigen ko¨nnen, dass es eine 1:1 Bezie-
hung zwischen Links-Modulstrukturen und Rechts-Komodulstrukturen gibt. Tatsa¨chlich
steckt in den Isomorphismen
Hom(A⊗R A,M)
(
ρ
(A⊗A)
M
)−1
−−−−−−−−→ (A⊗R A)
∨ ⊗R M
(
ρA
A∨
)−1
⊗id
−−−−−−−−→ A∨ ⊗A∨ ⊗M
eine gewisse Wahl, da wir die Abbildung ρAN willku¨rlich durch
ρAN : A
∨ ⊗R N → Hom(A,N)
ϕ⊗ n 7→ (m 7→ ϕ(m) · n)
definiert haben. Definiert man ρAN stattdessen als
ρAN : N ⊗R A
∨ → Hom(A,N)
n⊗ ϕ 7→ (m 7→ ϕ(m) · n)
so erhalten wir durch
B∨ ⊗R A
∨
ρA
B∨−−→ Hom(A,B∨)
∼
−→ Hom(A⊗B,R) = (A⊗R B)
∨
β ⊗ α 7→ (a 7→ α(a) · β) 7→ (a⊗ b 7→ α(a) · β(b))
aufA∨ genau die opponierte Komultiplikation zu der aus Lemma 5.12. Weiterhin erhalten
wir mit dieser Definition von ρAN die Isomorphismen
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Hom(A⊗R A,M)
(
ρ
(A⊗A)
M
)−1
−−−−−−−−→M ⊗R (A⊗R A)
∨
id⊗
(
ρA
A∨
)−1
−−−−−−−−→M ⊗A∨ ⊗A∨.
Fu¨hrt man den Beweis mit diesen Isomorphismen durch, so erha¨lt man fu¨r jede A-
Linksmodulstruktur ein kommutatives Diagramm
M M ⊗R A
∨
M ⊗R A
∨ M ⊗R A
∨ ⊗R A
∨
mˆ
mˆ
id⊗ µ∗
mˆ⊗ id
Dies induziert auf M eine Struktur als Rechts-Komodul u¨ber der (nun opponierten)
Koalgebra A∨.
Lemma 5.18. Sei A eine endliche R-Algebra und als Modul projektiv. SeienM und N
endlich-dimensionale A-Moduln. Ein A-Modulhomomorphismus f : M → N induziert
einen A∨-Komodulhomomorphismus und umgekehrt.
Beweis. Sei µ : A ⊗R M → M die Multiplikationsabbildung als A-Modul. Ein A-
Modulhomomorphismus erfu¨llt f ◦ µ = µ ◦ (id ⊗ f), macht also folgendes Diagramm
kommutativ.
M N
A⊗R M A⊗R N
f
id⊗ f
µ µ
Wir mu¨ssen u¨berpru¨fen, ob dies genau dann der Fall ist, wenn auch
A∨ ⊗R M A
∨ ⊗R N
M N
id⊗ f
f
µˆ µˆ
kommutiert. Dafu¨r schreiben wir das letzte Diagramm zuna¨chst mit Hilfe des Isomor-
phismus aus Satz 5.10 und den korrespondierenden Morphismen aus Lemma 5.12 um
und zeigen a¨quivalent, dass dies genau dann der Fall ist, wenn
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HomR(A,M) HomR(A,N)
M N
f◦
f
µˆ µˆ
kommutiert.
Sei x ∈M . Dann gilt
(f ◦ ) ◦ µˆ(x) = (f ◦ )
(
Abb : a 7→ µ(x⊗ a)
)
=
(
Abb : a 7→ f(µ(x⊗ a)
)
µˆ ◦ f(x) =
(
Abb : a 7→ µ(f(x)⊗ a)
)
.
Das letzte Diagramm kommutiert also genau dann, wenn fu¨r alle x ∈M gilt, dass
µ(f(x)⊗ a) = f(µ(x⊗ a)
ist. Dies entspricht genau der Bedingung, dass das erste Diagramm kommutiert.
Aus Satz 5.16 und Lemma 5.18 erhalten wir zusammen direkt:
Korollar 5.19. Sei A eine endliche R-Algebra und als Modul projektiv. Dann gibt es
eine kanonische A¨quivalenz von Kategorien zwischen der Kategorie der endlich erzeugten
A-Moduln und der Kategorie der endlich erzeugten A∨-Komoduln.
5.3 Die Diagrammkategorie als Kategorie von Komoduln
Wir kommen nun auf die Frage zuru¨ck, unter welchen Bedingungen die Diagrammka-
tegorie zu einer Darstellung eine Kategorie von Komoduln u¨ber einer Koalgebra ist. In
Korollar 5.13 haben wir gesehen, dass zumindest eine endliche R-Algebra A, die als Mo-
dul projektiv ist, auf kanonische Weise eine Koalgebra A∨ induzieren. Außerdem gilt
die Korrespondenz zwischen A-Modul- und A∨-Komodulstrukturen auf einem R-Modul
nach Satz 5.16 ebenfalls nur, wenn A als Modul projektiv ist. Um einen End(T )-Modul
aus der Diagrammkategorie einer Darstellung T als
End(T )∨-Komodul auffassen zu ko¨nnen, mu¨ssen wir also eine Bedingung an den Ring R
stellen, welche uns garantiert, dass End(T ) projektiv ist.
Moduln u¨ber Hauptidealringen haben folgende scho¨ne Eigenschaften:
Satz 5.20. Jeder Untermodul eines freien Moduls u¨ber einem Hauptidealring ist wieder
frei.
Beweis. [Lan02, Thm7.1]
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Satz 5.21. Ein Modul u¨ber einem Hauptidealring ist genau dann frei, wenn er projektiv
ist.
Beweis. [Bou48, Ch. VII, § 3]
Bevor wir zeigen ko¨nnen, dass die Diagrammkategorie eine Kategorie von Komoduln ist,
brauchen wir noch ein technisches Lemma.
Lemma 5.22. 1. Die Kategorie der Koalgebren u¨ber einem kommutativen Ring R
ist kovollsta¨ndig.
2. Seien A,B endliche Koalgebren u¨ber R, die als Moduln projektiv sind. Ein Mor-
phismus von Koalgebren A
f
−→ B induziert auf natu¨rliche Weise einen Funktor
A -Komod
F
−→ B -Komod.
3. Sei {(Ai)i∈I , (fij)i,j∈I)} ein gerichtetes System von R-Koalgebren. Dann gilt fu¨r
das induzierte direkte System {(Ai -Komod)i∈I , (Fij)i,j∈I)}:
(lim−→
I
Ai) -Komod ∼= lim−→
I
(Ai -Komod)
Beweis. zu (1):
Die Kategorie der R-Moduln ist kovollsta¨ndig. Wir mu¨ssen pru¨fen, dass sich die komulti-
plikative Struktur auf das Limesobjekt u¨bertra¨gt. Sei {(Ai)i∈I , (fij)i,j∈I)} ein gerichtetes
System von R-Koalgebren. Die Abbildung Ak → lim−→
Ai und die Komultiplikation ∆ de-
finieren fu¨r alle k eine Abbildung
Ak
∆
−→ Ak ⊗R Ak −→ lim−→Ai ⊗ lim−→Ai.
Fu¨r alle fjk : Ak −→ Aj kommutiert
Ak Aj
Ak ⊗R Ak Aj ⊗R Aj
lim
−→
Ai ⊗ lim−→
Ai
fjk ⊗ fjk
fjk
∆Ak ∆Aj
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da das Tensorprodukt rechtsexakt ist, also mit allen direkten Limiten vertauscht. Dies
induziert nach universeller Eigenschaft des direkten Limes eine eindeutige, mit allen
Komultiplikationen vertra¨gliche Abbildung
lim−→Ai −→ lim−→Ai ⊗ lim−→Ai,
welche dem Limesobjekt die Struktur einer Koalgebra gibt. Wir wissen, dass die uni-
verselle Eigenschaft auf Vektorraumebene erfu¨llt ist und man pru¨ft leicht, dass die ent-
sprechenden induzierten Abbildungen aus dem Limesobjekt tatsa¨chlich Morphismen von
Koalgebren sind.
zu (2):
Der Koalgebrenhomomorphismus f : A→ B induziert einen Algebrenhomomorphismus
f∗ : B∨ → A∨.
Die Abbildung f∗ induziert via Restriktion der Skalare einen Funktor
A∨ -Mod→ B∨ -Mod .
Da A und B reflexiv sind, entspricht dies nach Korollar 5.19 auf natu¨rliche Weise einem
Funktor
A -Komod→ B -Komod .
zu (3):
Nach (2) erhalten wir fu¨r {(Ai)i∈I , (fij)i,j∈I)} ein gerichtetes System
{((Ai) -Komod)i∈I , (Fij)i,j∈I)}. Der direkte Limes existiert, da der entsprechende direkte
Limes von Moduln u¨ber den dualen Algebren existiert. Da die Kategorie derR-Komoduln
kovollsta¨ndig ist, haben wir eine Algebra lim
−→I
(Ai) zusammen mit Koalgebrenmorphis-
men ϕj : Aj → lim−→I
(Ai) fu¨r alle j ∈ I. Dies induziert ein kommutatives Diagramm
· · ·Aj -Komod Ak -Komod · · ·
(lim−→I Ai) -Komod
Fkj
φj φk
und nach universeller Eigenschaft des direkten Limes gibt es einen eindeutigen Funktor
u : lim−→
I
(Ai -Komod)→ (lim−→
I
Ai) -Komod,
so dass folgendes Diagramm Kommutiert.
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· · ·Aj -Komod Ak -Komod · · ·
lim
−→I
(Ai -Komod)
(lim−→I Ai) -Komod
Fkj
ψj
φj
ψk
φk
∃!u
Wir konstruieren die Umkehrabbildung zu u:
Bezeichne ab sofort A = lim
−→I
Ai den direkten Limes der Koalgebren. Ein endlich erzeug-
ter A-Komodul M ist definiert durch eine Abbildung
m :→M ⊗R A.
Sei (x1, .., xn) ein R-Erzeugendensystem von M . Dann ist m(xi) =
∑n
k=1 aki ⊗ xk fu¨r
geeignete Elemente aki ∈ A. Jedes Element aki liegt schon in einer R-Koalgebra Ai des
Systems und da das System von Koalgebren gerichtet ist, finden wir eine Koalgebra
Al so, dass fu¨r alle k, i die endlich vielen Elemente aki in Al liegen. Da (x1, .., xn) den
Komodul M erzeugen, induziert m eine Komultiplikation
m˜ : M ⊗R Al.
M ist also auf natu¨rliche Weise ein Al-Komodul, daher via ψl auch ein Objekt aus
lim−→I(Ai -Komod).
Satz 5.23. Sei R ein Hauptidealring. Bezeichne R -Frei die Kategorie der endlich er-
zeugten, freien R-Moduln. Sei D ein Diagramm und T : D −→ R -Frei eine Darstellung.
Sei A(T ) := lim−→F⊂D End(TF )
∨ wobei F ⊂ D endliche Teilmengen seien. Dann ist A(T )
auf natu¨rliche Weise eine R-Koalgebra und die Diagrammkategorie C(T ) ist natu¨rlich
a¨quivalent zur Kategorie der A(T )-Komoduln.
Beweis. Sei zuna¨chst wieder D endlich. Die Diagrammkategorie C(T ) ist die Kategorie
der endlich erzeugten End(T )-Linksmoduln. Da T eine Darstellung in die freien Moduln
ist, ist End(T ) ⊂
∏
p∈Ob(D) End(Tp) Untermodul eines endlich erzeugten freien Moduls,
also nach Satz 5.20 selbst frei. Da Hauptidealringe noethersch sind, ist End(T ) außerdem
als Modul endlich erzeugt. Freie Moduln sind projektiv, also ist End(T )∨ nach Korollar
5.13 eine Koalgebra und nach Satz 5.16 haben wir eine natu¨rliche A¨quivalenz zwischen
End(T )-Linksmoduln und End(T )∨ Rechts-Komoduln.
Fu¨r beliebige Diagramme D gilt
C(T ) := lim
−→
(End(TF ) -Mod) = lim−→
(End(TF )
∨ -Komod)
5.22
= (lim
−→
End(TF )
∨) -Komod .
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C(T ) ist also die Kategorie der endlich erzeugten lim−→F⊂D endlich End(TF )
∨-Komoduln.
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6 Ausblick: Tannaka-Dualita¨t
Erinnern wir uns an die Konstruktion der Diagrammkategorie: Gegeben ein Diagramm
D und eine Darstellung
D
T
−→ R -Mod
in die endlich erzeugten R-Moduln, so existiert eine universelle abelsche Kategorie C(T ),
so dass T u¨ber
D
T˜
−→ C(T )
ffT−→ R -Mod
faktorisiert. Der schwierige Teil des Beweises war Noris Satz, dass im Fall D = A einer
R-linearen abelschen Kategorie und T einem treuen exakten Funktor die Abbildung
T˜ : A −→ C(T )
schon eine A¨quivalenz von Kategorien ist (Kapitel 3).
Fu¨r den Fall, dass R ein Ko¨rper ist, ist diese Aussage nicht neu. Sie findet sich schon
bei Saavedra [SR72] und in a¨hnlicher Form bei Deligne [DM82] und entspringt einem
komplexeren Setting, na¨mlich der Dualita¨t zwischen neutralen Tannaka-Kategorien mit
Faserfunktoren und den endlich-dimensionalen Darstellungen affiner Gruppenschemata.
Diese Dualita¨t nennt man Tannaka-Dualita¨t. Ziel dieses Kapitels ist es, diese Dualita¨t
fu¨r Ko¨rper pra¨zise zu formulieren. In Kapitel 7 werden wir dann den Zusammenhang
zur Kategorie der Nori-Motive kla¨ren.
Zentral fu¨r die Dualita¨t ist die Tatsache, dass die Diagrammkategorie einer Darstellung
in Vektorra¨ume eine Kategorie von Komoduln u¨ber einer Koalgebra ist. Wir haben in
Kapitel 5 gesehen, dass dies auch fu¨r Darstellungen gilt, welche Werte in freien endlich
erzeugten Moduln u¨ber Hauptidealringen annimmt. Tannaka-Dualita¨t sollte sich daher
auf diese Fa¨lle verallgemeinern lassen. Ein noch allgemeineres Resultat findet man bei
Wedhorn [Wed04], der Tannaka-Dualita¨t fu¨r den Fall zeigt, dass R ein Dedekindring ist.
6.1 Starre Tensorkategorien
Wir beginnen nun mit einigen Definitionen u¨ber Tensorkategorien. Eine ausfu¨hrlichere
Beschreibung findet man in [DM82] .
Definition 6.1. Eine Tensorkategorie ist eine Kategorie C zusammen mit einem Funk-
tor
⊗ : C ×C −→ C
(X,Y ) 7→ X ⊗ Y
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mit folgenden Daten:
• Kommutativita¨t : Fu¨r alle Objekte X,Y ∈ C einem Isomorphismus
ΨX,Y : X ⊗ Y
∼
−→ Y ⊗X.
• Assoziativita¨t : Fu¨r alle Objekte X,Y,Z ∈ C einem Isomorphismus
ΦX,Y,Z : (X ⊗ Y )⊗ Z
∼
−→ X ⊗ (Y ⊗ Z).
• Einem Objekt U ∈ C, genannt Identita¨tsobjekt, zusammen mit einem Isomorphis-
mus
u : U −→ U ⊗ U,
so dass die Abbildung X 7→ U ⊗X fu¨r alle X ∈ C eine A¨quivalenz von Kategorien
ist. Das Identita¨tsobjekt wird auch oft mit 1 bezeichnet.
Definition 6.2. Sei (C,⊗) eine Tensorkategorie. Ist der kontravariante Funktor
C −→ Set
T 7→ HomC(T ⊗X,Y )
darstellbar, so nennen wir sein darstellendes Objekt Hom(X,Y ). Wir haben dann also
eine Bijektion
HomC(T,Hom(X,Y ))
1:1
←→ HomC(T ⊗X,Y ).
Den zu idHom(X,Y ) korrespondierenden Morphismus nennen wir
evX,Y : Hom(X,Y )⊗X −→ Y.
Definition 6.3. Sei (C,⊗) eine Tensorkategorie. Dann definieren wir das zu X duale
Objekt durch X∨ := Hom(X, 1), wobei 1 das Idententita¨tsobjekt ist.
Die Bijektion
HomC(X ⊗X
∨, 1)
1:1
←→ HomC(X,X
∨∨)
liefert eine zur Evaluationsabbildung
evX : X ⊗X
∨ −→ 1
korrespondierende Abbildung
iX : X −→ X
∨∨.
Ist diese Abbildung ein Isomorphismus, so sagen wir das Objekt X ist reflexiv.
Bemerkung 6.4. Sei I eine endliche Indexmenge. Dann korrespondiert der natu¨rliche
Morphismus(
⊗i∈I Hom(Xi, Yi)
)
⊗
(
⊗i∈I Xi
) ∼
−→ ⊗i∈I
(
Hom(Xi, Yi)⊗Xi
) ev
−→ ⊗i∈IYi
nach Definition 6.3 zu einem Morphismus
⊗i∈I Hom(Xi, Yi) −→ Hom(⊗i∈IYi).
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Definition 6.5. Eine Tensorkategorie (C,⊗) heißt starr, wenn
• Hom(X,Y ) fu¨r alle Objekte X,Y ∈ C existiert.
• Alle Objekte reflexiv sind.
• Die natu¨rliche Abbildung
Hom(X1, Y1)⊗Hom(X2, Y2) −→ Hom(X1 ⊗X2, Y1 ⊗ Y2)
aus Bemerkung 6.4 fu¨r alle X1,X2, Y1, Y2 ∈ C ein Isomorphismus ist.
Definition 6.6. Unter einer abelschen Tensorkategorie verstehen wir eine Tensorkate-
gorie, die abelsch ist, so dass der Funktor ⊗ biadditiv ist.
Beispiel 6.7. Die Kategorie der endlich-dimensionalen k-Vektorra¨ume mit gewo¨hnlichem
Tensorprodukt ist eine starre Tensorkategorie. Die Kategorie der endlich erzeugten R-
Moduln u¨ber einem Ring R jedoch im Allgemeinen nicht, da zum Beispiel fu¨r R = Z
Moduln mit Torsion nicht reflexiv sind.
Bemerkung 6.8. In einer starren Tensorkategorie, die abelsch ist, ist das Tensor-
produkt immer biadditiv und exakt. Es vertauscht ganz allgemein mit Limiten und
Kolimiten (siehe [DM82, S. 118]).
Definition 6.9. Seien (C,⊗) und (C ′,⊗′) Tensorkategorien. Ein Tensorfunktor zwi-
schen C und C′ besteht aus einem Funktor
F : C −→ C′,
sowie einem funktoriellen Isomorphismus
cX,Y : F(X) ⊗F(Y ) −→ F(X ⊗ Y ),
sodass c vertra¨glich ist mit Assoziativita¨t, Kommutativita¨t und dem Identita¨tsobjekt,
sowie den Identita¨tsmorphismus erha¨lt.
Definition 6.10. Seien (F , c) und (G, d) Tensorfunktoren zwischen Tensorkategorien
C → C′. Eine natu¨rliche Transformation von Tensorfunktoren zwischen F und G ist eine
natu¨rliche Transformation von Funktoren τ : F −→ G, sodass das Diagramm
⊗i∈IF(Xi) F(⊗i∈IXi)
⊗i∈IG(Xi) G(⊗i∈IXi)
c
d
⊗τXi
τ⊗Xi
fu¨r endliche Familien (Xi)i∈I von Objekten aus C kommutiert.
Wir bezeichnen mit Hom(F,G) die Menge aller Transformationen zwischen F und G
und mit Hom⊗(F,G) die Menge aller Transformationen von Tensorfunktoren zwischen
F und G.
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6.2 Affine Gruppenschemata und Tannaka-Dualita¨t
Seien in diesem Abschnitt k ein Ko¨rper und alle Algebren u¨ber k kommutativ.
Definition 6.11. Ein affines Gruppenschema u¨ber k ist ein affines Schema G = SpecA
u¨ber k, zusammen mit einer Gruppenstruktur, genauer
• Einem Schemamorphismus
G×Spec k G
mult
−→ G
• Einem neutralen Element
Speck
e
−→ G
• Einem Schemamorphismus
”
Inversenabbildung“
G
i
−→ G,
so dass die Abbildungen die gewo¨hnlichen Gruppenaxiome (Assoziativita¨t, Inverse, neu-
trales Element) erfu¨llen. Seien G1 und G2 affine Gruppenschemata. Ein Morphismus von
Gruppenschemata
f : G1 −→ G2
ist ein Schemamorphismus, der die Gruppenmultiplikation respektiert, fu¨r den also gilt
f ◦multG1 = multG2 ◦ (f × f).
Bemerkung 6.12. Ein affines Gruppenschema u¨ber k ist genau ein Gruppenobjekt in
der Kategorie der affinen Schemata u¨ber k.
Wir erinnern uns an ein fundamentales Resultat aus der algebraischen Geometrie:
Satz 6.13. Der kontravariante Funktor
Spec : Algk −→ affSchk
A 7−→ Spec(A)
definiert eine A¨quivalenz von Kategorien zwischen der Kategorie der k-Algebren und
der Kategorie der affinen Schemata u¨ber k. Der inverse Funktor ist gegeben durch den
globalen Schnittfunktor.
Beweis. [DG80, S.4 ff]
Beispiel 6.14. Die Gruppe Gl(V ) fu¨r einen endlich-dimensionalen k-Vektorraum V
ist ein affines Gruppenschema. Die zugeho¨rige k-Algebra A ist gegeben durch
A :=
k[t, x11 . . . xij . . . xnn](
t · det
(
(xij)ij
)
= 1
)
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Bemerkung und Definition 6.15. Sei G = SpecA ein affines Gruppenschema u¨ber
k. Dann induzieren die Gruppenabbildungen (mult, e, i) u¨ber den Funktor Spec Abbil-
dungen zwischen k-Algebren
m : A −→ A⊗k A
ε : A −→ k
S : A −→ A,
so dass ∆ und ε die Axiome der Koassoziativita¨t und der Koeinheit einer Koalgebra
erfu¨llen (vgl. Kapitel 5). Die Algebra A tra¨gt also zusa¨tzlich zu seiner Algebrenstruktur
eine natu¨rliche Struktur als Koalgebra und wird dadurch zur Bialgebra u¨ber k.
Die Inversenabbildung des Gruppenschemas G erfu¨llt die Bedingung, dass folgendes
Diagramm kommutiert:
G×Spec k G G×Spec k G
G Speck G
G×Spec k G G×Spec k G
diag
(i, id)
mult
e
diag
(id, i)
mult
Die Abbildung S, genannt Antipodenabbildung, macht also folgendes Diagramm kom-
mutativ:
A⊗k A A⊗k A
A k A
A⊗k A A⊗k A,
µ
(S ⊗ id)
m
η ε
µ
(id ⊗ S)
m
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wobei µ die Algebrenmultiplikation und η die Einheit auf A beschreibt. Eine Bialgebra
mit einer derartigen Antipodenabbildung nennt man eine kommutative Hopf-Algebra.
Aus dieser Konstruktion, sowie Satz 6.13 folgt sofort:
Satz 6.16. Der Funktor
A −→ SpecA
definiert eine A¨quivalenz von Kategorien zwischen der Kategorie der kommutativen k-
Hopf-Algebren und der Kategorie der affinen Gruppenschemata u¨ber k.
Definition 6.17. Sei G = SpecA ein affines Gruppenschema u¨ber K. Eine endlich-
dimensionale G-Darstellung auf V ist ein endlich-dimensionaler k-Vektorraum V , zu-
sammen mit einem Morphismus von Gruppenschemata
ρ : G −→ Gl(V ).
Ein Morphismus von G-Darstellungen zwischen (ρ1, V ) und (ρ2,W ) ist ein Morphismus
von Vektorra¨umen
f : V −→W,
so dass fu¨r alle g ∈ G gilt:
f ◦ ρ1(g) = ρ2(g) ◦ f.
Proposition 6.18. Sei G = SpecA ein affines Gruppenschema u¨ber k und V ein
endlich-dimensionaler k-Vektorraum. Dann gibt es eine kanonische 1:1-Beziehung zwi-
schen A-Komodulstrukturen auf V und linearen Darstellungen von G auf V .
Beweis. [DM82, 2.2]
Definition 6.19. Eine neutrale Tannaka-Kategorie u¨ber k ist eine starre, abelsche, k-
lineare Tensorkategorie C zusammen mit einem exakten, treuen, k-linearen Tensorfunktor
T : C −→ k -Vect
in die Kategorie der endlich-dimensionalen k-Vektorra¨ume. Einen solchen Funktor nennt
man Faserfunktor von C.
Theorem 6.20 (Tannaka-Dualita¨t). Sei C eine neutrale Tannaka-Kategorie mit Faser-
funktor T . Dann gibt es ein affines Gruppenschema G, so dass T eine A¨quivalenz von
Tensor-Kategorien
C −→ Repk(G)
induziert.
Beweis. Der Beweis stammt von Deligne [DM82, S.130ff]. Wir werden hier nur einige
Schritte skizzieren und insbesondere den Zusammenhang zu der Diagrammkategorie von
Nori kla¨ren.
Anstatt das GruppenschemaG zu konstruieren, ko¨nnen wir nach Proposition 6.16 a¨quivalent
eine Hopfalgebra A(T ) u¨ber k angeben. Die Koalgebrenstruktur von A(T ) erhalten wir
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direkt aus der Theorie u¨ber Noris Diagrammkategorie, ohne Verwendung der Tensor-
struktur auf C:
Wir fassen die Abbildung
T : C −→ k -Vect
als Darstellung eines Diagramms C auf. Dann faktorisiert T nach Theorem 2.4 u¨ber Noris
universelle Diagrammkategorie
C
T˜
−→ C(T )
fft
−→ k -Vect .
Da C k-linear, abelsch und T ein Faserfunktor ist, ist der Funktor T˜ nach Satz 3.28 eine
A¨quivalenz von Kategorien. Nach Proposition 5.23 ist C(T ) a¨quivalent zur Kategorie der
A(T )-Komoduln, wobei
A(T ) := lim
−→
E⊂C
End(T|E)
∨
ist. Die Kategorie C ist also a¨quivalent zu der Kategorie der Komoduln u¨ber der Koal-
gebra A(T ).
Als na¨chstes beno¨tigen wir eine natu¨rliche k-Algebrenstruktur auf A(T ). Eine Abbildung
u : A⊗k A→ A definiert einen Funktor
φu : A -Komod×A -Komod −→ A -Komod
(X,Y ) 7−→ X ⊗k Y,
wobei die A-Komodulstruktur auf X ⊗k Y gegeben ist durch
X ⊗ Y
m⊗m
−→ X ⊗A⊗ Y ⊗A ∼= X ⊗ Y ⊗A⊗A
id⊗id⊗u
−→ X ⊗ Y ⊗A.
Deligne zeigt in [DM82, 2.16], dass Abbildung u 7→ φu eine Bijektion zwischen Homo-
morphismen
A⊗k A −→ A
und Funktoren
φ : A -Komod×A -Komod −→ A -Komod
definiert, welche auf k Vektorra¨umen X,Y das gewo¨hnliche Tensorprodukt φ(X,Y ) =
X ⊗k Y induziert. Weiter zeigt er, dass die Abbildung u genau dann eine Multiplikation
von unita¨ren Algebren definiert, wenn der Funktor φu ein Tensorfunktor ist. Da C eine
Tensorkategorie ist, induziert dies u¨ber die A¨quivalenz T˜ eine Tensorstruktur auf C(T ),
also auf A(T ) -Komod. Der Tensorfunktor T definiert nun eine unita¨re Algebrenstruktur
auf A(T ). Die Antipodenabbildungen kann man aus der Tatsache gewinnen, dass C als
Tensorkategorie starr ist ([DM82, 2.16 und 1.13]). A(T ) ist also eine Hopfalgebra und
SpecA nach Proposition 6.16 ein affines Gruppenschema u¨ber k.
Nach Prop 6.18 schließlich stehen die A(T )-Komodulstrukturen auf einem Vektorraum
V in 1:1-Beziehung zu den SpecA(T )-Darstellungen auf V , also erhalten wir fu¨r G :=
SpecA(T ) eine A¨quivalenz von Kategorien
C ∼= A(T ) -Komod ∼= Repk(G).
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Satz 6.21. Ist die Kategorie C nicht starr, so fehlt uns die Antipodenabbildung und
A(T ) wird keine Hopf-Algebra, sondern nur eine Bialgebra. SpecA(T ) ist dann ein affines
Monoidschema anstatt eines affines Gruppenschemas.
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7 Ausblick: Nori-Motive
7.1 Nori-Motive als Diagrammkategorie der guten Paare
In diesem Kapitel werden wir die Kategorie der effektiven gemischten Nori-Motive de-
finieren. Die Konstruktion geht zuru¨ck auf Nori [Nor]. Eine vero¨ffentliche Beweisskizze
findet man bei Levine [Lev05]. Diese Kategorie ist eine abelsche, Q-lineare Tensorkate-
gorie. Tannaka-Dualita¨t aus Kapitel 6 besagt, dass diese Kategorie a¨quivalent zu den
Darstellungen eines gewissen affinen Gruppenmonoids sind.
Sei in diesem Kapitel k ein Teilko¨rper von C mit einer fest gewa¨hlten Einbettung.
Konvention 7.1. Unter einer Varieta¨t u¨ber einem Ko¨rper k verstehen wir stets ein
separiertes Schema endlichen Typs u¨ber k.
Definition 7.2. Sei (X,OX ) eine affine Varieta¨t u¨ber C. Dann ist X isomorph zum
Spektrum einer endlich erzeugten C-Algebra C[x1, .., xn]/(f1, .., fm). Wir definieren den
zu (X,OX ) assoziierten komplex-analytischen Raum (X
an,OXan) wie folgt:
Xan := {z ∈ Cn|f1(z) = ... = fm(z) = 0}
mit der von Cn induzierten analytischen Topologie.
OXan := OCn/(f1, .., fm),
wobei OCn die Garbe der holomorphen Funktionen bezeichnet. Fu¨r beliebige Varieta¨ten
(X,OX ) definieren wir den assoziierten komplex-analytischen Raum als die Verklebung
der komplex-analytischen Ra¨ume zu einer gewa¨hlten affinen U¨berdeckung.
Eine detailliertere Beschreibung des assoziierten komplex-analytischen Raums findet
man in [Har77, B1].
Definition 7.3. Sei X eine Varieta¨t u¨ber k und Y eine abgeschlossene Untervarieta¨t
von X. Wir bezeichnen mit
H iB(X,Y ) := H
i
sing(X
an
C , Y
an
C ;Q)
die i-te relative singula¨re Kohomologie mit Koeffizienten in Q der assoziierten komplex-
analytischen Ra¨ume, auch genannt Betti-Kohomologie.
90
Definition 7.4 (Nori). Wir definieren das Diagramm Deff der effektiven Paare wie
folgt:
• Ecken sind Tripel (X,Y, i), wobei X eine Varieta¨t u¨ber k, Y ⊂ X eine abgeschlos-
sene Untervarieta¨t und i ∈ N0 ist.
• Wir haben zwei Arten von Kanten zwischen Objekten:
– Fu¨r einen Morphismus von Varieta¨ten f : X → X ′ mit f(Y ) ⊂ Y ′ und i ∈ N0
einen Morphismus (
”
Funktorialita¨t“)
f∗ : (X ′, Y ′, i) −→ (X,Y, i).
– Fu¨r eine Kette X ⊆ Y ⊆ Z abgeschlossener Untervarieta¨ten u¨ber k und
i ∈ N0 den Morphismus (”
Korand“)
∂ : (Y,Z, i) −→ (X,Y, i + 1).
Definition 7.5. Sei Deff das Diagramm der effektiven Paare. Wir betrachten die Dar-
stellung
H∗B : D
eff −→ Q -Vect
(X,Y, i) 7→ H iB(X,Y ),
welche einem Tripel (X,Y, i) die i-te Betti-Kohomologie zuordnet.
Dann faktorisiert diese Darstellung gema¨ß Theorem 2.4 u¨ber die universelle abelsche
Diagrammkategorie C(H∗B). Diese Kategorie nennen wir MM
eff
Nori, die Kategorie der
effektiven, gemischten Nori-Motive.
Bemerkung 7.6. Diese Kategorie ist Noris Kandidat fu¨r eine Kategorie der gemisch-
ten Motive. Es ist nicht klar, ob und wie jede Kohomologietheorie, welche die Bloch-Ogus
Axiome erfu¨llt, u¨ber diese Kategorie faktorisiert. Ist jedoch H˜• eine Kohomologietheorie
mit Koeffizienten in Q, welche Werte in einer abelschen Kategorie annimmt und durch
Koeffizientenerweiterung Vergleichsisomorphismen in die singula¨re Kohomologie besitzt,
dann liefert die universelle Eigenschaft der Diagrammkategorie MMeffNori einen treuen,
R-linearen, exakten Funktor
MMeffNori −→ H˜
•,
welcher auf Q-Vektorra¨umen den Vergleichsisomorphismus induziert. Dies gilt zum Bei-
spiel fu¨r l-adisch e´tale Kohomologie und algebraische de Rham-Kohomologie.
Es ist ein elegantes Resultat, dass die Kategorie der effektiven gemischten Nori-Motive
schon die Diagrammkategorie eines deutlich kleineren Diagramms ist:
Definition 7.7. Das Diagramm der effektiven sehr guten Paare D˜eff besteht aus dem
vollen Unterdiagramm von Deff , so dass fu¨r Ecken (X,Y, i)
• HjB(X,Y ) = 0 fu¨r i 6= j und
• entweder gilt
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– X ist affin von Dimension i, Y ist von Dimension i− 1 und XY ist glatt
oder
– X = Y und dim(X) < i.
Theorem 7.8 (Nori). Die Diagrammkategorie C(D˜eff) der effektiven sehr guten Paa-
re bezu¨glich der Darstellung in die relative singula¨re Kohomologie ist a¨quivalent zur
Diagrammkategorie der effektiven Paare MMeffNori.
Beweis. [HMS11, 1.6]
Bemerkung 7.9. Die Motivation fu¨r diese Konstruktion stammt aus der algebraischen
Topologie. Fu¨r einen endlichen CW-Komplex X sei Xi das i-Skelett von X. Dann gilt
fu¨r die relative singula¨re Homologie des Skeletts:
Hi(X
j,Xj-1;Z) =


0 , i 6= j ,
freie abelsche Gruppe u¨ber
der Menge der j-Simplizes, i = j.
Außerdem la¨sst sich die Homologie von X leicht aus den Gruppen Hi(X
j ,Xj−1;Z be-
rechnen. (Siehe zum Beispiel [Hat02, 2.34,2.35].) Diese Idee greift Nori mit der Idee der
guten Paare auf. Wir brauchen aber fu¨r eine Varieta¨t X eine entsprechende Filtrierung,
welche a¨hnliche Charakteristika hat wie das Skelett fu¨r einen CW-Komplex. Fundamen-
tal hierfu¨r ist Noris
”
Basic Lemma“.
Satz 7.10 (Basic Lemma von Nori). Sei R ein noetherscher Ring. Sei X eine affine
Varieta¨t der Dimension n u¨ber k ⊂ C und sei Z ⊂ X eine abgeschlossene Untervarieta¨t
der Dimension ≤ n−1. Dann existiert eine abgeschlossene Untervarieta¨t Y ⊃ Z, so dass
(X,Y, n) ein gutes Paar ist und es gilt:
• dim(Y ) ≤ n− 1.
• H ising(X
an
C , Y
an
C ;R) = 0 fu¨r i 6= n.
• Hnsing(X
an
C , Y
an
C ;R) ist ein freier, endlich erzeugter R-Modul.
Daru¨ber hinaus kann man Y so wa¨hlen, dass XY glatt ist.
Beweis. [Be˘ı87]
Mit Hilfe des Basic Lemmas la¨sst sich per Induktion fu¨r jede affine Varieta¨t X eine
Filtrierung
∅ = F−1X ⊂ F0X ⊂ · · · ⊂ Fn−1X ⊂ FnX = X
konstruieren, so dass (FjX,Fj−1X, j) ein sehr gutes Paar ist.
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7.2 Nori-Motive als Darstellungen u¨ber einem affinen Schema
Bemerkung 7.11. Wir haben die Kategorie MMeffNori der gemischten effektiven Mo-
tive als die Diagrammkategorie einer Darstellung in die endlich-dimensionalen
Q-Vektorra¨ume konstruiert. Da jeder Ko¨rper ein Hauptidealring und jeder Vektorraum
frei ist, wissen wir aus Satz 5.23, dass MMeffNori a¨quivalent zu der Kategorie der endlich
erzeugten Komoduln u¨ber der Koalgebra A(H˜∗) := lim−→
F⊂Deff
End(H˜∗F )
∨ ist.
H∗B : D
eff −→ Q -Vect
faktorisiert also u¨ber
Deff
H˜∗
B−→MMeffNori = A(H˜
∗) -Komod
ff
H˜∗
B−→ Q -Vect,
wobei ffH˜∗
B
den Vergissfunktor in die Q-Vektorra¨ume beschreibt.
Satz 7.12. Die KategorieMMeffNori der effektiven gemischten Nori-Motive ist eine Ten-
sorkategorie. Der Vergissfunktor ffH˜∗ wird zu einem Faserfunktor in die Q-Vektorra¨ume.
Beweis. [HMS11, 1.5]
Korollar 7.13. Die Kategorie der effektiven gemischten Nori-Motive MMeffNori ist
a¨quivalent zur Kategorie der endlich-dimensionalen Darstellungen des affinen Monoid-
schemas SpecA(H˜∗).
Beweis. Dies ist Tannaka-Dualita¨t: Nach Bemerkung 7.11 ist
MMeffNori = A(H˜
∗) -Komod .
Die Tensorstruktur aufMMeffNori gibt A(H˜
∗) nach Satz 6.21 die Struktur einer Bialgebra.
Ebenfalls nach Satz 6.21 ist dann SpecA(H˜∗) ein affines Monoidschema und MMeffNori
a¨quivalent zu den endlich-dimensionalen SpecA(H˜∗)-Darstellungen.
Bemerkung 7.14. Die Kategorie MMeffNori ist zwar eine abelsche Tensorkategorie,
jedoch nicht starr, da fu¨r Objekte X,Y nicht notwendigerweise das in Definition 6.2
definierte Objekt Hom(X,Y ) existieren muss. Man kann aber ein entsprechend gro¨ßeres
Diagramm D definieren, dessen DiagrammkategorieMMNori auch diese Objekte besitzt
[HMS11, B.19 und 1.15]. Tatsa¨chlich erha¨lt man MMNori als die Lokalisierung von
MMeffNori an einem geeigneten Objekt [HMS11, B.19]. Die Kategorie MMNori ist starr,
also eine neutrale Tannaka-Kategorie. Sein Tannaka-Duales ist dann nach Satz 6.20 sogar
ein affines Gruppenschema.
Bemerkung 7.15. Abschließend mo¨chten wir noch bemerken, dass wir Nori-Motive
auch als Diagrammkategorie der Betti-Kohomologie mit anderen Koeffizienten als Q
ha¨tten definieren ko¨nnen. Tatsa¨chlich haben wir uns in den fru¨heren Kapiteln viel Mu¨he
gegeben, Noris Diagrammkategorie fu¨r alle Diagramme zu konstruieren, welche Werte in
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endlich erzeugten R-Moduln u¨ber noetherschen Ringen R annehmen. Nehmen wir also
das Diagramm der effektiven, guten Paare und das Diagramm
H∗R : D
eff −→ R -Mod
(X,Y, i) 7→ H i(Xan, Y an, R)
in die singula¨ren Kohomologiegruppen mit Koeffizienten in R, so erhalten wir fu¨r diese
Darstellung ebenfalls eine abelsche universelle Diagrammkategorie. Damit diese Kate-
gorie allerdings eine Kategorie von Komoduln u¨ber eine Koalgebra wird, beno¨tigen wir
als Koeffizienten Hauptidealringe und mu¨ssen fordern, dass die Darstellung nur Werte
in freien R-Moduln annimmt (Satz 5.23).
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