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BOUNDEDNESS OF PSEUDO-DIFFERENTIAL OPERATORS OF TYPE
(0, 0) ON TRIEBEL-LIZORKIN AND BESOV SPACES
BAE JUN PARK
Abstract. In this work we study the boundedness of pseudo-differential operators cor-
responding to a ∈ Sm0,0 on Triebel-Lizorkin spaces F
s,q
p and Besov spaces B
s,q
p . We also
discuss the sharpness of our estimates in a certain sense.
1. Introduction
Let S(Rd) denote the Schwartz space and S′(Rd) the space of tempered distribution. For
the Fourier transform of f ∈ S(Rd) we use the definition f̂(ξ) :=
∫
Rd
f(x)e−2πi〈x,ξ〉dx and
denote by f∨ the inverse Fourier transform of f . We also extend these transforms to the
space of tempered distributions.
For 0 ≤ δ ≤ ρ ≤ 1 and m ∈ R a symbol a in Ho¨rmander’s class Smρ,δ is a smooth function
defined on Rd×Rd satisfying that for all multi-indices α and β there exists a constant Cα,β
such that ∣∣∂αξ ∂βxa(x, ξ)∣∣ ≤ Cα,β(1 + |ξ|)m−ρ|α|+δ|β|, x, ξ ∈ Rd,
and the corresponding pseudo-differential operator T[a] is given by
T[a]f(x) :=
∫
Rd
a(x, ξ)f̂ (ξ)e2πi〈x,ξ〉dξ, f ∈ S(Rd).
The operator T[a] is well-defined on S(R
d) and it maps S(Rd) continuously into itself.
For (ρ, δ) 6= (1, 1) the operators form a class invariant under taking adjoints, and thus we
have T[a] : S
′(Rd)→ S′(Rd) via duality. See [9],[10, p94],[13] for details.
For 0 ≤ δ ≤ ρ < 1 the boundedness of T[a] ∈ OpS
m
ρ,δ was studied, for example, by
Caldero´n and Vaillancourt in [1], by Fefferman in [3], and by Pa¨iva¨rinta and Somersalo in
[12]. The operators are bounded on hp for 0 < p <∞ if
m ≤ −d(1− ρ)
∣∣1/2 − 1/p∣∣.(1.1)
The author [13] generalized this result to Triebel-Lizorkin and Besov spaces for 0 < ρ < 1.
Theorem A. Let 0 < ρ < 1, 0 < p, q, t ≤ ∞, and s1, s2 ∈ R. Suppoe m ∈ R satisfies
m− s1 + s2 ≤ −d(1− ρ)
∣∣1/2 − 1/p∣∣(1.2)
and a ∈ Smρ,ρ. Then T[a] maps F
s1,q
p (Rd) into F
s2,t
p (Rd) if one of the following cases holds;
(1) if m− s1 + s2 < −d(1 − ρ)
∣∣1/2 − 1/p∣∣,
(2) if p = 2, q ≤ 2 ≤ t, and m− s1 + s2 = 0,
(3) if 0 < p < 2, p ≤ t ≤ ∞, 0 < q ≤ ∞, and m− s1 + s2 = −d(1− ρ)
(
1/p − 1/2
)
,
(4) if 2 < p ≤ ∞, 0 < t ≤ ∞, 0 < q ≤ p, and m− s1 + s2 = −d(1− ρ)
(
1/2 − 1/p
)
.
Theorem B. Let 0 < ρ < 1, 0 < p, q, t ≤ ∞, and s1, s2 ∈ R. Suppoe m ∈ R satisfies (1.2)
and a ∈ Smρ,ρ. Then T[a] maps B
s1,q
p (Rd) into B
s2,t
p (Rd) if one of the following cases holds;
(1) if m− s1 + s2 < −d(1 − ρ)
∣∣1/2 − 1/p∣∣,
(2) if q ≤ t, and m− s1 + s2 = −d
∣∣1/2 − 1/p∣∣.
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The key idea to prove Theorem A is an estimate for a family of operators that is remi-
niscent of Caldero´n-Zygmund theory in [16], but the argument does not work for the case
ρ = 0.
Moreover, Theorem A and B are sharp in the sense that the condition (1.2) is necessary
and when the equality of (1.2) holds the assumptions on q, t are necessary. To be specific,
the boundedness results fail with the oscillatory multiplier operator
cm,ρ(D) =
e−2πi|D|
(1−ρ)
(1 + |D|2)−m/2
(1.3)
if the assumptions do not work. However, when ρ = 0 this does not hold. Indeed, it is
known in [11, Theorem 4.2] that cm,0(D) is bounded on h
p(Rd)
(
= F 0,2p (Rd)
)
if and only if
m = −(d− 1)
∣∣1/2− 1/p∣∣ and therefore the operator does not provide a sharp boundedness
estimate for ρ = 0.
In this paper we extend Theorem A and B to ρ = 0 and construct counter examples to
show the sharpness of our results.
The main results of this paper are the following theorems.
Theorem 1.1. Let 0 < p, q, t ≤ ∞ and s1, s2 ∈ R. Suppose m ∈ R satisfies
m− s1 + s2 ≤ −d
∣∣1/2 − 1/p∣∣(1.4)
and a ∈ Sm0,0. Then T[a] maps F
s1,q
p (Rd) into F
s2,t
p (Rd) if one of the following cases holds;
(1) if m− s1 + s2 < −d
∣∣1/2 − 1/p∣∣,
(2) if p = 2, q ≤ 2 ≤ t, and m− s1 + s2 = 0,
(3) if 0 < p < 2, p ≤ t ≤ ∞, 0 < q ≤ ∞, and m− s1 + s2 = −d
(
1/p − 1/2
)
,
(4) if 2 < p ≤ ∞, 0 < t ≤ ∞, 0 < q ≤ p, and m− s1 + s2 = −d
(
1/2 − 1/p
)
.
Theorem 1.2. Let 0 < p, q, t ≤ ∞, and s1, s2 ∈ R. Suppoe m ∈ R satisfies (1.4) and
a ∈ Sm0,0. Then T[a] maps B
s1,q
p (Rd) into B
s2,t
p (Rd) if one of the following cases holds;
(1) if m− s1 + s2 < −d(1− ρ)
∣∣1/2− 1/p∣∣,
(2) if q ≤ t, and m− s1 + s2 = −d
∣∣1/2 − 1/p∣∣.
Moreover, Theorem 1.1 and 1.2 are sharp in the following sense ( except the case p =∞
in Theorem 1.2 (2) ).
Theorem 1.3. Let 0 < p, q, t ≤ ∞, s1, s2 ∈ R and m ∈ R. Then there exists a symbol
a ∈ Sm0,0 such that
‖T[a]‖F s1,qp (Rd)→F
s2,t
p (Rd)
=∞
if one of the following conditions holds;
(1) if m− s1 + s2 > −d
∣∣1/2 − 1/p∣∣,
(2) if m− s1 + s2 = −d
(
1/p− 1/2
)
, 0 < p ≤ 2, 0 < q ≤ ∞, and t < p
(3) if m− s1 + s2 = −d
(
1/2− 1/p
)
, 2 ≤ p <∞, 0 < t ≤ ∞, and p < q.
Theorem 1.4. Let 0 < p, q, t ≤ ∞, s1, s2 ∈ R and m ∈ R. Then there exists a symbol
a ∈ Sm0,0 such that
‖T[a]‖Bs1,qp (Rd)→B
s2,t
p (Rd)
=∞
if one of the following conditions holds;
(1) if m− s1 + s2 > −d
∣∣1/2 − 1/p∣∣,
(2) if q > t, p <∞ and m− s1 + s2 = −d
∣∣1/2− 1/p∣∣.
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Remark. To complete the sharpness of Theorem 1.2 it remains to show the necessity of
q ≤ t when p =∞ and m− s1 + s2 = −d/2, but we couldn’t resolve this issue.
This paper is organized in the following way. Section 2 is dedicated to introducing def-
initions and general properties about Besov and Triebel-Lizorkin spaces. In Section 3 and
4 we focus on the proof of Theorem 1.1 and 1.2. In the last section we construct some
examples to prove Theorem 1.3 and 1.4.
For sake of simplicity we restrict ourselves in the sequel to function spaces defined on Rd
and omit “Rd”. In other words, S, S′, Bs,qp , and F
s,q
p stand for S(Rd), S′(Rd), B
s,q
p (Rd),
and F s,qp (Rd), respectively.
2. Function spaces
To recall the definition of Bs,qp and F
s,q
p let φ be a smooth function so that φ̂ is supported
in {ξ : 2−1 ≤ |ξ| ≤ 2} and
∑
k∈Z φ̂k(ξ) = 1 for ξ 6= 0 where φk := 2
kdφ(2k·). Let
Φ̂ := 1 −
∑∞
k=1 φ̂k. Then we define a convolution operator Λ0 by Λ0f := Φ ∗ f and
Λkf := φk ∗ f for k ∈ N. For s ∈ R and 0 < p, q ≤ ∞ B
s,q
p and F
s,q
p are the collection of all
f ∈ S′ such that
‖f‖Bs,qp :=
∥∥{2skΛkf}∞k=0∥∥lq(Lp) <∞
‖f‖F s,qp :=
∥∥{2skΛkf}∞k=0∥∥Lp(lq) <∞, p <∞(2.1)
respectively.
These spaces are independent of the resolutions of unity {φk} up to quasi-norm equiva-
lence. When p = q = ∞ we employ F s,∞∞ = B
s,∞
∞ , but a direct extension of (2.1) to F
s,q
∞ ,
q <∞, is impossible due to the dependence of the choice of {φk} ( see [18, 2.1.4] and [6] for
more details ). When 1 < q <∞ and s ∈ R the definition of F s,q∞ is introduced by Triebel
[18, 2.3.4] and it is the collection of all f ∈ S′(Rd) which can be represented as
f =
∞∑
k=0
Λkfk, for some fk ∈ L
∞, with sup
x∈Rd
( ∞∑
k=0
2skq
∣∣Λkfk(x)∣∣q)1/q <∞,(2.2)
convergence being in S′. Furthermore,
‖f‖F s,q∞ := inf sup
x∈Rd
( ∞∑
k=0
2skq
∣∣Λkfk(x)∣∣q)1/q(2.3)
where the infimum is taken over all admissible representations (2.2). In 1990 Frazier and
Jawerth [6] proposed a new definition of F s,q∞ as a natural extension of the scale of F
s,q
p
satisfying (F s,q1 )
∗ = F−s,q
′
∞ for 1 ≤ q <∞ where 1/q + 1/q′ = 1. Let D stand for the set of
all dyadic cubes in Rd and Dk the subset of D consisting of the cubes with side length 2
−k
for k ∈ Z. For Q ∈ D, denote the side length of Q by l(Q) and the characteristic function
of Q by χQ. Then for s ∈ R and 0 < q <∞, F
s,q
∞ is the collection of tempered distributions
f with
‖Λ0f‖L∞ + sup
P∈D,l(P )<1
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2skq|Λkf(x)|
qdx
)1/q
<∞.(2.4)
where the supremum is taken over all dyadic cubes whose side length is less than 1. Then
(2.4) is independent of φ and is comparable to the definition in (2.3). In this paper we
employ (2.4) for the definition of ‖f‖F s,q∞ .
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We note that these spaces provide a general framework that unifies classical function
spaces.
Lpspace F 0,2p = L
p 1 < p <∞
local Hardy space F 0,2p = h
p 0 < p ≤ 1
inhomogeneous Sobolev space F s,2p = L
p
s s > 0, 1 < p <∞
bmo F 0,2∞ = bmo.
2.1. Maximal inequalities. [14], [15], [18]
Denote by M the Hardy-Littlewood maximal operator and for 0 < t < ∞ let Mtu =(
M(|u|t)
)1/t
. For r > 0 let E(r) denote the space of all distributions whose Fourier trans-
forms are supported in {ξ : |ξ| ≤ 2r}. A crucial tool in theory of function spaces is a
maximal operator introduced by Peetre [15]. For r > 0 and σ > 0 define
Mσ,ru(x) = sup
y∈Rd
|u(x+ y)|
(1 + r|y|)σ
.
As shown in [15], one has the majorization
Mσ,ru(x) .Mtu(x)
for all σ ≥ d/t if u ∈ E(r). These estimates imply the following maximal inequality via the
Fefferman-Stein inequality. Suppose 0 < p <∞ and 0 < q ≤ ∞. Then for k ∈ Z and A > 0
one has∥∥∥(∑
k
(Mσ,2kuk)
q
)1/q∥∥∥
Lp
.A
∥∥∥(∑
k
|uk|
q
)1/q∥∥∥
Lp
for σ > max
{
d/p, d/q
}
(2.5)
if uk ∈ E(A2
k). Moreover, for p =∞ it is proved in [14] that for µ ∈ Z, P ∈ Dµ, and A > 0
one has( 1
|P |
∫
P
∞∑
k=µ
(
Mσ,2kuk(x)
)q
dx
)1/q
.A sup
R∈Dµ
( 1
|R|
∫
R
∞∑
k=µ
|uk(x)|
qdx
)1/q
for σ > d/q(2.6)
where the constant in the inequality is independent of µ and P . The condition σ >
max (d/p, d/q) in (2.5) and (2.6) is necessary for the inequalities to hold. See [2] and
[14] for more details.
2.2. ϕ-transform of F -spaces. [5], [6], [7]
For a sequence of complex numbers b = {bQ} Q∈D
l(Q)≤1
we define
gs,q(b)(x) =
( ∑
Q∈D
l(Q)≤1
(
|Q|−s/d−1/2|bQ|χQ(x)
)q)1/q
and
‖b‖fs,qp =
∥∥gs,q(b)∥∥
Lp
.
Furthermore for c > 0 let ϑ0, ϑ, ϑ˜0, ϑ˜ ∈ S satisfy
Supp(ϑ̂0), Supp(
̂˜
ϑ0) ⊂ {ξ : |ξ| ≤ 2},
Supp(ϑ̂), Supp(
̂˜
ϑ) ⊂ {ξ : 1/2 ≤ |ξ| ≤ 2}
|ϑ̂0(ξ)|, |
̂˜
ϑ0(ξ)| ≥ c > 0 for |ξ| ≤ 5/3
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|ϑ̂(ξ)|, |
̂˜
ϑ(ξ)| ≥ c > 0 for 3/4 ≤ |ξ| ≤ 5/3
and
∞∑
k=0
ϑ˜k(ξ)ϑk(ξ) = 1
where ϑk(x) = 2
kdϑ(2kx) and ϑ˜k(x) = 2
kdϑ˜(2kx) for k ≥ 1. Then the norms in F s,qp can be
characterized by the discrete f s,qp norms. For each Q ∈ D let xQ be the lower left corner of
Q. Suppose 0 < p <∞, 0 < q ≤ ∞, s ∈ R. Every f ∈ F s,qp can be decomposed as
f(x) =
∑
Q∈D
l(Q)≤1
vQϑ
Q(x)(2.7)
where ϑQ(x) = |Q|1/2ϑk(x − xQ) for l(Q) = 2
−k and vQ = 〈f, ϑ˜
Q〉. Moreover, in this case
one has ∥∥v∥∥
fs,qp
.
∥∥f∥∥
F s,qp
.
The converse estimate also holds. For any sequence v = {vQ}Q∈D of complex numbers
satisfying
∥∥v∥∥
fs,qp
<∞,
f(x) :=
∑
Q∈D
l(Q)≤1
vQϑ
Q(x)
belongs to F s,qp and ∥∥f∥∥
F s,qp
.
∥∥v∥∥
fs,qp
.(2.8)
2.3. ∞-atoms for f s,qp . [5, Chapter 7], [7], [8, 6.6.3]
Let 0 < p ≤ 1, 0 < q ≤ ∞, and s ∈ R. A sequence of complex numbers r = {rQ} Q∈D
l(Q)≤1
is called an ∞-atom for f s,qp if there exists a dyadic cube Q0 such that
rQ = 0 if Q 6⊂ Q0
and ∥∥gs,q(r)∥∥
L∞
≤ |Q0|
−1/p.(2.9)
Then we will use the following atomic decomposition of f s,qp as a substitute of the atomic
decomposition of hp for 0 < p ≤ 1.
Lemma 2.1. Suppose 0 < p ≤ 1, p ≤ q ≤ ∞, and b = {bQ}Q∈D,l(Q)≤1 ∈ f
s,q
p . Then there
exist Cd,p,q > 0, a sequence of scalars {λj}, and a sequence of ∞-atoms rj = {rj,Q} Q∈D
l(Q)≤1
for f s,qp such that
b = {bQ} =
∞∑
j=1
λj{rj,Q} =
∞∑
j=1
λjrj
and ( ∞∑
j=1
|λj |
p
)1/p
≤ Cd,p,q
∥∥b∥∥
fs,qp
.
Moreoever,∥∥b∥∥
fs,qp
≈ inf
{( ∞∑
j=1
|λj |
p
)1/p
: b =
∞∑
j=1
λjrj , rj is an ∞-atom for f
s,q
p
}
.
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2.4. Characterization of F s,qp by sharp maximal functions for p > q. Given a locally
integrable function f on Rd the Fefferman-Stein sharp maximal function f ♯ is defined by
f ♯(x) = supQ:x∈Q
1
|Q|
∫
Q |f(y)− fQ|dy where fQ =
1
|Q|
∫
Q f(z)dz and the supremum is taken
over all cubes Q containing x. Then a fundamental inequality of Fefferman and Stein [4]
says that for 1 < p <∞, 1 ≤ p0 ≤ p if f ∈ L
p0(Rd) then we have
‖Mf‖Lp .p ‖f
♯‖Lp .
By following the proof of the above estimate in [4] one can actually replace the maximal
functions by dyadic maximal ones. For locally integrable function f we define the dyadic
maximal function
M(d)f(x) := sup
Q∈D,x∈Q
1
|Q|
∫
Q
|f(y)|dy,
and the dyadic sharp maximal funtion
M♯f(x) := sup
Q∈D:x∈Q
1
|Q|
∫
Q
|f(y)− fQ|dy.
where the supremums are taken over all dyadic cubes Q containing x.
Lemma 2.2. Suppose 1 < p <∞, 1 ≤ p0 ≤ p. If f ∈ L
p0 then
‖M(d)f‖Lp .p ‖M
♯f‖Lp .
Now we introduce a modification of the sharp function estimates in [17] for the case
q < p. For n ∈ N and a sequence of functions {gk}k∈N let
N ♯,nq
(
{gk}k∈N
)
(x) := sup
P :x∈P∈D
( 1
|P |
∫
P
∞∑
k=max(n,− log2 l(P ))
|gk(y)|
qdy
)1/q
.
Then we have the following pointwise estimate, which is a slight modification of Lemma
6.4 in [17].
Lemma 2.3. Let 0 < q < ∞, h ∈ Z, and n ∈ N. Suppose gk ∈ E(A2
k) for k ∈ N. Then
for σ > 2d/q
N ♯,nq
(
{Mσ,2kgk}k∈N
)
(x) .σ,q N
♯,n
q
(
{gk}k∈N
)
(x).
Proof. We may assume A = 1 without loss of generality. We claim the pointwise estimate
that for each k ∈ N, P ∈ D with l(P ) ≥ 2−k, and any t > 0
Mσ,2kgk(y) .σ
∞∑
l=0
2−l(σ−d/t)Mt
(
χ2l+3P gk
)
(y), y ∈ P(2.10)
where 2l+3P stands for a dilate of P by a factor of 2l+3 with the same center.
Once we have (2.10), by choosing 0 < t < q so that σ > d/t+ d/q, it follows that
N ♯,nq
(
{Mσ,2kgk}
)
(x)
. sup
P :x∈P∈D
( 1
|P |
∫
P
∞∑
k=max(n,− log2 l(P ))
( ∞∑
l=0
2−l(σ−d/t)Mt
(
χ2l+3P gk
)
(y)
)q
dy
)1/q
. sup
P :x∈P∈D
( ∞∑
l=0
2−lqǫ(σ−d/q)
1
|P |
∞∑
k=max(n,− log2 l(P ))
∥∥Mt(χ2l+3P gk)∥∥qLq)1/q
.
( ∞∑
l=0
2−lq(ǫ(σ−d/t)−d/q)
)p/q
sup
R:x∈R∈D
( 1
|R|
∫
R
∞∑
k=max(n,− log2 l(R))
|gk(y)|
qdy
)1/q
. N ♯,nq
(
{gk}
)
(x)
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for 0 < ǫ < 1 satisfying ǫ(σ − d/t) > d/q where the second inequality follows from lq ⊂ l1
if q ≤ 1 and from Ho¨lder’s inequality if q > 1, and the third one follows from the Lq-
boundedness of Mt and the fact that − log2 l(2
l+3P ) ≤ − log2 l(P ).
Therefore it suffices to show (2.10). Let P ∈ D with l(P ) ≥ 2−k and y ∈ P . By using
Peetre’s mean value inequality in [15] we see that for all t > 0 and sufficiently small δ > 0
Mσ,2kgk(y) .δ sup
z∈Rd
1
(1 + 2k|z|)σ
( 1
2−kd
∫
|u|<2−kδ
∣∣gk(y − z − u)∣∣tdu)1/t
and this is bounded by
∞∑
l=0
2−lσ sup
|z|≤2−k+l
( 1
2−kd
∫
|y−z−u|<2−kδ
∣∣gk(u)∣∣tdu)1/t.
We observe that the supremum in the sum is less than
2ld/t
( 1
2(−k+l)d
∫
|y−u|<2−k+l+1
∣∣gk(u)∣∣tdu)1/t . 2ld/tMt(χ2l+3P gk)(y)
for |z| ≤ 2−k+l and this proves (2.10).

Now we have the following characterization of F s,qp for q < p, which is an inhomogeneous
version of [17, Proposition 6.1, 6.2].
Lemma 2.4. Let 0 < q < p <∞ and n ∈ N.
‖f‖F s,qp ≈n
n−1∑
j=0
2sj‖Λjf‖Lp +
∥∥∥N ♯,nq ({2skΛkf})∥∥∥
Lp
.
Proof. Since
N ♯,nq
(
{2skΛkf}
)
(x) .Mq
(
‖{2skΛkf}‖lq
)
(x)
the inequality “ & ” follows from the Lp boundedness of Mq.
For the opposite direction one needs to prove∥∥∥( ∞∑
k=n
|2skΛkf |
q
)1/q∥∥∥
Lp
.
∥∥∥N ♯,nq ({2skΛkf})∥∥∥
Lp
.(2.11)
We apply the sharp function estimate as in [16] and [17], using dyadic cubes. By using
Lemma 2.2 with p/q > 1∥∥∥( ∞∑
k=n
|2skΛkf |
q
)1/q∥∥∥
Lp
.
∥∥∥M♯( ∞∑
k=n
|2skΛkf |
q
)∥∥∥1/q
Lp/q
.
∥∥∥N ♯,nq ({2skΛkf})∥∥∥
Lp
+
∥∥∥ sup
P :x∈P∈D,l(P )≤2−n
S
P
q,n[{2
skΛkf}]
∥∥∥
Lp(x)
where
S
P
q,n[{2
skΛkf}] :=
( 1
|P |
∫
P
− log2 l(P )∑
k=n
∣∣∣|2skΛkf(y)|q − 1
|P |
∫
P
|2skΛkf(z)|
qdz
∣∣∣dy)1/q
for P ∈ D with l(P ) ≤ 2−n. We see that
S
P
q,n[{2
skΛkf}] .
( 1
|P |
∫
P
− log2 l(P )∑
k=n
1
|P |
∫
P
∣∣2skΛkf(y)− 2skΛkf(z)∣∣qdzdy)1/q.
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Since l(P ) ≤ 2−k there exists the unique dyadic cube QP ∈ Dk containing P and then by
using Taylor’s formula we obtain the right hand side of the inequality is less than a constant
times (− log2 l(P )∑
k=n
(
2kl(P )
)q
2skq
(
sup
w∈Qp
|ψk| ∗ |Λkf |(w)
)q)1/q
for some ψk ∈ S with Supp(ψ̂k) ⊂ {ξ : |ξ| ≈ 2
k}. Observe that for any σ > 0 and Q ∈ Dk∥∥(|ψk| ∗ |Λkf |)χQ∥∥L∞ .σ infw∈QMσ,2k(|ψk| ∗ |Λkf |)(w)
. inf
w∈Q
Mσ,2k
(
Mσ,2k(Λkf)
)
(w) . inf
w∈Q
Mσ,2k (Λkf)(w)
and this yields that for x ∈ P
S
P
q,n[{2
skΛkf}] .
(− log2 l(P )∑
k=n
(
2kl(P )
)q
2skq
(
inf
w∈QP
Mσ,2k(Λkf)(w)
)q)1/q
. sup
k≥n
sup
Q:x∈Q∈Dk
inf
w∈Q
Mσ,2k
(
2skΛkf
)
(w)
≤ sup
k≥n
sup
Q:x∈Q∈Dk
( 1
|Q|
∫
Q
(
Mσ,2k
(
Λkf
)
(w)
)q
dw
)1/q
≤ sup
k≥n
sup
Q:x∈Q∈Dk
( 1
|Q|
∫
Q
∞∑
j=− log2 l(Q)
(
Mσ,2j
(
Λjf
)
(w)
)q
dw
)1/q
= sup
P :x∈P∈D,l(P )≤2−n
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
(
Mσ,2k
(
2skΛkf
)
(w)
)q
dw
)1/q
for any σ > 0. Then by Lemma 2.3 with σ > 2d/q we finish the proof of (2.11). 
3. Proof of Theorem 1.1
We apply the paradifferential technique as in [13]. Suppose a ∈ Sm0,0. Let
aj,k(x, ξ) =
{
φj ∗ a(·, ξ)(x)φ̂k(ξ) j, k ≥ 0
0 otherwise
(3.1)
and write
a(x, ξ) =
∞∑
j=3
j−3∑
k=0
aj,k(x, ξ) +
∞∑
k=0
k+2∑
j=k−2
aj,k(x, ξ) +
∞∑
k=3
k−3∑
j=0
aj,k(x, ξ)
=: a(1)(x, ξ) + a(2)(x, ξ) + a(3)(x, ξ).
Note that a(j) ∈ Sm0,0 for each j = 1, 2, 3. It was already proved in [13] that for any s,m ∈ R
and 0 < p, t ≤ ∞ we have
‖T[a(j)]f‖F 0,tp . ‖f‖F s,tp , j = 1, 2(3.2)
and the estimates clearly imply
T[a(j)] : F
s1,q
p → F
s2,t
p , j = 1, 2
for all 0 < q, t ≤ ∞ and s1, s2 ∈ R. Therefore it suffices to prove
‖T[a(3) ]f‖F s2,tp
. ‖f‖F s1,qp(3.3)
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if one of the conditions (1)-(4) holds. Actually, we may consider only the endpoint case
m− s1 + s2 = −d
∣∣1/2− 1/p∣∣ because the other cases follow immediately.
Observe that T[a(3)] can be written as
T[a(3)] =
∞∑
k=3
T[bk]
where bk(x, ξ) :=
(∑k−3
j=0 φj
)
∗ a(·, ξ)(x)φ̂k(ξ) is a S
m
0,0 symbol with a constant which is
independent of k. Moreover, for 0 < r <∞ there exists a constant Cr > 0 such that∥∥T[bk]gk∥∥Lr ≤ Cr2k(m+d|1/2−1/r|)‖gk‖Lr ,(3.4)
provided gk ∈ S satisfies ĝk ⊂ {|ξ| ≈ 2
k} for each k ∈ N ( This follows from the hr
boundedness of T[bk] and Supp(T̂bkgk) ⊂ {ξ : |ξ| ≈ 2
k} ).
For r = ∞ we claim that for each k ≥ 3 if gk ∈ C
∞ satisfies the polynomial growth
estimate
|gk(y)| ≤ Ck(1 + |y|)
Nk(3.5)
for some Ck, Nk > 0 then ∥∥T[bk]gk∥∥L∞ . 2k(m+d/2)‖gk‖L∞(3.6)
where the constant in the inequality is independent of k. To prove (3.6) we need the
following lemmas.
Lemma 3.1. Suppose g ∈ C∞ satisfies the polynomial growth estimate
|g(y)| .
(
1 + |y|
)N
, ∀y ∈ Rd(3.7)
for some N > 0. Then for any Ψ ∈ S and x ∈ Rd(∑
l∈Zd
∣∣g ∗ (Ψe2πi〈·,l〉)(x)∣∣2)1/2 = (∫
[0,1]d
∣∣∣ ∑
n∈Zd
g(x− y + n)Ψ(y − n)
∣∣∣2dy)1/2.(3.8)
Proof. For each x ∈ Rd we define
Gx(y) :=
∑
n∈Zd
g(x− y + n)Ψ(y − n).
Then each Gx is well-defined periodic function and |Gx(y)| .N
(
1 + |x|
)N
. (3.8) follows
from Plancherel’s identity and the observation
g ∗
(
Ψe2πi〈·,l〉
)
(x) =
∑
n∈Zd
∫
−n+[0,1]d
g(x − y)Ψ(y)e2πi〈y,l〉dy
=
∫
[0,1]d
∑
n∈Zd
g(x− y + n)Ψ(y − n)e2πi〈y,l〉dy
=
∫
[0,1]d
Gx(y)e
2πi〈y,l〉dy.

Lemma 3.2. Let µ ∈ N and P ∈ Dµ. Suppose {gk}k∈N is a sequence of C
∞ functions
satisfying (3.5). Then there exists ǫ > 0 such that( 1
|P |
∫
P
∣∣T[bk]gk(x)∣∣2dx)1/2 .ǫ 2k(m+d/2)2−ǫ(k−µ)‖gk‖L∞(3.9)
for each integer k ≥ µ. Here the constant in the inequality is independent of k, µ and P .
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Proof. Choose ψ, ψ˜ ∈ S so that Supp(ψ̂) ⊂ {ξ : |ξ| ≤ 1 + 1/100}, ψ̂(ξ) = 1 on {ξ : |ξ| ≤
1−1/100},
∑
l∈Zd ψ̂(ξ − l) = 1 for all ξ ∈ R
d, ψ˜∗ψ = ψ, and Supp(
̂˜
ψ) ⊂ {ξ : |ξ| ≤ 1+1/10}.
For each l ∈ Zd let blk(x, ξ) := bk(x, ξ)
̂˜
ψ(ξ − l).
Fix k ≥ µ and for each l ∈ Zd let ĝlk(ξ) := ĝk(ξ)ψ̂(ξ − l). For µ ∈ N let P
∗ be a dilate of
P ∈ Dµ by a factor of 10 and for 0 < δ < 1 and k ≥ µ let P
δ
µ,k be a dilate of P ∈ Dµ whose
side length is 2δ(k−µ) with the same center cP . Then the left-hand side of (3.9) is( 1
|P |
∫
P
∣∣∣ ∑
|l|≈2k
T[blk]
glk(x)
∣∣∣2dx)1/2 ≤ IP + IIP
where
IP :=
( 1
|P |
∫
P
∣∣∣ ∑
|l|≈2k
T[blk]
(
χP δµ,k
glk
)
(x)
∣∣∣2dx)1/2
IIP :=
( 1
|P |
∫
P
∣∣∣ ∑
|l|≈2k
T[blk]
(
χ(P δk,µ)c
glk
)
(x)
∣∣∣2dx)1/2
By using (3.4) and Young’s inequality we have
IP ≤ 2
µd/2
∥∥∥ ∑
|l|≈2k
T[blk]
(
χP δµ,k
glk
)∥∥∥
L2
= 2µd/2
∥∥∥T[bk]( ∑
|l|≈2k
(
ψ˜e2πi〈·,l〉
)
∗
(
χP δµ,k
glk
))∥∥∥
L2
. 2k(m+d/2)2−(k−µ)d/2
∥∥∥ ∑
|l|≈2k
(
ψ˜e2πi〈·,l〉
)
∗
(
χP δµ,k
glk
)∥∥∥
L2
.
and by the almost orthogonality property of
{̂˜
ψ(· − l)
}
l∈Zd
and Young’s inequality
IP . 2
k(m+d/2)2−(k−µ)d/2
( ∑
|l|≈2k
∥∥χP δµ,kglk∥∥2L2)1/2
≤ 2k(m+d/2)2−(k−µ)d/2
( ∫
P δµ,k
∑
|l|≈2k
∣∣gk ∗ (ψe2πi〈·,l〉)(x)∣∣2dx)1/2
and then we apply Lemma 3.1 to obtain that the last expression is less than
2k(m+d/2)2−(k−µ)d/2
( ∫
P δµ,k
∫
[0,1]d
∣∣∣ ∑
n∈Zd
gk(x− y + n)ψ(y − n)
∣∣∣2dydx)1/2
. 2k(m+d/2)2−(k−µ)(1−δ)d/2‖gk‖L∞ .
To estimate IIP let K
l
k(x, y) be the kernel of T[blk]
. Then it follows from integration by
parts that
|K lk(x, y)| .M 2
km 1
|xP − y|M
, |l| ≈ 2k
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for x ∈ P and y ∈ (P δµ,k)
c. Therefore
IIP ≤ sup
x∈P
∑
|l|≈2k
∣∣T[blk,p](χ(P δµ,k)cglk)(x)∣∣
.M 2
km
∫
|xP−y|&2δ(k−µ)
1
|xP − y|M
∑
|l|≈2k
|glk(y)|dy
. 2k(m+d/2)2−δ(k−µ)(M−d)
∥∥∥(∑
l∈Zd
|glk|
2
)1/2∥∥∥
L∞
for M > d. Now we apply Lemma 3.1 to obtain∥∥∥(∑
l∈Zd
|glk|
2
)1/2∥∥∥
L∞
=
∥∥∥(∑
l∈Zd
|gk ∗
(
ψe2πi〈·,l〉
)
|2
)1/2∥∥∥
L∞
≤ ‖gk‖L∞
∥∥∥ ∑
n∈Zd
|ψ(· − n)|
∥∥∥
L∞
. ‖gk‖L∞ .
This yields that
IIP .M 2
k(m+d/2)2−δ(k−µ)(M−d)‖gk‖L∞
for M > d.
The proof is done by choosing ǫ = min
(
(1− δ)d/2, δ(M − d)
)
.

Now we return to the proof of (3.6). By using (2.6) and Lemma 3.2, it follows that∥∥T[bk ]gk∥∥L∞ . ∥∥T[bk]gk∥∥F 0,∞∞ . ∥∥T[bk]gk∥∥F 0,2∞
≤ sup
P∈D,2−k−2≤l(P )<1
( 1
|P |
∫
P
k+2∑
j=k−2
∣∣ΛjT[bk]gk(x)∣∣2dx)1/2
.σ sup
P∈D,2−k−2≤l(P )<1
( 1
|P |
∫
P
(
Mσ,2kT[bk]gk(x)
)2
dx
)1/2
. sup
P∈D,2−k−2≤l(P )<1
( 1
|P |
∫
P
∣∣T[bk]gk(x)∣∣2dx)1/2
.ǫ 2
k(m+d/2)‖gk‖L∞ sup
1≤µ≤k+2
2−ǫ(k−µ) . 2k(m+d/2)‖gk‖L∞
for σ > d/2 because Supp(T̂[bk]gk) ⊂ {ξ : 2
k−2 ≤ |ξ| ≤ 2k+2}.
Theorem 1.1 (2) is an immediate consequence of (3.4). From now on, we assume p 6= 2.
3.1. The case 0 < p ≤ 1. Suppose 0 < p ≤ 1 and m− s1 + s2 = −d(1/p − 1/2). Then we
will show
‖T[a(3)]f‖F s2,pp . ‖f‖F
s1,∞
p
.(3.10)
By (2.7) and Lemma 2.1, f ∈ F s1,∞p can be decomposed with {bQ} Q∈D
l(Q)≤1
∈ f s1,∞p and
there exist a sequence of scalars {λj} and a sequence of∞-atoms {rj,Q} for f
s1,∞
p such that
f(x) =
∑
Q∈D
l(Q)≤1
bQϑ
Q(x) =
∞∑
j=1
λj
∑
Q∈D
l(Q)≤1
rj,Qϑ
Q(x).
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Note that ( ∞∑
j=1
|λj |
p
)1/p
. ‖f‖F s1,∞p
and
|rQ| . |P |
−1/p|Q|s1/d+1/2.
Let µ ∈ Z, P ∈ Dµ, and {rQ} be ∞-atoms for f
s1,∞
p associated with P . Define
RP,k(x) :=
∑
Q∈Dk,Q⊂P,
l(Q)≤1
rQϑ
Q(x).
Then as shown in [13, 3.5] it suffices to prove that( ∞∑
k=max (3,µ)
2s2kp
∥∥T[bk]RP,k∥∥pLp)1/p . 1, uniformly in µ and P.(3.11)
where the sum is additionally taken over µ ≤ k because the condition Q ⊂ P in the defini-
tion of RP,k ensures that RP,k vanishes unless µ ≤ k.
We first consider the case l(P ) ≤ 2−3 ( i.e. µ ≥ 3 ). Now our claim is that there exists
ǫ > 0 such that ∥∥T[bk]RP,k∥∥Lp . 2−s2k2−ǫ(k−µ) uniformly in µ and P(3.12)
for each k ≥ µ. Then (3.11) follows immediately.
To show (3.12) we fix 0 < δ < 1 and let P ∗ and P δµ,k be dilates of P as in the proof of
Lemma 3.2. The left-hand side of (3.12) is less than a constant times∥∥T[bk]RP,k∥∥Lp(P δµ,k) + ∥∥T[bk](χP ∗RP,k)∥∥Lp((P δµ,k)c) + ∥∥T[bk](χ(P ∗)cRP,k)∥∥Lp((P δµ,k)c).
First of all, by Ho¨lder’s inequality and (3.4)∥∥T[bk]RP,k∥∥Lp(P δµ,k) . |P δµ,k|1/p−1/2∥∥T[bk]RP,k∥∥L2 . 2δ(k−µ)d(1/p−1/2)2km‖RP,k‖L2
and observe that
‖RP,k‖L2 ≈ 2
µd(1/p−1/2)2−s1k.
This yields that ∥∥T[bk]RP,k∥∥Lp(P δµ,k) . 2−s2k2−(k−µ)d(1/p−1/2)(1−δ) .
Moreover, T[bk]
(
χ(P ∗)cRP,k
)
= T[bk]
(
φ˜k ∗ (χ(P ∗)cRP,k)
)
where φ˜k := φk−1+φk+φk+1. By
(3.4) we have∥∥T[bk](χ(P ∗)cRP,k)∥∥Lp((P δµ,k)c) . 2(s1−s2)k∥∥φ˜k ∗ (χ(P ∗)cRP,k)∥∥Lp
and the argument in [13, 3.5] yields
∥∥φ˜k ∗ (χ(P ∗)cRP,k)∥∥Lp .ǫ0 2−s1k2−(k−µ)ǫ0 for some
ǫ0 > 0. Therefore ∥∥T[bk](χ(P ∗)cRP,k)∥∥Lp((P δµ,k)c) . 2−s2k2−(k−µ)ǫ0 .
Now let us look at the term
∥∥T[bk](χP ∗RP,k)∥∥Lp((P δµ,k)c). Let Kk(x, y) be the kernel of
T[bk] and define
ck(y, η) :=
∫
Rd
Kk(x+ y, y)e
−2πi〈x,η〉dx.
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Then ck(y, η) can be interpreted as a symbol corresponding to the adjoint operator of T[bk]
and therefore ck also belongs to S
m
0,0 ( See [13, Appendix] for more details ). Furthermore
η lives in the annulus {η : 2k−2 ≤ |η| ≤ 2k+2}. Therefore for any multi-indices α we have( ∫
Rd
∣∣(x− y)αKk(x, y)∣∣2dx)1/2 = ( ∫
Rd
∣∣∂αη ck(y, η)∣∣2dη)1/2 . 2k(m+d/2)(3.13)
by Plancherel’s theorem. Now for 0 < p < 1 by Ho¨lder’s inequality with 1/p > 1 and
Fubini’s theorem we have∥∥T[bk](χP ∗RP,k)∥∥Lp((P δµ,k)c)
.
(∫
(P δµ,k)
c
1
|x− xP |L/(1−p)
dx
)1/p−1 ∫
y∈P ∗
|RP,k(y)|
∫
x∈(P δµ,k)
c
|x− xP |
L/p|Kk(x, y)|dxdy
.L 2
−δ(k−µ)(L/(1−p)−d)(1/p−1)
(∫
(P δµ,k)
c
1
|x− xP |2N
dx
)1/2
×
∫
y∈P ∗
|RP,k(y)|
( ∫
x∈(P δµ,k)
c
|x− xP |
2L/p+2N
∣∣Kk(x, y)∣∣2dx)1/2dy
where we recall xP denotes the lower left corner of P . For x ∈ (P
δ
µ,k)
c and y ∈ P ∗ we have
|x− xP | . |x− y| and thus(∫
x∈(P δµ,k)
c
|x− xP |
2L/p+2N
∣∣Kk(x, y)∣∣2dx)1/2
.
(∫
x∈(P δµ,k)
c
|x− y|2L/p+2N
∣∣Kk(x, y)∣∣2dx)1/2 . 2k(m+d/2)
due to (3.13). This proves∥∥T[bk](χP ∗RP,k)∥∥Lp((P δµ,k)c) .L,N 2k(m+d/2)2−δ(k−µ)(L/(1−p)−d)(1/p−1)2−δ(k−µ)(N−d/2)‖RP,k‖L1
≈ 2−s2k2−δ(k−µ)(L/(1−p)−d)(1/p−1)2−δ(k−µ)(N−d/2)2−(k−µ)d(1/p−1).
Similarly, for p = 1 we have∥∥T[bk](χP ∗RP,k)∥∥L1((P δµ,k)c) .N 2−s2k2−δ(k−µ)(N−d/2) .
Thus, (3.12) holds for l(P ) ≤ 2−3.
When l(P ) > 2−3 ( i.e. µ < 3 ) we replace P δµ,k by a dilate of P whose side length is
2k−µ with the same center cP in the above argument and obtain∥∥T[bk]RP,k∥∥Lp .ǫ 2−s2k2−ǫk.
for some ǫ > 0. Then (3.11) follows.
3.2. The case 2 < p ≤ ∞. Suppose 2 < p ≤ ∞ and m− s1 + s2 = −d(1/2 − 1/p). Then
it suffices to show that ∥∥T[a(3)]f∥∥F s2,qp . ‖f‖F s1,pp , 0 < q < 1.(3.14)
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3.2.1. Proof of (3.14) for 2 < p <∞. By Lemma 2.4 one has
∥∥T[a(3)]f∥∥F s2,qp . 4∑
j=0
2s2j
∥∥ΛjT[a(3)]f∥∥Lp + ∥∥N ♯,5q ({2s2kΛkT[a(3)]f})∥∥Lp .
For k ≥ 3 let φ˜k := φk−1 + φk + φk+1 as before and fk := φ˜k ∗ f . Then T[bk]f = T[bk]fk
and Supp(T̂[bk]fk) ⊂ {ξ : 2
k−2 ≤ |ξ| ≤ 2k+2}. Due to the support property and Young’s
inequality we have
4∑
j=0
2s2j
∥∥ΛjT[a(3)]f∥∥Lp . 6∑
k=3
2s2k
∥∥T[bk]fk∥∥Lp(3.15)
and by (3.4) this is bounded by a constant times
7∑
k=2
2s1k‖Λkf‖Lp . ‖f‖F s1,pp .
Now our goal is to show∥∥N ♯,5q ({2s2kΛkT[a(3)]f})∥∥Lp . ‖f‖F s1,pp .
Observe that for k ≥ 5 and σ > 0∣∣ΛkT[a(3)]f ∣∣ ≤ k+2∑
j=k−2
∣∣ΛkT[bj ]fj∣∣ .σ k+2∑
j=k−2
Mσ,2jT[bj ]fj(3.16)
and this implies that
N ♯,5q
({
2s2kΛkT[a(3)]f
})
(x) . N ♯,3q
({
2s2kMσ,2kT[bk]fk
})
(x).
Since Supp(T̂[bk]fk) ⊂ {ξ : 2
k−2 ≤ |ξ| ≤ 2k+2}, T[bk]fk = γk ∗ (T[bk ]fk) for some γk ∈ S
whose Fourier transform is supported in {ξ : |ξ| ≈ 2k}. Then by using Lemma 2.3 with
σ > 2d/q we have
N ♯,5q
({
2s2kΛkT[a(3)]f
})
(x) . N ♯,3q
({
2s2kT[bk]fk
})
(x).
We now apply the interpolation technique in [16]. Given a sequence {T[bk]fk} we can
choose dyadic cubes P (x) depending measurably on x so that
N ♯,3q
({
2s2kT[bk]fk
})
(x) .
( 1
|P (x)|
∫
P (x)
∞∑
k=max (3,− log2 l(P (x)))
2s2kq|T[bk]fk(y)|
qdy
)1/q
.
For each x ∈ Rd let µ(x) := − log2 l(P (x)) and λ(x) := max (3, µ(x)). Then it suffices to
show ∥∥∥( 1
|P (x)|
∫
P (x)
∞∑
k=λ(x)
2s2kq
∣∣T[bk]fk(y)∣∣qdy)1/q∥∥∥Lp(x) . (
∞∑
k=3
2s1kp‖fk‖
p
Lp
)1/p
(3.17)
where the constant in the inequality does not depend on the choice of mapping x 7→ P (x).
By using Ho¨lder’s inequality with 1/q > 1 the left-hand side of (3.17) is less than∥∥∥ ∞∑
k=λ(x)
2δ(k−λ(x))2s2k
1
|P (x)|
∫
P (x)
∣∣T[bk]fk(y)∣∣dy∥∥∥Lp(x)
for any δ > 0.
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Now let
T lin({fk}k∈N)(x) :=
∞∑
k=λ(x)
2δ(k−λ(x))2s2k
1
|P (x)|
∫
P (x)
ωk(x, y)T[bk ]fk(y)dy
where ωk(x, y)’s are measurable functions satisfying supx,y,k
∣∣ωk(x, y)∣∣ ≤ 1.
For 0 ≤ Re(z) ≤ 1 we define
S
z
n({fk}k∈N)(x)
:= 2d(1−z)(n+λ(x))/22(s2−d/p)(n+λ(x))
1
|P (x)|
∫
P (x)
ωn+λ(x)(x, y)T[bn+λ(x)]fn+λ(x)(y)dy.
Then observe that
T lin({fk}k∈N)(x) =
∞∑
n=0
2δnSθn({fk}k∈N)(x) for θ = 1− 2/p.
Now we estimate the Lp norm of Szn for z = θ by interpolation between L
2 bound for
Re(z) = 0 and L∞ bound for Re(z) = 1.
For z = iτ , τ ∈ R we have∣∣Siτn ({fk})(x)∣∣ ≤ 1|P (x)|
∫
P (x)
sup
k∈N
2(s2−d/p+d/2)k
∣∣T[bk]fk(y)∣∣dy
≤ M
((∑
k∈N
(
2(s2−d/p+d/2)k
∣∣T[bk]fk∣∣)2)1/2)(x)
and thus, by the L2 estimate for M, Fubini, and (3.4),
∥∥Siτn ({fk})∥∥L2 . ( ∞∑
k=1
∥∥2(s2−d/p+d/2)kT[bk]fk∥∥2L2)1/2
.
( ∞∑
k=1
∥∥2s1kfk∥∥2L2)1/2.(3.18)
Moreover, by Schwarz inequality and Lemma 3.2, we have∣∣S1+iτn ({fk})(x)∣∣ ≤ 2(s2−d/p)(n+λ(x)) 1|P (x)|
∫
P (x)
∣∣T[bn+λ(x)]fn+λ(x)(y)∣∣dy
.ǫ 2
s1(n+λ(x))2−ǫ(n+λ(x)−µ(x))‖fn+λ(x)‖L∞
≤ 2−ǫn sup
k∈N
‖2s1kfk‖L∞
for some ǫ > 0. Therefore,∥∥S1+iτn ({fk}k∈N)∥∥L∞ . 2−ǫn sup
k∈N
‖fk‖L∞ .(3.19)
By applying a complex interpolation theorem in [6, Chapter8] to (3.18) and (3.19) we
obtain ∥∥Sθn({fk})∥∥Lp . 2−ǫ0n( ∞∑
k=1
‖2s1kfk‖
p
Lp
)1/p
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for some ǫ0 > 0, and finally
‖T lin({fk})‖Lp ≤
∞∑
n=0
2δn
∥∥Sθn({fk}k∈N)∥∥Lp . ( ∞∑
k=1
‖2s1kfk‖
p
Lp
)1/p ∞∑
n=0
2−n(ǫ0−δ)
.
( ∞∑
k=1
2s1kp‖fk‖
p
Lp
)1/p
by choosing 0 < δ < ǫ0. Now by suitably choosing ωk, we get (3.17).
3.2.2. Proof of (3.14) for p =∞. Supposem−s1+s2 = −d/2. We see that ‖Ta(3)f‖F s2,q∞
is less than
4∑
j=0
2s2j
∥∥ΛjT[a(3)]f∥∥L∞ + sup
P∈D,l(P )<1
( 1
|P |
∫
P
∞∑
j=max (5,− log2 l(P ))
2s2jq
∣∣ΛjTa(3)f(x)∣∣qdx)1/q
and the first finite sum is less than
4∑
j=1
2s2j
j+2∑
k=max (3,j−2)
∥∥ΛjT[bk]fk∥∥L∞ . 6∑
k=3
2s2k‖T[bk ]fk‖L∞ . ‖f‖F s1,∞∞
by using (3.6). Moreover, from (3.16),
sup
P∈D,l(P )<1
( 1
|P |
∫
P
∞∑
j=max (5,− log2 l(P ))
2s2jq
∣∣ΛjTa(3)f(x)∣∣qdx)1/q
. sup
P∈D,l(P )<1
( 1
|P |
∫
P
∞∑
k=max (3,−2−log2 l(P ))
2s2kq
(
Mσ,2kT[bk ]fk(x)
)q
dx
)1/q
. sup
P∈D,l(P )≤2−3
( 1
|P |
∫
P
∞∑
k=− log2 l(P )
2s2kq
(
Mσ,2kT[bk]fk(x)
)q
dx
)1/q
. sup
P∈D,l(P )≤2−3
( ∞∑
k=− log2 l(P )
2s2kq
1
|P |
∫
P
∣∣T[bk]fk(x)∣∣qdx)1/q . ‖f‖F s1,∞∞
where the third inequality follows from (2.6) with σ > d/q, and the last one from Ho¨lder’s
inequality with 2/q > 1 and Lemma 3.2.
4. Proof of Theorem 1.2
It suffices to show that for 0 < p, q ≤ ∞ T[a] maps B
s1,q
p into B
s2,q
p if m − s1 + s2 =
−d
∣∣1/2 − 1/p∣∣. The estimates (3.2) prove that T[a(j)] : Bs1,qp → Bs2,qp for each j = 1, 2 and
the boundedness of T[a(3)] is an immediate consequence of (3.4) and (3.6).
5. Proof of Theorem 1.3 and 1.4
First of all, for m− s1 + s2 > −d
∣∣1/2 − 1/p∣∣ choose 0 < ρ < 1 such that m− s1 + s2 >
−d(1 − ρ)
∣∣1/2 − 1/p∣∣. Then the oscillatory multiplier cm,ρ(∈ Smρ,0 ⊂ Sm0,0) in (1.3) proves
Theorem 1.3 (1) ( or Theorem 1.3 (1) follows immediately from Theorem 1.3 (2) and (3) for
0 < p < ∞ ). Similarly Theorem 1.4 (1) follows. Therefore we only consider the endpoint
case m− s1 + s2 = −d
∣∣1/2− 1/p∣∣.
We construct multiplier operators and since s1 and s2 do not affect the boundedness of
multipliers, we assume s1 = s2 = 0
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Recall the Khintchine’s inequality; For a (countable) index set I , let {rn}n∈I be the
Rademacher functions defined on [0, 1] and {cn}n∈I be a sequence of complex numbers.
Then for 0 < p <∞, (∫ 1
0
∣∣∑
n∈I
cnrn(v)
∣∣pdv)1/p ≈ (∑
n∈I
|cn|
2
)1/2
.(5.1)
For each k ∈ N let ζk := 10k and Nk := {n ∈ Z
d : 2ζk+2 ≤ |n| < 2ζk+3}. Now let
{rn}n∈Nk be the Rademacher functions and define
Mv(ξ) :=
∞∑
k=10
2ζkm
∑
n∈Nk
rn(v)φ̂(ξ − n).
Clearly, Mv ∈ Sm0,0 uniformly in v ∈ [0, 1].
Let G(x) =
∑4
j=1 φj(x). Then its Fourier transform equals 1 on {ξ : 2 ≤ |ξ| ≤ 2
4},
vanishes outside {ξ : 1 < |ξ| < 25}. This implies that
Ĝ(ξ/2ζk )φ̂(ξ − n) = φ̂(ξ − n), for n ∈ Nk.(5.2)
5.1. Proof of Theorem 1.3 (2). Assume 0 < t < p ≤ 2 and m = −d(1/p − 1/2). We
shall use a randomization technique in [2].
For each k ∈ N let Q(k) be the subset of Dζk contained in [0, 1]
d. Let Ω be a probability
space with probability measure µ and let {θQ} be a family of independent random variables,
each of which takes the value 1 with probability Ak and the value 0 with probability 1−Ak
when Q ∈ Q(k). Here Ak is, of course, a constant between 0 and 1.
For each w ∈ Ω define
fL,w(x) :=
L∑
k=10
Bk
∑
Q∈Q(k)
θQ(w)G(2
ζk (x− cQ))(5.3)
where cQ is the center of Q and {Bk} is a sequence of positive numbers increasing at least
in a geometric progression. Then as shown in [2, Proof of Theorem1.4],(∫
Ω
∥∥∥fL,w∥∥∥p
F 0,qp
dµ(w)
)1/p
.
( L∑
k=10
BpkAk
)1/p
.(5.4)
By putting Ak = 2
−ζkd and Bk = 2
ζkd/p,
(5.4) . L1/p.
Moreover, due to (5.2) one has
Mv(D)fL,w(x) =
L∑
k=10
Bk2
ζk(m−d)
∑
Q∈Q(k)
θQ(w)φ(x − cQ)
∑
n∈Nk
rn(v)e
2πi<x−cQ,n>.
Our claim is (∫ 1
0
∫
Ω
∥∥Mv(D)fL,w∥∥p
F 0,tp
dµdv
)1/p
& L1/t(5.5)
and this implies that there exists v0 ∈ [0, 1] such that
sup{‖Mv0(D)f‖F 0,tp : ‖f‖F 0,qp ≤ 1, f ∈ E(r)} & (log r)
1/t−1/p.(5.6)
18 BAE JUN PARK
Let’s prove (5.5). Note that∥∥Mv(D)fL,w∥∥
F 0,tp
≈
∥∥∥( L∑
k=10
Btk2
ζkt(m−d)
∣∣∣ ∑
Q∈Q(k)
θQ(w)φ(· − cQ)
∑
n∈Nk
rn(v)e
2πi<·−cQ,n>
∣∣∣t)1/t∥∥∥
Lp
.
Let Ω(k,Q) be the event that θQ(w) = 1 but θQ′ = 0 for all Q
′ 6= Q in Q(k). The probability
of this event satisfies
µ(Ω(k,Q)) ≥ Ak(1−Ak)
card(Q(k))−1 & Ak(5.7)
with card(Q(k)) = 2ζkd and our choice Ak = 2
−ζkd. Then one has( ∫ 1
0
∫
Ω
∥∥Mv(D)fL,w∥∥p
F 0,tp
dµdv
)1/p
&
( L∑
k=10
Btk2
ζkt(m−d)
∫
[0,1]d
∫ 1
0
∫
Ω
∣∣∣ ∑
Q∈Q(k)
θQ(w)φ(x− cQ)
∑
n∈Nk
rn(v)e
2πi<x−cQ,n>
∣∣∣tdµdvdx)1/t
&
( L∑
k=10
Btk2
ζkt(m−d)
∑
Q∈Q(k)
µ(Ω(k,Q))
∫
[0,1]d
|φ(x− cQ)|
t
∫ 1
0
∣∣∣ ∑
n∈Nk
rn(v)e
2πi<x−cQ,n>
∣∣∣tdvdx)1/t
&
( L∑
k=10
BtkAk2
ζkt(m−d)
∑
Q∈Q(k)
∫
[0,1]d
|φ(x− cQ)|
t
∫ 1
0
∣∣∣ ∑
n∈Nk
rn(v)e
2πi<x−cQ,n>
∣∣∣tdvdx)1/t
where the first inequality follows from Ho¨lder’s inequality with p/t > 1, the second one
from the estimate
∫
Ω
| · · · |dµ ≥
∑
Q∈Q(k)
∫
Ω(k,Q)
| · · · |dµ, and the last one from (5.7).
Finally, we apply the Khinchin’s inequality with card(Nk) ∼ 2
ζkd to get the lower bound( L∑
k=10
BtkAk2
ζkt(m−d/2)
∑
Q∈Q(k)
∫
[0,1]d
|φ(x− cQ)|
tdx
)1/t
&
( L∑
k=10
Btk2
ζkt(m−d/2)
)1/t
& L1/t
because m = −d(1/p − 1/2), Ak = 2
−ζkd, and Bk = 2
ζkd/p.
5.2. Proof of Theorem 1.3 (3). Suppose 2 ≤ p < q ≤ ∞ and m = −d(1/2 − 1/p). In
this case, by using the same duality technique in [13, Section 6.1.3] we can obtain
sup{‖
(
Mv0(D)
)∗
f‖F 0,∞p : ‖f‖F 0,qp ≤ 1, f ∈ E(R
A)} &ǫ (logR)
ǫ
for any 0 < ǫ < 1/p − 1/q and some A > 0, and this proves Theorem 1.3 (3).
5.3. Proof of Theorem 1.4 (2). We first assume 0 < p ≤ 2 and 0 < t < q ≤ ∞. Define
gL(x) :=
L∑
k=10
Ck2
ζkdG(2ζkx).
Then
‖gL‖B0,qp .
∥∥{Ck‖2ζkdG(2ζk ·)‖Lp}Lk=10∥∥lq ≈ ∥∥{Ck2ζkd(1−1/p)}Lk=10∥∥lq .(5.8)
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Moreover, by using (5.2)
Mv(D)gL(x) = φ(x)
L∑
k=10
Ck2
ζkm
∑
n∈Nk
rn(v)e
2πi〈x,n〉
and thus(∫ 1
0
∥∥Mv(D)gL∥∥t
B0,tp
dv
)1/t
≈
( L∑
k=10
Ctk2
ζkmt
∫ 1
0
∥∥∥φ · ∑
n∈Nk
rn(v)e
2πi〈·,n〉
∥∥∥t
Lp
dv
)1/t
.
Observe that ∫ 1
0
∥∥∥φ · ∑
n∈Nk
rn(v)e
2πi〈·,n〉
∥∥∥t
Lp
dv
&
( ∫
Rd
|φ(x)|p
( ∫ 1
0
∣∣∣ ∑
n∈Nk
rn(v)e
2πi〈x,n〉
∣∣∣min (t,p)dv)p/min (t,p)dx)t/p
( Ho¨lder’s inequality when t > p, Minkowski inequality when t < p ) and this expression is
comparable to 2ζkdt/2 by applying Khintchine’s inequality. Therefore one has(∫ 1
0
∥∥Mv(D)gL∥∥t
B0,tp
dv
)1/t
&
∥∥{Ck2ζkd(1−1/p)}Lk=10∥∥lt(5.9)
Finally, we are done by choosing Ck so that (5.8) . 1 and (5.9) & L
ǫ for some ǫ > 0.
When 2 < p <∞, the result follows from the duality arguments in [13, 6.2.2].
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