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In this second part of the paper, we consider finite difference Lagrangians which are invariant under linear
and projective actions of SL(2), and the linear equi-affine action which preserves area in the plane.
We first find the generating invariants, and then use the results of the first part of the paper to write
the Euler–Lagrange difference equations and Noether’s difference conservation laws for any invariant
Lagrangian, in terms of the invariants and a difference moving frame. We then give the details of the final
integration step, assuming the Euler Lagrange equations have been solved for the invariants. This last
step relies on understanding the Adjoint action of the Lie group on its Lie algebra. We also use methods
to integrate Lie group invariant difference equations developed in Part I.
Effectively, for all three actions, we show that solutions to the Euler–Lagrange equations, in terms of the
original dependent variables, share a common structure for the whole set of Lagrangians invariant under
each given group action, once the invariants are known as functions on the lattice.
Keywords: Noether’s Theorem, Finite Difference, Discrete Moving Frames
Contents
1 Introduction 2
2 The linear action of SL(2) in the plane 6
2.1 The Adjoint action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 The discrete frame, the generating invariants and their syzygies . . . . . . . . . . . . . 6
2.2.1 The generating discrete invariants . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 The generating differential invariants . . . . . . . . . . . . . . . . . . . . . . 7
2.3 The Euler–Lagrange equations and conservation laws . . . . . . . . . . . . . . . . . . 8
2.4 The general solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 The SA(2) = SL(2)⋉R2 linear action 12
3.1 The Adjoint action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 The discrete frame, the generating invariants and their syzygies . . . . . . . . . . . . . 13
3.3 The Euler–Lagrange equations and the conservation laws. . . . . . . . . . . . . . . . . 15
3.4 The general solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 The SL(2) projective action 18
4.1 The Adjoint action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
†Corresponding author. Email: e.l.mansfield@kent.ac.uk
‡Email: arer2@kent.ac.uk
c© The author 2019. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved.
2 of 24 CONTENTS
4.2 The discrete frame, the generating invariants and their syzygies . . . . . . . . . . . . . 19
4.3 The generating discrete invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.4 The generating differential invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.5 The Euler–Lagrange equations and the conservation laws . . . . . . . . . . . . . . . . 21
4.6 The general solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Conclusions 24
1. Introduction
This is a continuation of Moving Frames and Noether’s Finite Difference Conservation Laws I Mans-
field, Rojo-Echeburu´a, Hydon & Peng (2019) where now we consider Lie group actions of the special
linear group SL(2) and SL(2)⋉R2. The Lie group SL(2) is the set of 2× 2 real (or complex) matrices
with determinant equal to unity. Its typical element is written as
g =
(
a b
c d
)
, ad− bc = 1. (1.1)
Its Lie algebra, the set of 2× 2 real (or complex) matrices with zero trace, is denoted sl(2). Part
I of this paper developed all the necessary theory and considered simpler solvable groups; here we
show some additional techniques needed for semi-simple groups. Smooth variational problems with
an SL(2) and SL(2)⋉R2 symmetry were considered using moving frame techniques in Gonc¸alves
& Mansfield (2012), Gonc¸alves & Mansfield (2016) and Mansfield (2010). Here we show the finite
difference analogue for these variational problems.
We first recall the notation, definitions and the main Theorems developed in the first part of this paper
(Mansfield, Rojo-Echeburu´a, Hydon & Peng (2019)), which we will need; citations to the literature on
standard notions from the discrete calculus of variations and on moving frames can be found in the
Introduction to Part 1.
We consider the dependent variables to take values inU ⊂Rq with coordinates u = (u1, . . . ,uq). We
use the notation uαj = u
α(n+ j) for α = 1, · · · ,q and n, j ∈ Z. The (forward) shift operator S acts on
functions of n as follows:
S : n 7→ n+ 1, S : f (n) 7→ f (n+ 1),
for all functions f whose domain includes n and n+ 1. In particular,
S : uαj 7→ uαj+1
on any domain where both of these quantities are defined. The forward difference operator is S− id,
where id is the identity operator:
id : n 7→ n, id : f (n) 7→ f (n), id : uαj 7→ uαj .
The shift S is an operator on P
(−∞,∞)
n (U) where P
(J0,J)
n (U)≃U ×·· ·×U (J− J0+ 1 copies) with coor-
dinates z = (uJ0 , . . . ,uJ), where J0 6 0 and J > 0. We denote the j
th power of S by S j, so that u j = S ju0
for each j ∈ Z.
We will consider actions that are assumed to be free and regular on a manifold M. Therefore, there
exists a cross section K ⊂ M that is transverse to the orbits O(z) and, for each z ∈ M, the set K ∩O(z)
has just one element, the projection of z onto K . Using the cross-section K , a moving frame for the
group action on a neighbourhoodU ⊂ M of z can be defined as follows.
CONTENTS 3 of 24
DEFINITION 1.1 (Moving Frame) Given a smooth Lie group action G×M → M, a moving frame is an
equivariant map ρ : U ⊂ M → G. Here U is called the domain of the frame.
A left equivariant map satisfies ρ(g · z) = gρ(z), and a right equivariant map satisfies ρ(g · z) =
ρ(z)g−1. In order to find the frame, let the cross-sectionK be given by a system of equationsψr(z) = 0,
for r = 1, . . . ,R, where R is the dimension of the group G. One then solves the so-called normalization
equations,
ψr(g · z) = 0, r = 1, . . . ,R, (1.2)
for g as a function of z. The solution is the group element g = ρ(z) that maps z to its projection on K .
In other words, the frame ρ satisfies
ψr(ρ(z) · z) = 0, r = 1, . . . ,R.
LEMMA 1.1 (Normalized Invariants) Given a left or right action G×M → M and a right frame ρ , then
ι(z) = ρ(z) · z, for z in the domain of the frame ρ , is invariant under the group action.
DEFINITION 1.2 The normalized invariants are the components of ι(z).
THEOREM 1.3 (Replacement Rule) If F(z) is an invariant of the given action G×M → M for a right
moving frame ρ on M, then F(z) = F(ι(z)).
DEFINITION 1.4 (Invariantization Operator) Given a right moving frame ρ , the map z 7→ ι(z) = ρ(z) · z
is called the invariantization operator. This operator extends to functions as f (z) 7→ f (ι(z)), and f (ι(z))
is called the invariantization of f .
If z has components zα , let ι(zα ) denote the α th component of ι(z).
A discrete moving frame is a sequence of moving frames (ρk), k = 1, . . . ,N with a nontrivial inter-
section of domains which, locally, are uniquely determined by the cross-section K = (K1, . . . ,KN) to
the group orbit through z∈MN , where MN is the Cartesian product manifold. For a right discrete frame,
we define the invariants
Ik, j := ρk(z) · z j. (1.3)
Suppose that M is q-dimensional. Therefore z j has components z
1
j , . . . ,z
q
j , and the q components of Ik, j
are the invariants
Iαk, j := ρk(z) · zαj , α = 1, . . .q. (1.4)
We will denote the invariantization operator with respect to the frame ρk(z) by ιk, so that
Ik, j = ιk(z j), I
α
k, j = ιk(z
α
j ).
DEFINITION 1.5 (Discrete Maurer–Cartan invariants) Given a right discrete moving frame ρ , the right
discrete Maurer–Cartan group elements are
Kk = ρk+1ρ
−1
k (1.5)
where defined.
We call the components of the Maurer–Cartan elements the Maurer–Cartan invariants.
A difference moving frame is a natural discrete moving frame that is adapted to difference equations
by prolongation conditions.
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THEOREM 1.6 Given a right difference moving frame ρ , the set of all invariants is generated by the set
of components of K0 = ρ1ρ
−1
0 and I0,0 = ρ0(z) · z0.
As K0 is invariant, by (1.3) we have that
K0 = ι0(ρ1), (1.6)
where ι0 denotes invariantization with respect to the frame ρ0.
Given any smooth path t 7→ z(t) in the space M = MN , consider the induced group action on the
path and its tangent. We extend the group action to the dummy variable t trivially, so that t is invariant.
The action is extended to the first-order jet space of M as follows:
g · dz(t)
dt
=
d(g · z(t))
dt
.
If the action is free and regular on M , it will remain so on the jet space and we may use the same frame
to find the first-order differential invariants
Ik, j;t(t) := ρk(z(t)) ·
dz j(t)
dt
. (1.7)
DEFINITION 1.7 (Curvature Matrix) The curvature matrix Nk is given by
Nk =
(
d
dt
ρk
)
ρ−1k (1.8)
when ρk is in matrix form.
It can be seen that for a right frame, Nk is an invariant matrix that involves the first order differential
invariants. The above derivation applies to all discrete moving frames. For a difference frame the follow
syzygy holds
d
dt
K0 = (SN0)K0−K0N0. (1.9)
As N0 is invariant, from (1.3) we have that
N0 = ι0
(
d
dt
ρ0
)
. (1.10)
In order to calculate the invariantized variation of the Euler–Lagrange equations, we may use the
differential–difference syzygy
d
dt
κ = H σ , (1.11)
where κ is a vector of generating invariants, H is a linear difference operator with coefficients that are
functions of κ and its shifts, and σ is a vector of generating first order differential invariants of the form
(1.7). Note that (1.11) comes from rearranging components in (1.9).
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DEFINITION 1.8 Given a linear difference operator H = c jS j, the adjoint operator H
∗ is defined by
H
∗(F) = S− j(c jF)
and the associated boundary term AH is defined by
FH (G)−H ∗(F)G = (S− id)(AH (F,G)),
for all appropriate expressions F and G.
Now suppose we are given a group action G×M → M and that we have found a difference frame
for this action.
THEOREM 1.9 (Invariant Euler–Lagrange Equations) (Theorem 5.2 in Mansfield, Rojo-Echeburu´a, Hy-
don & Peng (2019)). Let L be a Lagrangian functional whose invariant Lagrangian is given in terms
of the generating invariants as
L = ∑L(n,κ 0, . . . ,κ J1),
and suppose that the differential–difference syzygies are
dκ
dt
= H σ .
Then (with · denoting the sum over all components)
Eu(L) ·u′0 =
(
H
∗Eκ (L)
) ·σ , (1.12)
where Eκ (L) is the difference Euler operator with respect to κ . Consequently, the invariantization of
the original Euler–Lagrange equations is
ι0
(
Eu(L)
)
= H ∗Eκ (L). (1.13)
Consequently, the original Euler–Lagrange equations, in invariant form, are equivalent to
H
∗Eκ (L) = 0.
THEOREM 1.10 (Theorem 7.1 in Mansfield, Rojo-Echeburu´a, Hydon & Peng (2019)) Suppose that the
conditions of Theorem 1.9 hold. Write
AH = C
j
αS j(σ
α ),
where eachC
j
α depends only on n,κ and its shifts. Let Φ
α(u0) be the row of the matrix of characteristics
corresponding to the dependent variable uα0 and denote its invariantization by Φ
α
0 (I) = Φ
α(ρ0 · u0).
Then the R conservation laws in row vector form amount to
C
j
αS j{Φα0 (I)Ad (ρ0)}= 0. (1.14)
That is, to obtain the conservation laws, it is sufficient to make the replacement
σα 7→ {Φα (g ·u0)Ad(g)}
∣∣
g=ρ0
. (1.15)
in AH .
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2. The linear action of SL(2) in the plane
We consider the action of SL(2) on the prolongation space P
(0,0)
n (R2), which has coordinates (x0,y0).
This action is given by(
x0
y0
)
7→
(
a b
c d
)(
x0
y0
)
=
(
x˜0
y˜0
)
, ad− bc = 1. (2.1)
2.1 The Adjoint action
For our calculations we need the adjoint representation of SL(2) relative to this group action. The
infinitesimal vector fields are
va = x∂x− y∂y, vb = y∂x, vc = x∂y.
We have that the induced action on these are(
v˜a v˜b v˜c
)
=
(
va vb vc
)
Ad(g)−1
where
Ad(g) =
a b c( )
a ad+ bc −ac bd
b −2ab a2 −b2
c 2cd −c2 d2
. (2.2)
2.2 The discrete frame, the generating invariants and their syzygies
Taking the normalisation equations x˜0 = 1, x˜1 = y˜0 = 0 and solving for a,b and c, we define the moving
frame
ρ0(x0,y0,x1,y1) =
 y1τ −x1τ
−y0 x0
 ∈ SL(2)
where we have set τ = x0y1− x1y0. Then ρk = Skρ0 gives the discrete moving frame (ρk).
2.2.1 The generating discrete invariants. The Maurer–Cartan matrix is
K0 = ι0(ρ1) =
 κ 1τ
−τ 0
 (2.3)
where we have set κ =
x0y2− x2y0
x1y2− x2y1 . Note that τ = ι0(y1) and κ =
ι0(y2)
S(ι0(y1))
are invariant, by the
equivariance of the frame.
By the general theory of discrete moving frames, the algebra of invariants is generated by τ , κ and
their shifts.
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2.2.2 The generating differential invariants. We now consider x j = x j(t), y j = y j(t) and we define
some first order differential invariants by setting
Ixk, j;t(t) := ρk · x′j and Iyk, j;t(t) := ρk · y′j, (2.4)
where x′j =
d
dt
x j(t) and y
′
j =
d
dt
y j(t). We set the notation
σ x := Ix0,0;t(t) and σ
y := Iy0,0;t(t). (2.5)
LEMMA 2.1 For all k, j, both Ixk, j;t(t) and I
y
k, j;t(t) may be written in terms of σ
x, σ y, κ , τ and their
shifts.
Proof. First note that Ixj, j;t(t) = S jσ
x, I
y
j, j;t(t) = S jσ
y. We have next for each k > j that
Ixk, j;t(t) = ρk · x′j = ρkρ−1k−1ρk−1ρ−1k−2ρk−2 · · ·ρ−1j ρ j · x′j = (SkK0) · · · (S jK0)S jσ x
while similar calculations hold for for k < j and for Iyk, j;t(t).  For our calculations, we need to know
Ix0,2;t(t), I
x
0,1;t(t) and I
y
0,1;t(t) explicitly. We have(
Ix0,1;t(t)
I
y
0,1;t(t)
)
= ρ0
(
x′1
y′1
)
= ρ0ρ
−1
1 ρ1
(
x′1
y′1
)
= K−10
(
Sσ x
Sσ y
)
=
 −Sσ yτ
τSσ x +κSσ y

(2.6)
while a similar calculation yields, setting τ j = S jτ and κ j = S jκ ,(
Ix0,2;t(t)
I
y
0,2;t(t)
)
= K−10 (SK
−1
0 )
(
S2σ
x
S2σ
y
)
=
 −
τ1
τ
−κ1
τ
κτ1 κκ1− τ
τ1
( S2σ x
S2σ
y
)
.
(2.7)
We now define
N0 = ι0
(
d
dt
ρ0
)
=
 −σ x − I
x
0,1;t(t)
τ
−σ y σ x
 ∈ sl(2). (2.8)
From (1.9) we may calculate the differential-difference syzygy. Equating components in (1.9) and
simplifying we obtain
d
dt
κ = κ(id−S)σ x +
(
1
τ
− τ
τ21
S2
)
σ y,
d
dt
τ = τ(S+ id)σ x +κSσ y
(2.9)
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so that
d
dt
(
κ
τ
)
= H
(
σ x
σ y
)
where
H =
 κ(id−S) 1τ − ττ21 S2
τ(id+S) κS
 . (2.10)
2.3 The Euler–Lagrange equations and conservation laws
We are now in a position to obtain the Euler–Lagrange equations and conservation laws for a Lagrangian
of the form
L [x,y] =∑L(τ,τ1, . . .τJ1 ,κ ,κ1, . . . ,κJ2).
Using Theorem 1.9, we have that the Euler–Lagrange system is 0 = H ∗ (Eκ(L) Eτ(L))T which is
written explicitly as
0 = (id−S−1)κEκ(L)+ (id+S−1)τEτ(L),
0 = −S−2
(
τ
τ21
Eκ(L)
)
+
1
τ
Eκ(L)+S−1 (κEτ(L)) .
(2.11)
We recall that if H = ∑mk=0 ckSk then H
∗ = ∑mk=0(S−kck)S−k. Further, we recall the formula
FH (G)−H ∗(F)G = (S− id)AH (F,G)
where
AH (F,G) =
m
∑
k=1
(
k−1
∑
j=0
S j
)
(S−k (ckF)G)
and where the identity
(Sk − id) = (S− id)
k−1
∑
j=0
S j
has been used.
To obtain the conservation laws we need only the boundary terms arising from E(L)H (σ x σ y)T −
H ∗(E(L))(σ x σ y)T , which we record here. They are (S− id)AH where
AH = C
x
0 σ
x +C
y
0 σ
y +C
y
1 Sσ
y
= [−S−1 (κEκ(L))+S−1 (τEτ(L))]σ x
+
[
S−1 (κEτ(L))−S−2
(
τ
τ21
Eκ(L)
)]
σ y
−S−1
(
τ
τ21
Eκ(L)
)
Sσ y,
(2.12)
where this defines C x0 , C
y
0 and C
y
1 .
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To find the conservation laws from AH , we first calculate the invariantized form of the matrix of
infinitesimals restricted to the variables x0 and y0
Φ0(I) =
a b c( )
x0 1 0 0
y0 0 0 1
and then the replacement required by Theorem 1.10 is given by
Skσ
x 7→ ( 1 0 0 )SkAd(ρ0)
and
Skσ
y 7→ ( 0 0 1 )SkAd(ρ0).
Since SAd(ρ0) = Ad (K0)Ad(ρ0), after collecting terms and simplifying we obtain the Noether’s Con-
servation Laws in the form
k =
[
C x0
(
1 0 0
)
+C y0
(
0 0 1
)
+C y1
(
0 0 1
)
Ad(K0)
]
Ad(ρ0)
= V (I)Ad(ρ0)
(2.13)
where
Ad(ρ0) =

x0y1+ x1y0
τ
y0y1
τ
−x0x1
τ
2
x1y1
τ2
y21
τ2
− x
2
1
τ2
−2x0y0 −y20 x20

and
Ad(K0) =

−1 κτ 0
−2κ
τ
κ2 − 1
τ2
0 −τ2 0

and where C x0 , C
y
0 and C
y
1 are defined in Equation (2.12), the vector k = (k1,k2,k3) is a vector of
constants and where this equation definesV (I) = (V 10 ,V
2
0 ,V
3
0 )
T . Explicitly, the vector of invariantsV (I)
is of the form
V (I) = S−1
(
τEτ(L)−κEκ(L) Eκ(L) κEτ(L)−S−1
(
τ
τ21
Eκ(L)
) )
.
We note that once the Euler–Lagrange equations have been solved for the sequences (κk) and (τk), then
V (I) is known, so that (2.13) can be considered as an algebraic equation for ρ0. This will be the focus
of the next section.
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Recall that from (S− id)(V (I)Ad(ρ0)) = 0 we obtain the discrete Euler–Lagrange equations in the
form SV (I)Ad(ρ1ρ
−1
0 ) =V (I) which yields the equations
(
V 10 V
2
0 V
3
0
)
=
(
V 11 V
2
1 V
3
1
)

−1 κτ 0
−2κ
τ
κ2 − 1
τ2
0 −τ2 0
 . (2.14)
2.4 The general solution
If we can solve for the discrete frame (ρk) we then have from the general theory that(
xk
yk
)
= ρ−1k
(
1
0
)
=
(
dk −bk
−ck ak
)(
1
0
)
=
(
dk
−ck
)
since the normalisation equations for ρk are ρk · (xk,yk)T = (1,0)T .
THEOREM 2.1 Given a solution (κk), (τk) to the Euler–Lagrange equations, so that the vector of invari-
ants SkV (I) = (V
1
k ,V
2
k ,V
3
k )
T appearing in the conservation laws are known and satisfy V 2k 6= 0 for all k,
(2.13), and that with the three constants k = (k1,k2,k3)
T satisfying k3(k
2
1 + 4k2k3) 6= 0 are given, then
the general solution to the Euler–Lagrange equations, in terms of (xk,yk) is(
xk
yk
)
=
(
0 1
−1 0
)
Q
(
∏kl=0 ζlλ1,l 0
0 ∏
j
l=0 kζlλ2,l
)
Q−1
(
c0
d0
)
where here, c0 and d0 are two further arbitrary constants of integration,
Q =
(
k1−
√
k21+ 4k2k3 k1+
√
k21+ 4k2k3
2k3 2k3
)
, (2.15)
and where
λ1,l =V
1
l −
√
k21+ 4k2k3, λ2,l =V
1
l +
√
k21+ 4k2k3, ζl =−
τl
2V 2l
. (2.16)
Proof. If we set
ρ0 =
(
a0 b0
c0 d0
)
, a0d0− b0c0 = 1 (2.17)
and write (2.13) in the form kAd(ρ0)
−1 =V (I) as three equations for {a0,b0,c0,d0}, we obtain
(a0d0+ b0c0)k1+ 2b0d0k2− 2a0c0k3 =V 10 ,
c0d0k1+ d
2
0k2− c20k2 =V 20 ,
−a0b0k1− b20k2+ a20k3 =V 30 .
(2.18)
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Computing a Gro¨ebner basis associated to these equations, together with the equation a0d0− b0c0 = 1,
using the lexicographic ordering k3 < k2 < k1 < c0 < b0 < a0, we obtain
k21+ 4k2k3− (V 10 )
2− 4V20V 30 = 0, (2.19a)
k3c
2
0− k1c0d0− k2d20 +V 20 = 0, (2.19b)
2b0V
2
0 − 2c0k3+(k1−V 10 )d0 = 0, (2.19c)
2a0V
2
0 − c0(k1+V 10 )− 2k2d0 = 0. (2.19d)
We note that (2.19a) is a first integral of the Euler–Lagrange equations, (2.19b) is a conic equation for
(c0,d0) while (2.19c) and (2.19d) are linear for (a0,b0) in terms of (c0,d0).
We have
ρ1 =
 κ 1τ
−τ 0
ρ0
where ρ1 = Sρ0. Hence
c1 =−τa0, and d1 =−τb0.
Back-substituting for a0 and b0 from (2.19c) and (2.19d) yields, assuming V
2
0 6= 0(
c1
d1
)
=
−τ
2V 20
(
V 10
(
1 0
0 1
)
+
(
k1 2k2
2k3 −k1
))(
c0
d0
)
. (2.20)
Now, setting
c0 =
(
c0
d0
)
, c1 =
(
c1
d1
)
, ζ0 =
−τ
2V 20
and X0 =V
1
0
(
1 0
0 1
)
+
(
k1 2k2
2k3 −k1
)
equation (2.20) can be written as
c1 = ζ0X0c0. (2.21)
Diagonalising X0 we obtain Λ0 diagonal such that
Λ0 = Q
−1X0Q =
(
λ 10 0
0 λ 20
)
where
λ 10 =V
1
0 −
√
k21+ 4k2k3 and λ
2
0 =V
1
0 +
√
k21+ 4k2k3
and
Q =
(
k1−
√
k21+ 4k2k3 k1+
√
k21+ 4k2k3
2k3 2k3
)
. (2.22)
Since Q is a constant matrix, it is now simple to solve the recurrence relation. From (2.21), supposing
k3
√
k21+ 4k2k3 6= 0 so Q−1 exists, we obtain
ck+1 = Q
(
∏kl=0 ζlλ1,l 0
0 ∏kl=0 ζlλ2,l
)
Q−1c0
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where here, c0 is the initial data. Finally from the normalisation equations(
xk
yk
)
= ρ−1k
(
1
0
)
=
(
dk −bk
−ck ak
)(
1
0
)
=
(
dk
−ck
)
=
(
0 1
−1 0
)(
ck
dk
)
and the result follows as required. 
REMARK 2.1 The proof of the Theorem makes no use of Equation (2.19b). Here we note that it is
consistent with the second component of (2.14). We have that (2.19b) can be written as
(
c0 d0
) k3 −k12
−k1
2
k2
( c0
d0
)
=−V 20
and therefore
(
c1 d1
) k3 −k12
−k1
2
k2
( c1
d1
)
=−V 21 . (2.23)
Substituting (2.23) into (2.20) yields after simplification the equation
V 21 =−τ2V 30
as claimed.
3. The SA(2) = SL(2)⋉R2 linear action
We write the general element of the equi-affine group, SA(2) = SL(2)⋉R2, as (g,α,β ) where g∈ SL(2)
as in Equation (1.1), and α , β ∈ R. We then consider the equi-affine group action on P(0,0)n (R2) with
coordinates (x0,y0) given by
(g,α,β ) · (x0,y0) = (x˜0, y˜0) = (ax0+ by0+α,cx0+ dy0+β ), ad− bc = 1.
The standard representation of this group is given by
(g,α,β ) 7→
 a b αc d β
0 0 1
 .
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3.1 The Adjoint action
The infinitesimals vector fields are of the form
va = x∂x− y∂y, vb = y∂x, vc = x∂y, vα = ∂x, vβ = ∂y.
We have that the induced action on these vector fields is(
v˜a v˜b v˜c v˜α v˜β
)
=
(
va vb vc vα vβ
)
Ad(g,α,β )−1
where
Ad(g,α,β )=
a b c α β

a ad+ bc −ac bd 0 0
b −2ab a2 −b2 0 0
c 2cd −c2 d2 0 0
α −α(ad+ bc)+ 2abβ a(cα − aβ ) b(bβ − dα) a b
β β (ad+ bc)− 2cdα c(cα − aβ ) d(bβ − dα) c d
.
(3.1)
REMARK 3.1 We note that (3.1) can be written as
Ad(g,α,β ) =

Id3 0
α
( −1 0 0
0 0 −1
)
+β
(
0 −1 0
1 0 0
)
Id2
( Ad(g) 00 g
)
(3.2)
where Id2 and Id3 are the 2× 2 and 3× 3 identity matrices respectively.
3.2 The discrete frame, the generating invariants and their syzygies
We define a moving frame ρ0 given by the normalisation equations
(g,α,β ) · (x0,y0) = (0,0), (g,α,β ) · (x1,y1) = (1,0), (g,α,β ) · (x2,y2) = (0,∗)
where ∗ is to be left free. Solving for the group parameters a, b, c, d, α and β we obtain the following
standard matrix representation of the moving frame
ρ0 =

y2− y0
κ
x0− x2
κ
x2y0− x0y2
κ
y0− y1 x1− x0 x0y1− x1y0
0 0 1
 ,
where
κ = (y1− y2)x0+(y2− y0)x1+(y0− y1)x2
is an invariant. Indeed,
κ = ρ0 · y2.
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We define the discrete moving frame to be (ρk) where
ρk = Skρ0.
The Maurer–Cartan matrix in the standard representation is
K0 = ι0(ρ1) =

τ
1+ τ
κ
−τ
−κ −1 κ
0 0 1
 (3.3)
where κ = ρ0 · y2 is given above, and
τ =
x0(y1− y3)+ x1(y3− y0)+ x3(y0− y1)
x1(y2− y3)+ x2(y3− y1)+ x3(y1− y2) =
ρ0 · y3
κ1
where we have used the Replacement Rule, Theorem 1.3, and where κk = Skκ . By the general theory
of discrete moving frames the algebra of invariants is generated by τ , κ and their shifts. We note that
one could take ρ0 ·y3 and κ to be the generators, but the resulting formulae in the sequel are no simpler.
We obtain
N0 = ι0
(
d
dt
ρ0
)
=

σ x − Ix0,1;t(t)
σ x− Ix0,2;t(t)
κ
−σ x
σ y− Iy0,1;t(t) Ix0,1;t(t)−σ x −σ y
0 0 0
 (3.4)
where we have set σ x := Ix0,0;t(t) and σ
y := Iy0,0;t(t).
To obtain ρ0 · x′j = Ix0, j;t(t), ρ0 · y′j = Iy0, j;t(t), j = 1,2 in terms of σ x, σ y, τ , κ and their shifts, we
have, since the translation part of the group plays no role in the action on the derivatives, ρ0 · x′1ρ0 · y′1
0
= ρ0
 x′1y′1
0
 = ρ0ρ−11 ρ1
 x′1y′1
0
= K−10
 Sσ xSσ y
0

and similarly
ρ0
 x′2y′2
0
= K−10 (SK−10 )
 S2σ xS2σ y
0
 .
Finally from (1.9) and the relations above, we have the differential-difference syzygy
d
dt
(
τ
κ
)
= H
(
σ x
σ y
)
, (3.5)
where H is a difference operator depending only on the generating difference invariants τ , κ and their
shifts, and which has the form
H =
(
H11 H12
H21 H22
)
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where
H11 =−τ +
(
1+
κ
κ1
(1+ τ)
)
S+ τS2− κ
κ21
[κ2(1+ τ1)−κ1]S3,
H12 =−1+ τ
κ
+
τ(1+ τ1)
κ1
S2− κ
κ21κ2
[κ2τ2(1+ τ1)−κ1(1+ τ2)]S3,
H21 =−κ −κS+(τκ1−κ)S2,
H22 =−1− (1+ τ)S+
(
ττ1− κ(1+ τ1)
κ1
)
S2.
(3.6)
3.3 The Euler–Lagrange equations and the conservation laws.
We consider a Lagrangian of the form L(τ, . . . ,τJ1 ,κ , . . . ,κJ2). Then by Theorem 1.9 we have that the
Euler–Lagrange equations are
0 = H ∗11Eτ(L)+H
∗
21Eκ(L),
0 = H ∗12Eτ(L)+H
∗
22Eκ(L)
(3.7)
where the Hi j are given in Equation (3.6).
The boundary terms contributing to the conservation laws are
AH = AH11(Eτ(L),σ
x)+AH21(Eκ(L),σ
x)+
+AH12(Eτ(L),σ
y)+AH22(Eκ(L),σ
y)
=
2
∑
k=0
C
x
k Skσ
x +C yk Skσ
y
(3.8)
where this defines the C xk , C
y
k . Explicitly
C
x
0 =S−1(1+
κ
κ1
(1+ τ)Eτ(L))+S−2(τEτ(L))+S−3
(
− κ
κ21
(κ2(1+ τ1−κ1)
)
Eτ (L))
+S−1(−κEκ(L))+S−2((τκ1−κ)Eκ(L)),
C
x
1 =S−1(τEτ (L))+S−2
(
− κ
κ21
(κ2(1+ τ1−κ1)
)
Eτ(L))+S−1((τκ1−κ)Eκ(L)),
C
x
2 =S−1
(
− κ
κ21
(κ2(1+ τ1−κ1)
)
Eτ(L)),
C
y
0 =S−2(
τ(1+ τ1)
κ1
Eτ(L))+S−3(− κ
κ21κ2
(κ2τ2(1− τ1)−κ1(1+ τ2))Eτ(L))
−S−1(1+ τ)Eκ(L))+S−2(ττ1− κ(1− τ1)
κ1
Eκ(L)),
C
y
1 =S−1(
τ(1+ τ1)
κ1
Eτ(L))+S−2(− κ
κ21κ2
(κ2τ2(1− τ1)−κ1(1+ τ2))Eτ(L))
+S−1(ττ1− κ(1− τ1)
κ1
Eκ(L)),
C
y
2 =S−1(−
κ
κ21κ2
(κ2τ2(1− τ1)−κ1(1+ τ2))Eτ(L)).
(3.9)
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To obtain the conservation laws we need the invariantized form of the matrix of infinitesimals re-
stricted to the variables x0 and y0
Φ0(I) =
a b c α β( )
x0 0 0 0 1 0
y0 0 0 0 0 1
and then the replacements required to obtain the conservation laws from AH are
Skσ
x 7→ ( 0 0 0 1 0 )SkAd(ρ0), Skσ y 7→ ( 0 0 0 0 1 )SkAd(ρ0).
Hence, the conservation laws are given by (S− id)A = 0 where
A =
[(
0 0 0 1 0
)
(C x0 +C
x
1Ad(K0)+C
x
2Ad(K0(SK0)))
+
(
0 0 0 0 1
)
(C y0 +C
y
1Ad(K0)+C
y
2Ad((SK0)K0))
]
Ad(ρ0)
=V (I)Ad(ρ0)
(3.10)
where
Ad(K0) =

Id3 0(
τ −κ 0
κ 0 −τ
)
Id2


−2τ τκ −1+ τ
κ
0 0
−2τ(1+ τ)
κ
τ2 − (1+ τ)
2
κ2
0 0
2κ −κ2 1 0 0
0 0 0 τ
1+ τ
κ
0 0 0 −κ −1

and where this defines the vector of invariants, V (I) =
(
V 10 ,V
2
0 ,V
3
0 ,V
4
0 ,V
5
0
)T
and where the C xj , C
y
j are
defined in Equation (3.8) and (3.9).
We can thus write the conservation laws in the form
k =V (I)Ad(ρ0) (3.11)
where k = (k1,k2,k3,k4,k5) is a vector of constants and where
Ad(ρ0) =

Id3 0
 x0y2− x2y0κ x1y0− x0y1 0
x0y1− x1y0 0 x2y0− x0y2
κ
 Id2

(
(Ad(g))
∣∣
ρ0
0
0 g
∣∣
ρ0
)
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where
Ad(g))
∣∣
ρ0
=

(2y0− y1− y2)x0− (x1+ x2)y0+ y2x1+ x2y1
κ
(y0− y2)(y0− y1)
κ
(x0− x2)(x1− x0)
κ
2(y0− y2)(x0− x2)
κ2
(y0− y2)2
κ2
− (x0− x2)
2
κ2
2(y0− y1)(x1− x0) −(y0− y1)2 (x0− x1)2
 ,
and
g
∣∣
ρ0
=
 y2− y0κ x0− x2κ
y0− y1 x1− x0
 .
We will show in the next section that a first integral of the Euler–Lagrange equations is given by
k1k4k5+ k2k
2
5− k3k24 =V 10 V 40 V 50 +V 20 (V 50 )
2−V 30 (V 40 )
2
. (3.12)
3.4 The general solution
We now show how to obtain the solution to the Euler–Lagrange equations in terms of the original
variables, given the vector of invariants and the constants in the conservation laws, (3.11).
THEOREM 3.1 Suppose a solution (τk), (κk) to the Euler–Lagrange equations (3.7), is given, so that the
vector of invariants (SkV (I)) appearing in the conservation laws (3.10) is known, and that V
4
0 V
5
0 6= 0.
Suppose further that a vector of constants k = (k1,k2,k3,k4,k5) satisfying k4k5 6= 0 is given. Then the
general solution to the Euler–Lagrange equations, in terms of (xk,yk) is given by xkyk
1
= ρ−1k
 00
1
 =
 −αkdk +βkbkαkck −βkck
1
 . (3.13)
where, setting µ := k1k4k5+ k2k
2
5− k3k24,
a0 =−
V 50
V 40
c0+
k4
V 40
b0 =−
V 50 k5
V 40 k4
c0+
k4k5−V 40 V 50
V 40 k4
d0 =
k5
k4
c0+
V 40
k4
α0 =
µV 50(
V 40 k4
)2 c20+
(
k2k
2
5+ k3k
2
4+ µ
)
V 40 (V
5
0 )
2− 2µk4k5V 50(
V 40 k4
)2
V 50 k5
c0
+
1(
V 40 k4
)2
V 50 k5
(
k2k5
(
V 40 V
5
0
)2
− (k2k25+ k3k24+ µ)V 40 V 50 k4+ k24k5(V 30 (V 40 )2+ µ))
β0 =− µ
k24V
4
0
c20−
V 40
(
k2k
2
5+ k3k
2
4+ µ
)
k24k5V
4
0
c0+
k24V
2
0 − k2(V 40 )2
k24V
4
0
(3.14)
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and where
ck =
k−1
∏
l=0
(
κlV
5
l
V 4l
− 1
)
c0−
k−1
∑
l=0
k−1
∏
m=l+1
(
κlV
5
m
V 4m
− 1
)
k4κl
V 4l
(3.15)
where in this last equation, c0 is the initial datum, or constant of integration.
Proof. If we can solve for the discrete frame (ρk)
ρk =
 ak bk αkck dk βk
0 0 1
 ,
then we have by the normalisation equations, that Equation (3.13) holds. We consider (3.11) as five
equations for {a0,b0,c0,d0,α0,β0}, which when written out in detail are
0=(a0d0+ b0c0)k1+ 2b0d0k2− 2a0c0k3+(bβ0+ d0α0)k4− (a0β0+ c0α0)−V 10 ,
0=− c20k3+ c0k1d0− c0k5β0+ k2d20 + k4d0k2−V 20 ,
0=a20k3− a0b0k1+ a0k5α0− b20k2− b0k4α0−V 30 ,
0=− c0k5+ k4d0−V 40 ,
0=a0k5− b0k4−V 50 .
Computing a Gro¨bner basis associated to these equations with the lexicographic ordering k2 < k1 < a0 <
b0 < d0 < β0 < α0, we obtain the first integral noted in Equation (3.12), and the expressions for a0, b0,
d0, α0 and β0 in terms of c0 given in Equations (3.14), providedV
4
0 , V
5
0 , k4 and k5 are all non zero.
We have ρ1 = K0ρ0 so that we have a recurrence equation for (ck), specifically,
c1 =−κa0− c0 =
(
κV 50
V 40
− 1
)
c0− k4κ
V 40
where we have back substituted for a0 from (3.14). This is linear and can be easily solved to obtain the
expression for ck given in Equation (3.15). Substituting this into the shifts of (3.14) yields (ak), (bk),
(dk), (αk) and (βk) and substituting these into (3.13) yields the desired result. 
4. The SL(2) projective action
In this example, we show some techniques for calculating the recurrence relations when the action
is nonlinear. We detail the calculations for a class of one-dimensional SL(2) Lagrangians, which are
invariant under the projective action of SL(2). This is defined by
x˜0 = g · x0 = ax0+ b
cx0+ d
, ad− bc = 1. (4.1)
4.1 The Adjoint action
The infinitesimal vector fields are
va = 2x∂x, vb = ∂x, vc =−x2∂x.
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We have that the induced action on these are(
v˜a v˜b v˜c
)
=
(
va vb vc
)
Ad(g)−1
where
Ad(g) =
a b c( )
a ad+ bc −ac bd
b −2ab a2 −b2
c 2cd −c2 d2
(4.2)
which matches with (2.2) as expected.
4.2 The discrete frame, the generating invariants and their syzygies
We choose the normalisation equations
x˜0 =
1
2
, x˜1 = 0, x˜2 =−1
2
which we can solve, together with ad− bc− 1 for a, b, c and d to find the frame
ρ0 =
√
x0− x2√
(x0− x1)(x1− x2)

1
2
−x1
2
x2− 2x1+ x0
x0− x2
x0x1− 2x0x2+ x1x2
x0− x2
 (4.3)
and we take
ρk = Skρ0.
4.3 The generating discrete invariants
The famous, historical invariant for this action, given four points, is the cross ratio,
κ =
(x0− x1)(x2− x3)
(x0− x3)(x2− x1) . (4.4)
By the Replacement Rule, Replacement Rule, Theorem 1.3, we have that
κ(x0,x1,x2,x3) = κ(ρ0 · x0, ρ0 · x1, ρ0 · x2, ρ0 · x3) = κ
(
1
2
, 0,−1
2
, Ix0,3
)
or
κ =
1+ 2Ix0,3
1− 2Ix0,3
.
The Maurer–Cartan matrix is then,
K0 = ι0(ρ1) =
√
κ − 1
4κ

1
1
2
−6κ + 2
κ − 1 1
 . (4.5)
By the general theory of moving frames, the discrete invariants are generated by κ and its shifts.
We now show how the recurrence relations may be obtained for this non-linear action.
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4.4 The generating differential invariants
We now consider x j = x j(t) where t is an invariant parameter. The induced action on these is given by
g · x′j =
d
dt
g · x j =
x′j
(cx j + d)2
and hence we have for
ρk =
(
ak bk
ck dk
)
that
ρk · x′j =
x′j
(ckx j + dk)2
.
We define
σ xj := ρ0 · x j,t =
x′j
(c0x j + d0)2
=
x′j(x1− x0)
(x0− x2)(x0− x1)
where c0 and d0 are given in Equation (4.3). In terms of the σ
x
j , it is straightforward to show
N0 = ι0
(
d
dt
ρ0
)
=
 12σ x1 − 12σ x0 −σ x1
2σ x0 − 4σ x1 + 2σ x1 −
1
2
σ x1 +
1
2
σ x0
 .
We now obtain the recurrence relations for the σ xj . First observe that since ρk · x′j is an invariant, we
have for all k and j that
ρk · x′j =
x˜′j
(c˜k x˜ j + d˜k)2
=
x˜′j
(c˜k x˜ j + d˜k)2
∣∣∣∣∣
ρ0
=
ρ0 · x′j
(c˜k|ρ0ρ0 · x j + d˜k|ρ0)2
.
Now the frames ρk are equivariant, and so ρ˜k = ρkg
−1. Hence(
a˜k b˜k
c˜k d˜k
)∣∣∣
ρ0
= ρkρ
−1
0 = ρkρ
−1
m−1 · · ·ρ1ρ−10 = (Sm−1K0) · · ·K0.
In particular, we have
Sσ x0 = ρ1 · x′1 =
ρ0 · x′1
((K0)2,1ρ0 · x1+(K0)2,2)2 =
4κ
κ − 1σ
x
1 (4.6)
since ρ0 · x1 = 0 and ρ0 · x′1 = σ x1 . Next,
S2σ
x
0 = ρ2 · x′2 =
ρ0 · x′2
(((SK0)K0)2,1ρ0 · x2+((SK0)K0)2,2)2 =
κ1(κ − 1)
(κ1− 1)κ σ
x
2 (4.7)
noting that by the normalisation equations, ρ0 ·x1 = 0 and ρ0 ·x2 =−1/2. Similarly, one can prove that
Sσ x1 =
κ − 1
4κ
σ x2 . (4.8)
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We are now ready to calculate the differential difference syzygy. Calculating (1.9) and equating
components and using the syzygies (4.6), (4.6) and (4.8), we obtain
d
dt
κ =
κ(κ − 1)κ1(κ2− 1)
κ2(κ1− 1) S3σ
x
0 +
κ(κ1− 1)
κ1
S2σ
x
0 − (κ − 1)Sσ x0 −κ(κ − 1)σ x0
= H σ x0
(4.9)
where this defines the linear difference operator H .
4.5 The Euler–Lagrange equations and the conservation laws
Given a Lagrangian of the form
L [x] = ∑L(κ ,κ1, . . . ,κJ)
we have from Theorem 1.9 that the Euler–Lagrange equation is
0= H ∗(Eκ(L))
where H is given in Equation (4.9). Set H = αS3+βS2+ γS+ δ where this defines α , β , γ and δ ,
specifically,
α =
κ(κ − 1)κ1(κ2− 1)
κ2(κ1− 1) ,
β =
κ(κ1− 1)
κ1
,
γ = −(κ − 1),
δ = −κ(κ − 1).
(4.10)
Then the Euler–Lagrange equation is
0= H ∗(Eκ(L)) = S−3(αEκ(L))+S−2(βEκ(L))+S−1(γEκ(L))+ δEκ(L).
To obtain the conservation law, we need the matrix of infinitesimals, which is
Φ0 =
( a b c
x0 2x0 1 −x20
)
and so
Φ0(I) =
( a b c
x0 1 1 −1
4
)
.
Recall the relation
Eκ(L)H σ
x
0 = H
∗(Eκ(L))σ x0 +(S− id)(AH (Eκ(L),σ x0 ))
where for any suitable arguments F and G,
AH (F,G) =(S−3(γF)+S−2(β F)+S−1(αF))G
+(S−1(β F)+S−2(αF))S(G)+S−1(αF)S2(G).
(4.11)
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Hence by Theorem 1.10, the conservation law is
k =(S−1(γEκ(L))+S−2(βEκ(L))+S−1(αEκ(L)))Φ0(I)Ad(ρ0)
+ (S−3(βEκ(L))+S−2(αEκ(L)))Φ0(I)(SAd(ρ0))
+S−1(αEκ(L))Φ0(I)(S2Ad(ρ0)) .
(4.12)
Using
SAd(ρ0) =Ad(ρ1) = Ad(K0)Ad(ρ0),
S2Ad(ρ0) =Ad(S(K0))Ad(K0)Ad(ρ0)
and collecting terms, we arrive at the conservation laws in the form
k =V (I)Ad(ρ0) (4.13)
where this defines the vector V (I) = (V 10 ,V
2
0 ,V
3
0 )
T and where
Ad(ρ0)=

x21− x0x2
(x0− x1)(x1− x2)
2x1− x2− x0
2(x0− x1)(x1− x2)
x1(2x0x2− x1(x0+ x2))
2(x0− x1)(x1− x2)
(x0− x2)x1
2(x0− x1)(x1− x2)
x0− x2
4(x0− x1)(x1− x2)
x21(x2− x0)
4(x0− x1)(x1− x2)
2(x2− 2x1+ x0)((x1− 2x2)x0+ x1x2)
(x0− x2)(x0− x1)(x1− x2) −
(x2− 2x1+ x0)2
(x0− x2)(x0− x1)(x1− x2)
((x1− 2x2)x0+ x1x2)2
(x0− x2)(x0− x1)(x1− x2)

.
Explicitly,V (I) is given by
V (I) =
(
1 1
1
4
)
{(S−1(γEκ(L))+S−2(βEκ(L))+S−1(αEκ(L)))
+ (S−3(βEκ(L))+S−2(αEκ(L)))Ad(K0)
+S−1(αEκ(L))Ad(S(K0))Ad(K0)}
where
Ad(K0) =

−κ + 1
2κ
3κ + 1
2κ
κ − 1
8κ
−κ + 1
4κ
κ − 1
4κ
−κ + 1
16κ
−3κ + 1
κ
− (3κ + 1)
2
(κ − 1)κ
κ − 1
4κ

and where
Ad(S(K0))Ad(K0)=
1
κκ1

(1−κ1)κ +κ1+ 1
2
(1− 3κ1)κ2+ 2(1−κ1)κ + 1
2(κ − 1)
(κ1+ 1)(1−κ)
8
(κ1− 1)(κ + 1)
4
(κ1− 1)(κ + 1)2
4(κ − 1)
(κ1+ 1)(1−κ)
16
(3κ − 1)κ21 + 2(κ− 1)κ1−κ − 1
κ1− 1 −
(κ1(3κ − 1)−κ− 1)2
(κ1− 1)(κ − 1)
(κ − 1)(κ1+ 1)2
4(κ1− 1)

.
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4.6 The general solution
If we can solve for the discrete frame (ρk) then we have
xk = ρ
−1
k ·
1
2
=
dk− 2bk
2ak− ck
(4.14)
since ρk · xk = 1
2
is the normalisation equation.
The Adjoint representation of the Lie group G is, in this case, precisely that of the linear action
discussed in §2, and so we may make use of the simplification of the algebraic equations for the group
parameters stemming from the conservation laws, k = V (I)Ad(ρ0), that we described there. However,
the Maurer–Cartan matrix is different, and so the recurrence relations needed to complete the solution,
differ. Nevertheless, we again find that the remaining recurrence relations are diagonalisable, and are
therefore easily solved.
We again have equations (2.19a)–(2.19d), where now theV i0 are those of equation (4.13); we rewrite
these here for convenience,
k21+ 4k2k3− (V 10 )
2− 4V20V 30 = 0, (4.15a)
k3c
2
0− k1c0d0− k2d20 +V 20 = 0, (4.15b)
2b0V
2
0 − 2c0k3+(k1−V 10 )d0 = 0, (4.15c)
2a0V
2
0 − c0(k1+V 10 )− 2k2d0 = 0. (4.15d)
The recurrence relation is ρ1 = K0ρ0 or
(
a1 b1
c1 d1
)
=
√
κ − 1
4κ

1
1
2
−6κ + 2
κ − 1 1
( a0 b0c0 d0
)
leading to the equations
c1 =
√
κ − 1
4κ
(
−6κ + 2
κ − 1 a0+ c0
)
, d1 =−
√
κ − 1
4κ
(
−6κ + 2
κ − 1 b0+ d0
)
.
Using these to eliminate a0 and b0 from (4.15c) and (4.15d), leads to the linear system,(
c1
d1
)
= QΛ0Q
−1
(
c0
d0
)
where Q is a constant matrix and Λ0 is diagonal. Indeed, setting
µ =
√
k21+ 4k2k3
we have
Q =
1
2µ
(
µ + k1 µ − k1
2k3 −2k3
)
.
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Further, Λ0 = diag(λ
1
0 ,λ
2
0 ) where
λ 10 =
1
2
√
κ − 1√κ V 20
(−(3κ + 1)(µ +V 10 )+(κ − 1)V 20 ) ,
λ 20 =
1
2
√
κ − 1√κ V 20
(
(3κ + 1)
(
µ −V 10
)
+(κ − 1)V 20
)
.
We have then that (
ck
dk
)
= Q
(
∏k−1l=0 λ
1
l 0
0 ∏k−1l=0 λ
2
l
)
Q−1
(
c0
d0
)
where in this last, c0 and d0 are the initial data and λ
l
k = Skλ
l
0.
Substituting these into the kth shifts of (4.15c) and (4.15d), specifically,
2bkV
2
k − 2ckk3+(k1−V 1k )dk = 0, (4.16a)
2akV
2
k − ck(k1+V 1k )− 2k2dk = 0 (4.16b)
yields the expressions for ak and bk needed to obtain, finally, xk given in (4.14).
5. Conclusions
In these two papers we have introduced difference moving frames and applications to variational prob-
lems. We have also shown how to use these frames to solve Lie group invariant difference (recurrence)
relations. We have considered relatively simple, solvable Lie group actions and some SL(2) actions.
Open problems include the efficient use of difference frames for numerical approximations which pre-
serve symmetry.
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