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Abstract
In this paper, a fractional generalization of the wave equation that
describes propagation of damped waves is considered. In contrast to
the fractional diffusion-wave equation, the fractional wave equation
contains fractional derivatives of the same order α, 1 ≤ α ≤ 2 both
in space and in time. We show that this feature is a decisive factor
for inheriting some crucial characteristics of the wave equation like a
constant propagation velocity of both the maximum of its fundamental
solution and its gravity and mass centers. Moreover, the first, the
second, and the Smith centrovelocities of the damped waves described
by the fractional wave equation are constant and depend just on the
equation order α. The fundamental solution of the fractional wave
equation is determined and shown to be a spatial probability density
function evolving in time that possesses finite moments up to the order
α. To illustrate analytical findings, results of numerical calculations
and numerous plots are presented.
MSC 2010: 26A33, 35C05, 35E05, 35L05, 45K05, 60E99
Key Words: Caputo fractional derivative, Riesz fractional derivative, frac-
tional wave equation, propagation velocity, gravity center, mass center, cen-
trovelocity, maximum of fundamental solution, damped waves
1 Introduction
During the last few decades, fractional order differential equations have been
successfully employed for modeling of many different processes and systems,
see e.g. [27] for different applications of derivatives and integrals of fractional
order in physics, chemistry, engineering, astrophysics, etc. and [4] for appli-
cations of fractional differential equations in classical mechanics, quantum
mechanics, nuclear physics, hadron spectroscopy, and quantum field theory.
For other interesting models in form of fractional differential equations we
refer the reader to [3], [5], [9]-[12], [15]-[17], [20] to mention only few of many
recent publications.
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Among many other applications, models for anomalous transport pro-
cesses in form of time- and/or space-fractional advection-diffusion-wave
equations enjoyed a particular attention and have been considered by a
number of researches since 1980’s. In particular, this kind of phenomena is
known to occur in viscoelastic media that combine characteristics of solid-
like materials that exhibit waves propagation and fluid-like materials that
support diffusion processes (see e.g. the recent book [17]). It is impor-
tant to note that anomalous transport models are usually first formulated
in stochastic form in terms of the so called continuous time random walk
processes. The time- and/or space-fractional differential equations are then
derived from the stochastic models for a special choice of the probability
density functions with the infinite first or/and second moments (see e.g.
[10], [12], or [20]).
It is well known that whereas diffusion equation describes a process,
where a disturbance of the initial conditions spreads infinitely fast, the
propagation velocity of the disturbance is constant for the wave equa-
tion. In a certain sense, the time-fractional diffusion-wave equation of order
α, 1 < α < 2 interpolates between these two different behaviors: its re-
sponse to a localized disturbance spreads infinitely fast, but the maximum
of its fundamental solution disperses with a finite velocity v(t, α) that is
determined by the formula (see e.g. [6] or [14])
v(t, α) = Cαt
α
2
−1. (1)
For α = 1 (diffusion), the propagation velocity is equal to zero because of
C1 = 0, for α = 2 (wave propagation) it remains constant and is equal to
C2 = 1, whereas for all intermediate values of α the propagation velocity
of the maximum point depends on time t and is a decreasing function that
varies from +∞ at time t = 0+ to zero as t → +∞. This fact makes it
difficult to interpret solutions to the fractional diffusion-wave equation as
waves in case 1 < α < 2.
In this paper, a fractional wave equation that contains fractional deriva-
tives of the same order α, 1 ≤ α ≤ 2 both in space and in time is considered.
The fractional derivative in time is interpreted in the Caputo sense whereas
the space-fractional derivative is taken in form of the inverse operator to
the Riesz potential (Riesz fractional derivative). It turns out that this fea-
ture of the fractional wave equation is a decisive factor for inheriting some
crucial characteristics of the wave equation. In particular, we show that six
different velocities of the damped waves that are described by the funda-
mental solution of the fractional wave equation (propagation velocity of its
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maximum, its gravity and mass centers, the first, the second, and the Smith
centrovelocities) are constant and depend just on the equation order α.
From the mathematical viewpoint the fractional wave equation we deal
with in this paper has been considered in all probability for the first time in
[7], where an explicit formula for the fundamental solution of this equation
was derived. In [18], a space-time fractional diffusion-wave equation with
the Riesz-Feller derivative of order α ∈ (0, 2] and skewness θ has been inves-
tigated in detail. A particular case of this equation called neutral-fractional
diffusion equation that for θ = 0 corresponds to our fractional wave equa-
tion has been shortly mentioned in [18]. Still, to the best knowledge of the
author, both in-depth mathematical treatment and physical interpretation
of the fractional wave equation seem to be not yet given in the literature.
The rest of the paper is organized as follows. In the 2nd section, basic
definitions, problem formulation, and some analytical results for an initial-
value problem for a model one-dimensional fractional wave equation are
presented. The fundamental solution Gα for this problem is derived in terms
of elementary functions for all values of α, 1 ≤ α < 2. Moreover, Gα is
interpreted as a spatial probability density function evolving in time whose
moments up to order α are finite. For the fundamental solution Gα both its
maximum location and its maximum value are determined in closed form.
Remarkably, the product of the maximum location and the maximum value
of Gα is time-independent and just a function of α. Finally we show that
both the maximum and the gravity and mass centers of the fundamental
solution Gα propagate with constant velocities like in the case of the wave
equation but in contrast to the wave equation (α = 2) these velocities are
different each to other for a fixed value of α, 1 < α < 2. Moreover, the first,
the second, and the Smith centrovelocities of the damped waves described by
the fractional wave equation are shown to be constants that depend just on
the equation order α. To illustrate analytical findings, results of numerical
calculations, numerous plots, their physical interpretation and discussion
are presented in 3rd section. The last section contains some conclusions and
open problems for further research.
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2 Analysis of the fractional wave equation
2.1 Problem formulation
In this paper, we deal with the model one-dimensional fractional wave equa-
tion
Dαt u =
∂αu
∂|x|α , x ∈ IR , t ∈ IR+, 1 ≤ α ≤ 2. (2)
In (2), u = u(x, t) is a real field variable, ∂
α
∂|x|α is the Riesz space-fractional
derivative of order α that is defined below, and Dαt is the Caputo time-
fractional derivative of order α:
(Dαf)(t) := (In−αf (n))(t), n− 1 < α ≤ n, n ∈ IN (3)
Iα, α ≥ 0 being the Riemann-Liouville fractional integral
(Iαf)(t) :=
{
1
Γ(α)
∫ t
0 (t− τ)α−1f(τ) dτ, α > 0,
f(t), α = 0,
and Γ the Euler gamma function. For α = n, n ∈ IN , the Caputo fractional
derivative coincides with the standard derivative of order n.
All quantities in (2) are supposed to be dimensionless, so that the coef-
ficient by the Riesz space-fractional derivative can be taken to be equal to
one without loss of generality.
For the equation (2), the initial-value problem
u(x, 0) = ϕ(x) ,
∂u
∂t
(x, 0) = 0, x ∈ IR (4)
is considered. In this paper, we are mostly interested in behavior and prop-
erties of the fundamental solution (Green function) Gα of the equation (2),
i.e. its solution with the initial condition ϕ(x) = δ(x), δ being the Dirac
delta function.
For a sufficiently well-behaved function f the Riesz space-fractional
derivative of order α, 0 < α ≤ 2 is defined as a pseudo-differential operator
with the symbol −|κ|α ([23]):
(F d
α
d|x|α f)(κ) := −|κ|
αfˆ(κ), (5)
F being the Fourier transform of a function f . For 0 < α < 2, α 6= 1, (5)
can be written in the form ([24])
dα
d|x|α f(x) =
−1
2Γ(−α) cos(αpi)
∫ ∞
0
f(x+ ξ)− 2f(ξ) + f(x− ξ)
ξα+1
dξ. (6)
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For α = 1, the relation (5) can be interpreted in terms of the Hilbert trans-
form
d1
d|x|1 f(x) = −
1
pi
d
dx
∫ +∞
−∞
f(ξ)
x− ξ dξ,
where the integral is understood in the sense of the Cauchy principal value.
In particular, the equation (2) with α = 1 that we call modified advection
equation is written in the form
∂u
∂t
= − 1
pi
d
dx
∫ +∞
−∞
f(ξ)
x− ξ dξ (7)
that is of course different from the standard advection equation.
For α = 2, equation (2) is reduced to the one-dimensional wave equation.
In what follows, we focus on the case 1 ≤ α < 2 because the case α = 2
(wave equation) is well studied in the literature.
2.2 Fundamental solution of the fractional wave equation
We start our analysis by applying the Fourier transform with respect to
the space variable x to the equation (2) with 1 < α < 2 and to the initial
conditions (4) with ϕ(x) = δ(x). Using definition of the Riesz fractional
derivative, for the Fourier transform Gˆα we get the initial-value problem{
Gˆ(κ, 0) = 1,
∂Gˆ
∂t (κ, 0) = 0
(8)
for the fractional differential equation
(DαGˆα)(t) + |κ|αGˆα(κ, t) = 0. (9)
The unique solution of (8), (9) is given by the expression (see e.g. [13])
Gˆα(κ, t) = Eα(−|κ|αtα) (10)
in terms of the Mittag-Leffler function
Eα(z) =
∞∑
k=0
zk
Γ(1 + αk)
, α > 0. (11)
The well known formula (see e.g. [21])
Eα(−x) = −
m∑
k=1
(−x)−k
Γ(1− αk) +O(|x|
−1−m), m ∈ IN, x→ +∞
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for asymptotics of the Mittag-Leffler function that is valid for 0 < α < 2
and the formula (10) show that Gˆα belongs to L1(IR) with respect to κ for
1 < α < 2. Therefore we can apply the inverse Fourier transform and get
the representation
Gα(x, t) =
1
2pi
∫ +∞
−∞
e−iκxEβ(−|κ|αtβ) dκ, x ∈ IR, t > 0 (12)
for the Green function Gα. The last formula shows that the fundamental
solution Gα is an even function in x
Gα(−x, t) = Gα(x, t), x ∈ IR, t > 0
and (12) can be rewritten as the cos-Fourier transform:
Gα(x, t) =
1
pi
∫ ∞
0
cos(κx)Eβ(−καtβ) dκ, x ∈ IR, t > 0. (13)
Remarkably, the fundamental solution Gα can be represented in terms of
elementary functions for every α, 1 < α < 2. Indeed, for x = 0 the integral
in the right-hand side of (13) is reduced to the Mellin integral transform of
the Mittag-Leffler function at the point s = 1α (for definition and proper-
ties of the Mellin integral transform see e.g. [19]). It converges under the
conditions α > 1 and its value is given by the formula ([19])
1
pi
∫ ∞
0
Eα(−καtα) dκ = 1
piαt
∫ ∞
0
Eα(−u)u 1α−1du (14)
=
1
piαt
Γ( 1α)Γ(1− 1α)
Γ(1− α 1α)
= 0, t > 0
because the gamma function has a pole at the point z = 0: 1/Γ(0) = 0.
Since Gα is an even function, we consider the integral in the right-hand
side of (13) just in the case x = |x| > 0 and recognize that this integral
is the Mellin convolution of the functions g(ξ) = Eβ(−ξαtα) and f(ξ) =
1
pixξ cos(1/ξ) in point 1/x. Using the known Mellin integral transforms of
the cos-function and the Mittag-Leffler function as well as some elementary
properties of the Mellin integral transform ([19]) we get the formulas:
g∗(s) =
∫ ∞
0
g(τ)τ s−1dτ =
1
αts
Γ
(
s
α
)
Γ
(
1− sα
)
Γ(1− s) , 0 < <(s) < α,
f∗(s) =
1√
pix2s
Γ
(
1
2 − s2
)
Γ
(
s
2
) , 0 < <(s) < 1.
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These formulas together with the convolution rule and the inverse Mellin
integral transform lead to the representation
Gα(x, t) =
1√
piαx
1
2pii
∫ γ+i∞
γ−i∞
Γ
(
s
α
)
Γ
(
1− sα
)
Γ(1− s)
Γ
(
1
2 − s2
)
2sΓ
(
s
2
) ( t
x
)−s
ds, 0 < γ < 1
(15)
of the fundamental solution Gα in terms of the general Fox H-function (see,
for example, [19], [24], [25]). The representation (15) can be simplified to
the form
Gα(x, t) =
1
αx
1
2pii
∫ γ+i∞
γ−i∞
Γ( sα)Γ(1− sα)
Γ(1− s2)Γ( s2)
(
t
x
)−s
ds, 0 < γ < α (16)
and then to the form
Gα(x, t) =
1
αx
1
2pii
∫ γ+i∞
γ−i∞
sin(pis/2)
sin(pis/α)
(
t
x
)−s
ds, 0 < γ < α (17)
by using the duplication and reflection formulas for the gamma function.
A useful representation
Gα(x, t) =
1
x
Lα(t/x), x = |x| > 0, t > 0 (18)
of the fundamental solution Gα in terms of an auxiliary function Lα that
depends on the quotient t/x can be obtained from (16) or (17). Moreover,
because (17) is in form of an inverse Mellin transform we deduce from (17)
the Mellin transform of the function Lα as follows:
L∗α(s) =
∫ ∞
0
Lα(τ) τ
s−1 dτ =
1
α
sin(pis/2)
sin(pis/α)
. (19)
It follows from (17) that (19) holds true at least for 0 < <(s) < α but as we
see later, in fact (19) is valid even for −α < <(s) < α.
Now let us represent the special case (16) of the H-function in form of
some convergent series that can be summated in explicit form in terms of
some elementary functions. General theory of the Mellin-Barnes integrals
presented e.g. in [19] says that the integral in (16) is convergent under the
condition 0 < α < 2. For 0 < t < x, the contour of integration in the
integral (16) can be transformed to the loop L−∞ starting and ending at
infinity and encircling all poles sk = −αk, k = 0, 1, 2, . . . of the function
Γ(s/α). Taking into account the relation
ress=−kΓ(s) =
(−1)k
k!
, k = 0, 1, 2, . . . ,
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the residue theorem provides us with the desired series representation:
Gα(x, t) =
1
αx
∞∑
k=0
α(−1)k
k!
Γ(1 + k)
Γ
(−α2 k)Γ (1− α2 k)
(
t
x
)αk
(20)
that can be transformed to the form
Gα(x, t) = − 1
pix
∞∑
k=1
sin(αpik/2)
(
− t
α
xα
)k
(21)
by using the reflection formula for the gamma function.
Now we use the summation formula
∞∑
k=1
rk sin(ka) = =
( ∞∑
k=1
rkeika
)
= =
(
reia
1− reia
)
=
r sin a
1− 2r cos a+ r2 (22)
that is valid for a ∈ IR, |r| < 1 to summate the series in (21) and obtain the
nice representation
Gα(x, t) =
1
pi
xα−1tα sin(piα/2)
t2α + 2xαtα cos(piα/2) + x2α
(23)
for the Green function Gα that is valid for 0 < t < x.
In the case 0 < x < t we can transform the contour of integration in
(16) to the loop L+∞ encircling all poles sk = α(1 + k), k = 0, 1, 2, . . .
of the function Γ
(
1− sα
)
. Applying the residue theorem we arrive at the
representation
Gα(x, t) =
1
αx
∞∑
k=0
α(−1)k
k!
Γ(1 + k)
Γ
(
α
2 (k + 1)
)
Γ
(
1− α2 (k + 1)
) (x
t
)α(k+1)
(24)
that can be transformed to the form
Gα(x, t) = − 1
pix
∞∑
k=1
sin(αpik/2)
(
−x
α
tα
)k
(25)
by using the reflection formula for the gamma function. The formula (22)
applied to the series from the right-hand side of (25) again leads to the
representation (23), this time for 0 < x < t. Finally, validity of the formula
(23) for 0 < x = t follows from the principle of analytic continuation for the
Mellin-Barnes integrals. Thus the fundamental solution Gα for the fractional
wave equation is given by the formula
Gα(x, t) =
1
pi
|x|α−1tα sin(piα/2)
t2α + 2|x|αtα cos(piα/2) + |x|2α , t > 0, x ∈ IR (26)
for 1 < α < 2.
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2.3 Fundamental solution as a pdf
We begin by a remark that the formula (26) is valid for α = 1 (modified
advection equation (7)), too, that can be proved by direct calculations. In
this case we get the well known Cauchy kernel
G1(x, t) =
1
pi
t
t2 + x2
(27)
that is a spatial probability density function evolving in time.
For α = 2 (wave equation), the Green function G2 is known to be given
by the formula
G2(x, t) =
1
2
(δ(x− t) + δ(x+ t)). (28)
The representation (26) thus leads to an interesting relation
lim
α→2−0
|x|α−1tα sin(piα/2)
t2α + 2|x|αtα cos(piα/2) + |x|2α =
pi
2
(δ(x−t)+δ(x+t)), t > 0, x ∈ IR
for the Dirac δ-function.
For 1 < α < 2, the Green function (26) is a spatial probability density
function evolving in time, too. Indeed, the function (26) is evidently non-
negative for all t > 0. Furthermore, for all t > 0 and 1 < α < 2 the
integral ∫ ∞
−∞
Gα(x, t) dx =
2
piα
∫ +∞
0
sin(piα/2)
1 + 2u cos(piα/2) + u2
du (29)
is identically equal to 1 that can be checked by direct calculations. Thus Gα
given by (26) is a spatial probability density function evolving in time that
can be considered to be a fractional generalization of the Cauchy kernel (27)
for the case of an arbitrary index α, 1 ≤ α < 2.
Now let us study the properties of the fundamental solution (26) as a
pdf. Because Gα is an even function we can restrict our attention to the
case x ≥ 0 and consider the function
G+α (x, t) =
1
pi
xα−1tα sin(piα/2)
t2α + 2xαtα cos(piα/2) + x2α
, x ≥ 0, t > 0, 1 < α < 2.
It is easy to see that G+α behaves like a power function in x both at x = 0
and at x = +∞ for a fixed t > 0:
G+α (x, t) ≈
{
xα−1, x→ 0,
x−α−1, x→ +∞. (30)
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This means that the pdf Gα possesses all finite moments up to the order α.
In particular, the mean value of Gα (its first moment) exists for all α > 1
(we note that the Cauchy kernel does not possess a mean value). Let us
now evaluate the moments of the one-sided fractional Cauchy kernel G+α for
a fixed t > 0. To do this, we refer to the representation (18) of G+α in terms
of the auxiliary function Lα that can be now represented in the form
Lα(τ) =
1
pi
τα sin(piα/2)
τ2α + 2τα cos(piα/2) + 1
, τ > 0, 1 < α < 2. (31)
Taking into account this formula, the function 1|τ |Lα(|τ |) can be interpreted
as a fractional Cauchy pdf of order α.
The moment of the order β, |β| < α of G+α can be represented in terms
of the Mellin integral transform of Lα that is known (see the formula (19))
and thus evaluated:∫ ∞
0
G+α (x, t)x
β dx = tβ
∫ ∞
0
Lα(τ)τ
−β−1 dτ =
tβ
α
sin(piβ/2)
sin(piβ/α)
. (32)
In particular, we get the formula∫ ∞
0
G+α (x, t) dx =
1
2
(33)
that is in accordance with (29) because Gα is an even function.
We mention also important formula∫ ∞
0
G+α (x, t)x dx =
t
α sin(pi/α)
, 1 < α ≤ 2 (34)
for the first moment of the one-sided fractional Cauchy kernel G+α .
2.4 Extrema points, gravity and mass centers of Gα, and
location of its energy
Now we derive some important analytical properties of the fractional Cauchy
kernel (26). First we remark that Gα(0, t) = 0 and Gα(x, t) > 0 for x 6= 0,
so that x = 0 is a minimum point for the fundamental solution Gα for any
t > 0. Because Gα is an even function we again consider its restriction to
x ≥ 0, i.e. the function G+α .
To determine locations of maxima of G+α for fixed values of t and α we
solve the equation
∂G+α
∂x
(x, t) = 0
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that turns out to be equivalent to the quadratic equation
(α+ 1)
(
xα
tα
)2
+ 2 cos(piα/2)
(
xα
tα
)
− (α− 1) = 0
with solutions given by
xα
tα
=
− cos(piα/2)±
√
α2 − sin2(piα/2)
α+ 1
.
Since we are interested in nonnegative solutions the only candidate for this
role is the point
xα
tα
= cα, cα :=
− cos(piα/2) +
√
α2 − sin2(piα/2)
α+ 1
. (35)
Because ∂G
+
α
∂x (x, t) is positive for
xα
tα < cα and negative for
xα
tα > cα we
conclude that the point
x?α(t) = vp(α)t, vp(α) := (cα)
1
α (36)
with cα given by (35) is the only maximum point of the fractional Cauchy
kernel Gα for x ≥ 0. Of course, the point −x?α(t) < 0 is another maximum
point of Gα because Gα is an even function.
To determine the maximum value of the function Gα that coincides with
the maximum value of G+α and is denoted by G
?
α(t) we substitute the point
x = x?α(t) given by (36) into the function G
+
α and get
G?α(t) =
1
pivp(α)t
cα sin(piα/2)
1 + 2cα cos(piα/2) + c2α
, (37)
where vp(α) and cα are defined as in the formulas (35) and (36).
It follows from the formulas (36) and (37) that for a fixed value of α, 1 <
α < 2 the product pα of the maximum value G
?
α(t) and the maximum
location x?α(t) is time-independent:
pα = G
?
α(t) · x?α(t) =
1
pi
cα sin(piα/2)
1 + 2cα cos(piα/2) + c2α
. (38)
This means that the maximum point (x?α(t), G
?
α(t)) of the fundamental so-
lution Gα with a fixed value of α, 1 < α < 2 moves in time along a hyperbola
that is completely determined by the value of α (see the formula (38)). It
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is interesting to note that the product pα coincides with the value of the
fundamental solution Gα at the point (1, vp(α)):
pα =
1
pi
cα sin(piα/2)
1 + 2cα cos(piα/2) + c2α
= Gα(1, vp(α)).
This property can be probably used to give a physical interpretation of the
formula (38).
Now we calculate the location of the gravity center xgα(t) of the funda-
mental solution Gα that is defined by the formula (we recall that Gα is an
even function)
xgα(t) =
∫∞
0 xGα(x, t) dx∫∞
0 Gα(x, t) dx
. (39)
Using the formulas (33) and (34) we get the following result:
xgα(t) =
2t
α sin(pi/α)
. (40)
The ”mass”-center xmα (t) of Gα is determined by the formula ([8])
xmα (t) =
∫∞
0 xG
2
α(x, t) dx∫∞
0 G
2
α(x, t) dx
. (41)
Substituting (26) into (41) and transforming the obtained integrals we get
the representation
xmα (t) = vm(α) t, vm(α) =
∫∞
0 τ
−1 L2α(τ) dτ∫∞
0 τ
−2 L2α(τ) dτ
, (42)
where the function Lα is defined by (31). Because the Mellin transform of
Lα is known (see the formula (19)), the integrals∫ ∞
0
τβ L2α(τ) dτ, −2α− 1 < β < 2α− 1 (43)
can be interpreted as Mellin convolutions of the functions τβ+1Lα(τ) and
Lα(1/τ) in point x = 1 and thus expressed in terms of an H-function with
parameters depending on α and β and with the argument x = 1. Because
there are no routines for numerical evaluation of the H-function available,
we prefer to stay by the representation of vm(α) given in (42) and not to
transform it to a quotient of two H-functions. Remarkably, there exists an
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explicit formula for the integrals (43) in the case α = 1 (modified advection
equation), namely ([22])∫ ∞
0
τβ L21(τ) dτ =
1 + β
4pi
1
cos(piβ/2)
, −3 < β < 1. (44)
The ”mass”-center xm1 of G1 can be then represented by the simple formula
xm1 (t) =
2
pi
t. (45)
Finally we mention that ”location of energy” of the damped wave that
is represented by the fundamental solution Gα is given by the formula ([2])
tcα(x) =
∫∞
0 tG
2
α(x, t) dt∫∞
0 G
2
α(x, t) dt
(46)
and can be represented in the form
tcα(x) =
x
vc(α)
, vc(α) =
∫∞
0 L
2
α(τ) dτ∫∞
0 τ L
2
α(τ) dτ
, (47)
where the function Lα is defined by (31). Because the integral
∫∞
0 τ L
2
α(τ) dτ
diverges for α = 1, vc(α) tends to 0 as α→ 1.
2.5 The velocities of the damped waves
It is well known (see e.g. [1], [2], [8], or [26]) that several different definitions
of the wave velocities and in particular of light velocity can be introduced.
For the damped waves that are described by the fractional wave equation
(2) we calculate propagation velocity of the maximum of its fundamental so-
lution Gα that can be interpreted as the phase velocity, propagation velocity
of the gravity center of Gα, the velocity of its ”mass”-center or the pulse
velocity, and three different kinds of its centrovelocity. It turns out that all
these velocities are constant in time and depend just on the order α of the
fractional wave equation. Whereas four out of six velocities are different
each to other, the fist centrovelocity coincides with the Smith centrovelocity
and the the second centrovelocity is the same as the pulse velocity.
We start with the phase velocity and determine it using the formula
(36) that leads to the result that the maximum location of the fundamental
solution Gα propagates with a constant velocity vp(α) that is given by the
expression
vp(α) :=
dx?α(t)
dt
=
(
− cos(piα/2) +
√
α2 − sin2(piα/2)
α+ 1
) 1
α
. (48)
13
For α = 1 (modified advection equation (7)), the propagation velocity of
the maximum of Gα is equal to zero (the maximum point stays at x = 0)
whereas for α = 2 (wave equation) the maximum point propagates with the
constant velocity 1.
To determine the propagation velocity vg(α) of the gravity center of Gα
we employ the formula (40) and get the following result:
vg(α) :=
dxgα(t)
dt
=
2
α sin(pi/α)
. (49)
vg(α) is thus time-independent and determined by the order α of the frac-
tional wave equation. Evidently, vg(2) = 1 and vg(α)→ +∞ as α→ 1 + 0.
The velocity vm(α) of the ”mass”-center of Gα or its pulse velocity ([8])
is obtained from the formula (42) and is equal to
vm(α) :=
dxmα (t)
dt
=
∫∞
0 τ
−1 L2α(τ) dτ∫∞
0 τ
−2 L2α(τ) dτ
, (50)
where the function Lα is defined by (31). For α = 1, the pulse velocity is
equal to 2pi ≈ 0.64 (see the formula (45)).
Following [2] we define the second centrovelocity v2(α) as the mean pulse
velocity computed from 0 to time t. It follows from (42) and (50) that for the
damped wave that is described by the fundamental solution of the fractional
wave equation the second centrovelocity is equal to its pulse velocity vm(α):
v2(α) :=
xmα (t)
t
= vm(α) =
∫∞
0 τ
−1 L2α(τ) dτ∫∞
0 τ
−2 L2α(τ) dτ
. (51)
The Smith centrovelocity vc(α) ([26]) of the damped waves describes the
motion of the first moment of their energy distribution and can be evaluated
in explicit form using the formula (47):
vc(α) :=
(
dtcα(x)
dx
)−1
=
∫∞
0 L
2
α(τ) dτ∫∞
0 τ L
2
α(τ) dτ
, (52)
where the function Lα is defined by (31). Because the integral
∫∞
0 τ L
2
α(τ) dτ
diverges for α = 1, the Smith centrovelocity tends to 0 as α→ 1.
Finally, we calculate the first centrovelocity v1(α) that is defined as the
mean centrovelocity from 0 to x ([2]). It follows from (47) and (52) that for
the damped wave Gα the first centrovelocity is equal to the Smith centrov-
elocity vc(α):
v1(α) :=
x
tcα(x)
= vc(α) =
∫∞
0 L
2
α(τ) dτ∫∞
0 τ L
2
α(τ) dτ
. (53)
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Figure 1: Fundamental solution Gα: Plots for values of α = 1.01 (1st line,
left), 1.1 (1st line, right), 1.5 (2nd line left), and 1.9 (2nd line, right) for
−0.5 ≤ x ≤ 0.5 and t = 0.1, 0.2, 0.3
As we have seen, all velocities introduced above are constant in time
and depend just on the order α of the fractional wave equation. The phase
velocity, the velocity of the gravity center of Gα, the pulse velocity, and the
Smith centrovelocity are different each to other whereas the fist centroveloc-
ity coincides with the Smith centrovelocity and the second centrovelocity is
the same as the pulse velocity. For the physical interpretation and meaning
of the velocities that were determined above we refer to e.g. [1], [2], or [8].
3 Discussion of the obtained results and plots
To start with, let us consider evolution of the fundamental solution Gα
in time for some characteristic values of α. In Fig. 1 plots of Gα for
α = 1.01, 1.1, 1.5, and 1.9 are presented. As we can see, in all cases maxi-
mum location is moved linearly in time according to the formula (36) whereas
the maximum value decreases according to the formula (37). The behavior
of Gα can be thus interpreted as propagation of damped waves whose am-
plitude decreases with time. This phenomena can be very clearly recognized
on the 3D plot presented in Fig. 2. Of course, because of the nonlocal char-
acter of the fractional derivatives in the fractional wave equation solutions
to this equation show some properties of diffusion processes, too. In par-
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Figure 2: Plots of Gα for α = 1.5, −0.5 ≤ x ≤ 0.5, and 0 < t ≤ 0.3 (left)
and of the maximum value mα of the function Gα at the time instant t = 1
(right)
ticular, the fundamental solution Gα is positive for all x 6= 0 at any small
time instance t > 0 that means that a disturbance of the initial conditions
spreads infinitely fast and the equation (2) is non relativistic like the clas-
sical diffusion equation. But in contrast to the diffusion equation, both the
maximum of the fundamental solution Gα, its gravity and mass centers and
location of its energy propagate with the finite constant velocities like in the
case of the fundamental solution of the wave equation.
Plots of the propagation velocity vp of the maximum of the fundamen-
tal solution Gα (phase velocity), the velocity vg of its gravity center, its
pulse velocity vm and its centrovelocity vc are presented in Fig. 3. As ex-
pected, vp = vc = 0 and vm ≈ 0.64 for α = 1 (modified advection equation)
and all velocities smoothly approach the value 1 as α → 2 (wave equa-
tion). For 1 < α < 2, vp, vm, and vc monotonously increase whereas vg
monotonously decreases. It is interesting to note that for all velocities the
property dv(α)dα (2−0) = 0 holds true, i.e. in a small neighborhood of the point
α = 2 the velocities of Gα are nearly the same as in the case of the fundamen-
tal solution of the wave equation. The velocity vg of the gravity center of Gα
tends to +∞ for α→ 1+0 and t > 0 (modified advection equation) because
the first moment of the Cauchy kernel (27) does not exist. It is interesting
to note that for all α, 1 < α < 2 the velocities vp, vg, vm, vc are different
each to other and fulfill the inequalities vc(α) < vp(α) < vm(α) < vg(α).
For α = 2, all velocities are equal to 1.
In Fig. 2 (right), a plot of the maximum value of the fundamental solu-
tion Gα that is given by the formula (37) is presented for t = 1. Surprisingly,
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Figure 3: Plots of the phase velocity vp(α) and the gravity center velocity
vg(α) (left) and of the pulse velocity vm(α) and the centrovelocity vc(α)
(right)
the function mα = G
?
α(1) is not monotone. Numerical calculations show that
it has a minimum that is located at the point α ≈ 1.13. At α = 1, Gα(x, 1)
has a (local) maximum with the value 1pi ≈ 0.32. Then Gα(x, 1) monotoni-
cally decreases to mmin ≈ 0.28 at αmin ≈ 1.13 (minimum) and then starts
to monotonically increase and tends to +∞ when α → 2 − 0 that is in ac-
cordance with behavior of the fundamental solution (12(δ(x− t) + δ(x+ t))
of the wave equation (α = 2). We note that the location x∗α(t) of the maxi-
mum value G∗α(t) of Gα is given by the formula (36). For t = 1, location of
the maximum value coincides with the phase velocity vp that is presented
in Fig. 3.
Finally, some plots of the product pα of the maximum value G
?
α(t) and
the maximum location x?α(t) given by the formula (38) are presented in Fig.
4. The function pα = pα(α) is monotone increasing for 1 ≤ α < 2 and varies
from 0 at the point α = 1 (the location of the maximum of the Cauchy kernel
(27) is always at the point x = 0) to +∞ at the point α = 2 (the maximum
value of the the Green function (12(δ(x−t)+δ(x+t)) of the wave equation is
+∞). In this sense, the product pα can be considered to be a characteristic
property of the damped waves that are described by the fractional wave
equation (2). As we can see on the left plot, the product pα varies between
0 and 10 for 1 ≤ α ≤ 1.98 and changes very slowly for 1.01 ≤ α ≤ 1.9. For
α→ 1+0 (see the right plot of Fig. 4) and α→ 2−0, pα goes to 0 and +∞,
respectively, very fast. For a damped wave that is supposed to be described
by the fractional wave equation (2) with an unknown exponent α, the value
of the product pα can be measured and used to recover α either from the
formula (38) or graphically from Fig. 4.
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Figure 4: Plots of the product pα of the maximum value G
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α(t) and the
maximum location x?α(t) on the interval 1 ≤ α < 2 (left) and on the interval
1 ≤ α ≤ 1.05 (right)
4 Conclusions and open questions
In this paper, a model one-dimensional fractional wave equation with the
fractional derivatives of order α, 1 ≤ α ≤ 2 both in space and in time is
introduced and considered in detail. The fractional wave equation inherits
some crucial characteristics of the wave equation like constant propagation
velocities of the maximum of its Green function, its gravity and mass centers,
and its energy location. Because the maximum value of the fundamental
solutionGα (wave amplitude) decreases with time whereas its location moves
with a constant velocity, solutions to the fractional wave equation can be
interpreted as damped waves. Moreover, Gα that turns out to be expressed
in terms of elementary functions for all values of α, 1 ≤ α < 2 can be
interpreted as a spatial probability density function evolving in time whose
moments up to order α are finite. For the fundamental solution Gα, both its
maximum location and its maximum value are determined in closed form.
Remarkably, the product of the maximum location and the maximum value
of Gα is time-independent and just a function of α.
Among problems for further research we mention two- and three-
dimensional fractional wave equations with different initial or/and boundary
conditions. Of course, it would be interesting to consider fractional wave
equations with fractional derivatives defined in different ways. We note here
that in [18] a space-time fractional diffusion-wave equation with the Caputo
derivative of order β ∈ (0, 2] in time and the Riesz-Feller derivative of order
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α ∈ (0, 2] and skewness θ in space has been investigated in detail. A par-
ticular case of this equation called neutral-fractional diffusion equation that
for θ = 0 corresponds to our fractional diffusion equation has been shortly
mentioned in [18].
Another interesting and important problem for further research would be
determination of other velocities like the group velocity or the ratio-of-units
velocity (see e.g. [1] or [8]) for the damped waves described by the fractional
wave equations and comparison them each to other at least for the linear
equations with the constant coefficients. Finally, fractional wave equations
with non-constant coefficients as well as qualitative behavior of solutions of
non-linear fractional wave equations would be worth to consider.
Acknowledgment: The author is thankful to Prof. Francesco Mainardi
for useful and stimulating discussions regarding the subject of the paper
during author’s visit to the University of Bologna in December 2011.
References
[1] S. C. Bloch, Eighth velocity of light. Am. J. Phys. 45(1977), 538-549.
[2] J. M. Carcione, D. Gei, and S. Treitel, The velocity of energy through
a dissipative medium. Geophysics 75(2010), T37-T47.
[3] J.L.A. Dubbeldam, A. Milchev, V.G. Rostiashvili, and T.A. Vilgis,
Polymer translocation through a nanopore: A showcase of anomalous
diffusion. Physical Review E 76(2007), 010801 (R).
[4] R. Herrmann, Fractional Calculus: An Introduction for Physicists.
World Scientific, Singapore (2011).
[5] A. Freed, K. Diethelm, and Yu. Luchko, Fractional-order viscoelasticity
(FOV): Constitutive development using the fractional calculus. NASA’s
Glenn Research Center, Ohio (2002).
[6] Y. Fujita, Integrodifferential equation which interpolates the heat equa-
tion and the wave equation, I, II. Osaka J. Math. 27(1990), 309–321,
797–804.
[7] R. Gorenflo, A. Iskenderov, and Yu. Luchko, Mapping between solutions
of fractional diffusion-wave equations. Fract. Calc. Appl. Anal. 3(2000),
75-86.
19
[8] I. Gurwich, On the pulse velocity in absorbing and nonlinear media and
parallels with the quantum mechanics. Progress In Electromagnetics
Research 33(2001), 69-96.
[9] R. Hilfer (Ed.), Applications of Fractional Calculus in Physics. World
Scientific, Singapore (2000).
[10] R. Klages, G. Radons, and I.M. Sokolov (Eds.), Anomalous Transport:
Foundations and Applications, Wiley-VCH, Weinheim (2008).
[11] Yu. Luchko and A. Punzi, Modeling anomalous heat transport in
geothermal reservoirs via fractional diffusion equations. International
Journal on Geomathematics 1, No 2 (2011), 257-276.
[12] Yu. Luchko, Anomalous diffusion models and their analysis. Forum der
Berliner mathematischen Gesellschaft 19(2011), 53-85.
[13] Yu. Luchko, Operational method in fractional calculus. Fract. Calc.
Appl. Anal. 2 (1999), 463-489.
[14] Yu. Luchko, F. Mainardi, and Yu. Povstenko, Propagation speed of the
maximum of the fundamental solution to the fractional diffusion-wave
equation, E-print: arXiv:1201.5313v1 [math-ph].
[15] R.L. Magin, Fractional Calculus in Bioengineering: Part1, Part 2 and
Part 3. Critical Reviews in Biomedical Engineering 32 (2004), 1-104,
105-193, 195-377.
[16] F. Mainardi, Fractional relaxation-oscillation and fractional diffusion-
wave phenomena. Chaos, Solitons and Fractals 7(1996), 1461-1477.
[17] F. Mainardi, Fractional Calculus and Waves in Linear Viscoelasticity.
Imperial College Press, London (2010).
[18] F. Mainardi, Yu. Luchko, and G. Pagnini, The fundamental solution
of the space-time fractional diffusion equation. Fract. Calc. Appl. Anal.
4(2001), 153-192. [E-print http://arxiv.org/abs/cond-mat/0702419].
[19] O.I. Marichev, Handbook of Integral Transforms of Higher Transcen-
dental Functions, Theory and Algorithmic Tables. Chichester, Ellis Hor-
wood (1983).
[20] R. Metzler and J. Klafter, The restaurant at the end of the random
walk: Recent developments in the description of anomalous transport
by fractional dynamics. J. Phys. A. Math. Gen. 37 (2004), R161-R208.
20
[21] I. Podlubny, Fractional Differential Equations. Academic Press, San
Diego (1999).
[22] A.P. Prudnikov, Yu.A. Brychkov, and O.I. Marichev, Integrals and Se-
ries, Vol. 1: Elementary Functions. Gordon and Breach, New York
(1986).
[23] A. Saichev, G. Zaslavsky, Fractional kinetic equations: solutions and
applications. Chaos 7(1997), 753-764.
[24] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and
Derivatives: Theory and Applications. Gordon and Breach, New York
(1993).
[25] W.R. Schneider, W. Wyss, Fractional diffusion and wave equations. J.
Math. Phys. 30(1989), 134-144.
[26] R.L. Smith, The velocities of light. American Journal of Physics
38(1970), 978-984.
[27] V.V. Uchaikin, Method of fractional derivatives. Artishok, Ul’janovsk
(2008) (in Russian).
21
