Considering that preprocessing is an important phase in linear programming, it should be more systematically incorporated in semidefinite programming solvers. The conversion method proposed by the authors (SIAM Journal on Optimization, vol. 11, pp. 647-674, 2000, and Mathematical Programming, Series B, vol. 95, pp. 303-327, 2003) is a preprocessing method for sparse semidefinite programs based on matrix completion. This article proposed a new version of the conversion method which employs a flop estimation function inside its heuristic procedure. Extensive numerical experiments are included showing the advantage of preprocessing by the conversion method for certain classes of very sparse semidefinite programs.
Introduction
These new classes of SDPs are characterized as large-scale and most of the time it is challenging even to load the problem data in the physical memory of the computer. As a practical compromise, we often restrict ourselves to solve sparse instances of these large-scale SDPs.
Motivated by the need to solve such challenging SDPs, this article explores further the preprocessing procedure named the conversion method and proposed in [8, 16] . The conversion method explores the structural sparsity of SDP data matrices, converting a given SDP into an equivalent SDP based on matrix completion theory. If the SDP data matrices are very sparse and the matrix sizes are large, the conversion method produces an SDP which can be solved faster and requires less memory than the original SDP when solved by a primal-dual interior-point method [16] .
The conversion method is a first step towards a general preprocessing phase for sparse SDPs as is common in linear programming [1] .
In this sense, we already proposed a general linear transformation which can enhance the sparsity of an SDP [8, Section 6] . Gatermann and Parrilo address another algebraic transformation that can be interpreted as a preprocessing of SDPs under special conditions which can transform the problems into block-diagonal SDPs [9] . Also, Toh recognizes the importance of analyzing the data matrices to remove redundant constraints which can cause degeneracy [22] . All of these procedures can be used for sparse and even for dense SDPs.
We believe that further investigations are necessary to propose efficient preprocessing to solve large-scale SDPs.
The main idea of the conversion method is as follows. Let S n denote the space of n × n symmetric matrices with the Frobenius inner-product X •Y = n i=1 n j=1 X ij Y ij for X, Y ∈ S n , and S n + the subspace of n×n symmetric positive semidefinite matrices. Given A p ∈ S n (p = 0, 1, . . . , m) and b ∈ R m , we define the standard equality form SDP by 
In this article, we are mostly interested in solving sparse SDPs where the data matrices A p (p = 0, 1, . . . , m) are sparse, and the dual matrix variable S = A 0 − m p=1 A p y p inherits the sparsity of A p 's.
The sparse structure of an SDP can be represented by the aggregate sparsity pattern of the data matrices (alternatively called aggregate density pattern in [5] ):
Here V denotes the set {1, 2, . . . , n} of row/column indices of the data matrices A 0 , A 1 , . . . , A m , and [A p ] ij denotes the (i, j)th element of A p ∈ S n . It is also convenient to identify the aggregate sparsity pattern E with the aggregate sparsity pattern matrix A(E) having unspecified nonzero numerical values in E and zero otherwise.
In accordance with the ideas and definitions presented in [8, 16] , consider a collection of nonempty subsets C 1 , C 2 , . . . , C ℓ of V satisfying
C r × C r ;
(ii) Any partial symmetric matrixX with specified elementsX ij ∈ R ((i, j) ∈ F ) has a positive semidefinite matrix completion (i.e., given anyX ij ∈ R ((i, j) ∈ F ), there exists a positive semidefinite X ∈ S n such that X ij =X ij ∈ R ((i, j) ∈ F )) if and only if the submatricesX CrCr ∈ S Cr + (r = 1, 2, . . . , ℓ).
HereX CrCr denotes the submatrix ofX obtained by deleting all rows/columns i / ∈ C r , and S Cr + denotes the set of positive semidefinite symmetric matrices with elements specified in C r × C r . We can assume without loss of generality that C 1 , C 2 , . . . , C ℓ are maximal sets with respect to set inclusion.
Then, an equivalent formulation of the SDP (1) can be written as follows [16] : (i, j) ∈ (C r ∩ C s ) × (C r ∩ C s ), i ≥ j, (C r , C s ) ∈ E, 1 ≤ r < s ≤ ℓ ,
Cr + (r = 1, 2, . . . , ℓ),
where E is defined in Section 2, andr(i, j) = min{r : (i, j) ∈ C r × C r } is introduced to avoid the addition of repeated terms. If we further introduce a block-diagonal symmetric matrix variable of the form
and appropriately rearrange all data matrices A 0 , A 1 , . . . , A m , and the matrices corresponding to the equalities X r ij = X s ij in (3) to have the same block-diagonal structure as X ′ , we obtain an equivalent standard equality primal SDP.
Observe that the original standard equality primal SDP (1) has a single matrix variable of size n × n and m equality constraints. After the conversion, the SDP (3) has (a) ℓ matrices of size n r × n r , n r ≤ n (r = 1, 2, . . . , ℓ), and
where n r ≡ |C r | denotes the number of elements of C r . In this article, we propose a new version of the conversion method which tries to convert a sparse SDP by predicting a priori the number of flops required to solve it by a primal-dual interior-point method. The original conversion method [8, 16] has a simple heuristic routine based only on the matrix sizes (see Subsection 3.2) which can be deficient in the sense of ignoring the actual computation of the numerical linear algebra in SDP solvers. This work is an attempt to refine it, and a flop estimation function is introduced for this purpose. The number of flops needed to compute the Schur Complement Matrix (SCM) [6] and perform other computations such as factorization of the SCM, solving triangular systems, and computing eigenvalues can be roughly estimated as a function of equality constraints m, matrix sizes n r 's, and data sparsity. The parameters of the newly introduced function are estimated by a simple statistical method based on ANOVA (analysis of variance). Finally, this function is used in a new heuristic routine to generate equivalent SDPs.
The new version of the conversion method is compared with the original version with slight improvement and to solutions of SDPs without conversion through extensive numerical experiments using SDPA 6.00 [25] and SDPT3 3.02 [23] on selected sparse SDPs from different classes, as a tentative step towards detecting SDPs which are suitable for the conversion method. We can conclude that preprocessing by the conversion method becomes more advantageous when the SDPs are sparse. In particular, it seems that sparse SDPs which have less than 5% on the extended sparsity pattern (see Section 2 for its definition) can be solved very efficiently in general. Preprocessing by the conversion method is very advisable for sparse SDPs since we can obtain a speed-up of 10 to 100 times in some cases, and even in the eventual cases when solving the original problem is faster, preprocessed SDPs take at most two times as long to solve in most of the cases considered here.
Some other related work that also explores sparsity and matrix completions are the completion method [8, 16] , and its parallel version [17] . Also, Burer proposed a primal-dual interior-point method restricted on the space of partial positive definite matrices [5] .
The rest of the article is organized as follows. Section 2 reviews some graph-related theory which has a strong connection with matrix completion. Section 3 presents the general framework of the conversion method in a neat way, reviews the original version in detail, and proposes a minor modification. Section 4 describes the newly proposed conversion method which estimates the flops of each iteration of primal-dual interior-point method solvers. Finally, Section 5 presents extensive numerical results comparing the performance of the two conversion methods with SDPs without preprocessing.
Preliminaries
The details of this section can be found in [3, 8, 16] and references therein. Let G(V, E
• ) denote a graph where V = {1, 2, . . . , n} is the vertex set, and E
• is the edge set defined as
rigid circuit if every cycle of length ≥ 4 has a chord (an edge connecting two non-consecutive vertices of the cycle).
There is a close connection between chordal graphs and positive semidefinite matrix completions that has been fundamental in the conversion method [8, 16] , i.e., (ii) in the Introduction holds if and only if the associated graph G(V, F
• ) of F given in (i) is chordal [8, 10] . We further observe that remarkably the same fact was proved independently in graphical models in statistics [15] known as decomposable models [24] .
Henceforth, we assume that G(V, F • ) denotes a chordal graph. We call F an extended sparsity pattern of E and G(V, F
• ) a chordal extension or filled graph of G(V, E • ). Notice that obtaining a chordal extension G(V, F
• ) from G(V, E • ) corresponds to adding new edges to G(V, E
• ) in order to make G(V, F • ) a chordal graph. Chordal graphs are well-known structures in graph theory, and can be characterized for instance as follows. A graph is chordal if and only if we can construct a clique tree from it. Although there are several equivalent ways to define clique trees, we employ the following one based on the clique-intersection property (CIP) which will be useful throughout the article.
Let K = {C 1 , C 2 , . . . , C ℓ } be any family of maximal subsets of V = {1, 2, . . . , n}. Let T (K, E) be a tree formed by vertices from K and edges from E ⊆ K × K. T (K, E) is called a clique tree if it satisfies the clique-intersection property (CIP):
(CIP) For each pair of vertices C r , C s ∈ K, the set C r ∩ C s is contained in every vertex on the (unique) path connecting C r and C s in the tree.
In particular, we can construct a clique tree T (K, E) from the chordal extension G(V, F • ) if we take K = {C 1 , C 2 , . . . , C ℓ } as the family of all maximal cliques of G(V, F
• ), and define appropriately the edge set E ⊆ K × K for T (K, E) to satisfy the CIP.
Clique trees can be computed efficiently from a chordal graph. We observe further that clique trees are not uniquely determined for a given chordal graph. However, it is known that the multiset of separators, i.e., {C r ∩ C s : (C r , C s ) ∈ E}, is invariant for all clique trees T (K, E) of a given chordal graph, a fact suitable for our purpose together with the CIP.
The following two lemmas will be very important in the development of the conversion method in the next section. Figure 1 illustrates Lemmas 2.1 and 2.2.
• ), and suppose that (C r , C s ) ∈ E. We construct a new tree
Moreover, let m + be defined as in (b) (in the Introduction), and m ′ + be the corresponding one for
, and suppose that (C r , C q ), (C s , C q ) ∈ E. We construct a new tree T ′ (K ′ , E ′ ) in the following way:
(ii) Otherwise, merge C r , C s and C q , i.e., replace
. Moreover, let m + be defined as in (b) (in the Introduction), and m ′ + be the corresponding one for T ′ (K ′ , E ′ ). Then, we have respectively Step 1. Read the SDP data and determine the aggregate sparsity pattern E.
Step 2. Find an ordering of rows/columns V = {1, 2, . . . , n} which possibly provides less fill-in in the aggregate sparsity matrix A(E) (e.g., Spooles 2.2 [2] and METIS 4.0.1 [11] ).
Step 3. From the ordering above, perform a symbolic Cholesky factorization on A(E) associated with G(V, E
• ) to determine a chordal extension G(V, F • ).
Step 4. Compute a clique tree T (K, E) from G(V, F
• ).
Step 5. Use some heuristic procedure to reduce the overlaps C r ∩ C s between adjacent cliques, i.e., (C r , C s ) ∈ E such that C r , C s ∈ K, and determine a new clique tree T * (K * , E * ).
Step 6. Convert the original SDP (1) into (3) using information on T * (K * , E * ).
One of the most important considerations in the conversion method is to obtain a suitable chordal extension G(V, F
• ) of G(V, E • ) which allows us to apply a positive semidefinite matrix completion to the original sparse SDP (1).
We also known that a chordal extension
can be obtained easily if we perform a symbolic Cholesky factorization on the aggregate sparsity pattern matrix A(E) according to any reordering of V = {1, 2, . . . , n}. Unfortunately, the problem of finding such an ordering which minimizes the fill-in in A(E) is N P-complete. Therefore, we rely on some heuristic packages to determine an ordering which possibly gives less fill-in in Step 2.
Once we have a clique tree T (K, E) at Step 4, we can obtain an SDP completely equivalent to the original one, with smaller block matrices, but with a larger number of equality constraints after Step 6. This step consists in visiting once each of the cliques in the clique tree T * (K * , E * ) in order to determine the overlapping elements of C r ∩ C s ((C r , C s ) ∈ E * , C r , C s ∈ K * ). However, as mentioned in the Introduction, we finally obtain an SDP with (a') ℓ * = |K * | matrices of size n r × n r , |C r | ≡ n r ≤ n (r = 1, 2, . . . , ℓ * ), and
If we opt for a chordal extension G(V, F • ) that gives as little fill-in as possible at Step 3 (and therefore an ordering at Step 2), we obtain an SDP (3) with ℓ * smallest block matrices as possible of size n r (r = 1, 2, . . . , ℓ * ), and more crucially, a large number of equality constraints m + ≫ m. One of the keys to obtaining a good conversion is to balance the factors (a') and (b') above to minimize the number of flops required by an SDP solver. Therefore, there is a necessity to use at Step 5 a heuristic procedure that directly manipulates the clique trees, which in practice means that we are adding new edges to the chordal graph G(V, F
• ) to create a new chordal graph G(V, (F * )
• ) with F * ⊇ F and a corresponding clique tree T * (K * , E * ), which has less overlaps between adjacent cliques. One can also consider an algorithm that avoids all of these manipulations and finds an ordering at Step 2 which gives the best chordal extension (and a clique tree), and, therefore, makes Step 5 unnecessary. However, this alternative seems beyond reach due to the complexity of the problem: predicting flops of a sophisticated optimization solver from the structure of the feeding data, and producing the best ordering of rows/columns of the aggregate sparsity matrix A(E).
Therefore, we consider Algorithm 3.1 to be a pragmatic strategy for the conversion method.
The details of Step 5 are given in the next subsection.
A Simple Heuristic Algorithm to Balance the Sizes of SDPs
We will make use of Lemmas 2.1 and 2.2 here. These lemmas give us a sufficient condition for merging the cliques in the clique tree without losing the CIP. Once we merge two cliques C r and C s , this will reduce the total number of block matrices by one, the number of equality constraints by g(C r ∩C s ), and increase the size of one of block matrices in (3) in the simplest case (Lemma 2.1). Also, observe that these operations add extra edges to the chordal graph
• ) which is associated with the clique tree T * (K * , E * ). As we have mentioned before, it seems very difficult to find an exact criterion to determine whether two maximal cliques C r and C s satisfying the hypothesis of Lemmas 2.1 or 2.2 should be merged so as to balance the factors (a') and (b') in terms of flops. Therefore, we have adopted one simple criterion [16] .
Let ζ ∈ (0, 1). We decide to merge the cliques C r and
Although criterion (4) is not perfect, it takes into account the sizes of the cliques C r and C s involved, and compares them with the size of common indices |C r ∩ C s |. Also, the minimization among the two quantities avoids the merging of a large and a small clique which share a reasonable number of indices when compared with the smaller one. In particular, this criterion ignores the smaller of |C r | and |C s |.
Again, we opt for a specific order to merge the cliques in the clique tree as given in Algorithm 3.2 [16] . Variations are possible but seem too demanding for our final purpose.
Here we introduce a new parameter η, which was not considered in the previous version [16] , since we think that the number of equality constraints in (3) must diminish considerably when merging cliques to reduce the overall computational time after the conversion.
Algorithm 3.2 Diminishing the number of maximal cliques in the clique tree T (K, E).
Choose a maximal clique in K to be the root for T (K, E), and let ζ, η ∈ (0, 1) for each maximal clique C which was visited for the last time in T (K, E) in a depth-first search Set C q = C for each pair of descendents C r and C s of C q in T (K, E) if criterion (4) is satisfied (and m ′ + < ηm + if Lemma 2.2 (i) applies) then merge C r and C s (or C q , C r and C s ), and let
if criterion (4) is satisfied then merge C r and C s and let
Unfortunately in practice, the best choice for the parameters given above depends on the SDP. In Subsection 4.2 we will try to estimate the "best parameter" using a statistical method. The inclusion of the new parameter η, and the estimation of good values for both parameters ζ and η in (4), makes Algorithm 3.2 an improvement over the previous one [16] .
Conversion Method with Flop Estimation
So far, we have presented the algorithms implemented in [16] with a slight modification. Our proposal here is to replace criterion (4) with a new one which approximately predicts the flops required by an SDP solver.
Estimating Flops Required by SDP Codes
At first, we will restrict our discussion to a particular solver: SDPA 6.00 [25] which is an implementation of the Mehrotra-type primal-dual predictor-corrector infeasible interiorpoint method using the HRVW/KSH/M direction.
The actual flop counts of sophisticated solvers are very complex and difficult to predict. They depend not only on the sizes and the structure of a particular SDP, but also on the actual data, sparsity, degeneracy of the problem, etc. However, we know a rough estimation of the number of flops per iteration required by a primal-dual interior-point method. The main cost is computing the SCM. Other requirements are: O(m 3 ) flops for the Cholesky factorization to solve the linear system of the SCM; O( ℓ r=1 n 3 r ) flops for the multiplication of matrices of size n r × n r and O(m ℓ r=1 n 2 r ) flops to evaluate m inner-products between matrices of size n r × n r to determine the search direction; and finally O( ℓ r=1 n 3 r ) flops to compute the minimum eigenvalues of matrices of size n r × n r to determine the step length, in the case when all data matrices are dense. See [6] for details.
In particular, SDPA 6.00 considers the sparsity of the data matrices A p (p = 1, 2, . . . , m), and employs the formula F * [7] to compute the SCM. We assume henceforth that all data matrices A p (p = 0, 1, . . . , m) have the same block-diagonal matrix structure consisting of ℓ block matrices with dimensions n r × n r (r = 1, 2, . . . , ℓ) each.
For each p = 1, 2, . . . , m and r = 1, 2, . . . , ℓ, let f p (r) denote the number of nonzero elements of A p for the corresponding block matrix with index r. Analogously, f Σ (r) denotes the number of nonzero elements of A(E) for the corresponding block matrix. In the following discussion of flop estimates, there will be no loss of generality in assuming that f p (r) (p = 1, 2, . . . , m) are sorted in non-increasing order for each r = 1, 2, . . . , ℓ fixed.
Given a constant κ ≥ 1, the cost of computing the SCM is given by
where
Considering also the sparsity of block matrices, we introduce the term n r f Σ (r) for each r = 1, 2, . . . , ℓ. In particular, f Σ (r) becomes equal to n 2 r if the corresponding block matrix is dense in A(E).
We propose the following formula for the flop estimate of each iteration of the primal-dual interior-point method. Let α, β, γ > 0,
Observe that the term O(m ℓ r=1 n 2 r ) was not include in the proposed formula for reasons to be explained next.
Our goal is to replace criterion (4) which determines whether we should merge the cliques C r and C s in T (K, E). Therefore we just need to consider the difference of (6) before and after merging C r and C s to determine if it is advantageous or not to execute this operation (see Step 5 of Algorithm 3.1). Consider the most complicated case in Lemma 2.2 (ii): we decide to merge if
where t denotes a new index of a block matrix (clique) after merging C r , C s and C q , n t = |C r ∪C s ∪C q | = |C r ∪C s |, and ℓ ′ = ℓ−2. Criterion (7) has the advantage of just carrying out the computation of corresponding block matrices (cliques). The inclusion of O(m ℓ r=1 n 2 r ) in (6) would complicate the evaluation of (7) since it would involve information on all block matrices, and therefore cause a substantial overhead.
Another simplification we imposed in the actual implementation was to replace
which avoids recalculating the non-zero elements of each corresponding block matrix at every evaluation of (7). We observe however that f p (r) (p = 1, 2, . . . , m + , r = 1, 2, . . . , ℓ ′ ) can be always retrieved exactly.
The remaining cases in Lemma 2.1 and Lemma 2.2 (i) follow analogously.
Preliminary numerical experiments using criterion (7) showed that its computation is still very expensive even after several simplifications. Therefore, we opted to implement Algorithm 4.1 which is similar to Algorithm 3.2 and utilizes a hybrid criterion with (4).
Algorithm 4.1 Diminishing the number of maximal cliques in the clique tree T (K, E).
Choose a maximal clique in K to be the root for T (K, E), and let 0 < ζ min < ζ max < 1, and α, β, γ > 0. for each maximal clique C which was visited for the last time in T (K, E) in a depth-first search Set C q = C for each pair of descendents C r and C s of C q in T (K, E) if criterion (4) is satisfied for ζ max then merge C r and C s (or C q , C r and C s ), and let (4) is satisfied, for ζ min if criterion (7) is satisfied then merge C r and C s (or C q , C r and C s ), and let
if criterion (4) is satisfied for ζ max then merge C r and C s and let (4) is satisfied, for ζ min if criterion (7) is satisfied with the terms corresponding to n q and C q removed then merge C r and C s and let
Algorithm 4.1 utilizes the new criterion (7) if ζ min ≤ h(C r , C s ) < ζ max . If h(C r , C s ) ≥ ζ max , we automatically decide to merge. If h(C r , C s ) < ζ min , we do not merge. This strategy avoids excessive evaluation of (7) when a decision to merge the cliques or not is almost clear from the clique tree.
As in Algorithm 3.2, it remains a critical question as to how we choose the parameters; α, β, γ > 0 in Algorithm 4.1, and ζ, η ∈ (0, 1) in Algorithm 3.2.
Although we are mainly focusing on SDPA 6.00, we believe that the same algorithm and criterion can be adopted for SDPT3 3.02 [23] with the HRVW/KSH/M direction since it also utilizes the formula F * [7] to compute the SCM, and it has the same complexity order at each iteration of the primal-dual interior-point method. Therefore, we have also considered it in our numerical experiments.
Estimating Parameters for the Best Performance
Estimating parameters ζ, η ∈ (0, 1) in Algorithm 3.2, and α, β, γ > 0 in Algorithm 4.1 is not an easy task. In fact, our experience tell us that each SDP has its "best parameters". Nevertheless, we propose the following way to determine the possibly best universal parameters ζ, η, α, β, and γ.
We consider four classes of SDP from [16] as our benchmark problems, i.e., norm minimization problems, SDP relaxation of quadratic programs with box constraints, SDP relaxation of max-cut problems over lattice graphs, and SDP relaxation of graph partitioning problems (see Subsection 5.1).
Then we use a technique which combines the analysis of variance (ANOVA) [20] and the orthogonal arrays [19] described in [21] , and we try to estimate the universal parameters. The ANOVA is in fact a well-known method to detect the most significant factors (parameters). However, it is possible to determine the best values for the parameters in the process of computing them. Therefore, repeating ANOVA for different sets of parameter values, we can hopefully obtain the best parameters for our benchmark problems. In addition, the orthogonal arrays allow us to avoid making experiments with all possible combinations of parameter values. Details of the method are beyond the scope of this paper and are therefore omitted.
We conducted our experiments on two different computers to verify the sensitivity of the parameters: computer A (Pentium III 700MHz with a level 1 data cache of 16KB, level 2 cache of 1MB, and main memory of 2GB) and computer B (Athlon 1.2GHz with a level 1 data cache of 64KB, level 2 cache of 256KB, and main memory of 2GB). Observe that they have different CPU chips and foremost, different cache sizes which have a relative effect on the performance of numerical linear algebra subroutines used in each of the codes.
We obtained the following parameters given in Table 1 for SDPA 6.00 [25] and SDPT3 3.02 [23] . 
Numerical Experiments
We report in this section the numerical experiments on the performance of proposed versions of the conversion method, i.e., the original version with a new parameter in its heuristic procedure (Subsection 3.2) and the newly proposed one which estimates the flops of each iteration of SDP solvers (Subsection 4.1).
Among the major codes to solve SDPs, we chose the SDPA 6.00 [25] and the SDPT3 3.02 [23] . Both codes are implementations of the Mehrotra-type primal-dual predictor-corrector infeasible interior-point method. In addition, they use the HRVW/KSH/M search direction and the subroutines described in Subsection 4.1 (see also [7] ) to compute the SCM on which our newly proposed conversion flop estimation version partially relies.
Three different sets of SDPs were tested, and they are reported in the next subsections. Subsection 5.1 reports results on the SDPs we used to estimate the parameters (see Subsection 4.2), and the same parameters were used for the SDPs in Subsections 5.2, and 5.3. The parameter κ in (5) was fixed to 2.2. The parameters ζ min and ζ max in Algorithm 4.1 were empirically fixed to 0.035 and 0.98, respectively, using the benchmark problems in Subsection 5.1.
In the tables that follows, the original problem sizes are given by the number of equality constraints m, the number of rows of each block matrix n (where "d" after a number denotes a diagonal matrix), and the sparsity of problems which can be partially understood from the percentages of the aggregate and extended sparsity patterns (Section 2).
In each of numerical result tables, "standard" means the time to solve the corresponding problem by the SDPA 6.00 (or SDPT3 3.02) only, "conversion" is the time to solve the equivalent SDP after its conversion by the original version with the new parameter proposed in Subsection 3.2, and "conversion-fe" is the time to solve the equivalent SDP after its conversion by the version proposed in Subsection 4.1 ("fe" stands for "flop estimate"). The numbers between parentheses are the time for the "conversion" and "conversion-fe". Entries with "=" mean that the converted SDPs became exactly the same as before the conversion. m + is the number of equality constraints and n max gives the sizes of the three largest block matrices after the respective conversion. Bold font numbers indicate the best timing and the ones which are at most 110% of the best timing among "standard", "conversion", and "conversion-fe" including the time for the conversion themselves. In this comparison of time, we ignored the final relative duality gaps and feasibility errors (defined next) specially in the Tables 9 and 10 on structural optimization problems.
We utilized the default parameters both for SDPA 6.00 and SDPT3 3.02 except that λ * was occasionally changed for SDPA 6.00, and OPTIONS.gaptol was set to 10 −7 and OPTIONS.cachesize was set according to the computer for SDPT3 3.02. When the solvers fail to solve an instance, we report the relative duality gap denoted by "rg", (for SDPA) (for SDPT3)
and/or the feasibility error, denoted by "fea", (primal feasilibity error for SDPA) (dual feasilibity error for SDPA)
(primal feasilibity error for SDPT3) (dual feasilibity error for SDPT3)
respectively. To save space, the negative log 10 values of these quantities are reported. For instance "rg"=2 means that the relative duality gap is less than 10 −2 and "fea"=p6 means that the primal feasibility error is less than 10 −6 . When "rg" and "fea" are less than the required accuracy 10 −7 , they are omitted in the tables. Finally, the numerical results for SDPA 6.00 and SDPT3 3.02 show very similar behaviors. Therefore, to keep the essence of the comparison and avoid lengthy tables, we decided to not include the numerical results for SDPT3 3.02, and instead just point out the relevant differences in each of the corresponding subsections.
Benchmark Problems
The sizes of our benchmark SDPs, i.e., norm minimization problems, SDP relaxation of quadratic programs with box constraints, SDP relaxation of max-cut problems over lattice graphs, and SDP relaxation of graph partitioning problems, are shown in Table 2 . The original formulation of graph partitioning problems gives a dense aggregate sparsity pattern not allowing us to use the conversion method, and therefore we previously applied an appropriate congruent transformation [8, Section 6] to them.
The discussion henceforth considers the advantages in terms of the computational time. Tables 3 and 4 give the results for SDPA 6.00 on computers A and B, respectively. For the norm minimization problems, it is advantageous to apply the "conversion". For the SDP relaxations of maximum cut problems and graph partitioning problems, it seems that "conversion" and "conversion-fe" are better than "standard". However, for the SDP relaxation of quadratic programs, no conversion is ideal. This result is particularly intriguing since the superiority of the "conversion" was clear when using SDPA 5.0 [16] , and SDPA 6.00 mainly differs from SDPA 5.0 in the numerical linear algebra library where Meschach was replaced by ATLAS/LAPACK in the latest version.
Comparing the results on computers A and B, they have similar trends except that it is faster to solve the norm minimization problems on computer A than computer B due to its cache size.
Similar results were observed for SDPT3 3.02 on computers A and B. Details are not shown here. However, for SDPT3 3.02, "conversion" or "conversion-fe" is sometimes better than "standard" on the SDP relaxation of quadratic programs. Also, the computational time for the norm minimization problems is not faster on computer A than on computer B as was observed for SDPA 6.00.
We observe that for "conversion-fe", all of the converted problems in the corresponding tables are the same for computers A and B, and for both SDPA 6.00 and SDPT3 3.02, respectively, excepting for "norm1", "norm2", "norm10", and "mcp25×40". Summing up, preprocessing by "conversion" or "conversion-fe" produces in the best case a speed-up of about 140 times for "norm1" using SDPA 6.00, and about 14 times for SDPT3 3.02, when compared with "standard", even including the time for the conversion itself. And in the worse case "qp4.0" the running time is only 2.4 times more than "standard".
SDPLIB Problems
The next set of problems are from the SDPLIB 1.2 collection [4] . We selected the problems which have sparse aggregate sparsity patterns including the ones after the congruent transformation [8, Section 6] like "equalG", "gpp", and "theta" problems. We excluded the small instances because we are interested in large-scale SDPs, and also the large ones because of the insufficiency of memory. Problem sizes and sparsity information are shown in Table 5 . Observe that in several cases, the fill-in effect causes the extended sparsity patterns to become much denser than the corresponding aggregate sparsity patterns. We can observe from the numerical results in Tables 6 and 7 that the conversion method is advantageous when the extended sparsity patterns are less than 5%, which is the case for "equalG11", "maxG11", "maxG32", "mcp250-1", "mcp500-1", "qpG11", "qpG51", and "thetaG11". The exception are "maxG32" and "mcp250-1" for SDPT3 3.02. In particular, it is difficult to say which version of the conversion method is ideal in general, but it seems that "conversion" is particularly better for "maxG32", and "conversion-fe" is better for "equalG11", "maxG11", and "qpG51".
Once again, the converted problems under the columns "conversion-fe" are exactly the same for the corresponding tables except "equalG11", "maxG11", "mcp250-4", "mcp500-1", "qpG11", and "ss30".
For "qpG11" we have a speed-up of 6.4 to 13.2 times when preprocessed by "conversion" or "conversion-fe" using SDPA 6.00, and 15.5 to 19.3 times for SDPT3 3.02, even including the time for the conversion itself. On the other hand, the worse case is "mcp250-1" (for SDPT3 3.02) which takes only 1.6 times more than "standard" when restricting to problems with less than 5% on their extended sparsity patterns. 
Structural Optimization Problems
The last set of problems are from structural optimization [12] and have sparse aggregate sparsity patterns. Problem sizes and sparsity information are shown in Table 8 .
The numerical results for these four classes of problems for SDPA 6.00 on computers A and B are shown in Tables 9 and 10 . Entries with "M" means out of memory.
Among these four classes, the conversion method is only advantageous for the "shmup" problems.
We observe that both SDPA 6.00 and SDPT3 3.02 have some difficult solving the converted problems, i.e., "conversion" and "conversion-fe", to the same accuracy as "standard", suggesting that the conversion itself can sometimes cause a negative effect. In some cases like "vibra5" for "conversion-fe", SDPT3 3.02 fails to solve them. However, these structural optimization problems are difficult to solve by their nature (see "rg" and "fea" columns under "standard").
Once again, the converted problems under the columns "conversion-fe" have similar sizes. In particular the converted problems are exactly the same for the corresponding tables for "buck5", "shmup3∼5", "trto4∼5" and "vibra5".
Although it is difficult to make direct comparisons due to the difference in accuracies, it seems in general that "conversion-fe" is better than "conversion" for worse case scenarios when preprocessing actually increases the computational cost. In particular, SDPT3 3.02 fails to solve "buck5" and "vibra5" for "conversion" due to lack of memory while it can solve "shmup5" using "conversion-fe", which SDPA 6.00 cannot solve, again because of insufficient memory.
Conclusion and Further Remarks
As we stated in the Introduction, the conversion method is a preprocessing phase of SDP solvers for sparse and large-scale SDPs. We slightly improved the original version [16] here, and proposed a new version of the conversion method which attempts to produce the best equivalent SDP in terms of reducing the computational time. A flop estimation function was introduced to be used in the heuristic routine in the new version. Extensive numerical computation using SDPA 6.00 and SDPT3 3.02 was conducted comparing the computational time for different sets of SDPs on different computers using the original version of the conversion, "conversion", the flop estimation version, "conversion-fe", and SDPs without preprocessing, "standard". In some cases, the results were astonishing: "norm1" became 8 to 147 times faster, and "qpG11" became 6 to 19 times faster when compared with "standard". Unfortunately, it seems that each SDP prefers one of the versions of the conversion method. However, we can say in general that both conversions are advantageous to use when the extended sparsity pattern is less than 5%, and even in abnormal cases, like in structural optimization problems where obtaining the feasibility is difficult, the computational time takes at most 4 times more than solving without any conversion.
In practice, it is really worthwhile preprocessing by "conversion" or "conversion-fe" which has the potential to reduce the computational time by a factor of 10 to 100 for sparse SDPs. Even in those cases where solving the original problem is faster, the preprocessed SDPs take at most twice as long to solve.
Generally, when computational time is substantially reduced, so is memory utilization [16], although we did not present details on this.
We have a general impression that the performance of "conversion-fe" is better than "conversion" in the worst-case scenarios, when solving the original problem is slightly faster, for all the numerical experiments we completed. A minor remark is that "conversion-fe" produces in general similar SDPs in terms of sizes independent of computers and solvers which indicates that "conversion-fe" relies more on how we define the flop estimation function.
It also remains a difficult question as to whether it is possible to obtain homogeneous matrix sizes for the converted SDPs (see columns n max ).
As proposed in the Introduction, the conversion method should be considered as a first step to for preprocessing in SDP solvers. An immediate project is to consider incorporating the conversion method in SDPA [25] and SDPARA [26] together with the completion method [8, 16, 17] , and to further develop theoretical and practical algorithms to exploit sparsity and eliminate degeneracies. out the reference [15] . Finally, they thank to the two anonymous referees and Michael L. Overton of New York University for improving the clarity of the paper.
