Molecular magnetizabilities have been calculated at the Hartree-Fock level for a series of diamagnetic molecules: H 2 0, NH 3 , CH 4 , PH 3 , H 2 S, CO 2 , CSO, CS 2 , and C 3 H 4 • Gauge invariance is imposed by the use of London atomic orbitals. The results are compared to those obtained with the IGLO (individual gauge for localized orbitals) method and are found to converge faster to the basis set limit. Magnetizabilities obtained from basis sets of different quality never differ by more than 4% for the London method, compared to 20% for IGLO. The Hartree-Fock limit may be approached using London basis sets of moderate size, in contrast to calculations of molecular polarizabilities which require large basis sets to be reliable. Comparison with experiment shows that the Hartree-Fock method overestimates experimental susceptibilities by 5%-10%.
I. INTRODUCTION
The rigorous calculation of ab initio molecular magnetizabilities is difficult since, in general, approximate calculations of properties involving an external magnetic field do not give results independent of the gauge origin of the magnetic potential. Over the years, several schemes have been devised to solve this problem. The most obvious solution is to use basis sets that are large enough for the gauge origin dependence to be negligible, since in the limit of a complete orbital basis the results become gauge independent.
1 Unfortunately, this approach is only feasible for small molecules.
In 1937 London proposed to impose gauge invariance in molecular calculations by attaching field dependent complex phase factors to the atomic orbitals.
2 These socalled gauge invariant atomic orbitals (GIAO) or London atomic orbitals were used by Hameka in the early sixties for calculating the magnetic susceptibility and shielding constants of H 2 • 3 A decade later, Ditchfield employed London orbitals in ab initio calculations of shielding constants. 4 A rigorous and efficient implementation of the London method for calculations of nuclear magnetic shieldings at the Hartree-Fock self-consistent field (SCF) level was presented by Wolinski, Hinton, and Pulay in 1990,5 and recently Haser et al. have determined the shielding constants of Coo and C;o by direct calculations using London orbitals. 6 Correlated treatments have been presented by Gauss for second-order M~ller-Plesset (MP2) theory7 and by Ruud et al for multiconfigurational self-consistent field (MCSCF) wave functions. 8 Recently the London method has been used for the calculation of vibrational circular dichroism (VCD) by Bak et al with encouraging results. 9 Preliminary experience indicates that the London approach is competitive with other methods in use: the individual gauge for localized orbitals (IGLO) method of Kutzelnigg and co-workers 10-13 and the localized orbitaillocal origin (LORG) method of Hansen and Bouman. 14 Although the London method was originally proposed for calculating molecular magnetizabilities, no rigorous implementation of this method for magnetizabilities has yet been presented. The currently most popular approach for magnetizabilities is the IGLO method, where the phase factors are attached to localized molecular orbitals rather than atomic in order to simplify the calculations. The IGLO method has been quite successful at the SCF ll ,12 and MCSCF 13 levels. However, one problem with the method is its dependence on the choice of the localization scheme for the molecular orbitals. Although the unperturbed energy is invariant to localization, the calculated properties are not. This loss of invariance is somewhat unphysical and may create problems whenever localization is difficult or ambiguous. The IGLO method also employs the completeness relation to simplify the calculations, and the validity of this relation may be questionable for small basis sets.
Recently, Geertsen has suggested a procedure that eliminates the gauge dependence of the calculated magnetizabilities and presented an implementation within the random phase approximation (RP A) . 15 This method, which we will refer to as gauge independent (GI) RPA, requires large basis sets since it relies on the validity of the equivalence of dipole length and dipole velocity representations and it is only suited for the calculation of the isotropic part of magnetizabilities.
The purpose of this paper is to present a rigorous implementation of the London method for calculations of molecular magnetizabilities. The advantages of the London method over IGLO are that it requires no localization of the molecular orbitals prior to the calculation of the magnetizability, and it does not rely on the validity of the completeness relation. A disadvantage of the London method is that it introduces atomic integrals involving in-tegration over complex phase factors. The London approach therefore requires more coding than IGLO. Nevertheless, this task is not more difficult than that already carried out for the calculation of molecular Hessians (quadratic force constants) and the implementation of the London method may borrow much from codes developed for Hessians.
To investigate the usefulness of the London method for magnetizabilities, we compare this approach with the IGLO method by carrying out a large number of calculations for a series of diamagnetic molecules (H 2 0, NH 3 , CH 4 , PH 3 , H 2 S, CO 2 , CSO, CS 2 , and C 3 H 4 ) for which IGLO results are available. All calculations are performed at the uncorrelated Hartree-Fock level. Our objective is to establish the convergence of magnetizabilities to the Hartree-Fock limit using London atomic orbitals.
II. THEORETICAL BACKGROUND
The purpose of this section is to provide the necessary theoretical background for London calculations of molecular magnetizabilities. We first consider the electronic energy function and present expressions for the magnetizabilities at the Hartree-Fock level. Next we discuss the electronic Hamiltonian and the calculation of integrals involving London atomic orbitals. The presentation is brief since the calculation of molecular magnetizabilities resembles that of molecular Hessians, extensively discussed elsewhere.
16
,17 A few computational aspects are discussed, mainly those that differ from the calculation of molecular Hessians.
A. The electronic energy function
The electronic energy may be written
where the Hamiltonian depends explicitly on the magnetic induction B (Ref. 19 )
Here the Emn are the usual second-quantization excitation operators and hmn(B) and gmnpiB) are the one-and twoelectron integrals in the molecular orbital basis. All molecular integrals depend explicitly on the field, but the excitation operators may be treated as field independent.
19 The explicit form of the electronic Hamiltonian and the molecular integrals in Eq. (2) where the parameters Kmn are elements of an antiHermitian matrix. The electronic energy W(B) is obtained by optimizing the electronic energy function E(B,K) Eq.
( 1) with respect to the variational parameters Eq. (4) o (5) for each value of the magnetic induction B. Weare particularly interested in the unperturbed energy at zero magnetic field and in the changes induced in this energy when an external magnetic field is applied.
For closed-shell systems we take the unperturbed wave function to be real and it is therefore useful to separate the orbital rotation operator Eq. (4) in two parts, describing real and imaginary rotations
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During the optimization of the unperturbed wave function we need only consider the real rotation parameters K!nWhen a magnetic field is applied, the first-order response of the wave function is imaginary (vide infra) and described by the imaginary rotation parameters K!nn.
B. The molecular magnetizability tensor
For a closed-shell molecule, the magnetizability at zero field describes the lowest-order response of the energy to an external magnetic field and is defined as
where /-Lo is the permeability of free space. Differentiating the energy function Eq. (1) twice and using the fact that the electronic gradient Eq. (5) vanishes for all B, we arrive at the following expression for the magnetizability
The first-order response of the wave function is obtained from the linear set of equations
There is one such set of equations for each component of the magnetic induction. In Eq. (8) the first term corresponds to the diamagnetic part of the magnetizability and the second term is the paramagnetic contribution which contains the response of the wave function aK/aB. For a detailed discussion of these equations, valid for any variational wave function, see Ref. 16 . To obtain equations for the Hartree-Fock wave function we insert the electronic energy function Eq. (1) in Eqs. (8) and (9). We obtain the response equations (10) where m > n. Since the first-order perturbed Hamiltonian is imaginary, the response of the wave function is also imaginary. These equations may be compared with the corresponding equations for real perturbations (12) where in the paramagnetic term the wave function response is commuted with the imaginary first-order perturbed Hamiltonian. This term is easily constructed from the wave function response aK/ aB and the right-hand side of the response equations Eq. (10). Again the expression for the magnetizability is similar to that of the molecular Hessian
where the perturbed wave function and Hamiltonian are real rather than imaginary.
C. The London atomic orbitals
Let A(r) be the vector potential representing the uniform magnetic induction B
where 0 is the position of the gauge origin. If XJL (r M) is an atomic orbital centered on nucleus M at R M , the associated London atomic orbital 2 is defined by (15) where AM is the potential at the nucleus
The London atomic orbital Eq. (15) depends on the magnetic induction B, the gauge origin 0, and the origin of the Cartesian coordinate system due to the presence of r in the phase factor. When the atomic integrals are evaluated, the gauge origin vanishes
In these equations we have introduced the antisymmetric matrix
whose elements are the components of the vector from nucleus N to M. The matrix QPQ is defined in the same way for nuclei P and Q. In Eq. (18) we use the notation (21) where the kinetic momentum is given by (22) Note that in Eq. (22) the contribution from the vector potential vanishes at nucleus N. Although the integrals Eqs. (17)- (19) are independent of the gauge origin 0, they all depend on the origin of the Cartesian coordinate system due to the presence of r, rl' and r2. This makes the various contributions to the magnetizability dependent on the Cartesian origin even though the total magnetizability is unaffected. Invariance occurs since a displacement of the Cartesian origin merely introduces an overall constant phase factor in each atomic orbital Eq. (15). This phase factor is the same for all primitive functions contributing to the same contracted orbital. The variational space therefore remains the same and the calculated magnetizability is unaffected.
The dependence of the atomic iritegrals Eqs. (17)-( 19) on the Cartesian origin provides an excellent opportunity for checking the calculations, since an error in any contribution is likely to violate the origin independence of the total magnetizability. This is particularly welcome since unlike molecular Hessians and polarizabilities, magnetizabilities are not easily tested by numerical differentiation.
We see that the London phase factors make all integrals dependent on the induction B in the same way that nucleus-fixed atomic orbitals make the integrals dependent on the geometry in the evaluation of molecular Hessians. Therefore, the evaluation of molecular magnetizabilities is similar to that of molecular Hessians.
17 Not only do we have similar expressions for the response equations, Eqs. ( 10) and (11), and the properties Eqs. (12) and (13), but in both cases all integrals including the overlap matrix depend on the perturbation. In the next section we discuss how this affects the calculation of the differentiated Hamiltonian.
D. The electronic Hamiltonian
Let Smn, h mn , and gmnpq denote the overlap and oneand two-electron Hamiltonian integrals in the basis of the molecular orbitals (MOs) calculated for the unperturbed system
Note that the MO coefficients are independent of the perturbation so that the field dependence of these integrals arises from the atomic orbital (AO) integrals only. An electronic Hamiltonian Eq. (2) valid at all values ofB may now be constructed from the tilde integrals 
and to second order we have, for example, {A,B,h}=~A,{B,h} }+~B,{A,h}}.
Note that the integrals on the right-hand side of Eqs. (26) and (27) are evaluated using the unperturbed MOs but the expressions are valid for all B. Differentiating the tilde integrals at zero field, we obtain to second order
where for ease of notation we have suppressed the orbital indices and used superscripts to indicate the order of differentiation. Note that the derivatives at zero field terminate after a few terms since In S(O) vanishes for B=O, and that differentiation does not affect the MO coefficients. For a thorough discussion of tilde integrals and the use of oneindex transformations, see Ref. 16 .
Inserting these differentiated tilde integrals in the response equations Eq. (10) and the magnetizability Eq. ( 12) we obtain detailed expressions in terms of densities and integrals. We do not discuss these here, but refer to Ref. 16 where such equations are discussed in detail. Instead we tum to the evaluation of the atomic integrals since these are different from those encountered in the calculation of molecular Hessians.
E. Differentiation of London atomic orbitals
For the calculation of magnetizabilities, the first and second derivatives of the integrals Eqs. (17)- (19) are needed to construct the differentiated Hamiltonian operator from Eqs. (32) and (33). At zero field we find that 19 dS fLV dB =iQMN(lLlrlv), (34) for the first derivatives and
(37) (38) ( 39) for the second derivatives. In Eq. (38) overbar means that the resulting 3 X 3 matrix should be symmetrized. AlI contributions containing the antisymmetric Q matrices arise from the London phase factors and depend on the origin of the Cartesian coordinate system. In the absence of the London factors, the only non vanishing integrals would be (40) (41) and there would be no two-electron terms. Note that in Eqs. (40) and (41) the operators are defined with respect to the common gauge origin O.
The symmetries of the above integrals Eqs. (34 )- ( 39) are different from those of the corresponding undifferentiated integrals and integrals differentiated with respect to nuclear displacements. The first-derivative integrals Eqs. (34 )-( 36) are imaginary and therefore antisymmetric with respect to bra-ket permutations
. (44) Note that the two-electron integrals are antisymmetric only with respect to a simultaneous permutation of the two labels of each electron. The derivative two-electron integrals therefore have a lower permutational symmetry than the corresponding undifferentiated integrals. The secondderivative integrals Eqs. (37)- (39) are real and have the same symmetry as the undifferentiated integrals except that in the two-electron integrals we cannot permute the labels for each electron independently
The different permutational symmetries of the one-and two-electron integrals are the main reason why the calculation of molecular magnetizabilities differs from that of molecular Hessians. A program for calculating both properties must either not exploit any of these symmetries or else be able to handle both symmetric and antisymmetric permutational symmetries as well as the lower symmetry of the two-electron integrals.
F. Evaluation of atomic integrals
The evaluation of the atomic integrals Eqs. (34)-(39) proceeds along the same lines as for integrals differentiated with respect to nuclear coordinates. We use the McMurchie-Davidson scheme, in which integrals over Cartesian Gaussians are expanded in integrals over Hermite Gaussian functions. We restrict ourselves to the one-dimensional case and consider the overlap distribution of two Cartesian orbitals fixed on nuclei M and N at positions M and N. The x component of this distribution may be written 
The Hermite-to-Cartesian expansion coefficients are obtained recursively from the equations
The time-consuming part of the calculation is usually the transformation from Hermite to Cartesian integrals. As can be seen from the derivative expressions Eqs. (34)- (39) we must modify this procedure slightly when calculating magnetizability integrals. For example, the derivative two-electron integrals are linear combinations of integrals of the form g!pr8= (ael ;1: Iro), (56) g!~r8= (ael r~:llro).
(57)
The combination of these integrals to form the final integrals Eqs. (36) and (39) using the Q matrices in Eq. (20) is inexpensive and may be carried out at the contracted level.
To arrive at the integrals in Eqs. (56) and (57) we first construct a new set of expansion coefficients in terms of which we may expand the distributions i+j+n nnij
The new expansion coefficients are obtained from the relations °E~j=E~j'
Once these coefficients have been obtained, the calculation of the integrals follows the same scheme as for undifferentiated integrals except that the summation Eq. (52) is over more terms.
III. CALCULATION OF MAGNETIZABILITIES
The above theory for the calculation of SCF molecular magnetizabilities has been implemented in the ABACUS program for calculations of static second-order molecular properties from SCF and MCSCF wave functions. 2 ! The program is used in conjunction with the HERMIT program for calculating the integrals 22 and the SIRIUS program for generating the SCF and MCSCF wave functions. 23
To investigate the performance of the London method for calculating molecular magnetizabilities, we carried out calculations on H 2 0, NH 3 , CH 4 , PH 3 , H 2 S, CO 2 , CSO, CS 2 , and C 3 H4 (allene) at the SCF level using basis sets chosen for comparison with the IGLO method. Except for allene, these molecules were considered by van Wiillen in his work on MCSCF IGLO magnetizabilities. 24 Allene has been studied at the IGLO SCF level by Schindler and Kutzelnigg 25 and was chosen by us as an example of hydrocarbons.
A. Basis sets and geometries
All molecules were studied with a basis (CF) previously used by Chesnut and Foley for nuclear magnetic shie1dings,26,27 and with three Huzinaga-based sets (H II, H III, and H IV) used by van Wiillen 24 for shieldings and magnetizabilities. The allene H IV calculation, which would involve as many as 251 basis functions, was not carried out due to disk storage limitations. Our largest calculation involves 211 contracted functions (CS 2 with the H IV basis set).
The three sets H II, H III, and H IV used for comparison with IGLO are all based on the compilation of Huzinaga. 28 The smallest H II basis has (5slp) on hydrogen withp exponent 0.7, (9s5pld) on the first-row atoms with d exponent 1.0, and (1Is7p2d) on the second-row atoms with d exponents 0.4 and 1.6. These sets are contracted to tions do not correspond exactly to those employed in the IGLO calculations. For the G I, G II, and G III basis sets of water, we also carried out calculations at the geometry used by Geertsen 33 for comparison with the GI RPA method. The GI RP A geometry corresponds to the nuclear equilibrium structure, and the IGLO geometry represents the average geometry in the vibrational ground state.
B. Isotropic part of the magnetizabilities
The calculated magnetizabilities are listed in Tables  II-X Figs. 1-9 . Note that the scales are different in these figures. In each figure the size of a ± 1 % deviation from the value obtained with the largest London basis set is indicated.
From these plots we see that except for water and ammonia, the London method performs considerably better than IGLO. This is perhaps most clearly seen in the calculations on allene where the London method converges already at the CF level and the small DZ basis is only 3.4% below the H III value of -482X 10-30 JT-2 • Based on the results for the other molecules, we assume that H III is within 1% of the Hartree-Fock limit. IGLO performs worse, giving a magnetizability of -590X 10-30 JT-2 at Tables I  and II. · Table III . Table IV . Table X. the DZ level and -530X 10-30 JT-2 at the H II level. The experimental value is -420± 13 X 10-30 JT-2 , which is about 15% higher than the HF limit.
The same behavior is observed for CO 2 , CSO, and CS 2 • The London method is remarkably stable: For each molecule the CF results are about 1 % lower than H IV. In contrast, the magnitUde of the magnetizability is strongly overestimated by IGLO even at the H II level, for CS 2 by 20%. However, the H III IGLO results are all within 4%, and for H IV the London and IGLO results are very close. The same would probably happen for allene if the calculations were carried out.
The calculations on phosphine show much the same behavior, but for H 2 S the agreement between London and IGLO is less satisfactory. At the H IV level the IGLO result is almost 1 % below the London value. Except for the smaller CF basis set, which has not been used at the IGLO level, the London results are all within 1% of the London H IV value. The IGLO H II and H IV results differ by 2.4%.
For methane both methods converge nicely to the same limit and the H III and H IV results are almost indistinguishable. For the smaller basis sets, IGLO gives values that are too low: 2.3% at the H II level and 9.7% at the DZ level. The London method behaves better, the corresponding numbers being 0.3% and 1.6%.
Hence, the CH 4 , PH 3 , H 2 S, CO 2 , CSO, CS 2 , and C 3 H4 molecules all behave in the same way. The London method converges smoothly from below and is within 3% at the H II and CF levels. IGLO also converges from below but slower, giving errors as large as 20% with the H II basis set.
The situation is different for water and ammonia, the two smallest molecules. Here the convergence is from above rather than below. Also, fqr the smaller basis sets the IGLO method performs better than the London method. At the H II level the London method overestimates the HF magnetizability of water by almost 3%, while the IGLO method is within 1 %. At the H IV level the two methods differ by 0.3%. The same is observed for ammonia.
What is most remarkable with these two molecules is the excellent performance of the IGLO method compared to the larger molecules. Although the London method per- forms worse than IGLO for the small water and ammonia basis sets, it is still within 4% at the CF level. Hence, even though water represents the worst case for the London method, it does not perform much worse than it does for the larger molecules. , For water, we also carried out calculations for comparison with the GI RPA method of GeertsenY We used Geertsen's basis sets at both the GI RPA and the IGLO geometries. As seen from Fig. 1 , the London results at the GI RPA geometry are slightly lower than the GI RPA values but almost identical at the 0 III level. The three London calculations are indistinguishable, and the RP A calculations converge from above towards the London value. The G I, G II, and G III basis sets differ only in the number of polarization functions. This suggests that the London method is less sensitive to the absence of polarization functions than 01 RPA. Unfortunately, no GI RPA water calculations have been carried out with smalIer basis sets.
The London magnetizabilities calculated at the IGLO and GI RP A geometries differ by 0.4%. The line extrapolated from the H II, H III, and H IV results connects nicely with the values obtained using the GI RPA basis at the same geometry, suggesting that H IV yields the Hartree-Fock limit magnetizabilities.
The convergence of the London and IGLO methods is illustrated in Table XI , which lists the mean and maximum absolute deviations of the CF basis and the three Huzinaga basis sets from the basis set limit of the magnetizability. The basis set limit is somewhat arbitrarily chosen as the average of the London and IOLO results at the H IV level. Since there are no H IV results for allene, this molecule was disregarded when compiling this table. (2) and IGLO 1 (2) refer to 8S 1 (8S 2 ). See Table II .
We conclude that the London method behaves remarkably well for isotropic magnetizabilities. At the H II level the mean deviation is 1.5%. compared to 7.1 % for IGLO. The H III deviations are 0.6% and 1.5%, respectively, and the H IV numbers differ by 0.3%. The London CF basis gives a mean absolute deviation of 1.8%, almost as small as the larger H II basis. The smallest and largest London sets never differ by more than 4%. The IGLO method converges slower than London except for water and ammonia. The slower convergence of IGLO for the larger molecules is probably due to difficulties with the localization of the molecular orbitals or the use of the completeness relation.
Since the London results are close to the Hartree-Fock limit, it is interesting to compare these with the experimental magnetizabilities to give an indication of the correlation contribution. In Table XII we compare the magnetizabilities calculated using the largest London basis set (H IV except for allene) with experimental values. We find that electron correlation usually accounts for less than 10% of the magnetizability, and that the Hartree-Fock limit is always lower than the experimental value. Hence, correlation increases the magnetizability in the same way as it increases polarizabilities.
c. Anisotropic part of the magnetizabilities
We have also calculated the anisotropic parts of the magnetizabilities, see Tables II-X Table V . . Table VI . Table IX, mean and maximum deviations of the anisotropies from the average of the London and IGLO H IV results are given in Table XIII . Again, allene was disregarded when compiling this table.
The relative errors are larger for the anisotropic parts of the magnetizabilities than for the isotropic, compare Tables XI and XIII. This occurs partly because the anisotropies are smaller than the isotropic magnetizabilities . For example, water is exceptionally isotropic with anisotropies about 1 %-2%. The relative errors in the anisotropic components are unusually large: 85% for 6.511 with the London CF basis set. On the other hand, CS 2 is strongly anisotropic with parallel and perpendicular components differing by about 30%. Still, at the H II level the errors in the calculated anisotropies amount to 60% for IGLO and 10% for London.
Comparing the London and IGLO methods, it again appears that the London numbers converge faster to the HF limit, see Table XIII . With the exception of phosphine, the convergence is quite smooth for both methods. Convergence may be from below or above with no clear overall tendency. Quite large basis sets are needed for near HF anisotropies--the London and IGLO numbers differ by more than 3% at the H IV level, compared to 0.2% for the isotropic components. Apparently, the HF limit anisotropies are more difficult to approach than the isotropic values.
IV. DISCUSSION
We have seen that the London method is an excellent approach for the calculation of molecular magnetizabilities. In addition to being completely gauge invariant, it is remarkably robust with respect to the basis set. In this respect it is superior to the IGLO approach, which is more sensitive to the choice of basis set. Also, the London method is simple in the sense that the gauge invariance problem is solved at the level of atomic orbitals. Once these have been calculated, the magnetizabilities are obtained by the same procedure and with the same ease as for example molecular Hessians. Therefore, generalizations to correlated methods present no problems.
The robustness of the London method arises from the fact that the individual atomic orbitals respond in a physically reasonable way when the molecule is subjected to an external field. In fact, the London phase factor in Eq. (15) ensures that the atomic orbital behaves correctly to first order in the magnetic field. 9 In a sense, the correct behavior of the atomic charge distribution in a magnetic field is hardwired into the atomic basis set. It therefore becomes less important to increase the basis set beyond what is needed for the accurate calculation of the unperturbed electronic energy.
This situation is in fact quite similar to the calculation of molecular geometries. In most cases, the geometrical structure of a molecule can be predicted remarkably well with even modest basis sets. This is due to the fact that the correct physical behavior of the atomic charge distributions is hardwired into the atomic basis sets by fixing them permanently to the atomic nuclei, reducing the number of basis functions needed for an accurate description of the electronic structure.
Molecular dipole moments, polarizabilities, and other properties related to externally applied electric fields require large basis sets for accurate calculations. In fact, it is not uncommon for electric polarizabilities to be underestimated by as much as 30% at the DZ level. Calculations using floating Gaussians, in which the atomic orbitals are allowed to adjust their position in space when perturbed by an electric field, suggest that these errors may be reduced by hardwiring this displacement into the AOs in the same way that London orbitals incorporate the response of the AOs to magnetic fields.
44 Work along these lines has already been carried out by Sadlej using electric-field variant (EFV) basis sets. 45 ,46 
