This paper proposes a novel test statistic for testing a potentially highdimensional parameter vector. To derive the statistic, I generalize the Mahalanobis distance to measure length in a direction of interest. The test statistic is the sample analogue of the distance and directs power towards a sub-region within the alternative hypothesis (sub-alternative). I show how the computation of this test statistic can reduce to a linear regression problem with a constant response vector, regularized by the same constraints that specify the sub-alternative. The existence of the statistic is directly tied to the scope of the sub-alternative and reduces to the Hotelling T 2 statistic if the sub-alternative coincides with the alternative. I demonstrate this test statistic by testing against sparse alternatives, where the computation reduces to 0 -regularized regression.
INTRODUCTION
There has recently been a heightened interest in testing the location of a high-dimensional parameter vector, where the dimension of the parameter vector p may exceed the number of observations n. Traditionally, multi-dimensional parameter location problems are tested using tests based on a quadratic statistic such as the Hotelling T 2 statistic. However, such tests may lose power against sub-regions of the alternative if the dimensionality of the parameter vector increases, even if the inverse covariance matrix is known (see e.g. Fan et al., 2015) .
In addition, the inverse covariance matrix is typically not known in practice and must be estimated. This is problematic in high-dimensional settings, as the standard sample covariance matrix is not invertible. One solution provided in the literature is to use a regularized estimate of the sample covariance matrix. However, if no further information about the covariance matrix is available, then it is not obvious what form of regularization should be used, and any form of regularization will bias the estimate.
To address these two issues, I propose a novel test statistic that generalizes the Hotelling T 2 statistic and is suitable for testing in high-dimensional setting. I derive this statistic by generalizing the Mahalabonis distance to a distance that measures the length only in a direction of interest. The test statistic is the sample analogue of this distance and directs power towards the sub-region of interest within the alternative (henceforth sub-alternative). For the test statistic to exist, a condition that is much weaker than non-singularity of the sample covariance matrix typically suffices. The strength of this condition depends directly on the scope of the sub-alternative. In particular, non-singularity is only required if the subalternative contains the entire space except the origin. In that case, the statistic coincides with the Hotelling T 2 statistic. I show that the computation of the test statistic reduces to a quadratic minimization problem, regularized by the same constraints that specify the sub-alternative. If the standard estimate of the sample covariance matrix is used, then this problem reduces to linear regression with a constant response vector. I provide an additional result for the special case of a diagonal estimate of the covariance matrix, for which the computation can reduce to solving a minimum distance problem and a closedform test statistic when considering sub-alternatives of a class defined by sign or sparsity restrictions. I demonstrate this methodology by testing against sparse sub-alternatives, which are defined by the number of hypothesized violations of the null hypothesis. The setting of sparse sub-alternatives is also considered by Fan et al. (2015) , who demonstrate its empirical relevance in applications such as testing factor pricing models and cross-sectional dependence tests in panel data models. For sparse sub-alternatives, the computation of my test statistic is a special case of best-subset selection in linear regression. Best-subset selection has had a recent surge of interest after Bertsimas et al. (2016) showed that this problem is easier to solve than was commonly assumed, by exploiting gradient descent methods and commercially available mixed-integer optimization solvers.
1 In case of a diagonal covariance matrix, the test statistic has closed form solution and is closely related to threshold-type statistics (see e.g., Fan, 1996; Zhong et al., 2013) . For the demonstration of testing against sparse alternatives, I use randomization to construct a critical value (see e.g. Lehmann and Romano, 2006; Canay et al., 2017) . While the a construction relies on symmetry assumption on the distribution of the error term, the advantage is that size control is guaranteed even if p n. In addition, I discuss some special sub-alternatives which reduce the test statistic to test statistics that have been recently studied in the literature. One of such cases is the testing of many inequalities, where the test statistic reduces to the T + statistic proposed by Koning and Bekker (2019) . Furthermore, the sub-alternative that concerns a single violation of a mix of equalities and inequalities produces the extremum statistics studied by Chernozhukov et al. (2018) and Bugni et al. (2016) .
Notation
For a set A, the set A 0 = A ∪ {0} denotes the set in addition to the origin. The 0 -norm x 0 = p j=1 1 {x j =0} of a vector x counts the number of non-zero elements in a vector. For a given index set J , the superscripted vector x J has elements x J j = x j if j ∈ J and x j = 0, otherwise. The subscripted vector x J consists only of the elements of x with indexes in J .
SUB-ALTERNATIVES
Let X = ι n µ +E be an n×p matrix, where ι n is an n-vector of ones, µ is the p-vector of interest, and E is a random matrix with mean zero and covariance matrix E(E E)/n = Σ. Denote the sample mean by µ = X ι n /n, the Gramian matrix by G = X X/n and sample covariance matrix by Σ = X (I n − P ιp )X/n, where I n = (e 1 , e 2 , . . . , e n ) is the n × n identity matrix and P ιp = ι p ι p /p. Let S = {λ ∈ R p | λ Σλ = 1} be the set containing the unit ellipsoid described by Σ. The set Λ will be used as a generic subset of the S.
Define T Λ = max λ∈Λ 0 (µ − µ 0 ) λ ≥ 0 to be the distance between µ and µ 0 in Λ. Notice that if Λ = S, then the maximizing argument is Σ −1 (µ − µ 0 )/ (µ − µ 0 ) Σ −1 (µ − µ 0 ) which coincides with the Mahalanobis distance.
For notational simplicity, I use Σ = I n for the remainder of this section, which is equivalent to re-parameterizing µ as Σ −1/2 µ. The null hypothesis H 0 : µ = 0 and alternative hypothesis H 1 : µ = 0 can be equivalently written as the length of µ in S:
This reformulation is convenient, as it condenses the vector hypotheses to scalar hypotheses. Additionally, a different null hypothesis H Λ 0 and alternative hypothesis H Λ 1 can be constructed by simply replacing S with some subset Λ ⊆ S. For example, the set that imposes the restriction λ ≥ 0 produces a one-sided test with null hypothesis µ ≤ 0 and alternative hypothesis µ ≤ 0.
Some simple experimentation will show that it is possible for different subsets of S to produce the same null and alternative hypothesis. For example, the sets Λ = {λ ∈ S | λ 0 ≤ 1} = {±e 1 , ±e 2 , . . . , ±e p } and S share H 1 : µ = 0 and H 0 : µ = 0, as the lengths T Λ and T S are positive for the same vectors µ. However, the lengths T Λ and T S are different for almost all µ in R p . It then seems natural to define the directions in which the T Λ is maximized to be the sub-regions of interest of the alternative (henceforth named sub-alternatives).
Specifically, let
2 So, I define the sub-alternative corresponding to Λ to be
containing all µ that lie in the same direction as some vector in Λ.
TEST STATISTIC
In order to direct power towards a sub-alternative, I propose a test statistic that is the sample analogue of the distance T Λ :
where Λ = {λ ∈ R p | λ Sλ = 1}, and the matrix S represents some estimate of Σ. I will focus on two choices for the matrix S: namely the sample covariance matrix Σ and 2 Let µ, µ * be vectors with µ µ = µ * µ * . If µ ∈ C Λ and µ * ∈ C Λ , then max λ∈Λ µ λ > max λ∈Λ µ * λ. In addition, if µ, µ * ∈ C Λ then max λ∈Λ µ λ = max λ∈Λ µ * λ.
the matrix diag( Σ), containing only its diagonal. For notational clarity, I write T F Λ if S is the full sample covariance matrix and add the superscript T D Λ to denote the statistic for diagonal S.
The intuition for this statistic is that it zero under H 0 , positive under H 1 and large under H Λ sub . Notice that if the sub-alternative and alternative coincide, then T F Λ coincides with the Hotelling T 2 statistic. A crucial difference with the Hotelling T 2 statistic is that the T Λ statistic does not generally require S to be invertible. Instead, its existence requires the weaker condition that λ Sλ > 0 for all λ ∈ C Λ .
Computing the test statistic
The following result shows that the computation of T Λ reduces to a quadratic minimization problem.
Proposition 1 Let C be a cone such that λ Sλ > 0 for all λ ∈ C. Let λ = arg max λ∈C λ Sλ=1 µ λ, and β = arg min β∈C β Sβ − µ β. Then
The representation as a quadratic minimization problems over a linear cone is convenient, as some of such problems have been well studied in the optimization literature. One example of this is highlighted in the next section. In addition, I provide results for the case that S = Σ and the case that S is diagonal.
If Σ is chosen as estimate of the covariance matrix, then Proposition 2 shows that the computation simplifies to linear regression of a constant vector ι n on X, regularized by the cones that define the sub-alternative of interest. This is a curious result, because linear regression with a constant response has no other applications that I am aware of. The reason for this is that in most applications the matrix X contains an intercept so that regression of ι n on X results in the trivial parameter estimate e 1 .
Proposition 2 Let C be a cone such that λ Σλ > 0 and λ Gλ > 0 for all λ ∈ C. Let λ = arg max λ∈C λ Σλ=1 µ λ and β = arg min β∈C
Finally, I consider the case where S is a diagonal estimate of the covariance matrix, such as diag( Σ). In this case, the computation can substantially simplify if a special type of cone is used. In particular, define the scone (signed cone) of Λ as D Λ = {λ ∈ R p | Dλ ∈ Λ, ∃D > 0}, where D is positive-definite p × p diagonal matrix. Pre-multiplication by a diagonal matrix D > 0 is a sign-preserving operation, so that the sub-alternatives for scones relate directly to hypotheses concerning sign and sparsity restrictions.
For a scone sub-alternative, Proposition 3 shows that computing T D Λ requires solving a minimum distance problem. Such problems are typically easier to solve than regression. In the application considered in the next section this problem has a closed-form solution. 
SPARSE SUB-ALTERNATIVES
In this section, I demonstrate the test statistics by considering the special case of sparse sub-alternatives. For a given level of sparsity k, sparse sub-alternative is defined by the scone D Λ k = {λ | λ 0 ≤ k}. The sub-alternative corresponding to this scone is given by
The interpretation of this sub-alternative is that most k elements of µ are unequal to zero. The corresponding null hypothesis is H 0 : µ = 0 and the alternative hypothesis is H 1 : µ = 0. Notice that the alternative hypothesis and sub-alternative coincide if k = p.
The sparse sub-alternative leads to the statistic T Λ k , which will be abbreviated as T k for notational convenience. A visual illustration comparing the T k statistic to the T p = T U statistic is provided for the two-dimensional case in Figure 1 . On the left panel, it can be observed that for vectors µ/ µ µ, the T 1 statistic is larger near axes than the diagonals. Conversely, the right panel shows that the T p statistic is equally large in every direction. Intuitively, as the number of axes is 2p and the number of diagonals is 2 p , the difference becomes increasingly pronounced as p increases and the level of sparsity k is fixed.
Full covariance matrix
For the case that S = Σ, Proposition 2 shows that the corresponding test statistic requires solving the non-convex quadratic minimization problem β = arg min
This minimization problem is a special case of the best subset selection problem (BSS), which was long deemed computationally infeasible for p 40. Recently, Bertsimas et al. (2016) have shown that BSS can be solved for problems of practical size within reasonable time by using gradient descent methods and mixed-integer optimization solvers. In particular, they solve BSS with n of order 10 3 and p of order 10 2 in minutes. Unfortunately, computing the critical value will require many computations of the test statistic, making this approach too slow for large p and n. Instead, I propose using the methodology of Hazimeh and Mazumder (2018), who approximate the solution of problems of order p = 10 6 in seconds.
Another popular tool that is used to approximate BSS are Lasso (Tibshirani, 1996) and related regularization methods that promote sparsity. However, the Lasso restriction λ 1 ≤ s, s ≥ 0, is not a cone-restriction. This implies that a solution to the Lassoregularized regression problem may not be a solution to the Lasso-regularized maximum linear combination problem.
Diagonal covariance matrix
For the case that S = diag( Σ), Proposition 3 shows that T D k can be computed by solving β = arg min
It is straightforward to show that β = S −1 µ J k , where J k contains the largest k elements of S −1 µ. 3 This leads to the closed form
The T D k test statistic is closely related to threshold-type statistics (see e.g. Fan, 1996; Zhong et al., 2013) including the screening statistic proposed by Fan et al. (2015) . They define the screening statistic as
where J = {j ∈ {1, . . . , p} | | µ j | > σ j δ}, for a given threshold value δ. Here, Fan et al. (2015) choose δ to grow sufficiently fast so that using 0 as critical value results in an test with asymptotic size 0. Notice that if δ is instead chosen such that
Hence, the difference is that a threshold-type statistic implicitly and the T D k explicitly specifies the sparsity level of the sub-alternative of interest. While the latter seems more intuitive, there may be applications for which a threshold-type specification of the sparsity level is desirable.
Critical values
In order to find a critical value for T k , I use a reflection-based randomization test. This section briefly describes the construction of such a critical value (see e.g. Ch. 15 of Lehmann and Romano, 2006 for a more general discussion). Let R contain all n × n reflection matrices, so that R is the reflection group of order N = 2 n . The assumption that permits the construction of an exact test is that E and RE share the same distribution, for all R ∈ R. Let R M := {I n , R 2 , . . . , R M } ⊆ R be selected uniformly from R such that it includes the identity matrix. Denote the set containing the reflection transformed data by R
} be the set containing test statistic of interest applied to each of the reflected data sets. Notice that under H 0 , each of the elements of T Λ (R M X ) would ex-ante have been equally likely to be observe. So, for a given level of significance α, the critical value c α can be defined as the
EXTENSIONS
In this section, I discuss two further scone restrictions for which the test statistic reduces to test statistics that have recently received attention in the literature.
Sign restrictions
Scones can also be constructed by imposing non-negativity restrictions on elements of λ. This yields the following null and alternative hypothesis:
where L = {1, 2, . . . , d} and 0 ≤ d ≤ p, without loss of generality. This is the well-known moment (in)equalities setting. The special case of this problem where d = p is treated by Koning and Bekker (2019) .
For the case S = Σ, the corresponding test statistic is computed by solving
where l has elements l j ∈ {0, −∞}. This is a special case of the bounded-variable leastsquares minimization (BVLS) problem with a lower bound that is only applied to the first d parameters. BVLS is well studied minimization problem (see e.g. Stark and Parker 1995; Lawson and Hanson 1995) and implementations are available for most major statistical software packages. For S = diag( Σ), the minimization problem is given by β = arg min
Let m = S − 1 2 µ, and let P contain the positive elements in m. It is straightforward to show that β j = 0 if j ∈ L ∩ P C , and β j = m j , otherwise.
Mixing sign and sparsity restrictions
Another type of scone restriction imposes both sign and sparsity restrictions on λ. The special case where d = p and k = 1 is treated by Chernozhukov et al. (2018) , and Bugni et al. (2016) consider the case k = 1 and d ∈ {1, . . . , p}.
If S is diagonal, the computational results for sign restrictions and sparsity restrictions are easily combined. In particular, let M k contain the indexes of the at most k largest and where l has elements l j ∈ {0, −∞}. As far as I am aware, this minimization problem has not received much attention in the optimization literatuer. However, the solution can be approximated by using a combination of forward stepwise regression and BVLS (see e.g. Hastie et al., 2005) .
APPENDIX
In order to present the proofs of the results in the paper, I first provide two simple Lemma's.
Lemma 1 Let C be a cone and let S be a symmetric matrix such that λ Sλ > 0 for all λ ∈ C. Let γ > 0, then arg max 
Q.E.D.
Lemma 2 Let C be a cone such that λ Gλ > 0 for all λ ∈ C. Then arg min λ∈C 1 n ι n − Xλ where the second inequality follows from Lemma 1.
Q.E.D.
