A near-global model for the sea-surface expression of the baroclinic tide has been developed using exact-repeat mission altimetry. The methodology used differs in detail from other altimetry-based estimates of the open ocean baroclinic tide, but it leads to estimates which are broadly similar to previous results. It may be used for prediction of the baroclinic sea level anomaly at the frequencies of the main diurnal and semidiurnal tides, K 1 , O 1 , M 2 , S 2 , as well as the annual modulates of M 2 , denoted MA 2 and MB 2 . The tidal predictions are validated by computing variance reduction statistics using independent sea-surface height data from the CryoSat-2 altimeter mission. Typical midocean baroclinic tidal signals range from a few millimeters to centimeters of elevation, corresponding to sub-surface isopycnal displacements of 10's of meters; however, in a few regions larger signals are present and it is found that the present model can explain more than 13 cm 2 variance at some sites.
Introduction 26
Satellite altimetry has enriched our understanding of ocean dynamics by providing a sustained 27 and near-global view of mean sea level and mesoscale eddies during the last 25 years (Fu and 28 consistency of the results with the predicted wavenumber dispersion relation for linear inertia-143 gravity waves supports other methodologies in which these dynamics are assumed. The maps 144 of Dushaw (2015) directly use the dispersion relation for internal waves at the tidal frequencies, 145 deriving the spatial coherence from the assumed dynamics. An even more constrained spatial 146 model is the plane-wave fitting used by Zhao et al. (2016) , in which the spatial fields are assumed 147 to be comprised of small number of waves propagating in directions inferred from the data. 148 Experience with the plane-wave fitting indicates that the baroclinic tidal fields closely obey 149 linear dynamics (Ray and Cartwright 2001; Zhao et al. 2012; Zhao 2016) ; however, there is a 150 tradeoff between bias and stability which depends on the complexity of the spatial model. For 151 example, both empirical estimates and numerical models of baroclinic tides find a great deal of 152 spatial structure and anisotropy, with waves organized into relatively narrow beams as the result of 153 distributed sources and wave interference (Rainville et al. 2010) . The unstructured signal model 154 of Ray and Zaron (2016) is biased towards zero far from the data sites, and it is found that simply 155 increasing the harmonic constants by 5% to 20%, depending on location, improves the accuracy of 156 the tidal predictions made with the model. Similarly, one would expect the highly-structured plane-157 wave model of Zhao et al. (2016) to be biased in a wave field composed of relatively narrow beams. 158 The bias depends on the size of the fitting window, but one would expect it to be proportional to 159 ∂ 2 η/∂ y 2 , where η is baroclinic tidal amplitude and y is a coordinate perpendicular to the local 160 propagation direction. 161 Based on the above, a spatial model was hypothesized which represents the baroclinic wave 162 field locally with a small number of propagating waves combined with a polynomial amplitude 163 modulation. To make these ideas precise, let x = (x, y) represent Cartesian coordinates on a locally-164 defined tangent plane, and assume that the baroclinic tide can be represented with N spatially-165 modulated plane waves, each with wavenumber modulus k n and direction φ n , for n = 1, . . . , N. 166 8 Assuming the amplitude envelope is modulated by a polynomial of order P, then the local spatial 167 signal model for the complex amplitude of the baroclinic tide, η, is given by, x p y q a pqn cos(k n · x) + b pqn sin(k n · x) ,
where vector wavenumber is given by k n = k n (cos φ n , sin φ n ), and complex coefficients (a pqn , b pqn ) 169 are found by weighted least-squares fitting to the harmonically analyzed altimeter data. With this 170 representation, the component of the wave field propagating parallel to k n is given by,
x p y q (a pqn − ib pqn ) (cos(k n · x) + i sin(k n · x)) ,
and the anti-parallel component is given by,
x p y q (a pqn + ib pqn ) (cos(k n · x) − i sin(k n · x)) .
( 3) Note that η and the model parameters, (k n , φ n , a pqn , b pqn ), are together a function of tidal fre-173 quency, ω ∈ {ω M 2 , . . . }. When it is necessary to indicate this dependence it will be shown using 174 superscript notation, e.g., η (M 2 ) (x, y) is the complex amplitude of the M 2 harmonic constant. 175 It remains to be stated how P, N, k n , and φ n are determined. The procedure is explained here, but where L is the size of the two-dimensional data fitting window. Within the fitting window the 183 harmonic constants are placed in square bins of size ∆x, averaging data from crossing tracks if 184 necessary. The data within the grid are then regarded as the field of harmonic constants multiplied 185 9 by the spatial sampling pattern of the altimeter ground tracks (Figure 2a ). The contents of this array 186 are windowed ( Figure 2b ) and the two-dimensional Fourier transform is taken. In essence, the 187 resulting two-dimensional spectrum is the convolution of the baroclinic tide SSH with the antenna 188 pattern of the ground tracks ( Fig. 2c ). In spite of the modulation by the antenna pattern, peaks 189 in the spectrum are clearly identifiable (Fig. 2d ). The two-dimensional spectrum is integrated 190 azimuthally and the peak wavenumber used to assign k n (Fig. 2g ). Then, the two-dimensional 191 spectrum is integrated radially from (3/4)k n to (4/3)k n and the azimuthal direction of the peak is 192 assigned to φ n (Fig. 2j) . A simple plane-wave fit is computed and subtracted from the data, and 193 the process is repeated until an insignificant amount of variance is removed.
194
It is useful to examine examples of this procedure in different regions, and this is shown in Fig. 2j ). When the first wave is removed, the spectrum of the residual is dominated by the 201 southward wave ( Fig. 2e , h, and k). The splitting of the northward peak after the first and second 202 waves are removed ( Fig. 2e and f) indicates that it is not well-represented by a simple plane wave.
203
Based on the shape of the spectral peak, it appears to be better represented by a radially-spreading 204 wave ( Fig. 2d) ; however, this spatial model is not part of this preliminary exercise which is only 205 intended to identify (k n , φ n ). The units of the integrated spectra in the last two rows, mm 2 /cpk and 206 mm 2 /rad, allow the results to be compared with the data in the following two figures. Note that 207 the two-dimensional spectra in the second row are log-scaled, showing three orders of magnitude, 208 and the colors are normalized by the maximum value. Thus, as the residual gets smaller, the peaks 209 stand out less above the noise floor ( Fig. 2f , i, l).
210
The wave field in the Subtropical Western Pacific is primarily composed of three mode-1 waves 211 ( Fig. 3a, b, and d) , and the amplitudes of these waves ( Fig. 3g , h, and i) are larger than those 212 described above near the Hawaiian Ridge. Note also that the noise floor of the radial wavenumber 213 spectrum (e.g., Fig. 3i ) is noticeably elevated compared to the previous case ( Fig. 2i ). Presumably 214 this is related to the higher level of mesoscale kinetic energy in this region.
215
The wave field in the Equatorial Pacific is much more directional than the previous exam-216 ples ( Fig. 4a, b, d ). The wave fitting identifies two mode-1 waves and one mode-2 wave, all 217 propagating to the south. Once again, notice how fitting with a single plane wave changes the di-218 rectional distribution of variance ( Fig. 4j vs. Fig. 4k ), suggesting that radial spreading is significant 219 even within these small analysis windows. patterns are increasingly structured at large wavenumbers because of the high-wavenumbers asso-224 ciated with the across-track sampling. Fortunately, the tidal fields contain so little variance at these 225 small spatial scales that the leakage is not problematic for low wavenumbers, |k| < 25 × 10 −3 cpk.
226 Table 3 lists the parameters for the spatial models for each of the tides considered. The analysis 227 window of M 2 , L = 500 km, is smaller than that used for the other tides. A larger window, 228 L = 1000 km, is used for S 2 , MA 2 , and MB 2 because the along-track estimates of these tides are 229 less accurate than M 2 , as discussed in Section 2. The larger window, L = 1000 km, is used for the 230 K 1 and O 1 tides in order to resolve the longer wavelength of these diurnal tides compared to the 231 M 2 tide. Although the window is of size L, parameters in the model are determined by fitting the 232 11 data with a weighting function, exp(−(5|x|/L) 2 )), so essentially just data from the middle third of 233 the analysis window are used. As mentioned in the caption of Table 3 , this function is also used 234 to window the data prior to computing the two-dimensional power spectrum for determination of
The procedure just described leads to a sequence of estimates for the dominant wavenumbers, 237 modulus and direction (k n , φ n ), for n = 1, . . . , N, ordered according to the variance explained in the Table 1 ). The value of N, which is typically in 246 the range of 2 to 5 waves, is thus based on a subjective criterion designed to avoid over-fitting the 247 observations.
248
With the spatial model defined as above, the mapping proceeds by dividing the ocean into 249 patches of size L × L in a local tangent plane centered on latitude and longitude coordinates 250 (λ k , θ l ). The patches lie on a regular overlapping grid of latitudes, ∆θ = θ l+1 − θ l , such that 251 2πr e ∆θ = r ol L, where r e is the mean radius of the Earth and r ol = 1/4 determines the extent of 252 overlap. The longitude grid is also equidistant between the local tangent planes, ∆λ = λ k+1 − λ k ,
253
where 2πr e cos(θ l )∆λ = r ol L; note that ∆λ and λ k depend on l, but this dependence is suppressed 254 in the notation for readability.
255
Previous published maps of the baroclinic tides have utilized along-track high-pass filtering of 256 the data in order to suppress errors at wavelengths longer than 500 km, but this leads to a non-257 isotropic antenna response and filtering of east-west propagating waves (Ray and Zaron 2016). To 258 overcome this problem, the present approach estimates the model parameters by fitting the along-259 track sea surface slope, rather than SSH. This reduces the influence of long-wavelength errors in 260 the data, but because the same operation is applied to both the input data and the signal model,
261
there is no loss of sensitivity to wavenumbers oriented in the east-west directions.
262
Finally, the complex coefficients (a pqn , b pqn ) in equation (1) r ol )L)) 2 ), so the resulting field is essentially continuously differentiable at the edges of each patch.
270
One final step is involved in preparing a high resolution grid suitable for making tidal predic-271 tions, which is masking off regions where the estimate is thought to be inaccurate. This is done 272 using the formal error estimate of the M 2 harmonic constants determined from altimetry, averaged 273 over 500 km. The mask is set to zero where the mean standard error is greater than σ m = 2.75 mm, 1995) in order to smooth the mask over 3 • . In general the mask delimits regions where the mapped 280 field appears to be spurious; however, it would be advantageous to optimize the mask using more 281 objective criteria in the future. Zaron (2016), also at 1/20 • -resolution, is shown in Figure 7 . Denote the present estimate as 309 HRET, for "High Resolution Empirical Tide", and the Ray and Zaron (2016) The model is less successful in explaining variance at the O 1 , MA 2 , and MB 2 frequencies 332 ( Fig. 8d-f ). These are smaller tides, but there are more regions where the tidal correction fails 333 to reduce the variance. Nonetheless, the fields indicate a few regions where these tides are large 334 enough that they might be considered for use as tidal corrections, depending on the specific appli-335 cation. The variance reduction from the total of the tidal corrections is dominated by the M 2 and 336 K 1 components (Fig. 8g ). The previous section focussed on the sea-surface height expression of baroclinic tides. Poten-339 tially more insight into the dynamics can be obtained by studying the baroclinic tidal currents.
340
Let u = (u, v) represent the horizontal current vector at the ocean surface. The instantaneous tidal 341 currents ought to be related to the surface elevation through the equations,
where T(u, u o ) is a vector which is a nonlinear function of both tidal currents and non-tidal cur-343 rents, with the latter denoted by u o . The relationship between the mean, phase-locked, tidal cur-344 rents and the surface elevation is, in principle, more complicated because it involves the projection 345 of the above dynamics onto particular tidal frequencies,
where it is understood that u j and η j now refer to complex-valued fields associated with the j-th 347 tidal frequency, ω j , and T j is analogous to the divergence of a Reynolds stress.
348
The physical effects represented by T can be thought of as tidal self-interactions, such as shear- 
where λ −1 j is a damping time scale. One can estimate λ j from the effective diffusivity of the non- currents are compared with predicted tidal currents, and the variance reduction is used as a mea-370 sure of the goodness-of-fit. Figure 9 shows the explained variance as a map, averaged within 2.5 • 371 bins, when no damping is assumed (λ j = 0). For the largest and most accurately determined tides, 372 M 2 and K 1 , the model explains a positive amount of vector current variance almost everywhere.
373
Several points of interest can be noted from Figure 9 . Comparison of the observed root-mean-374 square surface speed ( Fig. 9a) with either of the root-mean-square predicted speeds ( Fig. 9b and   375 d), indicates that the predicted tidal currents are generally a small fraction of the observed currents; locations near the coast (Fig. 9c, regions colored blue) . The Gulf of Mexico is a region where the 383 K 1 predictions are not accurate (Fig. 9e ).
384
The GDP data set is large enough that it can discriminate between small adjustments to the 385 dynamics. For example, the latitude-dependent acceleration of gravity, g, which varies by about 386 0.5% from pole to equator, is used in equation (5) (Moritz 2000). If a constant nominal value is 387 used instead, g = 9.81 m 2 /s, the area averaged explained variance is reduced slightly.
388 Figure 10 shows the explained variance as a function of λ j for the M 2 and K 1 tides. The predic-389 tions for the other tides are not accurate enough to usefully constrain the damping time scale. The 390 explained variance is maximized for λ M2 = 2 × 10 −5 and λ K1 = 10 −5 (Fig. 10a ), values which 391 are within the range proposed above. As is evident from Figure 9 , the geographic distribution 392 of M 2 and K 1 currents is very different, so these variance-maximizing values of λ j are measur-393 ing different physical locations. If, instead, the explained variance is restricted to the latitude 394 range that includes Luzon Strait, where both M 2 and K 1 are relatively large, the optimal values 395 are λ M2 = 2 × 10 −5 and λ K1 = 0.5 × 10 −5 (Fig. 10b) , approximately λ M2 = 4λ K1 , as predicted.
396
The ratio of these coefficients varies somewhat when averaging over different regions when other It is interesting to compare the present approach with one which uses the dynamics directly (e.g., phase and quadrature components of the errors in the horizontal momentum equations were to be 416 estimated, and a correlation scale of 50 km were assumed, there would be at least 200 parameters 417 to estimate. This is roughly twice as many parameters as with the present approach, and easily 3 418 to 6 times as many in regions with relatively few waves. Thus, the highly structured signal model 419 using relatively few degrees of freedom, with the vector wavenumber set by the preliminary model 420 building (a nonlinear estimator), seems to be an advantage compared to more general dynamics-421 based approaches (Carrère et al. 2018).
422
Nonetheless, it is clear that the present approach has limitations which will cause it to lose utility 423 near abrupt topography or where the baroclinic wave field deviates from the rudimentary signal 424 model. Figure 11 illustrates the K 1 harmonic constants in a region of Western Pacific where the 425 Philippine Sea meets the East China Sea. The boundary between the baroclinic waves (in the deep 426 water) and their absence (on the continental shelf) is apparent. Capturing this spatial structure 427 with the signal model of equation (1) is not possible, at least within analysis windows containing a 428 sufficient quantity of data. Instead, it seems likely that subsequent improvements will result from 429 using a more dynamically-constrained approach, but with a highly-structured error covariance 
436
The values of λ j estimated above were obtained by maximizing a goodness-of-fit metric, which 437 implicitly emphasizes those spatial regions with the largest baroclinic tidal kinetic energy. Thus, 438 the area average damping time scale of the coherent tide could be greater or less than the inferred 439 20 value, and it is difficult to place confidence limits on it, or map its spatial structure, without a 440 detailed consideration of the physical mechanisms it represents. Such an analysis shall be the 441 subject of future studies.
442
The form of the damping, −λ j u j , was justified as a model for the loss of energy from the phase-443 locked tide, but it may alternately be regarded as an energy source for the non-phase-locked tide.
444
The non-phase-locked tide obeys an energy equation, which could be written as
where c ( j) g is the group velocity and E j and E j are the non-phase-locked and phase-locked wave 446 energy, respectively, associated with the j-th tidal frequency. This expression can be integrated 447 over the deep ocean, bounded by the continental margins, to obtain,
448
(1 − r j )Pc
where r j is the reflection coefficient for the low-mode baroclinic tide at the continental margin, The global mean ratio of non-phase-locked to phase-locked baroclinic tidal variance, E M2 /E M2 , 453 is estimated as 0.5 (Zaron 2015 (Zaron , 2017 . Equation (8) can be re-arranged to compute this same 454 quantity,
One expects the ratio, P/A, to be some multiple of the reciprocal of R e , the radius of the earth, for the perimeter, P, across which the tides are reflected or dissipate, the ratio P/A does not seem 459 21 much larger than about 4/R e , so the first term in the above expression is apparently smaller than 460 1/8. If the ratio E j /E j is to be smaller than 1, then the non-phase-locked tide must be rapidly 461 damped, with γ j the same size or larger than λ j .
462
It is hard to reconcile the estimate γ j = λ j with known mechanisms of dissipation for the low- value, E j /E j = 4 (Alford and Zhao 2007), but even this is not large enough to constrain γ j λ j .
468
Perhaps the E j E j regime described by Weisberg et al. (1987) is more typical.
469
Alternately, it is possible that the same factors causing the loss of coherence of the internal tide globally; however, larger differences exceeding 2.5 cm are present at specific sites (Loren Carrère, 483 personal communication). Further improvements in satellite altimetry and processing techniques, 484 and innovations in mapping techniques, will certainly lead to further increases in accuracy in the 485 future.
486
The primary purpose of this manuscript is to document the mapping technique and validate the 487 tide models using a large surface current drifter dataset. The latter leads to a new estimate for the 488 scattering rate of the phase-locked tide, with implications for the generation and dissipation of the Average of the explained variance over the latitude range, 10 • to 30 • N, for both M 2 and K 1 .
721
Theory predicts maximum explained variance will occur when λ M2 = 4λ K1 , approximately 722 as observed when the explained variance is averaged over the same region for the two tides.
723
The square symbol plotted next to the y-axis denotes the explained variance when λ j = 0. . . 47 
