Abstract. The distributed data mining (DDM)become
Introduction
The volume of commercial, financial, technical and / or management are constantly increasing. Handling this data must be responsive and innovative in a competitive acute where decisions based on analysis of these data must be made quickly. The data mining (DM) is one of the most important research areas in information systems, over many years the field of data mining grown with new strategies and approaches to use our information (data) to extract a useful knowledge, mainly used for relational databases. Many new disciplines of data mining are introduced, by applying data mining techniques to a different kind of data like web mining, text mining, image mining, … these disciplines are some kind of independent each one from the other even that they use the same core data mining techniques, so this point let us think about founding a universal platform to fits all these disciplines.
Nowadays with the augmented connectivity of our networks and the distribution of our resources we moved from thinking centrally to think about the distributed architectures, so the distributed data mining shows up and became the most important research topic in the data mining but at the same time it's still has unresolved problems, and many challenges.
Goals to achieve and Challenges
We have fixed some goals to achieve in this approach and they are: -Efficiency: augment the efficiency of the data mining process on term of the affinity of the final results. (Augment the accuracy of the data mining algorithms) -Extensibility: an architecture with the ability of the update, and the extends with new modules that can fit all algorithms and techniques in data mining -Universality: with the extensibility feature we can make our architecture fits a wide range of data sources types (for ex. web blogs for web mining, text documents for text mining, …) -Ease to use: the ease of use for any typical computer user, no need to advanced knowledge in data mining.
To achieve these goals we have to jump over a bunch of challenges of the DDM:
-The large volume of data -The communication cost -A Multi disciplinary platform for all data mining disciplines -The diversity of users and users' population -The best usage of parallelism
Multi-Agent Systems for DDM
Multi-agent systems (MAS) are heterogeneous and distributed software architecture, and that's made it the best solution for design, develop and implement the software platform for the distributed architectures and by the way for the distributed data mining.
The MAS is a set of agents that interact together in one society to resolve a common problem by using the resources and the knowledge of each agent.
MAS' architecture is a structure that depicts the various families of agents and their relationships. A configuration is the instantiation of architecture with a chosen combination and an appropriate number of agents of each type. For a given architecture, we can generate several configurations, and a given configuration is closely related to the topography and context of where it is deployed (organizational structure, characteristics of the Intranet, location of interest, etc. . .). Thus, the architecture must be designed so that all possible configurations cover the different organizational contexts possible. The configuration is studied and documented during the deployment while the architectural description is studied and determined in the design. [6] The benefits of using agent based systems for distributed data mining are the following: [15] -Remaining the autonomy of data sources: A data mining agent can be considered as a modular extension of a data management system to deliberatively handle the access to the underlying data source in accordance with given constraints on the required autonomy of the system, data, and model. This is in full compliance with the paradigm of cooperative information systems.
-Facilitating interactive distributed data mining: Pro-actively assisting agents can drastically limit the amount a user has to supervise and interfere with the running data mining process. For example, data mining agents can anticipate the individual limits of the potentially large search space and proper intermediate results particularly driven by their individual users' preferences with respect to the particular type of data mining task at hand.
-Improving dynamic selection of sources and data gathering: One challenge for data mining systems used in open distributed data environments is to discover and select relevant sources. In such settings data mining agents can be applied to adaptively select data sources according to given criteria such as the expected amount, type and quality of data at the considered source, actual network and data mining server load. Such data mining agents can be used, for example, to dynamically control and manage the process of data gathering to support any online analytical processing and business data warehouse application.
-Having high scalability to massive distributed data: One option to reduce network and data mining application server load is to let data mining agents migrate to each of the local data sites in a distributed data mining system on which they can perform mining tasks locally, and then either return with or send relevant preselected data to their originating server for further processing.
-Stimulating multi-strategy distributed data mining: For some complex application settings and appropriate combination of multiple data mining techniques can be more beneficial than applying just one particular one. Data mining agents can learn in due course of their deliberative actions which one to choose depending on the type of data retrieved from different sites and mining tasks to be pursued.
-Enabling collaborative data mining: Data mining agents can operate independently on data they have gathered at local sites, and then combine their respective models. Or they can agree to share potential knowledge as it is discovered, in order to benefit from additional opinions of other data mining agents.
Cloud Computing for DDM
The cloud computing is a concept emerged relatively recently, but its beginnings go back a few years, especially in the technology of grid computing used for scientific computing.
Cloud computing refers to the use of memory and computing capabilities of computers and servers around the world, linked by a network, such as the Internet. Users of the cloud may well have a flexible and considerable computing power. This technique is becoming a business. The entire computing power and memory, as a tool provided as a service to customers by a business is advertised by some professionals as the ultimate stage of the industrialization of data centers.
As the use of IT infrastructure is considered a service, the client does not have to worry about the operation of it. In addition, the agility and flexibility of supply allows the user to have the computing power he wants when he wants, without having to buy power units and calculation that not used as it is today with computers and data centers owned businesses.
Why the Cloud Computing?
The cloud computing is the new promising technology for IT industry, it engenders the dream of any computer developer in the fact of storage and the power of calculations is available to be exploited.
The big challenge of the data mining is the parallelism use and the calculation power to gain a precious time, the use of the cloud computing bring us the ability of use the power of many powerful interconnected servers with multi core processors in our architecture without needing to implement it physically (acquire this kind of hardware) in every user's environment.
At the same time the major issues of the distributed data mining is the workload and the communication cost, the implementing of our approach on the cloud will handle a lots of this work load because of the high connectivity of these data centers. A predictive research made by Cisco shows us that the 50% of the global workloads will be processed in the cloud data centers by 2014. (Figure 1.) Also the use of this technology in our approach brings the advantage of the modularity, extensibility, the parallelism and the power of calculation, and provides an easy interface accessible just from a web browser to enter the user's requirements easily and visualize the final results in visual metaphors to be analyzed by the user itself. This technology is also an opportunity for the mobility of the users.
The Agent-Based Systems on the Cloud
In some proposed agent-based systems on the cloud approaches the agents are used to manage the cloud resources [8] [9] [10] [11] [12], observe the user behavior [13] , composite the cloud services [5] and for the negotiation mechanism in the cloud service collaboration [14] , these agents deal with the cloud services (SaaS, PaaS, IaaS) as external entities to create, call and manage them. In our approach the agents are created and executed under the cloud service (SaaS) so they are considered as entities of the service itself to manage and collaborate between the service processes.
Our Approach
Our approach is a cloud based architecture as a SaaS (Software as a Service), which uses multi-agent systems for implementing the different tasks of the system.
Our architecture has different components, contains multiple agents types and other necessary system components, they are: [7] specifying his distributed data sources, his requests and choosing the algorithms or the techniques to be used. The user can make many requests at the same time 2. Task Agent: is the master agent for the whole task created by the user, each user's request is represented by a task agent. The task agent will create the data agents (according to how many data sources we have), mining agent (according to the technique to be used) and visualization agent (according to the technique of the visualization to be used) needed for this specific task. 3. Data Agent: created by the task agent, this agent will connect to a data source and preprocess and clean the data for the specific request and store the final cleaned data in the cloud temporary storage. The number of data agent for each task is the number of the data sources. 4. Cloud temporary storage: is a cloud storage that will store the clean data temporary of the tasks in execution. The cloud storage is used to guarantee the data availability for the next stage of the task (Mining process), as well as speed up the mining process by the economization of the communication costs between the process agents and the clean data (while both of them are hosted in the same cloud data center) 5. Mining Agent: the mining agent is the core agent of the whole task. The mining agent represents the algorithm or the technique specified by the user that will be used to process the data for the extraction of the mined data. The mining agent will create one or more process agents that interact with each other to take profit of the available processing units to speed up the process by using the parallelism. The number of Process Agents is the number of the available resources while this number should not exceed the number of the maximum parallel unit allowed by the algorithm.
After receiving the local result from each Process Agent the Mining Agent will use them to define the final (global) result and send it to the Task Agent. 6. Process Agent: the Process Agents are the units created by the Mining Agent to execute the parallel tasks of the mining process, these agents will interact each one with the other by the way specified in the Mining Agent (which is according to the specific algorithm used) and send the local result to the Mining Agent. 7. Visualization agent: is the agent that will receive the results to be visualized using the known techniques to be presented to the user through the user interface of the SaaS.
The Operation Mechanism of the Approach
In the first stage the system will gather the different information of the task from the user's requirements and specify the distributed data sources entered by the user in User Interface of the SaaS, then the system will create a Task Agent with this specific information. The Task Agent will create the Data Agents needed depend on the number of data sources exist.
Each Data Agent will connect to a data source and preprocess / clean the data then store the cleaned data in the temporary cloud storage.
After the process of cleaning data will be finished the Task Agent will create the Mining Agent according to the algorithm chosen by the user, this agent will create the Process Agents needed while the number of these agents is the number of the processing units available while it's not exceed the maximum parallel units allowed specified in the algorithm. The Process Agents will interact each one with the other by the way specified in the Mining Agent to obtain the final results (mined data) and communicating it with the Task Agent that will create a Visualization Agent to present these results by a specific visualization method to the user via the user interface. (Figure 3.) 
Conclusion
In this paper we presented a new approach for the distributed data mining based on cloud computing and multi-agent systems, this approach handle some of the issues that the DDM is facing today to know: augment the efficiency with modular architecture that can be updated at anytime to improve the current algorithm implementation, the use of the parallelism over the cloud bring to this approach a new advantage so these algorithms can implemented for a parallel architecture so that will improve the response time, as well the reduce of the communication costs by using the multi-agent platform and the use of the temporary cloud storage, a new intuitive interface have to be implemented for the SaaS service to provide the ease of use, and a single universal platform to be used to mine any data source.
We are currently working on the implementation of this approach on a solid cloud computing and multi-agent platform, try to adapt it to as many as data sources (data types) possible, improving the parallelism mechanism and how the mining agents interact each one with the other. We have to work also to improve the security/access control as well as the users' privacy to protect the valuable users' data, and the results of the mining process. 
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