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1. Introduccio´n
Los problemas de corte y empaquetado (C&P) consisten, por lo general, en el corte de materias
primas para obtener un conjunto de elementos minimizando el desperdicio de material generado o en el
empaquetado de un conjunto de art´ıculos en el menor nu´mero de contenedores. Esta clase de problemas
cae dentro de la categor´ıa de problemas de optimizacio´n combinatoria. Usualmente, se presentan en
muchas aplicaciones industriales, tales como: vidrio, papel y corte de acero; carga de contenedores y
camiones; disen˜o de circuitos integrados; optimizacio´n de portfolio; y muchas otras.
La mayor´ıa de los problemas de optimizacio´n combinatoria, y por consiguiente los problemas de corte
y empaquetado, son, en general, dif´ıciles de resolver en la pra´ctica. Estos problemas esta´n incluidos en la
clase de problemas NP-duros [11], ya que no se conocen algoritmos exactos con complejidad polino´mica
que permitan resolverlos. Debido a su intratabilidad, se han disen˜ado una gran cantidad de me´todos
aproximados, los cuales encuentran buenas soluciones en tiempos computacionales razonables. En esta
clase de problemas, la bu´squeda de una solucio´n requiere una exploracio´n organizada a trave´s del espacio
de bu´squeda: una bu´squeda sin gu´ıa es extremadamente ineficiente.
Durante la de´cada de los sesenta se han disen˜ado diversos me´todos aproximados, conocidos como
heur´ısticos, capaces de encontrar soluciones de buena calidad, y que en muchos casos son muy cercanas
a la solucio´n o´ptima o mejor conocida. Gran parte de estos me´todos fueron concebidos inspira´ndose en
la resolucio´n de problemas de fa´cil representacio´n, pero de muy dif´ıcil solucio´n, como lo son el problema
del vendedor viajero, el problema de la mochila, etc. Debido a la variada naturaleza de estos problemas,
los me´todos eran u´tiles apenas para el problema para el cual hab´ıan sido inspirados.
En los u´ltimos 20 an˜os han aparecido una nueva clase de algoritmos, basados en la combinacio´n de
me´todos heur´ısticos ba´sicos en un marco de alto nivel para explorar en forma eficiente y eficaz el espacio
de bu´squeda. Esos me´todos son comu´nmente denominados metaheur´ısticas [3, 6, 13]. El surgimiento
de las te´cnicas metaheur´ısticas plantea un cambio importante en el desarrollo de te´cnicas alternativas
frente a heur´ısticos ad hoc, ya que permiten extender de manera estructurada su aplicacio´n a una amplia
gama de problemas de optimizacio´n representativos del mundo real. Este hecho, junto con su notable
eficacia, actuaron como los principales atractivos de la atencio´n de la comunidad cient´ıfica.
Como mecanismo para mejorar la eficiencia de las metaheur´ısticas, se han propuesto en los u´ltimos
an˜os distintas versiones paralelas de las mismas [2]. Otros enfoques diferentes toman en cuenta el disen˜o
de algoritmos de h´ıbridos, la creacio´n de operaciones especializadas para el problema en cuestio´n, etc.
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Sin embargo, utilizar algoritmos paralelos es una forma de aliviar los problemas vinculados a tiempos
intensivos de ejecucio´n e importantes requerimientos de memoria para resolver instancias complejas
de intere´s actual. Varias estrategias de paralelizacio´n se pueden aplicar a las metaheur´ısticas. Entre
ellas, existen modelos paralelos donde varios hilos de bu´squeda simulta´neamente exploran el espacio
de soluciones. Si cada uno usa diferentes procedimientos de bu´squeda, obtenemos una metaheur´ıstica
heteroge´nea paralela. La utilizacio´n de mu´ltiples hilos de bu´squeda usando diferentes estrategias y
valores de los para´metros permite una mayor diversidad y una ma´s profunda exploracio´n del espacio
de bu´squeda, lo que podr´ıa llevar a soluciones ma´s precisas.
El planteamiento propuesto en el trabajo de tesis se basa en aplicar te´cnicas metaheur´ısticas a
problemas de corte y empaquetado. En particular, el trabajo de tesis esta´ enfocado a una de las
variantes ma´s conocidas del problema de C&P como lo es el problema de strip packing, en el cual
la caracter´ıstica ma´s importante es que la plancha de material, donde se deben asignar las distintas
piezas rectangulares, tiene una de las dimensiones libres (por lo general la altura). Para tal fin, hemos
disen˜ado distintas metaheur´ısticas, ya sea desde su configuracio´n como tambie´n en la informacio´n del
problema que pueden incorporar, para sacar ma´ximo partido a dichas te´cnicas y ofrecer as´ı soluciones
de gran calidad. Tambie´n hemos planteado distintas versiones paralelas de las mismas y propuesto
versiones paralelas heteroge´neas, basadas en el comportamiento estudiado previamente, para desarrollar
metaheur´ısticas ma´s robustas.
2. Objetivos
En esta tesis se propone aplicar metaheur´ısticas secuenciales y paralelas a problemas de empaqueta-
do, analizar los resultados para comprender el comportamiento de estos algoritmos y proponer nuevos
me´todos para resolver los problemas de una manera ma´s eficaz y eficiente. Los objetivos espec´ıficos que
se esperan alcanzar con esta tesis son:
Disen˜o, implementacio´n y evaluacio´n de modelos algor´ıtmicos que incluyan conocimiento del pro-
blema en cuestio´n en el dominio de corte y empaquetado y posiblemente otros dominios afines.
Como subobjetivo inicial sera´ necesario un extenso estudio de la literatura existente en este campo
y la definicio´n de los problemas concretos de ana´lisis.
Definicio´n y estudio de extensiones paralelas de los modelos desarrollados, de manera que no so´lo
se aproveche la potencia nume´rica inherente a las te´cnicas descentralizadas sino que tambie´n se
puedan obtener ganancias en tiempo real al utilizar un conjunto de computadoras para resolver
el mismo problema.
Inclusio´n de heterogeneidad en modelos descentralizados para los problemas designados. Es de
intere´s que las te´cnicas disen˜adas puedan extenderse para contener componentes distintos que se
complementen en el sentido diversificacio´n/intensificacio´n, que actualmente se considera la piedra
angular de la optimizacio´n moderna.
Desarrollo de nuevas te´cnicas de acuerdo a las te´cnicas modernas de Ingenier´ıa del Software
(orientacio´n a objetos, bibliotecas estructuradas en componentes, modularidad, correccio´n, etc.).
3. Aportes
En esta seccio´n se enuncian, en forma resumida y esquema´tica, los aportes realizados con la presente
tesis, a saber:
Desarrollo de un nuevo modelo matema´tico para el problema de strip packing considerando las
restricciones impuestas en este trabajo de tesis.
Desarrollo de un operador de recombinacio´n que incorpora conocimiento del problema (BILX).
Desarrollo de reglas de construccio´n para generar una poblacio´n inicial ma´s especializada para el
problema en cuestio´n.
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Propuesta de operadores de relocalizacio´n basado en heur´ısticas ad hoc bien conocidas para el
problema (MFF Adj y MBF Adj).
Adaptacio´n del algoritmo optimizacio´n basada en colonias de hormigas para resolver el problema
strip packing, en lo que respecta a la definicio´n del rastro de feromonas, la conformacio´n del
vecindario alcanzable por una hormiga y la hibridacio´n con bu´squeda local.
Disen˜o y evaluacio´n de algoritmos heteroge´neos, donde las islas esta´n conformadas por algoritmos
que implementan distintos mecanismos de bu´squeda.
Implementacio´n de un generador de instancias de complejidad variable para el problema de C&P,
debido a que las instancias encontradas en la bibliograf´ıa [4, 5, 19] resultan de desigual complejidad
para la prueba de los algoritmos.
De cada uno de estos puntos, se ha realizado una importante labor de divulgacio´n, tanto a nivel nacional
como internacional, en conferencias y revistas de impacto (ve´ase Ape´ndice A).
4. Organizacio´n de la tesis
Este trabajo de tesis se organiza en tres partes principales. En la primera, se presentan los conceptos
de metaheur´ısticas y se caracterizan los problemas de corte y empaquetado. En la segunda parte se pre-
sentan las propuestas algor´ıtmicas para resolver el problema como as´ı tambie´n los resultados obtenidos
con estas propuestas al resolver el problema de strip packing. En la tercera y u´ltima parte se esbozan las
conclusiones a las que se ha arribado al realizar este trabajo, junto con las l´ıneas de investigacio´n que
se abren a partir de nuestro estudio. A continuacio´n mostramos en detalle el contenido de los distintos
cap´ıtulos que conforman esta memoria.
Parte I: Fundamentos de las metaheur´ısticas y los problemas de corte y empaquetado
En el Cap´ıtulo 2 se ofrece una introduccio´n sobre el campo de las metaheur´ısticas. Posteriormen-
te se dan detalles sobre los mecanismos avanzados para los algoritmos metaheur´ısticos que se usan
en esta tesis: paralelismo y heterogeneidad. El cap´ıtulo concluye con una descripcio´n gene´rica de
las metaheur´ısticas utilizadas en este trabajo de tesis.
En el Cap´ıtulo 3 se presentan los problemas de corte y empaquetado, resaltando las carac-
ter´ısticas de los mismos, para luego describir en particular el problema de strip packing en dos
dimensiones que se ha resuelto con te´cnicas metaheur´ısticas en la presente tesis. En la parte final
del cap´ıtulo se dan detalles de las instancias del problema utilizadas en los cap´ıtulos posteriores.
En el Cap´ıtulo 4 se realiza una revisio´n de la literatura existente resumiendo las distintas solu-
ciones existentes para el problema de strip packing usando heur´ısticas y metaheur´ısticas.
Parte II: Resolucio´n del problema de corte y empaquetado
En los Cap´ıtulos 5 y 6 se resuelve el problema de strip packing por medio de algoritmos gene´ti-
cos y algoritmos de optimizacio´n basados en colonia de hormigas, respectivamente. Se detallan los
algoritmos utilizados junto con las modificaciones propuestas para introducir mejoras. Adema´s,
se presentan los resultados obtenidos con estos algoritmos y se discuten los mismos.
En el Cap´ıtulo 7 se aborda la resolucio´n de este problema por medio de la inclusio´n de te´cnicas
paralelas. Por consiguiente, se describen las mismas, se analizan los resultados ofrecidos y final-
mente se muestran las principales conclusiones que se pueden extraer de todo este proceso.
En el Cap´ıtulo 8 describimos las distintas propuestas heteroge´neas planteadas y se comparan
sus resultados desde un punto de vista de eficacia y de paralelismo.
Parte III: Conclusiones
En el Cap´ıtulo 9 finalizamos este trabajo de tesis resumiendo el trabajo presentado y dando una
mirada hacia las posibles tareas futuras y desarrollos.
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Figura 1: Patro´n de empaquetado por niveles
5. Problema de empaquetado en dos dimensiones con restricciones:
2SPP
Los problemas de corte y empaquetado (C&P) son un conjunto de problemas ampliamente estu-
diados, los cuales son definidos como problemas combinatorios geome´tricos. Partiendo de unos modelos
ba´sicos, se encuentra gran cantidad de variantes derivadas de la amplia gama de aplicaciones pra´cticas
existentes y dependiendo de quie´n lo este´ tratando.
El problema de strip packing en dos dimensiones o 2-dimensional strip packing problem (2SPP)
esta´ presente en muchas aplicaciones del mundo real tal como en la industria del vidrio, papel, textil,
entre otras, con algunas variaciones en su formulacio´n ba´sica. Por ejemplo, se deben cortar varias
piezas irregulares de un rollo de tela para confeccionar una prenda. Un mueble puede necesitar piezas
rectangulares de vidrio, como tambie´n de madera. En todos los casos, es necesario minimizar tanto
la cantidad usada como el desperdicio. Se han propuesto varias opciones en la literatura y, a nuestro
entender, la revisio´n ma´s completa ha sido presentada en [17]. Sin embargo, en los u´ltimos an˜os el
intere´s en esta a´rea ha crecido, tambie´n como el nu´mero de trabajos presentando nuevas opciones y
mejoras a las estrategias existentes.
Generalmente, 2SPP consiste de: i) un conjunto de M piezas rectangulares pii, i ∈ (1, . . . ,M),
caracterizadas por su ancho wi (0 < wi ≤W ) y su alto hi (hi ≥ 0), y ii)un gran recta´ngulo de ancho fijo
W y altura ilimitado H, denominado plancha. El objetivo es hallar una distribucio´n de todas las piezas
en la plancha que minimice la altura H requerida de la plancha y, cuando fuese necesario, se consideren
restricciones adicionales. Las piezas se deben empaquetar de manera tal que no se superpongan y que
sus lados queden paralelos a los lados de la plancha (cortes ortogonales). En funcio´n de la tipolog´ıa
mejorada propuesta por Wa¨scher et al. [22], este problema se categoriza como problema regular de
dimensio´n abierta en dos dimensiones (2D regular ODP) con una u´nica dimensio´n variable.
Adicionalmente, en el presente estudio se imponen otras restricciones en la formulacio´n del problema:
las piezas no se pueden rotar y se deben empaquetar formando patrones respetando niveles en tres
etapas. En esos patrones, las piezas se empaquetan en niveles horizontales, paralelos a la base de la
plancha. Cada nivel consiste de un conjunto de pilas, y cada pila consiste de un conjunto piezas que
poseen el mismo ancho. La Figura 1 muestra un ejemplo de un patro´n de empaquetado factible para
este problema. Los patrones en tres niveles se usan en muchas aplicaciones reales, principalmente en
las industrias metalu´rgicas y de vidrio, y es por esta razo´n que se incorpora esta restriccio´n en la
formulacio´n del problema
Las instancias abordadas en este trabajo se obtuvieron de una implementacio´n propia de un ge-
nerador de datos, siguiendo las ideas propuestas por [21]. Las instancias se encuentran pu´blicamente
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disponibles 1. Este conjunto de datos de prueba ha sido generado de una manera estructurada para po-
der realizar la experimentacio´n de forma coherente, exhaustiva en cuanto a los valores de los atributos
de las piezas. Adema´s para evitar disparidades en la complejidad de los datos de prueba existentes. Por
otra parte es de destacar la ausencia, en los papers existentes en la literatura, de los datos que medi-
mos en este estudio y de las caracter´ısticas del problema de strip packing consideradas, como hemos
resaltado en la revisio´n de trabajos existentes en la literatura, lo que representa un aporte importante
de este trabajo.
6. Metaheur´ısticas propuestas para resolver 2SPP
Una metaheur´ıstica se puede definir como una estrategia de alto nivel que combina diferentes me´to-
dos para explorar el espacio de bu´squeda [6, 12]. Se trata de un modelo general que debe ser llenado con
el conocimiento espec´ıfico del problema (representacio´n de las soluciones, operadores, etc) y de tratar
de resolver problemas con espacios de bu´squeda muy grande. Dentro de las metaheur´ısticas podemos
distinguir dos tipos de estrategias de bu´squeda. Por un lado, tenemos las extensiones “inteligentes” de
los me´todos de bu´squeda local (metaheur´ısticas basadas en trayectoria). El objetivo de estas estrategias
es evitar de alguna forma los mı´nimos locales y moverse a otras regiones prometedoras del espacio de
bu´squeda. Este tipo de estrategia es el seguido por la bu´squeda tabu´, la bu´squeda local iterada, la
bu´squeda con vecindario variable y el enfriamiento simulado. Estas metaheur´ısticas trabajan sobre una
o varias estructuras de vecindario impuestas por el espacio de bu´squeda. Una estrategia distinta es la
seguida por los algoritmos basados en colonias de hormigas o los algoritmos evolutivos; e´stos incorporan
un componente de aprendizaje en el sentido de que, de forma impl´ıcita o expl´ıcita, intentan aprender
la correlacio´n entre las variables del problema para identificar las regiones del espacio de bu´squeda con
soluciones de alta calidad. Estos me´todos realizan, en este sentido, un muestreo sesgado del espacio de
bu´squeda. Estas metaheur´ısticas se denominan basadas en poblacio´n.
De un ana´lisis de las diferentes alternativas presentes en la literatura que resuelven 2SPP con
metaheur´ısticas, se desprende que las metaheur´ısticas ma´s utilizadas en este caso son los algoritmos
gene´ticos (GAs) [16]. Este u´ltimo tiempo tambie´n se empieza con la aplicacio´n, y con buen resultado,
de otras metaheur´ısticas ma´s nuevas como lo son algoritmos de optimizacio´n basados en colonia de
hormigas (ACO) [8, 9] y GRASP [10, 20]. Por esta razo´n adoptamos GAs y ACO como motores de
bu´squeda de buenas soluciones a 2SPP. Por cada una de las metaheur´ısticas hemos realizado una
pormenorizada descripcio´n de su adecuacio´n para resolver 2SPP.
6.1. Algoritmos gene´ticos para resolver 2SPP
Abordamos la solucio´n de 2SPP con un GA, con el objetivo de encontrar un patro´n de empaquetado
de altura mı´nima. Los GAs tratan con una poblacio´n de soluciones tentativas, y cada una codifica una
solucio´n al problema sobre las que se aplican los operadores gene´ticos de una manera iterativa para
computar progresivamente nuevas soluciones de mayor calidad.
Tomando como punto de partida un GA ba´sico, en este trabajo investigamos las ventajas de utilizar
operadores de recombinacio´n y mutacio´n que incorporan conocimiento espec´ıfico del problema, tal
como informacio´n respecto de la asignacio´n de las piezas, contra otros operadores gene´ticos cla´sicos.
En particular, analizamos el comportamiento de esta metaheur´ıstica al variar distintos operadores de
recombinacio´n y mutacio´n y estudiamos sus ventajas relativas para resolver el problema, con el objetivo
de encontrar la mejor configuracio´n. A fin de reducir el desperdicio en cada nivel, se aplica un operador
adicional, llamado operador de relocalizacio´n, a cada hijo generado. Tambie´n investigamos las ventajas
de agregar semillas en la poblacio´n inicial, las cuales se generan utilizando un conjunto de reglas de
construccio´n; la caracter´ıstica esencial es incluir informacio´n del problema en cuestio´n, tal como ancho
1http://mdk.ing.unlpam.edu.ar/˜lisi/2spp.htm
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de piezas, a´rea de las piezas, etc. La intencio´n de este estudio es que la poblacio´n inicial resulte ma´s
especializada para el problema bajo ana´lisis. Por u´ltimo, discutimos la inclusio´n de conocimiento del
problema en el me´todo de bu´squeda de un GA para presentar te´cnicas h´ıbridas ma´s eficientes para
resolver 2SPP.
Los resultados muestran que GA usando los operadores gene´ticos propuestos en este trabajo han
resultado ser muy eficiente para resolver 2SPP comparado con GA aplicando operadores tradicionales
de permutaciones, no so´lo por la bondad de sus resultados sino tambie´n por el menor nu´mero de eva-
luaciones que necesita. Esto sugiere que el disen˜o de operadores gene´ticos que incorporan informacio´n
espec´ıfica del problema en cuestio´n funcionan especialmente bien comparados con operadores tradicio-
nales. Las distintas reglas disen˜adas para generar semillas, las cuales se incorporan en las poblaciones
iniciales de GA, han mostrado ser un mecanismo simple y ra´pido para incrementar la bondad de las
poblaciones iniciales de GA y adema´s para obtener buenos patrones de empaquetado finales en un
nu´mero menor de evaluaciones.
6.2. Resolucio´n de 2SPP usando colonias de hormigas
En esta seccio´n se presentan las aportaciones metodolo´gicas respecto de ACS realizadas en esta tesis
doctoral para resolver 2SSP. Esta metaheur´ıstica emplea estrategias inspiradas en el comportamiento
de las colonias de hormigas para descubrir fuentes de alimentacio´n. Mientras que una hormiga realiza su
camino va depositando una sustancia qu´ımica, denominada feromona. Esta sustancia ayudara´ encontrar
la comida al resto de las hormigas. Como resultado de la exploracio´n y cooperacio´n entre los individuos
de la colonia se establece, en general, el camino ma´s corto entre dicha fuente de alimentacio´n y el
hormiguero. Este comportamiento es el que intenta simular este me´todo para resolver problemas de
optimizacio´n. La te´cnica se basa en dos pasos principales: construccio´n de una solucio´n basada en el
comportamiento de una hormiga y actualizacio´n de los rastros de feromonas artificiales.
Los aspectos importantes de ACS que deben ser adaptados al problema son: la informacio´n heur´ıstica
considerada, la definicio´n del rastro de feromonas, la regla de transicio´n de estados y la funcio´n objetivo.
Se han propuesto distintas formas de codificar el rastro de feromonas, atendiendo a las particularidades
del problema, como as´ı tambie´n el tipo de informacio´n heur´ıstica considerada durante el proceso de
construccio´n de soluciones. Los resultados han mostrado una clara ventaja al usar como preferencia
heur´ıstica la altura de las piezas, justificado por la forma en que se construyen los patrones de empa-
quetado. Por otra parte, hemos usado la propiedad de que C&P es un problema de agrupamiento para
definir el significado del rastro de feromonas: se ha dado preferencia a la asignacio´n de dos piezas en un
mismo nivel; esta alternativa ha permitido obtener buenos resultados para 2SPP, como era de esperar,
al compararla con la alternativa de codificar la preferencia de que dos piezas este´n consecutivas en pa-
tro´n de empaquetado. Ambos componentes: informacio´n heur´ıstica y definicio´n del rastro de feromonas
han mostrado ser claves para un adecuado funcionamiento del proceso de bu´squeda de ACS propuesto.
Se presentaron diferentes alternativas para hibridar un ACS con el objetivo de lograr algoritmos
ma´s avanzados para el tratamiento de 2SPP. Finalmente incorporamos a un ACS memoria externa,
la cual almacena soluciones parciales en la forma de grupo de piezas, pertenecientes a niveles con
desperdicio mı´nimo, obtenidas de soluciones elites generadas por las hormigas en iteraciones previas.
Estas soluciones parciales se seleccionan en funcio´n de cierta informacio´n obtenida de la distribucio´n
de las piezas. Durante la construccio´n de las soluciones, las hormigas copian parte de la solucio´n desde
la memoria externa y luego toman sus decisiones en base a los rastros de feromonas y la informacio´n
heur´ıstica. El estudio, validado desde el punto de vista estad´ıstico, analiza la capacidad de las distintas
opciones para generar nuevas soluciones potencialmente prometedores y la habilidad para mantener
poblaciones diversificadas.
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6.3. Resolucio´n de 2SPP usando opciones h´ıbridas
La hibridacio´n con heur´ısticas espec´ıficas del problema, en particular una modificacio´n a la heur´ıstica
first fit decreasing [7] (MFF), ha resultado ser una estrategia muy prometedora para obtener soluciones
competitivas tanto en GAs como en ACSs, intensificando la bu´squeda alrededor de algunas regiones
del espacio de soluciones. Por lo general los resultados muestran que los GAs hibridados con MFF han
obtenido los mejores patrones de empaquetado para 2SPP comparados con algoritmos ACSs en tres
de las cinco instancias analizadas. La excepcio´n la constituye la instancia con 250 piezas, para la cual
los motores de bu´squeda basados en ACS han mostrado una versatilidad especial en casi todas las
variantes propuestas a lo largo de este trabajo de tesis. En particular, el mejor valor para esta instancia
es reportado por algoritmo multicolonia con memoria externa.
6.4. Metaheur´ısticas paralelas y 2SPP
En esta seccio´n detallamos las variantes paralelas de los algoritmos poblacionales (algoritmos gene´ti-
cos y algoritmos basados en colonia de hormigas) propuestos en este trabajo para resolver 2SPP con
restricciones. En ambos casos se utilizo´ una estrategia de paralelizacio´n que consistio´ en un modelo mul-
tipoblacional (modelo isla), en el cual se realizan intercambios espora´dicos de individuos, denominado
proceso de migracio´n, entre las distintas subpoblaciones. La pol´ıtica de migracio´n define: i)la topolog´ıa
de intercomunicacio´n, ii)cua´ndo se realizan las migraciones, iii) cua´les son los individuos para inter-
cambiar, iv)la sincronizacio´n entre las subpoblaciones y v) la forma de integrar los individuos recibidos
en la subpoblacio´n receptora.
Las caracter´ısticas de los modelos propuestos distribuidos tanto de GA como de ACS han mostrado
ser te´cnicas ra´pidas que producen buenos patrones de empaquetado, lo que representa un avance pro-
metedor en este a´mbito. Los algoritmos distribuidos han sido capaces de obtener un mejor rendimiento
nume´rico (menor esfuerzo) con similares niveles de precisio´n comparado con sus versiones secuenciales.
La resolucio´n de 2SPP con nuestros modelos distribuidos ha permitido obtener valores de speedup cer-
canos al lineal en la mayor´ıa de los casos, observa´ndose tambie´n valores superlineales, indicando que
los modelos paralelos propuestos han tomado ventaja de los elementos de procesamiento adicionales.
6.5. Metaheur´ısticas paralelas heteroge´neas propuestas para 2SPP
Finalmente, hemos incursionado en el a´mbito de metaheur´ısticas paralelas heteroge´neas (PHMs)
donde cada uno de los hilos de bu´squeda utiliza un procedimiento de bu´squeda distinto, ya sea a nivel
algor´ıtmico o a nivel de configuracio´n de para´metros. Se ha brindado una definicio´n de las metaheur´ısti-
cas heteroge´neas junto con una clasificacio´n de las mismas [18].
La principal caracter´ıstica de nuestros algoritmos heteroge´neos es la utilizacio´n de mu´ltiples hilos
de bu´squeda usando diferentes configuraciones algor´ıtmicas. Proponemos varias clases de PHMs: (a)
PHM basadas en operadores aplicando diferentes operadores de recombinacio´n; (b) PHM basadas en la
variacio´n de para´metros donde cada hilo de bu´squeda aplica diferentes valores de para´metros y (c) PHM
basadas en distintas configuraciones donde cada hilo de bu´squeda es una metaheur´ıstica distinta. Los
modelos que nos ocupan en este trabajo presentan diferentes niveles de heterogeneidad. Por un lado,
ellos son modelos heteroge´neos basados en la configuracio´n de para´metros (ver por ejemplo [1, 15]), ya
que las subpoblaciones usan diferentes valores de probabilidades del operador de relocalizacio´n. Pero las
subpoblaciones tambie´n utilizan distintos operadores de recombinacio´n, por lo que pueden considerarse
como heterogeneidad basada en operadores [14]. Por otro lado, los modelos muestran heterogeneidad
basada en colaboracio´n, ya que sus respectivas subpoblaciones cooperan, pero no compiten, a fin de
realizar la bu´squeda. El desempen˜o de nuestras propuestas heteroge´neas se compara con algoritmos
homoge´neos (GAs paralelos homoge´neos -PHoGA- y ACS paralelos homoge´neos -PHoACS-) tanto desde
un punto de vista nume´rico como desde el esfuerzo computacional.
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Los resultados han revelado que las PHMs basadas en operadores y basadas en variacio´n de para´me-
tros se comportan de manera similar a PHoGA en cuanto a calidad de resultados. Adema´s, las PHMs
basadas en operadores resultaron te´cnicas ma´s ra´pidas cuando se las compara con PHoGA y PHMs
basadas en variacio´n de para´metros. Respecto al comportamiento paralelos, las PHMs basadas en ope-
radores y basadas en variacio´n de para´metros han exhibido tasas de e´xito mayores a PHoGA, resultando
adema´s ma´s adecuadas para paralelizar que PHoGA por los altos valores de speedup . Ha sucedido algo
notable y es que PHoACS ha obtenido tiempos de ejecucio´n ma´s elevados que PHoGA y el resto de las
PHMs, con pobre calidad de soluciones.
7. Conclusiones
Esta tesis doctoral ha estado dedicada a la resolucio´n de problemas de corte y empaquetado uti-
lizando te´cnicas metaheur´ısticas. En particular el problema que se ha abordado es el de strip packing
(2SPP), que consiste en empaquetar un conjunto de piezas rectangulares en una plancha de material
cuya caracter´ıstica es que una de sus dimensiones (por lo general el alto) no esta´ definida. El objetivo
es entonces encontrar una distribucio´n de todas las piezas, sujeta a un conjunto de restricciones, en la
plancha de modo tal de minimizar la altura necesaria para empaquetar todas las piezas. Este problema
tiene una aplicacio´n real, ya que esta´ presente en numerosas situaciones en la industria como el corte
de vidrio, entre otros.
El ana´lisis de los resultados de las distintas alternativas propuestas en este trabajo de tesis ha
mostrado que la incorporacio´n de informacio´n del problema en el me´todo de bu´squeda de una me-
taheur´ıstica es un aspecto clave para disen˜ar te´cnicas ma´s eficientes para resolver 2SPP. Esto se ve
reflejado en que el disen˜o de operadores gene´ticos que incorporan informacio´n espec´ıfica del proble-
ma en cuestio´n funciona especialmente bien comparado con operadores tradicionales, no so´lo por la
bondad de sus resultados sino tambie´n por el menor nu´mero de evaluaciones que necesita. La correcta
adecuacio´n tanto de la informacio´n heur´ıstica que usan las hormigas para construir una solucio´n como
de la codificacio´n del rastro de feromona ha mostrado ser fundamental para que ACS obtenga buenos
patrones de empaquetado.
Como resumen de este trabajo de tesis doctoral, podemos indicar que los mejores valores nume´ri-
cos para cada una de las instancias esta´n dadas por alguno de los algoritmos gene´ticos desarrollados
usando el operador de relocalizacio´n, que ha mostrado brindar un correcto equilibrio entre exploracio´n
y explotacio´n. La excepcio´n se presenta en la instancia con 250 piezas, para la cual las versiones mul-
ticolonia obtienen los mejores patrones de empaquetado. Si bien no se puede decir cua´l es el algoritmo
ma´s adecuado para resolver el conjunto de instancias, un algoritmo heteroge´neo basado en variacio´n
de operadores es el algoritmo que figura en las primeras posiciones del ordenamiento para todas las
instancias. Por otra parte, si se considera que es un algoritmo paralelo, corre en ventaja con el resto de
los algoritmos si se analizan sus tiempos de ejecucio´n. Por lo tanto, el objetivo de obtener un me´todo
mejorado para resolver 2SPP ha sido alcanzado al disen˜ar nuestros PHMs. Los resultados obtenidos
han sido siempre validados por estudios estad´ısticos, lo cual da sustento a las conclusiones aqu´ı vertidas
dando rigurosidad a los estudios existentes.
7.1. Trabajos futuros
La incorporacio´n de informacio´n representativa del problema de empaquetado dentro de la dina´mica
de las metaheur´ısticas ha probado ser fuente de informacio´n para que la bu´squeda se dirija a regiones
del espacio con soluciones cercanas a la o´ptima. Esta incorporacio´n de informacio´n se puede dar en
operadores gene´ticos, en semillas para la inicializacio´n de la poblacio´n, en el proceso de construccio´n
de la solucio´n que realizan las hormigas, etc. Estas ideas se podr´ıan trasladar a otros problemas de
optimizacio´n donde las soluciones se representen por medio de permutaciones.
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El trabajo futuro en sistemas heteroge´neos es altamente prometedor. Planeamos extender el concepto
de heterogeneidad a los para´metros que afectan a la dina´mica de los me´todos paralelos distribuidos.
En concreto, los para´metros que definen la topolog´ıa y la frecuencia del intercambio de informacio´n
son los que ma´s condicionan el comportamiento del me´todo y, en consecuencia un buen ajuste de estos
para´metros es vital para un rendimiento o´ptimo.
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