Abstract. The Rodin tool for Event-B supports formal modelling and proof using a mathematical language that is based on predicate logic and set theory. Although Rodin has in-built support for a rich set of operators and proof rules, for some application areas there may be a need to extend the set of operators and proof rules supported by the tool. This paper outlines a new feature of the Rodin tool, the theory component, that allows users to extend the mathematical language supported by the tool. Using theories, Rodin users may define new data types and polymorphic operators in a systematic and practical way. Theories also allow users to extend the proof capabilities of Rodin by defining new proof rules that get incorporated into the proof mechanisms. Soundness of new definitions and rules is provided through validity proof obligations.
Introduction
Abrial's Event-B is a formalism for refinement-based development of discrete event systems [1] . Its deployment is supported by the Rodin toolset which includes proof obligation generation and verification through a collection of mechanical provers [2] . An Event-B machine consists of a collection of variables, invariants on those variables and a collection of guarded events that may update the machine variables. An Event-B development consists of a collection of machines linked by refinement and refinement is verified through proof obligations for preservation of gluing invariants between abstract and concrete variables. Abrial's book [1] contains a range of refinement case studies in Event-B and many other Event-B case studies have been undertaken by academic researchers (e.g., wiki.event-b.org/index.php/Event-B Examples) and by industry (e.g. [17] ).
In Event-B, types, axioms, invariants, guards and actions may be defined using a set-theoretic mathematical language. While the mathematical language supported by the Rodin tool is rich (including operators on integers, sets, relations and functions), there is always a need to extend the mathematical language to broaden further the expressivity of the modelling notation. Because proof plays such a central role in the Event-B approach, hand-in-hand with any new mathematical operator definitions, there is a need to support proofs involving those operators. The need for an extensible mathematical language and theories in Event-B was envisaged by Abrial [3] where the need for a generic extension mechanisms, as found in languages such as PVS [15] and Isabelle [14] , was identified. We refer to the process of defining new mathematical types and operators, together with associated proof rules, as theory extension.
As well as supporting a rich mathematical language, the Rodin tool provides a range of automatic and interactive mechanical provers for proving obligations expressed in that language. In the earlier releases of Rodin, there were no mechanisms available for users to define new operators nor to extend the mechanical provers with new proof rules. Such extensions could only be undertaken by modifying the tool itself. This paper outlines recent work that overcomes this limitation, making theory extension part of the modelling process that can be undertaken in a systematic way without having to modify the Rodin tool. This has been achieved by adding a major new construct, the Theory component, to Event-B. This feature dis available in Rodin as a plug-in 3 . This paper outlines the theory component, how it enables the process of theory extension in the Event-B language and how it is supported in the Rodin tool. By allowing commonly-occurring structures to be captured as generic types, operators and proof rules, we allow these structures to be reused, thus reducing modelling and proof effort in the longer term. Genericity is achieved by supporting the definition of polymorphic operators and proof rules. These polymorphic operators and rules are instantiated with more specific types in modelling and proof, e.g., an operator with an argument of type P(α) is instantiated with an argument of type P(Z).
In the earlier releases of Rodin, types were defined using set theory (power set and cartesian product) and there was no support for inductive data types (such as lists or trees). The new theory component supports the definition of inductive data types, along with recursive operator definitions and proof by induction.
It is important that any theory extensions are sound. Verifying soundness of theories is achieved through the definition of soundness proof obligations. When a modeller defines a new theory, soundness proof obligations are generated and then proved with the existing Rodin framework. This follows the standard Event-B approach where consistency of models and correctness of refinement between models is verified by discharging standard proof obligations. This paper is structured around the main elements that may be contained in a theory, namely, operator definitions, datatype definitions, rewrite rules and inference rules. After presenting the theory component, we address important related work on proof in Event-B and mechanised theorem proving in general (Section 10). We start with a brief overview of the core Event-B mathematical language.
Event-B Mathematical Language
In the Event-B mathematical language, expressions and predicates are separate syntactic categories. Expressions are defined using literals (e.g., 1), constants, variables and polymorphic operators (e.g., set union). Expression operators can have expressions as arguments -such an operator op with arguments x 1 to x n is written in the form op(x 1 , . . . , x n ). Operators can also have predicates as arguments, e.g., (λx · P (x) | E(x)) where P (x) is a predicate and E(x) is a expression.
Predicates, on the other hand, are built from predicate operators (e.g., ∈ , ⊆), logical connectives and quantifiers. Predicate operators take expressions as arguments e.g., x ∈ S has x and S as arguments.
Expressions have a type and we use α to denote types. Types are constructed as follows:
1. a basic set such as Z or a carrier set defined in an Event-B context, 2. a power set of a type, written P(α), 3. a cartesian product of two types, written α 1 × α 2 .
The type of a expression operator op with arguments x 1 . . . x n is defined using typing rules of the form:
Arguments of a basic predicate must satisfy typing rules, e.g., the typing rule for the basic predicate f inite(R) is:
Note that types can be used as set expressions within the Event-B mathematical language, e.g., Z is both a type and a set expression. Furthermore, the type operators (P and ×) have a second role as operators on sets. For example, suppose T is a basic type and S is a subset of T , then the expression P(S) is a valid expression. For set expressions S and R, we have
Alongside typing rules, expression operators have well-definedness conditions. WD(E) is used to denote the well-definedness predicate of expression E. Proof obligations are generated (if necessary) to establish the well-definedness of expressions appearing in models. To illustrate, we consider the expression card(E) for which we have:
Functions versus operators It is instructive to consider the relationship between operators and function application in Event-B. An Event-B function f ∈ A → B is a special case of a set of pairs so the type of f is P(type(A) × type(B)). The functionality of f is an additional property defined by a predicate specifying a uniqueness condition:
It is important to note that f is not itself an operator, it is simply a set expression. The operator involved here is implicit -it is the function application operator that takes two arguments, f and x. To make the operator explicit, function application could have been written as apply(f, x), where apply is the operator and f and x are the arguments. However, in the Rodin tool, the shorthand f (x) must be used.
Variables in the mathematical language are typed by set expressions. This means, for example, that a variable may represent a function since a function is a special case of a set (of pairs). Variables may not represent expression operators or predicates in the mathematical language. This means that, while we can quantify over sets (including functions), we cannot quantify over operators or predicates in Event-B.
Theory component
Models in Event-B are specified by means of contexts (static properties of a model) and machines (dynamic properties of a model). A theory is a new kind of Event-B component for defining theories that may be independent of any particular models. A theory is the means by which the mathematical language and mechanical provers may be extended.
We describe the overall structure of Event-B theories. A theory component has a name, a list of global type parameters (global to the theory), and an arbitrary number of definitions and rules:
An Event-B theory has a name which identifies it. A theory can have an arbitrary number of type parameters which are pair-wise distinct, in which case the theory is said to be polymorphic on its type parameters. In the following it is important to recall that the mathematical language has two syntactic categories, predicates and expressions. We look at each form of definition and rule in turn in the following sections.
1. Parser Information: this includes the syntax, the notation (infix or prefix), and the syntactic class (expression or predicate). 2. Type Checker Information: this includes the types of the child arguments, and the resultant type if the operator is a expression operator. 3. Prover Information: this includes the well-definedness of the operator as well as its definition which may be used to reason about it.
A predicate operator defines a property on one or more expressions. For example, the predicate x divides y holds when x is an integer divisor of y. This predicate is defined in the following way:
This declares a new operator divides. It is declared as infix with two arguments x and y both of type Z. This declaration makes the predicate E divides F syntactically valid for integer expressions E and F . The condition specifies a well-definedness condition -in this case that x and y must be naturals (N ⊆ Z).
The final clause provides the definition of x divides y. That is, we have
A new predicate operator may be infix or prefix. For example, if divides had been declared as prefix, then divides(E, F ) would become syntactically valid. An infix predicate must have exactly two arguments. Though in the above case the arguments are typed with the predefined type Z, in general arguments may be typed using some of the type parameters defined for the theory which makes the predicate polymorphic on those type parameters.
The general structure of a basic predicate definition is as follows:
Defining new expression operators
While a predicate operator forms a predicate from a number of expressions, an operator forms an expression from a number of expressions. We consider an example involving the representation of sequences as functions whose domains are contiguous ranges of naturals starting at 1, i.e., functions from (1..n) → T . The seq operator takes a set s and yields all sequences whose members are in s:
Here seq is declared to be a prefix operator with a single argument represented by s of type P(T ). Since T is a type parameter, this means that seq is polymorphic on type T . The final clause defines the expression seq(T ) in terms of the existing expression language. The definition means we have that:
Note that the result type of an operator is inferred from the definition. In this case, the type of seq(s) is P(Z ↔ T ), that is, a set of relations 4 between integers and the polymorphic type T . The following is an example of another prefix operator size that yields the size of a sequence:
Here, the well-definedness condition is stronger than the type declaration on m, requiring that m is an element of seq(T ). Proof obligations are generated to verify the well-definedness of definitions. The validity proof obligation for operator definitions ensures that expressions involving that operator are well-defined. The proof obligation specifies that, assuming the arguments are well-defined and the explicit well-definedness condition for the operator holds, then the definition itself is well-defined. An important aspect of defining an operator is the well-definedness condition to be used. A simple strategy may use the well-definedness of the operator's direct definition. An advantage of a user-supplied condition is the possibility of strengthening well-definedness conditions to simplify proofs. In order to ensure that a supplied condition is in fact stronger than the default (i.e., the one inferred from the direct definition), proof obligations are generated.
For example, the definition of size leads to a proof obligation requiring that card(m) is well-defined whenever m ∈ seq(T ). This is provable from the condition that m is a sequence since any element of seq(T ) has a finite domain and card(m) is well-defined when m is finite (in Section 8 this is expressed as an inference rule).
Operators may be infix in which case they may be declared to be associative and commutative. For example, the concatenation operator on sequences, declared as follows, is associative:
The general form of an operator definition is as follows:
A conditional expression of the form, CON D(p, e1, e2), may be used to define operators (p is a predicate while e1 and e2 are expressions). For example, the max operator, that yields the maximum of two integers, is defined using a conditional expression as follows:
operator max infix assoc commut // declare max to be associative and commutative
Declaring an operator to be associative and commutative gives rise to proof obligations to verify these properties. Since the Rodin provers automatically make use of commutativity and associativity properties of operators, to avoid circular proofs, the proof obligations must be specified in terms of the operator definition rather than the operator itself, e.g., the above declaration of max will give rise to the following commutativity proof obligation: 
Constructor and destructor names must be distinct. Types in Event-B are assumed to be non-empty, and this must hold for datatypes. As such, each newly defined datatype must have a base constructor, i.e., a constructor that does not refer to the datatype being defined. Here each α i j is a type that may include occurrences of the type being defined Ident(
or is formed from a cartesian product or an existing inductive data type. Without the admissibility check, the datatype cannot be constructed. In the context of Event-B, the admissibility check rules out the following datatype definition
since there is no injective function of type P(t) → t by Cantor's theorem.
Proof by induction is supported in Rodin though a special reasoner that generates an induction scheme for any particular hypothesis or goal of a proof.
Pattern matching with datatypes
When defining basic predicates and operators on inductive types, the usual pattern matching may be used. For example the size function on inductive lists is defined as follows:
Since a is of type List(T ) the argument a may be matched against each of the constructors for List.
Pattern matching and conditional expressions can be used together. Here is an example of an operator definition that removes duplicates in a list and uses a conditional expression:
Type constructors as set operators In Section 2 we stated that type constructors (P and ×) also serve as set expression operators. Data type constructors can also be used as set operators. For example, suppose S is a set expression of type P(T ), then List(S) is a set expression specifying the set of inductive lists whose elements all come from S. List(S) satisfies the following properties:
cons(x, t) ∈ List(S) ⇔ x ∈ S ∧ t ∈ List(S)
Rewrite Rules
A rewrite rule is used in automatic or interactive proof to rewrite an expression or predicate in order to faciliate proof. A rewrite involves a left hand pattern and one or more right hands. Each right hand may be guarded by some condition. For example, the following rewrite rule defines two ways of rewriting the expression card(i..j) depending on a condition on i and j (i..j is the set of integers between i and j):
rewrite CardIntegerRange auto manual complete vars i : Z, j : Z lhs card(i..j)
This rule states that card(i..j) may be rewritten to j −i+1 if i ≤ j and rewritten to 0 if i > j. The above declaration means that the rewrite rule can be used in automatic and interactive proof modes. The 'complete' declaration means that the disjunction of the guards must be true. The variables of the rule (i and j) serve as meta variables that can be matched with any expression of the appropriate type.
The general form of a rewrite rule for expressions is as follows (where the lhs and rhs are expressions):
A number of validity obligations are required to ensure the soundness of a rewrite rule:
-The conditions must be well-defined:
In addition, if the rule is declared to be case complete, then a completeness condition is required (P ⇒ Q 1 ∨ · · · ∨ Q m ).
The general form of a rewite for predicates is similar (with the lhs and rhs being predicates). The validity obligations are similar to those for expression rewrites.
Inference Rules
An inference rule has a list of hypothesis and a consequent. It is parameterised by one or more variables. For example, the following inference rule has two hypotheses and a consequent that may be inferred from the hypotheses:
Here is another inference rule showing that sequence concatenation is closed for elements of seq(s):
The general form of an inference rule is as follows:
rule Name vars x 1 , . . . , x n given
A number of validity obligations are required to ensure the soundness of an inference rule:
-The rule must be well-defined:
The rule must be provable:
Using Inference Rules Inference rules can be used in a backward style as well forward style. If used in backward style, the prover discharges or splits the goal. If applied in a forward style, more hypotheses get generated.
Axiomatic Definitions
The constructs we have outlined so far in this paper allow for direct definitions of new operators, inductive data types and recursive definitions of new operators over inductive types. For some types and operators this is not enough. For example, theories of integers and reals are typically defined axiomatically. That is, the types are not inductive data types, rather they are assumed to exist axiomatically and are supplied with a set of basic operators whose properties are defined axiomatically. In the case of integers and reals, these operators are arithmetic operators that satisfy algebraic properties such as commutativity, associativity, distribution and simplification properties. We are currently adding support for axiomatic types and operators to the theory extension mechanism in Rodin 5 . One difference with the direct and recursive definitions is that we do not define full soundness obligations for the axiomatic definitions. For now, we assume that the theory modeller has ensured the soundness of a collection of axioms externally. We can define basic well-definedness obligations on the axioms however.
Event-B already supports lambda expressions of the form (λx · P (x) | E(x)) where P is a constraint on x and the lambda function yields E(x) for x satisfying P . Axiomatic definitions in theories also allow us to mimic other binder operators by defining operators on lambda expressions. For example, consider summation over a collection of integers that sums each expression E(x) for every x satisfying predicate P :
This can be represented by defining a SIGMA operator on functions with the form
SIGMA is defined as a new operator on functions satisfying the following axioms:
SIGMA(∅) = 0 SIGMA({x → y}) = y SIGMA(s ∪ t) = SIGMA(s) + SIGMA(t) provided s ∩ t = ∅
Related Work
Event-B theories are similar in principle to Isabelle [13] and PVS [15] , though Isabelle and PVS theories are wider in scope. Theories in Isabelle and PVS can be used to carry significant modelling and reasoning activities. We argue that combining modelling and theory development in Event-B provides a comparable level of sophistication to that of Isabelle and PVS theories. Event-B modelling uses set theory which can provide powerful expressive power that is close to higher order logic [4] . The addition of the theory component ensures that polymorphism can be exploited to enhance the expressive power of the Event-B mathematical language.
The architecture of proof tools continues to stir up much heated debate. One of the main talking points is how to strike a reasonable balance between three important attributes of the prover: efficiency, extensibility and soundness. In [8] , Harrison outlines three options to achieve prover extensibility:
