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Zusammenfassung
Turbulenz ist der natürliche Zustand vieler Weltraum und astrophysikalischen Plasmen
mit geringer Stoßfrequenz. Bekannte Beispiele sind der erdnahe Sonnenwind, sowie auch
weiter entfernte astrophysikalische Systeme wie das warme interstellare Medium, heiße
Akkretionsscheiben und Galaxienhaufen. In turbulenten Plasmen mit geringer Stoßfrequenz
wird theoretisch angenommen, was auch durch Beobachtungen dokumentiert ist, dass sich die
elektromagnetische Energiekaskade jenseits des magnetohydrodynamischen Inertialbereichs
auf kinetische Plasmaskalen ausweitet. Beim Übergang in den kinetischen Bereich, unterhalb
des Ionengyroradius und der Ionen-Skintiefe, werden die Eigenschaften der Turbulenz im
Vergleich zu der magnetohydrodynamischen Turbulenz wesentlich verändert. Die Natur der
Turbulenz auf kinetischen Skalen wird derzeit aktiv erforscht, mit wichtigen Folgen für die
allgemeinen thermodynamischen Eigenschaften von Plasmen mit geringer Stoßfrequenz.
In der vorliegenden Dissertation werden grundlegende numerische Untersuchungen
von Mikroskalen-Turbulenzen im Weltraum und astrophysikalischen Plasmen durchge-
führt. Dies umfasst eine Reihe von getriebenen und zerfallenden elektromagnetischen
Turbulenzsimulationen in zwei und drei räumlichen Dimensionen. Die dreidimensionalen
Turbulenzsimulationen mit vollkinetischen Ionen und Elektronen sind unter den ersten ihrer
Art in diesem Bereich. Unsere Ergebnisse werden detailliert mit vereinfachten reduziert-
kinetischen Modellen, bestehenden Theorien und Daten aus dem Weltall verglichen, damit
die Schlüsselprozesse, die die Entwicklung des komplexen vollkinetischen turbulenten Sys-
tems beeinflussen, klar identifiziert werden können.
Unsere Hauptergebnisse beinhalten Folgendes. Wir führen einen direkten Vergleich von
vollkinetischen, gyrokinetischen und hybrid-kinetischen Modellen in einem zweidimensiona-
len turbulenten Aufbau durch. Im Vergleich mit gyrokinetischen Ergebnissen zeigen wir,
dass die turbulenten Fluktuationen im Falle von typischen Sonnenwindparametern den
Charakter von kinetischen Alfvén-Wellen besitzen. Außerdem heben wir die Stärken und
Beschränkungen von reduzierten kinetischen Modellen hervor. Insbesondere quantifizieren
wir die Auswirkungen von Effekten kinetischer Elektronen auf turbulente Spektren auf
Sub-Ionenskalen und den Einfluss von Fluktuationen mit endlichen Amplituden auf die
Ionenheizung. Danach präsentieren wir eine Reihe von dreidimensionalen massiv-parallelen
vollkinetischen Simulationen. Mit Hilfe dieser Simulationen demonstrieren wir die natür-
liche Entwicklung von Plasma-Turbulenz auf Sub-Ionenskalen, in Abstimmung mit der
häufig diskutierten Phänomenologie der kinetischen Alfvén-Wellen-Turbulenz. Schließlich
bestimmen wir eine Reihe von neuen diagnostischen Maßnahmen und wir analysieren
kinetische Simulationsdaten sowie in situ Beobachtungsdaten, um den Zusammenhang
zwischen wellenförmigen Eigenschaften und der Formierung von turbulenten Stukturen auf
kinetischen Skalen von Weltraumplasmen zu erforschen. Die dreidimensionale kinetische
Simulation stimmt gut mit Daten von Raumsonden überein und unsere neuen diagnosti-
schen Maßnahmen zeigen, dass die turbulenten Strukturen mit hohen Amplituden selbst
Zeichen linearer Wellen aufweisen. Unsere Ergebnisse fördern das theoretische Verständnis
von Mikroskalen-Turbulenzen im Weltraum und astrophysikalischen Plasmen mit geringer
Stoßfrequenz und bringen Licht in die derzeit stattfindenden Debatten in diesem Bereich.
Abstract
Turbulence is the natural state of many weakly collisional space and astrophysical plasmas.
Prominent examples range from the near-Earth solar wind, to more distant astrophysical
systems such as the warm interstellar medium, hot accretion flows, and galaxy clusters.
In low-collisionality turbulent plasmas, it is anticipated theoretically and documented
observationally that the electromagnetic energy cascade extends beyond the inertial, mag-
netohydrodynamic range into the plasma kinetic range of scales. Upon transition into the
kinetic range, below the ion gyroradius and the ion inertial scale, the character of the
turbulence changes significantly compared to the magnetohydrodynamic turbulence. The
nature of this kinetic-scale turbulence is presently the subject of ongoing investigations,
with important implications for the general thermodynamic properties of weakly collisional
plasmas.
In this Thesis, we perform first principles numerical investigations of microscale space and
astrophysical plasma turbulence. This includes a set of forced and decaying electromagnetic
turbulence simulations, in both two and three spatial dimensions. The three-dimensional
turbulence simulations with fully kinetic ions and electrons are among the first of their kind
in this field. Our results are compared in detail with simplified reduced-kinetic models,
existing theories, and spacecraft observations in order to clearly identify the key physical
processes that govern the evolution of the complex fully kinetic turbulent system.
Our main results include the following. We carry out a direct comparison of the
fully kinetic, gyrokinetic and hybrid-kinetic models in a turbulent, two-dimensional setup.
Via comparison with gyrokinetic results, we show that the turbulent fluctuations are
predominantly of kinetic Alfvén wave type for typical solar wind parameters. We also
highlight the strengths and limits of reduced-kinetic approximations. In particular, we
quantify the impact of electron kinetic effects on the sub-ion range turbulent spectra and
the influence of finite-amplitude fluctuations on bulk ion heating. Next, we present a set
of three-dimensional, massively parallel fully kinetic turbulence simulations. In terms of
three-dimensional simulations, we demonstrate the natural development of sub-ion scale
plasma turbulence, consistent with the frequently debated phenomenology of kinetic Alfvén
wave turbulence. Finally, we define a set of novel diagnostic measures and we jointly
analyze kinetic simulation and in situ observational data to study the relation between
wavelike properties and structure formation in kinetic range space plasma turbulence. The
three-dimensional kinetic turbulence simulation yields favorable agreement with spacecraft
measurements and our new diagnostic measures show that the large-amplitude turbulent
structures themselves carry a linear wave signature. Our results facilitate a progress in
the theoretical understanding of microscale turbulence in weakly collisional space and
astrophysical plasmas and shed light on some of the ongoing debates in the field.

Chapter 1
Introduction
We are all familiar with turbulence from our experience with fluid motion in everyday
life. Intuitively, we are aware that turbulence can be easily created by an instability or an
external force, leading to the development of fine velocity structures over a broad range of
scales. While the seemingly unpredictable evolution of turbulent fluid flows is yet to be
fully understood, it is well known that the sharp spatial variations of the velocity field are
ultimately smeared out by molecular viscosity, and it is for this reason that the swirling
motion of the fluid eventually dissipates and comes to rest. But imagine instead turbulence
in an ionized gas—a plasma. Contrary to turbulence in regular fluids, electromagnetic
phenomena, accompanied by a large variety of waves, play a crucial role in plasma turbulence
[1, 2]. Moreover, many natural plasmas are hot and diffuse, meaning that they are weakly
collisional. In low-collisionality plasmas, the turbulent energy cascade is able to reach the
microscopic kinetic scales, where a fluid description breaks down and a kinetic approach
has to be used instead. In the latter case, it is not at all obvious how the turbulent motions
evolve and dissipate at the plasma microscales.
The majority of baryonic matter in the Universe is in the form of a plasma. Many
of these astrophysical plasmas are inherently turbulent. Due to its ubiquitous presence,
plasma turbulence is believed to play an important role in the evolution of magnetic
fields, which permeate the Universe, and in the transport of energetic particles, heat, and
momentum. However, straightforward theoretical analysis has proven difficult due to the
immense complexity of turbulent interactions between fields and particles, especially in
weakly collisional regimes. For this reason, high-performance plasma simulations have
become an indispensable tool in the area, alongside theoretical and observational efforts. In
this Thesis we present a series of such simulations, with main application to kinetic-scale
turbulence in the solar wind. Below, we explain some of the main motivations for this work
based on a set of examples from the field.
2 1. Introduction
1.1 Turbulence in astrophysical plasmas
Astrophysical plasma turbulence is involved in a variety of fundamental processes, including
bulk ion and electron heating [3–8], non-thermal particle acceleration [9], magnetic field
generation by dynamo action [10–12], and magnetic reconnection [13–16]. The above-
mentioned phenomena govern the conversion between different forms of energy. For instance,
bulk heating and non-thermal particle acceleration convert the energy of the turbulent fields
into internal (both thermal and non-thermal) particle energy, dynamo action involves the
amplification of a seed magnetic field by fluid motions, and magnetic reconnection converts
magnetic energy into particle kinetic energy. Essentially, turbulence serves as an important
mediator in these processes by shaping the spatial field structures and redistributing energy
among different scales, which quite often greatly enhances the efficiency of the conversion
between different forms of energy. The exact details of the energy partitioning are of course
situation dependent. Let us give some examples.
In the context of turbulent heating, hot accretion flows on to black holes, such as the
Sagittarius A* at the center of our galaxy, represent a particularly intriguing example [3, 17].
Hot accretion disks can be studied by analyzing their electromagnetic radiation spectra,
emitted from the electrons. Ions, on the other hand, do not contribute significantly to the
radiation because they are much heavier. Observations combined with simplified models
imply that the plasma in hot accretion flows maintains a two-temperature state, with ions
much hotter than electrons. In conjunction, the so-called magnetorotational instability
drives a weakly collisional, turbulent energy cascade that heats the ions and the electrons.
Accurate predictions of the ion-electron heating ratio and of the resulting electromagnetic
radiation thus ultimately require kinetic modeling and simulation of weakly collisional,
magnetized plasma turbulence [3, 6, 18].
Turbulence also plays an important role in the interstellar space of our galaxy, which
is filled with a mixture of neutral gas, plasma, and dust grains [19]. The interstellar
medium has many phases, the most relevant of which is in our context the warm ionized
phase. Turbulence in the interstellar medium can be inferred from radio wave propagation
measurements [20], which reveal broad power-law spectra of the electron density, extending
down to the ion kinetic scales below the collisional mean free path [19–21]. Present
observations do not provide enough detail to clearly identify a possible presence of sub-ion
scale interstellar turbulence, although it has been suggested that the much better studied
case of solar wind turbulence could provide some relevant hints in this respect [20].
Finally, an interesting set of turbulent environments includes high-energy astrophysical
objects that shine bright over a broad range of the electromagnetic spectrum, such as pulsar
wind nebulae or relativistic jets from active galactic nuclei [22]. An iconic example is the
Crab Nebula supernova remnant [23], powered by a magnetized rotating neutron star (i.e.,
pulsar) that drives a relativistic stream of electron-positron plasma (Fig. 1.1). The observed
electromagnetic radiation spectra from the pulsar wind imply that the charged particles
undergo non-thermal acceleration to ultra-relativistic energies. A physical explanation of
the latter ultimately requires an understanding of kinetic plasma physics. Among other
possibilities, kinetic turbulence recently emerged as a viable candidate for non-thermal
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particle acceleration in pulsar wind nebulae [9].
Figure 1.1: Hubble image of the turbulent Crab Nebula supernova remnant. Image credit:
NASA, ESA and Allison Loll/Jeff Hester (Arizona State University). Acknowledgement:
Davide De Martin (ESA/Hubble).
Unfortunately, we cannot study distant astrophysical systems in situ and remote
observations are necessarily based on a set of modeling assumptions. On the other hand,
the solar wind in our heliosphere readily provides an excellent laboratory to study weakly
collisional plasma turbulence [24]. This deserves a separate discussion given below.
1.2 The solar wind
The solar wind is a supersonic stream of plasma, expanding outwards from the Sun [25]. It is
a magnetized plasma. On one end, the magnetic field lines are anchored in the photosphere
of the rotating Sun, whereas further away the lines are dragged radially outwards by the
expanding plasma flow. In this process, a spiral-shaped interplanetary magnetic field
structure is created, as first predicted by Parker [26] in the late 1950s. The solar wind is
also a dilute and weakly collisional plasma with a mean free path of about one astronomical
unit (AU). A set of typical plasma parameters of the near-Earth solar wind is given in
Table 1.1. The stream of the interplanetary plasma is commonly divided into two types:
the slow and the fast. The fast wind is launched from the locations of open magnetic field
lines, typically close to the magnetic poles of the Sun. It reaches velocities up to about
800 km/s. The slow wind, on the other hand, originates from regions closer to the Sun’s
equator and exhibits reversals in the large-scale magnetic field polarity. It reaches velocities
around 400 km/s at one AU. The wind serves as a medium for the transport of magnetic
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disturbances created at the Sun throughout the entire solar system, thus directly impacting
the magnetospheres of the planets. For our home planet, this interaction is of considerable
significance and may cause harmful damage to satellites or even to electrical power grids,
in the case of more violent magnetic events (e.g., coronal mass ejections) at the Sun. To
prevent harmful events, significant efforts are underway to better understand and model
the solar wind and its interaction with the Earth’s magnetosphere, with the ultimate goal
for more accurate space weather prediction. The evolution of the solar wind is, however,
affected by a range of kinetic plasma phenomena. An improved fundamental understanding
of these kinetic processes in turbulent plasmas is therefore also of practical interest.
n Ti B0 λmfp ρi ρe λD Ti/Te βi
∼ 10 cm−3 ∼ 10 eV ∼ 10−4 G ∼ 1 AU ∼ 40 km ∼ 1 km ∼ 10 m ∼ 1 ∼ 1
Table 1.1: Some typical plasma parameters of the near-Earth free streaming solar wind
[25, 27]: number density n, ion temperature Ti, magnetic field strength B0, collisional mean
free path λmfp, ion thermal gyroradius ρi, electron thermal gyroradius ρe, plasma Debye
length λD, ion-electron temperature ratio Ti/Te, and the ion beta βi = 8pinTi/B20 .
Perhaps the most immediate consequence of turbulence in the solar wind is the nontrivial
dependence of the plasma temperature profile on the distance from the Sun [24, 28]. Some
early models tried to predict the solar wind evolution in terms of a simple adiabatic
expansion [29]. However, spacecraft measurements show that the plasma temperature
decreases much more slowly than predicted by an adiabatic expansion [30], suggesting the
presence of a significant heating mechanism. It was first proposed by Coleman [31] that
the heating could be attributed to the turbulent conversion of electromagnetic fluctuations
into heat. Nowadays, the turbulent heating paradigm is a well-established fact, but the
kinetic details of ion and electron heating are still not fully understood in the case of the
solar wind, as well as in low-collisionality astrophysical plasmas generally. As a minimum
prerequisite for predicting the collisionless interactions between fields and particles and the
resulting ion and electron heating, it is necessary to characterize and understand the type
of electromagnetic fluctuations present at kinetic scales [4, 5, 32].
Thanks to high-resolution spacecraft measurements, the electromagnetic turbulent
fluctuations can be studied in situ in the solar wind over a broad range of scales, from the
large energy containing scales, deep into the turbulence kinetic dissipation range [33]. By
measuring the frequency of the fluctuations f , as the wind streams at a supersonic speed V
past the spacecraft, the wavenumber k in the plasma rest frame can be inferred by invoking
the Taylor hypothesis [34]: k ≈ 2pif/V . The hypothesis rests on the assumption that the
frequencies in the plasma rest frame are much smaller than the frequencies in the spacecraft
frame and it is well satisfied for most relevant types of turbulent fluctuations [35]. Present
state-of-the-art observations show that the solar wind is indeed highly turbulent and exhibits
power-law fluctuation spectra over a broad range of scales (Fig. 1.2). Moreover, below the
ion kinetic scales the spectral slope of the measured magnetic energy spectrum steepens,
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thus indicating the presence of a new type of turbulent energy cascade. Much progress
on the topic has been made in recent years on the basis of spacecraft observations [32]
and numerical simulations (e.g., [36–40]). There is hope that lessons learned from detailed
measurements of the solar wind could be applied as well to other turbulent astrophysical
plasmas, which cannot be studied in situ. However, even in the case of the solar wind a
comprehensive theoretical understanding of kinetic-scale turbulence is still lacking.
Figure 1.2: Spacecraft measurements of the magnetic energy spectrum plotted versus the
wavenumber k⊥, inferred from the spacecraft frame frequency f . The turbulence transitions
into a different regime below the ion gyroradius scale (k⊥ & 1/ρi). The new regime is
manifested in a change of the spectral slope on the logarithmic graph. Image credit:
Alexandrova et al. [41].
1.3 Scope of this Thesis
First principles numerical studies of plasma turbulence represent a significant challenge from
the simulation and data analysis perspective. For this reason, many previous works resorted
to various physically motivated simplifications of the first principles kinetic description.
This includes reduced-kinetic descriptions, such as gyrokinetics [5, 36, 39, 42, 43] and hybrid
models with fluid electrons [38, 44–47]. Another common approximation is the restriction to
a two-dimensional geometry [38, 48, 49]. Significant concerns have been raised by different
authors regarding these approximations [50–52]. Moreover, no general consensus presently
exists in the community regarding the validity of theoretical and numerical results obtained
from different types of simplified plasma descriptions.
It is the purpose of this Thesis to perform first principles studies of space and astro-
physical plasma turbulence over the kinetic range of scales. By including the full range of
electromagnetic and kinetic phenomena without ad hoc approximations, our main goal is to
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identify the essential processes that govern the evolution of microscale plasma turbulence,
in regimes reminiscent of the observationally accessible solar wind. To be more specific,
we identify the dominant type(s) of wavelike fluctuations that participate in the sub-ion
scale turbulent dynamics and we characterize their spectral scalings and anisotropy. We
also extract signatures of different types of turbulent heating channels, which may or may
not be properly represented in a given reduced-kinetic model. Finally, we investigate the
relationship between wavelike features and kinetic-scale turbulent structures, detected
ubiquitously in spacecraft observations and numerical simulations [53]. Nonlinear turbulent
structure formation, frequently associated with the phenomenon of intermittency, may lead
to an enhanced dissipation of weakly collisional plasma turbulence [37, 38, 54, 55] and/or
significantly affect the turbulence statistical scaling properties [56–58]. It is therefore of
considerable interest to understand how (and if at all) turbulent, kinetic-scale structure for-
mation could be interpreted in terms of some of the well-known, wavelike kinetic turbulence
phenomenologies [4, 5, 59].
The rest of this Thesis is structured as follows. In Chapter 2 we outline the basic frame-
work for the kinetic description and simulation of weakly collisional plasmas. This includes
the Klimontovich-Maxwell and Vlasov-Maxwell systems of equations and an overview of the
particle-in-cell plasma simulation method. In addition, we also introduce the commonly used
gyrokinetic and hybrid-kinetic (with fluid electrons) approximations. Phenomenological
models of astrophysical plasma turbulence are reviewed in Chapter 3. We start with a
concise review of the widely influential work of Kolmogorov and his contemporaries on
Navier-Stokes fluid turbulence, followed by a description of the phenomenology of iner-
tial range, magnetohydrodynamic plasma turbulence. Finally, we introduce the presently
known phenomenologies of kinetic-scale turbulence in astrophysical plasmas. A considerable
emphasis is put on the frequently debated kinetic Alfvén wave (KAW) turbulence model
[4, 5]. We review the basic properties of KAW turbulence and previous works in support
of the phenomenology. We also discuss the criticism and known alternatives to the KAW
turbulence phenomenology. A more technical description of our massively parallel kinetic
turbulence simulations is given in Chapter 4. There, we introduce the OSIRIS plasma
simulation code [60, 61] and we comment on the choice of the physical and numerical
simulation parameters. Our main results are featured in Chapters 5, 6, and 7. In Chapter
5 we present the first direct comparison of the prominent fully kinetic, gyrokinetic, and
hybrid-kinetic plasma models in a turbulent setup, relevant to space and astrophysical
plasmas. The comparison is carried out in two-dimensional geometry. In Chapter 6, we
move on to three-dimensional fully kinetic simulations of kinetic-scale plasma turbulence
with the aim to demonstrate the natural development of a KAW turbulent cascade from first
physics principles, under typical solar wind conditions. Finally, in Chapter 7 we perform a
joint analysis of in situ space turbulence measurements and fully kinetic simulation data
to investigate the interplay between wavelike signatures and large-amplitude turbulent
structures in kinetic plasma turbulence. A summary of the main results of this Thesis and
a future outlook are given in Chapter 8.
Chapter 2
Kinetic modeling and simulation of
weakly collisional plasmas
Due to recent advances in state-of-the-art computational techniques, it is now possible to
study weakly collisional, kinetic plasma turbulence in the full six-dimensional particle phase
space, with self-consistent electromagnetic interactions, taking place over a wide range of
scales. This Thesis features some of the first such simulations in the context of sub-ion
range turbulence in solar wind plasmas. Before we present our main results in Chapters 5,
6, and 7, we briefly summarize here the basic kinetic equations for a plasma and relate these
to the fully kinetic particle-in-cell (PIC) simulation scheme [62, 63], appropriate for the
study of nearly collisionless plasmas, such as the turbulent solar wind [28]. No attempt is
made to give a comprehensive review and further information can be found in Refs. [62–69].
Throughout the following chapters, we frequently reference various typical plasma scales
and parameters, the definitions of which are given in Appendix C.
2.1 The Vlasov-Maxwell system
The main theoretical basis for the interpretation of our results is the kinetic, Vlasov-Maxwell
system of equations. The Vlasov equation is obtained in the so-called collisionless approxi-
mation [70], frequently used for the study of nearly collisionless plasmas, characterized by
very large values of the plasma parameter Λ = 4pin0λ3D  1, where λD is the Debye length
and n0 is the mean particle density (see also Appendix C). Let us briefly sketch how the
Vlasov equation emerges from a more general kinetic plasma description in the collisionless
limit.
One way to introduce the plasma kinetic description is to follow the Klimontovich
approach [64, 70, 71], which starts from a system of discrete charged particles in their self-
generated, microscopic electromagnetic fields. This is complementary to the approach based
on the BBGKY (Bogoliubov, Born, Green, Kirkwood, Yvon) hierarchy, which starts with
the Liouville equation for the N -particle joint probability density [65]. The Klimontovich
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formalism is based on the microscopic phase-space density [64, 70]:
Ns(r,p, t) =
Ns∑
i=1
δ
(
r− rsi(t)
)
δ
(
p− psi(t)
)
, (2.1)
where the index i runs over all the Ns particles of species s, rsi is the particle position, and
psi its (relativistic) momentum. The relevant force acting on the particles is the Lorentz
force and the equations of motion are
drsi
dt = vsi =
psi√
m2s + p2si/c2
,
dpsi
dt = qs
[
Em(rsi) +
vsi
c
×Bm(rsi)
]
, (2.2)
where vsi is the particle velocity, ms is the species mass, qs denotes the species charge, c is
the speed of light, and Em, Bm are the microscopic electromagnetic fields produced by the
particles. The evolution of the electromagnetic fields is governed by the Maxwell equations:
∂Em
∂t
= c∇×Bm − 4piJm, ∇ · Em = 4piρm, (2.3)
∂Bm
∂t
= − c∇× Em, ∇ ·Bm = 0, (2.4)
where Jm = ∑s qs ∫ vNsd3p is particle electric current density and ρm = ∑s qs ∫ Nsd3p
is the charge density. The two Maxwell equations involving the divergence terms are
satisfied implicitly provided that they hold at some initial reference time t = 0. Equations
(2.1)–(2.4), together with the definitions of Jm and ρm, form a closed set. The plasma
dynamics arising from such description is generally nonlinear as a result of the interaction
between the charged particles and their self-generated fields.
The equations of motion can be written in an alternative form in terms of the microscopic
phase-space density. Upon taking the time derivative of Ns(r,p, t) and using (2.2) we
obtain the Klimontovich equation [64]:
∂Ns
∂t
+ v · ∂Ns
∂r + qs
(
Em + v
c
×Bm
)
· ∂Ns
∂p = 0. (2.5)
This shows that the microscopic density is conserved along the particle orbits in the six-
dimensional phase space. The total number of plasma particles of any given species is
macroscopically large and one therefore needs to adopt a statistical description. The single-
particle distribution function fs(r,p, t)—a key quantity in plasma kinetic theory—may be
defined via a statistical ensemble average of the microscopic phase-space density [65, 71]:
fs(r,p, t) = 〈Ns(r,p, t)〉en. (2.6)
The single-particle distribution function is proportional to the probability to find a particle
of type s in a small volume of phase space around (r,p). A statistical description of the
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particle dynamics can be obtained by taking the ensemble average of Eq. (2.5), which yields
the plasma kinetic equation [64]:
∂fs
∂t
+ v · ∂fs
∂r + qs
(
E+ v
c
×B
)
· ∂fs
∂p = −qs
∂
∂p ·
〈(
δE+ v
c
× δB
)
δNs
〉
en.
, (2.7)
where E = 〈Em〉en. and B = 〈Bm〉en. are the smooth, self-consistent fields. The quantities
δE = Em − E, δB = Bm − B, and δNs = Ns − fs are the statistical deviations from
the ensemble averaged values. The term on the right-hand side of (2.7) is the collision
integral [65, 70]. It leads to irreversible entropy production in states away from thermal
equilibrium. The irreversibility arises from the averaging of the (reversible) microscopic
dynamics, leading to the loss of information in the mean-field description. Naturally,
the smooth electromagnetic fields still obey the Maxwell equations with the microscopic
current and density replaced by their ensemble averaged counterparts. Eq. (2.7) is not
closed because it involves the undetermined fluctuations (δE, δB, and δNs) in the collision
integral. In order to obtain a closed set of equations in terms of fs, E, and B alone, one
needs to approximate the right-hand side. In the case of Coulomb interactions, a common
choice is to adopt a Fokker-Planck type collision operator [70, 72, 73]:
C[fs] =
∑
s′
[
− ∂
∂p ·
(
Ass′fs
)
+ 12
∂2
∂p∂p :
(
Dss′fs
)]
, (2.8)
where Ass′ is the friction coefficient, Dss′ is the diffusion tensor, and the sum over s′
runs over all the particle species. The Fokker-Planck operator assumes the dominance
of small-angle particle scatterings. This is motivated by the fact that the mean particle
separation in a weakly coupled (Λ 1) plasma is much larger than the distance at which
the electrostatic interaction energy would exceed the mean kinetic energy. The friction and
diffusion coefficients are generally position, momentum, and time dependent and may be
expressed as integrals of fs′ [65, 73]. Looking at expression (2.8), it is worth noticing that
the strength of the collisional term may be locally enhanced by sharp gradients of fs in
momentum space.
In hot and/or diffuse, weakly coupled plasmas the collisional relaxation time for the
approach towards equilibrium is much longer than the characteristic time of the collective
response [66, 74]. Many space and astrophysical plasmas are naturally found in such weakly
collisional state [5]. Prominent examples include the solar wind [28], hot accretion flows
[17], and galaxy clusters [75]. A popular approximation for weakly collisional plasmas is to
set 1/Λ = 0, which amounts to neglecting any discrete particle effects. The kinetic equation
then reduces to the well-known Vlasov equation:
∂fs
∂t
+ v · ∂fs
∂r + qs
(
E+ v
c
×B
)
· ∂fs
∂p = 0. (2.9)
The Vlasov equation describes plasma kinetics in the collisionless regime, where the collective
response is assumed to completely dominate over the discrete particle effects on any time
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scale of interest. For the sake of completeness, let us also write the Maxwell equations for
the self-consistent fields:
∂E
∂t
= c∇×B− 4pi∑
s
qs
∫
vfsd3p , ∇ · E = 4pi
∑
s
qs
∫
fsd3p , (2.10)
∂B
∂t
= − c∇× E, ∇ ·B = 0. (2.11)
The Vlasov-Maxwell system of equations is the basic starting point for the interpretation of
the fully kinetic simulations of solar wind turbulence presented in this Thesis. The system
is fully kinetic in the sense that the distribution function of each species is evolved in the
full six-dimensional phase space without any a priori restrictions for the self-consistent
dynamics.1 In principle, only the fully kinetic description can properly, and simultaneously,
capture all the potentially relevant processes that can take place in a weakly collisional,
turbulent plasma. This includes, for example, the high-frequency whistler waves [80–84],
electron and ion Landau damping [4, 40, 54, 85–88], collisionless magnetic reconnection
[16, 89–92], kinetic instabilities [11, 93–95], or non-thermal particle acceleration [9, 96].
The reader may find it useful to notice that the Vlasov-Maxwell system is mathematically
identical to the Klimontovich-Maxwell equations. The only difference from the latter is the
smoothness of the initial condition [71]. Numerically solving Eqs. (2.9)–(2.11) is in general
a very challenging computational task, even with present state-of-the-art computational
resources. Here, we employ massively parallel PIC simulations to accomplish the task.
Some general aspects of the PIC scheme are briefly discussed in Sec. 2.2. More technical
details on how we coped with the main computational challenges, specific to the kinetic
plasma turbulence studied in this Thesis, are given in Chapter 4.
It is worth mentioning an important theoretical shortcoming in strictly describing
turbulent, weakly collisional plasmas with the Vlasov equation, which was clearly emphasized
in the literature only more recently [5, 69, 97, 98]. Namely, collisions in a plasma with Λ 1
are truly very weak as long as the distribution function is not too far from Maxwellian.
On the other hand, the Vlasov equation may locally develop distinct non-Maxwellian
features with very fine structures in both configuration and momentum space. These
fine, phase-space structures may locally greatly enhance the collisionality and lead to
significant entropy production on dynamically relevant time scales [69, 97]. The situation
resembles the so-called dissipative anomaly in hydrodynamic turbulence [99, 100], where
kinetic energy dissipation remains finite in the limit of vanishing viscosity due to the
emergence of large spatial gradients in the fluid velocity. In a weakly collisional plasma, one
can similarly imagine collisional effects as an entropy production source, which prevents
unlimited filamentation of fs [5, 98, 101]. On the other hand, on phase-space scales larger
than those with sufficiently large gradients for collisions to become important, the dynamics
is still effectively of the Vlasov type and it is not particularly sensitive to the exact form of
the collision operator [69, 102, 103]. The Vlasov equation is therefore still a key concept for
1Our use of the term “fully kinetic” throughout this whole Thesis is in this sense consistent with the
presently common terminology in the kinetic plasma simulation community [40, 76–79].
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the study of weakly collisional plasmas, as long as we keep in mind that the phase-space
filamentation of fs cannot be indefinite and is ultimately balanced by collisional effects.
In computer simulations, finite resolution always precludes such unlimited filamentation
of the particle distribution function and any numerical scheme for the Vlasov equation
always comes with some form of numerical collisionallity (or phase-space diffusion), which
effectively coarse grains or smooths the particle distribution at the smallest computationally
accessible scales. As discussed below, the PIC simulation method employed in this Thesis
is no exception to that [63, 68, 104, 105].
2.2 The PIC fully kinetic simulation method
Let us now summarize the main features of the PIC simulation method, employed here
for the study of kinetic range solar wind turbulence. One of the most distinct features of
the standard PIC method [62, 63] is its representation of the distribution function with a
collection of macroparticles of fixed shape. As a consequence, the distribution function may
be evolved by following the motions of the computational particles, whereas the Maxwell
equations are solved on a discretized spatial grid. Here we mainly focus on the implications
of representing the distribution function with a set of computational macroparticles, since
this is the feature most specific to particle-based simulations. Numerical effects related to
space and time discretization errors [63] are touched upon only briefly.
2.2.1 Overview of the numerical scheme
In the standard PIC method [62, 63], the particle distribution function is represented with
a set of Ms charged macroparticles or clouds as [67]
f˜s(r,p, t) =
Ms∑
j=1
Nsj S
(
r− rsj(t)
)
δ
(
p− psj(t)
)
, (2.12)
where Nsj can be regarded as the number of physical particles in the j-th cloud with
charge density ρsj(r) = qsNsjS(r − rsj). The set of variables {rsj(t),psj(t)} determines
the positions and momenta of the clouds. The characteristic size of the macroparticles
is effectively determined by the spatial extent of the particle shape S(r). Motivated by
numerical and physical considerations, this size is typically chosen to be comparable to the
Debye length [63]. In order for the representation (2.12) to be meaningful, S(r) should have
a finite support and satisfy: S(r) ≥ 0, S(−r) = S(r), and ∫ d3rS(r) = 1. Most PIC codes
employ b-splines for the particle shape [63, 67], a common choice being splines of order
zero. Higher order, smoother splines have many favorable properties, such as reduced grid
aliasing effects [63, 106], although they require more floating point operations per time step.
All simulations presented in this Thesis employ either linear or quadratic splines for S(r).2
2Note that the PIC interpolation functions, for interpolating J, E, and B, to/from the regular grid
points, are approximated by splines of one order higher than S(r) [67]. That is, linear and quadratic
b-spline shapes yield, respectively, quadratic and cubic spline interpolation functions.
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It follows from the numerical distribution function representation (2.12) that the Maxwell
equations take the explicit form:
∂E
∂t
= c∇×B− 4pi∑
s,j
vsj qsNsjS(r− rsj), ∇ · E = 4pi
∑
s,j
qsNsjS(r− rsj), (2.13)
∂B
∂t
= − c∇× E, ∇ ·B = 0, (2.14)
where J = ∑s,j vsj qsNsjS(r − rsj) is the current density and ρ = ∑s,j qsNsjS(r − rsj) is
the charge density. The finite element representation can be exploited when solving for f˜s.
Because the shape of the macroparticles is fixed, it is sufficient to numerically solve the
equations of motion for the charge cloud centers instead of solving for f˜s directly. This
effectively amounts to solving for f˜s in a Lagrangian particle frame. The equations of
motion for the cloud centers are
drsj
dt = vsj,
dpsj
dt = qs
[
E(rsj) +
vsj
c
×B(rsj)
]
, (2.15)
where
E(rsj) =
∫
d3r′E(r′)S(r′ − rsj), B(rsj) =
∫
d3r′B(r′)S(r′ − rsj) (2.16)
are the convolved electromagnetic fields, evaluated at each cloud position [62, 67]. The
convolved fields appearing in the equations of motion determine the total force on each
macroparticle, obtained via an integration over the (fixed) macroparticle shape. Equations
(2.13)–(2.16) form a closed set for the PIC fully kinetic, electromagnetic simulation model.
In short summary, Eqs. (2.13)–(2.16) are numerically solved in a cyclic fashion as
follows. First, the computational particles are advanced to the next time step according
to (2.15). This involves an interpolation of the fields in (2.16) to each particle’s position
to determine the force. A time centered, second-order finite difference scheme, known as
the Boris push [63, 107], is usually used to advance the particle coordinates. Once the
particle phase-space coordinates have been updated, the particle electric current density
is deposited on the computational grid for the Maxwell equations (2.13) and (2.14). If
the electric current deposit is charge-conserving [108, 109], the charge density need not be
calculated explicitly. If that is not the case, the charge density is needed to correct the
electrostatic field so as to conserve the charge [63]. The Maxwell equations are typically
integrated on a staggered grid for E and B (so-called Yee mesh [107]), using a second-order,
space and time centered leapfrog scheme. The above process is then repeated at the next
time step, and so on. Schematically, the scheme may be illustrated with a diagram shown
in Fig. 2.1. Although conceptually simple, efficient PIC code implementations, appropriate
for modern high-performance simulations, are a technically challenging task and typically
require several years of code development and optimization [60, 61, 76, 110].
The finite differencing of spatial and time derivatives introduces artificial numerical
effects. For example, the plasma dispersion properties are modified at large wavenumbers
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∆t
Deposit ~J
on the grid
~rsj, ~psj ⇒ ~J(~rg)
Interpolate force
on particles
~E(~rg), ~B(~rg)⇒ ~F (~rsj)
Advance particles
~F (~rsj)⇒ ~rsj, ~psj
Update fields
~J(~rg)⇒ ~E(~rg), ~B(~rg)
Figure 2.1: Schematic illustration of the PIC numerical integration loop. The scheme is
typically second-order accurate in both space and time.
and/or frequencies. Moreover, in explicit time integration schemes, the time step and
grid spacing need to be chosen sufficiently small to avoid artificial numerical heating and
instabilities. In the standard, second-order explicit PIC scheme, the time step ∆t and grid
spacings (∆x,∆y,∆z) should satisfy [63, 107]:
c∆t
(
1
∆x2 +
1
∆y2 +
1
∆z2
)1/2
< 1, ∆tωpe < 2, ∆x,∆y,∆z . piλD, (2.17)
where ωpe is the electron plasma frequency and λD is the Debye shielding distance. The
expression on the left side of (2.17) is the Courant–Friedrichs–Lewy (CFL) condition and
prevents light waves from propagating over more than one grid cell during a single step.
It is not particularly recommended to over-satisfy the CFL condition, because time steps
just below the CFL threshold yield a better numerical match for the light wave dispersion
[107]. For the remaining two conditions in (2.17), it is advisable to be well within the
stability region. This also means that the Debye scale has to be at least marginally resolved
(∆x ' λD), even if it is otherwise of no special interest.
2.2.2 Discrete particle effects and noise in PIC simulations
Solutions of the kinetic equations obtained from PIC methods are affected by random
statistical noise, originating from the discrete nature of the computational particles. In
order to better illustrate the nature of the PIC noise and its origin, it is instructive to
consider a spatially coarse-grained Klimontovich-Maxwell system of equations. In particular,
it is of interest to consider a spatial coarse-graining operation, defined as a convolution
with the particle shape factor appearing in (2.12):
f(r) =
∫
d3r′ f(r′)S(r′ − r), (2.18)
14 2. Kinetic modeling and simulation of weakly collisional plasmas
where f is some arbitrary function. For the purpose of our discussion, we can suppose
that S(r) has a characteristic spatial extent comparable to λD. In the latter case, the
coarse-graining smooths out any spatial fluctuations within a Debye sphere, affected by
discrete particle effects in a plasma, while preserving the self-consistent plasma fluctuations
at scales larger than λD.
By applying the coarse graining to the Klimontovich equation (2.5), we obtain after
straightforward calculation:
∂N s
∂t
+ v · ∂N s
∂r + qs
(
E+ v
c
×B
)
· ∂N s
∂p = Cs + s, (2.19)
where
N s(r,p, t) =
Ns∑
i=1
S
(
r− rsi(t)
)
δ
(
p− psi(t)
)
, (2.20)
Cs = −qs ∂
∂p ·
∑
i
(
δE(rsi) +
v
c
× δB(rsi)
)
S
(
r− rsi
)
δ
(
p− psi
)
, (2.21)
s = −qs ∂
∂p ·
∑
i
(
∆E(rsi, r) +
v
c
×∆B(rsi, r)
)
S
(
r− rsi
)
δ
(
p− psi
)
, (2.22)
and
E = Em, B = Bm, (2.23)
δE = Em − E, δB = Bm −B, (2.24)
∆E(r′, r) = E(r′)− E(r), ∆B(r′, r) = B(r′)−B(r). (2.25)
The advective terms on the left-hand side of the coarse-grained equation (2.19) represent
the Vlasov-like part of the dynamics, whereas the right-hand side represents discrete particle
effects. Such interpretation of the above terms is only of qualitative type, because a coarse
graining over a volume of a Debye sphere is not exactly the same as an ensemble average,
used to obtain the plasma kinetic equation. Only the smoothed electromagnetic fields,
E and B (2.23), appear on the left-hand side of (2.19). They satisfy the usual Maxwell
equations with smooth sources ρ = ρm and J = Jm. The terms Cs and s on the right-hand
side are different in nature. The former (Cs) explicitly accounts for the influence of the
microscopic fields on the coarse-grained dynamics. It could be regarded as an effective
collisional-like term. The second term (s) is only a very small correction, accounting for
the fact that the coarse-grained fields themselves can slightly vary on the scale of the
smoothing volume, so that each portion of plasma within that volume feels a slightly
different coarse-grained force.
We may proceed as above and derive in addition an explicit expression for the evolution
of f˜s (2.12) by taking its time derivative. The end result may be written as
∂f˜s
∂t
+ v · ∂f˜s
∂r + qs
(
E+ v
c
×B
)
· ∂f˜s
∂p = s, (2.26)
2.2 The PIC fully kinetic simulation method 15
where, in analogy with (2.22), we have
s = −qs ∂
∂p ·
∑
j
(
∆E(rsj, r) +
v
c
×∆B(rsj, r)
)
Nsj S
(
r− rsj
)
δ
(
p− psj
)
, (2.27)
and ∆E(rsj, r), ∆B(rsj, r) are given by (2.25). Eq. (2.26) is the PIC numerical equivalent
of the Vlasov equation. Same as in (2.19), the s term is only a minor correction. It has a
vanishing space average and varies on a scale comparable to the cloud size. Its origin is
related to the assumed non-deformability of the cloud shape [68, 111]. Without the implicit
constraint, any charge cloud would very slowly deform as a result of slight field variations
on scales comparable to its own size. This subtle effect is not accounted for in the PIC
method [68, 111]. For this reason, the numerical distribution function representation (2.12)
does not precisely satisfy a Vlasov equation at any arbitrary point, although it still does
so “on average” [67]. More specifically, Eq. (2.26) multiplied in the first instance by r and
in the second one by p, followed by an integration over phase space, yields the two sets
of equations (2.15) for the macroparticle orbits [67]. Minor local correction terms, similar
to s, appear also in the local momentum and energy balance expressions [111]. The local
corrections vary on a scale comparable to the cloud size and vanish when integrated over r,
so that the total momentum and energy are conserved.3
Interestingly, the PIC distribution function representation (2.12) could be alternatively
interpreted in terms of the coarse-grained particle density (2.20) [68]. In particular, f˜s
could be constructed as a random subsample (Ms  Ns), drawn from the coarse-grained
distribution N s, with modified weights to preserve the original particle number. This
implies that the PIC distribution function representation is in a strict sense not a proper
ensemble averaged quantity, but corresponds rather to a particular realization of a numerical
experiment [68]. The larger the statistical sample of computational particles, the less appar-
ent is this formal distinction. Comparing the PIC equivalent of the Vlasov equation (2.26)
to the coarse-grained Klimontovich equation (2.19), we also see that they are structurally
equivalent, except for the right-hand side collisional-like term depending on the microscopic
fields (Cs), which has disappeared. Indeed, discrete particle effects are generally much
weaker in a computer plasma model with finite-size macroparticles than in a real plasma
with pointlike charges [62, 63, 104]. This property is at the basis of the PIC method because
it makes kinetic, Vlasov-like phenomena accessible to particle-based simulations, where the
number of computational particles is in practice limited by the availability of memory and
computing time [62, 63]. Evidently, the quality of momentum-space resolution does not
improve by giving the computational particles a finite size, and therefore, the macroparticle
number still needs to be chosen with care in order to properly capture kinetic effects, such
as Landau damping [112, 113]. Moreover, collisional-like effects in PIC simulations are only
reduced by the finite macroparticle size but not eliminated [68, 104, 105, 114, 115]. The PIC
3Evidently, this does not account for numerical integration effects, related to a finite grid resolution and
finite time stepping, which may not ideally conserve the total momentum and/or energy. Such space and
time discretization effects, discussed at length in Ref. [63], can be made negligible with an appropriate
choice of the numerical simulation parameters.
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distribution function representation (2.12) is smooth only in configuration space, whereas
in momentum space, it is essentially a collection of sharp, δ-function spikes. The discrete
nature of the computational particles gives rise to an effective numerical collisionality and
drives random thermal fluctuations in the electromagnetic fields [62, 63, 68]. These random
field fluctuations, referred to as PIC noise, can deteriorate the self-consistent, Vlasov-like
part of the electromagnetic response.
PIC noise may be reduced by increasing the number of computational particles, which in
turn improves the momentum space statistics. However, the random statistical fluctuations
decrease only slowly with the particle count. For macroparticle sizes comparable to λD, the
noise amplitude scales roughly as ∼ 1/√ND, where ND is the number of computational
particles in a Debye sphere [68, 105, 116]. It is therefore often worth considering additional
noise reduction techniques [40]. In this Thesis, we employ two such techniques (see also
Chapter 4). The first approach pertains to the choice of the particle shape. The smoother
the particle shape, the weaker are the discrete noise effects [63, 105]. More specifically,
high-order quadratic or cubic spline interpolation (corresponding, respectively, to linear or
quadratic spline particle shapes) tends to give lower noise levels than the more frequently
used linear interpolation [106, 117]. Another relatively effective method is short-time
averaging of the simulation output data [40, 118]. Indeed, PIC noise often dominates on
much shorter time scales than the characteristic time of the main plasma phenomenon
under question. Under such circumstances, the noise may be further reduced by averaging
the simulation results over the short time scales of the random fluctuations, while preserving
the slower time scales of interest [40].
A significant reduction of PIC noise can be also achieved by relaxing the cloud non-
deformability constraint, allowing the shape to dynamically evolve in phase space. However,
in the latter case the PIC simulation scheme has to be replaced by a more general and
technically advanced formulation [119, 120], which is able to self-consistently evolve the
shape of the phase-space elements. A promising method of this kind recently emerged in
cosmological, Vlasov-Poisson simulations [120, 121]. First attempts to adapt the method to
kinetic plasma simulations have already been made [122], although it is presently unclear if
the heavily reduced noise properties could outweight the increased numerical complexity of
the scheme.
2.3 Reduced-kinetic models
As we have already emphasized, fully kinetic studies of plasma turbulence are currently
a major theoretical and computational challenge. In view of these circumstances, several
previous works on the subject have resorted to various simplifications of the first principles
fully kinetic description [4, 5, 11, 18, 38, 39, 42, 44, 46, 85, 87, 123–125]. The presently
most prominent reduced models are, in particular, the hybrid-kinetic (HK) model with fully
kinetic ions and fluid electrons [44, 126–128] and the gyrokinetic (GK) model [129–131].
We do not limit ourselves here to an exclusive analysis of fully kinetic simulations only,
but we instead also borrow the simulation data from reduced-kinetic models and directly
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compare these against our own results. This allows us to firmly identify the most essential
types of kinetic physics that govern the kinetic range turbulence in various regimes studied.
In view of these model comparisons, which are presented in Chapter 5 (see also Ref. [40]),
we briefly introduce below the HK and GK models, as well as a reduced GK model.
2.3.1 Hybrid model with kinetic ions and fluid electrons
The HK model is a quasi-neutral, non-relativistic model with kinetic ions and fluid electrons.
Several versions of the model exist, depending on how exactly the electrons are treated
within the fluid description. In the standard HK model [44, 45], the electrons are treated
as a massless fluid, so that their inertia may be neglected. The main assumptions of the
standard HK model can be stated as follows:
• Charge quasi-neutrality (ρ ≈ 0): kλD, ω/ωpe  1,
• Non-relativistic limit: ω/(kc) 1,
• Massless electrons: me/mi  1,
where ω and k represent, respectively, a characteristic frequency and wavenumber of the
process studied. By definition of quasi-neutrality, the ion density ni and electron density
ne are assumed equal, while at the same time the electrostatic part of the electric field on
scales kλD, ω/ωpe  1 is retained. The kinetic equation to be solved is the Vlasov equation
(2.9) for the ion distribution function fi(r,v, t). As usual, the magnetic field is advanced
using Faraday’s law:
∂B
∂t
= −c∇× E. (2.28)
On the other hand, because the displacement current is neglected in the non-relativistic
limit, one cannot use Ampere’s law to determine the evolution of E. Instead, the E field is
obtained at any instant of time from a generalized Ohm’s law:
E+ ui ×B
c
− J×B
niec
= −∇pe
nie
+ ηJ, (2.29)
where ni =
∫
fid3v is the ion (electron) density, ui = (1/ni)
∫ vfid3v is the ion fluid
velocity, J = (c/4pi)∇ × B is the electric current, pe is the electron pressure, η is the
(numerical) resistivity, and e = |qe| is the elementary charge. The left-hand side gives the
electric field in the electron fluid frame E′ = E+ ue ×B/c, where ue = ui − J/(nie) is the
electron flow velocity. The right-hand side gives the nonideal contributions to the electric
field. Based on the smallness of the mass ratio, nonideal contributions stemming from
electron inertia and anisotropic electron pressure effects are neglected. Finally, in order to
obtain a closed set of equations, an equation of state is needed for the electron pressure. To
this end, the electrons are usually assumed to be isothermal, such that pe = niT0e, where
T0e is the (constant) electron temperature, measured in energy units.
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Sometimes, an alternative version of Ohm’s law is used in the HK model, which accounts
for electron inertia (e.g., [40, 128]). Upon assuming quasi-neutrality, the electron inertia
may be expressed from the two-fluid equations with an isotropic electron pressure. This
leads to an Ohm’s law of the form(
1− d2e∇2
)
E = −ue ×B
c
− ∇pe
nie
+ ηJ
− me
mi
{ui ×B
c
− 1
nie
∇ ·
[
mini(uiui − ueue) + Pi
]}
, (2.30)
where Pi = mi
∫
(v − ui)(v − ui)fid3v is the ion pressure tensor and de is the electron
inertial length. The added terms compensate for the missing electron inertia contribution
(equal to −(me/e)due/dt ) on the right-hand side of (2.29). The version of Ohm’s law
given by Eq. (2.30) was used to produce the HK simulation data that are included, for
reference, in Chapter 5 as part of the model comparison. We mention that the addition
of electron inertia is not fully consistent with the isotropic electron pressure assumption,
unless the electron gyroradius ρe is much smaller than de. In the opposite case, one would
strictly speaking also need to include electron finite-Larmor-radius (FLR) corrections for
the pressure.
The HK model is expected to be applicable in the non-relativistic regime, over the range
of scales where electron kinetic physics need not be explicitly considered for the process
being studied. It can be typically applied at scales larger or similar to the ion kinetic
scales. Given its reduction in computational cost compared to the fully kinetic model, the
advantage of the HK model is the possibility to simulate relatively large-sized systems,
coupled with ion kinetic physics. In particular, the HK model is a good tool for studying
inertial, MHD range turbulence and its transition into the kinetic range, where the cascaded
energy may become subject to significant ion damping [38, 46, 132–134]. With some caution
the model may be also applied somewhat below the ion kinetic scales, provided that electron
kinetic effects remain negligible. Contrary to a common view from the literature, we show
in Chapter 5 that electron kinetic effects can be noticed already slightly below the ion
scales of kinetic plasma turbulence.
2.3.2 Gyrokinetics
The standard GK model [129–131, 135] is obtained from the fully kinetic description in
the limit of low-frequency, low-amplitude, anisotropic fluctuations in magnetized plasmas.
The fluctuating quantities are expanded in terms of a small ordering parameter  1, and
only the lowest order terms are kept in the expansion. GK was traditionally developed
in the context of magnetic confinement fusion [129]. Much later, it was adapted for the
study of magnetized astrophysical plasmas [4, 5, 131]. Naturally, we will focus here on its
astrophysics context. The main assumptions of the standard GK model may be stated as
follows:4
4In principle, a different ordering parameter may be used separately for each fluctuating quantity [130].
Here, we use for simplicity the same “” for all.
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• Small-amplitude, low-frequency, anisotropic fluctuations:
δfs/F0s ∼ δB/B0 ∼ c δE⊥/(B0vth,i) ∼ ω/Ωci ∼ k‖/k⊥ ∼ ,
• Strong magnetization: ρi/L 1,
• Non-relativistic limit: vth,s/c 1,
where F0s is the background particle distribution function, B0 is the background magnetic
field, δfs is the perturbed part of the distribution, δB is the fluctuating magnetic field,
δE⊥ is the perpendicular electric field, L is a macroscopic length scale for the variation of
B0, ω is a characteristic fluctuation frequency, and k‖, k⊥ are, respectively, characteristic
parallel and perpendicular wavenumbers with respect to the mean magnetic field direction.
The remaining quantities introduced above are the ion thermal gyroradius ρi, the ion
cyclotron frequency Ωci, and the species thermal velocity vth,s (see Appendix C). Similar
to the HK model, the above assumptions also imply charge quasi-neutrality. The typical
field-perpendicular scales are usually taken to be of the order of the ion gyroradius, k⊥ρi ∼ 1,
which then also implies that k‖ρi ∼ . In turbulent space and astrophysical plasmas, L can
be associated with the outer scale of MHD range turbulence [131]. Since the outer scale
mean field variations cannot be assumed anisotropic, we then also require k‖L  1 [5].
That is, we consider the fluctuations well below the MHD outer scale, where an anisotropy
is expected to develop naturally [136].
Modern formulations of gyrokinetic equations involve Lagrangian and Hamiltonian
Lie-transform perturbation methods [130], most notably with application to fusion plasmas.
For our purpose, we follow a more traditional formulation of Howes et al. [131], which can
be viewed as an adaptation of the original work of Frieman and Chen [129] to astrophysical
plasmas in a homogeneous background in slab geometry. Below, we merely summarize the
main equations. Further details can be found in Ref. [131].
The gyrokinetic equations are solved in a reduced, five-dimensional phase space. The
reduction to five dimensions is made possible by averaging over the fast particle cyclotron
motion, leaving only one degree of freedom for the field-perpendicular motion. To this end,
the ring average at fixed particle gyrocenter is introduced as
〈a〉Rs =
1
2pi
∮
dθ a
(
Rs − v× eˆzΩcs ,v, t
)
, (2.31)
where Rs = r + (v × eˆz)/Ωcs is the particle gyrocenter position, θ is the gyroangle,
eˆz = B0/B0 is the unit vector in the mean field (z) direction, and a(r,v, t) is some arbitrary
function. The above reduction yields the new phase-space coordinates (Rs, µs, v‖), where
µs = msv2⊥/2B0 is the magnetic moment and v‖ = v · eˆz is the velocity along the mean field.
The particle magnetic moment is an (adiabatic) invariant to lowest order in the expansion.
Next, the gyrocenter distribution function hs is introduced, which can be written to order 
as
hs(Rs, µs, v‖, t) = δfs(r,v, t) +
qsδϕ(r, t)
T0s
F0s(v), (2.32)
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where δϕ is the perturbed electrostatic potential and T0s is the species background temper-
ature. The distribution of particle gyrocenters is independent of the gyrophase angle at
fixed Rs. The second term on the right-hand side accounts for the Boltzmann part of the
response to the electrostatic potential. Written in terms of hs, the reduced kinetic equation
takes the form
∂hs
∂t
+ v‖eˆz · ∂hs
∂Rs
+ c
B0
{
〈χ〉Rs , hs
}
− qs∂〈χ〉Rs
∂t
F0s
T0s
= C[hs], (2.33)
where {〈χ〉Rs , hs} = eˆz · (∂〈χ〉Rs/∂Rs×∂hs/∂Rs) is the Poisson bracket, χ = ϕ−v ·A/c is
the gyrokinetic potential, and C[hs] is a (linearized) collision operator. The kinetic equation
for hs is supplemented with the Maxwell equations for the self-consistent fields. Since the
sources in the Maxwell equations are written in the physical particle coordinates, we need
to introduce the gyro-average at a fixed particle position:
〈a〉r = 12pi
∮
dθ a
(
r+ v× eˆzΩcs ,v, t
)
, (2.34)
where a(Rs,v, t) is a function of the gyrocenter position and v = v‖eˆz+v⊥(cos θeˆx+sin θeˆy).
For the electrostatic potential, the Maxwell equations translate into a quasi-neutrality
condition,
∑
s
qsδns =
∑
s
(
−q
2
sn0s
T0s
ϕ+ qs
∫
d3v 〈hs〉r
)
= 0, (2.35)
and the vector potential is determined from a pre-Maxwell version of Ampere’s law:
−∇2⊥A‖ =
∑
s
4pi
c
qs
∫
d3v v‖〈hs〉r, (2.36)
∇⊥δB‖ = −eˆz ×∇2⊥A⊥ =
∑
s
4pi
c
qs
∫
d3v 〈(eˆz × v)hs〉r. (2.37)
Equations (2.31)–(2.37) constitute the GK model for a homogeneous plasma in slab geometry,
as detailed in Howes et al. [131]. It is worth emphasizing that the expansion parameter 
does not appear explicitly in the equations solved by GK codes. Instead, all expressions
and quantities are rescaled by their appropriate power of . No inconsistency occurs due to
such rescaling, since only quantities of the same order in  are kept in any equation. From
the rescaled equations, one may a posteriori recover any quantity in absolute physical units
by choosing a representative value for .
The GK description is relevant to low-frequency, strongly magnetized plasma turbulence.
The assumption of small fluctuations and strong anisotropy might seem severely restrictive
at first glance. Observational, theoretical, and numerical results strongly suggest that
the MHD range turbulence in magnetized astrophysical plasmas is predominantly low-
frequency, Alfvénic, and increasingly anisotropic with decreasing scale ([5, 32, 131, 136–140],
see Chapter 3). Because the turbulent energy cascade time decreases with scale, the
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fluctuating magnetic fields at large scales appear nearly constant on the time scale of
the much smaller-sized eddies. Furthermore, the scale-dependent fluctuation amplitudes
decrease as the energy is anisotropically cascaded to higher perpendicular wavenumbers.
These circumstances imply that the small-scale fluctuations (measured relative to a local
mean background) eventually fulfill the GK ordering. Thus, even though the turbulent
fluctuations just below L might be large and nearly isotropic, the GK description is still
relevant at scales much smaller than L, provided that ρi/L is sufficiently small [131]. There
are several potential caveats to that, some of which are critically examined in this Thesis.
For example, while it is true that most of the energy in MHD range turbulence is carried by
low-frequency fluctuations [141], the situation is presently less clear in the wave-dispersive
kinetic range (k⊥ρi & 1), where high-frequency waves such as ion Bernstein modes [40, 142]
or whistlers [81, 84, 143, 144] might be potentially relevant. Furthermore, the probability
distribution functions of the turbulent fluctuations around k⊥ρi ∼ 1 are known to be
inherently non-Gaussian [53, 78, 145, 146], such that a certain fraction of the fluctuations
significantly exceeds the root-mean-square value. Thus, it may happen that a certain
fraction of the small-scale eddies does not satisfy the GK ordering, even if this ordering
is otherwise well satisfied on average. As was recently suggested [55], the presence of
heavy-tailed, non-Gaussian fluctuations around k⊥ρi ∼ 1 may significantly enhance the
importance of kinetic effects beyond GK, such as stochastic ion heating [147, 148]. Another
potentially problematic aspect is the definition of the background distribution function
F0s. Due to the low collisionality, the background particle distributions in astrophysical
plasmas are typically anisotropic and non-Maxwellian [28, 149]. Such non-equilibrium
particle distributions may drive various kinetic plasma instabilities [93, 95, 133, 150], which
are beyond the scope of the GK model. Very recently, a generalized GK framework for
astrophysical plasmas with anisotropic background distributions was introduced [151]. To
our knowledge, the model has not yet been applied to kinetic range turbulence studies.
2.3.3 Kinetic reduced electron heating model (KREHM)
In Chapter 5, we also include for reference simulation data from the so-called kinetic reduced
electron heating model (KREHM) [102], which is obtained from the GK description in the
low plasma beta limit [102]. The formal low beta restriction takes the form√
βe ∼
√
me/mi  1, (2.38)
where βe is the electron beta and me/mi is the electron-ion mass ratio. The ion beta may be
either comparable to or somewhat smaller than the electron beta. That is, the ion-electron
temperature ratio is a free parameter of order unity or smaller. Note that, even though the
plasma beta is assumed small, KREHM primarily concerns small-scale fluctuations with
k⊥ρi ∼ 1. Due to the low beta assumption, the ions have thermal velocities much smaller
then the Alfvén speed and cannot efficiently exchange energy with the electromagnetic
fluctuations, so that the ion heating is ordered out of the model. The only ion kinetic effect
that remains are ion FLR corrections in the GK equation for the electrostatic potential.
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On the other hand, the electrons are treated in the drift-kinetic approximation, valid for
k⊥ρe  1, which retains electron heating via the Landau damping channel [101, 102]. The
electron drift-kinetic equation can be written as
dge
dt + v‖∇‖
(
ge − δT‖e
T0e
F0e
)
−
(
1− 2v
2
‖
v2th,e
)
F0e∇‖ e
cme
d2e∇2⊥A‖ = C[ge], (2.39)
where
ge(r,v, t) = δfe(r, v, t)−
[
δne(r, t)/n0 + 2v‖u‖e(r, t)/v2th,e
]
F0e(v) (2.40)
is the modified perturbed distribution function [102], C[ge] is a collision term,
d
dt =
∂
∂t
+ c
B0
{ϕ, . . . }, ∇‖ = ∂
∂z
− 1
B0
{A‖, . . . }, (2.41)
are, respectively, the total time derivative and the derivative along the total magnetic field,
and {P,Q} = eˆz · (∇⊥P × ∇⊥Q) is the Poisson bracket. All other symbols have their
standard meanings as in previous sections (see also Appendix C). The modified distribution
ge is free from any density and fluid velocity contributions [101]. The density fluctuations,
δne, and the parallel vector potential, d2e∇2⊥A‖ = (mec/e)u‖e, are evolved separately with a
set of fluidlike equations [102, 152]:
1
n0
dδne
dt = −∇‖
e
cme
d2e∇2⊥A‖, (2.42)
d
dt (A‖ − d
2
e∇2⊥A‖) = −c
∂ϕ
∂z
+ cT0e
e
∇‖
(
δne
n0
+ δT‖e
T0e
)
. (2.43)
Finally, assuming singly charged ions, the electrostatic potential and the density are
related by δne = (n0e/T0i)(Γ̂0 − 1)ϕ, where Γ̂0 is the inverse Fourier transform of Γ0 =
I0(k2⊥ρ2i /2) exp(−k2⊥ρ2i /2) and I0(z) is the modified Bessel function. Because the equations
do not explicitly depend on velocities perpendicular to the mean magnetic field, the
perpendicular motion may be integrated out, leaving only the parallel velocity dependence
for ge. As shown in Ref. [102], ge can be then conveniently expanded in a Hermite polynomial
basis for v‖.
KREHM was primarily designed to capture the essential physics of magnetic reconnection
in low-beta, magnetized plasmas [102, 152]. The low-beta assumption is, however, not
typical for astrophysical plasmas. In our case, the KREHM simulation data are included
mainly to clarify the impact of (finite) plasma beta and of electron Landau damping on the
turbulent cascade.
Chapter 3
The phenomenology of astrophysical
plasma turbulence
Despite decades of research, our present understanding of astrophysical plasma turbulence
is predominantly based upon a set of phenomenological models, whereas exact analytical
results are only few [69, 153–156]. Such models are typically obtained from a set of
reasonable, thought not rigorously justified, simplifying assumptions. These, in turn, enable
one to obtain approximate turbulence scaling predictions. It is for this reason that detailed
numerical simulations have become an indispensable tool in the field, since they provide
critical tests for existing theories and inspire the design of more refined models. The
presently leading theories of MHD range turbulence have been quite extensively examined
in simulations [138, 139, 157–160], but only few stringent tests of kinetic range models have
been made so far. This Thesis represents some of the first attempts along these lines, in
terms of first principles, three-dimensional (3D) kinetic simulations [78, 161]. Below, we
summarize the basic phenomenology of astrophysical plasma turbulence, as envisioned by
some of the presently leading models.
3.1 Kolmogorov’s approach to turbulence
Most of the existing theories of astrophysical plasma turbulence can be viewed as adaptations
of Kolmogorov’s 1941 original work (hereafter, K41 [162, 163]) on hydrodynamic, high
Reynolds number turbulence. We therefore first summarize the main features of the
celebrated K41 theory. It is fair to mention that the type of turbulence analysis commonly
attributed to Kolmogorov was around the same time independently pursued by several of
his contemporaries, such as Obukhov [164], von Weizsäcker [165], Heisenberg [166], and
Onsager [167], although the K41 theory is the one that is most widely known.
The relevant equation for incompressible, unmagnetized turbulent flows is the Navier-
Stokes equation
∂u
∂t
+ u · ∇u = −∇p+ ν∇2u+ f , (3.1)
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where u is the fluid velocity, p is the kinematic pressure, ν is the kinematic viscosity, and
f is an external force driving the turbulence. The strength of the nonlinear term relative
to the dissipative term is quantified by the Reynolds number R = LδuL/ν, where L is a
characteristic flow scale and δuL is a characteristic velocity. Turbulence concerns regimes
with very large Reynolds numbers, where the dissipative term is weak on the scale L. As is
customary, the dynamics is often considered in a periodic domain. The turbulent field is
then conveniently represented with a Fourier series as
u(r, t) =
∑
k
uk(t) exp(ik · r), (3.2)
where uk(t) is the complex amplitude of the Fourier mode with wave vector k. The Fourier
representation gives a convenient scale decomposition for u, with each wavenumber inversely
proportional to a characteristic scale: ` ∼ 1/k. Generally speaking, the correspondence
between Fourier wavenumbers and different scales (in real space) should be taken with
some caution. This is due to the Fourier uncertainty principle (∆x∆k > C) [168, 169],
which shows that a sharply localized signal in spectral space is completely delocalized in
real space. Thus, one should not directly associate single Fourier modes with turbulence
scales in situations where the local, real space structure of the turbulent field matters.
An example is provided by the novel analysis presented in Chapter 7, where a wavelet
decomposition is employed to circumvent the pitfalls of the standard Fourier analysis.
Putting this technicality aside for now, we only note here that each scale should be in
principle related to a spectral band of logarithmic width in Fourier space, rather than to a
thin shell of wavenumbers.
Turbulence can be described as a self-organized, nonlinear redistribution of energy across
different scales, aimed at enhancing the energy dissipation in a nominally weakly dissipative
system. Central to the turbulence is therefore the scale-dependent energy conservation law.
In spectral space, the energy balance takes the form
∂E(k)
∂t
= T (k)−D(k) + P (k), (3.3)
where E(k) is the energy density of a given mode, T (k) is the nonlinear energy transfer
into/from that mode, D(k) is the dissipation, and P (k) is the energy injection rate from the
external force. For Navier-Stokes turbulence, the terms may be written as (e.g., [170–172]):
E(k) = 12 |uk|
2, D(k) = 2νk2E(k), (3.4)
T (k) = − ∑
p+q=k
Im
{
(k · uq)(up · u−k)
}
, P (k) = Re
{
fk · u−k
}
. (3.5)
In real space, the dissipative term takes the form
D(r) = 2ν S :S, (3.6)
where S = [(∇u) + (∇u)T]/2 is the symmetrized strain rate tensor. Essentially, the
dissipation may be locally enhanced by large-amplitude, small-scale velocity gradients. It is
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instructive to consider a cumulative energy balance up to a given wavenumber scale k by
summing Eq. (3.3) over all modes k′ with |k′| ≤ k. This leads to [99]:
∂E(k)
∂t
= −Π(k)−D(k) + P(k), (3.7)
where E(k) is the cumulative energy content up to scale k, D(k) is the cumulative dissipation,
P(k) is the cumulative energy injection, and Π(k) is the net energy transfer to wavenumbers
larger than k. Let `min ∼ 1/kmax be the smallest physical scale of the system. In steady
state, we would have by means of energy conservation:
P = P(kmax) = D(kmax) = D, Π(kmax) = 0, (3.8)
where P and D are, respectively, the total energy injection and dissipation rates. The
existence of such a steady state, regardless of the smallness of the viscosity, is fundamental
to the K41 phenomenological theory of turbulence. Indeed, present results on the subject
strongly suggest that the turbulent dissipation maintains a finite value in the limit when
ν → 0 [99, 100, 173]. This implies that the energy must be nonlinearly transferred from the
weakly dissipative scale L to ever smaller scales, until the dissipation eventually becomes
significant at a scale `ν  L.1 On the other hand, in the intermediate range of scales
between L and `ν , known as the inertial range, no significant dissipation or energy injection
occurs. This led Kolmogorov to the key conjecture that the inertial range is characterized
solely by the constant rate of energy flux, controlled by the large-scale energy injection, or
equivalently by the small-scale, ν-independent dissipation. The statistical properties in the
inertial range may be then deduced from simple scaling arguments. We may summarize
the assumptions leading to the Kolmogorov-like phenomenological predictions as follows:2
• Statistical isotropy, homogeneity, and scale invariance,
• Constant energy flux across scales,
• Scale locality of interactions.
The first two assumptions are motivated by the conjectured existence of finite dissipation
in the large Reynolds number limit, and by the large scale separation between the injection
and dissipation scale in that same limit. The assumption of scale locality may be, for
example, motivated by noticing that the nonlinear transfer (see Eqs. (3.5)) into mode k
from modes p,q must satisfy: p + q = k. Thus, if at some instance in time the energy
fills up the spectral space up to a given k, the nonlinear term can redistribute that energy
at most up to 2k but not further. It is possible to make the scale locality argument more
rigorous [168, 174]. To conclude, we summarize the Kolmogorov-like phenomenological
picture of turbulence in Fig. 3.1.
1In Navier-Stokes turbulence, this is made possible by the vortex stretching term in the vorticity equation,
S · (∇× u), by which the large-scale eddies perform deformation work on the smaller-scale vortices.
2Note that in the original K41 theory [162, 163], these assumptions were formulated somewhat differently.
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Figure 3.1: Illustration of the turbulent energy cascade, embraced in the works of Kolmogorov
and his contemporaries. The notion of a “cascade” in fluid turbulence is commonly attributed
to Richardson [175]. E(k) is the one-dimensional energy spectrum, obtained by integrating
the 3D spectrum over all possible wave vector directions at a fixed k = |k|.
Given the assumptions introduced above, the statistics of the turbulent velocity field in
the inertial range may be obtained from simple scaling arguments as follows. Let δu` be a
velocity fluctuation at scale ` ∼ 1/k. By locality of interactions, the energy flux across `
can be estimated from δu` and ` alone as
Π` ∼ δu
2
`
τc,`
∼ δu
3
`
`
, (3.9)
where τc,` = `/δu` is the energy cascade time, i.e. the time it takes to pass the energy across
scale `. On dimensional grounds, the cascade time must equal the characteristic nonlinear
time τnl,`, simply because there is no other alternative to construct a time scale from δu`
and ` alone. Since the inertial range flux equals the energy injection from scale L, we can
also estimate Π` ∼ δu3L/L. Thus, the inertial range velocity scaling is given by
δu` ∼
(
`
L
)1/3
δuL. (3.10)
For second-order statistics, it is customary to represent the scaling in terms of the one-
dimensional (1D) energy spectrum E(k), defined in the continuous limit as
E =
∫ ∞
0
E(k)dk =
∫ ∞
0
dE(k)
dk dk , (3.11)
where E is the total energy. The 1D energy spectrum is described by the celebrated
five-thirds law:
E(k) ∝ k−5/3, (3.12)
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which is obtained from (3.10) by noticing that E(k) ∝ δu2k/k, with k ∼ 1/`.3 All presently
leading models of astrophysical plasma turbulence follow the same line of reasoning to
obtain the energy spectrum, albeit with a few very important modifications specific to
magnetized plasmas.
A significant challenge for Kolmogorov-like phenomenological turbulence theories is to
account for the inherent violation of statistical scale invariance in turbulent flows, known
as the phenomenon of intermittency [53, 99]. In short, the scaling (3.9) may be in fact
formulated much more rigorously (e.g., see [99] and references therein), but only in the sense
of statistical mean values for Π` and δu3` . However, to straightforwardly obtain the scalings
of arbitrary moments of δu`, it is necessary to assume that the entire distribution of Π` is
scale independent. As it turns out, this is generally not the case because the dissipation is
concentrated in fine-scale, intermittent structures and its statistical distribution as seen on
different scales is non-universal. In practice, intermittency leads to the gradual emergence
of heavy-tailed, non-Gaussian probability distribution functions with decreasing scale.
Intermittency corrections therefore tend to be more pronounced for high-order moments of
δu`, which are more sensitive to the large values at the tails of the probability distribution.
3.2 MHD range theories
Let us now consider inertial range turbulence in magnetized plasmas, above the ion
and electron kinetic scales, where the turbulence can be approximately described with
the magnetohydrodynamic (MHD) equations [32, 176, 177]. Recent advances in MHD
turbulence studies have provided valuable hints for interpreting certain aspects of the
kinetic-scale simulations presented in this Thesis. For this reason, we briefly summarize here
the current state of the art in MHD turbulence. As is often done, we restrict the discussion
to the incompressible part of the dynamics. It can be argued a posteriori that the turbulent
cascade is dominated by the incompressible Alfvénic fluctuations, which passively mix the
subdominant compressive modes [2, 139, 178–181]. The fluid equations of incompressible
MHD can be written as
∂u
∂t
+ u · ∇u = 14piρmB · ∇B−∇p+ ν∇
2u+ f , (3.13)
∂B
∂t
+ u · ∇B = B · ∇u+ η∇2B, (3.14)
where u is the fluid velocity, B is the magnetic field, f is an external force, ν is the
kinematic viscosity, η is the magnetic diffusivity, ρm is the mass density, and p is the total
pressure (kinetic plus magnetic) divided by ρm. Compared to the Navier-Stokes equation
(3.1), an additional dimensionless parameter emerges—the magnetic Reynolds number,
3The conversion comes from the fact that δu` is usually considered as a high-pass filtered field with a
cutoff scale k ∼ 1/`, whereas E(k) is obtained by summing the energy over thin spectral shells of fixed
width. Thus, there is a factor of 1/k in the conversion. Alternatively, the same conversion is also obtained
if δu` is defined via a band-pass filter of width proportional to its center wavenumber k.
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Rm = LδuL/η. Naturally, the regime of interest here is the one where R,Rm  1. It is
instructive to rearrange Eqs. (3.13) and (3.14) into a symmetric form. To this end, we
introduce the following notation:
B = B0 +
√
4piρm b, z± = u± b, (3.15)
where B0 is the uniform mean magnetic field, b is the rescaled fluctuating field, and z± are
the Elsässer variables [182]. Note that b has the physical units of velocity. In terms of the
newly introduced variables, we can rewrite Eqs. (3.13) and (3.14) into
∂z±
∂t
∓ vA · ∇z± + z∓ · ∇z± = −∇p+ ν + η2 ∇
2z± + ν − η2 ∇
2z∓ + f , (3.16)
where vA = B0/
√
4piρm is the Alfvén speed. In the plasma rest frame, Eq. (3.16) admits
general solutions of the form z± = g(r∓vAt), with either z+ = 0 or z− = 0. Such solutions
correspond to non-interacting Alfvén wave packets, of arbitrary shape, propagating either
upward or downward the mean magnetic field with a speed vA. In such states, u and b
are either exactly aligned or anti-aligned, and the nonlinear term is identically zero. Thus,
in incompressible MHD turbulence the nonlinear interaction is essentially restricted to
counterpropagating Alfvén wave packets. In addition, it is worth noting that, in the absence
of dissipation and forcing, Eq. (3.16) separately conserves the mean Elsässer energies
E± = 〈|z±|2〉/2. The total energy E and cross-helicity Hc are as well ideally conserved
quantities, because they are obtained from linear combinations of E± as
E = 〈|u|2 + |b|2〉/2 = (E+ + E−)/2, Hc = 〈u · b〉 = (E+ − E−)/2. (3.17)
Attempts to determine the statistical properties of MHD range turbulence have mainly
followed the line of reasoning of Kolmogorov. Following his ideas, one is tempted to write
Π ∼ Eλ
τc,λ
, (3.18)
where λ is some inertial range scale, Eλ is the scale-dependent energy, Π is the (constant)
energy flux, and τc,λ is the energy cascade time. Here we are met with some ambiguity,
since it is not a priori clear how τc,λ should be defined or which energy to take. Apart from
the nonlinear times τ±nl,λ ∼ λ/δz∓λ , the system also contains the linear Alfvén wave-crossing
time scales τ±
A,`±‖
∼ `±‖ /vA, where `±‖ is a characteristic field-parallel scale of a given wave
packet. There is no firm basis for assuming isotropy, i.e. λ ∼ `±‖ , although this was done
in early models of MHD turbulence [183, 184]. Indeed, already some early simulations
and observations [137, 185, 186], made over two decades ago, showed that MHD plasma
turbulence is inherently anisotropic with respect to the mean magnetic field direction, with
most of the energy contained in the nearly field-perpendicular wavenumbers. This empirical
fact suggests that λ should be identified as the field-perpendicular scale. What then still
remains to be determined are the dependence of `±‖ on λ and the energy cascade times.
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3.2.1 Goldreich-Sridhar ’95: The critical balance conjecture
A far-reaching idea for the resolution of the ambiguities in determining the MHD turbulence
cascade time and its anisotropy was introduced in the 1995 work of Goldreich and Sridhar
(GS95, [136]), which was preceded by their 1994 paper on weak MHD turbulence [187].
GS95 first restricts the discussion to so-called balanced regimes with E+ ∼ E−. This
appears to be at present an almost inevitable simplifying assumption, which renders the
time scales of δz+ and δz− equal to order unity. Thus, either of the two fields may be used
to estimate the nonlinear time and the energy at a given scale. To determine the cascade
time, GS95 makes the key conjecture that ratio of linear to nonlinear times is a constant of
order unity:
χ ∼ τA,`‖
τnl,λ
∼ 1. (3.19)
Relation (3.19) is known as the critical balance conjecture and the ratio χ is the nonlinearity
parameter. The conjecture allows to identify the energy cascade time τc,λ with either of
the two MHD time scales (τnl,λ or τA,`‖). The general idea of critical balance is also a key
concept in most phenomenological models of kinetic range plasma turbulence (see Sec. 3.3).
Theoretical arguments, although lacking a rigorous proof, in support of critical balance
can be given by considering the opposite cases of over-strong turbulence with χ  1 or
weak turbulence with χ 1 [188]. The hypothetical over-strong regime can be dismissed
based on a causality argument [189, 190] as follows. Physically, χ 1 implies nearly two-
dimensional (2D) turbulent structures with `‖  `∗ ∼ vAτnl,λ. The information between two
perpendicular planes cannot propagate faster than at the speed vA so that `∗ ∼ vAτnl,λ is the
maximal parallel coherence length on the time scale τnl,λ. Beyond this point, the fluctuations
decorrelate, which means that χ 1 is effectively unsustainable and we must have χ . 1.
The case χ  1 is more subtle and may be treated analytically in the weak turbulence
formalism [191, 192]. At a qualitative level, the key aspect to consider is the weak interaction
between two Alfvén-wave modes with wave vectors k1 = k⊥1 + k‖1 and k2 = k⊥2 + k‖2,
producing a mode with wave vector k3 = k⊥3 + k‖3, where the subscripts “‖” and “⊥”
denote, respectively, the components parallel and perpendicular to B0. Such interaction
must satisfy a resonance condition [185, 193]: k1 + k2 = k3 and ωA(k1) + ωA(k2) = ωA(k3),
where ωA(k) = |k‖|vA is the Alfvén wave frequency. The resonance can only be satisfied if
k‖1 = k‖3 and k‖2 = 0. Thus, the weak interaction is mediated by zero-frequency modes and
it does not increase k‖. If we treat the angle between k⊥1 and k⊥2 as a random, uniformly
distributed variable, we also have one average k⊥3 > k⊥1, k⊥2. This shows that there is on
average an energy cascade in k⊥ only. Using λ ∼ 1/k⊥ and `‖ ∼ 1/k‖, we see that χ must
grow with k⊥, unless δzk⊥ decays as ∼ 1/k⊥ or faster, which corresponds to a perpendicular
wavenumber spectrum of the form E±(k⊥) ∝ k−3⊥ or steeper. Analytical calculations and
numerical simulations show that the (balanced) weak turbulence spectrum is given by
E±(k⊥) ∝ k−2⊥ [191, 192, 194, 195]. Therefore, the nonlinearity parameter increases with
k⊥ until χ ∼ 1, where the turbulence is no longer weak. In conclusion, as argued above,
critical balance is the natural state of MHD turbulence, since χ 1 and χ 1 are both
asymptotically unsustainable.
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Using the GS95 critical balance conjecture (3.19), alongside with the scale locality
assumption, the energy spectrum of incompressible MHD turbulence and its anisotropy
can be straightforwardly determined.4 By approximating the energy cascade time in (3.18)
with the nonlinear time τnl,λ ∼ λ/δzλ, we recover a Kolmogorov-like scaling:
δzλ ∼
(
λ
L
)1/3
δzL, (3.20)
where L is the outer scale of the turbulence. Unlike in unmagnetized hydrodynamic
turbulence, λ is measured here perpendicular to the mean magnetic field direction. The
corresponding GS95 energy spectrum of balanced, incompressible MHD turbulence as a
function of k⊥ is
E±(k⊥) ∝ k−5/3⊥ . (3.21)
Because E = (E+ + E−)/2, the total energy spectrum E(k⊥) takes the same form as
E±(k⊥). It is worth noting that the critical balance conjecture is not invoked explicitly to
obtain E±(k⊥), but only implicitly as a justification for the choice τc,λ ∼ τnl,λ. Next, using
the perpendicular scaling (3.20) and critical balance (3.19), we obtain the GS95 turbulence
anisotropy prediction:
`‖ ∼ λ2/3L1/3(vA/δzL). (3.22)
In spectral space, this corresponds to k‖ ∝ k2/3⊥ , where k‖ is a characteristic parallel
wavenumber at perpendicular scale λ ∼ 1/k⊥.5 Finally, the 1D energy spectrum as a
function of k‖ is
E±(k‖) ∝ k−2‖ . (3.23)
This is obtained by inserting the linear time τA,`‖ ∼ `‖/vA as the cascade time into (3.18).
In summary, the GS95 model predicts a Kolmogorov-like perpendicular energy spectrum
and provides an explanation for the observed scale-dependent anisotropy of MHD turbulence
based on the critical balance conjecture. Some years after the GS95 model emerged, the
k‖ ∝ k2/3⊥ anisotropy scaling was indeed confirmed in numerical simulations [138, 157, 199],
within the computational limits of high-performance simulations around that time. Moreover,
the E±(k‖) ∝ k−2‖ spectrum is presently supported by state-of-the-art solar wind observations
and simulations [140, 181, 200, 201]. On the other hand, simulations following the GS95
work showed that the total energy spectrum with respect to k⊥ is better described by
E(k⊥) ∝ k−3/2⊥ , contrary to the predicted E(k⊥) ∝ k−5/3⊥ [157, 202]. The discrepancy
prompted a revision of the model, which was eventually introduced in 2006 by Boldyrev
(see Sec. 3.2.3).
4See Refs. [196, 197] for recent results on the scale locality of MHD turbulence. In short, the dominant
scale interactions in MHD turbulence are essentially local, although perhaps to a slightly lesser degree than
in Navier-Stokes turbulence.
5The k‖ ∝ k2/3⊥ scaling was also obtained in a paper by Higdon [198], which preceded the GS95 model.
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3.2.2 A remark on GS95: The local character of the anisotropy
It is worth commenting on an additional aspect of the GS95 model, which was swept under
the rug in the preceding section. A point of frequent confusion throughout the years (even
recently) has been the anisotropy relation k‖(k⊥). How exactly should “k‖” and “k⊥” be
understood here and measured? The original work of GS95 did not say how. In some works
(e.g., [203, 204]) following GS95, the anisotropy was calculated based on the global mean
magnetic field direction B0. This yielded results that were at odds with the k‖ ∝ k2/3⊥
prediction. However, it was realized by Cho and Vishniac [138] that the anisotropy should
be calculated with respect to a local mean magnetic field at a given perpendicular scale
λ ∼ 1/k⊥. The motivation to do so is sketched in Fig. 3.2 and can be explained as follows.
Consider a coarse-grained magnetic field B0,λ at a scale λ. Such a field can be defined, for
example, via a moving average over a volume of linear size λ. The coarse-grained field B0,λ
contains the global mean field B0 as well as the fluctuating field δB from scales somewhat
larger than λ. Let `0,λ and τ0,λ be some arbitrary space and time scale of the coarse-grained
field B0,λ. We can estimate `0,λ & 2λ and τ0,λ & 22/3τA,`‖ (using (3.19) and (3.20)). In fact,
because the fluctuation amplitude grows with scale, the dominant contribution to B0,λ
comes from scales satisfying the strong inequalities: `0,λ  λ and τ0,λ  τA,`‖ ∼ τnl,λ. Thus,
the coarse-grained field is essentially scale-separated from the dynamics on scale λ and may
act as a local mean field on δzλ. In other words, an isolated wave packet δz(λ, `‖) with a
perpendicular size λ and parallel coherence length `‖ will travel along and align itself with
B0,λ (see Fig. 3.2). The parallel coherence length `‖ ∼ 1/k‖ should be therefore measured
along the local mean field B0,λ at any given scale λ ∼ 1/k⊥. Failure to do so will result in an
underestimate of the anisotropy, because any path between two perpendicular planes, taken
along the local field lines, is generally longer than the path taken along the global magnetic
field. It is important to note that k‖ has to be measured locally even if the mean fluctuation
amplitude  ≈ δB/B0 is asymptotically small, whenever k‖/k⊥ is of the same order as
 [205].6 When the local mean magnetic field direction is used, the anisotropy of MHD
turbulence closely matches the predicted k‖ ∝ k2/3⊥ relation [138, 157, 199]. In the author’s
opinion, the importance of measuring the anisotropy locally cannot be overemphasized.
The reason we discuss here this rather technical aspect in detail is because it emerges again
in studies of kinetic range turbulence (see Sec. 3.3). In particular, in Chapters 6 and 7 we
present first estimates of the local scale-dependent anisotropy, obtained from forced and
decaying, fully kinetic simulations of sub-ion scale plasma turbulence.
3.2.3 Boldyrev ’06: Dynamic alignment
As explained above, the GS95 model introduced some highly significant ideas, but it gives by
no means a precise description of incompressible MHD turbulence. In particular, the total
energy spectra obtained from numerical simulations seem to be closer to E(k⊥) ∝ k−3/2⊥
than to the predicted E(k⊥) ∝ k−5/3⊥ [157, 158, 202]. A resolution of the dilemma was
6In contrast, k⊥ can be measured perpendicular to B0 to lowest order in  ≈ δB/B0.
32 3. The phenomenology of astrophysical plasma turbulence
~B0,λ2
~B0,
λ1
~B0
δz(λ1, ℓ1‖)
δz(λ2, ℓ2‖)
λ2λ1
Figure 3.2: The local, scale-dependent anisotropy of magnetized plasma turbulence. In the
figure, λ1 and λ2 are the perpendicular scales of two different eddies, which are aligned
with the directions of B0,λ1 and B0,λ2 , respectively. Similar drawings can be found in
Refs. [138, 199].
proposed in 2006 by Boldyrev (B06, [206]). The starting point for the B06 model is an
improved estimate of the nonlinear term in Eq. (3.16) on scale λ given by
|δz∓λ · ∇δz±λ | ∼
sin θλ
λ
|δz∓λ ||δz±λ | ∼
|δz±λ |
τ±nl,λ
, (3.24)
where θλ is a scale-dependent angle between δz+λ and δz−λ . As argued by Boldyrev [206] (see
also Beresnyak [207]), the correction is dynamically significant even on average. This can
be qualitatively explained as follows. First, because of the strong anisotropy, the so-called
pseudo-Alfvén modes with polarizations parallel to B0 are dynamically insignificant, since
they are coupled only via the weak parallel gradients [136, 158]. What then remains are
shear Alfvén fluctuations, z±⊥, which are 2D solenoidal (i.e., ∇⊥ ·z±⊥ = 0) and thus exhibit the
strongest gradients in the transverse, field-perpendicular directions determined by B0 × z±⊥.
This already implies that the GS95 estimate |δz∓λ · ∇δz±λ | ∼ (1/λ)|δz∓λ ||δz±λ | is accurate
only if δz−λ and δz+λ are nearly perpendicular. Secondly, MHD turbulence is in fact 3D
anisotropic, due to its tendency to form strong electric currents sheets [13, 157, 208–210].
For the structures to be sheetlike, the wave packets need to maintain a fluctuation-direction
(parallel to δz±⊥λ) correlation length ξ longer than λ.7 However, this is sustainable only if
the distance ξ does not fall much outside the locally correlated region of δz∓λ (see Fig. 3.3).8
Otherwise, the sheetlike eddies would quickly decorrelate due to nonlinear interaction
with different, non-coherent δz∓λ fluctuations. Since we consider structures on scale λ and
because the δz∓λ vector forms an angle θλ with the δz±λ vector, the correlation distance
can be estimated as ξ ≈ λ/ sin θλ. Thus, we see that sin θλ ≈ λ/ξ can be alternatively
interpreted as the aspect ratio of the (sheetlike) structures.
In order to fix the spectral scalings, an estimate of θλ as a function of λ only is needed.
This is obtained in B06 based on an uncertainty principle [158, 206], related to the stochastic
7Otherwise the structures would be tubes with ξ ≈ λ l‖.
8This heuristic argument is implicitly based on the assumption that the turbulence is strong and
scale-local.
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Figure 3.3: Sketch of the local (in space) interaction of δz+λ with δz−λ , which constrains the
fluctuation-direction correlation length ξ. The argument can be reversed for the interaction
of δz−λ with δz+λ , and therefore, ξ should be roughly the same for both. Note that the local
nonlinear time should be defined separately for each field as τ±nl,λ ≈ λ/(sin θλδz∓λ ), regardless
if the turbulence is globally balanced, 〈(δz+λ )2〉 ≈ 〈(δz−λ )2〉, or not.
wandering of field lines within the structures. The reasoning goes as follows. Due to the
mutual shearing of the Elsässer fields (or alternatively, due to the shearing of magnetic field
lines by the velocity field), it is reasonable to expect that MHD turbulence tries to achieve
maximal alignment at each scale.9 However, perfect alignment (θλ = 0) cannot be reached
due to the angular uncertainty, associated with turbulent field line wandering:
δbλ
vA
∼ δzλ
vA
∝ sin θλ. (3.25)
The above determines the scaling of the alignment angle uniquely and allows for a constant
and finite energy flux across scales. Relation (3.25) should be understood in the sense of
“typical” fluctuations.10 By estimating the energy flux in the usual way as Π ∼ δz2λ/τnl,λ ∼
δz2`‖/τA,`‖ and using (3.25), we then immediately obtain the scalings:
δzλ ∝ λ1/4, δz`‖ ∝ `1/2‖ , `‖ ∝ λ1/2, sin θλ ∝ λ1/4. (3.26)
The corresponding 1D energy spectra are
E(k⊥) ∝ k−3/2⊥ , E(k‖) ∝ k−2‖ . (3.27)
As in GS95, these scalings are formally obtained for globally balanced regimes. Apart
from the modified nonlinear time definition, τnl,λ ∼ λ/(δzλ sin θλ), the above derivation is
analogous to GS95 and still invokes the critical balance conjecture (3.19).
Several recent works seem to support the E(k⊥) ∝ k−3/2⊥ and sin θλ ∝ λ1/4 scalings
[158–160, 212, 213], although some of these studies have been questioned by Beresnyak
9This was mainly motivated in B06 based on the properties of decaying MHD turbulence, which typically
favors maximally aligned states, u = ±b, in the long-time limit due to the slow decay of the mean
cross-helicity Hc [211]. It was then proposed that a similar effect develops locally in driven turbulence.
However, an alternative motivation that does not appeal to the global cross-helicity dynamics has been
given recently [57, 58].
10Locally, one should take max{δz+λ , δz−λ }/vA ∝ sin θλ [160].
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[214, 215].11 The consistency with the `‖ ∝ λ1/2 prediction is perhaps even less clear,
mainly because it is challenging to estimate the anisotropy with sufficient accuracy to
be able to claim that the scaling is more consistent with either B06 or GS95. Finally,
we emphasize that the “average” alignment angle is very sensitive to the exact method
of averaging, because the higher-amplitude fluctuations tend to be much more aligned
[159, 160]. Moreover, it turns out that the probability distribution function of sin θλ is
scale-dependent [159, 160, 207]. This led to an interesting recent development, where the
dynamic alignment is reinterpreted as an intermittency effect [57, 58].
We have discussed the alignment in terms of δz+λ and δz−λ , although it may be also
formulated in terms of δuλ and δbλ [158, 212]. Simulations show that these two angles
are similar [160]. What is interesting in the context of this Thesis is that the alignment
between δuλ and δbλ, combined with its intermittent character, implies that the turbulent
structures tend to locally restore the linear Alfvén wave polarization, δuλ ≈ ±δbλ, leading
to a progressive weakening of the nonlinearity. In the language of critical balance, dynamic
alignment can be in this sense viewed as the “last resort” of strongly nonlinear MHD
turbulence to preserve the linear footprint of Alfvén waves, even within the large-amplitude
structures. Indeed, the crude GS95 estimate (without alignment) τnl,λ ∼ λ/δzλ would imply
that the local nonlinear time is significantly accelerated within the most intense structures
with a large δzλ. However, this does not seem to occur because the above-average amplitudes
are compensated by the stronger alignment, which maintains τnl,λ ∼ τA,`‖ . Evidence for such
interpretation is provided in the recent work of Mallet et al. [159], which shows that the entire
distribution of the (local) nonlinearity parameter, χ± = τ±A,`‖/τ
±
nl,λ = `±‖ δz∓λ sin θλ/(vAλ), is
scale-independent, even though the turbulent fields analyzed have strongly intermittent,
scale-dependent statistics. In Chapter 7, we demonstrate the possibility of a similar effect
in kinetic range plasma turbulence. There, the electron fluid velocity and the magnetic field
preferentially align in a scale-dependent and intermittent manner, similar to the alignment
between δuλ and δbλ in MHD turbulence.
To conclude, we emphasize that even MHD range plasma turbulence is presently
an active area of research with many unknowns [32]. Even though considered highly
significant by many experts, the GS95 and B06 models are not universally appreciated
at present. Moreover, the GS95 and B06 phenomenologies fail to describe at least two
significant and measurable effects: (i) the global imbalance between the E+ and E− Elsässer
energies, and (ii) the scale-dependence of the residual energy Er = (〈|δuλ|2〉 − 〈|δbλ|2〉)/2
[32, 217–219]. Globally imbalanced regimes are by construction outside the scope of GS95
or B06. The degree of imbalance may be quantified with the normalized cross-helicity
σc = (E+ − E−)/(E+ + E−), which takes values between −1 and 1. Especially the fast
streams of the solar wind frequently exhibit high degrees of imbalance [32, 218]. To account
11Beresnyak’s claims have been, in turn, questioned as well [158]. A possible resolution of the controversy
is provided by Refs. [15, 216]. There, it is argued that the E(k⊥) ∝ k−3/2⊥ spectrum is genuine, but the
scaling of the dissipation cutoff with the magnetic Reynolds number Rm may be more consistent with
GS95. Moreover, if Rm is very large, the E(k⊥) ∝ k−3/2⊥ range may transition into a steeper power law at
some critical k⊥.
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for the imbalance, various extended models have been proposed, with σc as an additional free
parameter (e.g., [220, 221]). The residual energy is a scale-dependent quantity and may be
quantified with a dimensionless ratio given by σr = (〈|δuλ|2〉−〈|δbλ|2〉)/(〈|δuλ|2〉+〈|δbλ|2〉).
Observations and simulations of MHD range turbulence indicate that the magnetic and
kinetic energy spectra differ [213, 222, 223]. In particular, the magnetic spectrum is typically
closer to Eb(k⊥) ∝ k−5/3⊥ , whereas the velocity spectrum is usually better described by
Eu(k⊥) ∝ k−3/2⊥ , and it contains slightly less energy on average. This leads to a nontrivial
residual energy spectrum. Roughly speaking, it is not difficult to see why the magnetic
and velocity spectra need not be the same. The MHD equations (3.13) and (3.14) are non-
symmetric in u and b and the nonlinearity is already substantially weakened in any state
satisfying δuλ ≈ ±Cλδbλ, where Cλ is some correction term of order unity. Therefore, there
is no firm basis to argue that the magnetic and velocity spectra are in exact equipartition.
Similar as for the imbalance, certain extended models have been proposed to explain the
residual energy (e.g., [222, 224]). The results of this Thesis suggest that an analogous
effect may exist in kinetic plasma turbulence. There, the linear physics of kinetic Alfvén
waves would imply an exact equipartition between the density and perpendicular magnetic
field fluctuations. However, for presumably similar reasons as in MHD turbulence, exact
equipartition is not observed and the density spectrum is typically slightly shallower than
the perpendicular magnetic spectrum (see Chapters 6 and 7).
3.3 The kinetic range: Kinetic Alfvén wave turbu-
lence
Finally, we turn to the phenomenology of weakly collisional plasma turbulence in the kinetic
range (at scales below the ion thermal gyroradius), which is at the main focus of this Thesis.
Since even the MHD range turbulence is presently not fully understood, it should be of no
surprise that the kinetic range is accordingly even less understood and explored. Various
phenomenologies or, more loosely speaking, viewpoints for interpreting the kinetic range
turbulence have been advocated [4, 5, 16, 38, 53, 59, 69, 80, 86, 225]. It is worth mentioning
that this presently ongoing debate on the subject has led to a certain amount of controversy
[50, 188, 226, 227].
For starters, it may be useful to recall that a proper description of kinetic scale turbulence
generally requires a self-consistent description of fields and particles, which generalizes
the notion of a turbulent cascade to the entire phase-space of the particle distribution
function fs [69, 228]. The fluidlike part of the cascade then becomes intertwined with the
velocity-space fluctuations in the particle distribution. The internal energy of the species,
which includes both thermal and non-thermal fluctuations, should be therefore considered
explicitly alongside the electromagnetic and species fluid kinetic energy. How the (conserved)
total energy is redistributed among these different forms and how the non-thermal energy
fluctuations thermalize and heat the turbulent plasma is a key question of considerable
practical interest [3, 8, 18, 24]. It seems likely that the problem of kinetic range plasma
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turbulence can be generally “solved” only by means of nonlinear kinetic simulations, whereas
theoretical predictions inevitably require certain simplifying assumptions. There is presently
no general consensus within the astrophysical and space plasma turbulence community as
to which approximations are acceptable and which not [5, 38, 42, 50, 52, 188, 229], in part,
because the different turbulence modeling approaches are rarely compared [40, 230–232].
This gap has been partially filled by the study presented in Ref. [40], led by the author (see
Chapter 5). Alternatively, one may adhere to the view that a theoretical framework for
kinetic plasma turbulence should be established from basic principles. In this context, we
point the reader to the recent work of Eyink [69], where bounds for the kinetic turbulence
scaling exponents are established rigorously. While very significant at a fundamental level,
the derived bounds are in practice not particularly restrictive [69]. To obtain a more
concrete set of scaling predictions, it may as well be that a phenomenological approach is
ultimately inevitable.
In the following, we focus on one particular phenomenology [4, 5, 56, 59, 86, 233], which
has attracted considerable attention in recent years [36, 39, 40, 42, 43, 78, 88, 145, 234–239].
This is the phenomenology of kinetic Alfvén wave (KAW) turbulence. The model was
originally introduced about a decade ago in the works of Schekochihin et al. [5] and Howes
et al. [4]. Later, the original phenomenology was refined and/or extended by different
authors, including Howes et al. [233], Boldyrev and Perez [56], Boldyrev et al. [59], and
Passot and Sulem [86]. Essentially, common to all variants of the KAW turbulence model
is the assumption that the sub-ion scale electromagnetic turbulence is strongly anisotropic,
low-frequency, and in an approximate state of critical balance between the linear (KAW)
and nonlinear time. At a conceptual level, the model can be viewed as an adaptation of the
ideas of GS95 to the kinetic range, where the plasma waves are generally dispersive and may
be subject to significant collisionless damping via wave-particle interactions [52, 143, 240].
In the sections below, we qualitatively explain some of the main features of KAW turbulence,
followed by a short review of previous evidence in support of the phenomenology. We also
address the criticism and known alternatives to the KAW turbulence model.
3.3.1 Electron reduced MHD
In general, the phenomenology of KAW turbulence is relevant (if considered as such) only
over a finite range, between the ion and electron kinetic scales, the extent of which is
limited by the square root of the proton-electron mass ratio:
√
mp/me ≈ 43. In order to
precisely determine all the features of KAW turbulence and its kinetic coupling with ions
and electrons, one needs to numerically solve the kinetic equations (e.g., [36, 39, 42, 233]).12
However, a set of simplified, fluidlike equations can be obtained in the asymptotic limit
1/ρi  k⊥  1/ρe, (3.28)
12KAW turbulence is believed to be well described by gyrokinetics, where KAWs are the only relevant
linear modes at sub-ion scales [4, 5]. On the other hand, whether or not KAW turbulence actually develops
naturally in the general fully kinetic description has been a longstanding open question, which is addressed
for the first time in this Thesis.
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assuming k‖  k⊥ and βs = 8pin0T0s/B20 ∼ 1, where βs is the species beta, ρi is the ion
thermal gyroradius, and ρe is the electron thermal gyroradius (see Appendix C). The fluidlike
equations are known as the equations of electron reduced MHD (ERMHD) [5]. ERMHD does
not provide a precise or even fully satisfactory description of KAW turbulence, since it does
not represent the particle velocity space and the associated wave-particle interactions. On
the other hand, its simplicity leads to a physically illuminating, phenomenological picture
of the KAW turbulence dynamics. It can be therefore still considered as a valuable starting
point. The numerous limitations of ERMHD or of gyrokinetics, where KAW turbulence
is as well a natural consequence of the model assumptions [4], can ultimately only be
surpassed by fully kinetic simulations, such as the ones presented in this Thesis. In the
following, we sketch the derivation of the ERMHD equations. Further details can be found
in Refs. [5, 59, 241].
The ERMHD equations may be obtained rigorously from the gyrokinetic model in the
idealized asymptotic limit (3.28) [5]. However, a more intuitive derivation based on the
magnetic induction equation and on the first moments of the Vlasov equation is also possible
and this is the approach outlined here [59, 241]. We start with the induction equation and
with the force balance for the electrons:
∂B
∂t
= −c∇× E, −nee
(
E+ ue ×B
c
)
−∇pe = 0, (3.29)
where ne is the electron density, ue is the electron fluid velocity, and pe = neT0e is the
isothermal electron pressure. The electron inertia is neglected by assuming low-frequency
dynamics (ω  k‖vth,e) at perpendicular wavenumber scales k⊥  1/ρe.13 The isothermal
electron closure may be justified within the framework of gyrokinetics, where it can be
shown to result from a zeroth-order expansion in (me/mi)1/2 [5]. The main equations of
ERMHD correspond to the projections of Eqs. (3.29) onto the total magnetic field direction:
∂B‖
∂t
= eˆ‖ · [∇× (ue ×B)] , −neeE‖ − T0e eˆ‖ · ∇ne = 0, (3.30)
where B‖ = eˆ‖ ·B, E‖ = eˆ‖ ·E, and eˆ‖ = B/|B| is the unit vector parallel to B. Above, we
used the second equation in (3.29) to express the electric field in the magnetic induction
equation. To proceed, we use the vector identity∇×(ue×B) = −B∇·ue+B·∇ue−ue ·∇B,
and we express E‖ in terms of the electrostatic potential ϕ and parallel vector potential A‖
as E‖ = − eˆ‖ · ∇ϕ− (1/c)∂A‖/∂t. We also use the electron continuity equation,
∂ne
∂t
+ ue · ∇ne = −ne∇ · ue, (3.31)
to express ∇ · ue. Essentially, the fluid motions are not assumed to be incompressible, so as
to allow for density fluctuations, which are supported by the low-frequency response of the
13The condition ω  k‖vth,e implies low-frequency dynamics for parallel as well as perpendicular electron
motion, since we are assuming strong anisotropy: k‖/k⊥  1.
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(spatially non-magnetized) ions. With the use of these additional relations, we obtain
∂B‖
∂t
= B‖
ne
(
∂ne
∂t
+ ue · ∇ne
)
+B · ∇u‖e − ue · ∇B‖, (3.32)
1
c
∂A‖
∂t
= −eˆ‖ · ∇ϕ+ T0e
nee
eˆ‖ · ∇ne. (3.33)
Equations (3.32) and (3.33) can be simplified by adopting the ordering
b/B0 ∼ δne/n0 ∼ k‖/k⊥  1, (3.34)
where n0 is the mean density, B0 is the mean field strength, δne is the fluctuating density,
and b is the fluctuating magnetic field. That is, the turbulent fluctuations are assumed to
be small compared to the background and of similar order as k‖/k⊥. This is supported by
recent solar wind observations [32, 242] and can be physically motivated by the fact that
we consider kinetic range turbulence, where the scale-dependent fluctuation amplitudes
are expected to be small [4], since they feed on the fluctuations at the very tail of the
inertial MHD range. Similarly, the k‖/k⊥  1 assumption is motivated by the fact that
MHD turbulence becomes increasingly more anisotropic at smaller scales, so that by the
time when kinetic scales are reached, the strong anisotropy assumption is justified. We
mention that “small” fluctuations do not necessarily imply a state of weak wave turbulence
[243]. Indeed, the adopted scalings yield bk⊥ ∼ k‖B0, which is typical for strong turbulence
characterized by critical balance [4, 5, 59, 136]. With the above simplifications in mind,
(3.32) and (3.33) become:
∂
∂t
(
b‖
B0
− ne
n0
)
= ∇‖u‖e − u⊥e · ∇⊥
(
b‖
B0
− ne
n0
)
, (3.35)
1
c
∂A‖
∂t
= ∇‖
(
T0e
n0e
ne − ϕ
)
, (3.36)
where b = B−B0 eˆz is the fluctuating part of the magnetic field, ∇⊥ = eˆx∂/∂x+ eˆy∂/∂y,
and
∇‖ = eˆ‖ · ∇ = ∂
∂z
+ b⊥
B0
· ∇ (3.37)
is the derivative along the local magnetic field line. In the same ordering, the electron flow
can be approximated as
u⊥e ≈ eˆz × c
B0
∇⊥
(
ϕ− T0e
n0e
ne
)
, (3.38)
u‖e ≈ − c4pin0e∇
2
⊥ψ. (3.39)
Above, we introduced the flux function ψ = −A‖, and we used u‖e ≈ −J‖/(n0e), where
J‖ = c/(4pi)∇⊥ × b⊥ = c/(4pi)∇⊥ × (eˆz ×∇⊥ψ) is the parallel electric current, to relate
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u‖e to ψ. To obtain a closed system of equations, we use the perpendicular force balance
condition for the ions and for the bulk plasma:
n0e(−∇⊥ϕ)−∇⊥pi = 0, (3.40)
1
c
J⊥ ×B0eˆz −∇⊥(pi + pe) = 0, (3.41)
where pi is the ion pressure and J⊥ is the perpendicular current. We consider singly
charged ions (qi = e) for simplicity and the plasma is treated as quasi-neutral: ni ' ne.
The above is obtained by assuming that the perpendicular ion dynamics is low-frequency
(ω  k⊥vth,i) at scales k⊥  1/ρi, where the ions are (spatially) non-magnetized. Note
that the parallel ion motion need not satisfy an equivalent low-frequency condition [59]. On
the slow time scale and over short distances compared to ρi, perpendicular gradients of the
ion temperature may be neglected and the pressure term in (3.40) can be approximated
as ∇⊥pi ≈ T0i∇⊥ne, where T0i is the background ion temperature. Equation (3.40) then
translates into a Boltzmann response for the ion (electron) density:
ne ≈ n0
(
1− e
T0i
ϕ
)
. (3.42)
The perpendicular pressure balance (3.41) can be accordingly written as
∇⊥ b‖
B0
= −4pin0(T0i + T0e)
B20
∇⊥ne
n0
= −βi + βe2 ∇⊥
ne
n0
. (3.43)
Using (3.42) we can also eliminate ϕ from (3.38) and approximate the perpendicular electron
flow velocity as
u⊥e ≈ − eˆz × cB0(βi + βe)8pin0e ∇⊥
ne
n0
. (3.44)
Finally, with the help of (3.39) and (3.42)–(3.44), we can rearrange the equations (3.35)
and (3.36) into
∂ne
∂t
= c4pie [1 + (βi + βe)/2]
∇‖∇2⊥ψ, (3.45)
∂ψ
∂t
= −cB
2
0(βi + βe)
8pin20e
∇‖ne. (3.46)
The above constitutes a closed system of equations for the flux function ψ = −A‖ and for
the electron density ne. These are the main equations of ERMHD.14 It is instructive to
14The ERMHD model may be formulated in terms of different quantities (cf., Refs. [5, 59, 241]). Here,
we obtain the variant from Boldyrev et al. [59].
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represent the equations in a dimensionless form, using the following normalizations:
t′ = vA
ρi
√
1 + βe/βi
2 + βi + βe
t, (3.47)
r′ = r
ρi
, (3.48)
ψ′ = ψ
B0ρi
, (3.49)
n′e =
[
βi + βe
2
(
1 + βi + βe2
)]1/2
ne
n0
, (3.50)
where vA = B0/
√
4pin0mi is the Alfvén speed. In the above units, the ERMHD equations
take a simple form [59]:
∂n′e
∂t′
= ∇′‖∇′2⊥ψ′, (3.51)
∂ψ′
∂t′
= −∇′‖n′e, (3.52)
where
∇′‖ =
∂
∂z′
+
(
eˆz ×∇′⊥ψ′
)
· ∇′⊥. (3.53)
The dimensionless version reflects the fact that the low-frequency turbulent dynamics in the
asymptotic limit (3.28) is free from any characteristic scales. The choice of normalization,
leading to the above form, is not unique because either the reference length scale or the
time scale may be chosen arbitrarily. More specifically, the ERMHD equations are invariant
under the simultaneous rescaling: t → α2t, r → αr, ψ → αψ, with arbitrary α. Indeed,
we use here a normalization slightly different from the one given in Ref. [59], but we still
obtain the same dimensionless form. The equations are also invariant under the rescaling:
t → t, z → z, ne → ne/, ψ → ψ/ [56, 59]. Thus, even though we physically assume
the ordering (3.34), we may always renormalize the parallel (z) direction and the (small)
fluctuations in such a way that kz ∼ ψ ∼ δne ∼ 1 [59].
3.3.2 Remarks on the ERMHD model
In the previous section, we outlined the derivation of a set of fluidlike equations, which can
be used to roughly describe the very basic features of KAW turbulence. We now discuss
some general properties of ERMHD and its limitations.
Essential in the derivation is the low-frequency assumption, which renders the ion
response dynamically important and gives rise to significant density fluctuations. This
is in contrast with alternative kinetic range models, such as whistler wave turbulence
[80, 244, 245], where the ions form a static, neutralizing background and density fluctuations
are negligible. In more technical terms, Eqs. (3.45) and (3.46) are obtained by assuming,
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at the same time, ui ≈ 0 and ∇ · ui = ∇ · ue 6= 0 [5, 241]. The divergence term is,
however, not calculated directly from the fluid velocity, but it is instead determined from
the electron continuity equation (3.31). Considering that b⊥ = eˆz ×∇⊥ψ, it is also evident
that KAW turbulence inherently couples the Alfvénic (polarized perpendicularly to B0)
and compressive fluctuations. This property differs substantially from the phenomenology
of MHD range turbulence (see Sec. 3.2), where the Alfvénic part is essentially decoupled.
Another interesting aspect, pointed out by Howes et al. [4] and Boldyrev et al. [59], is
that it is not strictly necessary for the characteristic frequencies to satisfy ω/Ωci  1 (as
in gyrokinetic theory) for the phenomenology of KAW turbulence to be relevant.15 What
is required is that the fluctuations are strongly anisotropic, small amplitude, and satisfy
ω  k⊥vth,i, k‖vth,e, which is enough to ensure that the fluctuations are in perpendicular
pressure balance between the kinetic and magnetic pressures. This property is evident
in the linear kinetic dispersion solutions of Sahraoui et al. [246] and López et al. [240],
where the KAW branch is shown to smoothly extend to frequencies above the ion cyclotron
frequency, provided that the propagation angle is fairly oblique and the beta is close to
unity or higher.16 In terms of linear theory, the continuation to frequencies above Ωci is
made possible by the (generalized) ion Bernstein modes, which merge into a single branch
with the KAW, when k‖/k⊥  1 and βi & 1 [240].
As shown in the next section, it is possible to construct a kinetic range turbulence
phenomenology by following the approach of GS95. Essential for such a phenomenology
are the properties of linear waves, supported by the dynamics. By dropping the nonlinear
terms (this amounts to replacing ∇‖ with ∂/∂z), it is readily seen that Eqs. (3.45) and
(3.46) support linear solutions with a dispersion relation
ωKAW = ±
√
1 + βe/βi
2 + βi + βe
kzvAk⊥ρi. (3.54)
In the normalized units, the above translates into ω′KAW = ±k′zk′⊥. This is the analytical
dispersion relation of the KAW for 1/ρi  k⊥  1/ρe [4, 5, 59, 131]. The wave is dispersive
and has a group velocity given by
vg = ±vAρi
√
1 + βe/βi
2 + βi + βe
(
kz k⊥/k⊥ + k⊥ eˆz
)
. (3.55)
Since kz/k⊥  1, the wave packets disperse primarily along B0 = B0eˆz. The polarization
satisfies [
βi + βe
2
(
1 + βi + βe2
)]1/2
δne,k
n0
= ±k⊥ψk
B0
. (3.56)
15As explained in Howes et al. [4], the cyclotron resonance of the KAW, while present, is relatively weak
and it occupies a very narrow frequency gap for k⊥  1/ρi.
16Sahraoui et al. [246] call the part above Ωci “Alfvén-whistler” modes. This distinction is perhaps
slightly unnecessary, since the so-called “Alfvén-whistler” modes share all the basic properties of KAWs
below Ωci and they differ from the classical whistler modes, which do not satisfy the perpendicular pressure
balance [247].
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In terms of the magnetic field perturbations, the above implies right-hand elliptical polar-
ization along the direction of k⊥ (assuming ω, kz > 0) [5]:
bk = ik⊥ψk
eˆz × k⊥/k⊥ + i
(
βi + βe
2 + βi + βe
)1/2
eˆz
 = b⊥,k + b‖,k. (3.57)
Similarly, E⊥,k is right-hand elliptically polarized in the direction of B0, i.e., it rotates
in the electron sense [5, 248, 249]. In analogy with Alfvén waves in MHD, a single KAW
packet with a fixed k⊥ is essentially an exact nonlinear solution of Eqs. (3.45) and (3.46),
since the nonlinear terms vanish whenever (3.56) is satisfied in a single k⊥ shell [5]. This
gives additional credibility to the KAW-like picture of kinetic range turbulence because it
implies a certain robustness of the wavelike solutions. It is also useful to observe that the
ERMHD equations exhibit two ideal conserved quantities [5, 59]:
E ′KA =
∫ (
|∇′⊥ψ′|2 + |δn′e|2
)
d3r′ =
∫ (
|b′⊥|2 + |δn′e|2
)
d3r′ , (3.58)
H ′KA =
∫
ψ′δn′ed3r′ , (3.59)
where E ′KA is the kinetic-Alfvén energy, H ′KA is the so-called cross-correlation, and the
primes denote the normalizations (3.47)–(3.50). The kinetic-Alfvén energy is the kinetic
range, fluidlike analog of the cascaded energy in MHD turbulence. It is important to
mention that E ′KA is not a priori related to any wave activity. Instead, it merely gives
the appropriate definition of the total energy for the nonlinear equations (3.51) and (3.52).
Due to perpendicular pressure balance (3.43), the constancy of H ′KA implies a conservation
of the helicity of magnetic fluctuations: H =
∫ A · b d3r ≈ ∫ A‖b‖d3r [5].
In the physical limit in which the ERMHD equations are obtained, the KAW is the only
relevant linear mode at sub-ion scales. This is true also in the more general gyrokinetic
approximation (for a homogeneous plasma in slab geometry), of which ERMHD is a
special limiting case [5, 131]. Beyond gyrokinetics, it is not obvious that KAW-like
fluctuations should dominate the kinetic range and various alternatives have been considered
[52, 83, 142, 143, 250], such as the high-frequency whistler waves [81, 83, 84, 143]. Even
if the turbulent fluctuations are indeed predominantly low-frequency, the much simplified
ERMHD model still neglects several important effects. It does not describe the damping
of the turbulent cascade, which involves purely kinetic effects, such as Landau damping
[4, 18, 54, 85, 98], stochastic heating [147, 148], or non-thermal particle acceleration
[49, 96, 251].17 The asymptotic linear dispersion (3.54) neglects as well any corrections
originating from the proximity of ion and electron scales. It is also assumed that the
background particle distributions are isotropic Maxwellians; a situation not typical in space
and astrophysical plasmas [17, 28, 75].18 Non-equilibrium background distributions can
potentially excite various kinetic instabilities [93], which may impact the KAW turbulence
17For numerical reasons, the ERMHD equations are in practice supplemented with ad hoc dissipation
terms, in order to smooth out the numerical solutions at the smallest resolved scales [56, 59].
18For a generalization of the KAW turbulence phenomenology to bi-Maxwellian, pressure anisotropic
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dynamics. All of the above features can be generally captured only within the fully kinetic
framework, employed in this Thesis. The results presented here provide evidence, for the
first time based on first principles kinetic simulations, that the basic phenomenological
picture of KAW turbulence (as deduced from ERMHD and gyrokinetics) holds well beyond
its formal limit of applicability (see Chapters 5, 6, and 7).
3.3.3 Spectral scaling predictions
Upon invoking the critical balance conjecture [136], it is possible to obtain heuristic scaling
predictions for KAW turbulence [4, 5, 59]. The relevant linear mode is the KAW and
the cascaded energy is the kinetic-Alfvén energy density E ′KA = |b′⊥|2 + |δn′e|2. The
phenomenological spectral estimates are limited to the fluidlike part of the KAW cascade
and turbulent dissipation is typically included merely as a refinement of the basic predictions
[4, 36, 86]. There is no straightforward way to self-consistently incorporate ion and electron
heating into the KAW turbulence predictions, which is one of the reasons why nonlinear
kinetic simulations are so essential [36, 43, 78, 98, 252]. The standard predictions are
obtained as follows. First, it is assumed that the partitioning of turbulent energy between
magnetic field and density fluctuations is determined by the linear properties of KAWs.
This implies that
b2⊥λ
B20
∼
[
βi + βe
2
(
1 + βi + βe2
)]
δn2e,λ
n20
∼
(
2 + βi + βe
βi + βe
)
b2‖λ
B20
, (3.60)
where λ ∼ 1/k⊥ is a field-perpendicular scale. This shows that the energy partitioning in
KAW turbulence strongly depends on the plasma beta. In the normalized units, the above
becomes b′2⊥λ ∼ δn′2e,λ ∼ b′2‖λ.19 The scaling relation (3.60) should be understood in the sense
of typical fluctuations at each scale. In a system consisting of many KAWs with different
phases, there is no guarantee that (3.60) will be satisfied locally (in real space), except for
the perpendicular pressure balance (3.43), which implies
b‖λ(r)
B0
≈ −βi + βe2
δne,λ(r)
n0
. (3.61)
The perpendicular pressure balance is a quite general signature of low-frequency dynamics,
not exclusively limited to KAWs. On the other hand, it is still a fairly stringent condition
at sub-ion scales, since it eliminates high-frequency phenomena, such as whistler waves
[81, 83, 84, 143], which do not fulfill the presure balance [247].
plasmas see the recent work of Kunz et al. [151]. There, it is shown that the KAW dynamics is sensitive to
the electron pressure anisotropy but not to the ion one. Moreover, significant qualitative changes (compared
to the isotropic case) are seen either for large betas (β & 10) or for strong electron pressure anisotropies
(|P⊥,e/P‖,e| & 2).
19Note that the normalization for b‖ is different than the one for b⊥ [161, 241].
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Based on a Kolmogorov-like approach, the (constant) kinetic-Alfvén energy cascade rate
in the range ρe  λ ρi is estimated as
Π′KA ∼
ψ′2/λ′2
τ ′c,λ
∼ δn
′2
e,λ
τ ′c,λ
, (3.62)
where τ ′c,λ is the (normalized) energy cascade time. In the spirit of critical balance, it is
assumed that either the linear or the nonlinear time may be used as the cascade time.
Taking into account that ψ′λ/λ′ ∼ δn′e,λ, we can roughly estimate the nonlinear time from
(3.51) or (3.52) as τ ′nl,λ ∼ λ′3/ψ′λ. By balancing the linear and nonlinear terms in (3.53)
we can also estimate 1/k′‖ ∼ `′‖ ∼ λ′2/ψ′λ ∼ λ′/δn′e,λ. The latter is the critical balance
statement for KAW turbulence [4, 5, 78, 241, 253].20 It implies a balance between the
two derivatives in (3.53), such that B0k‖ ∼ k⊥b⊥k⊥ (in physical units). Employing the
above-mentioned relations, the scalings follow immediately [4, 5, 59]:
δne,λ ∝ λ2/3, δne,`‖ ∝ `2‖, `‖ ∝ λ1/3. (3.63)
In spectral space, the above becomes:
EKA(k⊥) ∝ k−7/3⊥ , EKA(k‖) ∝ k−5‖ , k‖ ∝ k1/3⊥ , (3.64)
where EKA(k⊥) and EKA(k‖) are, respectively the perpendicular and parallel wavenumber
spectra of the kinetic-Alfvén energy. The predicted kinetic range spectrum is steeper
than the one in the MHD range and it is somewhat more anisotropic. Similar qualitative
features are also predicted by alternative kinetic range models (see Sec. 3.3.5). The above
estimates are obtained by neglecting any dissipative effects. A simple, ad hoc inclusion
of dissipation in the form of linear Landau damping yields an exponential fall off for
the k−7/3⊥ spectrum, upon approaching electron scales [4]. It is also worth emphasizing
that k‖ should be measured here with respect to the local mean magnetic field direction
[78, 138, 205, 241, 245], for the same reasons as in MHD range turbulence (see Sec. 3.2.2).
As explained in the next section, a number of recent observational and computational
studies (including this Thesis) shows that the partitioning between the density and magnetic
fluctuations is indeed consistent with the beta-dependent KAW polarization properties, as
described by relation (3.60). On the other hand, the measured k⊥ spectra are approximately
of power-law type, with typical spectral exponents around −2.8 [27, 36, 235, 254, 255];
a value considerably steeper than the predicted −7/3. The discrepancy led to several
complementary revisions of the original KAW turbulence phenomenology [56, 86, 233].
Refined models generally fall into two camps. They either attempt to explain the additional
spectral steepening in terms of collisionless wave damping, or they continue to favor
a fluidlike approach and discuss the implications of turbulent structure formation and
intermittency. Howes et al. [233] relax the strict critical balance assumption and take
into account nonlocal shearing by large-scale fluid motions, which may become significant
20Here, we mention that critical balance is an assumption not hardwired by default into ERMHD, or
gyrokinetics for that matter [5, 205].
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when the cascade is weakened due to linear Landau damping. Similarly, Passot and Sulem
[86] account for ion temperature homogenization along the field lines, induced by Landau
damping. Common to both of these models is the emergence of near power-law spectra
in the sub-ion range, with typical spectral exponents reasonably close to the observed
values. The predicted spectra are not universal but depend on the relative strength of
the damping. In contrast, Boldyrev and Perez [56] obtain universal, modified spectral
predictions within the scope of ERMHD. Based on their simulation results, they conjecture
that KAW turbulence is strongly intermittent and concentrated in 2D structures with
a volume filling ratio proportional to λ. The filling ratio correction yields an energy
spectrum of the form EKA(k⊥) ∝ k−8/3⊥ , which is closer to observations and simulations.
The anisotropy scaling is in this case given by k‖ ∝ k2/3⊥ [56].
Presently, the debate concerning the exact scaling of the sub-ion range energy spectrum
is far from settled, even within the scope of KAW turbulence alone. It seems reasonable to
suppose that damping as well as intermittency need to be taken into account for a precise
prediction of the turbulence spectrum over the range 1/ρi . k⊥ . min{1/ρe, 1/de}, where
KAWs may exist. However, we wish to caution the reader that (speculative) arguments
against the urge to include either damping or kinetic-scale intermittency can be made as
well.21 It is worth to briefly mention these here.
Concerning damping, it has been recently argued that Landau damping in a turbulent
plasma may be inefficient at scales much larger than the species Larmor radius [181, 256].
The physics behind such “fluidization” of kinetic turbulence is based on a stochastic version
of the so-called plasma echo [257], which is suspected to occur due to the coupling between
linear phase mixing and nonlinear advection by the turbulent flow. Some evidence for
the fluidization effect is provided by recent observations and simulations of solar wind
turbulence at scales larger or comparable to the ion Larmor radius [177, 181, 258]. At scales
between the ion and electron gyroradius, which are at the main focus of this work, it is yet
to be clarified if electron Landau damping can be suppressed in a turbulent setting. Several
works are somewhat at odds with the latter possibility [40, 85, 88, 98, 259], although it
is too early to make a definitive conclusion. For the ions, it is established theoretically
[5, 228, 260], at least within the context of gyrokinetics, that the parallel phase mixing
(i.e., Landau damping) is overtaken by the nonlinear perpendicular phase mixing at scales
k⊥  1/ρi. This is supported by kinetic simulations [98, 261, 262]. The nonlinear phase
mixing is manifested as a phase-space cascade of entropy fluctuations, which receive energy
from the turbulence around the transition into the sub-ion range [5, 228]. From there on,
the electromagnetic KAW turbulence is essentially decoupled from the ion phase-space
cascade [5]. We do not investigate the ion entropy cascade in this work. In addition, the
ions may be also subject to stochastic heating [147, 148]. The latter mechanism is expected
to be isolated to scales comparable to the ion gyroradius.
Regarding intermittency, the observational studies of Kiyani et al. [146, 254] and Chen et
21To avoid confusion, we note that while the damping of the electromagnetic cascade is inevitable, it is
presently not well understood where (in scale) significant damping occurs and how the released energy is
dissipated [18, 43, 98, 181, 256].
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al. [263] suggest that the sub-ion scale density and magnetic fluctuations have non-Gaussian
probability distributions with nearly scale-independent shapes, implying that an unknown
process may be limiting the turbulence volume filling ratio from below.22 These findings
are consistent with the Cluster spacecraft data analysis, performed by the author, and
presented in Chapter 7. The near statistical self-similarity is at odds with the intermittency
correction of Boldyrev and Perez [56], which assumes that the volume filling fraction varies
linearly with scale in the sub-ion range. Thus, the most straightforward way to incorporate
intermittency does not seem to be particularly well motivated by observations. On the
other hand, intermittent corrections, commonly associated with turbulent structures [53],
may be still significant when considering the possible nonlocal couplings with the MHD and
electron scales. For example, a number of works indicated a tendency toward current sheet
formation in sub-ion scale plasma turbulence [48, 78, 85, 158, 264], similar to that in MHD
turbulence. If the forming current sheets were to be disrupted by the collisionless tearing
instability [16, 102, 265, 266], significant nonlocal couplings could emerge and possibly alter
the shape of the energy spectrum [16, 91, 267].23 As a side note, it is also worth mentioning
that the saturation of the sub-ion scale intermittency is not seen in existing simulations
([40, 46–48, 161, 269], see Chapter 7), presumably due to the limited size of the simulation
domains.
To conclude we note that, while there exist several complementary models for predicting
the exact form of the KAW turbulence spectrum, a common denominator to all is the
assumption that the fluctuations are low-frequency, strongly anisotropic, as anticipated by
critical balance, and in approximate equipartition between the density and perpendicular
magnetic field energy (in appropriately normalized units). Much of the data analysis
presented in this Thesis is focused on the latter properties.
3.3.4 Prior evidence in support of KAW turbulence
Before the work of this Thesis, evidence in support of the KAW turbulence phenomenology
was mainly based on spacecraft observations [145, 235–238, 270, 271], gyrokinetic [36, 43,
205], and generalized fluid simulations [88, 241, 253]. Some evidence was also available from
hybrid-kinetic simulations [47, 144, 272]. In contrast, it was never investigated whether
a critically balanced KAW cascade develops naturally in a first principles, 3D kinetic
description. This goal was accomplished within the scope of this Thesis [78, 161]. In this
respect, it is worth to briefly discuss the accomplishments as well as the limitations of
previous works.24
Considerable progress on the subject has been achieved by means of in situ solar wind
observations [32, 238]. Nevertheless, observational studies are often limited to single-point
22Note that the volume filling ratio is related to the inverse of the kurtosis of the probability distribution
function [53].
23Interestingly, the collisional tearing instability in MHD turbulence has been considered as a limiting
factor for the volume filling ratio ([268], see also Ref. [263]). It may be worth considering an analogous
possibility for kinetic range, collisionless plasma turbulence.
24This is not meant to undermine the importance of previous works, of course.
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spacecraft measurements of magnetic field [146, 205, 236, 273] and/or density fluctuations
[145, 255], which do not allow for detailed investigations of the 3D structure of the kinetic
turbulence. Multispacecraft techniques (e.g., using the four Cluster [274] or MMS [275]
spacecraft) are possible [235, 276–278], but these are generally constrained to only four-point
measurements. Moreover, multispacecraft techniques applied to present data tend to have
a rather limited accuracy at sub-Larmor scales [276, 277, 279]. Observational studies of
kinetic turbulence require also a very careful selection of measurement intervals, in order to
isolate the turbulence from other processes that might be taking place in space plasmas
[247, 276, 278, 280]. This limits the amount of data suitable for analysis. For these reasons,
simulations have become an indispensable supporting source of information, since they
can be performed in a much more controlled setting without the pitfalls of experimental
measurement uncertainties. Previous simulations targeting KAW turbulence have been
mostly performed using the gyrokinetic model [36, 39, 42, 43, 98]. This led to a certain
amount of criticism [38, 50, 226], based on the fact that several potentially relevant physical
effects are ruled out from gyrokinetics. Other works focusing on KAW turbulence employed
ERMHD or Landau-fluid models [56, 88, 241, 253], which are as well based on a series
of simplifying assumptions. The possibility of a transition into a KAW cascade was also
considered in 2D [144, 272] and, very recently, 3D hybrid-kinetic simulations [47, 134].
Concerns have been raised [52] even for the hybrid modeling approach, due to its neglect of
electron kinetic physics.
From the data analysis perspective, a very frequently employed diagnostic for testing
the presence of KAW-like turbulent fluctuations are the ratios of the 1D (perpendicular)
wavenumber spectra [40, 143–146, 205, 236]. This includes, in particular, the magnetic
compressibility C‖ = |b‖|2/|b|2 and the electron compressibility Ce = |δne/n0|2/ |b/B0|2
[59, 143]. In general, C‖ and Ce are functions of scale [40, 143, 205]. In the asymptotic
limit (3.28), the ratios for KAWs can be expressed analytically as (cf., Eq. (3.60))
C‖ =
|b‖|2
|b|2 =
β
2 + 2β , C˜‖ =
|b‖|2
|b⊥|2 =
β
2 + β , (3.65)
Ce =
|δne/n0|2
|b/B0|2 =
2
β(1 + β) , C˜e =
|δne/n0|2
|b⊥/B0|2 =
4
β(2 + β) , (3.66)
where β = βi+βe is the total plasma beta. We also list the modified ratios, C˜‖ and C˜e, with
|b⊥|2 in the denominator. Although the standard definitions are more common, the modified
versions are more natural for testing the presence of KAWs, since b‖ and b⊥ scale differently
with beta. Beyond the asymptotic limit (3.28), more accurate linear predictions can be
obtained by numerically solving the kinetic plasma dispersion relation [40, 52, 143, 205].
Numerical solutions show that the asymptotic predictions (3.65) and (3.66) can be typically
considered as reasonable approximations of the exact linear solutions for β ∼ 1 plasmas
over the range were KAWs exist [40, 237]. It is also of interest to consider the ratio of the
perpendicular electric to perpendicular magnetic field spectrum [40, 78, 234], which can be
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expressed for a KAW (in the limit (3.28)) as
CA(k⊥) =
|E⊥ c/vA|2
|b⊥|2 =
βi(k⊥ρi)2
β(2 + β) . (3.67)
Finally, the remaining option is the ratio Cp = |δne/n0|2/ |b‖/B0|2 [40, 78, 144]. The latter
is predicted by the perpendicular pressure balance (3.61), which is a quite general signature
of low-frequency dynamics not exclusive to KAWs. If satisfied, the perpendicular pressure
balance directly relates the density and parallel magnetic field fluctuations in real space
and provides as such a much stronger link between the two fields than the spectral ratios.
A number of previous works found reasonable agreement between the turbulence spectral
ratios and linear KAW predictions [144–146, 205, 236, 238, 272]. Among these works, it
is worth pointing out the study of Chen et al. [145], which was the first observational
determination of the (modified) electron compressibility ratio C˜e. Unlike the magnetic
compressibility, the electron compressibility of the KAW (for β ∼ 1) greatly exceeds the
values expected by the alternative whistler wave turbulence model [59, 80, 83, 84, 143, 245].
An additional advantage is that the C˜e ratio strongly depends on the β and it can be
measured relatively far into the sub-ion range. According to the solar wind observations
by Chen et al. [145], the kinetic range normalized ratio of |δn′e|2 to |b′⊥|2 matches the
linear KAW predictions reasonably well over a range of different betas, with a mean
value of |δn′e|2/|b′⊥|2 ≈ 0.75. Qualitatively similar results were obtained from generalized
fluid and reduced-kinetic simulations [47, 56, 144, 272]. A number of observational and
computational studies found accordingly reasonable agreement with linear predictions for
the magnetic compressibility [47, 146, 236, 237]. On the other hand, the agreement between
the turbulence spectral ratios and linear theory is often only an approximate one [145, 146]
and it is difficult to make a conclusion on the importance of wavelike features based on
the spectral ratios alone [238, 272]. For instance, already a naive guess based on the
natural normalizations (3.47)–(3.50) would be that |δn′e|2 ∼ |b′⊥|2, without ever explicitly
looking for linear wave solutions.25 Some much-needed additional evidence has been so
far obtained from estimates of the frequency-wavenumber spectra [88, 205, 235] and of the
local anisotropy [241, 253, 276]. Complementary results in support of the phenomenology
are also provided by observational studies of the magnetic helicity spectra [270, 271, 281]
around k⊥ρi ≈ 1, which may be related to the right-hand elliptical polarization of the KAW
[282].
While the kinetic range spectral ratios were considered in numerous works, only a few
studies attempted to estimate the local spectral anisotropy, k‖(k⊥). Cho and Lazarian
[241, 245] estimated the local anisotropy in electron MHD and ERMHD fluid simulations,
Chen et al. [276] and Podesta [201] gave approximate observational constraints, TenBarge
et al. [43, 205] indirectly inferred the anisotropy from the frequency spectrum of gyrokinetic
turbulence, and Sulem et al. [253] gave estimates based on Landau fluid simulations. These
works generally obtained results broadly consistent with a critically balanced cascade of
25It is fair to mention that without linearization this is not more than a good guess. The nonlinear
ERMHD equations cannot be brought into a symmetric form for n′e and b′⊥.
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KAWs. The simulations presented in this Thesis paved the way towards first direct estimates
of k‖(k⊥), obtained from fully kinetic simulations of sub-ion range turbulence [78, 161]. Such
measurements are crucial for testing kinetic range theories that assume strong anisotropy
and critical balance. The k⊥ spectra alone are insufficient to establish a strong link with
theory.
Finally, studies based on spectral properties alone may be criticized for ignoring (real
space) turbulent structures, related to higher-order statistics and intermittency [53]. To
overcome the latter limitation, we introduce in this Thesis a new set of generalized field
ratios, which can be viewed as appropriate extensions of the standard field ratios to higher-
order statistics (see Chapter 7). The generalized ratios were applied by the author to fully
kinetic simulation and spacecraft data [161], and yielded results consistent with the KAW
turbulence phenomenology.
3.3.5 Alternatives to the KAW turbulence phenomenology
In the previous sections, we focused almost exclusively on the theory of KAW turbulence,
which might give the misleading impression that no other alternatives exist. It should be
emphasized that the phenomenology of KAW turbulence represents just one out of several
viewpoints that have been advocated in the community in recent years. For the sake of
clarity, we discuss in the following some of the main alternatives.
In the context of wavelike interpretations, whistler wave turbulence [59, 80, 81, 143, 244,
245] is the main alternative to KAW turbulence. A proper description of whistler turbulence,
accounting for kinetic effects such as damping and instabilities [93, 143], requires fully
kinetic simulations [81–83]. Nevertheless, in analogy with KAW turbulence, an approximate
qualitative understanding may be established based on a simple fluid equation, known
as the equation of electron MHD. The model is readily obtained from equations (3.29),
which are also the starting point for the ERMHD model. However, the derivation follows
a different, much more straightforward path [59, 80, 241, 283]. The ions are assumed to
be completely immobile such that both ui and ∇ · ui can be neglected. We may thus set
ue ≈ −J/(n0e) = −c/(4pin0e)∇×B, which immediately leads to
∂B
∂t
= − c4pin0e∇× [(∇×B)×B] . (3.68)
This is the equation of electron MHD [283].26 It is applicable in the limit of cold ions with
kvth,i  ω [59] at scales 1/di  k  1/de, 1/ρe, but without assuming a strong spectral
anisotropy as in ERMHD. By linearizing Eq. (3.68), the well-known dispersion relation of
the whistler wave is obtained:
ωWW = ±kzvAkdi, (3.69)
26The model may be extended to scales below de by including the effects of the electron inertia [244, 247].
Here we restrict the discussion to scales above de.
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where we used the relation vAdi = cB0/(4pin0e). Solutions of a kinetic dispersion relation
analysis, formally obtained in the asymptotic limit (3.28) and assuming βs ∼ 1, yield the
following magnetic and electron compressibility predictions [59]:
C‖ =
|b‖|2
|b|2 =
k2⊥
2k2 , Ce =
|δne/n0|2
|b/B0|2 =
1
2k4zd4i
. (3.70)
The predicted damping rates imply that whistlers tend to be rather strongly damped for
kzdi . 1 and βi ∼ 1, which imposes practical limits on their obliquity and compressibility
[59, 229].27 Moreover, for very oblique angles, the MHD fast modes transition at kinetic
scales into ion Bernstein modes rather than into whistlers [40, 229, 237, 240]. A key
difference between whistlers and KAWs in β ∼ 1 plasmas is the electron compressibility,
which is expected to be much smaller for whistler waves than KAWs [59, 145, 247]. The
expectation is consistent with numerical solutions of the full kinetic dispersion relation
[143]. Being of high-frequency, whistler waves also do not fulfill the perpendicular pressure
balance relation (3.61).
A number of authors argued that whistler turbulence, if present at sub-ion scales,
might be weak [59, 81, 284]. The weak turbulence regime was considered by Galtier and
Bhattacharjee [80], who obtained a magnetic energy spectrum of the form Eb(k⊥) ∝ k−5/2⊥ ,
assuming strong anisotropy k‖  k⊥, which is possible if k⊥di  1. On the other hand, if
we allow for the possibility that whistler turbulence is strong, the spectrum can be obtained
based on a set of heuristic arguments [245]. Unlike in KAW turbulence, the natural cascaded
quantity is the total fluctuating magnetic field energy. The energy cascade rate is then
ΠW ∼ (vA/B0)2b2`/τc, where τc is the cascade time and ` ∼ 1/k. The nonlinear time can be
estimated from (3.68) as τnl ∼ (B0/vAdi) `2/b` and the linear time is τW ∼ `‖`/(vAdi), where
`‖ ∼ 1/k‖. In wavelike turbulence models, the cascade time can be generally estimated
as τc ∼ χ−2 τW , where χ ∼ τW/τnl is the nonlinearity parameter [2, 80, 245]. The value
of χ can be understood as the fractional change of energy during each wave scattering.
N ∼ χ−2 interactions are necessary to transfer the energy across a given scale if the changes
accumulate as a random walk. Strong turbulence is achieved when χ ∼ 1 and in this
case τc ∼ τnl ∼ τW . The spectral scalings of strong whistler turbulence can be therefore
estimated as
EW (k) ∝ k−7/3, EW (k‖) ∝ k−5‖ , k‖ ∝ k1/3, (3.71)
where EW (k) and EW (k‖) are, respectively, the 1D k and k‖ spectra of the total magnetic
energy. The predictions are exactly analogous to the standard KAW turbulence predictions
(3.64), except for the change k⊥ → k. This is only a minor difference, since it is clear from
k‖ ∝ k1/3 that any initially isotropic state will eventually evolve towards strong anisotropy
at small scales, such that k ∼ k⊥. The predictions (3.71) are consistent with numerical
27The whistler linear (ion) damping rate is approximately |γ/ωWW | ≈ 2
√
pikzdiβ
−3/2
i exp(−k2zd2i /βi) [59],
which gives an order-of-magnitude estimate |γ/ωWW | & 1 for kzdi . 1, unless βi  1 (the βi  1 case is
restricted due to kvth,i  ω).
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simulations of electron MHD turbulence [241, 244, 245]. The qualitative similarity between
heuristic estimates of strong KAW and whistler-wave turbulence spectra shows that care
has to be taken to clearly distinguish between the two competing models.
Observational data on kinetic range solar wind turbulence tends to be more consistent
with the polarization properties of KAWs [145, 235, 236, 238], but there also exist studies
in support of whistler waves [84, 285–288]. While the existence of whistlers in the turbulent
solar wind is hardly disputable, their origin is an open question [287–289]. Existing studies
imply that whistlers may not be present ubiquitously throughout the heliosphere, since they
are detected in around 10% of intervals (close 1 AU) [287]. In conjunction, the electron
heat flux instability has been considered as a possible source of whistler waves [93, 287–289].
Thus, whistler waves may not be an inherent property of the transition from MHD to
kinetic range turbulence, but might instead be specific to intervals with linearly unstable
electron velocity populations with fastest growing modes close to kdi ∼ 1 [289]. Starting
from initially Maxwellian ion and electron velocity distributions, we do not find evidence of
whistler waves in the kinetic simulations presented in Chapters 5, 6, and 7. In this sense,
our results implicitly support the idea that preexisting, strongly unstable (electron) velocity
distributions might be needed to generate sub-ion scale whistler waves. Another point
worth acknowledging is the interesting possibility of a transition into whistler turbulence
close to electron scales and beyond [225, 226, 247]. Little is known observationally and
theoretically about sub-electron scale kinetic turbulence in space plasmas, but based on
existing knowledge it may be judged that the conditions at sub-electron scales might be
more favorable towards whistler turbulence [82, 84, 247, 290].
In the realm of linear wave physics, whistler waves and KAWs are not the only possibility
and other types of waves, such as ion Bernstein modes [40, 142, 286] or kinetic slow modes
[291], have also been considered.28 Ion Bernstein modes may be of particular interest, since
they exist at highly oblique angles, where they can couple to fast magnetosonic modes as
well as to KAWs [142]. In Chapter 5 we present some numerical evidence for such mode
coupling in a (moderately) low-βi, turbulent plasma [40].
Finally, there exists another common view in the community, which is in sharp contrast
with wavelike interpretations of turbulence. In particular, a number of authors argue that
the kinetic range turbulence is hardly related to any wave activity and that an interpretation
should be instead given in terms of nonlinear turbulence dynamics, scale-to-scale energy
transfers, and intermittency [37, 38, 50, 53, 227, 269, 292]. A major motivation for the
view is the fact that by the time that kinetic scales are reached, the turbulent energy has
already cascaded over the entire MHD inertial range and has naturally developed distinct
turbulent structures, leading to heavy-tailed non-Gaussian fluctuations and intermittency
[53, 176]. This puts to question perturbative approaches such as gyrokinetics [4, 5, 50],
where the kinetic fluctuations are expanded around a mean background to lowest order
in the small parameter. Based on experience from (resistive) MHD turbulence, authors
not in favor of the wavelike viewpoint also frequently argue that the turbulent dissipation
28It is worth mentioning that the kinetic slow mode is expected to be strongly damped at sub-ion scales,
unless Te  Ti [143, 229].
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of the nearly collisionless cascade should be concentrated in the vicinity of turbulent
structures [48, 269, 292, 293]. Since no straightforward expression for dissipation in a
nearly collisionless plasma exists, a number of works aimed to identify correlations between
various “dissipation proxies” and coherent turbulent structures [48, 269, 292, 294]. While it
is intuitively clear that intense structures may contribute to enhanced heating [55, 85, 295],
establishing a direct link locally in space can be somewhat ambiguous, since the energy
conversion between the electromagnetic and fluid energy, J ·E, and the species fluid and
internal energy, Ps :∇us, are not sign-definite [69, 292]. Moreover, unlike in collisional
MHD where the transfer is instantly converted to heat via resistivity and viscosity, in a
nearly collisionless plasma, the energy transfer and the subsequent (partial) thermalization
via collisions (or perhaps, in a coarse-grained sense [69]) will be generally displaced from
each other in space and time [98, 101, 296]. More generally, establishing concrete kinetic
turbulence scaling predictions without any reference to linear physics has proven difficult. To
our knowledge, a rare exception to that is the recent work of Eyink [69], where a “4/5th-law”
for anomalous entropy production is obtained, together with theoretical bounds for the
turbulence scaling exponents. In the opinion of the author, it is not a priori evident that
turbulent structure formation is a sign of reduced wavelike activity. Indeed, a number of
recent works on MHD turbulence [57, 58, 297] interpret turbulent structure formation as a
natural consequence of interaction between Alfvén wave packets. In Chapter 7 we try break
from a presently common view that interprets kinetic-scale waves and turbulent structures as
nearly exclusive to each other and we discuss instead an alternative unifying interpretation,
supported by a state-of-the-art analysis of kinetic simulation and observational data [161].
Chapter 4
Turbulence simulations with OSIRIS
OSIRIS is a fully kinetic, fully explicit, fully relativistic particle-in-cell (PIC) code, designed
for modern high-performance simulations [60, 61, 298]. The code is officially developed and
distributed by the OSIRIS Consortium, consisting of University of California, Los Angeles
and Instituto Superior Técnico, Lisbon. We would like to take the opportunity to very
kindly acknowledge the OSIRIS Consortium for providing access to the OSIRIS framework.
Traditionally used for ab initio kinetic studies of plasma wakefield accelerators, the code
has recently found application in a wide range of kinetic plasma physics problems (e.g.,
[78, 299–302]). Among these numerous new applications are also the kinetic simulations
of solar wind turbulence presented in this Thesis. Most of the simulations presented here
required state-of-the-art computing resources, access to which has been granted on the
basis of independently reviewed research proposals. Below, we briefly introduce some of the
main OSIRIS features, followed by a more detailed technical description of the simulation
setups, used to produce the results presented in Chapters 5, 6, and 7.
4.1 Code overview
In its essence, the default numerical scheme employed in OSIRIS is the standard version
of the PIC method, as described in the well-known literature on the subject [62, 63]. As
such, the default numerical scheme is explicit and features second-order, space and time
centered finite-difference derivatives. The finite-difference time domain method is used to
solve the Maxwell equations on a staggered Yee grid for the fields, and the particles are
advanced using the Boris push (see also Sec. 2.2). A large number of different boundary
conditions are supported, but in this Thesis we always use periodic boundaries in all spatial
directions. The initial conditions for the fields may be specified in several ways, including
explicit mathematical expressions. Similarly, the particle initialization supports different
types of velocity distributions. For reference, we list here the default normalizations used
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in the code:
t′ = tωpe, r′ = r/de, (4.1)
ρ′s = ρs/(en0), p′sj = psj/(msc) = γsjvsj/c, (4.2)
E′ = e
mecωpe
E, B′ = e
mecωpe
B, (4.3)
m′s = ms/me, q′s = qs/e. (4.4)
All symbols above have standard meanings as in previous chapters (see also Appendix C).
Real particle charges and masses have to be specified only occasionally (e.g., with explicit
binary collisions); otherwise the normalized species mass-to-charge ratio, m′s/q′s, is sufficient
to determine the dynamics.
Critical for the simulation efficiency and accuracy are the sophisticated numerical opti-
mizations and computational strategies built on top of the core algorithm. A distinct feature
is the support for efficient high-order (quadratic and cubic) particle spline interpolation,
combined with a charge-conserving current deposit [108, 109]. This allows for improved
energy conservation and reduced particle noise compared to low-order splines [298]. The
numerical self-heating, related to grid aliasing effects, may be reduced even further with
binomial (compensated) low-pass filters [63], applied to the fields. The code is parallelized
using MPI [303] domain decomposition, together with added support for OpenMP shared
memory parallelism on each MPI node. Floating point operations are performed in double
precision by default, although the user can also choose single precision. A significant
computational speedup is achieved with low-level hardware optimized vector instructions
(SIMD) for CPUs. More recently, support for GPU parallelization was added. A large
number of diagnostics for fields and particles are supported, all of which are stored in the
HDF5 data format. Altogether, the above features make OSIRIS an extremely mature code
that can scale efficiently to over a million CPU cores [61]. Nevertheless, state-of-the-art
massively parallel production runs still require a very careful design of the simulation setup
for optimal results. This typically involves a suite of system-specific and problem-specific
code performance and numerics tests, in order to find the optimal configuration which works
best for a specific problem on a specific supercomputer. Below, we give some examples
from the simulation runs performed in the scope of this Thesis.
4.2 Problem-specific performance tests
In this section, we give for reference an example of a problem-specific code performance
test, which was carried out by the author as part of a preparatory access to the Shaheen
II Cray XC40 system at the KAUST Supercomputing Laboratory. Scaling studies were
also carried out on the Hydra cluster at the Max Planck Computing and Data Facility
(not shown here), in preparation for production runs on the SuperMUC system at the
Leibniz-Rechenzentrum. Quite often, the problem-specific performance tests are a necessary
prerequisite for obtaining access to leadership computing resources.
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A representative, three-dimensional (3D) simulation with periodic boundaries in all
directions was chosen as the basis for the test. The computational grid size was 19203,
with 64 particles per cell per species. Cubic spline interpolation was used. These settings
resemble the actual large-scale production runs (see Sec. 4.4). To obtain realistic estimates,
diagnostics for fields and particles were used during the scaling tests. The diagnostics
included electromagnetic field data (written only at the start of each test run) and particle
track data with about 8,000 tracks per species. The latter diagnostic was optimized
to achieve good performance during runtime. First, a series of small simulations was
performed to find the optimal parallelization strategy. Best results were obtained for a
hybrid MPI/OpenMP parallelization, running 2 threads per MPI task. Using these settings,
a strong scaling test was conducted for the large problem, by performing a series of runs
from 27,648 to 131,072 CPU cores. The results are shown in Fig. 4.1 and demonstrate an
almost ideal scaling over the range studied. Additional information is given in Table 4.1. A
high computational performance was achieved thanks to the hardware optimized vector
instructions (AVX SIMD) for CPUs, which are readily available as part of OSIRIS. For
our specific problem type, the simulations also benefited from the large availability of
memory per CPU (≈ 4 GB) on Shaheen II, which can accommodate a large number of
computational particles. The results in Table 4.1 are comparable to those reported by the
main code developers for similar systems [61].
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Figure 4.1: Strong scaling of OSIRIS on a Cray XC40 from 27,648 to 131,072 CPU cores.
Another critical aspect for the success of massively parallel simulations is efficient
handling of data output to the file system. Frequent output of large amounts of data can
deteriorate the performance significantly. Rather than categorically outputting a large
number of different data, one is faced with the necessity to carefully decide in advance
which particular diagnostics are needed and how frequently they should be saved. Similarly,
very frequent output of code checkpoints is not feasible in large-scale simulations. On the
other hand, whenever the data output is necessary, it is crucial that the operation is done
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Num. of Part. pushed Speedup Time spent on nodecores per second boundary updates
27,648 72 · 109 1. 7.9%
32,768 85 · 109 1.18 8.0%
49,152 128 · 109 1.77 8.3%
65,536 169 · 109 2.35 8.4%
92,160 231 · 109 3.21 9.8%
110,592 273 · 109 3.78 9.8%
131,072 313 · 109 4.35 10.9%
Table 4.1: Performance of OSIRIS on the Shaheen II Cray XC40 system. The timings
represent averages across all MPI nodes. Each simulation ran for a hundred time steps and
used a total of ≈ 9 · 1011 computational particles (ions and electrons).
efficiently and reliably. None of the latter can be taken for granted in high-performance
computing. To this end, we tested the output performance for a set of representative file
types in the large-scale PIC simulation on the Cray XC40 system. In some cases, the
performance was optimized by adjusting the HDF5 library parameters. The results are
given in Table 4.2 and demonstrate excellent performance for the considered data types.
Note that these results can be highly system-dependent.1
Data type Format Size Throughput
3D field data HDF5 ≈ 27 GB/file ≈ 1.2 GB/s
2D slices HDF5 ≈ 15 MB/file ≈ 800 MB/s
Checkpoint data Binary ≈ 64 TB/checkpoint ≈ 270 GB/s
Table 4.2: OSIRIS data output performance on the Lustre file system of Cray XC40.
4.3 Design of the physical simulation setup
In the author’s experience, careful design of the simulation setup is crucial for achieving a
fast and efficient transition to fully developed, strong turbulence in fully kinetic simulations.
In contrast with turbulence in neutral fluids described by the Navier-Stokes equation, a
high degree of randomness and/or statistical isotropy in the initial perturbation or in the
external turbulence forcing may easily translate into a predominantly linear, and possibly
high-frequency response of the plasma. The reason for the qualitative difference between
neutral-fluid and plasma turbulence is that plasmas, unlike regular fluids, support a very
large number of linear modes [304]. This property is especially noticeable in 3D simulations,
1For example, on the SuperMUC system at the Leibniz-Rechenzentrum, the output of checkpoint data
was a quite significant limiting factor for the maximal size of the massively parallel simulations.
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which give more room for different types of linear response compared to the simplified
two-dimensional (2D) simulations. Below we give guidelines for achieving strongly turbulent
regimes based on the simulation runs presented in this Thesis. We mention that at least
some of the aspects discussed below are presently not universally appreciated in the kinetic
turbulence simulation community.
The key physical aspects considered for the design of simulation runs presented in this
Thesis can be divided into the following categories:
• Type of initial perturbation or external forcing,
• Physical simulation box dimensions,
• Plasma parameters, such as the ion and electron beta.
The first point is arguably the most essential one. One might wonder why is the type of
initialization or external forcing essential, given that turbulence is believed to be a natural
constituent of many weakly collisional plasmas, regardless of the precise features of the
system under consideration. Is it not reasonable to expect that turbulence will eventually
develop from almost any unstable configuration? The answer is in principle yes. However,
many unstable configurations may in practice require a vast amount of scale separation (in
space and time) and a large supply of energy, before a fully developed turbulent cascade
eventually emerges. For instance, in the solar wind it takes more than one decade in
wavenumber space before the fluctuations transition into a proper inertial range type of
cascade with a Kolmogorov-like ∼ k−5/3 magnetic energy spectrum (e.g., [33]). Above
the transition scale, a range frequently referred to as the outer scale or energy containing
scale with a ∼ k−1 spectrum exists.2 In order to spend computational resources wisely,
it is therefore crucial to achieve a fast and efficient transition to turbulence within the
system size limits of present state-of-the-art simulations. Various approaches have been
employed to achieve this goal [77, 81, 87, 252, 295, 305]. For the simulation runs presented
in Chapters 5, 6, and 7, we employ one particular technique [39, 43, 78, 87, 305], where
the initial perturbation or external forcing itself mimics the intrinsic properties of plasma
turbulence at the scale of the simulation box.
At kinetic scales, the phenomenology of plasma turbulence is presently less understood
compared to the inertial, magnetohydrodynamic (MHD) range [32, 41, 188]. Once the
turbulent cascade transitions into the kinetic range, the number of possible linear solutions
increases and significant collisionless damping may occur [4, 40, 52, 306]. In view of these
circumstances, we employ here computational domains slightly larger than the characteristic
ion kinetic scales, where the transition into the kinetic range occurs. In the latter case, the
phenomenology of MHD turbulence may be used to guide the choice of initial condition
or the type of external forcing. This approach has also the advantage that it does not
strictly enforce any particular type of kinetic-scale fluctuations, thus allowing the sub-ion
2The so-called energy containing range of the solar wind is believed to consist of a mixture of outward
propagating Alfvén waves, magnetically dominated force-free structures, and of a subdominant population
of nonlinearly interacting fluctuations [218].
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scale turbulence to attain its most natural state. Ideally, even much larger computational
domains, covering several hundred ion inertial lengths, should be employed for maximal
realism. Present state-of-the-art capabilities permit computational domains with linear
sizes of a few ten di in fully kinetic, 3D explicit PIC simulations. Somewhat larger domains
are accessible with substantial artificial reductions in the ion-electron mass ratio to values
as low as mi/me ≈ 25, or even less. While reduced values of the mass ratio are almost
inevitable at present [40, 77, 269], we do not fully adhere to the latter simplification, since
our aim is to investigate the sub-ion scale range.
Decades of numerical and observational studies have demonstrated that the turbulence
at MHD scales is predominantly low-frequency [141, 235], Alfvénic [139, 234, 307, 308], and
inherently anisotropic [138, 140, 160, 200, 201, 209, 309], with turbulent eddies elongated
along the local field-parallel direction (see Sec. 3.2). Furthermore, MHD theory tells
that nonlinear interaction occurs only between counterpropagating Alfvén wave packets
[136, 184, 297, 310]. Our simulations take into account these properties. In practice, this
means that the kinetic turbulence is seeded at the tail of the MHD range by Alfvénic
fluctuations, corresponding to counterpropagating, shear Alfvén waves with k‖ < k⊥. These
perturbations are incorporated into the fully kinetic model in a way which tries to avoid a
spurious high-frequency response of the plasma. For decaying simulations we set up the
fluid velocity profiles by locally shifting the ion and electron velocity distributions during
initialization. Similarly, we explicitly initialize a self-consistent electric current according
to J = (c/4pi)∇ × B, by adding an additional shift to the electron velocity distribution.
Similar considerations are made for forced turbulence runs [9, 161, 305]. Further details
are provided in Appendices A and B. Therein, the reader can find a detailed description of
an MHD-like initial condition and of an external forcing scheme, which were used to obtain
the results presented in Chapters 6 and 7.
Having discussed the initialization, external forcing, and simulation box dimensions,
brings us to the last point, which pertains to the selection of plasma parameters. We
mostly choose representative parameters for the near-Earth, free streaming solar wind,
which is a β ∼ 1 plasma with an ion-electron temperature ratio of order unity [27, 32].
The choice of parameters “typical” for the solar wind is motivated by the abundance of
observational data for this regime, against which the simulation results can be compared.
Here, it is important to acknowledge a few caveats. First, there is a large variability in
the plasma beta and in the ion-electron temperature ratio values across different solar
wind periods, as well as in astrophysical plasmas generally [18, 32]. Secondly, while β
and Ti/Te do fall within the typical range, other (perhaps less significant) parameters that
make up these two ratios differ from their realistic values. For instance, the electron beta
can be expressed as βe = (ωpe/Ωce)2(vth,e/c)2. In line with the vast majority of present
fully kinetic, electromagnetic simulations of space plasma turbulence [77, 82, 311, 312],
neither the electron plasma to cyclotron frequency ratio, nor the electron thermal speed
as a fraction of c, are chosen close to their realistic values.3 Such artificial adjustment is
3Many computational works do not state these values explicitly, but it is usually possible to at least
roughly estimate ωpe/Ωce and vth,e/c from the other given simulation parameters.
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almost mandatory in present electromagnetic, explicit PIC simulations due to the harsh
computational constraints. The ωpe/Ωce ratio is typically assigned a lower than realistic
value and the vth,e/c ratio a higher. The former may give rise to charge separation at electron
scales, whereas the latter eventually yields relativistic electrons. As long as the electron-scale
dynamics remains to a good approximation quasi-neutral and non-relativistic, the artificial
adjustments are considered acceptable [78, 116]. In practice, many computational studies
use ωpe/Ωce & 2 and vth,e/c . 0.25.4 A number of other simplifications are also made. In 3D
we mostly—although not exclusively (see Chapter 6)—consider globally balanced regimes
with a near-zero normalized cross-helicity σc (see Sec. 3.2). Especially the fast streams of
the solar wind frequently exhibit high levels of imbalance [217–219]. All presently known
kinetic range turbulence phenomenologies implicitly assume σc ≈ 0 for simplicity. Because
a major objective of ours is to critically examine the leading kinetic range theories, we
mainly focus on globally balanced regimes. As already implied, the ion-electron mass ratio
is artificially reduced in our simulations, compared to a real hydrogen plasma. We use either
mi/me = 100 or mi/me = 64. These values were chosen as a reasonable compromise among
the competing desires for MHD-sized domains on one hand, and large scale-separations
between ions and electrons on the other hand. Significantly higher mass ratios could be
achieved in massively parallel 2D simulations.5 Astrophysical magnetized plasma turbulence
is in principle inherently 3D [51, 59] and certain aspects of it (e.g., the k‖(k⊥) anisotropy)
are ill-defined in 2D. For this reason, we focus our main effort on massively parallel 3D
simulations. Finally, all particle distributions are loaded as isotropic Maxwellians at the
start of the simulation. This choice is made for simplicity. Preexisting, strongly anisotropic
and non-Maxwellian background distributions could give rise to a number of fast-growing
kinetic instabilities [93], and further complicate an already elaborate physical interpretation.
In this respect, we can once more emphasize that the present understanding of sub-ion scale,
weakly collisional plasma turbulence is rather scarce and only very few 3D fully kinetic
simulations were devoted to it so far [77, 252, 269]. Thus, it seems natural to consider first
a more simplified scenario, before thinking of advanced topics, such as kinetic turbulence in
a strongly non-Maxwellian and temperature-anisotropic mean background.6
To conclude this section, we give an overview of the main physical properties of our
simulation runs in Table 4.3. Each row corresponds to a different Chapter of the Thesis.
The numerical parameters are discussed in the next section.
4For reference, some characteristic values for the solar wind would be ωpe/Ωce ∼ 102 and vth,e/c ∼ 5·10−3
[27].
5Note that an increase of the simulation size by a factor of α (in each dimension) prolongs the aggregate
computing time by a factor of ∼ α3 and ∼ α4 in 2D and 3D, respectively. The extra power comes from the
large-scale turbulence eddy turnover time, which is proportional to the system size.
6Evidently, strong temperature anisotropies and non-Maxwellian features can (and do) develop in kinetic
simulations directly as a result of the turbulent dynamics [38, 49, 132]. Note that most kinetic instabilities
have peak growth rates on scales k⊥ρs . 1 [93, 95, 188, 289, 313], whereas the turbulently generated (local)
anisotropies tend to peak around k⊥ρs ∼ 1. Moreover, on the typical time scales covered in fully kinetic
simulations, bulk plasma heating is usually too slow (and/or insufficiently anisotropic) to generate a strong
global temperature anisotropy.
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Ch. Type Initialization/forcing βi Ti/Te mi/me  L⊥/di L⊥/Lz
5 2D, large-scale u⊥ and 0.5, ≈ 1.0 100 0.15, 0.3, 25.1 n/adecaying b⊥ perturbations 0.1 0.1, 0.2
6 3D, counterpropagating, 0.5 ≈ 1.0 64 0.4 17.0 0.4decaying oblique Alfvén waves
7 3D, low-frequency, ext. 0.56 ≈ 1.1 100 ≈ 0.5 18.9 0.39forced current drive
Table 4.3: Overview of physical simulation parameters. The parameter  ≈ δu/vA ≈ δb/B0
denotes the (initial) root-mean-square turbulence fluctuation amplitude.
4.4 Choice of numerical parameters
Let us now discuss the choice of numerical parameters for our PIC simulations of plasma
turbulence. General constraints on the time step and grid spacing are imposed by the
standard numerical stability requirements for the explicit PIC scheme (see Sec. 2.2). Thus,
the grid spacing needs to be comparable to the Debye length (in any direction) and the
time step is determined by the CFL condition based on the speed of light. Here, we use grid
spacing between ≈ λD and ≈ 1.5·λD and we integrate the equations with CFL parameters
around ≈ 0.95. Cells slightly larger than λD are permitted when high-order particle shapes
are used, which reduce the numerical self-heating [106]. Regarding the total number of time
steps, we integrate the equations for as long as needed to reach a fully developed turbulent
state. For simulations of Alfvénic, space plasma turbulence, this time amounts to around
& 105 time steps.
In the rest of this section, we devote a few words to one particularly important numerical
aspect, which is the mitigation of the background thermal noise in particle-based kinetic
simulations (see also Sec. 2.2.2). First, we note that a high relative level of the thermal
noise is not an exact synonym for the lack of velocity-space resolution. The degree to
which the thermal fluctuations mask the smooth, self-consistent plasma response is problem
dependent, whereas the velocity-space resolution is determined directly by the number of
particles in a given volume.7 Apart from having a dependence on the plasma parameters,
the relative strength of the noise can even vary between different quantities in a single
simulation [40]. For some problem types, the thermal noise may not be a particularly
significant factor. The simulations of kinetic range space plasma turbulence happen to fall
in the other category, and therefore, we provide here some details on how we coped with
the particle noise.
Below, we base our discussion of particle noise around a few concrete examples, taken
7Thermal noise in the electromagnetic fields may be roughly estimated from equilibrium statistical
mechanics [62, 63, 116]. This shows that its relative strength decays with the number of particles per Debye
length and grows with the ratio of the particle thermal to the fluctuating, self-consistent field energy. Thus,
high-beta and low-amplitude turbulent fluctuations are the most challenging case.
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from our simulations. Some of these results were published in Refs. [40, 78]. As already
mentioned, the relative strength of noise increases with the plasma beta and drops with
the turbulence fluctuation amplitude. This is the main practical reason why we use only
moderately low fluctuation amplitudes and why we do not perform simulations with betas
much higher than β ≈ 1. Even when doing so, it is still beneficial to try to reduce the noise
even further. The most straightforward way is to increase the number of computational
particles. We use of the order of one hundred particles per cell per species in 3D and
between several hundred and a thousand in 2D, which is comparable to the values reported
for similar simulations [48, 77, 269, 312].
Given the memory and computing limitations of present state-of-the-art simulations, we
also employ two additional, somewhat less common, techniques for reducing the noise. The
first one pertains to the choice of the particle spline interpolation. The vast majority of fully
kinetic PIC codes uses linear splines. In OSIRIS, an efficient implementation of high-order
(quadratic and cubic) splines is readily available and it is exploited here as a means for
reducing the noise and improving the energy conservation. An example is given in Fig. 4.2,
which compares the spectra from decaying 3D turbulence simulations (see Chapter 6) for
different numbers of particles per cell per species (Nppc) and for different particle spline
interpolations. The results clearly show that cubic splines are much superior to the more
standard linear splines in terms of the noise properties at high (perpendicular) wavenumbers.
The simulation with Nppc = 64 and cubic splines gives results comparable to the run with
Nppc = 125 and linear splines, in terms of noise in the electron density spectrum. In terms
of the noise in the magnetic field, even the simulation with only Nppc = 32 and cubic splines
gives much lower noise levels, compared to the run with linear splines. It is important to
acknowledge that higher order splines require many more floating point operations per
step. However, the most serious bottleneck for present large-scale 3D simulations is quite
often represented by the amount of data that a given supercomputer and its file system
can handle. It is therefore the opinion of the author that higher-order (quadratic or cubic)
splines should be preferred for this particular problem type.
Finally, given that the self-consistent turbulent dynamics of interest is typically relatively
low-frequency, a significant reduction of the noise is also possible by averaging the raw
simulation data over a short time window [40, 77, 118]. Indeed, when the fluctuation
amplitudes in the self-consistent fields are relatively low, it may happen that a considerable
fraction of the smooth field response is merely “covered up” by the noise [113]. We illustrate
the technique based on the 2D simulations from Chapter 5, which were published in
Ref. [40]. In Figure 4.3 we show the contour plots of the electric field (Ex and Ez) and of
the out-of-plane electric current (Jz), with and without short-time averaging. In all cases
shown, the short-time average was performed over a window of duration ∆t = 0.5Ω−1ci . It
is clearly seen that the noise is substantially reduced by short-time averaging, while at
the same time, it preserves the turbulent structures that evolve on a slower time scale.
Further insight is obtained by considering the turbulent spectra shown in Fig. 4.4. In terms
of the spectra, the background thermal noise may be directly estimated as follows. For
each turbulence simulation, we perform a corresponding thermal plasma run with the exact
same parameters (including a mean magnetic field) as in the turbulence simulation. The
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Figure 4.2: Turbulent spectra of the magnetic field (left) and of the electron density (right),
obtained from PIC simulations with different particle counts and different orders of spline
interpolation. All curves shown above correspond to 3D simulations of decaying turbulence
(Chapter 6). The flattening of the spectra at high k⊥ is due to the noise.
kinetic equations are integrated for a few thousand time steps, until the thermal noise
spectra reach a quasi-steady state. The final noise estimates are plotted in Fig. 4.4 with
dashed lines. This clearly shows how the turbulence simulations become dominated by
noise at high wavenumbers. Moreover, it is evident that (i) different fields are affected by
the noise differently, and (ii) the runs with a lower turbulence amplitude () are generally
more influenced by the noise. Same as for the 2D simulations, we also employ short-time
averages in the 3D simulations. In the latter case, we perform the averages over shorter
time windows because the time evolution in 3D tends to be faster than in 2D [87].
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Figure 4.3: Turbulent field structure with and without short-time averaging of the raw
simulation data. The initial fluctuation amplitudes were  = δb/B0 = 0.2 (left panel) and
 = 0.1 (right panel). The ion beta was βi = 0.1. Only a subpart of the whole 2D domain is
shown. All fields have been additionally low-pass filtered to wavenumbers k⊥ < 4/de. 625
particles per cell per species with cubic spline interpolation were used in both simulations.
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Figure 4.4: Effect of short-time averaging on the turbulent spectra in relation to the
background thermal particle noise. Results were obtained from 2D simulations (Chapter 5)
with βi = 0.1 (left) and βi = 0.5 (right) and for different turbulence amplitudes .
To summarize, we give an overview of our main simulation parameters in Table 4.4.
Among others, we also list the typical amount of CPU hours required for a single simulation
of a given type. Further details for each simulation are provided in the following chapters,
where our main results are presented.
Ch. Nparticles Ngrid Nsteps Ncores Interpolation Core-h/run
5 7.5 · 10
9, 19202, ≈ 2 · 105 – 5 · 105 4,096 cubic ≈ 500 k5.2 · 109 20482
6 1.2 · 1011 7682×1536 ≈ 1.3 · 105 32,768 cubic ≈ 4 M
7 5.0 · 1011 9282×1920 ≈ 2.7 · 105 49,152 quadratic ≈ 10 M
Table 4.4: Overview of the numerical simulation parameters.
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Chapter 5
Comparison of kinetic models in
collisionless plasma turbulence
This Chapter is the first in a sequence to present the main results of this Thesis. Here, we
report the results of a detailed kinetic model comparison in two-dimensional (2D), kinetic
range plasma turbulence. Apart from the fully kinetic description, we also include for
reference the results from the reduced-kinetic models described in Sec. 2.3. The results
shown below have been published as an article in the Astrophysical Journal [40].
This study represents the first of its kind, direct comparison of the fully kinetic (FK),
hybrid-kinetic (HK), and gyrokinetic (GK) models in kinetic range, collisionless plasma
turbulence. The need for such a comparison was clearly pointed out in the community
[314], but it was not until this study that the most prominent kinetic models (fully kinetic,
gyrokinetic, and hybrid-kinetic) were directly compared in a turbulent regime, relevant to
space and astrophysical plasmas. The project was led by the author of this Thesis, who
specified the simulation setup and the choice of diagnostics (in close correspondence with
the coauthors), performed the fully kinetic simulations, produced the figures, and provided a
written interpretation of the results, taking into account helpful suggestions and comments
from the coauthors. The reduced-kinetic simulations were performed by the coauthors.
In particular, S. S. Cerri, A. Bañón Navarro, and C. Willmott provided, respectively,
the hybrid-kinetic, gyrokinetic, and KREHM simulation results. Besides analyzing the
fully kinetic simulation output data, the author also carried out the calculation of the
turbulent spectra and spectral ratios, the calculation of scale-filtered mean Jz values, and
the computation of the statistics of magnetic field increments for all reduced-kinetic models
included in the comparison.
We emphasize that the dilemma on the choice of the appropriate (reduced) kinetic
model is not a pure modeling question as much as it is presently a critical physics question.
The subject would concern only modeling if we already had a complete understanding of
how kinetic plasma turbulence works across different regimes. However, a comprehensive
understanding is currently lacking, and for this reason, detailed model comparisons are
crucial in order to conclusively identify the key physical mechanisms that dominate the
kinetic range turbulence. We also stress that the reduced-kinetic models involved in the
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comparison (HK, GK, and KREHM) are by no means trivial, and they may be obtained
rigorously from the fully kinetic description in certain physical limits (see Sec. 2.3). In
recent years, distinct and somewhat contradictory views on the applicability of different
reduced-kinetic models have been advocated in the community [4, 5, 38, 50, 188]. In this
context, the present study might also help in resolving some of the controversies.
The rest of this Chapter is organized as follows. In Sec. 5.1 we describe the simulation
setup and the choice of the plasma parameters. The results are presented in Sec. 5.2.
Several aspects of the kinetic turbulence are considered. First, we analyze in Sec. 5.2.1 the
real space structure of the turbulent fields and intermittency. In Sec. 5.2.2 we consider the
global energy budget and the bulk plasma heating, followed by an analysis of the spectral
features in Sec. 5.2.3. Finally, in Sec. 5.2.4 we analyze non-thermal features in the particle
distribution function. We conclude the Chapter with a summary of our main findings in
Sec. 5.3.
5.1 Problem description and simulation setup
The simulation setup for the comparison was chosen as a compromise between the desire
for maximal physical realism and computational accessibility of the problem. In particular,
we chose to study decaying, 2D plasma turbulence with an out-of-plane mean magnetic
field. Certain aspects of collisionless plasma turbulence are inherently three-dimensional
(3D) [51, 59]. However, 3D kinetic simulations presently require state-of-the-art computing
resources (see Chapters 6 and 7). Based on our experience with the project, any reasonably
successful and comprehensive kinetic model comparison requires a series of test runs, before
an acceptable final set of simulation parameters (for all models involved) is even determined.
Moreover, it is advantageous if the final set of simulations involves a range of different
turbulence regimes in order to better illustrate the key differences between the models.
All of the above objectives would be extremely difficult to achieve in present 3D kinetic
simulations. It is for this reason that we adopt here a 2D simulation setup. Nevertheless,
based on existing literature, we still expect our simplified setup to capture at least some of
the key aspects of collisionless plasma turbulence [38, 87, 134, 315].
As far as the initial condition goes, we adopt a frequently used initial condition known
as the 2D Orszag-Tang vortex [316]. The initial perpendicular fluid velocity u⊥ and the
perpendicular fluctuating magnetic field b⊥ are given by
u⊥ = δu
(
− sin(2piy/L), sin(2pix/L)
)
, (5.1)
b⊥ = δb
(
− sin(2piy/L), sin(4pix/L)
)
, (5.2)
where L is the size of the periodic square, δu is the initial root-mean-square (RMS) fluid
velocity, and δb is the initial RMS fluctuating magnetic field. A mean magnetic field
B0 = B0eˆz is prescribed in the out-of-plane (z) direction. In the FK and HK models,
the fluid velocities are initialized by locally shifting the (Maxwellian) particle velocity
distributions. In the GK model and KREHM, the perpendicular velocity distributions
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are gyrotropic by construction (i.e., they depend only on v⊥ = |v⊥|), so that the same
method is not feasible. Instead, the initial perpendicular velocities in GK and KREHM are
determined from the electrostatic potential, which gives rise to fluid motion via the E ×B
drift [152, 317]. The electric current is initialized self-consistently according to Ampere’s
law:
Jz =
c
4pi
2piδb
L
(
2 cos(4pix/L) + cos(2piy/L)
)
. (5.3)
The latter follows automatically from (5.2) in the HK and GK models (due to the neglect
of the displacement current), whereas in the FK model, both Jz and b⊥ have to be
specified explicitly. Finally, in the FK model, we also explicitly initialize a self-consistent
perpendicular electric field given by
E⊥ = −1
c
u⊥ ×B0, (5.4)
which is the lowest order contribution in the magnetohydrodynamic (MHD), strong guide
field regime.
We perform a series of simulations for different plasma parameters. The main parameters
varied between the runs are the ion beta
βi = 8pin0Ti/B20 (5.5)
and the initial fluctuation amplitude
 = δb/B0 = δu/vA, (5.6)
where vA is the Alfvén speed. All basic plasma parameters used in this (or any other)
Chapter are defined according to Appendix C. When comparing the results in the time
domain, we use the (integral scale) eddy turnover time τ0 as the elementary time unit:
τ0 =
L
2piδu. (5.7)
By normalizing time to τ0 we can directly compare the results obtained from different
models and for different plasma parameters [318].
To summarize, we list our main simulation runs and their corresponding physical
parameters in Table 5.1. A total of four different simulations are considered; two for each
ion beta (βi = 0.1, 0.5). Since  is not a free parameter in GK and KREHM (see Sec. 2.3),
only a single simulation is performed for each βi in the latter case. A reduced ion-electron
mass ratio of 100 is used, mainly due to the computational constraints for the FK model.
All HK simulations are performed with the generalized Ohm’s law (2.30), which includes
electron inertia effects. Each simulation is evolved for about six large-scale eddy turnover
times and the size of the periodic simulation domain L is fixed to about 25 ion inertial
lengths.
The FK, HK, GK, and KREHM simulations are performed using the kinetic codes
OSIRIS [60, 298], HVM [128], GENE [319], and Viriato [152], respectively. A detailed list
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Run βi  mi/me Ti/Te L/di
A1 0.1 0.2 100 1 8pi
A2 0.1 0.1 100 1 8pi
B1 0.5 0.3 100 1 8pi
B2 0.5 0.15 100 1 8pi
Table 5.1: List of simulation runs with their main plasma parameters: the ion beta (βi),
the initial turbulence fluctuation amplitude (), the ion-electron mass ratio (mi/me), the
ion-electron temperature ratio (Ti/Te), and the box size L in units of di.
of numerical simulation parameters for all the codes is given in Ref. [40]. Here, we provide
details for the FK particle-in-cell (PIC) simulations, since these are the ones performed by
the author. Regarding the numerical parameters for the other models, we only mention
briefly that the numerical grid resolution was different for each model. This choice was
made out of convenience, since the smallest physical scale differs between the models. In the
HK model and KREHM the smallest physical scale is the electron inertial length, in GK it
is the electron thermal gyroradius, and in the FK model it is the Debye length. All FK PIC
simulations employ cubic spline interpolation, combined with a second-order, compensated
low-pass filter for the electric current and for the electromagnetic fields felt by the particles
[63]. To reduce the particle noise, we additionally short-time average the raw data over a
window of duration ∆t = 0.5Ω−1ci , before calculating the turbulent spectra and the values
given in Table 5.3. For a detailed discussion of the time averaging, see Sec. 4.4 and Ref. [40].
The remaining numerical parameters for the FK PIC simulations are listed in Table 5.2.
Run Ngrid Nppc ∆x/λD vth,e/c ωpe/Ωce
A1 20482 625 1.0 0.174 1.822
A2 20482 625 1.0 0.174 1.822
B1 19202 1024 1.0 0.185 3.820
B2 19202 1024 1.0 0.185 3.820
Table 5.2: Numerical parameters for the OSIRIS fully kinetic simulations. Ngrid, Nppc, ∆x,
vth,e, and ωpe/Ωce denote, respectively, the number of spatial grid points, the number of
particles per cell per species, the grid spacing, the electron thermal speed, and the electron
plasma to cyclotron frequency ratio.
5.2 Results
We now turn to the main results of the 2D kinetic model comparison. The presentation
is logically divided into several subsections, according to the different types of physical
properties considered. As much as possible within the model assumptions, all diagnostics
are implemented in normalized in an equivalent way for every kinetic model.
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5.2.1 Spatial field structure and intermittency
We begin the analysis and interpretation by considering the real space structure of the
turbulent fields. In Fig. 5.1 we show the contour plots of the out-of-plane electric current,
rescaled by 1/. Overall, a good agreement between all the models is found, except perhaps
in the βi = 0.5 run with KREHM. This is understandable, since KREHM is obtained as
the low-beta limit of GK (see Sec. 2.3.3). On the other hand, KREHM agrees well with the
rest of the simulations for βi = 0.1, even though its formal range of validity is limited to
βi . me/mi = 0.01 for our choice of the reduced mass ratio. This is the first in a series
of examples from this Thesis, where a certain result, obtained from a simplified model,
remains accurate well beyond its formal limit of validity. Looking at Fig. 5.1, it is also seen
that the turbulent field structure changes only very little with the fluctuation amplitude .1
Moreover, the field structure depends more strongly on the plasma beta and on the details
of the kinetic model.
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Figure 5.1: Snapshots of Jz/ at around 3.1 eddy turnover times for βi = 0.1 (left) and
βi = 0.5 (right). The color scale is doubly logarithmic, with a narrow linear scale around
zero to connect the positive and negative extremal values. Black lines represent the contours
of the parallel vector potential Az.
A more quantitative perspective is provided in Table 5.3, where we list the RMS values
1We make this claim with some caution. The structure would certainly change significantly once the
sonic Mach number Ms ∼ /
√
βi reaches values close to unity or higher [320]. However, supersonic regimes
are not considered here.
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of Jz/ at around 4.7 eddy turnover times. Here, we employ short-time averaged data from
the FK simulations to remove any artifacts from the particle noise. Only a single value for
each βi is reported for the GK and KREHM simulations because  is not a free parameter
in these two models. Perhaps the most notable feature is the excess electric current in the
HK model. As argued in the following (see also Ref. [40]), the origin of the excess current is
likely related to the lack of electron Landau damping in the HK approximation with fluid
electrons. The first piece of evidence in support of the claim is obtained by determining
the range of scales, over which the difference in the RMS value accumulates. The latter can
be determined by considering the RMS values of the low-pass filtered Jz, versus the filter
cutoff wavenumber K (Fig. 5.2). As seen in Fig. 5.2, the main difference accumulates over
the range of scales 1/ρi . k⊥ . 1/de, which are still well-resolved in the HK simulations
(see Sec. 5.2.3). Thus, the excess current in the HK model appears to be predominantly of
physical rather than numerical origin, and for obvious reasons the physical origin must be
related to the lack of electron kinetic effects.
J rmsz /
βi = 0.1 βi = 0.5
 = 0.2  = 0.1  = 0.3  = 0.15
FK 1.09 1.24 0.85 0.93
HK 1.31 1.44 1.08 1.24
GK 1.13 0.91
KREHM 1.12 0.82
Table 5.3: RMS values of Jz/ obtained from different kinetic models. The values have
been computed at around 4.7 eddy turnover times in the simulation.
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Figure 5.2: RMS low-pass filtered Jz versus the filter cutoff wavenumber K.
A distinct feature revealed by the snapshots in Fig. 5.1 is the emergence of strong
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electric current sheets.2 This property is fully consistent with a number of previous works
(e.g., [46, 48, 53, 295]), which related the current sheet formation to the intermittency of
(kinetic) plasma turbulence. Motivated by these previous works, we now characterize the
intermittency of the turbulence as obtained from different kinetic models. Classically, the
phenomenon of intermittency is described as a scale-dependent departure from self-similarity
in turbulent flows [99]. In a more loose sense, the term sometimes refers to any turbulence
statistics with a heavy tailed, non-Gaussian probability distribution function (e.g., [146]),
which may or may not be scale-dependent. The most frequent and straightforward scale
decomposition to study intermittency are the two-point field increments, defined as
∆xby(`) = by(r+ `eˆx)− by(r). (5.8)
We consider here the increments of the y component of the fluctuating magnetic field b, with
relative displacements ` in the x direction. Of course, the increments may be in principle
evaluated for any component in any given direction. To improve confidence in the results, we
average the statistics of ∆xby(`) over a time interval between 4.4 and 5 eddy turnover times
in each simulation. The statistics of the perpendicular magnetic field increments are shown
in Fig. 5.3. In accordance with our expectations, the probability distribution functions
develop increasing levels of large-amplitude, non-Gaussian fluctuations with decreasing
scale `. What is perhaps more surprising is that all models capture the intermittency
reasonably well, regardless of their physical approximations. This result appears to be
consistent with the presently somewhat unconventional view of Ref. [188], which argues
that the intermittency of fluidlike quantities should depend little on kinetic physics. On
the other hand, notable differences between the models are seen at the very tails of the
probability distribution functions. These rare, extremal values carry the largest statistical
uncertainties, related to finite sampling artifacts [321, 322]. Moreover, the most intense
events could be affected by the choice of the numerical resolution, which is in our case
different for each model. It is therefore to early to say if the minor quantitative differences
are predominantly physical or not and further studies will be necessary to clarify this point.
To characterize the level of intermittency in even greater detail, we calculate the flatness
of the field increments, defined as F∆xby(`) = 〈∆xby(`)4〉/〈∆xby(`)2〉2, where 〈. . . 〉 denotes
a space average. Large values of the flatness above the Gaussian value of 3 are indicators of
intermittency. As seen in the right panel of Fig. 5.3, the statistics slowly depart from the
Gaussian value of 3 with decreasing scale. A relatively large deviation from the FK model
is seen in the HK results. As already implied in the previous paragraph, this result could
depend significantly on the choice of numerical parameters. In particular, the discrepancy
is larger for βi = 0.1, in which case the smallest resolved scale in the HK model (≈ de) is
further away from the the smallest, well-resolved scale of the FK model (≈ ρe).3
2The sheets are perhaps not seen most clearly in Fig. 5.1 due to the choice of the doubly logarithmic
color scale. In linear scale, the moderate-amplitude fluctuations are hardly visible and only a few sheetlike
structures stand out.
3The smallest well-resolved scale is the scale, beyond which the turbulent spectra artificially steepen or
flatten due to numerical effects related, for instance, to low-pass filtering or particle noise (see Sec. 5.2.3).
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Figure 5.3: Statistics of perpendicular magnetic field increments. Left panel: Probability
distribution functions at different scales for βi = 0.1. Right panel: Flatness of the magnetic
field increments. Dashed lines in left panel show for reference a (normalized) Gaussian
probability distribution.
5.2.2 Global energy budget
Insight into the partitioning of the energy in the turbulent cascade can be obtained by
calculating the global energy time traces, separately for each channel. We divide the mean
energy into
M =
〈
|b|2/8pi
〉
, Ki =
〈
nimi|ui|2/2
〉
, (5.9)
Ii = 〈3niTi/2〉 , Ie = 〈3neTe/2〉 , (5.10)
where M is the fluctuating magnetic field energy, Ki is the ion fluid kinetic energy, Ii is
the ion internal energy, Ie is the electron internal energy, and 〈. . . 〉 represents a space
average. By averaging the local values over the whole periodic domain, any contributions
due to spatial energy transport are eliminated and only the net energy gain or loss for each
channel remains. The remaining forms of energy, the electric field and electron fluid energy,
represent only a very small fraction of the total fluctuating energy (around ≈1%). We also
consider the mean “turbulent energy” [188], hereafter E(t), which we define as the sum of
electromagnetic and species fluid energies:4
E =
〈
|b|2/8pi + |E|2/8pi +∑
s
nsms|us|2/2
〉
. (5.11)
4We do not include the electric field energy, except for the FK model, since it is ordered out of the
energy budget in the non-relativistic limit.
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To highlight the conversions between different forms of energy, we compute the relative
change for each channel (with respect to t = 0), normalized to the initial turbulent energy
E0 = E(0).
The definition of the internal energies in GK and KREHM requires some additional
clarification. Due to the GK expansion of the particle distribution function around a
mean static background F0s(v), only the non-thermal part of the species internal energy is
tracked explicitly, whereas any thermalized species energy, lost via (hyper)collisional and
(hyper)diffusive terms, is considered “dissipated.” The dissipated energy should be counted
as part of the internal energy in order to make contact with the full-f HK and FK models.5
More specifically, we estimate the internal energies in GK and KREHM as
δIs =
〈∫ T0sδf 2s
2F0s
d3v − n0sms|δus|
2
2
〉
+
∫ t
0
Dsdt′ , (5.12)
where δSs = −〈∫ d3v δf 2s /2F0s〉 is the fluctuating species entropy [131], δFs = −T0sδSs
is the perturbed free energy, and Ds is the average dissipation rate, occurring due to
(hyper)collisional and (hyper)diffusive terms in the GK equations. Only δIe is estimated for
KREHM, since ion heating is ordered out of the model by construction [102]. The first term
on the right-hand side of (5.12) corresponds to the non-equilibrium part of the internal
energy [87, 323]. The last term represents the net dissipated fluctuating free energy. In the
FK and HK models, the latter remains part of the internal energy in the form of thermal
fluctuations. We mention that the net dissipative terms are relatively large and cannot be
neglected in the internal energy estimates. In the GK simulation runs, hypercollisionality
amounts to about 56% and 67% of δIe and to around 5% and 14% of δIi at the end of each
simulation for βi = 0.1 and βi = 0.5, respectively.
The final results for the bulk evolution of different energy channels are shown in Fig. 5.4.
Overall, the moderate differences between the models are fully consistent with the physical
assumptions of each model. The partitioning of the bulk energy in GK turbulence matches
more closely the FK results for lower values of the fluctuation amplitude , while the general
dependence on βi appears to be well captured. Similarly, KREHM is much more accurate
for βi = 0.1, which is a natural consequence of its low-beta assumption. The HK simulations
agree well with the FK model predictions in terms of the ion quantities, whereas a slight
excess energy is seen in the magnetic field, which may be in part attributed to the lack
of electron heating.6 Perhaps the most interesting aspect is the dissipation of the total
turbulent energy (5.11) and its partitioning between the ions and electrons for different
values of βi and . Note that we refer here to bulk dissipation and heating in a more
loose, coarse-grained sense. In other words, we do not explicitly distinguish the properly
thermalized (i.e., dissipated) energy from the non-thermal fluctuations. Such frequently
used terminology [252, 325, 326] is motivated by the fact that the global species internal
5This aspect was not fully appreciated in some previous works [323].
6In the HK simulations, any cascaded energy not lost via ion heating is eventually dissipated by numerical
low-pass filters [324]. This energy would be in reality converted to electron heat [46]. At least for the
particular choice of HK simulation parameters used, the numerical filters do not fully compensate for the
actual electron heating observed in other models.
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energies are smooth and strictly monotonically increasing functions of time. Thus, from a
practical standpoint, an explicit distinction between irreversible (collisional) heating and
energy transfer to non-thermal fluctuations is perhaps not crucial from the global energy
budget perspective.7
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Figure 5.4: Mean energy time traces for βi = 0.1 (left) and βi = 0.5 (right). Shown from top
to bottom are the relative changes in magnetic energy, ion fluid energy, turbulent energy
(5.11), ion internal energy, and electron internal energy.
With the above-mentioned simplification in mind, let us now briefly discuss the bulk ion
and electron heating (i.e., the species internal energy gain) in the kinetic plasma turbulence.
In consistency with other works [6, 18], the ion heating increases going from βi = 0.1 to
βi = 0.5, whereas the electron heating is relatively unchanged. The trend may be anticipated
from linear Landau and transit-time damping of kinetic Alfvén waves (KAWs) [6]. The
total turbulent energy dissipation (i.e., the decay of E(t)) depends only very little on . In
contrast, the relative ion heating increases with , whereas the electron heating drops. The
latter is observed independently of the beta. Consequently, the → 0 limit employed in
7In contrast, locally in real space the energy transfer to/from the particles is highly oscillatory and not
sign-definite [54, 98, 292].
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GK tends to underestimate the ion-electron heating ratio, compared to a situation with
a finite . On the other hand, the convergence of the FK results towards the GK limit
proceeds at a relatively fast rate upon decreasing the fluctuation amplitude. The question
how acceptable is the GK approximation for predicting the ion and electron heating rates is
therefore situation-dependent. In many practical situations, such as solar wind turbulence,
the effective fluctuation amplitudes are expected to be small [4], and in such cases GK
might provide a reasonable, although perhaps not entirely accurate [55], estimate of the
ion and electron heating. It may be also worth commenting on the possible physical origin
of the enhanced ion heating with increasing . Based on global time traces alone, it is
difficult to make any definitive conclusions, but a reasonable possibility would appear to
be stochastic ion heating [55, 147, 148], which depends strongly on  and is ordered out of
the GK model by definition. Finally, the ion heating estimates obtained from the HK and
FK models are very similar, as expected. To the extent that the electron heating serves
merely as an ultimate small-scale turbulent energy sink [18], the ion-electron heating ratio
can be accurately obtained from the HK model. This possibility is perhaps slightly at odds
with our results, given the observed excess magnetic energy in the HK model. However,
it is important to acknowledge that our simulations likely provide an incomplete picture
since (i) our turbulence is 2D and decaying, and (ii) our scale separation between ions and
electrons has been artificially reduced.
5.2.3 Spectral features
We now turn to the spectral features of the turbulent solutions. We base our analysis on
the one-dimensional (1D) perpendicular wavenumber spectra. According to a standard
procedure, the 1D spectra are obtained by dividing the k⊥ plane into discrete shells of
width ∆k⊥ = 2pi/L, followed by a summation over the squared Fourier-mode amplitudes
contained in each shell. The shells are centered at integer values of ∆k⊥ = 2pi/L. The
spectra from the FK simulations are calculated using the short-time averaged data to reduce
contributions from the thermal particle noise. We study the spectra of several quantities
in order to obtain a reasonably comprehensive view of the spectral features of the kinetic
turbulence. More specifically, we consider the total fluctuating magnetic field spectrum
Eb(k⊥), the electron density spectrum Eδne(k⊥), the perpendicular electric field spectrum
EE⊥(k⊥), and the parallel fluctuating magnetic field spectrum Ebz(k⊥). All spectra are
normalized such that the sum over all spectral shells yields a (fixed) constant. In this way,
we compensate for the differences in the bulk energy variations between different models at
any given time in the simulation. In addition, we average the (normalized) spectra over a
time interval from 4.4 to 5 eddy turnover times.
The 1D turbulent energy spectra are compared in Fig. 5.5. First, we comment on
the differences in the smallest well-resolved scale between different models, which were
already touched upon in Sec. 5.2.1. The smallest well-resolved scale is in practice limited by
hyperdiffusive terms and numerical low-pass filters in the HK, GK, and KREHM simulations,
and by particle noise in the FK PIC simulations. Inspection of the results shown in Fig. 5.5
reveals that this scale is roughly comparable to `⊥/pi ≈ 1/k⊥ ≈ de for the HK simulations
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and to `⊥/pi ≈ 1/k⊥ ≈ ρe or so for the rest. It should be understood that any model
differences are physically meaningful only over the well-resolved range of scales. With this
aspect in mind, it can be noticed that all kinetic models produce very similar spectra, except
perhaps the HK model, which yields somewhat shallower magnetic spectra at sub-ion scales.
The shallower HK spectra are consistent with the excess RMS electric current and with the
excess mean magnetic energy reported in previous sections. Since the shallower spectra are
observed over the well-resolved range, the difference can be presumably attributed to the
lack of electron Landau damping in the HK model.
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Figure 5.5: 1D turbulent wavenumber spectra for βi = 0.1 (left) and βi = 0.5 (right).
Vertical dotted lines indicate different kinetic plasma scales. Shown from top to bottom are
the fluctuating magnetic, perpendicular electric, and electron density spectra.
The possibility that the HK spectra have shallower slopes at sub-ion scales due to
the lack of electron Landau damping was further investigated in Ref. [40]. To this end,
an additional set of KREHM simulations was carried in the isothermal electron limit
(simulations were performed by C. Willmott), with δT‖e in (2.43) set to zero. Since electron
Landau damping is the only heating channel available in KREHM [102], the isothermal limit
helps to clarify its relative importance. We show these results for reference in Fig. 5.6. It is
seen that the isothermal electron limit of KREHM agrees well with the HK results, albeit
with some minor differences for βi = 0.5, which are a natural consequence of the low-beta
assumption of KREHM. On the other hand, when the isothermal electron assumption is
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relaxed, the KREHM spectra match much more closely the FK results.
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Figure 5.6: KREHM magnetic energy spectra with and without electron heating (i.e.,
Landau damping) for βi = 0.1 (top) and βi = 0.5 (bottom). For comparison, we also show
the corresponding HK and FK spectra. Note that the k⊥ & 1/de range in the HK results is
affected by numerical artifacts related to low-pass filtering.
Next, to study the spectral properties in greater detail, we calculate the ratios of the
1D spectra, as described in Sec. 3.3.4. The turbulent field ratios have been frequently
considered as a diagnostic for detecting the presence of wavelike features by comparison
with linear theory predictions [144, 145, 236, 237]. For the case of KAWs in the idealized
limit 1/ρi  k⊥  1/ρe, the analytical predictions are given by (3.61) and (3.65)–(3.67).
Before proceeding, it is important to mention a significant limitation of our 2D simulation
setup with an out-of-plane guide field B0 = B0eˆz. Many relevant kinetic-scale waves exist
for highly oblique, yet not purely perpendicular propagation angles with respect to the
mean magnetic field. In our 2D geometry, the wave vectors are purely perpendicular to B0.
On the other hand, this does not imply that the local parallel wavenumber k‖ is zero (see
Sec. 3.2.2). Indeed, the large-scale perpendicular magnetic fluctuations may act as a local
guide field on the smaller-scale fluctuations and give rise to a local parallel wavenumber
k‖ ≈ b<⊥ · k⊥/B0, where b<⊥ is a low-pass filtered b⊥ with a cutoff scale around ≈ k⊥/2
[40, 78, 87, 144]. In this way, the small-scale fluctuations acquire a small but finite effective
k‖, which supports the existence of various linear modes such as KAWs. Nevertheless, it is
still worth to remember that a considerable amount of degrees of freedom is inevitably lost
in 2D geometry. In particular, the so-called effective k‖ is not a free parameter but depends
directly on the magnetic field fluctuations, whereas in 3D, modes with arbitrary k‖ may be
populated. With these caveats in mind, we now proceed with the spectral ratios analysis.
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The spectral ratios are shown in Fig. 5.7. At kinetic scales for βi = 0.5, the FK
results agree remarkably well with the GK simulations, where KAWs are the only relevant
linear modes at kinetic scales [4, 131]. Thus, we are able to demonstrate by means of
model comparisons, that the kinetic range turbulent fluctuations in a β ∼ 1 plasma are
predominantly of KAW type, even when the full range of kinetic physics is taken into
account. Here, the result is strictly speaking limited to 2D turbulence, but we will show
in Chapters 6 and 7 that it carries over remarkably well to the full 3D geometry. Notable
deviations from the GK approximation are seen only at large scales (k⊥ . 1/di). For
βi = 0.1, some of these deviations carry over to kinetic scales, although to a limited degree.
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Figure 5.7: Spectral ratios of the 1D spectra for βi = 0.1 and βe = 0.5. Black dashed lines
indicate the asymptotic KAW predictions, formally valid for 1/ρi  k⊥  1/de.
The discrepancy between the FK and GK models at large scales and nature of the HK
turbulent ratios at kinetic scales was investigated in Ref. [40] further, based on numerical
solutions of the HK and GK dispersion relations [52, 327]. The numerical solutions of
the dispersion relations were obtained by D. Told and the main physical interpretation
was given by the author. Here, we only briefly summarize the main points. In short,
considering the assumptions of each model and the damping rates of various linear modes,
the fast magnetosonic modes and the (generalized) ion Bernstein waves were identified as
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the possible source of the deviations between the FK and GK models.8 Both the fast waves
and ion Bernstein modes are ordered out of GK. For our choice of simulation parameters,
the fast mode would be subject to ion cyclotron resonance at around k⊥ ≈ 1/di (assuming
highly oblique propagation angles). Beyond k⊥ ≈ 1/di, the energy in the fast modes may
be channeled via mode conversion into ion Bernstein waves. Such conversion could be
relevant in the βi = 0.1 regime (but not for βi = 0.5), because the GK ratios deviate in
that case even for wavenumbers k⊥ & 1/di. It is also worth mentioning that the Bernstein
waves at ω > Ωci are weakly damped in the HK model, whereas in the FK description they
are additionally subject to electron damping. This could potentially explain why the FK
ratios tend to converge onto the GK results with increasing k⊥, whereas the HK ratios
do not exactly share the same trend. Finally, linear theory predicts an abrupt change in
the spectral ratios around k⊥di ≈ 10 if the KAWs were exposed to significant cyclotron
resonance around ω ≈ Ωci. No such change is seen in our turbulent solutions, in consistency
with the arguments against cyclotron resonance given in Sec. 3.3.2 and in Ref. [4].
5.2.4 Non-thermal fluctuations in the particle distribution func-
tion
Finally, we consider the non-thermal fluctuations in the particle distribution function.
Detailed studies of the particle velocity space are challenging in FK PIC simulations, due
to the finite sampling of the velocity space with computational particles. However, a
relatively robust measure may be obtained by considering the amount of deviation from a
local Maxwellian velocity distribution [38, 132]. In particular, we study here the so-called
non-thermal free energy fluctuations [39, 228, 256, 328]:
δE˜s(r) =
∫ T0sδf˜ 2s
2F0s
d3v , (5.13)
where δf˜s is a modified, perturbed distribution function with vanishing lowest three moments
(density, fluid velocity, and temperature) and F0s is the equilibrium background distribution.
In this way, direct contributions from fluidlike quantities are eliminated and δE˜s may be
used to probe where (in real space) the largest non-thermal fluctuations occur. In the
FK and HK models we define δf˜s = fs − F0s, where F0s is the local Maxwellian with
the same lowest three moments as the total fs. In KREHM, and equivalent expression
may be defined based on an expansion of ge (Eq. (2.40)) in a Hermite basis for v‖ (see
Refs. [40, 101, 102, 256]). Due to the limited availability of advanced diagnostics required
for this particular analysis, our study of non-thermal fluctuations is rather limited in scope
but it nevertheless reveals some intriguing properties of the kinetic turbulence.
The spatial distribution of the non-thermal fluctuations in the FK, HK, and KREHM
simulations is shown in Fig. 5.8. Due to the above-mentioned limitations, we only consider
the electron fluctuations in the FK model and KREHM, based on the v⊥-integrated velocity
8For some additional linear results and discussions on fast waves and ion Bernstein modes, see Refs. [142,
229, 240].
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distribution, and the ion non-equilibrium fluctuations in the HK model. The restriction to
the v‖ coordinate for the electrons can be motivated physically based on previous works,
which showed that the electron distribution develops fine structures predominantly in the
parallel component [49, 87, 98, 296]. In consistency with previous works employing related
diagnostics [38, 49, 132], we observe highly non-uniform spatial distributions of the non-
thermal free energy. Instead of being distributed randomly, we find that these fluctuations
cluster around the saddle points of the parallel vector potential Az, which correspond in
2D to sites of magnetic reconnection. As is well known, reconnection converts magnetic
energy into fluid kinetic energy by changing the topology of the magnetic field [329]. As
an extension of previous studies of laminar (i.e., non-turbulent) kinetic-scale reconnection
[101, 296], we find that the energy release by reconnection leads to enhanced non-thermal
fluctuations, which may eventually convert into heat by cascading to progressively finer
scales in velocity space [69, 98, 101]. For the electrons, the results point toward a close
relationship between reconnection and Landau damping in kinetic plasma turbulence, since
Landau damping is known to preferentially generate fine structures in the v‖ coordinate of
the perturbed velocity distribution [102].
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Figure 5.8: Spatial distribution of the non-thermal fluctuations at around 4.7 eddy turnover
times for βi = 0.1. The color scale is normalized to the maximum value for each plot.
Overplotted are the contours of the parallel vector potential Az.
It may be also of some interest to quantify how anisotropic the particle distributions
are on average. In this context, two relevant measures are
As =
〈
P⊥s
P‖s
− 1
〉
, A∅s =
〈
2 |P⊥s1 − P⊥s2|
P⊥s1 + P⊥s2
〉
, (5.14)
where As is the mean pressure/temperature anisotropy with respect to the direction of the
magnetic field, A∅s is the mean species agytrotropy [330], and 〈· · · 〉 represents a space
average. Both measures are defined in terms of the species pressure tensor Ps, where
P‖s = eˆ‖eˆ‖ :Ps, P⊥s = (Tr(Ps)−P‖s)/2, eˆ‖ = B/|B|, and P⊥s1, P⊥s2 are the two eigenvalues
of Ps in the plane perpendicular to eˆ‖. The mean species temperature anisotropies and
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agyrotropies at the end of each FK PIC simulation are reported in Table 5.4. These values
are calculated here in addition to the results reported in the published article [40]. A
slight, -dependent average departure from isotropy is seen in the electron temperature
anisotropy, Ae, and in the ion agyrotropy, A∅i. The increased values of the parallel electron
temperature may be related to Landau damping. Overall, the obtained average values
of As and A∅s are relatively small, such that the particle velocity distributions can be
considered on average isotropic to a reasonable approximation. It appears that the kinetic
turbulence alone is not a very efficient mechanism to produce a globally anisotropic particle
distribution; at least not on the typical time scales covered in present FK simulations.
βi  Ai Ae A∅i A∅e
0.1 0.2 0.010 −0.108 0.098 0.016
0.1 0.1 0.000 −0.047 0.049 0.014
0.5 0.3 −0.005 −0.06 0.096 0.013
0.5 0.15 −0.004 −0.02 0.048 0.012
Table 5.4: Space-averaged values of the species temperature anisotropy As and agyrotropy
A∅s, obtained from the FK model towards the end of each PIC simulation at around 6
eddy turnover times.
5.3 Summary and conclusions
We performed a detailed comparison of different kinetic descriptions of 2D collisionless
plasma turbulence, with application to space and astrophysical plasmas. This is the first time
that the prominent fully kinetic (FK), gyrokinetic (GK), and hybrid-kinetic (HK) models
were directly compared in a turbulent regime over the kinetic range of scales. The approach
allowed us to conclusively identify some of the key properties of the kinetic turbulence and
to highlight the strengths and limitations of various reduced-kinetic descriptions. The main
findings include the following:
• All models describe the kinetic-scale turbulent structures reasonably well. The only
notable exception is the low-beta KREHM approximation, which is inaccurate for
βi = 0.5, as expected. The intermittency of the magnetic field is not particularly
sensitive to the level of detail included in the kinetic description. At the very tails
of the probability distribution functions of magnetic field increments, we do observe
clear quantitative differences. However, the latter result might be very sensitive to
the exact choice of numerical parameters and further studies will be necessary to
clarify if the quantitative differences are indeed physical.
• The conversion of the bulk turbulent energy into ion and electron internal energy
depends on the turbulence fluctuation amplitude  and on the (ion) beta βi. For
a finite , GK tends to underestimate the ion-electron heating ratio. On the other
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hand, the general βi-dependence of the heating ratio appears to be reasonably well
captured by GK. The ion heating obtained from the HK model matches the FK
predictions. The total (effective) turbulent dissipation in the HK model, occurring
due to small-scale numerical filtering and ion heating, appears to be somewhat slower
compared to other models, which explicitly resolve electron kinetic features (or at
least a part of it).
• A good overall agreement is found in terms of the turbulent spectra, but a closer
inspection revels discrepancies. The HK model produces somewhat shallower magnetic
spectral slopes at sub-ion scales, which may be presumably attributed to the lack
of electron Landau damping. Perhaps somewhat surprisingly, a shallower slope for
the magnetic field spectrum is observed at wavenumbers only slightly larger than
≈ 1/ρi (for our choice of the reduced mass ratio, mi/me = 100). The FK and GK
spectra are in remarkable agreement at kinetic scales for βi = 0.5, which demonstrates
the dominance of KAW-like fluctuations in the kinetic turbulence. The βi = 0.1
regime appears to be slightly more complex and shows minor disagreements between
the FK and GK models at kinetic scales, which could be possibly attributed to ion
Bernstein modes. At large scales (k⊥ . 1/di), a fraction of the energy is carried by
fast magnetosonic waves, which are ordered out of GK, but are well-described by the
HK and FK models.
• An inspection of non-thermal free energy fluctuations implies a close relation between
(electron) Landau damping and reconnection in kinetic-scale plasma turbulence,
similarly as previously demonstrated in studies of laminar kinetic-scale reconnection
[101, 296]. The result also supports the conjecture of Ref. [54], which argues that
Landau damping in a turbulent plasma can be spatially highly non-uniform.
• KREHM delivers surprisingly accurate results already for βi = 0.1, even though its
formal range of validity is limited to βi . 0.01 for our choice of the reduced mass
ratio.
We emphasize that the conclusions, as they stand, are strictly speaking applicable only
to the particular set of examples studied. We have already commented on the limitations
of 2D simulations [51, 59]. It is by no means obvious that the above conclusions could
be directly applied in 3D, but in the following Chapters 6 and 7 we show that several
results in fact do carry over to 3D. A similar remark can be made regarding the question of
forced versus decaying turbulence. In the following, we present both forced and decaying
3D fully kinetic simulations and we do not observe any obvious changes in the turbulent
properties when the system is forced instead of decaying. Finally, an inherent limitation
of our simulations is admittedly the use of a reduced ion-electron mass ratio. A realistic
mass ratio might diminish the differences between the FK and HK models at sub-ion scales,
as well as potentially expose a departure from the KAW turbulence phenomenology deep
in the sub-ion range, close to the electron scales [226]. No definitive conclusion on the
effects of the reduced mass ratio can be made at this point. On the other hand, it is worth
5.3 Summary and conclusions 83
mentioning that significant electron kinetic effects close to ion scales have been reported
even in studies employing realistic mass ratios [52, 98].
In conclusion, by means of direct model comparisons we were able to clearly expose the
strengths and limits of reduced-kinetic approximations for describing weakly collisional tur-
bulence in space and astrophysical plasmas. Any turbulence property correctly reproduced
by a reduced-kinetic model directly eliminates the relevance of the neglected kinetic effects
for predicting that particular feature. For example, in the β ∼ 1 regime our results readily
establish that the kinetic range spectral properties can be predicted from the physics of the
GK model, without the need to invoke any effects beyond GK (at least for setups similar
to the ones studied here). Finally, the present study might also provide valuable hints for
other model comparisons in kinetic plasma turbulence. The need for a comprehensive set
of comparisons was clearly pointed out in the so-called “Turbulent Dissipation Challenge”
[314].
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Chapter 6
3D fully kinetic study of kinetic
Alfvén turbulence
We now present the first set of our three-dimensional (3D) fully kinetic simulations of
plasma turbulence. Here, we consider decaying turbulence for vanishing and non-vanishing
values of the normalized mean cross-helicity σc (see Sec. 3.2). Most of the results included
in this Chapter have been published as an article in Physical Review Letters [78].
Only a very limited number of 3D fully kinetic computational studies of astrophysical
and space plasma turbulence have been performed to date (e.g., [77, 82, 83, 269]). Previous
works focused on diverse aspects, such as intermittent turbulent heating and structure
formation [77, 269], whistler wave turbulence [82, 331], bulk plasma heating by kinetic
Alfvén wave (KAW) turbulence [252], or particle acceleration in highly relativistic regimes
[9]. On the other hand, it was never investigated if a critically balanced cascade of KAWs
(see Sec. 3.3) develops naturally from first physics principles, as the turbulence transitions
from the magnetohydrodynamic (MHD) into the sub-ion range. Moreover, supposing the
latter answer was (largely) affirmative, it was unclear if the obtained turbulent spectra
would bear any similarities with previous results based on the gyrokinetic approximation
[36, 39, 42, 85, 205]. This gap in the literature was the main motivation for the work
presented below. All simulations were performed by the author on the SuperMUC system
at the Leibniz-Rechenzentrum under project number “pr74vi.” The author of this Thesis
also analyzed the data to obtain the results shown below, produced the figures, and wrote
the published paper [78]. The original calculations of the local scale-dependent anisotropy,
presented in Ref. [78] (in Fig. 4 of the main letter and in Fig. 1 of the supplement), were
performed by A. Mallet. The latter result is reproduced here independently by the author,
yielding estimates consistent with those of Ref. [78].
The rest of the Chapter is organized is follows. We provide numerical simulation details
in Sec. 6.1, followed by the main results in Sec. 6.2. The results include an overview of the
spatio-temporal dynamics (Sec. 6.2.1), turbulence spectra and spectral ratios (Sec. 6.2.2),
and the local anisotropy (Sec. 6.2.3). We also consider some additional aspects. In Sec. 6.2.4
we study the effects of a mean cross-helicity on the kinetic range turbulence, and in Sec. 6.2.5
we analyze the ion and electron energy fluctuations, computed along their self-consistent
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trajectories. A summary of our results and the conclusions are given in Sec. 6.3.
6.1 Simulation details
Before presenting the main results, we first describe the simulation setup. Two different
simulations are performed using the fully kinetic particle-in-cell (PIC) code OSIRIS (see
Chapter 4). A detailed description of the initial condition for the decaying turbulence is
given in Appendix A. It is important to note that the initialization is limited to large scales
above ρi and does not a priori constrain the kinetic fluctuations to be KAW-like. Other
simulation parameters are given below.
Both 3D simulations have identical parameters, except for the initial value of the
normalized mean cross-helicity
σc =
〈|z+⊥|2 − |z−⊥|2〉
〈|z+⊥|2 + |z−⊥|2〉
, (6.1)
where z±⊥ are the Elsässer variables (see Sec. 3.2). We initialize σc at t = 0 to σc0 = 0 in
the first run and to σc0 = −0.45 in the second run. Values of σc close to zero correspond
to so-called balanced (MHD) turbulence with an equal flux of shear Alfvén wave packets
propagating parallel (z−⊥) and antiparallel (z+⊥) to the mean magnetic field B0 = B0eˆz.
Large values of |σc| close to unity correspond to strongly imbalanced regimes, which are
typical for the fast streams of the solar wind [32, 218]. The slow streams, on the other
hand, are typically only moderately imbalanced. Most existing turbulence phenomenologies
(implicitly) assume σc ≈ 0. We therefore take our balanced simulation with σc0 ≈ 0 as the
main reference for comparison with the KAW turbulence phenomenology.
The spatial resolution in both simulations is (Nx, Ny, Nz) = (768, 768, 1536) with 64
particles per cell per species. The fields and particle current are interpolated with cubic
splines, which significantly reduce the particle noise compared to lower-order splines (see
Sec. 4.4). To further reduce noise and grid aliasing effects, a second-order compensated
binomial filter is applied to the electric current and to the fields felt by the particles at
each time step [63]. During each simulation, the total net energy of the fields and particles
is conserved up to 0.04%. An elongated periodic box with dimensions L⊥ = 17.0di and
Lz = 42.4di in directions perpendicular and parallel to B0, respectively, is chosen and a
reduced ion-electron mass ratio of mi/me = 64 is used. We adopt the reduced mass ratio
in order to make the simulation tractable on the computational resource employed. Ion
and electron velocity distributions are initialized as Maxwellians with equal temperatures,
yielding an (initial) species beta of βs = 8pin0Ts/B20 = 0.5. The electron plasma to
cyclotron frequency ratio is set to ωpe/Ωce = 2.83. A different phase is chosen for each
initialized Alfvén wave mode and the initial value of σc is controlled by adjusting the
phase difference according to Eq. (A.12) of Appendix A. The initial turbulence fluctuation
amplitude  = δu/vA = δb/B0 is chosen so as to satisfy critical balance at the box scale:
 = L⊥/Lz ≈ 0.4. To reduce particle noise, we employ short-time averages (see Sec. 4.4)
when analyzing the turbulent spectra and the local spectral anisotropy. In particular, we
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average the raw field data over a time interval of ∆t = 2.4Ω−1ce and ∆t = 11.9Ω−1ce for the
run with σc0 = 0 and σc0 = −0.45, respectively. Before calculating the local anisotropy, we
downsample the grid data by a factor of 2 in each dimension to speed up the computation.1
Note that the simulations employ a large resolution in order to (marginally) resolve the
Debye scale. The actual kinetic scales of interest are well represented at a reduced grid
resolution. For a list of commonly used symbols and plasma parameter definitions see
Appendix C.
6.2 Results
We now present the results of the massively parallel 3D kinetic simulations. Sections 6.2.1
to 6.2.3 focus on the comparison of the globally balanced turbulence (σc0 ≈ 0) results with
phenomenological expectations for KAW turbulence (see Sec. 3.3). The imbalanced regime
is considered in Secs. 6.2.4 and 6.2.5.
6.2.1 Spatio-temporal evolution
The first set of the results serves as a rough illustration of the spatio-temporal dynamics.
To this end, we show in Fig. 6.1 the global time traces of the magnetic energy and of
the mean squared electric current, together with a spatial snapshot of the current in a
well-developed turbulent state. Throughout this Chapter, we normalize time to the large-
scale Alfvén transit time, tA = Lz/vA, and we analyze the spectra at different times in the
simulation. Consistent with a strong turbulence regime, characterized by critical balance
[4, 136], the system reaches a well-develop turbulent state in a time comparable to tA.
The magnetic energy undergoes a relatively rapid decay due to ion and electron heating.
By the end of the simulation, the ion and the electron internal energies increase by 17%
and by 15%, respectively. Thus, it may be inferred that the ion-electron heating ratio is
close to unity. The bulk fluid energy equals the fluctuating magnetic energy at t = 0 (as
a result of our initialization) and decays at a similar rate as the latter. In contrast, the
electric current undergoes a transient period, during which it is rapidly amplified, before it
eventually fades away. The current amplification is believed to be a generic feature of the
transition to strong plasma turbulence and it may be attributed to current sheet formation
[53, 132, 208, 210, 264, 297].2 It was recently proposed that current sheet formation could
be explained in terms of nonlinear interactions between counterpropagating Alfvén wave
packets [297]. Our results are in principle consistent with the idea, since the current sheets
develop on a time scale of ∼ tA, which is the natural interaction time for a strong, large-scale
Alfvén wave collision.
1We low-pass filter the data to k < kmax/2 beforehand to avoid any grid aliasing effects.
2An animation, showing how the current sheets form in our 3D kinetic simulation, is available as part of
the supplemental material for Ref. [78].
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Figure 6.1: Left: Global time traces of the fluctuating magnetic energy (a) and of the mean
squared electric current (b). The traces are normalized to the values at t = 0. The markers
in panel (b) indicate the times at which we analyze the spectra (t1/tA = 0.71, t2/tA = 0.88,
t3/tA = 1.06). Right: Snapshot of the parallel electric current at time t2 in the simulation.
6.2.2 Turbulent spectra and spectral ratios
Next, we consider the one-dimensional (1D) perpendicular wavenumber spectra of the
decaying turbulence. In Fig. 6.2 we show the power spectra of the b, E⊥, and δne fields
at time t1 = 0.71tA. Qualitatively very similar results are obtained at later times in the
simulation (not shown). The results from our 3D fully kinetic simulation appear to be
consistent with in situ spacecraft measurements of the solar wind [27, 235, 255] and show
similar features as the turbulent spectra previously obtained from various reduced-kinetic
3D simulations [36, 39, 47]. Indeed, the magnetic spectra at sub-ion scales of the solar
wind typically exhibit spectral exponents around −2.8 [27, 235], which is similar to what is
observed in our simulation. However, due to the reduced mass ratio of 64, a precise spectral
exponent cannot be established because the magnetic spectrum progressively steepens upon
approaching electron scales. The latter trend is also observed in spacecraft measurements
and in gyrokinetic simulations employing realistic proton-electron mass ratios [27, 39, 43].
Essentially, according to the KAW turbulence phenomenology (see Sec. 3.3.3), the
magnetic and electron density spectra are expected to reach equipartition at sub-ion scales
in appropriately normalized units. From (3.66), we obtain the linear KAW prediction
|b/B0|2 ≈ |δne/n0|2 for β = βi + βe ≈ 1, which is consistent with our simulation results
over the (narrow) range between the ion and electron scales. This key result demonstrates,
based on a first principles 3D kinetic simulation, that the sub-ion scale turbulence is
highly compressible, as anticipated for a turbulent cascade of KAWs [59, 145]. The
alternative whistler turbulence model [59, 80, 81, 143, 244, 245] predicts only negligible
density fluctuations and cannot explain this result. A closer look at Fig. 6.2 shows that
the density spectrum, while in approximate equipartition with the magnetic spectrum,
is somewhat shallower than the latter. Present phenomenological predictions for KAW
turbulence assume exact energy equipartition between |δne|2 and |b⊥|2 in the normalized
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units and cannot predict the difference in the spectral slopes (see Sec. 3.3.3). While this
trend appears to be present in a number of simulations [39, 59, 134], its possible physical
origin has been rarely discussed to our knowledge. The difference could be attributed to
the finite extent of the sub-ion range, determined by the square root of mi/me. However,
we believe there is no strong basis to argue that the density and magnetic field ought to be
in precise equipartition, even if the sub-ion range is taken to be asymptotically large. The
motivation comes from the fact that the electron reduced MHD equations (see Sec. 3.3.1)
cannot be brought into a perfectly symmetric form for δne and b⊥ (or equivalently, for
b‖ and b⊥).3 Instead, as already noted by Boldyrev et al. [59], a deviation from exact
equipartition may be also an inherent property of nonlinear KAW turbulence dynamics,
analogous to the residual energy phenomenon in MHD turbulence [213, 219, 222, 223].
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Figure 6.2: Turbulent spectra of the magnetic (b), perpendicular electric (E⊥), and electron
density (δne) fluctuations at time t1 = 0.71tA. A −2.8 slope is shown for reference. Dotted
vertical lines indicate various kinetic plasma scales. The flattening of the spectra in the
range k⊥ & 20/di is due to particle noise.
To obtain further insight into the nature of the kinetic range fluctuations, we calculate
the ratios of the 1D spectra. The results computed at different times in the simulation are
shown in Fig. 6.3. For reference, we show the spectral ratios obtained from a 2D gyrokinetic
simulation with βi = βe = 0.5 and mi/me = 100 from Chapter 5 (gyrokinetic simulation
data were provided by A. Bañón Navarro). An excellent agreement between the fully kinetic
and gyrokinetic results is found between the ion and electron scales. The ratios are also in
good agreement with the linear asymptotic KAW predictions (3.65)–(3.67). The amount of
kinetic physics present in the gyrokinetic model (see Sec. 2.3.2) is in general quite heavily
constrained, since the fluctuations are assumed to be strongly anisotropic (k‖/k⊥  1),
small-amplitude (δb/B0  1), and of low-frequency (ω/Ωci  1). With these assumptions,
3For a formulation of electron reduced MHD in terms of b‖ and b⊥, see Cho and Lazarian [241]. They
use a parallel derivative of the form ∇‖ = (1 + b‖/B0)∂/∂z + (b⊥/B0) · ∇⊥. Assuming the ordering (3.34),
the (b‖/B0)∂/∂z term is small and can be neglected.
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KAWs are the only relevant linear modes at sub-ion scales [4, 131]. Considering the fact that
we resolve frequencies up to ω ∼ ωpe  Ωci, our 3D simulation domain is only moderately
elongated in the direction parallel to B0, and that our fluctuations are relatively large, the
agreement with linear KAW predictions and gyrokinetics is quite remarkable and indicates
a certain robustness of KAW turbulence, well beyond the physical limits that have been
frequently adopted in its theoretical and computational studies [4, 5, 36, 42, 56, 59].
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Figure 6.3: Spectral field ratios at different times in the 3D fully kinetic simulation. For
reference, we show the ratios from a 2D gyrokinetic simulation, presented in Chapter 5.
The black dashed lines indicate the linear asymptotic KAW predictions (3.65)–(3.67).
6.2.3 Local scale-dependent anisotropy
Given the results shown above, it may be concluded that the kinetic range turbulence is
predominantly composed of fluctuations with polarization properties of KAWs. However,
based on spectral ratios alone it is difficult to judge on the relevance of wavelike features
in strongly nonlinear plasma turbulence. One might ask, what if the KAW spectral ratio
predictions happen to fall, by chance, in some general class of kinetic turbulence, not
necessarily related to any sort of wave activity? This critical concern may be clarified by
considering the local spectral anisotropy k‖(k⊥), where k‖ is characteristic wavenumber
measured along the local mean magnetic field at perpendicular scale λ ∼ 1/k⊥ (see Sec. 3.2.2).
If the linear footprint of KAWs is indeed preserved in a state of strong turbulence, as
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anticipated by the critical balance conjecture [4, 5, 136], a scale-dependent anisotropy
should be observed, such that the linear and nonlinear terms approximately balance. In
particular, the scale-dependent ratio of linear (KAW) to nonlinear time scales χ = τl/τnl
may be inferred from the anisotropy as χ(k⊥) ≈ k⊥δb⊥k⊥/[k‖(k⊥)B0], where δb⊥k⊥ is a
typical fluctuation amplitude at perpendicular scale λ ∼ 1/k⊥ [4, 241, 245]. The definition
may be qualitatively explained by the fact that KAW packets disperse with a relatively fast
parallel velocity (Eq. (3.55)), whereas the perpendicular wave dispersion is negligible. Thus,
according to critical balance, the parallel dynamics of a localized eddy is characterized
by wave dispersive effects, whereas its perpendicular evolution is governed by nonlinear
turbulence interactions.
From a technical perspective, the local anisotropy is considerably more challenging to
estimate than the energy spectrum and very few attempts have been made to evaluate
the local anisotropy in kinetic range plasma turbulence [205, 241, 245, 253]. In MHD
turbulence, the anisotropy is traditionally estimated with the help of two-point field
increments, δb(r0, r) = b(r0 + r)−b(r0), computed in directions parallel and perpendicular
to the local mean field [138, 157, 159, 160]. However, two-point increments have a poor scale
selectivity in spectral space and cannot extract the true scaling of any signal with a spectrum
steeper than E(k) ∝ k−3 in a given spatial direction [146, 169, 241]. Phenomenological
treatments of KAW turbulence predict very steep parallel wavenumber spectra, the standard
prediction being E(k‖) ∝ k−5‖ (see Sec. 3.3.3). Thus, two-point field increments cannot be
used. To overcome the limitations of two-point increments, Cho and Lazarian [241, 245]
proposed a local anisotropy estimate based on a sequence of spectral band-pass filters in
k⊥. Here, we follow their approach, which can be summarized as follows.4 At a given
k⊥ =
√
k2x + k2y scale, a local fluctuating field δbk⊥(r) and a local mean field B0k⊥(r)
are extracted. The fluctuating field is obtained by eliminating the Fourier modes with
wavenumbers greater than 2k⊥ or smaller than k⊥/2. The local mean field is obtained by
low-pass filtering the total field to wavenumbers smaller than k⊥/2. It is important to use
a band-pass filter of logarithmic width to extract the scale-dependent fluctuations.5 An
effective, scale-dependent k‖ is then estimated as
k‖(k⊥) ≈ 〈|B0k⊥ · ∇δbk⊥|
2〉1/2
〈|δbk⊥|2〉1/2〈|B0k⊥|2〉1/2
, (6.2)
where 〈. . . 〉 represents a space average.
Estimates of the local anisotropy and of the nonlinearity parameter at time t2 = 0.88tA
in our simulation are shown in Fig. 6.4. Similar results are obtained for times t1 = 0.71tA
and t3 = 1.06tA [78]. The local anisotropy scalings of 3D fully kinetic, sub-ion scale plasma
4Known alternatives include multi-point field increments or the indirect inference of k‖ from the k⊥ − ω
energy spectrum [205]. A detailed discussion on multi-point increments and their limitations is given in Cho
and Lazarian [241]. The frequency spectrum method of TenBarge and Howes [205] rests on the assumption
that each frequency can be unambiguously associated with a given k‖, which may not be appropriate if
linear modes other than KAWs are permitted by the model.
5Essentially, the scale extraction should be reasonably well localized both in real space and in spectral
space. A filter of fixed (absolute) width in k⊥ is very badly localized in real space.
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turbulence have been so far reported in the literature only for the simulations performed in
the scope of this Thesis [78, 161]. Between the ion and electron scales, we find a strong
scale-dependent anisotropy, which yields a nonlinearity parameter of order unity. As implied
by this simple estimate, it appears that the sub-ion range turbulence is close to a state of
critical balance (χ ∼ 1) between the linear KAW and nonlinear time.6 It also happens so,
that the slope of k‖(k⊥) on the logarithmic graph is roughly 1/3, in consistency with the
standard prediction for a critically balanced KAW cascade [4, 5]. It would be incorrect to
confuse this result as a validation of the assumptions used in deriving the standard KAW
turbulence predictions (see Sec. 3.3.3), which neglect any corrections due to dissipation
or intermittency. Indeed, in its most simple version the model also predicts an energy
spectrum of the form E(k⊥) ∝ k−7/3⊥ , which is inconsistent with our results. Potential
reasons for spectral indices steeper than −7/3 have been widely discussed in recent literature
[16, 56, 86, 233, 332]. Without taking sides on the open issue, we only mention here that a
sub-ion scale energy spectrum steeper than ∼ k−7/3⊥ is not necessarily incompatible with
an anisotropy exponent of ' 1/3 or similar when various extensions of the basic KAW
turbulence phenomenology are taken into account. In conclusion, while the exact form of the
KAW turbulence spectral scalings is presently an open question, our work demonstrates—in
terms of fully kinetic 3D simulations—the general feasibility of kinetic range turbulence
models based on the physics of KAWs and critical balance.
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Figure 6.4: Local spectral anisotropy of the 3D decaying kinetic turbulence (a) at time
t2 = 0.88tA in the simulation. The bottom panel (b) shows the nonlinearity parameter χ,
which can be inferred from the anisotropy.
6The steepening of the anisotropy curve close to electron scales and beyond is most likely a consequence
of particle noise. However, it is not entirely unimaginable that the slope steepens at electron scales for
physical reasons [247]. In either case, our definition of χ is not appropriate at scales k⊥ & 1/de, because it
does not account for electron inertia.
6.2 Results 93
6.2.4 Impact of cross-helicity on the sub-ion scale turbulence
So far we have considered an idealized regime of balanced turbulence, characterized by
(nearly) vanishing values of the normalized cross-helicity σc. However, plasma turbulence
in many natural systems (notably in the fast solar wind [218]) may be far from σc ≈ 0. It
is therefore of interest to study the impact of a mean cross-helicity on the kinetic range
turbulence. To this end, we perform a second 3D PIC simulation of decaying turbulence
with σc0 = −0.45 at t = 0 (see Sec. 6.1) and we carry out the same analysis as in previous
sections.
In Fig. 6.5 we compare the global time traces of the fluctuating magnetic energy and of
the mean squared current in the balanced and imbalanced simulations. Most notably, the
simulation with σc0 = −0.45 reaches lower values of the peak electric current, which may
be considered as a sign of reduced nonlinear activity. The result can be naturally explained
in the framework of MHD turbulence, where nonlinear interaction occurs only between
counterpropagating Alfvén wave packets [136, 184, 310]. The nonlinear MHD interaction
is therefore maximized for σc = 0 and vanishes for |σc| = 1, which corresponds to states
with purely copropagating Alfvén waves. In the simulation with σc0 = −0.45, the electron
heating is slightly reduced compared to the σc0 = 0 case. By the end of the simulation,
the electron internal energy increases by 11% and the ion one by 16%. It may be also
worth noting that the level of imbalance slowly increases with time in the simulation with
σc0 = −0.45. For instance, at time t2 = 0.88tA we obtain σc = −0.59.
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Figure 6.5: Comparison of global time traces between the balanced (σc0 = 0) and imbalanced
(σc0 = −0.45) kinetic turbulence simulations.
In the kinetic range, the same line of reasoning as in MHD turbulence does not apply
directly because KAWs are dispersive, so that copropagating wave packets can catch up
with each other and interact [5]. Instead, what may be expected is that the energy will be
passed on into the kinetic range at a somewhat slower rate due to the reduced nonlinear
transfer from the largest (MHD-like) scales. This is supported by the results shown in
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Fig. 6.6, where we compare the turbulence spectra at time t1 = 0.71tA in both simulations.
The spectral energy at scales k⊥ . 1/di of the imbalanced simulation exceeds the energy
of the balanced simulation, whereas at kinetic scales the opposite is observed. On small
kinetic scales far from the transition, the spectral slopes appear to be relatively insensitive
to the large-scale imbalance. Moreover, the magnetic and electron density spectra remain in
approximate equipartition, according to the KAW turbulence predictions. Good agreement
with linear KAW predictions is also found in terms of the spectral ratios (see supplemental
material for Ref. [78]).
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Figure 6.6: Impact of a mean cross-helicity on the kinetic range turbulence spectrum. Left
panel compares the magnetic spectra and the right panel shows the electron density spectra.
Finally, Fig. 6.4 compares the local anisotropy and the nonlinearity parameter estimates.
Both runs give similar results, albeit with some minor differences. In particular, the
nonlinearity parameter is reduced at sub-ion scales and the slope of the anisotropy curve is
slightly shallower for σc0 = −0.45. Both features can be interpreted as a sign of reduced
nonlinear interaction. On the other hand, the differences are altogether only moderate,
such that the kinetic turbulence remains reasonably close to a state of critical balance.
In summary, we confirmed that our results are not very sensitive to the exact level of
the mean cross-helicity. Therefore, we expect our qualitative conclusions to be applicable to
a wide range realistic scenarios with moderate levels of imbalance in the Elsässer fields z±,
such as kinetic turbulence in the slow solar wind streams. The results also give hope that
the KAW turbulence phenomenology could be formally extended to regimes with σc 6= 0.
A theoretical attempt along these lines is yet to be made, in contrast to MHD turbulence
where various extensions have already been proposed (e.g., [220, 221]).
6.2.5 Lagrangian particle statistics
It may be also of some interest to consider the turbulence statistics computed along the
self-consistent ion and electron trajectories (i.e., in the Lagrangian particle frame). Such
analysis may give useful insight into the mechanisms behind particle energization and
acceleration in kinetic plasma turbulence. Here, we consider an ensemble of 4,096 randomly
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Figure 6.7: Impact of a large-scale imbalance on the local anisotropy of the 3D kinetic
range turbulence. The estimates are compared at time t2 = 0.88tA in the simulations.
selected ion and electron macroparticles in the 3D PIC simulation with σc0 = −0.45. In the
context of 3D fully kinetic simulations aimed at solar wind turbulence, the results shown
below are to our knowledge the first attempt along these lines. Without going into an
in-depth analysis we merely point out some of the interesting possibilities that the particle
tracking diagnostics can offer.
In what follows, we split each particle’s instantaneous velocity vs(t) into a parallel and
perpendicular part as v‖s = eˆ‖ · vs and v⊥s = vs − eˆ‖eˆ‖ · vs, where eˆ‖ = B(t)/|B(t)| is
the direction of the total magnetic field, interpolated along the particle trajectory. Due to
the limited sample size of tracked particles, we average below the normalized probability
distribution functions (PDFs) over a time interval between ≈ 0.5tA and ≈ 1.6tA. Since the
turbulence is decaying, the averaging cannot be strictly justified but it is adopted here as a
necessity in order to obtain reasonably well-behaved statistical estimates.
In Fig. 6.8 (left panel) we show the PDFs of the instantaneous energy transfer to/from
the particles, split between the parallel and perpendicular contributions as dW‖s/dt =
qsv‖s(t) · E(t) and dW⊥s/dt = qsv⊥s(t) · E(t), respectively. The instantaneous energy
transfer that a particle experiences along its self-consistent path is highly oscillatory and
features a considerable fraction of large-amplitude “kicks.” The PDFs are nearly symmetric
functions and are characterized by exponentially decaying tails with shallower exponents
for the parallel transfer. Essentially, in an infinitesimal amount of time, a given particle
has nearly equal probability of gaining or loosing energy. A more visual representation of
the particle dynamics is shown in the right panel of Fig. 6.8, which displays a few sample
electron trajectories. Different types of particle motion can be identified, ranging from the
highly energetic passing particles to velocity reversals at the magnetic mirrors.
As shown above, the instantaneous energy transfer is highly oscillatory and tells little
96 6. 3D fully kinetic study of kinetic Alfvén turbulence
0 1 2 3 4 5 6 7 8 9
[dW⟂ ∥ s∥dt] ∥σ
10−6
10−5
10−4
10−3
10−2
10−1
100
PD
F
[dW∥ i∥dt]⟂
[dW∥ i∥dt]−
[dW⟂ i∥dt]⟂
[dW⟂ i∥dt]−
[dW∥ σ∥dt]⟂
[dW∥ σ∥dt]−
[dW⟂ σ∥dt]⟂
[dW⟂ σ∥dt]−
Figure 6.8: Particle energization in 3D kinetic plasma turbulence. Left panel: Distribution
of the instantaneous energy transfer to/from the particles, dW⊥‖s/dt = qsv⊥‖s(t) · E(t),
sampled along the particle trajectories. Dotted line shows a normal Gaussian distribution
for reference. Right: Visual representation of a few sample electron trajectories. The colored
sides of the box and the isosurfaces represent |E|. The trajectories are colored according to
the instantaneous particle energy.
about the fact that the particles gain energy on average as the turbulent energy dissipates.
It is therefore more instructive to consider the Lagrangian energy increments over a finite
time scale τ .7 For an appropriate, physically motivated choice τ & τ0 it may be expected
that the net energy transfer will be positive and the PDFs of the energy increments will
be non-symmetric. In the context of our fully kinetic simulations, it is of some particular
interest to study the perpendicular heating, which may arise (among others) from the
stochastic scattering of the particles on finite-amplitude, low-frequency electromagnetic
fluctuations [55, 147, 148, 334]. In short, when the gyroscale fluctuations exceed a critical
amplitude, the particle perpendicular motion becomes stochastic and decorrelates on a time
scale τ0s ∼ (Ωcss)−1, where s is a relative strength of gyroscale fluctuations [148]. For
moderately low betas, s can be estimated as s ∼ δuρs/v⊥s, where δuρs is an effective E×B
drift amplitude on scale λ ∼ ρs. On longer time scales (τ  τ0s), the stochastic motion
leads to energy-space diffusion, resulting in a net statistical energy gain if the particle
distribution fs is a decreasing function of v⊥ [148]. Stochastic heating is a mechanism
ordered out of gyrokinetics by construction [188], since it violates the conservation of the
magnetic moment µs = ms|γsv⊥s|2/(2|B|). Given these circumstances, we characterize the
perpendicular energization in terms of the fractional changes in the magnetic moment. In
principle, µs should not contain contributions from large-scale (fluid) drift motion [335].
7Our idea was inspired by an analysis of Lagrangian particles in fluid turbulence [333].
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To improve our estimates, we thus transform the perpendicular velocities into the local
frame of uE×B = c(E ×B)/B2, before calculating µs. The uE×B drift is estimated from
the local fields, interpolated along each particle’s trajectory. Since the drift is well-defined
only for low-frequency motion of the (effective) guiding center, uE×B(t) is low-pass filtered
to (Lagrangian) frequencies below Ωcs/2, before performing the velocity transformation.
The PDFs of the fractional changes in µs for two different Lagrangian increments τ are
displayed in Fig. 6.9. We take the characteristic decorrelation time for stochastic motion
τ0s ∼ (Ωcss)−1 as the reference time scale and we calculate the PDFs for τ1 = τ0s/4 and
τ2 = 4τ0s. For simplicity, we estimate s ≈ δbρs/B0, where δbρs is a typical gyroscale
magnetic fluctuation amplitude (evaluated using a band-pass filter). From this we obtain,
i ≈ 0.14 and e ≈ 0.03.8 Since the fluctuations at the electron Larmor scale are nearly
a factor of ≈ 5 smaller than the ones at ion scales, it is reasonable to expect that the
stochastic heating would be much more efficient for the ions. This is implicitly supported
by our results in Fig. 6.9. In particular, the fractional changes in the ion magnetic moment
increase substantially for Lagrangian increments longer than the decorralation time scale τ0i
and the PDFs acquire a distinct non-symmetric shape with very large violations of µi at the
tails of the distribution. For electrons, the latter trend is not observed as clearly as for the
ions. It is also seen that the average increase of µi is facilitated by a fraction of ions, which
heavily violate the magnetic moment conservation. Supporting evidence is also provided
by a visual inspection of the ion trajectories, which exhibit highly irregular perpendicular
motion (not shown). Altogether, these results imply that stochastic ion motion may be a
viable perpendicular heating mechanism in KAW turbulence, whenever the ion gyroscale
fluctuations cannot be assumed small. As a side note, we also performed an equivalent
analysis for a thermal plasma PIC simulation and we found substantially smaller violations
of µ conservation for both ions and electrons. This indicates that the trends seen in Fig. 6.9
are of physical rather than numerical origin.
In addition to the Lagrangian particle statistics, we also show in Fig. 6.10 for reference
the global particle velocity distributions toward the end 3D fully kinetic simulation. We
visualize the distributions in the reduced v‖ − v⊥ space by averaging fs over fixed shells in
the v⊥ plane. A very close look at the figure shows that the core electron distribution has
a slightly larger parallel spread, whereas the ion core distribution is somewhat elongated in
the perpendicular direction. The latter is consistent with the possibility of perpendicular
stochastic ion heating, although there might be also other kinetic processes contributing
to the slightly increased perpendicular spread. Interestingly, an excess population of ions
is found at large positive values of v‖ in the range v‖ & vth,i. Recall that the velocity
distributions are obtained here from the imbalanced turbulence simulation. For our choice
of the (initial) cross-helicity, there is an excess of large-scale shear Alfvén waves propagating
in the positive parallel direction. These waves transition into an imbalanced flux of KAWs
around the ion gyroscale, where resonant ion heating via the Landau resonance is possible
8We also considered a definition of s based on the average δuρs/vth,s ratio, where δuρs is the RMS,
band-pass filtered uE×B drift in the (Lagrangian) frequency range: Ωcs/2 ≤ ω ≤ 2Ωcs. This gives estimates
consistent with those based on δbρs/B0, within a difference of ≈ 15%.
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Figure 6.9: Statistics of the fractional change in the magnetic moment ∆µs(τ) in a given
time scale τ . Solid and dashed lines represent positive and negative fractional increments,
respectively. The mean fractional changes are reported with colored labels on the graph.
[54, 131]. Since the KAW frequency is comparable to ω ∼ k‖vA at ρi and because our ion
beta βi = v2th,i/v2A ≈ 0.5, it is expected that the ions with parallel velocities comparable
to or larger than vth,i will resonate with KAWs most efficiently. Furthermore, due to
the imbalance, the resonant wave-particle interaction should be stronger for positive v‖.
Our result in Fig. 6.10 is consistent with such interpretation and provides in this sense
circumstantial evidence for resonant ion heating via Landau damping in KAW turbulence.
For the electrons, the slightly increased parallel spread of the core may as well be a sign of
Landau damping, although no clear conclusion can be made based on the results at hand.
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Figure 6.10: Global electron (left) and ion (right) velocity distribution functions toward the
end of the turbulence simulation with σc0 = −0.45, visualized in the v‖ − v⊥ plane. White
dashed lines show for reference a circle with radius vth,s to help recognizing the deviations
of the core from an isotropic Maxwellian.
A reader may find it perhaps somewhat surprising that the deviations of the global ion
and electron velocity distributions from an isotropic Maxwellian are relatively moderate
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and that the distributions are rather well-behaved and smooth, despite the presence of
a turbulent cascade. The latter can be heuristically explained based on the following
argument. Let us ask, what is the amount of turbulent energy, ∆E, available to energize
the particles compared to the energy in the thermal background Eth? On the eddy turnover
time scale, an amount of ∆E ∼ δb2 energy can be cascaded to small scales and energize
the particles. Thus, on time scales comparable to an eddy turnover time, the fraction
of available energy is ∆E/Eth ∼ β−1(δb/B0)2. If the plasma beta is of order unity, the
available energy is a relatively small fraction of the thermal background, even for moderate
fluctuation amplitudes  = δb/B0. This shows that, at least on the time scales accessible
in present 3D fully kinetic simulations, there is typically not a lot of energy available for
strong global deformations of the particle velocity distribution, unless perhaps in the tails of
the distribution where there are not many particles.9 In conjunction, a number of processes
may act to restore a state close to equilibrium on longer time scales, including an effective
(numerical) collisionality [69, 97, 98, 131].
6.3 Summary and conclusions
We performed a set of fully kinetic 3D simulations of decaying plasma turbulence, covering
the transition from the tail of the MHD turbulence into the sub-ion range and beyond.
The physical parameters are chosen to mimic the conditions found in the slow streams of
the solar wind at around 1 AU, where the plasma beta and ion-electron temperature ratio
are typically both close to unity. The initial fluctuations at the start of each simulation
are limited to scales above the ion gyroradius and the initialized shear Alfvén waves are
only moderately oblique. It is therefore not evident that KAW turbulence would naturally
develop at sub-ion scales of the fully kinetic simulations. Other possibilities, such as whistler
wave turbulence [80–82, 143, 244, 245], cannot be a priori ruled out. However, we find
that the sub-ion scale spectral ratios are well consistent with theoretical expectations for
KAW turbulence. We also estimate the local spectral anisotropy and the ratio of linear
to nonlinear turbulence time scales χ. Between the ion and the electron scales, we obtain
a strong scale-dependent anisotropy with k‖ < k⊥ and a nonlinearity parameter of order
unity (χ ∼ 1), in broad agreement with critical balance [4, 5, 136].
A number of additional aspects of the 3D kinetic plasma turbulence are also studied.
By varying the initial level of the normalized cross-helicity, σc0, between the two runs we
show that the KAW turbulence scalings are not very sensitive to moderate variations in
the cross-helicity, which are naturally found in the slow solar wind [32]. On the other
hand, slight differences can be still seen compared to the balanced regime with σc0 = 0. In
particular, the sub-ion range nonlinear interaction is weakened as |σc0| is increased to a value
above zero. Finally, we analyze the particle energy increments in the Lagrangian frame and
obtain evidence for the violation of the magnetic moment conservation via perpendicular
9Note, however, that even a relatively small anisotropy in the distribution function can lead to kinetic
instabilities, in particular if the plasma beta is large [11, 149, 151].
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stochastic ion heating [148]. The global ion velocity distributions exhibit also signatures of
resonant parallel heating via the Landau resonance with KAWs.
Even though we resolve the full range of 3D kinetic physics, it is fair to mention
the limitations imposed by present computational constraints for our massively parallel
computations. Most notably, we use a reduced ion-electron mass ratio of 64, which reduces
the scale separation between the ions and electrons by a factor of ≈ 5.4, compared to a
proton-electron plasma. No definitive answer can be given regarding the impact of the
reduced mass ratio, although it should be noted that our results are in good agreement
with in situ solar wind measurements [27, 145, 235, 276], as well as with gyrokinetic
simulations employing realistic mass ratios [36, 39]. For what is worth, in the following
Chapter 7 we present a 3D fully kinetic simulation with mi/me = 100 and external forcing.
No significant qualitative differences are found compared to the results presented in this
Chapter. Significantly improved parameters for fully kinetic simulations will have to await
the next generation of supercomputers. Here we demonstrated, for the first time based on
fully kinetic 3D simulations, that the sub-ion range turbulent fluctuations in a β ∼ 1 plasma
naturally evolve towards a state consistent with the phenomenology of KAW turbulence.
As such, our results improve confidence in the KAW turbulence phenomenology and shed
light on some of the ongoing debates in the field [50, 188, 226, 227].
Chapter 7
Kinetic turbulence in astrophysical
plasmas: waves and/or structures?
For many years, the question of the relative importance of wavelike features and coherent
structures has intrigued astrophysical and space plasma turbulence researchers. The debate
on waves and structures emerged historically in the context of magnetohydrodynamic
(MHD) turbulence [136, 336–338] and shifted more recently towards the kinetic range of
scales [48, 53, 188, 235, 238, 277, 339]. Wavelike interpretations of magnetized plasma
turbulence defy the classical Kolmogorov picture of Navier-Stokes turbulence [99], where
linear physics is of no particular interest. Many natural turbulent systems are, however, not
of the standard Navier-Stokes type and may support waves. Prominent examples include
magnetized plasmas, rapidly rotating, and/or stratified fluid flows [340]. The question then
arises how does the linear response affect the turbulent dynamics, and in particular the
nonlinear formation of turbulent structures [53, 337, 341].
A far reaching phenomenological interpretation of turbulence in systems that support
waves emerged with the critical balance conjecture of Goldreich and Sridhar [136] for MHD
plasma turbulence (see Sec. 3.2). Their seminal contribution later paved the way for many
highly significant works on astrophysical plasma turbulence [4, 5, 14, 206], and since then,
the concept of critical balance received attention even in fields outside of plasma physics
[190, 342, 343]. It is important to note that critical balance is essentially a statement
about the persistence of wavelike features in strongly nonlinear turbulence. However, the
phenomenology put forward by Goldreich and Sridhar makes no explicit connection to the
pervasive structure formation in plasma turbulence [13, 210, 277, 295, 344], nor does it
account for the resulting intermittency of the turbulent fields [37, 57, 58, 254, 345]. The
latter aspect is presently the subject of ongoing investigations [58, 188, 277, 297, 346],
since it is not immediately obvious how structure formation—an inherently nonlinear
process—should come into play, if strong plasma turbulence were to preserve a linear wave
footprint.
In this Chapter, we straightforwardly address the dilemma on waves and structures in
kinetic plasma turbulence by means of a joint analysis of observational and simulation data.
In particular, we introduce a novel set of diagnostic measures to study the interplay between
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large-amplitude structures and wavelike features in kinetic range plasma turbulence. The
simulation results are obtained from an externally driven, three-dimensional (3D) fully
kinetic turbulence simulation, and the observational data are based on in situ measurements
from the Cluster [274] and MMS [275] spacecraft. Most of the results shown below are
presently available as a preprint article ([161], submitted to Physical Review X). The
author of the Thesis performed the kinetic simulation, devised the generalized spectral ratio
definitions (see Sec. 7.1.4), analyzed the observational and simulation data, produced the
figures, and wrote the draft paper [161], taking into account a number of valuable comments
and suggestions from the coauthors. A preliminary analysis of spacecraft measurements
(not shown) was carried out by C. H. K. Chen, who also proposed the original project and
provided the observational data.
The rest of this Chapter is organized as follows. In Sec. 7.1 we detail the scientific
methods used to obtain our results. This includes an overview of the kinetic simulation
(Sec. 7.1.1), a description of solar wind spacecraft data (Sec. 7.1.2), wavelet analysis
techniques (Sec. 7.1.3), and the generalized spectral ratio definitions (Sec. 7.1.4). The
results of the analysis are presented in Sec. 7.2. The turbulence statistics are characterized
by calculating the scale-dependent flatness (Sec. 7.2.1). We then depict the structure
formation in the simulation and discuss its relation to the spatial variability of the local
wavelet spectra (Sec. 7.2.2). Moreover, we show that the kinetic-scale structures are to
a good approximation pressure balanced (Sec. 7.2.3). Finally, we present the generalized
spectral field ratios, estimated from simulation and observational data (Sec. 7.2.4). To
order unity, we find that the large-amplitude structures themselves approximately satisfy
the linear field ratio predictions for kinetic Alfvén waves (KAWs). The implications of this
quantitative evidence are discussed in Sec. 7.3, where we demonstrate the possibility of a
scale-dependent and intermittent alignment between the perpendicular electron fluid velocity
and the magnetic field. Similar to angular alignment in MHD turbulence [158–160, 206, 207],
we argue that the alignment may lead to a progressive and intermittent weakening of the
nonlinearity in KAW turbulence. We conclude the Chapter with a summary of our main
results in Sec. 7.4.
7.1 Methods
In the following, we provide technical details on the kinetic simulation, the selection of
spacecraft data, the wavelet analysis techniques, and on the generalized spectral field ratios.
In addition, we also present the magnetic spectra and the local spectral anisotropy estimates,
obtained from the driven 3D kinetic simulation. The details provided below are essential
for a complete understanding of the main results presented in Sec. 7.2.
7.1.1 Driven 3D fully kinetic simulation
The fully kinetic, particle-in-cell (PIC) simulation is performed with the OSIRIS code (see
Chapter 4). The Cray XC40, Shaheen, at the King Abdullah University of Science &
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Technology (KAUST) in Thuwal, Saudi Arabia was utilized for the reported numerical
results. The simulation ran on 49,152 CPU cores for a total time of about 10 million
aggregate computing hours. Unlike in the few previous 3D fully kinetic simulations aimed
at solar wind, sub-ion range turbulence [77, 78, 269], we include an external forcing
and we evolve the kinetic equations until a quasi-steady turbulent state emerges. The
spatial resolution is (Nx, Ny, Nz) = (928, 928, 1920) with 150 particles per cell per species.
Quadratic spline interpolation is used for the current deposit and for the interpolation of the
Lorentz force. A second-order compensated binomial filter is applied to the electric current
and to the electromagnetic fields felt by the particles at each step [63]. A mean magnetic
field B0 is imposed in the z direction. The electron plasma to cyclotron frequency ratio is
ωpe/Ωce = 2.86 and the ion-electron (reduced) mass ratio is mi/me = 100. The physical box
dimensions are (Lx, Ly, Lz) = (18.9, 18.9, 48.3)di. For a list of common plasma parameters
and their definitions see Appendix C. The external forcing, described in Appendix B, is
included in the form of a time-varying external electric current Jext [305]. We apply Jext
at the lowest wavenumbers. The mean frequency of the forcing is ω0 = 0.9 · ωA0, where
ωA0 = 2pivA/Lz is the lowest shear Alfvén wave frequency, and the temporal decorrelation
rate is γ0 = 0.6 · ω0. At the start of simulation, the ion and electron velocity distributions
are isotropic Maxwellians with βi ≈ βe ≈ 0.5. To reduce particle noise in the subsequent
analysis, we short-time average the raw simulation data over a time window of duration
∆t = 2.0 · Ω−1ce .
In Fig. 7.1 we illustrate the approach towards a statistically steady turbulent state
in the simulation. We employ a strong external current drive, such that the fluctuation
amplitudes towards the end of the simulation approximately satisfy the large-scale, critical
balance condition: δb/B0 ≈ L⊥/Lz ≈ 0.4 (Fig. 7.1, top panel). The plasma beta slightly
increases during the simulation as a result of ion and electron heating. At the end of the
simulation, we obtain βi ≈ 0.56 and βe ≈ 0.51 in terms of the space-averaged local beta
values. The evolution of the one-dimensional (1D) magnetic energy spectrum is shown
in bottom panel of Fig. 7.1. The steady-state spectrum is in reasonable agreement with
spacecraft measurements, showing typical spectral exponents around −2.8 at sub-ion scales,
while steeper exponents are measured close to electron scales and beyond [27, 235]. Similar
to Ref. [134], we further reduce the particle noise by filtering out the noise-dominated
modes with kzdi > 12 (see inset of Fig. 7.1).
An important piece of information is obtained from the local spectral anisotropy
estimates presented in Fig. 7.2 (see Sec. 6.2.3 for additional details). At sub-ion scales, the
k‖(k⊥) relation indicates a strong, scale-dependent anisotropy with an approximate slope
of 1/3 on the logarithmic graph, in agreement with previous results from Chapter 6. For
reference, we include an alternative anisotropy estimate obtained using a two-dimensional
(2D) Halo wavelet decomposition in k⊥ ([347, 348], see also Sec. 7.1.3), instead of a sharp
band-pass filter [78, 241].1 From the anisotropy, we infer the typical ratio of linear (KAW)
to nonlinear time scales, χ = τL/τNL ≈ k⊥δb⊥k⊥/[k‖(k⊥)B0], where δb⊥k⊥ is a typical
1The local mean magnetic field is in that case defined via a Gaussian low-pass filter with the same
spread in k⊥ as the analyzing wavelet.
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Figure 7.1: Approach towards a statistically steady state in the 3D PIC simulation. Top:
Time evolution of the root-mean-square fluctuating magnetic field. Bottom: 1D magnetic
energy spectrum as a function of k⊥ from t/tA = 0.66 (solid red curve) to t/tA = 2.24 (blue
curve), where tA = Lz/vA. Dashed red line shows the k⊥ spectrum at t/tA = 2.24, after the
noise-dominated modes with kzdi > 12 (see inset) have been removed.
fluctuation amplitude at perpendicular scale λ ∼ 1/k⊥ [4, 78, 241, 245]. Even though the
fluctuation amplitudes in our simulation are relatively large, the linear time scale appears
to be on average comparable to the nonlinear time scale. In order to make nonlinear effects
dominant (χ 1), the 3D turbulence would need to sustain a quasi-2D state, which would
correspond to a nearly flat curve for the spectral anisotropy. This essential piece of evidence
implies that the linear, wave-crossing time scale is of clear dynamic relevance and motivates
a further exploration of the turbulence wavelike features.
7.1.2 Spacecraft data
Solar wind data for the analysis are obtained from the Cluster [274] and MMS [275] space
missions. In particular, we select 7 hours of Cluster measurements and a 159 second long
interval from MMS. The intervals chosen were previously studied by Chen et al. [242] and
Gershman et al. [278], respectively. During the measurement, the Cluster spacecraft were in
the free streaming solar wind far from the Earth’s foreshock. The MMS measurements, on
the other hand, were taken in the Earth’s magnetosheath [247] at a location well separated
from the bow shock and from the magnetopause. The mean plasma beta ratios are βi ≈ 0.26
and βe ≈ 0.62 for Cluster and βi ≈ 0.27 and βe ≈ 0.03 for the MMS interval. As is regularly
done, we convert the spacecraft frame frequencies fsc to (perpendicular) wavenumbers
k⊥ by invoking the Taylor hypothesis [34, 35]: k⊥ ≈ 2pifsc/(|VSW| sin θBV ), where VSW is
the mean solar wind speed and θBV is the mean angle between B0 and VSW during the
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Figure 7.2: Local spectral anisotropy (top) and the typical ratio of linear to nonlinear time
scales (bottom), estimated at the final stage of the forced 3D kinetic simulation.
measurement.2 For Cluster, θBV ≈ 76◦ so that the sin θBV factor can be neglected, whereas
for the MMS data θBV ≈ 14◦ [278]. The average angle between B0 and the wave vector
k, estimated in Ref. [278] using the k-filtering technique [279], is very close to 90 degrees
for the selected MMS interval, thus justifying the conversion to k⊥ even though θBV is
relatively small.
The analyzed data includes magnetic field measurements from Cluster and the magnetic
field and electron density measurements from MMS. High-resolution electron density
measurements are not available from Cluster. This is the main reason why we include here
the MMS data, even though the MMS interval is rather short and generally less suitable for
the intermittency analysis than the Cluster interval, which covers many typical turbulence
correlation times [293]. Better suited data from MMS are presently not available to our
knowledge [278]. We also mention that the accessible range of scales is limited by the
various measurement uncertainties. In terms of perpendicular wavenumbers (estimated
using Taylor’s hypothesis), the analysis is limited to k⊥ . 10/di for Cluster and to k⊥ . 1/de
for the MMS interval.
7.1.3 Wavelet scale decomposition
Since our aim is to study the impact of spatially localized structures on the spectral field
ratios, we require a scale decomposition with a good localization in both configuration
and spectral space. Wavelet transforms appear as a natural choice for the task [169, 347].
Here, we adopt complex-valued Morlet wavelets [347–349], which have been often utilized
in recent years as a tool for the analysis of in situ solar wind turbulence measurements
[200, 277, 346, 350]. The 1D Morlet wavelet basis functions ψ1D can be represented in
2Here we also implicitly assume a strong spectral anisotropy with k ≈ k⊥  k‖.
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spectral space as band-pass filters of the form
ψ̂1Ds (k) = Θ(k) exp
(−(k − ks)2
2(ks/k0)2
)
, (7.1)
where k0 = 6 is a dimensionless parameter [347], Θ(k) = 1 for k > 0 and zero otherwise, and
ks is a characteristic wavenumber scale. The wavelet scale s can be expressed as s = k0/ks.
For some signal f(x), the Morlet wavelet transform f˜s(x) at a given scale s is obtained
from the inverse Fourier transform of f̂ ψ̂s, where f̂ is the Fourier-transformed original
signal. The wavenumbers {ks} are logarithmically spaced and increase in fractional powers
of 2. The choice of the number of scales per octave is, however, somewhat arbitrary due to
the inherent information redundancy associated with continuous wavelet transforms [349].
Based on the complex wavelet coefficients, a local and scale-dependent fluctuation can be
defined as δfs(x) = c1 Re{f˜s(x)} and a local spectrum as Ef(ks, x) = c2|f˜s(x)|2/ks, where
Re{. . . } is the real part, and the constants c1 and c2 can be determined from the exact
parameters of the transform [347, 349]. We set c1 = c2 = 1 since the choice of normalization
does not affect our results. In the following, we omit the scale subscript s but it is to be
understood that all quantities depend on scale.
The local and scale-dependent fluctuations and the local spectra, defined in terms of
the 1D Morlet transform, form the basis for our analysis of simulation and observational
data. More specifically, in the next section we define a set of generalized spectral field
ratios based on the wavelet transform coefficients. When analyzing finite time series with
Morlet wavelets, edge distortions may occur due to the assumed signal periodicity. This
can be avoided by discarding a fraction of the wavelet coefficients close to the edges. To
this end, we skip about 5 s on each side of the Cluster interval and about 7 s at the edges
of the MMS trace. In order to establish a one-to-one correspondence between solar wind
measurements and the simulation, we construct a set of 1D traces from the 3D simulation
by mimicking a spacecraft fly-through over the periodic box [351]. A set of 100 uniformly
distributed virtual spacecraft paths are analyzed to improve the statistics. For all paths,
we choose a direction nˆ = (0.949, 0.292, 0.122) and we extract the field variations along the
lines parallel to nˆ using cubic spline interpolation.3 Each line starts in the z = 0 plane and
ends at z = Lz, during which time the linear trajectory covers a total distance of nearly
400di. Similarly as for the solar wind data, we avoid edge effects by skipping the wavelet
coefficients within a distance of 19di from the edges of each interval.
In Sec. 7.2.2 we also employ a 2D Morlet transform, which is a generalization of its 1D
counterpart [347, 348]. The 2D basis functions can be written in spectral space as
ψ̂2Ds,φ(kx, ky) = exp
(− [(kx − ks cosφ)2 + (ky − ks sinφ)2]
2(ks/k0)2
)
, (7.2)
where φ determines the direction to be analyzed in the x− y plane. Additionally, we set
ψ̂2Ds,φ(0, 0) = 0. Here, we use the 2D Morlet transform to study the field structure at different
3This particular direction was chosen because the corresponding lines of extraction traverse the periodic
box relatively uniformly and at a highly oblique angle with respect to B0 = (0, 0, B0).
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perpendicular planes of the 3D fully kinetic simulation. Twelve angular directions in the
range φ ∈ [0, pi) are used to compute the coefficients and the results are later averaged
over different angles. The angular averaging of the local wavelet spectra is performed after
taking the squared modulus of the wavelet coefficients. In this way, we avoid contributions
from the variations in the complex phase, thus highlighting the true spatial variability of
the power spectrum [352].
7.1.4 Generalized field ratios
Let us now define a new set of diagnostic measures, which can be viewed as generalizations
of the standard spectral field ratios ([40, 143, 145, 236], see also Sec. 3.3.4) to higher
order statistics. The first set is based on the ratios of the scale-dependent moments of the
fluctuations:
( 〈|δne|m〉
〈|δb⊥|m〉
)2/m
,
 〈|δne|m〉〈
|δb‖|m
〉
2/m ,

〈
|δb‖|m
〉
〈|δb⊥|m〉
2/m , (7.3)
where m is the order of the moment, 〈. . . 〉 denotes a space average, and δne, δb‖, and
δb⊥ are, respectively, the fluctuating electron density, the parallel, and the perpendicular
magnetic fluctuations at a given wavelet extracted scale. For m = 2 we recover the usual
spectral field ratios. On the other hand, as the order m is increased, the large-amplitude
fluctuations are assigned higher statistical weights and the ratios become progressively more
sensitive to the fluctuations at the tails of the probability distribution functions (PDFs).
In this sense, the ratios of the moments can be used to probe if the higher-amplitude
fluctuations satisfy the linear KAW field ratio predictions (3.61), (3.65), and (3.66).
In the following, we consider moments up to m = 6. When estimating high-order
moments from finite time series, care has to be taken because the tails of the PDFs may
not be sufficiently sampled [321, 322]. To recover more reliable estimates we follow Kiyani
et al. [322] (see also Ref. [263]) and remove a very small fraction of the largest fluctuations
at each scale, until the moments appear reasonably converged. For Cluster data with
N ≈ 6.3 · 105 samples, we find that removing 0.005% of the largest fluctuations appears
to be sufficient, which amounts to about 30 samples. For consistency, we clip the same
small fraction in the simulation. Due to the short duration of the MMS interval, relatively
large fractions would have to be removed to recover more reliable estimates, at which point
only the core of the PDF would be left. Therefore, we do not attempt any clipping when
calculating the scale-dependent moments from the MMS data.
The ratios of the scale-dependent moments are global measures, in a sense that the
moments are averaged over the whole ensemble. A more local measure can be defined based
on the ratios of the conditionally averaged local wavelet spectra:
〈|n˜e|2 |LIM > ξ〉
〈|b˜⊥|2 |LIM > ξ〉
,
〈|n˜e|2 |LIM > ξ〉
〈|b˜‖|2 |LIM > ξ〉
,
〈|b˜‖|2 |LIM > ξ〉
〈|b˜⊥|2 |LIM > ξ〉
, (7.4)
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where LIM is the so-called local intermittency measure [347, 352] and ξ is the threshold for
the conditional average. The LIM is defined as the local wavelet spectrum normalized by its
average value at a given scale. Non-Gaussian turbulent fluctuations give rise to large spatial
variations in the local spectra and the locations where LIM > 1 correspond to energetic
events that contain above-average fractions of the total spectral energy. Based on physical
considerations, we define here the LIM as
LIM(ks, x) ≡ EKA(ks, x)〈EKA(ks, x)〉x
, (7.5)
where EKA = |b˜⊥/B0|2 + [β(2 + β)/4] |n˜e/n0|2 is the local kinetic-Alfvén spectral energy
density (see Eq. (3.58)), B0 is the mean magnetic field strength, n0 is the mean density, and
β = βi + βe is the total plasma beta. Our choice can be justified a posteriori based on our
results, which show that the sub-ion range fluctuations carry significant density fluctuations,
in consistency with the KAW turbulence phenomenology. A single, physically motivated
choice for the LIM has also the clear advantage of constraining all conditional averages in
(7.4) to the exact same spatial locations. In the case of Cluster data which lack the electron
density measurements, we infer |n˜e|2 from |b˜‖|2 by invoking the linearized pressure balance
(3.61), which is a necessary condition for the existence of the low-frequency KAWs.
We consider a range of different thresholds for the conditional average from ξ = 1 up to
ξ = 16. By progressively increasing the threshold, we study how the spectral field ratios vary
within the most intense structures, which may contain relatively large amounts of energy
while occupying only very small volume fractions (typically less than ∼ 1%). However, as
the threshold is increased further and further, the conditional ratios may eventually become
even energetically insignificant. To focus on the ratios which are still of some energetic
relevance, we discard any conditional averages that amount to less than 1% of the total
kinetic-Alfvén energy at a given scale.
In what follows, we employ the newly introduced statistical measures to study the
relation between large-amplitude structures and wavelike physics in kinetic range plasma
turbulence. It is a priori not obvious that the generalized ratios should bear any resemblance
with the standard spectral ratios, which are based on the Fourier amplitudes and ignore
the presence of localized coherent structures. However, by comparison with linear KAW
predictions we show that even the large-amplitude structures carry certain wavelike features,
albeit with a slight tendency to deviate further from the linear predictions when compared
to the total ensemble of fluctuations.
7.2 Results
Below, we present the main results of the joint analysis of observational and simulation
data. Before doing so, it is worth clarifying a few essential aspects. First, to ease the
comparison with the beta-dependent linear KAW predictions, we employ the following
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natural normalizations (see Sec. 3.3.1):
n′e =
[
β(2 + β)
4
]1/2
ne
n0
, b′⊥ =
b⊥
B0
, b′‖ =
(
2 + β
β
)1/2 b‖
B0
. (7.6)
In the above units, the fluctuations are expected to reach equipartition at sub-ion scales,〈
|δn′e|2
〉
≈
〈
|δb′⊥|2
〉
≈
〈
|δb′‖|2
〉
≈ E ′KA/2, (7.7)
according to the asymptotic KAW turbulence predictions and independently of the precise
value of the (variable) order-unity plasma beta. In the following sections, we drop the prime
signs but it is to be understood that all fields are normalized according to (7.6), unless
noted otherwise.
Similar to previous works [146, 237], the parallel and perpendicular field components
are defined everywhere relative to a local mean magnetic field as
b˜‖ = eˆloc · b˜, b˜⊥ = b˜− b˜‖eˆloc, (7.8)
where eˆloc = Bloc/|Bloc| is the direction of the local mean field Bloc, obtained from a
Gaussian low-pass filter with the same spectral width σs as the analyzing wavelet at that
scale (i.e., σs = ks/k0). Once the parallel and perpendicular components are obtained at a
given scale, we normalize the wavelet coefficients according to (7.6).
We clarify, that we do not consider here a regime of weak wave turbulence [243]. Instead,
our primary interest is strong turbulence, where the nonlinear terms cannot be assumed
small. Therefore, we make no expectation that the turbulent fluctuations are truly waves
in a classical sense of the term when we refer to wavelike properties. Moreover, we expect
the relation (7.7) to hold only in terms of statistical averages, evaluated at least over an
appreciable spatial subdomain. Indeed, when the fluctuations are composed of many modes
with different wavenumbers, no general linear relation similar to (7.7) can be obtained locally
in real space. It is, however, plausible that the KAW field polarizations are restored in a
weak sense even locally with the aid of nonlinear effects [56, 353], if the linear response is able
to keep up with the nonlinear evolution, as anticipated by critical balance [136, 159, 190].
Finally, an exception to the above is the relation between δn′e and δb′‖. The latter two fields
are expected to locally satisfy a linearized pressure balance condition (cf., Eq. (3.61)):
δn′e(x) = −δb′‖(x). (7.9)
The pressure balance is a quite general property of low-frequency dynamics and it is not
exclusive to KAWs. If satisfied at kinetic scales, the pressure balance helps eliminating
several ambiguities associated with the potential role of high-frequency fluctuations, such
as whistler waves [80–82, 143, 245, 247]. It is therefore still an important property for the
identification of KAW-like fluctuations.4 In contrast, the equipartition between |δn′e|2 and
|δb′⊥|2 (or equivalently, between |δb′‖|2 and |δb′⊥|2) is deduced directly from the (asymptotic)
KAW dispersion relation (see Sec. 3.3.2) and cannot be derived from pressure balance alone.
With all these aspects in mind, we now proceed to our main results.
4We also note that a purely linear relation between δn′e and δb′‖ implies that the scale-dependent
fluctuations are sufficiently small that they can be expanded around a local mean background.
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7.2.1 Scale-dependent flatness
We first characterize the kinetic range intermittency in the solar wind measurements and
in the simulation in terms of the scale-dependent flatness F (k⊥) = 〈|δf |4〉/〈|δf |2〉2, where
δf ∈ {δne, δb‖, δb⊥} represents a wavelet decomposed fluctuation [169]. Values of F above
3 are associated with non-Gaussian, heavy tailed PDFs. The results are shown in Fig. 7.3.
Errorbars are included on the plot to illustrate the statistical uncertainties. To estimate
the errorbars, we calculate the moments separately on a number of subsets of the original
sample and use these as input for a jackknife error estimate [354].
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Figure 7.3: Scale-dependent flatness obtained from the 3D fully kinetic simulation (a), from
the MMS (b), and Cluster measurements (c).
At sub-ion scales, which are of our primary interest here, all three analyzed fields
follow similar statistical trends (separately for each dataset) and the kinetic turbulence is
characterized by large-amplitude, intermittent events that give rise to values of the flatness
above 3. The departure from normal, Gaussian statistics is generally largest in the Cluster
dataset, which contains a large sample of small-scale fluctuations from the free streaming,
turbulent solar wind. In agreement with previous works [146, 254], Cluster measurements
show that the kinetic range magnetic field statistics are non-Gaussian, but at the same
time only weakly scale-dependent. Another study of turbulence in the free solar wind [263]
reported a similar trend for the density statistics, with values of F comparable to our
Cluster results for δb‖ and δb⊥. The MMS interval is less intermittent and the statistics are
rather inaccurate due to the very small size of the sample. However, at a few scales, the
flatness still appears to be above the the Gaussian value of 3. The simulation data features
a steady increase of the flatness with k⊥ at a very similar rate for all three fields, thus
indicating a close dynamic correspondence between the density and different components of
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the turbulent magnetic field. Unlike in the Cluster measurements, we do not clearly observe
a saturation of the flatness, presumably due to the limited size of the 3D kinetic simulation.
7.2.2 Spatial field structure and local wavelet spectra
In the simulation, the turbulent kinetic-scale structures can be visualized and studied
directly in real space. In Fig. 7.4 we show the contour plots of the parallel electric current,
Jz = (c/4pi)(∇× b⊥)z, and of the parallel vorticity of the electron flow, ωez = (∇× u⊥e)z.
Note that ωez is proportional to the perpendicular Laplacian of the density in electron
reduced MHD (see Eq. (3.44) in Sec. 3.3.1).5 We choose to plot the current and the
vorticity to better highlight the kinetic-scale structure of the turbulent fields, which is not
seen as clearly in the density and magnetic field data, unless the large, energy-containing
scales are filtered out. The structures form mostly sheetlike patterns, elongated in the
direction of the mean magnetic field. The strong anisotropy is qualitatively consistent with
the more quantitative estimates from Fig. 7.2. Interestingly, the most intense small-scale
structures in the vorticity are preferentially aligned with the electric current sheets in the
field-perpendicular plane. We will come back to this aspect in Sec. 7.3.
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Figure 7.4: 2D contour plots of Jz (top) and of ωez (bottom), obtained from the 3D driven
fully kinetic simulation (units are arbitrary). The left side shows the structures in a given
field-perpendicular plane and the right side shows 2D slices along the parallel (z) direction.
Further insight into structure formation can be obtained by visualizing the 2D Morlet
wavelet coefficients of δne, b‖ and b⊥. In Figs. 7.5(a)–7.5(c) we show the sub-ion range field
5We confirmed that ∇2⊥ne has indeed a structure very similar to ωez = (∇×u⊥e)z in our PIC simulation.
However, ωez is somewhat less affected by the particle noise.
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structure by summing up the wavelet extracted fluctuations over the range k⊥ ∈ [5, 10]di,
using 8 scales per octave. We find nearly identical δne and δb‖ patterns, which indicates
that the linearized pressure balance (7.9) is indeed satisfied to a good approximation. Even
though we allow for the full range of (high-frequency) kinetic physics in the simulation,
the natural turbulent dynamics at sub-ion scales appears to be of the low-frequency type.
The spatial patterns inferred from scale-filtered fields can be somewhat misleading due
to the spurious signal oscillations that may occur as a result of the filtering [347]. To
highlight the true spatial variability of the energy density across different scales it is more
appropriate to visualize the local wavelet spectra, shown in Figs. 7.5(d)–7.5(i). We find
a nonuniform spatial distribution of the local spectral density. Furthermore, the spectral
peaks are concentrated around the same spatial locations at different scales. This local
correlation across different scales is a typical property of coherent turbulent structures
[346, 347, 352]. Although no apparent local relation exists between δne and δb⊥ according to
KAW turbulence theory, their corresponding wavelet spectra suggest a weak local coupling.
This points towards the importance of nonlinear effects in shaping the local turbulent
fluctuations.
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Figure 7.5: Turbulent fluctuations in the range k⊥ ∈ [5, 10]di (a)-(c) and the local wavelet
spectra at scales k⊥di = 5 (d)-(f) and k⊥di = 10 (g)-(i). A logarithmic scale is used and the
low-amplitude fluctuations are clipped to the lowest value on the color map to highlight
the more intense fluctuations.
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7.2.3 Wavelet cross coherence
To further validate the linearized pressure balance (7.9) and the resulting anti-correlation
between δne and δb‖, we employ the wavelet cross coherence [247, 346, 355]. Large values of
the squared cross coherence close to unity correspond to strong local phase synchronizations
between two signals. The results of the cross coherence analysis, applied to MMS data
and to a single 1D trace from the simulation, are shown in Fig. 7.6. Arrows on the plot
indicate the local phase difference between δne and δb‖. At sub-ion scales, we find a
strong anti-correlation, consistent with the linearized pressure balance (7.9), as well as with
previous results based on MMS measurements [247, 278].6
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Figure 7.6: Wavelet squared cross coherence between δb‖ and δne from the simulation (a)
and MMS data (b). The orientation of the arrows relative to the positive horizontal axis
indicates the phase difference. Dashed white lines represent the cone of influence [349].
We also considered the cross coherence between δb‖ and different components of δb⊥ (not
shown). The turbulent δb‖ and δb⊥ fields generally do not exhibit a high cross coherence,
unlike a single KAW where they are locked into a 90 degree phase difference (see Sec. 3.3.2).
However, at the rare times of high coherence we often find a relative phase difference close
to 90 degrees (see also Ref. [270]).
6At scales around k⊥ ∼ 1/di of the simulation, a few events notably violate the pressure balance.
A possible reason is that the large-scale fluctuations in the simulation may be too large to allow for a
linearization of the magnetic pressure around a local mean background.
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7.2.4 Spectral field ratios of the large-amplitude structures
Finally, we present the generalized spectral field ratios. The results obtained from the
Cluster, MMS, and simulation datasets are shown in Fig. 7.7. In the adopted beta-dependent
field normalizations, values close to unity are expected for all the ratios at sub-ion scales,
according to the asymptotic linear KAW predictions. In Figs. 7.7(a)–7.7(f) we display the
moment ratios (7.3). The conditional ratios (7.4), conditioned on a given LIM threshold,
are shown in Figs. 7.7(g)–7.7(l). The standard field ratios are recovered for m = 2 in
terms of the moments, and for ξ = 0 in terms of the conditional averages of the wavelet
spectra. As the order m or the threshold ξ is increased, the ratios become progressively
more sensitive to the large-amplitude events. Note that “large-amplitude” refers here to
the above-average field amplitudes compared to their scale-dependent typical values. In
real space, these energetic events are not distributed randomly, but instead form distinct
localized patterns (see Fig. 7.5), typically attributed to turbulent structures. The main
difference between the moment ratios and the conditional ratios is that the former assign
higher statistical weights to large-amplitude events but do not discard the rest, whereas
the latter extract the ratios from the most energetic structures only.
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Figure 7.7: Generalized spectral field ratios obtained from the Cluster, MMS, and simulation
data (see text for further details). The moment ratios (7.3) are displayed in the left panel
and the conditional ratios (7.4) are shown in the right panel. Dashed horizontal lines
indicate the asymptotic KAW linear predictions.
At sub-ion scales, we observe that the generalized ratios satisfy the linear KAW pre-
dictions to order unity. This is found consistently in the simulation as well as in the
observational data, thus indicating a certain robustness of the result. The linear predictions
are most accurately satisfied for the generalized spectral ratios of |δne|2 to |δb‖|2 (Fig. 7.7,
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top row), which can be interpreted as a direct consequence of the linear pressure balance
(7.9), studied in the previous sections. The moment ratios depend only very weakly on the
order of the moment m. Thus, the approximate agreement with linear KAW predictions
appears to be satisfied not only in terms of “typical” fluctuations but also in the sense
higher moments of the distributions. It is also worth noticing that the ratios converge closer
towards the KAW predictions below the ion Larmor scale ρi rather than below the inertial
scale di. The latter is as well consistent with the KAW turbulence phenomenology, where
ρi is considered as the relevant transition scale [5].
Unlike the moment ratios, the conditional ratios reveal a slight tendency of the energetic
structures to deviate further from the linear wave predictions.7 The trend is not seen for
the ratios of |δne|2 to |δb‖|2, which are linearly related in real space due to pressure balance.
This indicates that the deviations seen for the other two ratios (Figs. 7.7(i)–7.7(l)) may
be possibly interpreted as signs of nonlinear effects related to structure formation and
intermittency. The latter statement deserves some clarification. The conditional averages
of the local wavelet spectra may be also evaluated over the locations with less energy
than the average on a given scale. In this way, we can study the spectral scalings of the
low-amplitude background fluctuations without contributions from turbulent structures.
In Fig. 7.8 we compare the magnetic compressibility ratios of the background fluctuations
with LIM < 1 against the ratios for the entire ensemble. Similar results are obtained for
the electron compressibility (not shown). We find that the background fluctuations satisfy
the linear predictions more accurately than the entire population, which includes significant
contributions from the turbulent structures. This result suggests that structure formation
may be a possible reason for the order unity deviations from linear predictions, often seen
in simulations and space observations of plasma turbulence (e.g., [145, 146]). On the other
hand, while quantitatively measurable, the overall impact of the structures is relatively
moderate and even the large-amplitude fluctuations themselves preserve the linear wave
predictions to a certain degree.
7.3 Discussion
Using a set of newly defined diagnostic measures, we have demonstrated that both the
background fluctuations as well as the turbulent structures preserve wavelike signatures to
order unity. Let us now discuss some of the implications of this result.
First, it seems that all observed features can be reasonably explained in terms of the
KAW turbulence phenomenology. Other known phenomenologies, such as whistler wave
turbulence [80, 81, 143, 245], cannot explain our results. In particular, whistler turbulence
is weakly compressible and of the high-frequency type. As such, it is characterized by only
7In the simulation, the degree of apparent deviation is perhaps somewhat misleading because the points
that deviate most strongly are energetically not very significant. For example, in Figs. 7.7(i) and 7.7(k)
the two outliers with ξ = 4 and one with ξ = 8 amount to 3.0%, 8.3%, and 2.5% of the scale-dependent
kinetic-Alfvén energy, respectively (from the leftmost to the rightmost outlier in the 1/ρi < k⊥ < 1/de
range).
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Figure 7.8: Magnetic compressibility ratio of the background fluctuations (LIM < 1)
compared to the total population.
minor density fluctuations and it does not satisfy the (linearized) pressure balance, in direct
contradiction with our results. In Fig. 7.2 we estimate k‖di < 1 in the sub-ion range, in
which case the whistlers would be also quite strongly damped [59, 145]. Figure 7.2 is also a
crucial piece of evidence in general support of a wavelike interpretation. Indeed, at sub-ion
scales we estimate χ = τL/τNL . 1, which indicates that the typical KAW time scale is
no less significant than the typical nonlinear time scale. Putting aside a large body of
observational evidence in support of KAWs in the solar wind (see Podesta [238] for a recent
review), one could perhaps suppose that the spectral ratios match the KAW predictions
due to some other (yet unknown) property not related to any wave activity. However, this
view is inconsistent with our estimates of the nonlinearity parameter χ.
Two key questions that remain to be answered are: (i) How are the structures formed
nonlinearly in kinetic range turbulence? (ii) And how is it that a linear wave footprint is
apparently preserved in the process? Regarding the former, we note that the structure
formation may involve a range of different phenomena, such as nonlinear wave steepening
and solitons [356, 357], constructive interference between wave packets [297, 358], or
nonlinear wave refraction [353]. Presently, it seems difficult to narrow down the list to
a single, mostly likely option. Some observational evidence for solition-like structures
exists, but it is presently unclear whether these structures are generated dynamically by
the turbulence itself or if they are created by other processes and merely coexist with
the turbulence [277, 359]. Judging by our simulation results, the turbulent structures
appear to be dynamically evolving on relatively short time scales, unlike solitons. The
nonlinear interference between localized wave packets could be a viable explanation. In
particular, in Ref. [297] a mechanism for the generation of current sheets in MHD range
turbulence via Alfvén wave packet collisions was proposed and later confirmed in gyrokinetic
simulations [358]. A direct extension of the model into the sub-ion range is, however, not
straightforward, since the KAWs are essentially dispersive, unlike the MHD shear Alfvén
waves. Finally, an interesting exposition was given in Refs. [353, 360], where it was argued
that coherent structures form naturally in (decaying) KAW turbulence due to nonlinear
refraction of KAWs at the locations of strong magnetic shear.
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On the latter issue on why the wavelike features can be preserved at all within the
turbulent structures, we investigate a more concrete possibility. Following a remark from
Boldyrev and Perez [56], we note that the nonlinear term in the electron reduced MHD
equation (3.46) for ∂ψ/∂t can be written as: [cB0β/(8pin20e)](eˆz×∇⊥ψ)·∇⊥ne = u⊥e·∇⊥ψ =
u⊥e · (b⊥ × eˆz). Thus, we see that the flux function ψ is advected in the perpendicular
plane with velocity u⊥e ∝ ∇⊥ne × eˆz, forcing the gradients of ψ to become aligned with
the gradients of ne [56]. In analogy with MHD turbulence, if u⊥e (∇⊥ne) and b⊥ (∇⊥ψ)
are aligned perfectly, the nonlinearity in the equation for ∂ψ/∂t vanishes and only the
linear term remains. Further borrowing ideas from MHD turbulence, we now investigate
the possibility that an effective alignment exists in the kinetic range, in a scale-dependent
[206, 212] and intermittent manner [57, 58, 160, 207].8 To this end, we define a set of
alignment angles θm as:
sinmθm =
〈|δu⊥e × δb⊥|m〉
〈|δu⊥e|m|δb⊥|m〉 , (7.10)
where δu⊥e and δb⊥ are the local, scale-dependent fluctuations, and m determines the order
of the statistics.9 In our case, these are wavelet decomposed fields extracted along a given
1D trace. Same as for the generalized ratios, we define the perpendicular field components
relative to the local mean field direction. The above definition closely follows Mallet et
al. [160], where it was used to study intermittent alignment in MHD turbulence. The
results are shown in Fig. 7.9. Essentially, we show that a scale-dependent and intermittent
alignment exists in our simulation, although the resolved range of scales is too narrow to
determine any precise scalings for θm.10 In analogy with MHD turbulence [160, 206, 212],
it seems that the turbulent fields in our simulation become progressively more aligned and
more intermittent with decreasing scale (see also Fig. 7.3). Moreover, for higher orders m
we obtain a stronger alignment at the smallest scales. This indicates that the small-scale
turbulent structures are more aligned on average than the rest. That the structures are
indeed aligned can be confirmed also visually from Fig. 7.4. Note that we observe here the
phenomenon in driven kinetic turbulence, and hence, the alignment cannot be interpreted
as a dynamic relaxation process [361], but is instead a property of the steady state kinetic
range turbulence.
Based on the above result, it may be worth considering the possibility that the kinetic-
scale alignment is a significant feature, which helps preserving a KAW-like character
of the structures via local depletions of the nonlinearity. The aspect certainly requires
8Note that Boldyrev and Perez [56] employ the advection argument to explain the formation of sheetlike
structures in KAW turbulence, but they do not explicitly consider nor mention the associated weakening of
the nonlinearity or the possibility of a scale-dependent alignment.
9In principle, the alignment could be also defined in terms of ∇⊥ψ and ∇⊥ne, but (7.10) is a bit less
sensitive to the particle noise and it also seems more appropriate to use around the transition into the
sub-ion range.
10We obtain broadly similar results using the more traditional two-point field increments. A more
notable difference from the wavelet decomposition is that a stronger alignment for higher m is found at any
k⊥ & 1/di.
118 7. Kinetic turbulence in astrophysical plasmas: waves and/or structures?
100 101
k⟂ di
0.2
0.3
0.4
0.5
0.6
0.7
θ m
⟂k
⟂
)
d−1i ρ
−1
i d−1e ρ
−1
e λ−1θ
∝ k −1∝4⟂
sinθm= (⟨|δλ⃗⟂ e⃗ δ ⃗ρ⟂ |m⟩∝⟨|δλ⃗⟂ e|m|δ ⃗ρ⟂ |m⟩⟨1∝m
m=1
m=2
m=3
Figure 7.9: Angular alignment measures in 3D kinetic plasma turbulence for different orders
m. An MHD-like −1/4 slope [206, 212] is shown for reference only.
further investigation before any definitive conclusion can be made, but the possibility seems
promising in our opinion. We discussed the depletion of the nonlinearity in Eq. (3.46) for
∂ψ/∂t, but we did not touch upon Eq. (3.45) for ∂ne/∂t. The nonlinear term for ∂ne/∂t
depends on ψ only and takes the form: (c/4pi)(eˆz × ∇⊥ψ) · ∇⊥∇2⊥ψ = b⊥ · ∇⊥Jz. This
is analogous to the nonlinearity in 2D fluid turbulence, where the depletion is a known
phenomenon (e.g., [362, 363]). Moreover, a wide class of different solutions may (locally)
satisfy b⊥ · ∇⊥Jz ≈ 0. For sheetlike structures, Jz exhibits the strongest gradients in
directions (nearly) transverse to b⊥, so it seems reasonable to expect that the nonlinearity
is weakened also in the equation for ∂ne/∂t. In MHD turbulence, the alignment has
been traditionally discussed in relation to the ideal conservation of the cross-helicity [206],
whereas an alternative interpretation has been given more recently [57]. One might wonder
what would be a corresponding conserved quantity for the alleged alignment in sub-ion
scale turbulence. We would tend to side with the view of Ref. [57] that interprets alignment
as an inherent intermittency effect. However, a corresponding ideal conserved quantity
would be presumably the cross-correlation HKA = 〈δneψ〉 (see Eq. 3.59).
7.4 Summary
We performed a joint analysis of observational and 3D kinetic simulation data to study the
waves and structures emerging at sub-ion scales in turbulent astrophysical plasmas. The
simulation results are obtained from a massively parallel, 3D fully kinetic simulation with
external turbulence forcing, and the observational data are obtained from in situ Cluster
and MMS spacecraft measurements. A new set of diagnostic measures was designed to test
the wavelike turbulence predictions for the spatially localized, large-amplitude structures.
The kinetic-scale turbulence in the solar wind and in our numerical simulation exhibits
non-Gaussian, intermittent statistics, thus indicating the presence of turbulent structures.
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These are manifested in the simulation mostly in the form of pressure-balanced sheets
extending from ion to electron scales and beyond. By applying the newly defined generalized
field ratios to solar wind measurements and to the simulation data, we find that the
kinetic-scale structures themselves approximately preserve the linear KAW signatures,
although a gradual trend of deviation from the linear predictions is also seen. This
quantitative evidence suggests that structures are not immune to wave physics and vice versa.
Furthermore, all analyzed properties of the sub-ion scale fluctuations are consistent with
the phenomenology of KAW turbulence [4, 5, 59], whereas known alternatives (e.g., whistler
turbulence [80, 81, 143, 245]) cannot explain our results. To support our interpretation,
we calculate the local spectral anisotropy in the simulation and we explore a previously
unknown possibility of dynamic alignment in KAW turbulence. The anisotropy estimates
imply a balance between the linear (KAW) and nonlinear turbulence time scales, and the
alignment measures suggest that the nonlinearity might be depleted within the structures.
The latter phenomenon may be a reason why the nonlinearly generated, large-amplitude
structures are able to preserve a linear KAW footprint.
Our study gives credence to an interpretation similar to recent developments in MHD
turbulence [58, 159, 297]. Namely, it opens the possibility to describe the sub-ion scale
structures within the framework of strong KAW turbulence. We emphasize that we consider
here strong turbulence, where the nonlinearities cannot be assumed small. Therefore, the
structures should not be viewed as waves in a classical sense, but rather in the spirit of
critical balance [5, 136, 159, 190], as fully nonlinear entities which preserve a linear KAW
signature during their evolution. Finally, our general method of analysis employed here
is not exclusively limited to kinetic turbulence in astrophysical plasmas and we hope it
might find a range of interesting possibilities in other turbulent systems supporting waves
[340]. An immediate extension of the method lends itself in the context of MHD range
turbulence, where the generalized field ratios could be used to investigate the impact of
structure formation on the so-called Alfvén ratio [32, 345].
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Chapter 8
Conclusions
In this Thesis, we carried out a set of massively parallel kinetic simulations to investigate
the nature of kinetic-scale turbulence in weakly collisional space and astrophysical plasmas.
Stimulated by increasingly accurate in situ space observations [32, 41] and by the need for
improved models of ion/electron turbulent heating [3, 6, 7, 24, 364], kinetic simulations of
astrophysical plasma turbulence gained popularity in recent years [36, 47, 78, 98, 134, 269].
The vast majority of previous studies employed a number of simplifications of the first
principles kinetic plasma description, such as reduced two-dimensional geometries [46, 48,
49, 132, 144] and/or various modeling approximations [36, 38, 39, 47, 88]. Here, we focused
instead our main effort on three-dimensional (3D), fully kinetic, fully electromagnetic studies
without ad hoc physical approximations.
The 3D turbulence simulations with fully kinetic ions and electrons, presented in this
Thesis, are among the first of their kind in the field. We extensively compare our simulations
with existing theories, observational data, and reduced-kinetic models, thus significantly
improving confidence in our results and their physical interpretation. In this way, we
are able to provide a fresh perspective on some of the ongoing vigorous debates in the
community [38, 188, 226, 227], with important implications for plasma turbulence in the
observationally accessible solar wind [32]. By inference, our findings could be also relevant
to other turbulent astrophysical plasmas, such as the warm interstellar medium [19–21] and
hot accretion flows [3, 11, 17, 18]. A more specific account of the main scientific results
and accomplishments of this work is provided in the short summary below.
8.1 Summary
Employing massively parallel, first principles kinetic simulations we explicitly addressed
the following key open questions:
• Which are most essential physical effects that should be retained in a model to
accurately describe different properties and regimes of kinetic-scale turbulence in
weakly collisional astrophysical plasmas (Chapter 5)?
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• Is critically balanced kinetic Alfvén wave (KAW) turbulence indeed a natural state,
considering the full range of possible 3D kinetic and electromagnetic effects at sub-ion
scales of low-collisionality plasmas (Chapter 6)?
• What is the relative importance of waves and coherent structures in kinetic, astro-
physical plasma turbulence and how are these two seemingly different aspects related
(Chapter 7)?
The importance of improving our understanding in these areas has been recognized by
numerous experts from the field [32, 53, 188, 277, 314]. For each of our main objectives, we
employed a first-of-a-kind approach as explained in the following.
Comparison of kinetic models in collisionless plasma turbulence
In Chapter 5 we presented the first direct comparison of the prominent fully kinetic, gyroki-
netic, and hybrid-kinetic models in a turbulent setup, relevant to space and astrophysical
plasmas [40]. For a plasma beta and ion-electron temperature ratio both close to unity, the
gyrokinetic simulations correctly reproduce the kinetic range turbulent spectra obtained
from the fully kinetic description. This explicitly shows that the sub-ion scale turbulent
spectra can be explained by gyrokinetics for typical solar wind parameters (β ∼ Ti/Te ∼ 1),
at least within the limits of the simplified simulation setup adopted in our comparison.
Considering the physical assumptions used in deriving the gyrokinetic model, our results
also directly imply that the sub-ion scale turbulent fluctuations are predominantly of the
KAW type. In terms of turbulent heating, gyrokinetics reproduces the total heating (i.e., the
combined ion and electron internal energy gain) reasonably well, but tends to underestimate
the ion-electron heating ratio, if the turbulence fluctuation amplitudes cannot be assumed
small. The difference could be possibly attributed to a portion of energy dissipated via
stochastic ion heating [147, 148], which is presumably taken up by electron heating in the
gyrokinetic approximation. We also highlighted the importance of electron kinetic effects,
which give rise to somewhat steeper sub-ion scale spectra, compared to a hybrid-kinetic
model with fluid electrons. Finally, all (reduced) models predict similar statistical properties
for the scale-dependent magnetic fluctuations, which indicates that the intermittency of
the turbulent fields may not be very sensitive to the level of detail included in the kinetic
plasma description.
3D fully kinetic study of kinetic Alfvén turbulence
In Chapter 6 we investigated if a critically balanced KAW cascade develops naturally at sub-
ion scales, in regimes reminiscent of solar wind turbulence [78]. We addressed this question
for the first time using a 3D fully kinetic description, without physical approximations that
may artificially favor KAW turbulence. Two decaying turbulence simulations were carried
out by initializing a set of counterpropagating, shear Alfvén waves, with wavelengths larger
than the ion Larmor radius. By analyzing the spectral properties, we demonstrated the
natural development of a sub-ion scale cascade, consistent with theoretical expectations for
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KAW turbulence. This result significantly improves confidence in the KAW energy cascade
phenomenology [4, 5] and facilitates a certain progress in the theoretical understanding of
space and astrophysical plasma turbulence. In addition, we also studied the impact of a
non-vanishing mean cross-helicity on kinetic range turbulence, and the particle velocity-
space statistics. We showed that a moderate mean cross-helicity, typical for the slow solar
wind streams, does not significantly affect the sub-ion scale turbulence properties. Finally,
by analyzing the self-consistent ion trajectories and their global velocity distributions,
we obtained evidence for both stochastic and resonant Landau heating of ions in KAW
turbulence.
Kinetic turbulence in astrophysical plasmas: waves and/or structures?
In Chapter 7 we jointly analyzed kinetic simulation data and a set of in situ space
plasma turbulence measurements to investigate the interplay between wavelike features and
structures, emerging in kinetic-scale plasma turbulence [161]. The simulation data were
obtained from a massively parallel, 3D fully kinetic turbulence simulation with external
forcing, and the observational data were acquired from high-resolution Cluster [274] and
MMS [275] spacecraft measurements. A set of new diagnostic measures was introduced to
probe if the large-amplitude turbulent structures exhibit any signatures of wave physics,
typically associated with the moderate-amplitude background fluctuations. We observed
that the large-amplitude, kinetic-scale structures themselves preserve the KAW signatures
to order unity, although some gradual trends of deviation from linear wave predictions are
also seen. Based on our results and contrary to a presently common view, we advocate the
possibility that wavelike features and structure formation go hand in hand in kinetic-scale
astrophysical plasma turbulence. To avoid confusion, we emphasize that the turbulent
structures should not be viewed as waves in a casual sense, but instead as fully nonlinear
entities that preserve a linear wave signature during their evolution. Finally, we discuss
the implications of our results and explore a previously unknown possibility of angular
alignment between the perpendicular electron fluid velocity and the magnetic field in KAW
turbulence.
8.2 Outlook
3D electromagnetic plasma simulations with fully kinetic ions and electrons are an exciting
area with a growing potential. With continuing advances in high-performance computing,
it may be anticipated that the range of accessible problems will only increase further and
significantly impact the future directions in the field of plasma physics and perhaps across
disciplines. A comprehensive account of all the future possibilities would be almost endless.
For this reason, let us focus here only on kinetic turbulence in astrophysical plasmas, which
is the primary subject of this Thesis.
The key themes for future directions in the field are in our opinion the following:
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• How does kinetic plasma turbulence operate across the diverse range of regimes and
environments found in astrophysical plasmas?
• How do other prominent astrophysical plasma phenomena, such as particle acceleration
and electromagnetic radiation, magnetic reconnection, and kinetic instabilities relate
to kinetic plasma turbulence?
In relation to the first theme, it may be argued that many previous studies focused
(too) often on a relatively narrow range of regimes, mostly in the desire to mimic “typical”
conditions found in the solar wind, where kinetic turbulence is relatively well documented
observationally. However, theoretical and observational results suggest that the physical
conditions in turbulent astrophysical plasmas are generally highly variable [5, 365], ranging
from magnetic to kinetic pressure dominated states, or from non-relativistic to highly-
relativistic scenarios. In fact, even the solar wind alone exhibits relatively large variations
in plasma parameters [32]. Last but not least, many turbulent plasma environments may
be subject to significant background fields not of the magnetic type (e.g., mean velocity
shear). These aspects have been largely overlooked in fully kinetic studies until very recently
[9, 96, 302, 366].
Let us give a brief example. In low-electron-beta plasmas, a new turbulence regime
may exist at scales below the electron inertial scale, recently termed inertial kinetic Alfvén
turbulence [247]. Such regime may be particularly relevant to the solor corona and to the
Earth’s magnetosheath. A theoretical analysis similar to phenomenological treatments
of KAW turbulence was given in Ref. [247], where it was argued that KAWs transition
into so-called inertial kinetic Alfvén waves (iKAWs) at sub-electron scales. A preliminary
study in this parameter range was recently carried out by the author. To this end, a 3D
fully kinetic simulation was performed on the Shaheen II supercomputer at the KAUST
Supercomputing Laboratory. The turbulence was decaying and the species (initial) beta
ratios were βi = 0.8 and βe = 0.06. The results shown in Fig. 8.1 are indeed indicative of
the iKAW regime, but also point out computational challenges specific to the problem. In
particular, the simulation exposed a tendency of iKAW turbulence towards quasi-neutrality
violation, the degree of which may be exaggerated if the electron plasma to cyclotron
frequency ratio falls short of its realistic value (see Ref. [366] for complementary and more
in-depth results).1
Regarding the second main theme listed above, it was recently recognized that kinetic
turbulence may significantly affect and be affected by a range of fundamental plasma
processes, such as magnetic reconnection [16, 89, 264], particle acceleration [9], and kinetic
instabilities [11, 133]. These aspects are of considerable practical interest for predicting the
radiation spectra from astrophysical objects [22], the evolution of ion and electron velocity
distribution functions throughout the heliosphere [28], and magnetic field generation by
dynamo action in collisionless plasmas [12], to name a few. Most investigations along
these lines have been so far conducted with various reduced models, whereas existing 3D
1As explained in Chapter 4, realistic values of the ωpe/Ωce ratio may be in practice extremely difficult
to achieve.
8.2 Outlook 125
100 101
k⟂ di
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
E⟂
k ⟂
)
k ⟂
d i
=
1
k ⟂
ρ i
=
1 k
⟂
d e
=
1
k ⟂
ρ e
=
1
∝ k −11∝3⟂
|b∝B0|2
|E⟂ c∝⟂vρB0)|2
|δδ’e|2
|δδ’i|2
100 101
k⟂ di
10−1
100
|b z
|2 /
|b ⟂
|2
k ⟂
d i
=
1
k ⟂
ρ i
=
1
k ⟂
d ρ
=
1
k ⟂
ρ ρ
=
1
iKAW⟂prediction
Figure 8.1: Preliminary results on iKAW turbulence. Left: Turbulent spectra of the
magnetic and perpendicular electric fields, and of the ion and electron densities. Right:
Magnetic compressibility ratio. Dashed lines indicate the iKAW turbulence predictions
[247], formally obtained for 1/de  k⊥  1/ρe.
fully kinetic studies are only few [9, 89]. We anticipate that first principles, 3D kinetic
simulations will enable important breakthroughs in these areas in the future.
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Appendix A
An initial condition for decaying 3D
turbulence simulations
In this appendix we give a detailed example of an initial condition appropriate for fully
kinetic simulations of decaying Alfvénic turbulence. This particular initialization was used
for the fully kinetic turbulence simulations presented in Ref. [78] and in Chapter 6. A very
similar type of initial condition was originally introduced in the gyrokinetic study by Li et
al. [87] as a particular 3D formulation of the 2D Orszag-Tang vortex [316]. The formulation
introduced in Ref. [87] was further generalized and adapted for fully kinetic PIC simulations
by the author.
Due to the large number of possible linear modes supported at kinetic scales it is
beneficial to restrict the initial perturbation to wavelengths exceeding the characteristic
plasma kinetic scales. In the latter case, the task is considerably simplified since the
phenomenology of MHD turbulence may be used to guide the choice of initial condition. An
MHD scale initialization has also the advantage that it does not strictly enforce any type of
fluctuations at kinetic scales, thus allowing the kinetic turbulence to evolve towards its most
natural state. According to the MHD theory, nonlinear interaction occurs only between
counterpropagating, perpendicularly polarized Alfvén wave packets. Here we describe an
initial condition which takes into account these properties. We assume that the decaying
turbulence evolves in a periodic box of size L⊥ and Lz in directions perpendicular and
parallel to the mean field B0 = B0eˆz, respectively. In terms of the perpendicular fluid
velocity u⊥ = (ux, uy) and magnetic field B⊥ = (Bx, By), the initial condition can be
written as follows:
ux
vA
= cos(k⊥,0y + a) sin(kz,0z)− sin(k⊥,0y + b) cos(kz,0z), (A.1)
uy
vA
= sin(k⊥,0x+ c) cos(kz,0z)− cos(2k⊥,0x+ d) sin(kz,0z), (A.2)
Bx
B0
= cos(k⊥,0y + b) sin(kz,0z)− sin(k⊥,0y + a) cos(kz,0z), (A.3)
By
B0
= sin(2k⊥,0x+ d) cos(kz,0z)− cos(k⊥,0x+ c) sin(kz,0z), (A.4)
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where k⊥,0 = 2pi/L⊥, kz,0 = 2pi/Lz,  = δu⊥/vA = δB⊥/B0 is the initial turbulence
amplitude, and (a, b, c, d) is an arbitrary set of phases. Artificial symmetries in the field
configuration can be avoided by choosing a different phase for each mode. The addition of
random phases was motivated here by the 2D generalization of the Orszag-Tang vortex by
Biskamp and Welter [208]. The 3D formulation of Li et al. [87] is obtained for a = b = c =
d = 0. A self-consistent electric current is specified additionally according to the Ampere’s
law:
4piJx
cB0
= kz,0
[
cos(k⊥,0x+ c) cos(kz,0z) + sin(2k⊥,0x+ d) sin(kz,0z)
]
, (A.5)
4piJy
cB0
= kz,0
[
cos(k⊥,0y + b) cos(kz,0z) + sin(k⊥,0y + a) sin(kz,0z)
]
, (A.6)
4piJz
cB0
= k⊥,0
{[
sin(k⊥,0x+ c) + sin(k⊥,0y + b)
]
sin(kz,0z) (A.7)
+
[
2 cos(2k⊥,0x+ d) + cos(k⊥,0y + a)
]
cos(kz,0z)
}
. (A.8)
This can be achieved in a PIC code by locally shifting the ion and electron velocity
distributions, such that ion and electron fluid velocities satisfy ui = u⊥ and ue = u⊥ −
J/(en0). The initialization of a self-consistent current is omitted in many PIC simulations
of turbulence in the literature in the hope that the plasma will “self-adjust” to the initial
perturbation. While this is true to some degree, it is worth mentioning that this self-
adjustment takes place via a rather undesired rapid transient response originating from the
displacement current in the Maxwell equations. Finally, note that under the requirement
for strong turbulence  is not an arbitrary parameter. According to the critical balance
conjecture for strong turbulence (δB⊥/B0 ≈ k‖/k⊥), the large-scale fluctuation amplitude
is essentially determined by the elongation of the simulation box:
 ≈ L⊥/Lz. (A.9)
This is another aspect not always fully appreciated in present literature.
There is nothing special about the above set of expressions other that they satisfy the
desired physical properties and that they are straightforward to implement in a PIC code.
Many alternative initializations with equivalent physical properties may be specified. The
physical interpretation of the above initial condition becomes more obvious by rewriting
Eqs. (A.1)–(A.4) in terms of the Elsässer fields z±⊥ = u⊥ ± b⊥, where b⊥ = (vA/B0)B⊥, as:
z±x
vA
= ∓ sin(k⊥,0y ∓ kz,0z + a)− sin(k⊥,0y ∓ kz,0z + b), (A.10)
z±y
vA
= sin(k⊥,0x∓ kz,0z + c)± sin(2k⊥,0x∓ kz,0z + d). (A.11)
This evidently corresponds to counterpropagating, shear Alfvén waves with wavenumbers
(k⊥,0, 0,±kz,0), (0, k⊥,0,±kz,0), and (2k⊥,0, 0,±kz,0). The mean normalized cross-helicity σc
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(see Sec. 3.2) can be obtained analytically as
σc =
〈|z+⊥|2 − |z−⊥|2〉
〈|z+⊥|2 + |z−⊥|2〉
= 2〈u⊥ · b⊥〉〈|u⊥|2 + |b⊥|2〉 =
1
2 cos(a− b). (A.12)
Thus, the initial condition may be used to study balanced (σc ≈ 0) as well as moderately
imbalanced (|σc| ≈ 1/2) regimes with an appropriate choice of the phases. The nonlinear
interaction is maximized for σc = 0.
130 A. An initial condition for decaying 3D turbulence simulations
Appendix B
External turbulence forcing
implementation in OSIRIS
In this appendix we describe a variant of the so-called Langevin antenna [305], which
was recently implemented in the OSIRIS code by the author of this Thesis. The antenna
implementation was then utilized for the 3D fully kinetic simulation presented in Ref. [161]
and in Chapter 7. Because the Langevina antenna scheme was originally developed in the
context of gyrokinetics, a few minor modifications are necessary to adapt the method for
the fully kinetic, electromagnetic model. For the model-specific modifications, we mainly
follow the recent work by Zhdankin et al. [9], with a few additions of our own.
The Langevin antenna is implemented as an external, time-varying electric current Jext
in the Maxwell equation for the time change of the electric field:
∂E
∂t
= c∇×B− 4pi(J+ Jext). (B.1)
Magnetic field fluctuations are induced only indirectly through the electric field response
to the external current. However, since we are interested in the low-frequency regime, the
external current may be associated with an external magnetic field via Jext = (c/4pi)∇×Bext.
In the following, we describe the evolution of the antenna in terms of Bext even though it is
actually the external current, and not the external magnetic field, that is incorporated into
the final equations.
We consider a set of perpendicularly polarized modes with complex amplitudes {bn,k}
at time step n in the simulation. The magnetic field corresponding to the antenna current
may be written as
Bext(r) =
1√
N
∑
k
Re
{
k⊥ × eˆz
k⊥
bn,k exp(ik · r)
}
, (B.2)
where k⊥ = (kx, ky), the mean field B0 = B0eˆz is in the z direction, the sum runs over all
the N forced modes, and Re{. . . } is the real part.1 In practice, one should keep in mind
1The actual implementation does not include the 1/
√
N normalization for the amplitude. The desired
antenna amplitude should be therefore divided by
√
N in the code input file.
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that the numerical (Yee) grid is staggered [62, 63] so that different components of Bext
should be evaluated at different spatial locations, displaced by half a grid cell relative to
each other. The Bext update also needs to include a sufficient number of so-called ghost
cells in each spatial direction and on each MPI [303] compute node. The complex amplitude
of each forced mode evolves according to a discretized Langevin type equation [305]:
b0,k = δB0 exp(iϕk), (B.3)
Cn+1 = 1 + ∆tr
(
δB − δBn
)
/δB, (B.4)
δBn+1 = Cn+1δBn, (B.5)
bn+1,k = Cn+1bn,k exp
(
−(iω0 + γ0)∆t
)
+ δBn+1
√
12γ0∆t un,k, (B.6)
where ∆t is the simulation time step, un,k is a random number with real and imaginary
parts between -1/2 and 1/2, ω0 is the antenna frequency, γ0 is the decorrelation rate, ϕk is
an initial random phase, and δBn is the instantaneous mean amplitude, which smoothly
evolves towards the mean target amplitude δB at a growth rate r. The smooth transition
towards the target amplitude δB is an optional feature not present in the original version
by TenBarge et al. [305]. It may be used to smoothly adjust the mean amplitude during
runtime and/or to smoothly increase the amplitude from t = 0 towards the maximal target
value. By choosing δB0 = δB, the mean amplitude is kept constant, unless adjusted during
runtime. The choice δB0 = δB is usually the preferred setting.
At each time step, the external current is calculated as Jext = (c/4pi)∇ × Bext and
added to the self-consistent plasma current J. This operation is performed right after
the deposit of the self-consistent plasma current and before the advance of the Maxwell
equations. During initialization at t = 0, we set B(t = 0) = B0 +Bext in order to avoid a
strong transient response to the external current in Eq. (B.1). At later times, however, the
self-consistent field B evolves freely according to the Maxwell equations, supplemented with
Jext. The ∇×Bext term is calculated using the same finite difference numerical derivatives
as for the rest of the integration scheme. This assures the Jext is (numerically) divergence
free to machine precision. Once the internal and external currents have been combined, the
complex amplitudes and the external field are updated according to (B.2)–(B.6). The new
complex amplitudes {bn+1,k} are calculated on a single MPI node and distributed to all the
other nodes using the MPI interface.
Whenever using the antenna, a particular choice of the forced wavenumbers and of the
antenna parameters ω0, γ0, and δB (as well as the optional r and δB0) is necessary. Some
general guidelines for choosing the antenna parameters are given in TenBarge et al. [305].
To prevent the kinetic-scale turbulence from being directly affected by the antenna, it is
best to restrict the forcing to large scales exceeding the kinetic scales of the plasma. In
our particular implementation, the forcing is restricted to N = 8 different wave vectors:
(1, 0,±1), (0, 1,±1), (−1, 0,±1), and (0,−1,±1) in units of (2pi/Lx, 2pi/Ly, 2pi/Lz). Note
that only one half of the forced modes is evolved according to (B.6). The other half is
calculated based on the reality condition: b−k = b∗k. If the box dimensions (Lx, Ly, Lz)
exceed the plasma kinetic scales, the antenna frequency and decorrelation rate may be
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chosen as a fraction of the shear Alfvén wave frequency: ωA = vAkz, where vA is the Alfvén
speed. In the latter case the antenna mimics the turbulent, MHD scale energy transfer
from scales larger than the simulation box [305]. Some typical values used in a production
run would be ω0 ≈ 0.9 · (2pivA/Lz) and γ0 ≈ 0.6 · ω0.2 The choice of the mean antenna
amplitude is a somewhat more delicate task. A rough estimate may be obtained from the
critical balance conjecture [136] for strong turbulence:
δB ≈ B0L⊥/Lz. (B.7)
However, the external input from the antenna is in practice combined with the nonlinear
response of the plasma to produce a total fluctuation amplitude exceeding the antenna mean
target amplitude. The estimate (B.7) is therefore more of an upper bound. Empirically, in
the author’s experience, amplitudes of about δB ≈ (1/2) ·B0L⊥/Lz are usually sufficient
to achieve critical balance (k‖/k⊥ ≈ δB/B0) at the box scale. The mean target amplitude
may be additionally smoothly tuned during runtime in order to match the critical balance
condition more closely. Finally, note that the (complex) amplitudes of individual modes
contain a rather large random component (second term in Eq. (B.6)) and the total external
power input is relatively unsteady, whenever the decorrelation rate γ0 is comparable to ω0.
Various extensions of the scheme could be possibly developed in the future to make the
power input more steady. One possibility worth exploring would be to employ a similar
procedure as for Navier-Stokes forced turbulence [367] and eliminate the correlation between
the external (random) force and the turbulent (self-consistent) fields. This would amount
to initializing the random part of the external current J˜ext (the one due to the second term
in Eq. (B.6)) at each step and for each k under the constraint J˜ext,k · E∗k = 0, where E is
the self-consistent electric field. In that case the instantaneous correlation between J˜ext and
E would be eliminated and the external power input would be likely more steady.
2If one desires to adjust the mean amplitude during runtime, a growth rate r satisfying ω0  r  ωpe,
where ωpe is the plasma frequency, is recommended.
134 B. External turbulence forcing implementation in OSIRIS
Appendix C
List of plasma parameters
A weakly collisional, magnetized plasma is characterized by several kinetic scales and
parameters, which critically impact the nature of the kinetic turbulence. The interplay
between different plasma parameters is essential for the design of fully kinetic simulations
with explicit PIC codes, which need to resolve all the characteristic plasma scales. Many of
these parameters are referenced throughout this Thesis. In this Appendix, we provide for
clarity their definitions. As in the rest of the Thesis, we use Gaussian units and we neglect
any relativistic corrections in the parameter definitions.
In Table C.1 we list the physical quantities used in the definitions of the parameters.
Out of these quantities, we may define several characteristic plasma scales, all of which
emerge naturally from the physical processes involved. The characteristic frequencies are:
ωps =
√
4piq2sn0
ms
, Ωcs =
qsB0
msc
, (C.1)
where ωps is the species plasma frequency and Ωcs is the species cyclotron frequency. Next,
the typical velocities are:
vth,s =
√
2T0s
ms
, vA =
B0√
4pin0mi
, (C.2)
where vth,s is the species thermal velocity and vA is the Alfvén wave speed. Above, the
kinetic temperature T0s is defined as
T0s =
〈
ms
3ns
∫
(v− us)2fsd3v
〉
,
where fs is the particle distribution function, us is the species fluid velocity, ns is the species
density, and 〈· · · 〉 denotes a space average. Finally, the characteristic kinetic length scales
in a plasma are:
λD =
√
T0e
4pin0e2
= vth,e√
2ωpe
, ds =
c
ωps
, ρs =
vth,s
Ωcs
, (C.3)
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Symbol Quantity
c speed of light
e elementary charge
qs species charge
ms species mass
T0s species mean temperature
n0 mean number density
B0 magnitude of mean magnetic field
Table C.1: List of quantities used in the definitions of the plasma parameters. The subscript
s ∈ {i, e} is the species index.
where λD is the Debye shielding distance, ds is the species inertial scale or skin depth, and
ρs is the species thermal gyroradius.
The gross plasma features are mainly determined by various dimensionless parameters,
constructed from the typical plasma scales. Below, we define the dimensionless parameters
as the ratios of global, space-averaged quantities. Alternatively, the ratios may be also
computed first locally and averaged later. A key parameter is the species beta:
βs =
8pin0T0s
B20
=
(
ωps
Ωcs
)2 (vth,s
c
)2
=
(
ρs
ds
)2
, (C.4)
which gives the ratio of the kinetic to magnetic pressure. Essentially, the plasma beta
determines the scale separation between the species inertial and gyroradius scale. The ion
and electron betas separately obey the following relations:
βi =
v2th,i
v2A
, βe =
me
mi
v2th,e
v2A
. (C.5)
Another important set of parameters are:
ωpe
Ωce
= ρe√
2λD
,
c
vth,e
= de√
2λD
. (C.6)
For the plasma to remain non-relativistic and quasi-neutral at electron kinetic scales, the
above ratios should be (reasonably) large. It is also useful to recall that the separation
between the ion and electron scales is set by the square root of the mass ratio. Finally, the
collisionality is controlled by the so-called plasma parameter:
Λ = 4pin0λ3D =
1√
4pi
 n−1/30
e2T−10e
3/2 , (C.7)
which has to be very large for collisions to be weak.
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