Abstract In this paper we present a classical parallel quantum algorithm for the satisfiability problem. We have exploited the classical parallelism of quantum algorithms developed in [G.L. Long and L. Xiao, Phys. Rev. A 69 (2004) 052303], so that additional acceleration can be gained by using classical parallelism. The quantum algorithm first estimates the number of solutions using the quantum counting algorithm, and then by using the quantum searching algorithm, the explicit solutions are found.
Quantum computer can solve some problem more efficiently than classical computer. Using the Shor's algorithm, prime-factorization can be completed in polynomial steps. [1] For unsorted database search problem, Grover's algorithm can find the marked item probabilistically in O( √ N ) steps, [2] or exactly using an improved algorithm, the Long algorithm. [3] Grover's algorithm achieves square-root speedup for searching an unsorted database, and it has been proven to be optimal on the quantum computer. [4] The use of classical parallelism in quantum computer can provide additional speedup. For instance it has been found that the Grover algorithm and the Shor algorithm can be accelerated by using more qubit resources. [5] The number of iteration for finding a marked state from an unsorted database of N items is O( √ N ), and with M quantum computers working in classical parallel, it is reduced to O( N/M ). This is not trivial as classical parallelism exists naturally in some quantum computer proposals using ensemble of copies of "quantum computers", such as nuclear magnetic resonance (NMR) ensemble quantum computer. In an NMR ensemble quantum computer, there are O(10 16 ) numbers of molecules, and each molecule is potentially a quantum computer. Though there is no quantum entanglement in the average density matrix in the present liquid-state NMR quantum computer [6] there is quantum entanglement inside each molecule in the NMR ensemble quantum computer. [7, 8] In the extreme case where N quantum computers are used in parallel in searching an unsorted database with N items, exponential speedup can be obtained over classical computing, for instance in the Bruschweiler algorithm, only log 2 N steps are required to find a marked item from the database.
[9] The algorithm has been recently experimentally demonstrated in a three-qubit NMR quantum system. [10, 11] It has been shown that unsorted database could be improved to the optimum in the fetching algorithm by using classical parallel that a single query is sufficient to find all marked items in an unsorted database. [12] The fetching algorithm has been experimentally demonstrated in a seven-qubit NMR ensemble quantum system. [13] The additional speedup has been exploited in the global optimization problem, and it has been shown additional speedup is achieved. [14] The satisfiability (SAT) problem is a well-known computing problem, and it is a typical NP-complete problem, [15] which is hard to solve. Its classical algorithm is exponentially scaled to its input size. A quantum computer algorithm achieves square-root speedup exploiting the Grover quantum search algorithm. [16] In this article, we will present a classical parallel quantum algorithm for the SAT problem, applying the idea of classical parallelism. The central part of this algorithm is the use of a quantum counting algorithm [17] to find the number of solutions in the database, and then use a modified Grover algorithm, the Long algorithm [3] to find out the marked states. Grover's algorithm is not a failure-free algorithm, and there is some probability that the algorithm may fail. Long algorithm is improved so that the successful rate is always 100%.
At first let us review the satisfiability problem briefly. Let X ≡ {x 1 , x 2 , . . . , x n } be a set. Usually we call x k and its negationx k (k = 1, 2, . . . , n) literals. Then the set of all such literals is denoted by X = {x 1 ,x 1 , . . . , x n ,x n }. F(X ) denotes the set of all subsets of X and an element C ∈ F(X ) is called a clause. If we can assign the truth value to at least one element of C, and then C is called satisfiable. When C is satisfiable, the truth value t(C) of C is regarded as true, otherwise, that of C is false. 1 denotes "true" and 0 denotes "false". A clause C is satisfiable iff at least one literal of C is true under t, i.e. C is satisfiable iff t(C) = 1. With usual join ∨ and meet ∧ let L = 0, 1 be a Boolean lattice, and t(x) is the truth value of a literal x in X. Then we can write the truth value of a clause C as t(C) ≡ ∨ x∈C t(x). Moreover the set C of clauses C j (j = 1, 2, . . . , m) is called satisfiable iff the meet of all truth values of C j is 1, that is t(C) ≡ ∧ m j=1 C j = 1. The SAT problem can be written as follows: Given a set X = {x 1 , x 2 , . . . , x n } and a set C = {C 1 , C 2 , · · · , C m } of clauses, determine if there exists a truth assignment to make C satisfiable.
We give a simple example of the satisfiability problem: we want to know if 1 = j 1 j 2 + j 2 j 3 is satisfiable. We know that |011 , |110 , |111 satisfy the problem. Thus the problem is satisfiable.
In quantum computer we usually use a unitary transformation U f to carry out a function f . This unitary transformation is realizable by a series of basic one-qubit gates and two-qubit gates. U f contains all the rules for computing the function of the basis states, and it evaluates the function value for any inputs. When U f is applied to a superposition of basis states, it evaluates the function values of all the basis states and puts them also in superposition, namely
This capability is usually referred to as quantum parallel computing [18] . In our classical parallel algorithm, we use classical parallel operations of several quantum computers, and in each quantum computer, there exists quantum parallelism.
First we need to introduce the quantum counting algorithm which estimates the number of solutions to the SAT problem. We suppose the |a and |b are the two eigenvectors the Grover iteration in the space spanned by |α , the solution states, and |β , the state orthogonal to the solution state. θ is the angle of rotation determined by the Grover iteration. We can get the corresponding eigenvalues, which are e iθ and e i(2π−θ) . We know that sin 2 (θ/2) = M/2N . [19] The first register has t qubits, where t is determined by how accurate we want the number. After the quantum counting algorithm, the number M , the number of solutions is found out. However the quantum counting algorithm is used in classical parallel in our algorithm. When applied to a sub-database, the quantum counting algorithm gives the number of solutions in that sub-database.
The state of the parallel quantum computer is labelled as |i, j 1 , j 2 , where one qubit in state i is an auxiliary qubit and it is used for the query function. Register 1 has n 1 qubits whose states are j 1 . They are in complete mixed states. Register 2 has n 2 qubits, whose states are denoted as j 2 , and initially they are in effective pure state |00 · · · 0 of the n 2 qubits. Initially the state of the parallel quantum computer is ρ 0 = |0 0|(
i=0 |i i|)|0 0|. Then we make Hadamard transformation to the n 2 qubits in order that they are in an even superposition of the basis states in register 2,
a short notation for the density matrix and we have ignored the normalization coefficient. Now the database is divided into N 1 sub-database, N 1 = 2 n 1 ; each subdatabase has N 2 items, N 2 = 2 n 2 . In the N i -th subdatabase we do the quantum counting and we get the number of the marked state M i in each sub-database. Each sub-database may have the following situations: (i) it has no solution; (ii) it contains 1 solution and so on. Since the parallel quantum computing scheme is the singleinstruction-many-database type, we need to run the Long algorithm [3] many times. First we run the Long algorithm on all sub-database J 1 -times, and
expresses the integer part of r. Similar to the Grover algorithm, each iteration in the Long algorithm consists of four steps: (i) apply the oracle O to the whole n 1 + n 2 argument register and on condition the item satisfies the oracle, rotate the phase of the item by angle φ given analytically in Ref. [3] ; (ii) apply the Hadamard transform to register 2; (iii) Perform a phase rotation φ on |00 · · · 0 state; (iv) apply the Hadamard transform on the n 2 argument register. After J 1 iteration of the Long algorithm, make a multiple-qubit controlled NOT gate on the auxiliary qubit so that the auxiliary qubit changes from 0 to 1 when the oracle is satisfied. Then measuring the auxiliary qubit spectrum, and the basis state corresponding to the inverted peak is a solution. After this, all the sub-databases with a single solution are searched and found out. We repeat the process with
That is, we look for sun-database where there are two solutions. After this, we find out the solutions in subdatabase with two solutions. We continue this process until M max , namely the maximum number of solutions in a sub-database, therefore we have found out all the solutions to the SAT problem.
In this letter we have given a parallel quantum algorithm for the SAT problem. The essential idea is to run the quantum counting algorithm in parallel so that the number of solutions in each sub-database is found out. Then by using the Long algorithm in parallel in turn, we find out the solutions from the sub-database in several runs, beginning with those in which a sub-database has only a single solution. Since in ensemble quantum computer such as NMR quantum computer, redundancy is present, and this resource can be used to accelerate the solution to the SAT problems.
