Classical ergodic invariants like the Lyapunov exponent and the entropy, defined in a space of densities acted upon by the Perron-Frobenius operator, provide an intuitive framework to construct the corresponding notions in quantum mechanics.
Characteristic Exponents
Classical mechanics deals with trajectories of dynamical systems whereas quantum mechanics deals with wave functions. This is a source of difficulty when transferring to quantum mechanics the notions of the ergodic theory of classical dynamical systems. The modulus squared of the wave function is a probability density in configuration space. Therefore we would be closer to the framework of quantum mechanics, and presumably in better conditions to develop a quantum ergodic theory, if classical concepts like the invariant measure, Lyapunov exponents and entropy were formulated in terms of densities rather than orbits.
Let (X, 5Y, ~t)be a measure space and T : X --+ X a measurable measurepreserving transformation, that is (
i) T-I(A) G ~ for all A • Z (ii) ,(T-I(A)) = p(A) for all A • ~Y
In the context of the ergodic theory of classical dynamical systems X is the state space and T the operator defining time-evolution.
A density in X is a non-negative, normalized, integrable function, the space of densities being denoted by T~
~) = {p • LI(X,~,/~): p > 0,1lplll = 1} (1)
:D is the space of functions that, by the Radon-Nikodym theorem, characterize the measures that are absolutely continuous with respect to g. However, for some of the dynamical concepts to be discussed later, it will turn out that it is convenient to further restrict the space of admissible densities.
Time-evolution in the space of densities is described by the weakly continuous Perron-Frobenius operator, P : L 1 --. L 1
(2)
A E LT, or by the Koopman operator, U : L 1 -+ L 1 (3) these two operators being adjoint to each other, in the sense fx fx (4)
Up(x) = p(T(x))
with p E L 1 and g E L °°. The basic notions of ergodic theory, usually defined in terms of the images or inverse images of sets of points in X under the action of T, may also be expressed in terms of the behavior of densities under the action of the Perron-l~obenius or the Koopman operator [l] . For example: -# is T-invariant if and only if P1 = 1.
-T is ergodic if and only if the sequence {P"p} is Cesaro convergent to 1 for all p E 7).
-T is mixing if and only if {P'~p} is weakly convergent to 1 for all p E 7).
The mathematical framework needed to characterize the operators of time evolution and the notions of ergodicity and mixing in terms of densities is essentially the same that is needed to formulate the same notions in terms of orbits, namely a measure space and the duality of L 1 and L °° . The situation is different when dealing with the ergodic invariants that quantify the notions of sensitive dependence and information loss. Consider for example the existence theorem for Lyapunov exponents [2] [3] . Let X = R d. Then, given an ergodic invariant measure it, there is a sequence of numbers A1 ~> A2 ~> ... ~> Al l ~ d, and for B-almost every point x, a decreasing sequence of vector spaces
such that nT~Er(x) = Er(T(x)) and lim 1 log IIDT~vH = ~r (6) rt--.+ oo n for v e \
In Eq.(6) the action of the tangent map on the vector v measures the rate of separation of two orbits with initial conditions at x and at x plus an "infinitesimal" in the direction of v. When dealing with densities the notion that corresponds to this perturbation of the initial condition at x is that of a Gateaux derivative D~ along a (generalized) function 4~ with support at x. Furthermore the proper definition and existence of the Lyapunov exponent in Eq. (6) requires the existence of a measure p in the space of the initial conditions x. Likewise we will need a measure on the infinite-dimensional space of the generalized functions ~. These two requirements, namely the possibility to define Gateaux derivatives along generalized functions with point support and the need for a well-defined a-additive measure in an infinite-dimensional functional space, lead almost uniquely to the choice of mathematical framework. Namely we need to restrict the admissible densities to a nuclear space.
Densities are non-negative Ll-functions. Therefore to each p E :D we may associate a non-negative square root p} and p e LI(p) implies p½ E L~(#). We now construct a Gelfand triplet [4] E* D L2(~) D E
E being a nuclear space and E* its dual. For each non-negative f E E, with IIf[12 = 1, p = f2 is an admissible density. The generalized functions ~ needed to define the local perturbations of the densities will be in E*. Furthermore, nuclearity of E is important to insure the existence of a-additive measures on E*. For definiteness let E = S(R d, ~), the space of functions of rapid decrease topologized by the family of semi-norms
For simplicity p is assumed to be a T-invariant measure absolutely continuous with respect to Lebesgue measure. Because 5 is an algebra, p½ E 5 implies p E S. We now consider a family of vector-valued functionals of a density p E 5
jr(p) = / d#(y) y pnp(y) y E X (s)
and define the Lyapunov exponent as follows
Gateaux derivative of Un (p) along 0i5~ is well-defined [5] and a simple calculation leads to the same result as in Eq.(6). Existence of the limit in Eq. (9) is therefore insured in the same conditions as the limit in Eq.(6). However it is possible to prove directly the existence of the limit in Eq. (9) . The proof follows essentially the same steps as used below for the quantum characteristic exponents and I leave it as an exercise for the reader. Essential to the proofs is the existence of an appropriate measure in E*, namely a measure for which Uzex {0i5:~} is not a null set. The following result
shows how a class of such measures may be constructed. 
{¢~,~}and {G} being the coefficient sequences for the expansions of #~ and ~, convergence of the sum being insured by the fact that [ E ,.q and #~ E 8 ~. The measure v in S ~ is then a measure in the space of tempered sequences and from the definition of the characteristic functional one sees that the Corresponding measure has support on the {#~,n} sequences. Informally
Invariance of v for PT is an easy consequence of the T-invariance of # and the transformation law for #~. Notice that invariance of v for PT is equivalent to invariance of C({) for the Koopman operator U. [] Actually there is, for the classical case, a simpler way to construct measures in S'(#) with support in U~#,. However the construction through characteristic functions has the merit of being generalizable to the quantum case.
So far I have been concerned with the formulation of the Lyapunov exponents in terms of densities. Notice however that by replacing in Eq.(9) the Gateaux derivative Do~= by a Gateaux derivative De along other # C E*, other ergodic invariants may be obtained. To prove the existence of such invariants relies on the construction of the appropriate measure, which in some cases may be obtained from lemma 1.1. For example for the higher-order Lyapunov exponents discussed by Farmer and Sidorovich [8] and Taylor [9] , we would have
Other choices of ¢ may lead to other ergodic invariants [10] . An approach that would bring us closer to the formulation of quantum mechanics would be to consider the functional :Tn(p) in Eqs. (8, 9) as a functional of p½ rather than of p, with the same Gateaux derivative. This means that the differential perturbation at x is performed on the square root of the density, which is like a "classical wave function". However, because of the regularity conditions on p~' 6 S and the ~1 limit, the result is exactly the same.
We now turn to quantum mechanics. Let U k (k continuous or discrete) be the unitary operator of quantum time evolution acting on an Hilbert space 7/. 7t is taken to be the space of functions on the configuration manifold M and is a coordinate operator in M. The quantum version of the functional 2:,(p) is ~o(~) : (U~,YU"~) (17) and taking the Gateaux derivative
Proper definition of the right-hand side of (18) 
If A is bounded from below and there is a k E N for which A -k is HilbertSchmidt, the projective limit space is a nuclear space. Notice that for a density p 6 $ the limit in (9) for the classical Lyapunov exponent turns out to be independent of p. To make the corresponding limit in the quantum characteristic exponent to be independent of ~, except for regularity conditions, we will need a norm for the functionals. 
~eE,II~ll,_<z p must be greater than or equal to the order of the functional U-~YU"viOi6~:. Notice that U", being an element of the infinite-dimensional unitary group, has a natural action in E* [6] . Let B be the Borel g-algebra generated by the cylinder sets of E* and t, a probability measure on (E* ,B), invariant under the element U of the infinite-dimensional unitary group. Then, existence of the limit in Eq. (20) The prooi~22] uses Birkhoff's theorem and one of its corollaries [24] . The con= ditions on the functions in (22) impose restrictions on the quantum evolution operator U. Much weaker conditions are sufficient if one uses limsup in the definition of the characteristic exponent or a norm adapted to the dynamics [22] .
The quantum characteristic exponent defined above may be explicitly computed in simple cases [13] and its physical meaning seems to be very close to the classical notion of Lyapunov exponent.
As follows from the preceding theorem, existence of a quantum characteristic exponent, analogous to the Lyapunov exponent, requires the existence of a Uinvariant measure with support in the set {~) = {0i6~}. When the quantum evolution is induced by a substitution operator as in one of the sectors of the four-dimensional Arnold's cat [13] , the construction of the measure is the same as in lemma 1. Before moving to a discussion of quantum entropy let me point out that other definitions of characteristic exponents in infinite-dimensional spaces have been proposed in the past by several authors [25] [18] [26] [27] [28] . They characterize several aspects of the dynamics of linear and non-linear systems. The definition discussed in this paper, and that was proposed for the first time in [13] , attempts however to be as close as possible to the spirit of the classical definition of Lyapunov exponent. The essential point is to measure, in a suitable norm, the time evolution of a singular perturbation of the initial condition and, keeping this in mind, the definition (20) may even be further simplified [22] .
Entropy
The notion of entropy is used in several different senses in mathematics and physics. In the ergodic theory of dynamical systems, the metric (or KolmogoroffSinai) entropy is an asymptotic characterization of the number of different orbits. Usually the Kolmogoroff-Sinai (K-S) entropy is defined by means of the entropy of a state space partition, refined by the time evolution. Carrying over this construction to quantum mechanics, the role of the partition is played by a finite-dimensional Abelian subalgebra of avon Neuman algebra or an Abelian sublattice in the lattice of projections [14] [15] [16] [17] . However, the refinement of the quantum partition defined in this way has a nature different from the classical case. In the classical case the assignment of a trajectory, at a certain time, to an element of the phase-space partition does not change the orbit. Therefore the rate of refinement of the partition does not depend on the measurement process, only on the diversity of orbit behavior. In the quantum mechanical construction, the projections change the dynamical state, hence the construction may depend as much on the reduction features of the quantum measurement process as on the intrinsic dynamical complexity. This point is discussed in more detail elsewhere [18] . Notice also that the definition of entropy proposed in a recent paper by Stomczyfiski and Zyczkowski [19] also involves in an essential way both a dynamical system and a measurement instrument.
As I have already pointed out [18] there is, in the classical case, a definition of entropy, alternative to the one of K-S, which may be generalized to quantum mechanics without involving the measurement process in the intermediate steps of the quantum evolution. This is the Brin-Katok local entropy [20] which, for a compact metric space K is equivalent to the Kolmogoroff-Sinai entropy. p(B,(T, n, x) )) (26) log p(B~(T, n, x))) (27) (T, x) = h(T, x) (28) for p-almost every x and h(T, ~:) is integrable
ht~(T) =/K h(T, x)dp(x)
h~ (T) coinciding with the Kolmogoroff-Sinai entropy.
(29)
I will use the Brin-Katok form to generalize the entropy for the quantum case. As for the characteristic exponent, the first step will be to express the (f dp(O P p(O)l < ,,O_ _ where linearity in p of the functional is used.
< k < n} (30)
The measure to be considered is now a measure v in S I with support on the {5~} set. It will be the measure induced from p by the construction of lemma 1.1.
For the quantum case the c-ball may be defined using a wave function (311 or using norms as in Eq. (21) and we may now define the quantum local entropy as h(U, x) = -lim lim 1 log v(B,(U, n, 5=))
e..--*On-+oo n v being a measure in S ~ invariant for the quantum evolution induced by the unitary operator U. Existence of the limit in Eq.(33) depends on the properties of the measure. I state a few conditions for the existence of the limit.
(i) There is an p such that U-k~'U~:(5~ -5y) E 7-l_p (ii) There is an U-invariant measure in S t such that n,
is an integrable sequence of functionals converging to an integrable functional F~(Sr). Writing (U, n, 5,) ) follows from condition (ii) by the apexistence of limn--,oo plieation of Birkhoff's theorem.
An intuitive derivation of the Pesin formula, relating the entropy and the sum over the positive Lyapunov exponents, follows from using the multipole expansion
. . . x.) al 02 ""a~°~ which requires an extension of the mathematical setting to ultradistribution spaces [21] . The conclusion is that a theory for the quantum entropy and a quantum anMogue of the Pesin formula may be established in this framework. What is needed however is to relate the properties of the quantum evolution operators to the nature of the measures in S ~. For this I refer to work in progress [22] .
Conclusions
From the rigorous results in Section 1 concerning the quantum characteristic exponents and the proposed definition of a quantum entropy in Section 2, I conclude that it seems possible to develop an ergodie theory for quantum mechanics that closely resembles the corresponding construction in classical mechanics. This might provide a rigorous framework to define quantum chaos. Furthermore, as explained elsewhere [13] , this framework may also provide an explanation for the puzzling time reversibility in numerical simulations of quantum systems that are classically chaotic. The Lyapunov exponent and the entropy play an important role in characterizing chaotic classical dynamical systems. However, except for the simplest systems, it is in general not possible to compute these numbers analytically. Therefore the existence of accurate numerical algorithms for the ergodic invariants plays an important role in the study of such systems. If the quantum characteristic exponents and the quantum entropy are to play a similar role in the study of quantum systems, developing adequate numerical algorithms will also be an important requirement [23] .
