A Bayesian Approach to Geometric Subspace Estimation Anuj Srivastava
Abstract-This paper presents a geometric approach to estimating subspaces as elements of complex Grassmann-manifold, with each subspace represented by its unique, complex projection matrix. Variation between the subspaces is modeled by rotating their projection matrices via the action of unitary matrices [elements of the unitary group U( )]. Subspace estimation or tracking then corresponds to inferences on U( ). Taking 
I. INTRODUCTION

A
VARIETY of engineering problems involve estimating subspaces of some larger observation spaces. As an example, in array signal processing, the dominant signal subspace of the sample covariance matrix is frequently estimated to provide information about the signal transmitters. As described in [1] - [5] , subspace estimation plays an important role in the current techniques for blind-channel identification in multiuser wireless communication systems. It also has applications in high-resolution spectral analysis, modeling variability in feature extraction, linear regression in high-dimensional spaces, code-division multiple access, and direction-of-arrival tracking. In active computer-vision applications, such as robotic control or automated navigation, solutions often reduce to estimating subspaces as the observations are perspective projections of three-dimensional (3-D) scenes onto the focal planes of the cameras.
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establish an updating algorithm for subspace tracking. Yang and Kaveh [8] have described an adaptive subspace estimation and tracking algorithms using constrained optimization techniques. Yang [9] has interpreted a signal subspace as the solution of a "projection-like unconstrained minimization" problem and presented a recursive least-squares approach to solving the tracking problem. As described in [10] - [13] , and many others, these estimation problems are naturally posed on Grassmann manifolds, the space of low-dimensional subspaces of some larger vector-space: real or complex. Even though they provide a natural domain to pose estimation problems, the use of conventional techniques on these manifolds has been limited. The fundamental issue is that they have curved geometry, i.e., they are not vector spaces (a linear combination of any two elements of these sets may not be an element of these sets). Commonly used optimization techniques, which are designed primarily for (flat) vector spaces, have to be modified to account for the curvature. The physical system being observed is often changing in time, and the observations reflect changing source attributes. It is possible that at any given time, there may not be enough observations to obtain a desired precision in estimation. Any prior information about the subspace motion may substitute for the lack of observations in improving the estimation performance. We propose a Bayesian framework, for subspace estimation and tracking, where both the a priori and the data-dependent information can be coherently organized to provide a unified inference. Our approach is intrinsic in that we define a posterior density function on the complex Grassmann-manifold, where each subspace is characterized by its unique projection matrix. Using the underlying geometric structure, wherever possible, will provide insights into the physical interpretations of the solutions and perhaps improve the estimation process.
Performance specifications are an integral part of any estimation algorithm. Performance analysis of subspace estimation and tracking algorithms has often been based on comparisons with Cramer-Rao type lower bounds (CRB's) on estimation-errors [14] . There are two basic limitations to such derivations. 1) When no efficient estimator exists, the CRB is achieved only asymptotically either when the number of samples goes large or the sensor noise gets small. For practical situations with finite observations at ambient noise, the CRB may not always be helpful in analyzing estimation performance. In that case, other lower bounds on expected errors that are tighter than the CRB may be possible and should be explored. 2) In many applications, including subspace estimation, constraints and regularity conditions force the unknown parameters to take values on Riemannian manifolds. To define classical performance indicators such as bias, mean-squared-error, and CRB, local coordinate charts or flat parameterizations are chosen. These extrinsic results are dependent on the choice of coordinates and, hence, are not a true indicator of the performance of an estimation procedure. Cramer-Rao type information inequalities that are intrinsic to the geometry of the manifold and independent of the choice of coordinates are presented in [15] and [16] . These papers generalize the notion of conditional means and mean squared errors to the Riemannian manifolds and establish lower bounds on the estimation errors. Similar to Euclidean CRB's, these bounds are derived for point-valued estimators, whereas in many signal processing applications, set-valued estimators are more pertinent. Furthermore, due to the computational issues associated with these formulations, the evaluation of these bounds, in the context of practical problems of interest, remains to be explored. For estimation of parameters taking values on compact, realvalued matrix lie groups (refer to a brief introduction in the Appendix), [17] and [18] have defined a lower bound on meansquared error called the Hilbert-Schmidt bound. Using a similar approach, we present a framework for intrinsic subspace estimation by i) formulating subspace estimation problem using geometric representations on a complex Grassmann-manifold; ii) setting Bayesian estimation problems on these representations; iii) deriving an achievable lower bound on the estimationerrors under a specific choice of the metric; iv) utilizing discretized stochastic flows on unitary matrices to compute optimal estimates and the lower bounds.
This bound may be used for both prognostics, e.g., what is the best subspace estimation that can be achieved, and diagnostics, e.g., how well does a given estimation algorithm perform? In addition, we propose two extensions of this framework: i) include jump processes to allow for simultaneous subspace rank estimation, along with the subspace itself, and ii) include Newtonian dynamics on subspace rotation to improve on the estimation in situations with limited observations. These extensions are only briefly outlined and are not explored in any detail. To make this discussion concrete, we will focus on an example: estimating subspaces associated with the array processing environments. Other subspace estimation problems, ranging from deterministically optimizing a cost function over subspaces to statistical inferences on Grassmann manifold with additional constraints, can also be handled similarly. For example, in array signal processing, subspace estimation sometimes is restricted only to those subspaces that relate to the array manifold, i.e., parametric estimation of subspaces. This and other such constraints can be handled by restricting the estimation procedure to the proper subsets. We will start by denoting each subspace (an element of the complex Grassmann-manifold) by a unique, complex projection-matrix of appropriate rank and dimensions. The variability between one subspace to another (or correspondingly one projection matrix to another) is modeled by means of rotations resulting from the action of complex rotation matrices [elements of the unitary group, ]. Given observations from a sensor array, the inference amounts to estimating those rotations that match the data best. This estimation is performed under a Bayesian framework in the minimum-mean-squared-error (MMSE) sense. Inheriting the natural metric from , we will define a distance function on to set up the MMSE estimator. Furthermore, we will derive an exact lower bound on the expected squared error incurred by any such estimator. This bound is applicable for any number of samples including single sample situations.
Gradient-based searches (such as Newton's, Levenberg-Marquardt, and steepest-descent) are common tools for optimization. For a generalization to global optimizations, a random component that makes it a stochastic gradient process is often added to the gradients. For Euclidean parameterizations, or parameterizations restricted to unit spheres, gradient and stochastic gradient techniques have been applied frequently, including Pisarenko's harmonic retrieval approach for finding that eigendecomposition of a given matrix. For a discussion on deterministic gradient processes for optimization on manifolds with orthogonality constraints, see [11] and [12] . In a broader framework, Langevin's stochastic differential equation (SDE) [19] - [21] has been frequently used to generate samples from a vector space according to a given probability. In view of the curvature of , we will modify Langevin's SDE according to the geometry of . Note that this procedure leads to various statistics under the posterior and not merely obtaining an optimal point of a cost function. The generality and broader applicability of this approach often comes at the cost of additional computations.
Section II sets up a geometric Bayesian approach to the problem of subspace-estimation using motivation from array signal processing. Section III derives an MMSE estimator and uses that to compute a lower bound on the subspace estimation errors, whereas Section IV presents computational issues and algorithms for computing the estimator and the bound. In Section V, some simulation results are presented from subspace estimation using a uniform linear array (ULA).
II. BAYESIAN FORMULATION
To illustrate our approach to Bayesian subspace estimation and tracking, we will analyze an example from narrowband, array signal processing. We will focus on estimating principal signal subspace associated with the signal transmitters by analyzing the sample covariance of the observations taken by an array of passive sensors.
A. Subspace Estimation Problem
The sensor observations are modeled as superpositions of signals received from multiple transmitters and the ambient noise. Let there be sensors and signal transmitters ( ). The observation vector is given by (1) where -vector of signal amplitudes; complex noise; vector of unknown parameters characterizing the signal transmitters. For example, can be the vector of angular locations of the transmitters in the problem of direction-of-arrival estimation. The columns of matrix are elements of a set associated with the array configuration called the array manifold (see [22] for details). Incorporate in a long complex vector , which takes values in . Each element of is modeled as independent complex-normal CN(0, ), that is, it has i.i.d. real and imaginary parts, both of them normal with mean zero and variance . To keep the discussion simple, is assumed known throughout this paper. Let be the sample covariance matrix given by . denotes the conjugate transpose. The observations span a complex vector space of -complex dimensions (or -real dimensions). (For consistency, we will refer only to the complex dimensions of a complex space.) Under certain conditions, its -dimensional principal subspace, which is called the signal subspace, is given by span and ( )-dimensional secondary subspace orthogonal to the signal subspace is called the noise subspace. The goal is to estimate the -dimensional principal subspace of . The well-known maximum likelihood solution results from maximizing the projection of the sample covariance of the observed data onto the signal subspace, which is denoted by its projection matrix , according to trace . This suggests a direct formulation of the problem in terms of , rank-complex projection matrices. Denote the set of all such matrices by . is a compact, differentiable manifold of complex-dimensions, called complex Grassmann-manifold, with interesting geometric properties, as described in [23] . Each element of uniquely represents a subspace (of ) of complex dimensions . Remark 1: Alternatively, a subspace in can also be represented by a (nonunique) set of orthonormal basis vectors. There are pros and cons associated with both the representations. In this paper, we utilize the pros from both these representations: Subspaces are represented by their unique projection matrices, but the inferences (computation of the estimates and the error bounds) are performed by means of their nonunique orthonormal bases.
B. Generating Subspace Variability via Rotation Matrices
What differentiates one subspace from another subspace of the same rank? A rotation! Any subspace is a rotation away from any other subspace. If and are the projection matrices representing two distinct subspaces, then there exists a rotation matrix (in fact there are many) such that . Taking this idea further, every projection matrix can be written as a rotated version of some preselected "standard" projection. That is, the whole space can be generated by applying rotations to a chosen projection: call it . For simplicity, we choose to be an matrix with all zeros except for the first diagonal entries, which are all ones. In addition, let be the space of all complex unitary matrices ( ); elements of will play the role of rotation matrices. Then, as described in the Appendix, . It must be noted that the columns of form an orthonormal basis of the subspace whose unique projection matrix is , and obviously, the choice of is not unique. In fact, there is an equivalence class imposed on in the sense that all resulting in the same projection matrix ( ) are considered equivalent. The Bayesian estimation will be posed on while respecting these equivalence classes. The choice of probabilities and the metric will be such that the members of the same equivalence class will have uniform density and zero distance between them. The estimation procedure, however, will invoke the representation of a subspace through the elements of as it has an additional lie group structure that will be later exploited for computations.
is a (real) dimensional, compact lie group with the matrix multiplication being the group operation (see [23, p. 130] ). A brief introduction of lie groups and their geometry is presented in the Appendix. is basically a quotient space , and it follows that provides a natural transitive action on it. In this representation of complex Grassmann-manifold, given the observations , the estimation problem reduces to finding the appropriate rotation matrix (more precisely that equivalence class), which rotates to best match the data. As mentioned earlier, we will take a Bayesian approach by deriving a posterior density on and will utilize empirical techniques to compute MMSE solutions. Let be the rotation-invariant reference measure (which is also called Haar measure; see the note in the Appendix) with respect to which the posterior density on is defined. Define the posterior density on to be tr tr (2) where is a prior density on . In this paper, we will restrict only to those that are the functions of through and not directly. The density incorporates our prior knowledge about the subspace and, as an example, can be
where predicted "central tendency" from prior knowledge; Frobenious norm; measure of confidence in the prior. The projection matrix can perhaps come from estimates at previous times in a time-series problem, or it can be an attractor state of a stable time-varying system. In the simulations presented later, we have chosen , where projection matrix of the true subspace; unit-variance, random Hermitian skew-symmetric matrix ( ); fixed. For matrix arguments, implies the matrix exponential. The variable component of negative log-posterior is often referred to as the posterior energy, which is denoted by , where is given by (4) This posterior is used as an example to illustrate the estimation procedure, but any posterior density on , originating from any other subspace-estimation formulation, will have a similar solution. In [24] , the authors have studied several similar cost functions for deterministic optimization with applications to, among others, sorting of numbers, diagonalizing, and SVD of matrices.
Remark 2: is the maximum a posteriori (MAP) estimate of the signal subspace, where . In the case, the prior is uniform on ( ), the maximum likelihood estimate (MLE) is same as the MAP estimate, and it is given by , where is the SVD of . In the case of a posterior density that is unimodal and symmetric around the MMSE estimate, the MAP and MMSE estimates coincide. However, in a general, these three estimates can be different.
III. MMSE ESTIMATOR AND LOWER BOUND
Having defined a posterior on , we seek a minimum expected squared error (MMSE) estimator. The definitions and theorems in this section closely follow the constructions in [17] and [18] . To make the notion of MMSE precise, first define a distance function on according to , where is the Frobenious norm (also called Hilbert-Schmidt norm) in . This metric separates two unitary matrices only if they lead to two different -dimensional subspaces, that is, only if they are in different equivalence classes. can also be interpreted as the metric inherited on the quotient space starting from on . Then, the MMSE estimator is defined as (5) Since the posterior density is a continuous function on , the integral results in a continuous cost function on : a compact space. Hence, the equivalence class represented by is well defined. It is possible to have multiple equivalence classes whose elements all minimize this cost function. In that case, we will have a set-valued estimator instead of a pointvalued estimator. Once a is obtained, is the projection matrix representing the estimated subspace.
Using , we next define a lower bound on the expected squared error. Let be any estimator on . Then, the expected squared-error associated with this estimator, which is denoted by , is defined as is the marginal density on the observation space. The error associated with , as defined in (5), is the minimum among all possible estimators.
Theorem 1: For any estimator , .
Proof: From the definition of
This theorem is similar to the results presented in [17] and [18] . In these earlier papers, the quantity is named as the Hilbert-Schmidt lower bound (HSB) (to reflect the choice of norm in the definition of ). This quantity can be utilized as a performance metric to evaluate and compare the performance of algorithms used in subspace estimation and tracking. HSB is achieved by the MMSE estimator for all sensor noise levels and any number of observations. This aspect differentiates it from the asymptotics of CRB.
Remark 3: In (5), the cost function is defined using the Frobeneous norm. Other choices for the norm, e.g., step function, or other expressions involving the same norm, e.g., absolute error, can also be applied, if suitable. One natural choice is the Riemannian distance function on , which is computed as the length of the geodesic connecting the two points. The solutions in these cases follow a similar analysis but may not have as nice computational properties as .
Computation: The next task is to compute the estimator and the HSB for a given posterior density. Simplifying and rearranging (5), a structure emerges. Define a matrix according to (6) Notice that is conjugate symmetric, i.e.,
. We can interpret this integral as an element-wise integration of the elements of matrix by embedding it in and with nonzero contributions (weighted by the posterior) only from the elements of . Theorem 2: 1) MMSE estimator is given by , where is the SVD decomposition of , is diagonal with real entries, and . The columns of and are arranged such that the entries in appear in a decreasing order along the diagonal. 2) Let tr , then HSB
Proof: By definition of denotes the Hermitian inner-product tr . Let be the SVD of such that entries in decrease along the diagonal. By the definition of trace and tr tr
The matrix is a rank-, complex projection matrix whose diagonal entries (which are denoted ) are all positive, real-valued with values no more than 1.0, and . For the choice , the last relation becomes equality, and tr tr . Furthermore, tr .
Q.E.D. To actually compute the estimator and the lower bound, we have to evaluate the integrals in (6) and (7) . How can we do that? In general, it is difficult to calculate these integrals analytically. One solution, which is based on numerical integration techniques (trapezoidal, Gauss-quadrature etc.), can be used, but it is feasible only if is small. In view of the high-speed computing available today, another solution is to use Markov chain Monte Carlo methods [19] , [25] , [26] to sample from the posterior and to empirically approximate the integrals using the samples generated. For this approach, there are many sampling techniques available. We will explore a technique based on stochastic gradient processes (or diffusions) for sampling from the posterior and approximating the integrals. HSB will also be computed by Monte Carlo sampling, i.e., generating multiple realizations of and averaging the resulting 's.
IV. COMPUTATIONS VIA RANDOM SAMPLING
Gradient processes (deterministic and random) have long been used for solving both optimization problems. We will utilize a stochastic gradient process to generate statistics under the posterior and will use these statistics to compute the MMSE solution and the associated error bound. Specifically, we will particularize Langevin's SDE [19] , [21] such that its solutions sample from the posterior density on . For (flat) vector spaces, say, , Langevin's SDE is given by (8) where is a vector of independent, standard Wiener processes. This is a type of Markov chain Monte Carlo (MCMC) technique for simulating a probability density through the Markov process . This technique is more general than solving for maxima or minima of a cost function, although in many cases, it is computationally more expensive as well. Since is a curved lie group, as opposed to a (flat) vector space, the diffusions have to account for its intrinsic geometry. To explain this issue further, a discrete implementation of (8) for a step size of can be according to . In this equation, the next state is obtained by incrementing the previous state. This will not apply to nonvector spaces, such as , since incrementing the previous state can take the process out of that space (addition is not a valid operation on that space). The process has to be constructed using the intrinsic geometry of in such a way that it stays on the group. A comprehensive discussion of (deterministic) gradient algorithms on orthogonally constrained spaces (Grassmann and Stiefel manifolds) is provided in [12] .
The diffusions, which are generated as solutions of Langevin's SDE's, can also be interpreted as stochastic gradient processes. To illustrate this point of view, we will start by analyzing deterministic gradients on and will later extend them to stochastic gradients.
A. Deterministic Gradient Flow
Let be the posterior energy function as defined in (4). Treating it as a cost function or a scalar-field, we will seek a minimum of (call it ,) through a gradient process. A necessary condition for to be a minimum is that for any tangent vector at , the directional derivative of , in the direction of that vector, should be zero. (In the case of , an analogous condition is that the vector of partial derivatives of a function is zero at the optimal point.)
See the Appendix for a brief introduction of the gradient vector-fields and gradient processes on . Let be the orthonormal basis elements of the tangent space , as defined in the Appendix; then, is the (negative) gradient vector for function at point . This gradient vector points to the direction of maximum decrease in the function value, among all tangential directions. In the case of a uniform prior [ constant], the gradient vector (call it ) is given by or (9) where is called the Lie bracket ( ; see [23] for details).
is called the gradient (descent) process of on if it satisfies the ordinary differential equation (10) This equation states that the velocity vectors at all points along this curve are equal to the (negative) gradient vectors at those points.
Let be an open neighborhood of and for some finite . Define to be the level sets of . If the level sets of are strictly convex in , then the gradient process converges to a local minimum, i.e.,
. As described in [24] , is an isospectral (double-bracket) gradient flow on complex Grassmann manifold, and converges to the set of equilibria points of the cost function . To implement this gradient process on a computer, it has to be discretized; see the Appendix for an algorithm.
This gradient algorithm can perhaps be used to find the MLE or MAP estimate on . It has a drawback in that it converges only to locally optimal points, which may not be useful in general. For global optimization or to compute statistics under a given density on , a stochastic component is often added to the gradient process to form a diffusion [see, for example, (8)].
B. Diffusion Process on
Diffusions have frequently been used to seek global optimizers [2] , [20] or to sample from given densities [19] , [21] , [27] in several applications. With the advent of high-speed desktop computing, such stochastic searches on high-dimensional spaces have become prominent. The underlying idea behind sampling is to simulate from a given density and to empirically compute expectations, such as the means and the covariances, from the samples generated. In a diffusion-based sampling, the solutions of stochastic differential equations (SDE's), with appropriate means and variances, provide the sampling tool. Of course, the SDE's have to be tailored to the target density, which, in this paper, is the posterior .
Interpreting a diffusion as a stochastic gradient process, we generate it by adding a stochastic component to (10) according to (11) where real-valued, independent standard Wiener processes; implies Stratanovich integral; any initial condition. It can be shown that [17] [28] , under certain conditions on , the solution of (11) is a Markov process with a unique stationary probability density given by . One consequence is that in the limit, samples from on and has the ergodic property that for any bounded continuous function (12) The diffusion process visits the elements of with the frequencies proportional to their posterior probabilities and the averages along its sample paths converge to the expected values.
For a computer implementation, (11) has to be discretized. For a step-size , the discrete time process is given by and (13) where 's are i.i.d standard normals, and 's are the basis Hermitian skew-symmetric matrices, as described in the Appendix. It is shown in [29] that for , the process converges to the solution of (11), and (13) states that is normal with mean and a diagonal covariance. By construction is Hermitian skew-symmetric; therefore, its matrix exponential is always a unitary matrix. Typically, when this process is simulated on computers, the first few samples are discarded until the process reaches a steady state, and the subsequent samples are used to approximate the expectations.
In this scenario, the choice of becomes critical. Intuitively, for discretizing the SDE's, the step size should be similar to the machine precision (for example, for some computers), but the process at that step size will take a long time to reach the stationary state. On the other hand, it is well known that larger step sizes may vary the sampling process to such an extent that the stationary probability associated with the discrete process is not the intended one, that is, the sequence may sample from a density other than the posterior. To handle this problem, [30] proposes an algorithm called the Metropolis-adjusted-Langevin's (MAL) algorithm, which adjusts the discrete process at every sample using ideas from the Metropolis-Hastings algorithm. We will adapt this algorithm to discretize diffusions for sampling from on .
C. Metropolis-Adjusted-Langevin's (MAL) Sampling
According to (13) , the transition from to is through , where is normal with mean and a diagonal covariance. MAL-sampling modifies this step in the following way: A possible value of is generated as earlier, but the process actually goes to this value only probabilistically, that is, it can accept this value with a certain probability or it can reject it to remain at . For illustration, let be the current state, and let be a candidate value. Given , is selected according to the transition density, or proposed density, , where (14) and where 's are such that (15) In Section IV-B, was always accepted as the next sample, but now, it is accepted according to the probability (16) Of course, it is rejected with the probability . It is shown in [30] that this modified process samples from the posterior. In fact, is shown to have convergence rates similar to its continuous counterpart . In [30] , the authors have also analyzed the choices of for faster convergences.
D. MAL Algorithm
For the observation , calculate the sample covariance matrix . Let be any initial condition. Set , and fix .
1) Calculate the gradient matrix according to (9) . 2) Generate independent samples from standard normal density. With , calculate the candidate value according to (15) . 3) Compute according to (16) . Generate , a uniform random number between 0 and 1. If , set , else set . 4) Set and go to Step 1.
This algorithm generates a sequence . Using the ergodic result (12), the average matrix , as defined in (6), can be approximated by for some large number . The SVD of directly provides the MMSE estimate and the quantity . HSB is the expected value of with respect to the marginal probability density on the observation space, according to (7) . This expectation is computed using Monte Carlo simulations to approximate this integral: A large number of 's are generated randomly at a given noise level, and the resulting values of are averaged to estimate HSB at that noise level.
Remark 4: In a more general situation, the rank of the true subspace may be unknown and has to be estimated as well; the subspace can be of any rank from 0 to . To state the rank explicitly, let be the matrix with first diagonal entries and zeros everywhere else. Define the energy function for a fixed rank as tr and the density by . is a probability mass function on the set . This posterior is a convex combination of densities, where each is indexed by a different value of . To enable the process to change ranks, a discrete component called a jump process is added to the diffusion component. A jump-diffusion Markov process transitions from one value of to another at random jump times according to a predefined transition probability. In between jumps, it follows the SDE's associated with the current value of to perform the diffusion-based sampling. The resulting appropriately-constructed jump-diffusion process samples from the posterior. The ergodic properties of such jump-diffusion processes are described in [17] , [19] , [28] , and [31] .
V. SIMULATION RESULTS
We present some results from subspace estimation using simulated observations. Consider the problem of subspace estimation using a narrowband ULA consisting of four elements at half-wavelength spacing each ( ). Furthermore, assume that there are two stationary sources ( ) located at angles 20 and 145 with respect to the array and transmitting signals that are received at the sensor according to the data model in (1). The sample covariance matrix is a complex matrix, is 16-D, and has eight dimensions. For this experiment, assume the prior given in (3) with , and the posterior density is as in (16a), shown at the bottom of the page. A large value of , compared with , implies a near-uniform prior, whereas a small value concentrates the prior around those 's that satisfy . The observations are generated for eight samples ( ) at the same noise level and the resulting sample covariance establishes the posterior density.
First, the results for estimation using a deterministic gradient flow on this posterior are presented for different values of and . In Fig. 1 we show four plots, where each plot shows four curves each. First, in order to display the sequence [ on ], the posterior energies are plotted against the index . Second, the subspace estimates at any stage, based on the sequence until that stage, are displayed by plotting the posterior energies as a function of . Finally, for comparison, the posterior energies associated with the true subspace and the MLE are also plotted. Four plots depict different combinations of low and high values of and .
Next, the results obtained from MAL algorithm are shown in Fig. 2 . Since the starting position is arbitrary, it takes the algorithm some time, which is known as the burn-in period, to reach the stationary state. To decide when the algorithm reaches stationary state is an important yet unresolved issue in random sampling. In our experiments, we discard the first 200 samples, assuming that algorithm starts sampling from the posterior roughly around that stage, as judged from these plots. That is, the burn-in period is taken to be 200. Again, these four plots correspond to low and high values of and . For a low value of , the posterior is peaked, and the random process quickly converges to the MLE estimate and stays there. For high values of , MMSE estimate converges to the MLE estimate, as the intuition suggests. Interestingly, for high and low , MMSE estimate is better than the MLE as the data is rather noisy, and the prior provides an additional constraint for improved estimation.
The variation of HSB versus the sensor noise level is plotted in Fig. 3 . Each curve is computed using 1000 realizations of at each of the noise levels and as shown. For each observation, the two sources are located at random angular locations i.i.d. uniform on . As shown in Fig. 3 , the lower bound is minimal for a negligible noise, that is, the subspace estimation is perfect with no estimation error. As the noise increases, HSB increases steadily until it reaches the stage where the noise overwhelms the signal component. To interpret this curve, consider the bound value for at the noise level of 1.0; it is 0.4.
(16a) This implies that no estimator, on average, can have a squared estimation error less that 0.4. Furthermore, the MMSE presented here achieves that value and is optimal in this mean-squared error sense. 
VI. DISCUSSION: EXTENSION TO SUBSPACE-TRACKING
The signal transmitters are often moving, and the underlying subspace is continuously changing in time. Instead of estimating a point in , the problem extends to estimating a trajectory on via a time sequence of sensor measurements. An important issue in subspace tracking is that at any given time, there may not be enough observations to estimate a subspace with a desired precision. As described in [13] and many recent papers, a reasonable model on subspace rotation can substitute for the lack of excess data in tracking subspaces. A distinct advantage of a Bayesian framework is that any such model can be easily incorporated in both the subspace estimation/tracking and the evaluation of lower bounds for performance analysis.
In a dynamic situation, the observations are modeled according to the equation . Let be the sample covariance matrix associated with observations in a small interval around time . The subspace variability is modeled by a sequence of complex rotation matrices (applied to ), and the unknown is now a discrete-time process on or an element of . The posterior density, which is denoted by , is given by tr tr where is the product measure on . The prior comes from a model on subspace rotation, using ideas similar to the rotational motion of a rigid body under external torque; see, for example, [32] . The subspace rotation is governed by the equation or equivalently (17) where stochastic process on the space of Hermitian skew-symmetric matrices; rotation process on ; resulting process on according to . Physically, the elements of signify the rotational velocities of the rotating subspace. To derive a prior, discretize (17) for a step-size small, according to , . The elements of can be modeled as i.i.d. nonzero mean Gaussian, which will lead to a prior . However, it must be noted that is not unique; therefore, the prior should be imposed on that Hermitian skew-symmetric submatrix of , which rotates . This is an important computational issue, although it is not discussed in detail here. Once the posterior density, including the dynamics based prior, on is obtained, a MAL algorithm extended to can be utilized to generate MMSE estimates and to compute HSB.
VII. CONCLUSION
Subspace estimation and tracking are of great interest in a wide variety of applications. We have presented a Bayesian framework for subspace estimation and tracking and have derived expressions for an MMSE estimator. Subspaces are represented by their unique complex projection matrices, which are viewed as elements of a complex Grassmann manifold. Variability on the Grassmann manifold is studied through the action of unitary group ( ) in such a way that the estimation problem shifts to . In a Bayesian framework, the data likelihood is combined with a prior to form a posterior density on . An optimal subspace estimator on , in the MMSE sense, is derived. The expected squared-error associated with this estimator forms a lower bound called HSB on the estimation-error associated with any subspace estimator. It is an achievable bound for finite-sample finite-noise situations with no asymptotics needed. The computations are performed using random sampling techniques based on MAL algorithms. Results are presented for subspace estimation via these algorithms in the case of a four-element uniform sensor array.
It should be remarked that constructing sampling processes on is computationally expensive, but this framework is applicable to a general Bayesian formulation on complex Grassmann manifold encompassing a wide variety of engineering applications. For specific probability models, more efficient computational approximations can be established. is the set of all rank-complex projection matrices of the size . By definition, the projection matrices satisfy these two basic properties: For any i) , and ii) . does not have the vector space structure, although it can be shown that it is a differentiable manifold of rank (see [23] ). 2) Lie Groups: A topological space is called a lie group if it is a differentiable manifold (see [23] for a definition) and has a group structure. As an example and are all lie groups. In case of , the group operation is addition, whereas for the other two, it is the matrix multiplication.
is considered a flat lie group as it is a vector space, whereas is a curved lie group as it is not a vector space. The advantage of working with lie groups is that most of the operations (derivatives, integrations, intrinsic processes, etc.) in can be analogously extended to lie groups by replacing addition with the group operation. For example, similar to the translation-invariant Lebesgue measure, which is used as a reference for integration in , we use a rotation-invariant Haar measure as a reference for integration on lie groups.
3) Group Action on Manifold: A lie group is said to act on a manifold if there exists a map satisfying the following: i) for and , and ii) for the identity element , , for all . The group action is called transitive if for any two points , there exists a group element such that . As an example, the unitary group acts on via the map given by for and . The action of on is transitive. It implies that the whole manifold can be covered by starting from just one point in and applying all group elements on it. In other words, for any fixed .
4) Geometry of
: There are two basic geometric tools that are needed to construct gradient processes on : i) how to evaluate the derivatives of functions on and ii) how to construct processes taking values in . The answers come from study of following two components. a) Gradient Vector: Tangents on a manifold determine the directional derivatives and the gradient vectors (see [23] for details). Let denote the -dimensional space of vectors tangent to at a point . It can be shown that for identity matrix , is the set of all Hermitian skew-symmetric matrices ( is Hermitian skew symmetric if ). Since is a -dimensional vector space, its Hermitian skew symmetric, orthonormal basis vectors (call them ) completely describe . For , the four basis elements are . This is an important property of lie groups: The basis tangent vectors at one point when rotated appropriately form the basis tangent vectors at the new point, where the rotation is identical to the rotation that takes the old point to the new point. We will use the notation for the th basis element of . For the posterior energy function , denotes the directional derivative of in the direction of evaluated at . The linear combination (18) is the gradient vector of the function at , which is the tangential direction of maximum decrease in the value of at . b) Gradient Processes: The gradient processes are constructed on using the concept of integral curves or flows. For the gradient vector field defined in (18), a mapping is called a gradient flow if . In other words, the velocity vector at any point along the flow is given by the negative of the gradient vector evaluated at that point. This process seeks a (local) minimum of the function on . How do we implement this continuous gradient process on a computer? We discretize (10) for some step size and implement its discrete version. Choose as the step size and as the desired precision to specify the stopping criterion. Let and be any initial condition in .
1) Form the gradient vector according to (9) . 2) Update the process by
If
; go to 1) Else stop.
This technique is also referred to as scaled simple iterations, and a discussion on choosing appropriate can be found in [33] .
