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The wetting of water on corrugated and flat hexagonal boron nitride (h-BN) monolayers on Rh(111) is studied within a hybrid
quantum mechanics/molecular mechanics (QM/MM) approach. Water is treated by QM methods, whereas the interactions
between liquid and substrate are described at the MM level. The electrostatic properties of the substrate are reproduced by
assigning specifically generated partial charges to each MM atom. We propose a method to determine restrained electrostatic
potential (RESP) charges that can be applied to periodic systems. Our approach is based on the Gaussian and plane waves
algorithm and allows an easy tuning of charges for nano-structured substrates. We have successfully applied it to reproduce
the ESP of the corrugated and flat (h-BN)/Rh(111) known as nanomesh. Molecular dynamics simulations of water films in
contact with these substrates are performed and structural and dynamic properties of the interfaces are analyzed. Based on these
analyses and on the interaction energies between water film and substrate, we found that the corrugated nanomesh is slightly
more hydrophilic. On a macroscopic scale, we predict a smaller contact angle for a droplet on the corrugated surface.
1 Introduction
Wetting behavior of liquid water on surfaces is a long-standing
research field with major importance for technological appli-
cations such as sensors and coatings.1,2 Deeper understanding
of the wetting at functional surfaces is especially important for
fluids confined in nanoscale structure. Controlling the wetta-
bility at the nanoscale potentially enables the development of
smart surfaces and nano-based devices. In this respect, ver-
satile templates like single layers of hexagonal boron nitride
(h -BN) on metal surfaces are of particular interest. Mono-
layers of h-BN have been epitaxially grown on hot metal-
lic surfaces by chemical vapor decomposition of borazine3
molecules. The structural and electronic properties of BN
can be tuned by the choice of the metal.4,5 h-BN structures
have been prepared on a range of transitions metals, such as
Rh(111),3,6 Ni(111),7–9 Cu(111),7,10 Ir(111)11,12 and several
others.13–17
On Rh(111), a corrugated superstructure is formed with a
periodicity of 3.2 nm induced by the lattice mismatch between
BN and Rh.6,18,19 The unit cell of this so-called nanomesh is
given by 13×13 BN units on 12×12 Rh(111). The nanomesh
is characterized by a regular arrangement of 2 nm “pores” sep-
arated by regions less tightly bound to Rh(111) called “wire”.
The corrugation causes a modulation in the electrostatic po-
tential (ESP) above the BN layer, which is thought to be re-
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sponsible for trapping molecules in the pores.20 Preferential
adsorption in the pore regions has been studied for organic
molecules,6,21–23 noble gas atoms24 and to great extend for
small water clusters.25–29 The mesh structure is very robust,
stable in gas phase,30 survives immersion in liquids6,31 and
withstands temperature up to 1000 K.32 By intercalation of
atomic H, which strongly binds to the Rh surface, the inter-
action between nitrogen and Rh is weakened and the h-BN
layer becomes much flatter. However, this modification can be
easily reversed by desorption of hydrogen, thus recovering the
original nanomesh. By reversible intercalaction and removal
of H atoms, switching between corrugated and flat structure is
then possible. Since the corrugation determines the function-
ality of the surface, the interactions between molecules and
substrate can be reversibly altered. This is also interesting in
the context of wetting in order to control the hydrophilicity of
the surface.
In this work, the wetting of liquid water on the corrugated
and the H-intercalated nanomesh are studied. The two sub-
strates are in the following referred to as nm and nm-H, re-
spectively. A full quantum mechanical description of the wet-
ting by density functional theory (DFT) is not affordable be-
cause of computational limitations. Instead, a computation-
ally less expensive hybrid scheme combining quantum me-
chanics (QM) with molecular mechanics (MM) is used.33 In
our QM/MM setup, the liquid water is described by DFT,
whereas the substrate and the interactions between substrate
and molecules are treated at the MM level of theory. A sim-
ilar setup has been used in our previous work and proved to
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be successful for adsorbate-metal systems.34 In order to prop-
erly describe the electrostatic interactions between substrate
and liquid, the very specific modulated features of the ESP
above the nanomesh have to be reproduced. These features
have been extensively characterized by DFT calculation of
the electronic structure of the nanomesh.5,28 MM force fields
typically rely on partial atomic charges to model electrostatic
interactions. A popular approach is to apply a fitting proce-
dure in order to determine the charges that optimally repro-
duce a given ESP. Often, restraints and constraints are also
implemented to guarantee physically meaningful values of
the resulting charges, which are then called RESP charges.35
This approach is widely used for nonperiodic molecular sys-
tems. Fitting RESP charges for periodic systems leads to addi-
tional difficulties due to the long-range nature of the ESP. Pe-
riodic RESP schemes were derived and successfully applied
to molecular crystalline systems like metal organic frame-
works.36,37 We present in this work a novel adaptation and
extension of the RESP charge fitting procedure for periodic
systems, like slab systems. Our approach is based on a mixed
Gaussian and plane wave (GPW) formalism and hence natu-
rally dealing with periodic ESPs and additionally circumvent-
ing problems related to the their ill-defined reference state.
In the next section, the theory and implementation of our
periodic RESP model are described. Adjustable parameters of
the QM/MM setup are discussed and validated. RESP charges
are derived for nm and nm-H and the accuracy of the fitted
potential is assessed. Molecular dynamics (MD) simulations
of liquid water at nm and nm-H interfaces are performed us-
ing the previously described QM/MM setup. Structural and
dynamic properties are discussed for insight in the wetting at
molecular scale. We address interactions energies and the con-
tact angle of a water droplet on these substrates to evaluate and
compare the hydrophilicity in macroscopic terms.
2 Periodic RESP fitting
2.1 Theory and implementation
For obtaining RESP charges, a quantum chemical calculation
is performed to generate a reference ESPVQM. A set of atomic
point charges {qa} is derived such that the difference between
VQM and the potential VRESP generated by {qa} is minimized.
This minimization is performed in a least squares fitting pro-
cedure at defined grid points rk. The residual that needs to be
minimized is given by
Resp =
1
N
N
∑
k
(VQM(rk)−VRESP(rk))2, (1)
where N is the total number of grid points included in the fit-
ting procedure. The optimal choice of {rk} depends on the
system and is discussed below. In our approach, the point
charges are represented as Gaussian functions with fixed width
α . The resulting charge distribution ρ is defined as
ρ(r) =∑
a
qaga(r,Ra)
=∑
a
qa
(α
pi
) 3
2
exp(−α|r−Ra|2),
(2)
where Ra is the position of atom a and ga is the normalized
spherical Gaussian function centered at a. The potentialVRESP
generated by ρ and given by
VRESP(r) =
∫ ρ(r′)
|r′− r|dr
′ =∑
a
qa
∫ ga(r′,Ra)
|r′− r| dr
′ (3)
is inserted in eq 1. To avoid physically meaningless atomic
charges, restraints and constraints are introduced in the fitting
procedure. The total residual is then
R= Resp +Rrest +Rconst. (4)
To address restraints, a harmonic penalty function is chosen,
Rrest = β∑
j
(q j− t j)2, (5)
where t j is the target charge and β a scaling factor determin-
ing the strength of the restraint. Various constraints can be
employed. Usually, the sum of all fitted charges is constrained
to the total charge of the system, see ref36 for details.
When calculating RESP charges for periodic systems, peri-
odic boundary conditions (PBC) have to be employed for the
calculation of VRESP . Our approach is part of the CP2K pro-
gram package38,39 and based on the GPW formalism. Within
the GPW approach, the RESP charge distribution ρ can be
represented on a regular grid. Fast Fourier transforms (FFT)
are used to change the representation from real space ρ(r) to
reciprocal space ρ(G), where G is the reciprocal lattice vec-
tor. Since the Poisson equation is solved in reciprocal space,
the obtained potential VRESP(G) is naturally periodic. An in-
verse FFT is used to transfer the potential back to real space.
Minimizing eq 4 with respect to the unknowns {qa} yields
a linear set of equations,
∂R
∂qa
=−Ca+∑
b
qbTab+2β (qa− ta)+λ = 0 (6)
where λ is the Lagrange multiplier associated with a con-
straint on the total charge. The vector C is given by
Ca =
2
N∑k
VQM(rk)va(rk) (7)
and matrix T by
Tab =
2
N∑b ∑k
qbva(rk)vb(rk). (8)
2 | 1–10
Fig. 1 Pseudocode for calculating matrix T and vector C.
The potential va(rk) is generated by one single Gaussian
charge at atom a and given by
va(rk) =
∫ ga(r′,Ra)
|r′− r| dr
′. (9)
The procedure to obtain periodic solutions for va(rk) and sub-
sequently Tab andCa is shown in Figure 1. The potential va(rk)
is transferred to real space by an inverse FFT step once the
Poisson equation has been solved in reciprocal space. The ma-
trix and vector elements are then computed on the real space
grid for the set of pre-defined grid points {rk}.
Our implementation of periodic RESP fitting utilizes the
massive parallelization procedures already present in CP2K
and enables an efficient computation of RESP charges also for
large systems.
In calculations of periodic ESP, care must be taken of the
arbitrariness of the reference state. Campan˜a´ et al.36 pointed
out that reference and fitted potential suffer from different con-
stant offsets they addressed by modifying the residual R ac-
cordingly. However, in our approach VQM and VRESP are com-
puted in the same way using the GPW scheme. Hence they
have the same constant offset which cancels out when evalu-
ating Resp.
2.2 Sampling of fit points
A set of grid points is chosen where the atomic charges are
fitted to correctly reproduce the reference potential. In molec-
ular calculations, the grid points that are included in the fit-
ting are usually chosen to lie outside the Van der Waals region
where intermolecular interactions have to be described cor-
rectly. In addition, region of high electron density, e.g., within
the Van der Waals region, cannot be modeled accurately by
atomic charges anyway. For slab-like systems, the ESP has to
be accurately reproduced over the surface which is especially
important when studying adsorption processes. A good choice
is to sample the ESP in a specified range of, e.g., 2-4 A˚ above
the surface. In case of corrugated substrates like nm, our sam-
pling is flexible enough to follow the corrugation in a defined
volume above the BN layer as displayed in Figure 2.
3 Computational Details
3.1 Charge fitting
The superstructure of nm is represented by a hexagonal ar-
rangement of 13×13 h-BN on 12×12 replica of the Rh unit
cell. For nm-H, 12× 12 H atoms are intercalated between
the h-BN and the topmost Rh(111) layer. We model nm by
a slab of seven Rh layers terminated on both sides by one h-
BN monolayer. PBC are applied in all calculations. Spuri-
ous interactions with periodic images are avoided by adding a
vacuum of at least 15 A˚ in the direction perpendicular to the
surface.
All calculations are carried out with the CP2K program
package.38,39 Structure optimization and calculation of VQM
for nm and nm-H are performed at the Kohn-Sham DFT level
within the GPW approach.40,41 Single-ζ valence plus polar-
ization (SZVP) basis sets are used to describe the valence elec-
trons of Rh, whereas basis sets of at least double-ζ quality
(DZVP) are used for the other elements.42 Norm-conserving
pseudo-potentials43–45 are employed to approximate the in-
teractions between valence electrons and atomic cores. The
exchange and correlation potential is given by the revised
Perdew-Burke-Ernzerhof (revPBE)46 functional. The latter is
used in combination with Grimme’s D3 correction47 to ac-
count for long-range dispersion interactions. The cutoff for
the PW expansion of the auxiliary density is set to 500 Ry.
Fermi-Dirac smearing at an electronic temperature of 300 K
and Broyden density mixing48 are employed to guarantee a
smooth convergence.
For the fitting procedure of the RESP charges, the total
charge of the system is constrained to zero and atoms of
pre-defined groups are constrained to carry identical charges.
Moreover, restraints are employed as described below. To
evaluate the quality of the fit, VRESP is compared to the refer-
ence DFT potential by means of the root-mean square (RMS)
Fig. 2 Grid points sampled in a volume of 2-4 A˚ above the surface for
the symmetric corrugated h-BN/Rh(111) slab. Color code: B green,
N blue , Rh gray, grid points pink.
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error,
RMS =
√
∑Nk (VQM(rk)−VRESP(rk))2
N
(10)
and relative root-mean square (RRMS) error
RRMS =
√
∑k (VQM(rk)−VRESP(rk))2
∑k VQM(rk)2
. (11)
3.2 MD simulations
QM/MM has been used to perform an MD simulation of liquid
water at the nm and nm-H interface. For the MD simulations,
the hexagonal h-BN/Rh(111) slabs have been extended to or-
thorhombic slabs with 13× 26 h-BN and 12× 24 Rh. Both
slabs are surmounted with a 15A˚ thick water layer consisting
of 833 water molecules. A vacuum space of 25 A˚ is added
to prevent interactions with periodic images along the [111]
direction. The water layer is treated at the DFT level of the-
ory, whereas the interactions between water and the nanomesh
are computed at the MM level. The positions of the substrate
atoms are kept fixed in their DFT optimized structure. For the
QM part DZVP basis sets, the PBE functional49 and a PW
cutoff of 300 Ry are used.
The electrostatic interactions between water layer and
nanomesh are modeled by the RESP charges given in Ta-
ble 1. The electrostatic coupling procedures implemented in
the QM/MM50,51 part of CP2K are employed to correctly treat
the electrostatics with PBC. Note that QM and MM box have
been set to the same size in order to avoid computationally
expensive decoupling between QM images. To reproduce dis-
persion and Pauli repulsion between water and nanomesh, an
empirical potential of the Lennard Jones (LJ) type is used.
The B-O and N-O interaction parameters are σB-O = 3.31 A˚,
σN-O = 3.26 A˚, εB-O = 0.52 kJ/mol and εN-O = 0.63 kJ/mol.
The latter were derived from the B-B and N-N interactions
parameter given in ref52,53 and the O-O parameters of the
SCP/Fw water model.54
All MD simulations are performed within the canonical
(NVT) ensemble using a time step of 0.5 fs. Before starting
the actual simulations, all systems have been pre-equilibrated
solely by MM for at least 1 ns using the SCP/Fw water po-
tential and temperature annealing up to 300 K. The QM/MM
simulations are run at a temperature of 330 K and equilibrated
for at least 10 ps. The last 20 ps of the simulation have been
used for analysis.
To obtain interaction energies and properties related to
the contact angle, a DFT-based MD simulation of a pure
15 A˚-thick water slab is performed with the same number of
molecules. The interaction energies Eint between nm and wa-
ter film are computed according to
Eint =
Enm+H2O− (Enm +EslabH2O)
nslab
, (12)
where Enm+H2O denotes the averaged potential energy of nm
surmounted with the water layer. Enm is the energy of the
substrate only and EslabH2O the averaged energy of the pure water
slab. The number of water molecules is declared by nslab.
The contact angle θ of a water droplet on a surface can be
estimated from interface energies according to Young’s for-
mula55–57,
cosθ =
γSV− γSL
γLV
, (13)
where γLV, γSL and γSV represent the energies of the liquid-
vacuum, solid-liquid and the solid-vacuum interfaces, respec-
tively. For the nanomesh, γSV is not accessible since the bulk-
phase of nm does not exist and hence no reference value for
calculating γSV. However, the difference of cosθ between nm
and nm-H can be computed assuming that γSV is identical for
both systems. Following the argumentation in ref58, we esti-
mate γSL by the interaction energy given in eq 12 per unit area.
For the liquid-vacuum interface, γLV is approximated by
γLV =
EslabH2O−
nslab
nbulk
EbulkH2O
2A
, (14)
where EbulkH2O is the averaged potential energy for bulk water,
nbulk is the number of water molecules in the bulk and A the
area defined by the horizontal dimensions of the slab. To as-
sess EbulkH2O, bulk water is simulated at the DFT level using a
cubic box with 128 water molecules.
4 Tests and results
4.1 Parameter validation
The RESP approach relies on restraining charges during the
fitting process, see eq 5. Target values for the charges and
the strength of the restraint β are parameter to be tuned care-
fully. The larger β , the less flexible is the fitting leading to
larger RRMS errors. We found that values of β > 10−4 dras-
tically increase the RRMS value, see Supporting Information
(SI) Table S1. Therefore, β was always set to 10−4 yielding
physical charges and an accurately fitted potential. The target
values were partly estimated from unrestrained ESP charges
and density derived Blo¨chl charges.59
The Gaussian width α determining the width of the charge
distribution ρ is another adjustable parameter in our approach,
see eq 2. To evaluate the influence of α on the fitted charges
q, test runs of a single h-BN sheet have been performed. The
dependency of the magnitude of q on α is reported in SI, Fig-
ure S1. The charges do not depend on the Gaussian width for
values of α larger than 3.0 A˚−2. However, the fitting proce-
dure becomes unreliable for smaller values. Small values of
α model too broad Gaussian functions describing a uniform
charge distribution rather than localized charges, which nec-
essarily leads to wrong results.
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Fig. 3 Assignment of the atom types for (a) nm and (b) nm-H. The
height of B and N atoms is measured relative to average height of
the topmost Rh layer (Rh1). Top view of the BN layer (left) and side
view of the whole symmetric slab (right).
The LJ parameter modeling the dispersion were not specif-
ically optimized for nm and nm-H. To asses the error intro-
duced by inaccurate dispersion interactions, MD simulations
of a water slab in contact with a free-standing BN layer have
been performed, see Figure S2 (SI). For this system, electro-
static interactions at the interface can be neglected. Compar-
ing the interaction energies obtained by full DFT simulations
and QM/MM provides a direct measure of the quality of the
LJ parameters given in Section 3.2. The interaction energy
based on the LJ parameters is larger by a factor of 1.25 indi-
cating that our QM/MM setup is slightly overestimating the
dispersive interactions, see SI.
4.2 Charges fitted for the nanomesh
To reduce complexity, the atoms of the nanomesh have been
assigned to different sets. Charges of atoms belonging to the
same set are enforced to be identical by constraints. For nm,
B and N atoms are divided in four types depending on the
height above the topmost Rh layer, see Figure 3. The first set
of atoms defines the wire region, the second and third the rim
of the pore and the fourth set the pore itself. The same strat-
Table 1 RESP charges fitted for nm and nm-H. Atom types corre-
spond to the assignment in Figure 3.
nm nm-H
atom type charge atom type charge
B1 0.040 B1 0.013
B2 0.048 B2 0.031
B3 0.074 N1 -0.099
B4 0.201 N2 -0.120
N1 -0.139 Rh1 0.000
N2 -0.154 Rh2 0.048
N3 -0.223 H -0.019
N4 -0.311
Rh1 0.005
Rh2 0.046
RMS 1.3·10−5 RMS 5·10−6
RRMS 2.4·10−2 RRMS 8·10−3
egy is used for nm-H shown in Figure 3. Since the difference
in height between wire and pore is only 0.1 A˚ for the latter,
the atoms are simply assigned to pore and wire establishing
no further sets for the transition between the two regions. As
shown in Table 1, positive charges are generally obtained for
boron and negative charges for nitrogen, which is in agree-
ment with the difference in electronegativity. Comparing the
magnitude of charges for B and N atoms, larger values have al-
ways been obtained for nitrogen. This is an effect arising from
the slightly positive charges of Rh and constraining the total
charge to zero. Furthermore, the absolute charge values for B
and N are larger in the pore and decrease gradually moving
from rim to wire. This is essential to reproduce the modula-
tion of the potential as shown below. The intercalated H atoms
for the almost flat nanomesh are negatively charged pointing
to a hydride-like character. This seems reasonable because the
H monolayer is quasi-bonded to the topmost Rh layer.
RMS and RRMS errors are very small indicating a high
quality of the fit. The RRMS errors are smaller36 or at least
comparable37 to the values reported for the RESP fitting of
periodic molecular structures. To gain better insights into the
characteristics of the electrostatic potential, the latter is plot-
ted at a height of 4.8 A˚ above the wire in Figure 4. A strong
Table 2 Difference of the electrostatic potential ∆V (eV) between
pore and wire obtained by DFT and RESP charges at different heights
above the wire.
nm nm-H
Height [A˚] ∆VDFT ∆VRESP ∆VDFT ∆VRESP
2.8 0.640 0.615 0.156 0.157
3.8 0.535 0.511 0.108 0.119
4.8 0.438 0.411 0.088 0.094
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Fig. 4 Electrostatic potential at 4.8 A˚ above the wire. Potential for
nm obtained by (a) DFT and (b) generated by RESP charges . (c)
DFT potential and (d) fitted potential for nm-H.
modulation of the potential is observed, where the absolute
values are smaller above the pore than above the wire. The
fitted potential reproduces main features of VQM qualitatively
very well. The resemblance seems slightly worse for nm-H.
Since nm-H is almost flat, the assignment of atoms to the pore
and wire is somewhat delicate and influences highly the mod-
ulation of the fitted potential. Quantitatively, the potential dif-
ference ∆V between pore and wire is of primary importance
and is reported in Table 2 for different heights above the wire.
∆V is generally well reproduced by the RESP charges for both
systems and 4-5 times larger for nm. At 2.8 A˚ above the sur-
face, the deviation compared to DFT is less than 4% for nm
and 1% for nm-H. Further away from the surface - at 4.8 A˚ -,
the deviation is a bit larger, but still less that 7%. Recalling
that the potential was solely fitted between 2 to 4 A˚ above the
slab, it is encouraging that even for regions outside the fitting
range the potential is well represented by the RESP charges.
4.3 Structural and dynamic properties of water
at the nm and nm-H interface
The structural properties and the dynamics of the liquid wa-
ter film interacting with the two different substrates are inves-
tigated from the analysis of the MD trajectories. A typical
snapshot of the water film on each substrate is presented in
Figure 5(a and b). Radial distribution functions (RDFs) for
different layers of the slab are reported in Figure S3 (SI) and
are essentially identical for both systems. In the middle of
the slab, the RDF reproduces the typical shape found for bulk
liquid water.60,61 The reduced peak heights obtained for RDFs
of the interface regions are due to the diminished coordination.
The slight difference in peak heights for the latter suggest that
water is more structured at the substrate than at the vacuum.
The plane-averaged density of the water molecules ρw as
function of the vertical distance from the surface is presented
in Figure 5(c and d). Since the absolute height of BN changes
depending on the corrugation and on the presence of interca-
lated H, the plane of the highest BN pairs was taken as ref-
erence (z = 0) to define the distance of the water molecules
from the surface. Both systems show a sharp large peak at
3.1 A˚ (nm) and 3.2 A˚ (nm-H) where the density is more than
twice as large as in bulk water. The adlayer is followed by
a 2.0 A˚ broad region of density depletion with a significantly
smaller density of 0.5 g/cm3. A second broad peak is found
at 6.0 A˚ showing that the water configuration is still dictated
by the substrate. The first and second peak indicate that the
water molecules at the interface are overstructured compared
to bulk water. At larger distances, the density distribution is
uniform corresponding to bulk water. The density decreases
finally to zero at the liquid-vacuum interface. In the case of
nm, an earlier onset of the density profile and an additional
broad shoulder at 2.3 A˚ are observed. The 2D plot of the spa-
tial distributions of O atoms at a distance of 2.3 A˚, see Fig-
ure 5 (f), shows that water molecules are localized in the pore
at this height, while none are found over the wire. This proofs
that the water film follows the corrugation of the BN layer and
confirms the visual impression obtained from the snapshot in
Figure 5(a).
For further analysis, the water films are partitioned into four
layers following the oscillations in the averaged density pro-
file as shown in Figure 5(c and d). First information on the
hydrogen bonding patterns at the interface are provided by the
plane-averaged distributions of O and H atoms presented in
Figure 5(e). The largest fraction of the hydrogens in the first
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Fig. 5 Typical snapshot of the simulation cells of (a) water/nm and
(b) water/nm-H. (c-e) Properties as function of the distance from the
BN wire. Plane-averaged water density ρw along the surface nor-
mal (z-direction) for (c) water/nm and (d) water/nm-H. The arrows
indicate the division of the water film in four different layers. (e)
Plane-averaged particle densities ρp for O and H atoms. Spatial dis-
tribution of (f) O and (g) H atoms for water/nm at 2.3 A˚ from the
wire. (h) Spatial distribution of H atoms at a distance of 1.2 A˚.
layer is located in the plane of the O atoms indicated by the
large peaks at 3.1 A˚ (nm) and 3.2 A˚ (nm-H). At this height,
the H atom density is only 1.3 times larger compared to the
O atom density, whereas a factor of two is expected for bulk
water. This suggests that many H-bonds are formed with the
acceptors of the second layer or the substrate. The H-bonds
donated to the second layer are counted applying a standard
criterion for defining a H-bond.62,63 In both cases roughly
45% of the water molecules donate one H-bond to the sec-
ond layer, but only 2% of them donate both. All the other
H, which are not involved in a H-bond to a molecule in the
second layer, form either an in-layer H-bond, or point toward
the substrate. The onset of the H-distribution is for both sys-
tems at shorter distances than for oxygen alluding that H atoms
point towards the surface. This is confirmed by the 2D plot of
the spatial hydrogen distribution at 1.2 A˚ displayed in Fig-
ure 5(h) for water/nm. At distances smaller than 1.5 A˚, the
probability of finding O atoms is zero, whereas this not true
for H atoms. Some water molecules located in the pore direct
their hydrogens towards the substrate. This is also observed
for molecules above the wire. At 2.3 A˚, oxygen can be only
found in the pore, but H atoms can be also found above the
wire, see Figure 5(f and h).
The average number of accepted and donated H-bonds per
molecule has been computed for further investigation of the
hydrogen bonding properties. The distribution of H-bonds in
each layer is plotted for water/nm in Figure 6(a). In the bulk-
like part of the film, the second and third layer, most of the
molecules are involved in four hydrogen bonds, which is in
agreement with DFT-PBE studies of bulk water.60,64–66 At the
interface, the H-bonding is frustrated and the probability for
forming three H-bonds is slightly larger than for a tetrahedral
formation. Small differences between the H-bond distribu-
tions of the adlayer are observed comparing the two different
substrates. As shown in panel (b) of Figure 6, the probability
for three and four H-bonds are equivalent for the water/nm-H
system indicating slightly less frustrated H-bond patterns im-
posed by the substrate.
Indication of a possible polarization of the molecules in-
teracting with the substrate could be obtained by the analy-
sis of the average orientation of the dipole moment. As first
approximation to the dipole moment orientation, we consider
angle α between surface normal and the vector d laying in the
H2O molecular plane and bisecting the HOH angle, as shown
in Figure 7(a). An angle of 90◦ refers to a dipole orienta-
tion parallel to the surface. The vector d points away from
the substrate if 0◦ ≤ α < 90◦ and towards the substrate if
Fig. 6 Distribution of the total number of H-bonds per molecule. The
layers of the water film are defined in Figure 5(a and b). (a) Distri-
bution of H-bonds for water/nm. (b) Distribution of H-bonds at the
water-substrate interface comparing water/nm and water/nm-H.
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Fig. 7 Orientation of the dipole moment. (a) Definition of the ori-
entation angle α with respect to the surface normal. (b) Distribution
of α for each layer obtained for water/nm. (c) Distribution of α in
the adlayer for water/nm and water/nm-H. (d) Absolute error ∆ε for
the distribution of α . (e) Angle α correlated with the spatial distri-
bution of water molecules along the horizontal y-dimensions of the
orthorhombic unit cell of nm. (f) Height of the BN layer measured
relative to the topmost Rh layer correlated with the y-dimension of
the unit cell.
90◦ < α ≤ 180◦. The distribution of α is shown for water/nm
in Figure 7(b). Note that a homogeneous orientational distri-
butions exhibits the shape of a sine with a maximum at 90◦,
which can be validated by simple trigonometric considera-
tions. In this representation, it is difficult to evaluate if any an-
gles are preferred. Therefore, the distributions have been nor-
malized by sinα such that for homogeneous distributions no
or only a weak dependence on α is expected. Homogeneous
distributions are found for layers two and three confirming
their bulk-like nature, see Figure 7(b). At the liquid/vacuum
interface, the distribution has a broad peak at around 105◦ in-
dicating that the dipole moments are preferentially directed
toward the bulk. The same is observed for the liquid/vacuum
interfaces of a pure water slab, see Figure S4 (SI). This is un-
derstood with the tendency of water to optimize the number
of H-bonds with other water molecules. Two peaks are in-
stead observed for molecules belonging to the adlayer: one
at 55◦ indicating an increased probability for the orientation
towards the bulk and a second one at around 100◦ − 110◦,
which corresponds to molecules turned towards the substrate.
Molecule orientation towards the surface are associated with
increased interactions between adlayer and substrate mediated
by H-bonds.
Comparing the distributions in the first layer for water/nm
and water/nm-H, we find that the orientation angle of 100◦−
110◦ is less favored for water/nm-H, see Figure 7(c). This im-
plies that the interactions with the surface are weaker for the
flat nanomesh. The curves displayed in Figure 7(c) deviate
also for α < 30◦ and α > 150◦. These differences must be at-
tributed to technical artifacts. Due to limited sampling and the
discrete nature of the distribution, each angle is error-prone.
The errors are especially large for small and large angles,
which is illustrated by ∆ε depicted in Figure 7(d). The func-
tional form of the absolute error ∆ε(α) is given by
∣∣∣ ∂ (sinα)−1∂α ∣∣∣.
We also want to determine whether the molecules orien-
tated towards the substrate are preferentially located at spe-
cific sites of the nanomesh, i.e. pore or wire. For that reason,
α is correlated with the spatial distribution of water molecules
along the y-dimension of the unit cell at a fixed x-value, see
Figure 7(e). In Figure 7(f), the corresponding h-BN height
along the same line is reported, thus identifying the pore
area between 30− 50 A˚. We find that angle of 95◦ − 110◦
are more probable for water molecules in the pore pointing
to stronger interaction here. This agrees well with previous
DFT based studies where stronger interactions between water
molecules and nanomesh are predicted for molecules trapped
in the pore.27
In order to estimate the diffusivity of the water molecules
on nm, the mean square displacement67 (MSD) has been com-
puted and is presented in Figure 8. The MSD has been mea-
sured for two sets of 23 water molecules belonging to the first
layer over the pore and over the wire, respectively. The slope
of the time-dependent MSD plot for molecules on the wire is
clearly larger than for molecules in the pore. This indicates
that the diffusivity within the pore is substantially reduced
confirming that the modulated ESP tends to trap molecules
there. These results agree with experimental and theoretical
studies of nano-ice clusters on nm.25,29 Based on scanning
tunneling microscopy, Ma et al.25 proposed the formation of
stable ice hexamers in the pore, whereas well-defined struc-
tures have not been found on the wire. The latter has been
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Fig. 8 MSD for water/nm observed for a set of 23 molecules located
in the pore and in the wire, respectively.
Table 3 Interaction energy Eint (kJ/(mol·nm2)) and ratio of solid-
liquid γSL with respect to liquid-vacuum energy γLV.
Eint − γSLγLV
water/nm −90.9 1.026
water/nm-H −87.4 0.987
∆ −3.5 0.04
interpreted as result of the high mobility of weakly adsorbed
molecules.
4.4 Wetting behavior
To assess the wetting behavior of water on nm and nm-H, in-
teraction energies Eint and properties related to the contact an-
gle θ have been computed, see Table 3. The interaction energy
is 4% larger for water/nm indicating that the surface is more
hydrophilic. Macroscopically, smaller contact angles correlate
with a larger hydrophilicity of the surface. The contact angle
θ is not directly accessible, but it can be related to the ratio
−γSL/γLV defined in Section 3.2. A larger ratio corresponds
to a larger cosθ and a smaller θ , given that 0◦ ≤ θ ≤ 180◦.
From our evaluation of the liquid/substrate interaction ener-
gies, we obtain that the ratio −γSL/γLV is larger for water/nm
predicting consequently a smaller contact angle. Taking the
differences of both ratios, the resulting ∆cosθ is 0.04, which
is a property that could potentially be confirmed by experi-
mental studies.
The comparison to experiment is not straightforward due
to the approximations implied in our model. First, the Young
equation is an approximation assuming a static contact angle
for a droplet on a surface, whereas in practice a range of angles
is observed.57 Also it is assumed that γLV is the same for the
two systems, which is an approximation as well. Second, our
theoretical model for describing the water/substrate interface
is limited since the interactions between liquid and surface are
treated at the MM level of theory. The electrostatic interac-
tions are modeled accurately as demonstrated in Section 4.2.
However, the dispersion interactions might be slightly overes-
timated which has been discussed in Section 4.1.
5 Conclusions
We introduced a method to fit RESP charges for periodic sys-
tems based on the GPW scheme and we applied it to study
the wetting behavior of water on the h-BN/Rh nanomesh de-
pending on the modulation of the ESP. The proposed peri-
odic RESP method offers great flexibility in assigning the real
space volumes where the reference ESP should be reproduced
with higher accuracy. This allows to tune the calculation of
RESP charges easily for nano-structured materials exposing
surfaces and porous structures.
RESP charges have been determined to reproduce the ESP
of two different substrates based on the h-BN/Rh interface, i.e.
nm and nm-H. The first is characterized by a relative strong
modulation of the potential, following the corrugation of the
h-BN layer, while the effect for the second is reduced due to
the presence of intercalated H atoms. The resulting charges
have been used to model the interaction of the two substrates
with liquid water within a QM/MM approach, where water is
treated at the DFT level and the interaction to the substrate at
the MM level.
Structural and dynamical properties of the two interfaces
have been extracted from the analysis of the generated MD tra-
jectories. We observe that the water film follows the corruga-
tion of the h-BN layer for nm. In both cases the interaction of
water with the substrate is responsible for the formation of an
overstructured adlayer with an unfavorable H-bond network
with respect to water’s preferred tetrahedral structure. The ef-
fect of the frustration of the H-bonding appears to be slightly
more pronounced at the nm than on the nm-H interface. By
inspecting the average orientation of water molecules, an in-
creased probability is found for molecules turned towards the
substrate, which is in particular associated to molecules placed
over the pore of nm. In addition to that, molecules close to
the pore show a reduced diffusivity with respect to molecules
staying over the wire.
Finally, interaction energies between substrate and water
film and the surface energy of a free standing liquid water film
are calculated. These energies are used to compare the wet-
ting of water on nm and nm-H. We find that the nm surface
is slightly more hydrophilic, as also shown by the structural
investigation. Macroscopically, we predict a smaller contact
angle for a droplet of water on nm than on nm-H.
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