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Umetna inteligenca je področje znanstvenega raziskovanja, ki se ukvarja z razvojem sistemov, 
ki so na podlagi prepoznavanja vzorcev in zakonitosti v podatkih sposobni prilagajanja okolju 
in reševanja problemov. Uporaba sistemov umetne inteligence je ustavno dopustna, vendar pa 
mora biti vzpostavljena sorazmernost med zasledovanim interesom in človekovo pravico, v 
katero posega. Z obdelavo osebnih podatkov s sistemi umetne inteligence je mogoče o 
posameznikih izdelati natančne biometrične profile, ki jih državni in zasebni subjekti izkoriščajo 
za nadzor, sprejemanje odločitev in vplivanje na posameznike. Pri tem lahko prihaja do 
prekomernih posegov v pravico do zasebnosti, svobodo izražanja, človekovo dostojanstvo, 
volilno pravico in prepoved diskriminacije, posamezniki pa nimajo na voljo ustreznih sredstev, 
da bi se z rezultatom profiliranja seznanili in se pred njegovimi posledicami ustrezno zavarovali.  
 
Uporaba sistemov umetne inteligence torej močno povečuje vpliv zasebnih subjektov na 
uživanje človekovih pravic. Internetni posredniki postajajo vse močnejši akterji na področju 
razširjanja informacij in imajo zato izrazito vpliven položaj pri omejevanju posredovanja in 
prejemanja informacij, kar jim omogoča intenzivne posege v pravico do svobode izražanja. 
Večplasten ustavnopravni problem predstavlja politično mikrociljanje, kot poskus vplivanja 
političnih strank ali drugih zasebnih subjektov na rezultat volitev, ki lahko resno ogrozi ustavne 
kvalitete državotvornih procesov, podobne učinke pa ima lahko tudi prikrojevanje volilnih enot 
s pomočjo umetne inteligence. Vendar pa gledano celovito ni prepričljivih dokazov, da ustavni 
red v svoji trenutni obliki nima dovolj orodij za odpravo teh pomanjkljivosti, nasprotno, uporaba 
umetne inteligence je tista, ki bi se morala prilagoditi ustavnemu sistemu. Vendar pa ta konflikt 
zaradi globalnih političnih implikacij zaenkrat še ostaja nerazrešen. 
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Artificial intelligence is a field of scientific research that deals with the development of systems 
that are able to adapt to the environment and solve problems on the basis of pattern recognition 
and regularity in data. The use of artificial intelligence systems is constitutionally permissible, 
but proportionality must be established between the pursued interest and the human right with 
which it interferes. By processing personal data with artificial intelligence systems, it is possible 
to create accurate biometric profiles about individuals, which are used by public and private 
entities to control, make decisions and influence individuals. This can lead to excessive 
interference with the right to privacy, freedom of expression, human dignity, the right to vote 
and prohibition of discrimination, while individuals do not have the appropriate means to inform 
themselves with the result of profiling and to adequately protect themselves from its 
consequences. 
 
The use of artificial intelligence systems therefore greatly increases the influence of private 
entities on the enjoyment of human rights. Internet intermediaries are becoming increasingly 
powerful actors in the field of dissemination of information and therefore have a very influential 
position in restricting the transmission and receipt of information, which allows them to 
intensively encroach on the right to freedom of expression. The multifaceted constitutional 
problem of political microtargeting, as an attempt to influence political parties or other private 
entities on the election result, can seriously jeopardize the constitutional qualities of state-
building processes, and the adjustment of constituencies with the help of artificial intelligence 
can have similar effects. However, overall, there is no convincing evidence that the constitutional 
order in its current form does not have sufficient tools to address these shortcomings; on the 
contrary, the use of artificial intelligence is one that should be adjusted to the constitutional 
system. However, due to global political implications, this conflict remains unresolved for the 
time being. 
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A. UVOD 
 
Nogometni navijač v pričakovanju tekme stoji v vrsti pred nogometnim stadionom v Cardiffu. 
Sistem za prepoznavo obraza na posnetku videokamere prepozna ključne značilnosti 
navijačevega obraza in ga primerja z evidenco iskanih huliganov. Ker ne najde nobenega zadetka 
v evidenci, profil navijačevega obraza izbriše.1 Starejša gospa se sprehaja po ulici v Šanghaju. 
Njen obraz prekriva zaščitna maska, poleg tega je s hrbtom obrnjena proti kameri, s katero 
policija nadzoruje ulico in od nje oddaljena več 10 metrov. A to ni ovira: sistem umetne 
inteligence z analizo njene hoje izdela unikaten profil, nato pa ga primerja s profili iskanih 
zločincev.2 Tudi tu ni zadetka in gospa lahko nadaljuje svojo pot. Na avtocesti med Ljubljano in 
Mariborom policijsko vozilo opremljeno s sistemom za avtomatsko prepoznavo registrskih 
tablic nadzoruje, ali so vozila na cesti registrirana, imajo prometno dovoljenje, so zavarovana in 
ali imajo njihovi vozniki veljavno vozniško dovoljenje.3  
 
Sodnica v ameriški zvezni državi Wisconsin pri odločanju o dolžini kazni v poseben program 
vnese podatke o obsojencu. Ta program bo na podlagi analize nekaterih značilnosti obsojenca z 
metodami umetne inteligence izdelal oceno tveganosti za ponovitveno nevarnost, kar bo sodnica 
upoštevala pri svoji odločitvi. Več kot 4 milijarde svetovnih uporabnikov medmrežja pri iskanju 
informacij z uporabo spletnih brskalnikov prejme zadetke, ki jih v večji ali manjši meri definira 
njihova zgodovina brskanja ali druge zaznane lastnosti. Dalj časa kot uporabniki preživijo na 
spletu, več virtualnega oglaševalskega prostora namreč lahko upravljavci spletnih brskalnikov 
oddajo. Uporabniki družbenih omrežij z vsakim klikom, »všečkom«, komentarjem ali drugo 
dejavnostjo pod budnim očesom upravljavcev teh omrežij nevede dopolnjujejo svoj virtualni 
profil, ki ga slednji izkoriščajo za oglaševanje prilagojeno naklonjenostim uporabnika. V 
skrajnih primerih se takšnega oglaševanja poslužujejo celo politične stranke, ki poskušajo s 
prikritim vplivanjem na posameznike doseči zmago na volitvah.  
 
Zgornji primeri, ki služijo kot zgled in ne kot poskus natančnega opisa resničnih historičnih 
dogodkov, predstavljajo različne oblike uporabe tehnologije umetne inteligence, ki je danes 
prisotna že skoraj na vsakem koraku in lahko intenzivno vpliva na temeljne družbene odnose in  
uživanje človekovih pravic. 
A.1. PROBLEMATIKA MAGISTRSKE NALOGE 
 
V zadnjem času je bil na področju umetne inteligence dosežen velik napredek, predvsem zaradi 
povečanja procesorske moči računalnikov, razpoložljivosti velikih količin podatkov in razvoja 
 
1 South Wales Police: What is AFR? (spletni vir). 
2 Dai, Sarah. Chinese police test gait-recognition technology (spletni vir). 
3 Slovenska policija: Poslabšanje cestnoprometne varnosti poskušamo zajeziti s poostrenimi nadzori in medresorsko 
usklajenimi dejavnostmi (spletni vir). 
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strojnega učenja.4 Algoritmi strojnega učenja učinkovito »prepoznavajo« vzorce in zakonitosti 
v podatkih in se lahko na njihovi podlagi naučijo izvajanja določenih nalog ali podajanja 
natančnih napovedi,5 zato ima lahko umetna inteligenca za družbo številne prednosti, med 
drugim na področju prometa, industrije, finančnega sistema, medicine, varstva okolja, 
izobraževanja in pravosodja.6 Po drugi strani pa se je napovedna moč obdelave podatkov z 
metodami umetne inteligence izkazala za učinkovito pri identificiranju posameznikov na podlagi 
biometričnih in drugih značilnosti, kar ponazarjajo prvi trije primeri zgoraj, kot tudi 
predvidevanju njihovih osebnostnih in vedenjskih značilnosti ter prihodnjih ravnanj kar 
ponazarjajo drugi trije primeri zgoraj. Temu s skupnim pojmom pravimo profiliranje, kar tako 
državni kot zasebni subjekti s pridom izkoriščajo.  
 
Republika Slovenija in druge evropske države so osnovane na principu ustavne demokracije, kar 
pomeni, da oblast izvira iz ljudstva, obenem pa izvajanje državne oblasti temelji na (pisani) 
ustavi kot najvišjem pravnem aktu, ki omejuje državno oblast, saj je državnim organom 
dovoljeno narediti le tisto, kar jim ustava dovoljuje.7 Poleg tega ustava zagotavlja nabor 
človekovih pravic, ki predstavljajo jasno mejo sfere človekovega življenja, kamor država ne sme 
poseči oz. to lahko stori le v posebnih okoliščinah. Zahteva po učinkovitem spoštovanju 
človekovih pravic pa od države zahteva, da vzpostavi takšen pravni sistem, v katerem so 
posamezniki zaščiteni tudi pred posegi drugih subjektov v njihove pravice.8 Zaradi opisanih 
oblik uporabe umetne inteligence prihaja do posegov v različne ustavno varovane dobrine, tako 
posamične kot kolektivne. V predmetni nalogi se lotevam obravnave vplivov umetne inteligence 
na nekaj izbranih konceptov ustavnega prava, obenem pa želim odgovoriti na naslednja 
vprašanja širšega pomena za ustavno pravo: 
 
1. v kolikšni meri lahko državni organi in zasebni subjekti ustavnoskladno uporabljajo 
sisteme umetne inteligence in kdaj se vzpostavi negativna oziroma pozitivna odgovornost države 
za obe skupini subjektov; 
2. kako se z uporabo umetne inteligence spreminja vpliv posameznih subjektov na 
ustavnopravno varovana družbena razmerja in dobrine; 
3. katere so najbolj očitne ustavnopravne pomanjkljivosti uporabe sistemov umetne 
inteligence. 
 
V preostanku uvoda (A.2) podajam teoretično izhodišče za obravnavo posameznih konceptov 
ustavnega prava in poskušam jedrnato opredeliti umetno inteligenco in profiliranje kot obliko 
njene uporabe, ki ima številne ustavnopravne implikacije. V osrednjem delu naloge analiziram, 
kako uporaba umetne inteligence s strani državnih organov in zasebnih subjektov vpliva na 
 
4 Mnenje Evropskega ekonomsko-socialnega odbora (2017/C 288), točka 2.3. 
5 Prav tam. 
6 Prav tam, točka 3.1. 
7 Frankenberg v Rosenfeld, Sajo (ur.) (2012) Handbook of Comparative Constitutional Law, str. 235. 
8 primermoma Mahlmann v Rosenfeld, Sajo (ur.) (2012) Handbook of Comparative Constitutional Law, str. 350. 
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uživanje človekovih pravic in izvrševanje drugih konceptov ustavnega prava. Pri tem izhajam iz 
obravnavanih problemov v dostopni literaturi in se do njih tudi kritično opredeljujem. Politično 
mikrociljanje zaradi intenzivnosti profiliranja in raznolikosti ustavnopravnih implikacij 
predstavlja nekakšen leitmotiv te naloge, ki ga obravnavam na več mestih. V zaključku poskušam 
sprotne ugotovitve povezati, odgovoriti na zastavljena vprašanja in celovito obravnavati vpliv 
na ustavnopravni sistem. Ob tem moram omeniti, da sem zaradi omejitev pri pisanju moral 
izpustiti obravnavo vplivov uporabe umetne inteligence na nekatere ustaljene koncepte 
ustavnega prava, in da ta magistrska naloga nikakor ne poskuša predstavljati izčrpne obravnave 
vpliva te tehnologije na ustavno pravo.9 
  
 
9 Primera vpliva razvoja umetne inteligence na druge ustaljene koncepte ustavnega prava sta uporaba avtonomnih 
orožij v povezavi s pravico do življenja, kakor tudi uporaba povsem avtonomnih sistemov in podpornih sistemov 
za odločanje v sodstvu in javni upravi v povezavi s pravico do poštenega (civilnega in kazenskega) postopka, 
pravico do učinkovitega pravnega sredstva in širšima konceptoma socialne in pravne države.  
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A.2. TEORETIČNO OZADJE 
 
A.2.1. Ustaljeni koncepti ustavnega prava 
 
Ustavno pravo preučuje “ustavno ureditev posamezne državne skupnosti, ki zajema ustavne in 
druge norme ustavne narave (ustavo v materialnem pomenu) ter temeljne družbene odnose, iz 
katerih so se te norme razvile in v okviru katerih se uresničujejo.”10 Vsebina ustavnega prava 
“so pravna pravila, ki urejajo razmerje med državno oblastjo in posameznikom ter organizacijo 
in delovanje državne oblasti,” razvrstimo pa jo lahko v naslednje štiri skupine:  
 
- človekove pravice in svoboščine, 
- organizacijo državne oblasti, 
- bistvene prvine pravnega sistema in 
- odnose med državo in nedržavnimi političnimi subjekti.11 
 
V nalogi se osredotočam na izbrane človekove pravice, volitve kot temelj demokratične oblike 
vladavine in načelo sorazmernosti kot pristop k presoji posegov v človekove pravice. Ker se ti 
koncepti mnogokrat prepletajo, se dopolnjujejo in predstavljajo različne vidike enakih idej, ki 
ležijo v osrčju ustavnega prava, bi bilo nesmiselno postavljati stroge ločnice med njihovo 
uvrstitvijo v navedene skupine. Načelo enakosti predstavlja človekovo pravico in eno od 
bistvenih prvin pravne države; volilna pravica je po eni strani najpomembnejša politična pravica, 
po drugi strani pa izraz načela demokratičnosti, ki se nanaša na organizacijo državne oblasti.  
A.2.1.1. Človekove pravice (in svoboščine) 
 
“V pravnem pomenu so človekove pravice s pravnimi pravili urejena upravičenja posameznika 
v razmerju do državne oblasti, katerih poglavitna značilnost je, da imajo pravno varstvo, ki ga 
običajno označujemo za iztožljivost.”12 Ker v tej nalogi obravnavam le vpliv na tiste ustaljene 
ustavne pravice, ki predstavljajo presek med nacionalnim ustavnim pravom in mednarodnim 
pravom človekovih pravic, opuščam teoretično delitev na ustavne, temeljne in človekove pravice 
in uporabljam skupen termin človekove pravice.13 Izenačujem tudi človekove pravice in 
svoboščine, saj lahko oboje subsumiramo pod zgornjo definicijo.  
 
Ker so se človekove pravice izoblikovale kot odgovor na neenakovreden položaj države nasproti 
posamezniku, v skladu s klasično koncepcijo učinkujejo zoper državo kot zavezanca in govorimo 
 
10
 Kaučič v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 35, glej tudi Gardbaum v Rosenfeld, Sajo (ur.) (2012) 
Handbook of Comparative Constitutional Law, str. 166. 
11
 Prav tam. 
12
 Prav tam, str. 698. 
13
 Prav tam, str. 704. 
11 
o vertikalnem učinkovanju človekovih pravic.14 Vendar pa vprašanje človekovih pravic ni 
povsem nepomembno v odnosih med izključno zasebnimi subjekti. Učinkovito uživanje 
človekovih pravic od države zahteva, da sprejmejo razumne in predvidljive preventivne ukrepe 
za zavarovanje temeljnih pravic posameznika, pri čemer govorimo o pozitivni obveznosti 
države.15 Obenem zahteva po celovitosti pravnega sistema, ki izhaja iz načela pravne države, 
pomeni, da je treba tudi zasebnopravna razmerja razlagati ustavnoskladno, pri čemer govorimo 
o posrednem horizontalnem učinku, ta zahteva pa je v slovenski zakonodaji tudi izrecno 
izražena.16 
A.2.1.2. Organizacija državne oblasti 
 
Ustave tradicionalno urejajo način vzpostavitve oblasti v državi, ustroj in pristojnosti 
posameznih državnih organov oz. vej oblasti in njihovo medsebojno vplivanje in nadzor. V tem 
okviru bom obravnaval predvsem ustavni načeli demokratičnosti in ljudske suverenosti, ki se 
nanašata na način vzpostavitve oblasti v državi, s poudarkom na volitvah, ki predstavljajo 
ključno praktično udejanjanje teh načel. 
A.2.1.3. Bistvene prvine pravnega sistema 
 
Ustavnopravni sistem mora imeti določene kvalitete, da lahko zagotavlja učinkovito varstvo v 
praksi. To zagotavlja skupek pravnih načel in pravic, ki predstavljajo bistvene prvine pravnega 
sistema. Med temelje pravnega sistema med drugim spadata načelo pravne države iz 2. člena 
ustave in načelo ustavnosti. V pravni državi “mora biti v najsplošnejšem zagotovljena vezanost 
delovanja vseh državnih organov na pravne predpise, kot nasprotje njihovi samovolji in 
arbitrarnosti, ter spoštovanje človekovih pravic in svoboščin.”17 Da se vezanost na pravne 
predpise v praksi dosledno izvaja, kršitve pa sankcionirajo, je pomemben sodni nadzor nad 
delovanjem državnih organov, še posebej (ustavno) sodni nadzor nad spoštovanjem človekovih 
pravic. Ideja pravne države je tesno povezana še z nekaterimi drugimi ustavnimi načeli, kot so 
neodvisnost sodstva, enakost pred zakonom, načelo sorazmernosti, načelo določnosti predpisov 
in načelo zaupanja v pravo.18 Do vplivov na načelo enakosti se podrobneje opredeljujem v točki 
B.4., do vplivov na načelo sorazmernosti pa v točki B.5. osrednjega dela magistrske naloge, tam 
pa na kratko opišem tudi najpomembnejše vidike teh načel.  
 
  
 
14
 Zagorc v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 708. 
15
 Prav tam, str. 709. 
16
 Prav tam. 
17
 Kaučič v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 119. 
18
 Prav tam. 
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A.2.2 Umetna inteligenca 
 
Besedna zveza umetna inteligenca ima lahko več pomenov. Prvi pomen predstavlja aplikativno 
znanost, ki se ukvarja ne le z razumevanjem, temveč tudi z ustvarjanjem inteligentnih naprav,19 
pri čemer naj inteligentnost pomeni “sposobnost prilagajanja okolju in reševanja problemov.”20 
Gre za interdisciplinarno vedo, ki združuje matematiko, elektrotehniko, logiko, računalništvo, 
nevroznanost, lingvistiko, filozofijo, in ekonomijo.21 Drugi pomen predstavlja umetno 
inteligenco kot tehnologijo, a gre za krovni pojem, saj iz tehnološkega vidika obstaja mnogo 
pristopov.22 Definicija, ki jo podaja OECD pravi, da “so sistemi umetne inteligence (“sistemi 
UI” ali “UI sistemi”) strojni sistemi, ki lahko za določen nabor ciljev, ki so jih izbrali ljudje, 
podajo napovedi, predloge ali sprejmejo odločitve, ki vplivajo na resnična ali virtualna 
okolja.”23 Sistemi UI imajo številne oblike praktične uporabe, ki se raztezajo od težke industrije, 
preko medicine, finančnih trgov, medijev, marketinga in prodaje, spletnih brskalnikov, in 
virtualnih pomočnikov do podpornih sistemov za odločanje v pravosodju in javni upravi.24 
Večina izmed navedenih primerov je v zadnjem desetletju oz. dvajsetletju močno napredovala, 
tako po učinkovitosti delovanja sistemov UI, kot po razširjenosti uporabe teh sistemov.25 Prav ta 
učinkovitost in razširjenost predstavljata razvoj umetne inteligence v naslovu magistrskega 
dela.  
 
A.2.2.1 Strojno učenje  
 
Strojno učenje je podmnožica umetne inteligence, ki je bila v zadnjem desetletju deležna 
najintenzivnejšega razvoja, in posledično stoji za večino obravnavane problematike te 
magistrske naloge. Poenostavljeno lahko rečemo, da gre za matematične in statistične algoritme, 
ki prepoznajo vzorce v podatkih, z namenom, da lahko kasneje to poznavanje vzorcev 
uporabljamo za predvidevanje novih primerov.26 Ključen pojem na področju strojnega učenja je 
model, ki predstavlja avtomatsko naučeno znanje.27 Okvirno ločimo med tremi glavnimi vrstami 
strojnega učenja - nadzorovanim učenjem, nenadzorovanim učenjem in spodbujevanim 
učenjem.28 Različne vrste se pogosto kombinirajo za optimalne rezultate, zato so razmejitve bolj 
ilustrativne narave, v izogib pretiranemu osredotočanju na podrobnosti pa v nadaljevanju 
predstavljam le nadzorovano učenje. 
 
19
 Russell, Norvig (2016) Artificial intelligence: a modern approach, str. 1. 
20
 Kononenko, Robnik Šikonja (2010) Inteligentni sistemi, str. 28. 
21
 A guide to using artificial intelligence in the public sector (spletni vir). 
22
 Manheim, Kaplan (2019) Artificial Intelligence: Risks to Privacy and Democracy, str. 114. 
23
 Berryhill, J., et al. (2019) Hello, World: Artificial intelligence and its use in the public sector, str. 12. 
24
 Mnenje Evropskega ekonomsko-socialnega odbora (2017/C 288), 3. točka. 
25
 Prav tam. 
26
 Kononenko, Robnik Šikonja (2010) Inteligentni sistemi, str. 46. 
27
 Prav tam. 
28
 Russell, Norvig (2016) Artificial intelligence: a modern approach, str. 694-95. 
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Pri nadzorovanem učenju podamo učnemu algoritmu primere parov vhodnih in izhodnih 
spremenljivk, učni algoritem pa se bo naučil funkcije, ki bo povezala vhodne podatke z 
izhodnimi.29 Pri nadzorovanem učenju je zelo pomembno, da so pari vhodnih in izhodnih 
spremenljivk reprezentativni, sicer bomo povečali možnost, da se algoritem nauči nepravilnih 
povezav.30 Tipično področje uporabe nadzorovanega učenja je uvrščanje oz. klasifikacija, kjer 
je naloga algoritma “določiti pripadnost določenemu razredu.”31 Na tem mestu si sposojam 
Kononenkov primer klasifikacije. Kot vhodne podatke vzamemo podatke o lastnostih pacientov 
(npr. starost, višina, teža, spol, telesna temperatura, srčni utrip, krvni pritisk, in lokacija 
bolečine), kot izhodne pa medicinsko diagnozo, ki so jo postavili zdravniki. Algoritem UI bo na 
podlagi teh podatkov našel vzorce oz. povezave med lastnostmi in diagnozo ter zgradil model. 
Pri obravnavi naslednjega pacienta bomo njegove podatke vstavili v model in dobili predvideno 
medicinsko diagnozo ter oceno verjetnosti, da je ta napoved pravilna.32  
 
Posebna ideja na področju umetne inteligence, ki je dobila navdih po vzoru človeških možganov, 
so umetne nevronske mreže, njihovo uporabo pa lahko kombiniramo z vsemi oblikami 
strojnega učenja. Kompleksnejšim nevronskim mrežam pravimo globoke nevronske mreže, s 
tem v povezavi pa govorimo o globokem učenju. Uporaba umetnih nevronskih mrež je 
pomagala soustvariti nekatere najvidnejše uspehe umetne inteligence, primeroma zelo 
učinkovito prepoznavanje besedila, glasu in slik,33 saj v današnjem času algoritmi UI že 
presegajo človeške sposobnosti, pred 10 leti pa jim niso bili niti blizu. Obenem pa je njihova 
uporaba iz pravnega vidika problematična, saj (sploh globoke) nevronske mreže delujejo zelo 
netransparentno in človeškemu opazovalcu ni razvidno, katere značilnosti model upošteva.34  
A.2.2.2. Nekaj povezanih terminov in konceptov 
 
V nadaljevanju pojasnjujem nekaj pojmov, ki so tesno povezani z umetno inteligenco, in jih bom 
redno uporabljal v tej nalogi. Algoritem je nepogrešljiv termin na področju matematike in 
računalništva, ki naj nam v okviru te naloge pomeni “navodilo, kako korak za korakom rešiti nek 
problem.”35 Z algoritmi tesno povezano je vprašanje avtomatizacije. Določen proces je 
avtomatiziran, če opravlja delo brez človekovega sodelovanja.36 Rudimentarna oblika 
 
29
 Prav tam, str. 694. 
30
 Glej spodaj točka B.4. 
31
 Kononenko, Robnik Šikonja (2010) Inteligentni sistemi, str. 2. 
32
 Prav tam. 
33
 Russell, Norvig (2016) Artificial intelligence: a modern approach, str. 754, glej tudi Lee: How computers got 
shockingly good at recognizing images (spletni vir). 
34
 Anrig et al. v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 78. 
35
 Malan: What's an algorithm? (spletni vir). 
36
 Slovar slovenskega knjižnega jezika pod gesloma avtomat in avtomatizirati. 
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avtomatizacije je mlin na veter, skrajna oblika avtomatizacije pa je uporaba sistemov UI, saj 
lahko sami razvijejo algoritme, ki jih lahko nato uporabimo za reševanje problemov.  
 
Veliko podatkovje pomeni ogromno količino podatkov, ki jo od preteklosti ločujejo predvsem 
trije V-ji: količina podatkov (angl. Volume), hitrost nastajanja novih podatkov (angl. Velocity) 
in raznolikost podatkov (angl. Variety). Veliko podatkovje je omogočil predvsem razvoj 
tehnologije za masovno zbiranje podatkov in njihova posledična cenovna dostopnost, ter padanje 
cen in dostopnost medmrežja.37 Za primerjavo, vsaki dve leti ustvarimo več novih podatkov, kot 
jih je prej obstajalo v celotni človeški zgodovini.38 Pri podatkovnem rudarjenju gre za 
matematično oz. statistično analizo specifične zbirke podatkov, da bi v njej našli uporabne 
vzorce, ki bi nam koristile znotraj posamičnega primera. Zato je podobno strojnemu učenju, pri 
katerem gre za učenje inteligentnega sistema na eni podatkovni zbirki, da bi pridobljeno znanje 
uporabili za predvidevanje rezultatov na novih podatkovnih zbirkah.39 Koncepta sta medsebojno 
zelo povezana, saj tudi pri podatkovnem rudarjenju uporabljamo metode UI.  
 
A.2.3 Profiliranje, personalizacija in politično mikrociljanje 
 
Profiliranje predstavlja “iskanje korelacij med podatki v podatkovnih zbirkah, ki jih je mogoče 
uporabiti za identifikacijo in reprezentacijo človeka ali drugih subjektov (npr. skupin ljudi) in/ali 
uporabo tako ustvarjenih profilov (zbirk koreliranih podatkov) za razločevanje med subjekti.”40 
Če primerjamo definicijo profiliranja z definicijama strojnega učenja in podatkovnega 
rudarjenja, vidimo, da sta slednji zelo dober komplement profiliranju. Zato ni presenečenje, da 
je ravno razvoj velikega podatkovja in posledično umetne inteligence povzročil gromozanski 
preskok v sposobnosti profiliranja.  
 
Zgornja definicija je precej obširna, zato jo bom razbil v dve skupini, individualno in skupinsko 
profiliranje. “Individualno profiliranje se nanaša na identifikacijo posameznika v skupini, ali 
pa na sklepanje o njegovih navadah, vedenju, naklonjenostih, znanju, tveganjih, potencialu in 
drugih družbenih in ekonomskih značilnostih.” Forenzično profiliranje pokriva oba vidika, 
medtem ko se tržno individualno profiliranje pretežno ukvarja s slednjim.41 “Skupinsko 
profiliranje pa se uporablja za iskanje skupnih značilnosti med člani vnaprej določene skupine, 
ali za določanje kategorij posameznikov, ki si delijo skupne značilnosti.”42 Namen tega je 
predvsem v ustvarjanju možnosti utemeljeno sklepati oz. predvidevati o določenih neznanih 
značilnostih ali naklonjenostih posameznika na podlagi značilnosti in naklonjenosti skupine, 
 
37
 Selinšek (2015) Veliko podatkovje v pravu in ekonomiji: veliki izzivi ali velike težave?, str. 163-164. 
38
 Marr: How Much Data Do We Create Every Day?. 
39
 Data Mining vs. Machine Learning: What’s The Difference?. 
40
 Hildebrandt v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 19. 
41
 Jaquet-Chiffelle v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 35. 
42
 Prav tam. 
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kateri pripada. Skupinsko profiliranje je način soočanja z raznolikostjo in kompleksnostjo 
resničnosti z uporabo kategorizacije43 in je obstajalo že bistveno pred razvojem računalništva, 
saj smo se ljudje od nekdaj zanašali na generaliziranje in stereotipiziranje, kot obliki človeškega 
profiliranja;44 psihološko profiliranje storilcev kaznivih dejanj in daktilografija pa sta prav tako 
obstajala pred industrializacijo umetne inteligence. Individualno profiliranje bom obravnaval 
predvsem v povezavi s pravico do zasebnosti, skupinsko profiliranje pa predvsem v povezavi s 
pravico do enakosti oz. prepovedjo diskriminacije.  
 
Z vidika intenzivnosti posega v zasebnost je zelo pomembno biometrično (individualno) 
profiliranje, pri čemer biometrija pomeni znanstveno in tehnološko merjenje fizioloških ali 
vedenjskih značilnosti posameznika. Fiziološka biometrija vključuje primeroma tehnologijo 
prepoznavanja obraza, prstnih odtisov, DNK in očesne mrežnice. Vedenjska biometrija pa 
vključuje prepoznavanje čustev, gest, hoje, glasu, podpisa, ali celo vzorca tipkanja in premikanja 
računalniške miške.45 Kot primer izrednega razvoja UI se je med letoma 2013 in 2018 natančnost 
komercialnih sistemov UI za prepoznavanje obraza povečala med 10 in 20-krat, kar je sovpadalo 
z vključitvijo tehnik globokih nevronskih mrež.46  
 
Personalizacijo lahko na splošno dojemamo kot organizacijsko strategijo podjetij, državnih 
organov in drugih organizacij, da ponujajo storitve z uporabo informacijsko-komunikacijske 
tehnologije velikemu številu posameznikov po svetu na individualizirani ravni.47 V središču 
spletne personalizacije leži zbiranje, upravljanje z in uporaba informacij o uporabnikih.48 
Politično mikrociljanje pomeni “personalizirano naslavljanje posameznikov za politične 
namene na podlagi vedenjskih in osebnostih uporabniških profilov, ki nastanejo z avtomatsko 
obdelavo osebnih podatkov.”49 Gre torej (tudi) za uporabo UI za profiliranje posameznikov in 
posledično personalizacijo političnega oglaševanja z namenom prepričljivega nagovarjanja 
posameznikov. Namen političnega mikrociljanja je lahko večplasten: lahko služi prepričevanju, 
informiranju, ali mobilizaciji volivcev, lahko pa tudi odvračanju, beganju ali demobilizaciji 
volivcev.50  
 
 
43
 Canhoto, Backhouse v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 48. 
44
 Hildebrandt v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 24. 
45
 Yannopoulos et al. v Hildebrandt, Gutwirth (2008) Profiling the European citizen, str. 91-95. 
46
 Grother, Ngan, Hanaoka (2018) Ongoing Face Recognition Vendor Test (FRVT), str. 36-37. 
47
 van der Hof, Prins v Hildebrandt, Gutwirth (ur.) (2008) Profiling the European citizen, str. 114. 
48
 Prav tam. 
49
 Krönke v Wischmeyer, Rademacher (ur.) (2020) Regulating Artificial Intelligence, str. 146. 
50
 Dobber, Ó Fathaigh, Zuiderveen Borgesius (2019) The regulation of online political micro-targeting in Europe. 
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B. VPLIV RAZVOJA UI NA USTALJENE KONCEPTE USTAVNEGA PRAVA 
B.1. PRAVICA DO ZASEBNOSTI 
 
B.1.1 Pravica do (informacijske) zasebnosti 
  
Ustava Republike Slovenije (v nadaljevanju: URS)51 določa pravico do zasebnosti v 35. členu, 
njeni vsebinski ustreznici pa sta pravica do zasebnega življenja iz 8. člena Konvencije o 
varstvu človekovih pravic in temeljnih svoboščin (v nadaljevanju: Konvencija ali EKČP) in 7. 
člena Listine Evropske unije o temeljnih pravicah (v nadaljevanju: Listina EU). Po besedah 
Ustavnega sodišča Republike Slovenije “imajo posebno mesto med človekovimi pravicami in 
temeljnimi svoboščinami določbe, ki varujejo človekovo osebno dostojanstvo, osebnostne 
pravice, njegovo zasebnost in varnost (34. do 38. člen Ustave) in ki prepovedujejo vsem, na 
prvem mestu državi, pa tudi posameznikom poseganje v naštete pravice.”52 Iz besed USRS lahko 
razberemo, da te pravice, vključno s pravico do zasebnosti, ne zahtevajo le posrednega 
horizontalnega učinka temveč strožjo obveznost države, da zaščiti tudi horizontalni vidik. 
Poseben vidik pravice do zasebnosti je pravica do varstva osebnih podatkov iz 38. člena URS, 
primerjalno imenovana tudi pravica do informacijske zasebnosti.53 Ustava določa, da 
obdelavo podatkov določa zakon, da je prepovedana uporaba osebnih podatkov v nasprotju z 
namenom zbiranja in da se ima vsak pravico seznaniti z zbranimi osebnimi podatki in zahtevati 
sodno varstvo ob njihovi zlorabi. Po “široki in vseobsegajoči opredelitvi”, ki jo najdemo v 
nacionalnih in mednarodnih aktih, je “osebni podatek katerakoli informacija v zvezi z določenim 
ali določljivim posameznikom.”54  
 
Konvencija posebej ne določa pravice do informacijske zasebnosti, vendar pa je Evropsko 
sodišče za človekove pravice (v nadaljevanju: ESČP) shranjevanje in uporabo shranjenih 
informacij o posameznikovem življenju prepoznalo kot poseg v pravico do zasebnega življenja 
iz 8. člena Konvencije že leta 1987 v zadevi Leander proti Švedski.55 Na ravni Evropske Unije 
pravico do varstva osebnih podatkov določa že 1. odstavek 16. člena Pogodbe o delovanju 
Evropske Unije, konkretizira pa ga 8. člen Listine EU, ki je vsebinsko precej podoben 38. členu 
URS. Seveda pa težko govorimo o pravici do informacijske zasebnosti, ne da bi hkrati omenili 
Uredbo (EU) 2016/679,56 imenovano tudi Splošna uredba o varstvu podatkov (v nadaljevanju: 
 
51
 (Uradni list RS, št. 33/91-I, 42/97 – UZS68, 66/00 – UZ80, 24/03 – UZ3a, 47, 68, 69/04 – UZ14, 69/04 – UZ43, 
69/04 – UZ50, 68/06 – UZ121,140,143, 47/13 – UZ148, 47/13 – UZ90,97,99 in 75/16 – UZ70a). 
52
 Odločba Ustavnega Sodišča U-I-238/99 z dne 9.11.2000, 15. točka. 
53
 Čebulj v Šturm (ur.) (2002) Komentar Ustave Republike Slovenije, str. 408. 
54
 Odločba Ustavnega sodišča U-I-152/17(ANPR) z dne 04.07.2019, 25.točka. 
55
 Leander v. Sweden, 26 March 1987, Series A no. 116, § 48. 
56
 Uredba (EU) 2016/679 Evropskega parlamenta in Sveta z dne 27. aprila 2016 o varstvu posameznikov pri 
obdelavi osebnih podatkov in o prostem pretoku takih podatkov ter o razveljavitvi Direktive 95/46/ES. 
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“Splošna uredba ”) in Direktivo (EU) 2016/680,57 ki predstavljata izvedbeno ureditev pravice 
po 8. členu Listine EU. Ta pravna akta varujeta posameznike pri obdelavi osebnih podatkov z 
avtomatiziranimi sredstvi, zato sta izrazito pomembna za obdelavo podatkov z uporabo sistemov 
UI. Ker splošna uredba zavezuje tudi oz. predvsem zasebne subjekte, predstavlja zelo pomemben 
steber pozitivne obveznosti držav članic Evropske Unije, s katerim vzpostavljajo ustrezen pravni 
okvir za zaščito pravice do (informacijske) zasebnosti. 
 
B.1.2 Ali je uporaba UI sploh skladna z informacijsko zasebnostjo? 
 
Mednarodna literatura izpostavlja več konfliktov med pravico do (informacijske) zasebnosti na 
eni strani in velikim podatkovjem, umetno inteligenco in profiliranjem na drugi strani. V 
nadaljevanju izpostavljam dva sklopa problemov, ki sem ju našel v literaturi in sta aplikativna 
za slovenski (in evropski) pravni red. 
B.1.2.1 Temeljna načela Splošne uredbe (in Direktive 2016/680) in uporaba UI  
 
Splošna uredba v 5. členu vzpostavlja temeljna načela obdelave podatkov, ki pravijo inter alia, 
da morajo biti osebni podatki: (a) obdelani zakonito, pošteno in pregledno, (b) zbrani za 
določene, izrecne in zakonite namene in se ne smejo nadalje obdelovati na način, ki ni združljiv 
s temi nameni (“omejitev namena”) in (c) ustrezni, relevantni in omejeni na to, kar je potrebno 
za namene, za katere se obdelujejo (“najmanjši obseg podatkov”). Z izjemo načela 
preglednosti, velja enako tudi za področje Direktive 2016/680. Ta načela naj bi posamezniku 
pomagala zagotavljati višjo raven varnosti pri obdelavi njegovih podatkov, a obstajajo 
utemeljeni pomisleki, da ta načela niso prilagojena na uporabo sistemov UI. 
 
Prvič, sistemi UI zelo uspešno iščejo vzorce v podatkovnih zbirkah, vendar pa večinoma nudijo 
zelo malo vpogleda v postopek, kako so do teh vzorcev prišli. Če nekateri primeri klasifikacije 
z nadzorovanim učenjem, kot so npr. t.i. odločitvena drevesa58 omogočajo preglednost postopka 
odločanja, tega za večino metod ne moremo reči. Na drugi skrajnosti so globoke nevronske 
mreže, ki delujejo navzven kot “črna skrinjica,” v katero nima vpogleda niti njen razvijalec, kaj 
šele posameznik čigar podatki so bili obdelani s takšnim modelom.59 Uporaba sistemov UI bo 
zato pogosto v nasprotju z načelom preglednosti, saj niti posamezniku, na katerega se osebni 
podatki nanašajo, niti obdelovalcu oz. upravljavcu osebnih podatkov ne bo razvidno, katere 
podatke upošteva sistem UI in kakšno težo jim pripisuje. Strokovnjaki umetne inteligence 
 
57
 Direktiva (EU) 2016/680 Evropskega parlamenta in Sveta z dne 27. aprila 2016 o varstvu posameznikov pri 
obdelavi osebnih podatkov, ki jih pristojni organi obdelujejo za namene preprečevanja, preiskovanja, odkrivanja ali 
pregona kaznivih dejanj ali izvrševanja kazenskih sankcij, in o prostem pretoku takih podatkov ter o razveljavitvi 
Okvirnega sklepa Sveta 2008/977/PNZ. 
58
 Datatilsynet: Artificial intelligence and privacy, str 19-22, tudi Arrieta et al. (2019) Explainable Artificial 
Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. 
59
 Datatilsynet: Artificial intelligence and privacy, str. 13-14. 
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poskušajo izboljšati razložljivost metod UI, čemur pravimo tudi “razložljiva umetna inteligenca” 
(angl. explainable artificial intelligence ali XAI). Ker so nevronske mreže in druge moderne 
metode umetne inteligence uspešnejše od starejših, transparentnejših metod, se zdi, da te težave 
ne bomo kmalu odpravili.  
 
Drugič, razvijalcem sistemov UI je v interesu, da sistemu v fazi učenja ponudijo čim večjo 
količino prima facie relevantnih informacij o posameznikih. Tako obstaja večja verjetnost, da 
bo sistem našel več povezav med posameznimi skupinami podatkov in kasneje v fazi uporabe 
modela nudil bolj natančno predvidevanje. Sistemi UI delujejo dobro, ko imajo na voljo veliko 
podatkov, ali v besedah Domingosa: “neumen algoritem z veliko, veliko podatki premaga 
pametnega z zmerno količino podatkov.”60 Nekateri navajajo nasprotni argument, da bi nudenje 
prevelikega števila kategorij podatkov lahko zabrisalo meje med naključnimi korelacijami in 
resnično pomembnimi vzročnostmi, kar bi vodilo v manj optimalno delovanje UI sistema.61 
Temu pojavu pravimo tudi prekletstvo dimenzionalnosti,62 ki je posebej pereče, kadar je število 
kategorij podatkov o posamezniku večje ali primerljivo s številom posameznikov, ki jih učni 
algoritem UI obravnava.63 Ker gre za vprašanje tehnične narave, nanj na tem mestu ne morem 
odgovoriti, pomembna razlika v tem pogledu pa bo nastala med nadzorovanim učenjem, kjer 
bodo podatki vnaprej omejeni na predznanje strokovnjakov, medtem ko bodo pri 
nenadzorovanem učenju, sploh pa pri globokih nevronskih mrežah, vhodni podatki vnaprej 
bistveno manj omejeni.  
 
Marsch ob tem meni, da iz podobnega razloga uporaba UI sistemov ni skladna z načelom 
omejitve namenov, saj razvijalci ne vedo vnaprej, katere korelacije bodo relevantne, to pa 
pomeni, da bodisi ne morejo vnaprej definirati namenov, s katerimi bi omejili uporabo UI 
sistemov, bodisi jih zastavijo preširoko, da bi lahko z njimi zagotavljali pravno varnost 
posameznikom.64 V tem pogledu se lahko le delno strinjam z Marschem, saj menim, da korelacij 
v podatkih ni mogoče neposredno enačiti z namenom obdelave. Primer tega je, da podjetje, ki 
bo skušalo za posameznika personalizirati ponudbo svojih vsebin, poskuša posameznika 
profilirati, da bi prepoznalo njegove naklonjenosti. Sistem UI bo lahko našel različne korelacije 
v podatkih, ki bi lahko razkrile različne naklonjenosti, kar pomeni, da obstaja nabor možnosti 
prilagoditve vsebine, a vse znotraj namena personalizacije storitev. Res pa je, da bo posameznik 
izredno težko ocenil, v okviru katerega namena so bili podatki pridobljeni, kar relativizira pravno 
varnost.  
 
 
60
 Domingos: A Few Useful Things to Know About Machine Learning. 
61
 Datatilsynet: Artificial intelligence and privacy, str. 13-14. 
62
 Domingos: A Few Useful Things to Know About Machine Learning. 
63
 Yiu: The Curse of Dimensionality: Why High Dimensional Data Can Be So Troublesome. 
64
 Marsch v Wischmeyer, Rademacher (ur.) (2020) Regulating Artificial Intelligence, str. 37. 
19 
Posebno vprašanje pa je, ali mora upravljavec podatkov izrecno specificirati uporabo algoritmov 
UI in izgradnjo modelov strojnega učenja kot namen obdelave. Glede tega norveški Urad za 
varstvo podatkov izpostavlja zanimiv argument, da bi se lahko razvoj algoritmov UI in modelov 
smatral kot znanstveno-raziskovalni namen v skladu s 89. členom Splošne uredbe, za katerega 
omejitev namenov ne velja.65 Urad se pri tem opira na 159. točko preambule Splošne uredbe, ki 
pravi, da je treba “znanstveno-raziskovalne namene razlagati široko, tako da vključujejo tudi na 
primer tehnološki razvoj …, in zasebno financirane raziskave.”66 Menim, da ta argument ni 
aplikativen. Znanstveno-raziskovalna dejavnost predpostavlja uporabo znanstvene metode, v 
končni fazi pa tudi razkritje javnosti, da se omogoči strokovni komentar. Ker upravljavci z 
uporabo UI poskušajo predvsem profilirati in identificirati svoje uporabnike, bo le redko prišlo 
do določenih znanstvenih odkritij, pa tudi v tem primeru je malo verjetno, da jih bo upravljavec 
želel razkriti, saj s to dejavnostjo zasleduje svoje lastniške interese.  
 
Glede na izpostavljeno pa se strinjam z Marschem, da obstaja utemeljen sum, da celota načel, ki 
jih najdemo v 5. členu GDPR ni pripravljena na izzive obdelave podatkov z algoritmi umetne 
inteligence.67 Ali to pomeni, da uporaba sistemov UI ni dopustna, kolikor je v izrecnem nasprotju 
z načeli Splošne uredbe in Direktive 2016/680? Odgovor je ne. Prvič, oba dokumenta očitno 
urejata avtomatizirano obdelavo podatkov in velik del tega v praksi predstavlja uporaba sistemov 
UI. Drugič, sprejemanje odločitev o posamezniku na podlagi profiliranja, ki je osnovano na 
matematičnih in statističnih metodah in metodah umetne inteligence, je pod določenimi pogoji 
dovoljeno.68 Ugotovimo lahko, da uporaba UI za obdelavo osebnih podatkov ni prepovedana s 
Splošno uredbo, čeprav bo pogosto v nasprotju z njenimi temeljnimi načeli, kar zmanjšuje 
pravno varnost za posameznika. Tudi sicer celotna zgradba Splošne uredbe govori v prid 
intruzivnim oblikam obdelave osebnih podatkov, če je posameznik podal privolitev v 
obdelavo.69 To pa nas pripelje do naslednje težave, vprašanja smiselnosti privolitve posameznika 
kot varstvenega mehanizma obdelave osebnih podatkov.  
B.1.2.2 Konflikt privolitve/soglasja v koncepciji informacijske samoodločbe z obdelavo podatkov 
na podlagi UI 
 
Starejši pogledi na pravico do zasebnosti so jo definirali kot (1) “pravico odločiti, koliko osebnih 
informacij bo posameznik o sebi razkril in komu ter kako naj bodo te informacije hranjene in 
kako razširjene,” ali (2) kot “selektiven nadzor dostopa do lastne notranjosti, pri katerem lahko 
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posamezniki včasih razkrijejo več, včasih pa se zaprejo vase”.70 Solove ugotavlja, da je bil zato 
preteklih 40 let prevladujoč model varstva pravice do zasebnosti zasnovan na konceptu soglasja 
oz. privolitve posameznika.71 Posameznik je imel na voljo pravico biti obveščen o obdelavi, 
dostopati do podatkov in podati soglasje/privolitev glede zbiranja, uporabe in razkritja osebnih 
podatkov, te (pod)pravice naj bi mu omogočile nadzor nad osebnimi podatki, posameznik pa naj 
bi se na podlagi tehtanja pozitivnih in negativnih vidikov odločil, ali in v kolikšni meri bo 
soglasje podal.72 Povedno za to stališče je dejstvo, da je nemško Zvezno ustavno sodišče leta 
1983 v svoji slavni sodbi o popisu prebivalstva73 iz ustavne pravice do svobodnega razvoja 
osebnosti izpeljalo pravico do informacijske samoodločbe in ne pravice do informacijske 
zasebnosti. 
 
Ustavno sodišče RS je v odločbi U-I-98/11 glede pravice do informacijske zasebnosti zapisalo, 
da je “temeljna vrednostna podstat te ustavne določbe spoznanje, da ima posameznik pravico 
zadržati informacije o sebi zase in da je v izhodišču on tisti, ki odloča, koliko sebe bo razkril in 
komu.74 To stališče je nedavno potrdilo tudi v zadevi U-I-152/17(ANPR).75 Tudi besedilo 
Splošne uredbe kot izhodišče varstva zasebnosti v točki (a) 1. odstavka 6. člena postavlja 
posameznikovo privolitev, ki naj bi pomenila “vsako prostovoljno, izrecno, informirano in 
nedvoumno izjavo volje posameznika, na katerega se nanašajo osebni podatki, s katero z izjavo 
ali jasnim pritrdilnim dejanjem izrazi soglasje z obdelavo osebnih podatkov, ki se nanašajo 
nanj.”76 Očitno je torej tudi v očeh USRS in Splošne uredbe posameznik še vedno tisti, ki (naj 
bi) nadzira(l) svoje podatke in odloča(l) o njihovem pretoku . 
 
Vendar pa Solove predstavlja nekaj pomembnih argumentov, zakaj naj takšen model ne bi bil 
več ustrezen. Čeprav Solove gradi na ameriškem modelu varstva zasebnosti, menim, da so 
njegovi pomisleki, mutatis mutandis aplikativni za evropski pravni red s Splošno uredbo na 
čelu.77 Prvi sklop argumentov se nanaša na kognitivne probleme, ki posameznike ovirajo pri 
tem, da bi lahko podali prostovoljno in informirano privolitev. Solove tako na podatkih več študij 
prikazuje, da (1) posamezniki ne berejo pravilnikov o zasebnosti (2) tudi če jih preberejo, jih ne 
razumejo, (3) če jih preberejo in razumejo, nimajo dovolj znanja, da bi lahko sprejeli informirano 
odločitev, in (4), če preberejo in razumejo pravilnike in imajo dovolj znanja, da bi sprejeli 
informirano odločitev, jih psihološke pristranskosti pri sprejemanju odločitev vodijo v 
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suboptimalne odločitve.78 Drugi sklop argumentov pa se nanaša na strukturne probleme, saj 
(1) povprečen posameznik nima dovolj časa, da bi lahko prebral pravilnike o zasebnosti vseh 
ponudnikov, katerih storitve uporablja na mesečni ravni, (2) zaradi agregacije osebnih 
podatkov lahko več posamično posredovanih podatkov analiziranih skupaj na kvalitativno 
povsem drugačen način razkrije zelo intimne vidike posameznikovega življenja in (3) soglasje 
se podaja vnaprej, rezultati obdelave podatkov in potencialna škoda pa bodo znani šele na daljši 
rok.79  
 
V luči razvoja in vse bolj razširjene uporabe umetne inteligence, so Solovovi argumenti še toliko 
pomembnejši, razvoj UI in razmah njene uporabe pa povečuje tako kognitivne kot strukturne 
probleme. Nevarnost za agregacijo osebnih podatkov in potencialno razkritje intimnih vidikov 
posameznikovega življenja je z razvojem UI še potencirana, saj moderna identifikacijska 
tehnologija omogoča tudi identifikacijo posameznikov, katerih podatki so psevdonimizirani in 
anonimizirani.80 Povprečen posameznik se najverjetneje ne zaveda količine podatkov, ki jih 
ustvari in posreduje obdelovalcu, niti nima dovoljšnega poznavanja sistemov UI, da bi si znal 
predstavljati, kako bodo agregirani podatki obdelani. Najbolj absurdno pa je dejstvo, da se 
sistemi UI uporabljajo ravno z razlogom, da odkrijejo tiste korelacije v podatkih, ki so skrite 
človeškim spoznavnim sposobnostim. To pomeni, da niti razvijalci sistemov UI niti obdelovalec 
podatkov ne bo mogel ex ante z zadostno verjetnostjo, kaj šele z gotovostjo vedeti, kaj bo sistem 
UI o posamezniku na podlagi obdelave njegovih osebnih podatkov izvedel, zato bo še toliko 
manj mogoče, da bi se tega lahko zavedal posameznik. Takšno zavedanje bo dinamičen proces, 
ki se bo oblikoval s stalnim povečevanjem količine podatkov, ki jih posameznik posreduje 
obdelovalcu, pa tudi z razvojem sistemov UI, ki bodo zmožni odkriti vse več skritih korelacij v 
podatkih. Govoriti o informirani privolitvi, kjer se posameznik zaveda potencialnih posledic 
obdelave in se o pretoku svojih osebnih podatkov odloča na podlagi tehtanja pozitivnih in 
negativnih vidikov njihove obdelave, je zato povsem nesmiselno. Koncepcija pravice do 
zasebnosti, po kateri lahko posameznik s svojo privolitvijo vnaprej selektivno nadzira, koliko 
sebe bo razkril in komu, je torej preživeta.  
B.1.2.3 Rešitve - obstoječe in potencialne 
 
Nekaj potencialnih rešitev nudi že sama Splošna uredba. To so pravica do dostopa do zbranih 
osebnih podatkov iz 15. člena Splošne uredbe, pravica do izbrisa, imenovana tudi pravica do 
pozabe iz 17. člena Splošne uredbe, in pravica do nasprotovanja avtomatiziranim odločitvam iz 
22. člena Splošne uredbe.  
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Pravica dostopa vključuje pravico posameznika, da mu upravljavec posreduje kopijo o njem 
zbranih osebnih podatkov in informacije o obdelavi v skladu s 1. odstavkom 15. člena Splošne 
uredbe, podobno pravico pa je prepoznalo tudi ESČP v okviru presoje vertikalnih razmerij.81 Ta 
pravica bo posamezniku lahko nudila določen vpogled v zbrane osebne podatke, vendar bo ta 
vpogled bistveno drugačen od vpogleda upravljavca osebnih podatkov. Kot omenjeno zgoraj, 
bistvo agregacije podatkov ni v informacijski vrednosti samih podatkov, temveč v zmožnosti 
analize teh podatkov, ki razkriva vedenje o posameznikovem vedenju, značaju ali njegovih 
naklonjenostih. Če posameznik ne razpolaga s podobnimi zmožnostmi obdelave podatkov kot 
upravljavec, mu bodo njegovi “surovi” podatki omogočili le malo vpogleda v profil, ki ga je 
izdelal upravljavec. In nedvomno obstaja le peščica posameznikov, ki razpolagajo z znanjem in 
tehnologijo UI, primerljivo podjetjem, ki zaposlujejo specializirane oddelke vrhunskih 
strokovnjakov za analizo osebnih podatkov. Pravica dostopa, kot je zastavljena v Splošni uredbi, 
torej ne odpravlja informacijske asimetrije, ki jo ustvarja uporaba umetne inteligence za namene 
profiliranja. Ker posamezniku surovi podatki o njem ne bodo dali primerljivega vpogleda, kot 
ga ima upravljavec njegovih podatkov, posameznik ne bo mogel dovolj informirano odločati o 
svoji privolitvi in se odločiti o njenem preklicu ali zahtevi po izbrisu podatkov. Izven tega bo 
tudi zahteva po izbrisu podatkov verjetno uporabna le takrat, ko bo posameznik prekinil svoje 
pravno razmerje z obdelovalcem, ali pa podatki, na katere se zahteva za izbris nanaša ne bodo 
več potrebni za namene za katere so bili zbrani, kar ne rešuje informacijske asimetrije.  
 
Kakšna rešitev bi bila ustreznejša? Solove predlaga dve zanimivi rešitvi, in sicer: preusmeritev 
časovne osredotočenosti od trenutka podaje soglasja na kasnejše obdobje zbiranja in obdelave 
podatkov in razvoj splošnega modela nadzora zasebnosti, v katerem bi lahko posamezniki 
naenkrat sprejemali odločitve o svoji zasebnosti nasproti vsem upravljavcem.82 Pravica dostopa 
do informacij sicer delno preusmerja težišče proti kasnejšim fazam, vendar kot prikazano zgoraj, 
ponuja kvalitativno drugačno razumevanje podatkov posamezniku kot upravljavcu. Rešitev tega 
problema bi lahko bila, da bi moral upravljavec posamezniku posredovati informacije, ki bi 
predstavljale že obdelane podatke vključno s potencialnim profilom, ki ga je zgradil na podlagi 
zbranih in obdelanih podatkov. Šele takrat bi posameznik lahko ocenil dejanske posledice 
posredovanja in obdelave osebnih podatkov, kar bi zmanjšalo, če ne izničilo informacijsko 
asimetrijo, obenem pa omogočilo informiran preklic privolitve ali z dejstvi podprto 
nasprotovanje avtomatiziranim odločitvam.  
 
B.1.3 Kakšne so širše ustavnopravne implikacije posegov v zasebnost?  
 
Agregacija osebnih podatkov lahko tistemu, ki razpolaga s primernimi sredstvi podatkovne 
analitike, razkrije zelo intimne podrobnosti o posamezniku. Večinoma bo šlo v takšnih primerih 
za zelo intenziven poseg v pravico do informacijske zasebnosti. Vendar pa pravice do zasebnosti 
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ne ščitimo le zaradi zasebnosti same, temveč tudi zaradi implikacij, ki jih posegi vanjo prinesejo 
s seboj. Kot omenjeno zgoraj, je pravica do zasebnosti pomembna zlasti, ker omogoča 
posamezniku razpolaganje s samim seboj in svobodno odločanje o oblikovanju življenja, kar je 
nujni pogoj za razvoj in uresničitev posameznikove osebnosti. Zaradi tega je nemško Zvezno 
ustavno sodišče vzpostavilo pravico do informacijske samoodločbe, v kateri je že iz 
poimenovanja razviden pomen za avtonomijo, o tem konceptu pa govori tudi ESČP v okviru 
pravice do zasebnega življenja.83 V nadaljevanju predstavljam eno najbolj problematičnih oblik 
posega v zasebnost, politično mikrociljanje.  
B.1.3.1 Politično mikrociljanje in pravica do zasebnosti 
 
Eden najbolj znanih primerov političnega mikrociljanja zadeva britansko podjetje Cambridge 
Analytica (CA), ki je s pomočjo naprednih analitičnih tehnik, vključujoč umetno inteligenco, 
ustvarilo “model za predvidevanje osebnosti vsakega odraslega državljana v ZDA.”84 Nato so 
podatke o vsaj 87 milijonih Američanov vstavili v model in za vsakega izmed njih pridobili 
psihometrično oceno petih karakteristik, ki so jih iskali.85 Na podlagi psihometrične ocene so 
nato personalizirali oglase za volilno kampanjo predsedniškega kandidata Donalda Trumpa, kar 
je pomenilo, da so razpolagali tudi s 100.000 različnimi variacijami istega oglasa.86 Čeprav ne 
moremo vedeti, kako je v tem primeru mikrociljanje vplivalo na kampanjo, rezultati znanstvenih 
eksperimentov kažejo, da imajo lahko že politični oglasi z enostavnim psihološkim vplivanjem 
znaten učinek na kritičen del populacije, ki lahko prevesi volitve.87 Zato se zdi zelo verjetno, da 
ima lahko politično mikrociljanje ključen vpliv na izvolitev predstavnikov v veje oblasti.  
 
Ne da bi na tem mestu poskusil odgovoriti na vprašanje, v kolikšni meri oz. če sploh je politično 
mikrociljanje dopustno pod pravili Splošne uredbe in siceršnjo ureditvijo pravice do zasebnosti, 
saj gre za kompleksno tehtanje med pravico do političnega izražanja in pravico do zasebnosti,88 
lahko na podlagi navedenega zatrdim, da možnosti uporabe UI očitno posegajo tudi v druge 
ustavnopravne dobrine. CA je s to obliko političnega mikrociljanja poskušala vplivati predvsem 
na notranje psihološke procese posameznikov. Ker se targetirani posamezniki niso zavedali 
profiliranja, je zelo mogoče, da so ti oglasi povečevali psihološke pristranskosti posameznikov 
in tako pomembno vodili proces odločanja o tem koga voliti. To predstavlja očiten poskus 
posega v avtonomijo posameznika in njegovo svobodno volilno pravico, hkrati pa lahko na 
takšen način zasebne osebe močno vplivajo na celotne volitve kot temeljni kamen 
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demokratičnega procesa oblikovanja državne oblasti.89 Spreminja se torej ravnotežje moči med 
državo in nedržavnimi subjekti, saj lahko slednji pomembno vplivajo na državotvorne procese z 
intenzivno uporabo (zlorabo?) osebnih podatkov, pri čemer “vektor napada” ni državna oblast 
sama, temveč razpršena množica posameznikov. Gre torej za široke in globoke implikacije za 
ustavnopravno varovane dobrine in celoten ustavnopravni sistem, kar potrjuje, da vprašanje 
obsega varovanja pravice do zasebnosti nikakor ni trivialno.  
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B.2. SVOBODA IZRAŽANJA  
 
Svoboda izražanja, tudi: pravica do svobode izražanja, je temelj demokratičnega političnega 
sistema, ki vsebuje svobodo biti informiran in svobodo informirati.90 Varstvo svobode izražanja 
zagotavlja URS v 39. členu, EKČP v 10. členu in Listina EU v 11. členu. Ta pravica varuje tako 
svobodo mišljenja, ki spada v notranjo sfero posameznika oz. forum internum,91 kot tudi svobodo 
izražanja misli, svobodo govora, svobodo javnega nastopanja in svobodo tiska, ki spadajo v 
forum externum.92 Zagorc našteva tri argumente za trditev, da je svoboda govora nujen predpogoj 
za demokratičen političen sistem. Na osebni ravni posamezniku omogoča, da izrazi svoje 
poglede, oblikuje svojo identiteto, napreduje intelektualno in moralno, krepi pripadnost okolju 
in se sooči s kritiko svojih misli.93 Za družbo pomeni svoboda govora podlago, da se ustvari trg 
idej in se lahko mnenja vseh posameznikov preverijo v javnem diskurzu ter se zastarele in 
prevladujoče družbene norme umaknejo novim. V političnem smislu pa svoboda govora 
omogoča razpravo o katerikoli zadevi javnega pomena.94 V nadaljevanju obravnavam tri sklope 
vplivov uporabe UI na svobodo izražanja, in sicer filtriranje vsebin v spletnih brskalnikih, 
politično mikrociljanje in avtomatsko blokiranje in odstranitev vsebin.  
 
B.2.1 Spletni brskalniki, družbena omrežja in filtrirni mehurčki 
 
Priporočilo CM/Rec(2012)3 o varstvu človekovih pravic v povezavi s spletnimi brskalniki se 
začne s trditvijo, da spletni brskalniki omogočajo svetovni javnosti, da išče, sprejema in oddaja 
informacije, ideje in drugo vsebino, z namenom pridobiti znanje, se vključiti v debato in 
sodelovati v demokratičnih procesih.95 Spletni brskalniki se močno zanašajo na tehnologijo UI 
in še posebej na metode strojnega učenja pri analizi uporabnika in njegove poizvedbe, pri analizi 
vsebine na posameznem URL naslovu in pri indeksiranju spletnih vsebin glede na predvideno 
“privlačnost” za uporabnika.96 Ta tehnologija omogoča posamezniku izkoriščanje 3 V-jev 
velikega podatkovja: hitrost, raznolikost in volumen prejetih informacij. Vendar pa ima tudi 
nekaj negativnih vidikov. 
 
V socialni psihologiji je znan pojav t.i. “odmevnih sob” (angl. echo chambers). Ta besedna zveza 
pomeni okolje, v katerem se lahko posameznik sreča le z mnenji in prepričanji, ki so podobna 
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njegovim, in mu posledično ni treba razmišljati o alternativnih pogledih.97 Gre za izraz 
psihološkega nagnjenja človeka, t.i. potrditvene pristranskosti (angl. confirmation bias), ki 
pravi, da iščemo tiste podatke, ki potrjujejo naše poglede, in zavračamo podatke, ki jim 
nasprotujejo.98 Tako bodo primeroma bolj liberalno usmerjeni posamezniki raje brali liberalne 
medije, bolj konzervativni pa konzervativne - gre za povsem naraven proces, ki je obstajal že 
mnogo pred razmahom spletnih brskalnikov in družbenih omrežij. Vendar pa so raziskovalci 
opazili, da je prav pri slednjih lahko nastanek homogenih in polariziranih skupin - spletnih 
odmevnih sob - posebej problematičen, saj se v njih pospešuje ustvarjanje in razširjanje lažnih 
novic in dezinformacij.99  
 
Posebna oblika odmevnih sob pa so “filtrirni mehurčki” (angl. filter bubbles). Gre za odmevne 
sobe, ki nastanejo ravno zaradi delovanja umetne inteligence oz. natančneje strojnega učenja; na 
eni strani gre za razvrščanje posameznikov po predvidenih naklonjenosti do posameznih vsebin, 
na drugi strani pa za klasifikacijo vsebin spletnih virov informacij. Rezultat tega je, da brskalnik 
posamezniku ponudi personalizirane informacije, za katere pričakuje, da ustrezajo predvidenim 
naklonjenostim, saj želijo spletni posredniki povečati čas, ki ga posamezniki na platformah 
preživijo, s tem pa svoj (oglaševalski) zaslužek.100 Gre za “pred-nastavljeno personalizacijo” 
vsebine, na katero posameznik nima zavestnega vpliva, v nasprotju s “samo-nastavljeno 
personalizacijo,” na katero pa ima uporabnik zavesten in hoten vpliv.101 Študija Sveta Evrope 
zato ugotavlja, da lahko filtrirni mehurčki izdatno ogrozijo pravico do sprejemanja informacij 
kot vidik svobode izražanja, vendar pa je treba v istem dihu dodati, da so empirični dokazi za 
obstoj filtrirnih mehurčkov v evropskem prostoru mešani.102 Borghesius in drugi ugotavljajo, da 
obstaja precejšnja razlika med vsebinami, ki jih ponujajo tradicionalni mediji in novodobnimi 
posredniki informacij, katerih primer so družbena omrežja.103 Ni dokazov, da bi se tradicionalni 
mediji v opazni meri posluževali pred-nastavljene personalizacije, medtem ko se družbena 
omrežja in ostali moderni ponudniki vsebin tega intenzivneje poslužujejo.104 
 
Če torej upoštevam obstoj drugih spletnih in fizičnih medijev, kakor tudi enostavnost dostopa 
do obeh skupin medijev, lahko ob upoštevanju trenutne omejenosti pojava zaključim, da filtrirni 
mehurčki (zaenkrat) ne bodo imeli posebnega vpliva na tiste posameznike, ki sami ne želijo 
omejiti dotoka informacij na le en vidik ali enega ponudnika. Pravica do svobode izražanja mora 
ščititi pluralnost vidikov in vzpostavljati tržišče idej, na katerih je mogoče osnovati družbeni 
razvoj, vendar to še ne pomeni, da naj hkrati ščiti posameznike pred njihovo lastno inercijo. 
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Glede na vztrajno digitalizacijo vsakodnevnega življenja in s povečevanjem pomembnosti spleta 
kot vira informacij, pa bi filtrirni mehurčki v prihodnosti lahko predstavljali resnejši problem. 
 
B.2.2 Svoboda izražanja, svobodne volitve in politično mikrociljanje  
 
V nadaljevanju z analizo sodne prakse ESČP o pravici do svobode izražanja ugotavljam, ali si 
politično mikrociljanje “zasluži” konvencijsko varstvo in kakšna je rezultanta vseh vplivov na 
svobodo izražanja.  
 
V zadevi TV Vest AS in Rogaland Pensjonistparti proti Norveški105 je ESČP izrecno prepoznalo 
plačljivo televizijsko oglaševanje politične stranke kot politično izražanje v okviru 10. člena 
EKČP. Po analogiji bi torej moralo plačano politično oglaševanje preko spletne platforme 
družbenega omrežja - politično mikrociljanje - prav tako pomeniti politično izražanje, ki uživa 
varstvo po 10. členu EKČP. Varstvo po tem členu se ne nanaša le na vsebino informacij, temveč 
tudi na sredstvo razširjanja, saj vsakršna omejitev možnih sredstev nujno posega v pravico 
prejemati in oddajati informacije.106 V zadevi Women on Waves in drugi proti Portugalski je 
ESČP namreč zapisalo, da morajo imeti upravičenci do svobode izražanja možnost brez 
nerazumnega posredovanja oblasti izbrati sredstvo, ki ga smatrajo kot najbolj učinkovitega za 
doseganje največjega števila posameznikov.107 Razlika v sredstvu razširjanja informacij 
posledično ne more vplivati na opredelitev, saj lahko upravičenec prosto izbira medij izražanja. 
 
Prvi argument za dopustitev političnega mikrociljanja torej izhaja iz svobode izbire najboljšega 
sredstva. Podatki kažejo, da je politično mikrociljanje izrazito uspešno pri komuniciranju idej 
potencialnim volivcem in njihovi mobilizaciji,108 poleg tega pa ima v primerjavi s prejšnjimi 
oblikami ciljanja prebivalstva, ki so se nujno nanašale na manjšo ali večjo skupino ljudi, nikakor 
pa ne na posameznike, nedvomno največji potencial za učinkovito doseganje največjega števila 
posameznikov. V skladu s sodno prakso ESČP bodo imele politične stranke legitimen interes za 
uporabo tega pristopa, saj jim 10. člen nudi varstvo tudi glede izbire sredstva posredovanja 
informacij, ki ga smatrajo kot učinkovitega.  
 
Drugi argument izhaja iz pomena svobode izražanja za politično debato neposredno pred 
volitvami. ESČP je v sodbi Bowman proti Združenemu Kraljestvu namreč zapisalo, da sta 
pravica do svobodnih volitev in svoboda izražanja medsebojno povezani in delujeta tako, da ena 
drugo utrjujeta.109 Pravica iz 10. člena Konvencije je nujna za zagotovitev svobodnega izražanja 
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volje ljudi pri izbiri zakonodajne veje oblasti.110 Zaradi tega je pomembno, da se v obdobju pred 
volitvami omogoči svobodno kroženje mnenj in informacij vseh vrst,111 politični govor pa uživa 
privilegiran položaj znotraj 10. člena Konvencije.112  
 
V povezavi s tem bi lahko trdil tudi, da mikrociljanje krepi pravico posameznikov, da sprejemajo 
informacije kot poseben vidik svobode izražanja. Če naj svoboda izražanja služi demokratični 
debati, je še toliko bolj pomembno, da se lahko posamezniki seznanijo s tistimi idejami, 
vrednotami in cilji političnih strank, ki so najbolj skladne z njihovim svetovnonazorskim 
prepričanjem, četudi analizo tega, kakšno prepričanje to je, namesto posameznika opravi 
algoritem strojnega učenja. Le dobro informirani posamezniki bodo lahko učinkovito sodelovali 
v javnem diskurzu in tako z utemeljenim izražanjem svoje politične volje na volitvah v največji 
meri prispevali k demokratičnemu procesu oblikovanja oblasti. 
 
Vendar pa ta argument velja le v določenih pogojih. Menim, da je mogoče ločiti politično 
mikrociljanje, ki temelji na racionalnih argumentih za izbiro politične opcije, od tehnik 
zastraševanja in prepričevanja z vplivanjem na čustva, ki jih je primeroma uporabljala 
Cambridge Analytica v svojih oglasih.113 Tu vzpostavljam analogijo s konceptom dregljaja, ki 
sta ga popularizirala Thaler in Sunstein.114 Sunstein razlikuje med dregljaji sistema 1, ali 
neizobraževalnimi dregljaji, ki poskušajo vplivati na posameznikovo nezavedno sfero in dregljaji 
sistema 2, ali izobraževalnimi dregljaji, ki poskušajo povečati posameznikovo možnost 
odločanja.115 Le dregljaji sistema 2 koristijo vsem trem ravnem svobode izražanja: posamezniku 
omogočajo intelektualno udejstvovanje, soustvarjajo trg idej in nudijo argumente za politično 
razpravo. Po drugi strani pa dregljaji sistema 1 ciljajo na posameznikove avtomatske miselne 
procese in vsaj v začetni fazi onemogočajo preudarek, le omejeno gradijo na idejah, saj 
poskušajo vplivati s sklicevanjem na mentalne bližnjice, to pa pomeni, da nudijo tudi vsebinsko 
trhle argumente za politično razpravo. Res pa je, da so dregljaji sistema 2 redko takšni, da ne bi 
hkrati vplivali tudi na avtonomne in čustvene procese posameznika in je zato ločnico težko 
narisati.  
  
Tretji argument v korist mikrociljanju izhaja iz namena vzpostavitve enakih pogojev med 
političnimi strankami. V zadevi TV Vest proti Norveški je ESČP kot ključno okoliščino posega 
v svobodo izražanja prepoznalo dejstvo, da je bila stranka upokojencev Rogaland 
Pensjonistparti manjša stranka, kateri glavni mediji v svojem poročanju niso namenili skoraj nič 
pozornosti v predvolilni kampanji, zato je bilo plačano politično oglaševanje preko televizije 
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edina možnost, da se zagotovi njena svoboda izražanja in da se ta stranka lahko ustrezno 
predstavi volivcem. Norveška je namreč uvedla blanketno prepoved plačanega oglaševanja z 
namenom, da zaščiti manjše stranke, a je dosegla nasprotni učinek. Po enakem razlogovanju bi 
lahko prišli do sklepa, da mikrociljanje preko spletnih platform družbenih omrežij lahko koristi 
manjšim strankam, ki lahko s proporcionalno bistveno nižjimi stroški učinkovito dosežejo širok 
krog potencialnih volivcev.  
 
Po drugi strani je zanimiv primer Združenega Kraljestva, ki je uzakonilo prepoved političnega 
oglaševanja po televiziji in radiu zaradi bojazni, da bi močne finančne skupine lahko izkoristile 
izredno močan vpliv, ki ga nudita ta dva medija. V zvezi s tem je veliki senat ESČP v zadevi 
Animal Rights Defenders International proti Združenemu Kraljestvu prepoznal, da je splošna 
prepoved določene oblike političnega oglaševanja lahko v skladu s Konvencijo, če zasleduje 
vzpostavitev svobodne in pluralistične debate o zadevah v javnem interesu in posledično koristi 
demokratičnemu procesu.116Argument iz primera TV Vest je zato dvorezen in velja le, če 
platforma, ki jo stranke uporabljajo, ne omogoča nesorazmerne razporeditve oglaševalskega 
prostora v korist finančno močnejših strank. Vendar pa obstajajo vsaj razlogi za sum, če ne 
utemeljen sum, da bodo internetni posredniki - velike gospodarske družbe, ki delujejo izključno 
z namenom pridobivanja dobička, sledili svojim lastniškim interesom in disproporcionalno 
zastopali interese kapitalsko močnejših strank. Poleg tega so za intenzivno podatkovno analitiko 
nujni visoki finančni vložki v strokovnjake, podatke ter strojno in programsko opremo, ki si je 
manjše stranke ne morejo privoščiti. Zato obstaja precejšnja verjetnost, da bi namesto 
vzpostavitve bolj enakovrednih pogojev razmah političnega mikrociljanja vodil v še večje 
popačenje javne zastopanosti političnih strank, kjer bi vse nagrade pobrali največji igralci.  
 
V skladu s tem se nagibam k odločitvi, da navkljub nekaterim prednostim političnega 
mikrociljanja za svobodo izražanja obstaja preveliko tveganje, da bi se nesorazmerno ojačali 
glasovi nekaterih političnih strank, kar bi škodilo politični debati. Tej bi škodil tudi pristop 
političnega mikrociljanja, ki se, upoštevajoč primer Cambridge Analytice, osredotoča na ciljanje 
avtomatskih miselnih procesov in ne poskuša pomagati volivcu pri odločanju. Če pa bi kot 
družba vseeno želeli sprejeti politično mikrociljanje, bi bilo vredno razmisliti, da bi ga omejili 
le na politično oglaševanje, ki uporablja dregljaje sistema 2.  
 
B.2.3 Avtomatsko blokiranje in odstranitev protipravnih vsebin 
 
Upravljavci internetnih platform pogosto uporabljajo avtomatizirane ali pol-avtomatizirane 
postopke za odstranitev domnevno protipravnih vsebin, s čimer neposredno vplivajo na svobodo 
izražanja in sprožajo vprašanje vladavine prava (legalnosti, legitimnosti in sorazmernosti).117 
Razlog za to tiči predvsem v javnem in političnem pritisku, da bi se preprečilo širjenje 
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ekstremističnih idej, spodbujanja sovraštva, izkoriščanja otrok, ali drugih protizakonitih 
vsebin,118 ki se je ponekod materializiral v zakonskih obveznostih upravljavcev družbenih 
omrežij, kot je primeroma nemški Zakon za boljše izvrševanja prava na socialnih omrežjih.119 
Ta zakon nalaga upravljavcem družbenih omrežij vzpostavitev zelo hitrih postopkov 
razreševanja pritožb glede objavljenih vsebin, ki so (oz. naj bi bile) protizakonite, vključno s 
kratkimi roki za odstranitev takšnih vsebin, in predpisuje zelo visoke globe za kršitev teh 
obveznosti. Nemški zakonodajalec je torej prenesel obveznost nadzora vsebin na zasebne 
subjekte, zato postopek zaznavanja nedovoljenih vsebin in evalvacije njihove protipravnosti 
posledično poteka povsem v (zasebni) sferi upravljavcev družbenih omrežij, državni organi pa 
ostajajo le nadzorniki nadzornikov.  
 
Da bi se zavarovali pred potencialnimi večmilijonskimi globami in javnimi škandali, ki imajo 
lahko še bolj uničujoče finančne posledice, so se upravljavci družbenih omrežij začeli 
posluževati proaktivnega pristopa z avtomatskim blokiranjem dostopa in odstranjevanjem 
vsebin. Vsaj v začetni fazi gre za uporabo različnih metod umetne inteligence pri prepoznavanju 
in klasifikaciji vsebin. V kasnejši fazi pa lahko končno odločitev o blokiranju in odstranjevanju 
vsebin sprejme bodisi človek bodisi pa je tudi ta odločitev prepuščena algoritmičnemu delovanju 
računalniškega programa. Študija Sveta Evrope izpostavlja, “da nalaganje obveznosti 
internetnim posrednikom, da omejijo dostop do vsebine, na podlagi tako ohlapnih terminov, kot 
je ekstremizem, posrednike sili, da nadzorujejo celoten pretok komunikacije in podatkov po 
internetu, da bi lahko zaznali domnevno protizakonito vsebino.”120 To pa lahko hitro vodi v 
zastraševalni učinek (angl. chilling effect), in je v diametralnem nasprotju z “ustaljenim načelom, 
da države ne smejo vzpostavljati splošne nadzorne obveznosti za internetne posrednike.”121 Z 
delegacijo pristojnosti ugotavljanja, kaj je npr. “ekstremistično” in kaj ne, javne oblasti prenesejo 
izbor orodij in ukrepov na zasebne subjekte, ki lahko nato uporabijo rešitve, ki jih 
(ustavno)pravna ureditev javnim oblastem ne dovoljuje.122 Tovrstna “javno-zasebna partnerstva” 
naj bi tako dovoljevala javnim oblastem, da omejijo svobodo izražanja na način, ki sicer ne bi 
prestal preizkusa ustavnosti.123 V nadaljevanju poskušam ugotoviti, ali in do kakšne mere so ti 
pomisleki utemeljeni.  
 
Nosilna zadeva za analizo (avtomatskega) blokiranja in odstranjevanja vsebine je Delfi A.S. proti 
Estoniji,124 o kateri je odločal veliki senat ESČP. V tej zadevi se je sodišče soočalo z vprašanjem, 
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ali pomeni naložitev obveznosti upravljavcu internetnega portala, da prepreči in odstrani 
komentarje uporabnikov, ki so žaljivi ali pozivajo k nasilju, nesorazmeren poseg v svobodo 
izražanja. Veliki senat je s 15 glasovi proti 2 razsodil, da tovrstne obveznosti v nacionalnem 
pravu ne pomenijo nesorazmernega posega in da Estonija ni kršila 10. člena EKČP. Spletni 
novičarski portal Delfi je med drugim uporabljal avtomatski filter zaznavanja žaljivega govora, 
sovražnega govora in spodbujanja nasilja, ki je temeljil na zaznavanju določenih besed, vendar 
pa ta filter v konkretnem primeru ni uspel zaznati prepovedane vsebine.  
 
Ključno stališče ESČP razkrije v 159. paragrafu sodbe. Veliki senat je na tem mestu poudaril, 
“da bi v primerih, kot je pričujoči, kjer vsebina predstavlja sovražni govor in neposredne grožnje 
fizični integriteti posameznikov, pravice in interesi drugih kot tudi celotne družbe lahko 
upravičilo vzpostavitev odgovornosti za spletne novičarske portale, če ti ne bi sprejeli ukrepov 
za takojšnjo odstranitev očitno protipravnih komentarjev, tudi brez obvestila (poudaril Ž.K.) 
domnevne žrtve ali tretjih oseb.”125 Čeprav ESČP avtomatskih postopkov ne omenja neposredno, 
je jasno, da bo v odsotnosti ustreznega obvestila ob upoštevanju volumna potencialno spornih 
vsebin takojšnjo odstranitev lahko sprocesiral le avtomatiziran postopek. Da sodišče ne vidi 
avtomatskega postopka kot spornega, prej nasprotno, priča tudi dejstvo, da je Sodišče izrecno 
izpostavilo, “da so zaradi neustreznega delovanja avtomatskega filtra, očitno protizakonite 
vsebine ostale na spletu objavljene 6 tednov (poudaril Ž.K.)”.126 Povedano drugače: pri 
tehtanju med osebnostnimi pravicami po 8. členu Konvencije in svobodo izražanja po 10. členu 
Konvencije, ESČP pod določenimi pogoji šteje obveznost avtomatskega blokiranja in 
odstranjevanja vsebin za poseg, ki je skladen (ali celo nujen) z 10. členom Konvencije.  
 
Tovrstna zahteva nujno sproži obveznost splošnega nadzora pretoka podatkov, kateremu pa, kot 
omenjeno zgoraj, mednarodna skupnost zaradi negativnih učinkov na svobodo izražanja očitno 
nasprotuje. Katera stran ima bolj prav? Čeprav ne smemo zanemariti potencialne nevarnosti za 
svobodo izražanja, se strinjam z velikim senatom ESČP v zadevi Delfi, da lahko v določenih 
primerih nastanejo zelo škodljive posledice, če odpove sistem “notice-and-takedown” in hudo 
žaljiva, hujskaška ali druga protipravna vsebina ostane objavljena predolgo časa. V mojih očeh 
tehtnico prevesi dejstvo, da bo pri objavah preko internetnih posrednikov in še toliko bolj pri 
družbenih omrežjih šlo za vsebino, ki običajno ne bo imela izrazite časovne komponente, ki bi 
zahtevala takojšnjo objavo, kot v primeru objave novic v tradicionalnih medijih. Če pa jo bo 
imela, pa bo imel upravičenec, ki se sklicuje na svobodo izražanja vseeno možnost uporabiti 
druga sredstva razširjanja informacij, vključno s primerljivimi platformami.  
 
Bivši sodnik ESČP Zupančič je v ločenem mnenju k zadevi Delfi zapisal, “da so bili masovni 
mediji nekdaj vodeni po očitnem načelu, da velika svoboda, ki jo uživa tisk, implicira sorazmeren 
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 Prav tam, §159. 
126
 Prav tam, §156 in fine. 
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nivo odgovornosti.”127 Menim, da je ta ideja aplikativna za predmetno vprašanje. Družbena 
omrežja in druge spletne strani za deljenje vsebin so eksponentno okrepile svobodo izražanja 
posameznikov in jim ponudile sredstva za doseganje bistveno širše javnosti, kot so jo lahko 
dosegli poprej. Povečanju moči mora nujno slediti tudi povečanje odgovornosti, saj svoboda 
izražanja ni absolutna pravica in kajpada lahko poseže v človekove pravice drugih 
posameznikov. Ker je torej možnost razširjanja informacij preko družbenih in podobnih omrežij 
bistveno drugačna od izražanja v tradicionalnih oblikah tiska, lahko zahteva tudi drugačne, 
strožje posege oz. nadzor.  
 
Seveda pa smo na spolzkem terenu, če pustimo neoviran nadzor zasebnikov nad širjenjem 
informacij. Ena od možnosti uravnoteženja interesov bi lahko bila zahteva, da mora biti končna 
odločitev o blokiranju/odstranitvi vsebine kvalitetno obrazložena. Poleg tega Splošna uredba že 
omogoča posameznikom, da ugovarjajo zoper avtomatizirano odločitev, kar bi lahko v 
kombinaciji z obrazložitvijo izpolnilo tudi zahtevo po učinkovitem pravnem sredstvu iz 13. člena 
EKČP, saj internetni posredniki na nek način delujejo tudi kot agenti države pri preganjanju 
protizakonitih dejanj, kot to izhaja iz nemškega NetzDG. Zelo pomembna pa bo tudi kustodialna 
funkcija države, ki bo morala vzpostaviti učinkovit sistem sekundarnega nadzora nad 
internetnimi posredniki in redno spremljati uporabo avtomatiziranih sredstev za omejevanje 
svobode izražanja.  
 
127
 Delfi AS v. Estonia [GC] no. 64569/09, ECHR 2015, pritrdilno ločeno mnenje sodnika Zupančiča. 
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B.3. NAČELO DEMOKRATIČNOSTI, VOLITVE IN VOLILNA PRAVICA 
 
B.3.1 Načelo demokratičnosti in volitve 
 
URS v 1. členu določa, da je Republika Slovenija demokratična republika. Podobno so tudi druge 
republike in monarhije v evropskem prostoru demokratične. Vilain jedrnato označuje 
demokracijo kot obliko vladavine oz. sistem, v katerem “naslovniki pravnih pravil ta pravila 
postavljajo sami sebi.”128 Kaučič nekoliko podrobneje pravi, da “demokratično državo kot 
nasprotje avtokratični v najsplošnejšem pomenu označuje razmerje med državo in družbo, ki na 
ustavno institucionaliziran način omogoča državljanom vpliv na delovanje državne organizacije 
ter uveljavljanje njene odgovornosti in nadzor nad njim.”129 Pri tem gre za izraz načela ljudske 
suverenosti, ki se je v Evropi uveljavil v času razsvetljenstva, svoje zametke pa ima že v antični 
Grčiji. Ljudska suverenost pomeni, da oblast v državi “izhaja iz ljudstva in da pripada ljudstvu,” 
s tem pa je “dejansko istovetna z demokracijo.”130 Zato “oblast v demokratičnem političnem 
sistemu ne sme pripadati posamezniku ali ozki skupini ljudi, temveč vsem ljudem, poleg tega pa 
mora biti državna oblast deljena (načelo delitve oblasti) in uravnotežena (sistem zavor in 
ravnovesij).”131 
 
Poznamo dve osnovni obliki demokracije: neposredno in posredno. Neposredna ali čista 
demokracija pomeni sistem, “v katerem so vsi državljani neposredno vključeni v politično 
odločanje.”132 Posredno demokracijo pa Carroll definira kot “sistem vladavine, v katerem sta 
sestava zakonodajne veje oblasti in politična kompleksnost izvršilne veje določena na podlagi 
obče volje, ki se izrazi na rednih in svobodnih volitvah, in v katerem se od državnih oblasti 
pričakuje, da bodo naslovili javni interes, kakršen je bil izražen z izvolitvijo predstavnikov.”133 
Neposredna demokracija na državni ravni se v praksi izvršuje predvsem preko predlaganja 
pravnih aktov in referendumskega odločanja,134 posredna pa preko volitev. Tako kot v 
Sloveniji,135 se tudi v drugih evropskih ustavnih sistemih običajno uporabljata obe obliki 
demokracije vzporedno.136 A ker rast števila udeležencev v postopku odločanja povečuje 
kompleksnost sprejemanja te odločitve, se večina odločitev sprejema po modelu posredne 
demokracije, neposredna demokracija “pa je le dopolnitvenega značaja”.137 Volitve kot 
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 Vilain v Marsch, Vilain, Wendel (2015) Französisches und Deutsches Verfassungsrecht, str. 68-69. 
129
 Kaučič v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 118. 
130
 Prav tam, str. 123. 
131
 Prav tam, str. 118. 
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 Carroll (2017) Constitutional and Administrative Law, str. 35. 
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 Prav tam. 
134
 Kaučič v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 230. 
135
 Glej 3. člen URS. 
136
 Hagerdorn, Maruhn (2003) Verfassungsvergleich. 
137
 Prav tam. 
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“dejanje, s katerim volivci določijo svoje predstavnike, ki v njihovem imenu izvajajo državno 
oblast,”138 so torej temelj demokratične oblike vladavine, ki ga dopolnjujejo občasna uporaba 
oblik neposredne demokracije.  
 
Volilno pravico urejajo 3. in 43. člen URS, 3. člen 1. Protokola h Konvenciji in 39. (volitve v 
Evropski parlament) in 40. člen (lokalne volitve) Listine EU. Je individualna pravica, ki se 
izvršuje kolektivno, in obsega pravico voliti (aktivna volilna pravica) kot tudi pravico biti 
izvoljen (pasivna volilna pravica).139 Za demokratično vsebino volitev so nujna naslednja načela 
glede volilne pravice: (1) splošna in enaka volilna pravica, (2) neposredna volilna pravica, (3) 
svobodna volilna pravica, (4) tajnost glasovanja in (5) načelo periodičnosti volitev.140 Splošna 
volilna pravica je pravica vsakega državljana, da voli ne glede na razredno, narodnostno, rasno, 
ekonomsko ali drugo pripadnost oz. osebno okoliščino.141 Enaka volilna pravica na aktivni strani 
pomeni, da ima glas vsakega volivca enako vrednost, da ima pri volitvah v isto predstavniško 
telo vsak volivec samo en glas in da njegov glas nima nobene prednosti pred glasovi drugih 
volivcev, na pasivni strani pa, da ima vsak volivec pod enakimi pogoji pravico kandidirati na 
volitvah. 142 Neposredna volilna pravica pomeni, da volivci sami glasujejo za člane 
predstavniškega telesa ali predsednika.143 Svobodna volilna pravica obsega možnost 
posameznika, da se odloči ali bo svojo pravico uveljavil, torej ali bo glasoval ali pa ne. Če se jo 
odloči uveljaviti, ima volivec pravico, da se svobodno opredeli pri glasovanju in da ga pri tem 
ne sme nihče ovirati ali kako drugače vplivati na njegovo odločitev.144 Pogoj, da lahko 
posameznik dejansko svobodno izbira komu bo namenil svoj glas, je tajnost glasovanja. Če se 
posamezniku ni treba opredeliti za koga bo ali je glasoval, bo manj možnosti, da bi nanj kdo 
izvajal pritisk ali ga klical na odgovornost.145 Periodičnost pa pomeni, da je treba volitve izvesti 
v rednih časovni presledkih, pri čemer naj mandatna doba ne bi presegala pet let.  
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 Grad v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 270. 
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B.3.2 Prikrojevanje volilnih enot ali gerrymandering 
 
Angleška skovanka gerrymandering146 pomeni namerno prikrojevanje velikosti in oblike 
volilnih enot, tako da volilni rezultati ne odražajo števila, dejanske volje in razpoloženja 
volivcev.147 Ime je skovanka: Elbridge Gerry je bil guverner zvezne države Massachusets, čigar 
administracija je leta 1812 uvedla nove volilne okraje, ki so utrdili oblast tedanje demokratsko-
republikanske stranke. Eden izmed okrajev naj bi bil po obliki podoben močeradu (angl. 
salamander). Predstavlja prikrito kršitev načela enake volilne pravice in že iz definicije izhaja, 
da ta oblika izigravanja pride v poštev v primerih, ko se glasuje po volilnih enotah.  
 
V večinskem volilnem sistemu volivci odločajo z večino, bodisi absolutno, ki pomeni več kot 
50% elektorata, bodisi z relativno večino, ki pomeni največ glasov v volilni enoti, medtem ko 
morajo v proporcionalnem sistemu dodeljeni predstavniški mandati ustrezati dobljenim 
glasovom na volitvah.148 Zato so za gerrymandering bolj dovzetni večinski volilni sistemi kot 
proporcionalni volilni sistemi. Če se glasovi volivcev upoštevajo le na ravni enote, potem so vsi 
glasovi za “poraženca” izgubljeni, saj se niso utelesili v predstavniškem mandatu v tej enoti, 
drugje pa ne bodo upoštevani. Prav tako so glasovi za zmagovalno opcijo nad 50% izgubljeni, 
saj je kandidat že bil izvoljen, te glasovi pa bi bolj koristili politični opciji, če bi “pomagali” v 
drugih volilnih enotah. Mehanika, ki dopušča takšno izigravanje, temelji na dejstvu, da je v 
praksi oblikovanja volilnih enot izredno težko doseči, da bi imeli vsi volivci enako učinkovit 
glas, in da se določeni glasovi izgubijo.149 Cilj prikrojevanja volilnih enot je torej predvsem 
doseganje veliko majhnih zmag, kjer nasprotnik izgubi več glasov kot tisti, ki prikraja volilne 
enote.  
 
B.3.3 Primer Rucho v. Common Cause 
 
Problematika prikrojevanja volilnih enot je posebej pereča v Združenih državah Amerike, kjer 
se nove meje med volilnimi enotami v predstavniški dom kongresa izrišejo vsakih 10 let. Sodišča 
običajno posredujejo le, kadar je prikrojevanje volilnih enot osnovano na rasni pripadnosti.150 
Podobno je junija 2019 Vrhovno sodišče ZDA v združeni zadevi Rucho v. Common Cause in 
Lamone v. Benisek151 z ideološko delitvijo na 5-4152 presodilo, da strankarski gerrymandering 
predstavlja politično vprašanje, ki pade izven jurisdikcije zveznega sodstva. Glavnina vrhovnih 
sodnikov je menila, da iz načela enake volilne pravice (ena oseba - en glas) ne izhaja, da je 
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 Povzeto po Encyclopaedia Britannica pod geslom “Gerrymandering”. 
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 Grad v Grad, Kaučič, Zagorc (2016) Ustavno pravo, str. 280. 
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 Po javnem prepričanju sedi na Vrhovnem sodišču 5 konzervativnih in 4 liberalni sodniki in sodnice. 
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posameznik upravičen do tega, da njegova stranka doseže zastopanost v zakonodajnem telesu, 
ki bi bila proporcionalna podpori njegovi stranki na ravni zvezne države.153  
 
Vrhovna sodnica Elena Kagan v svojem odklonilnem ločenem mnenju k sodbi v zadevi Rucho, 
ki so se mu pridružili tudi ostali trije sodniki, ki so sestavljali manjšino pri glasovanju, 
izpostavlja, da veliko podatkovje in moderne tehnologije (napredna podatkovna analitika, ki 
vključuje metode UI) ločijo današnje prikrojevanje volilnih enot od tistega v preteklosti.154 Za 
razliko od nekdanjih poskusov prikrojevanja, ki so bili bližje ugibanju, imajo moderni 
oblikovalci volilnih enot155 na voljo zelo detajlne podatkovne zbirke, celo na nivoju posameznih 
volivcev.156 Poleg tega lahko moderni oblikovalci zemljevidov z uporabo novih metod 
podatkovne analitike izjemno hitro ustvarijo tisoče možnih variacij oblikovanja enot in nato 
izberejo tisto, ki daje njihovi politični stranki največjo prednost.157 Rezultat tega je, po besedah 
Kaganove, “še bolj učinkovita in obstojna prikrojenost, ki ščiti politike pred skoraj vsemi 
spremembami v politični percepciji javnosti.”158  
 
Vprašanje je torej naslednje: ali pomeni preskok v zmožnosti podatkovne analitike, vključujoč 
umetno inteligenco in strojno učenje, le kvantitativno spremembo vplivanja na volilne rezultate, 
ali pa se je ta “igra” kvalitativno spremenila? Najprej je treba povedati, da uporaba umetne 
inteligence ni prvi preskok v zgodovini gerrymanderinga. Za dober primer nam lahko služi 
članek iz leta 1990,159 v uvodu katerega avtorja zapišeta, da bo “računalniška tehnologija 
revolucionalizirala proces preoblikovanja volilnih enot in omogočila zakonodajalcem, da bodo 
fizično izrisali politične meje v nekaj minutah, medtem ko je postopek prej trajal več ur ali več 
dni.” Če so lahko politične stranke že pred 30 leti z računalniško podprtimi statističnimi 
metodami vsaj desetkrat pospešile postopek oblikovanja volilnih enot in ga naredile bolj 
učinkovitega, je to nedvomno argument v prid postopni optimizaciji oblikovanja oz. 
prikrojevanja enot.  
 
Po drugi strani pa rezultati nedavnih volitev namigujejo, da je moderna tehnologija vendarle 
drugačna “pošast.” V zvezni državi Severna Karolina je republikanska stranka po cenzusu leta 
2010 oblikovala nove volilne enote z naslednjim rezultatom: na volitvah v predstavniški dom 
leta 2012 so republikanci zmagali v 9 od 13 enot, čeprav so prejeli le 49% glasov na ravni zvezne 
države, leta 2016 po novem preoblikovanju (prikrojevanju?) pa je republikanska stranka osvojila 
10 od 13 enot, čeprav je prejela le 53% glasov na ravni zvezne države.160 Obratna zgodba pa se 
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je zgodila v zvezni državi Maryland, kjer je preteklih 50 let razmerje moči 8 članske kongresne 
delegacije tipično sestavljalo 5 ali 6 predstavnikov demokratske stranke in 2 ali 3 predstavniki 
republikanske stranke.161 Po preoblikovanju (prikrojevanju) volilnih enot leta 2010 pa je 
demokratska stranka na štirih volitvah med leti 2012 in 2018 vsakič pridobila 7 od 8 sedežev v 
predstavniškem domu, vključno z “nekdaj zanesljivo republikanskim” 6. okrožjem, čeprav nikoli 
ni prejela več kot 65% glasov na ravni zvezne države.162  
 
Zdi se, da so metode strojnega učenja izrazito primerne za strankarski gerrymandering, pri čemer 
bi se, po mojem omejenem razumevanju te tehnologije, verjetno lahko izrazito dobro izkazale 
metode spodbujevanega učenja, kjer UI sistem poskuša optimizirati kumulativno nagrado,163 kar 
je v tem primeru število mandatov v predstavniškem domu v posamezni zvezni državi. Če ima 
“tradicionalni” gerrymandering že tako negativen vpliv na enakost volilne pravice, iz zgornjih 
primerov jasno izhaja, da je z razvojem UI podatkovne analitike ta vpliv še povečan, saj lahko 
stranke še močneje vplivajo na število izgubljenih glasov. Poleg tega je s konsolidiranjem moči, 
ki ga kažeta primera Severne Karoline in Marylanda, pod vprašajem načelo periodičnosti volitev, 
saj ponavljanje volitev v enakih intervalih nima posebnega učinka, če si lahko vladajoča politična 
opcija v času, ko je na oblasti, s prikrojitvijo volilnih enot zagotovi prevlado tudi na naslednjih 
volitvah, čeprav zanjo glasuje manj kot polovica elektorata v tej državi. Leta 2016 je bilo namreč 
400 izmed 435 sedežev v predstavniškem domu ocenjenih kot “varnih” - posledica “uspeha” 
natančnega oblikovanja volilnih enot.164  
 
Navkljub temu me navedena dejstva ne prepričajo, da je oblikovanje volilnih enot kvalitativno 
spremenjeno zaradi razvoja na področju umetne inteligence, velikega podatkovja in povezane 
analitike. Na ta sklep še posebej kaže dejstvo, da bi bilo mogoče razviti UI sistem, ki bi izločil 
strankarsko (pa tudi druge oblike) prikrojevanja enot in s tem izboljšal enakost volilne pravice.165 
Če obstaja tehnologija, ki jo je mogoče uporabiti tako v splošno kot v parcialno korist, potem ni 
problem tehnologija, temveč ljudje, ki jo v parcialno korist uporabljajo. 
 
Obenem so, kot nakazano zgoraj, proporcionalni volilni sistemi manj dovzetni za tovrstne 
nevarnosti, slovenski sistem volitev v državni zbor, v katerem se mandati razdelijo na dveh 
ravneh - v volilni enoti in na ravni celotne države - pa je na prikrojevanje še bolj odporen. Ker 
se na državni ravni mandati delijo na podlagi d’Hondtovega sistema, posamezni stranki pa 
pripade število mandatov, kolikor znaša razlika med številom mandatov, ki bi jim pripadli na 
podlagi vseh glasov zanje na ravni države, in številom mandatov, ki so jih že dobile pri prvi 
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delitvi v volilnih enotah,166 je nevarnost za gerrymandering pri nas vsaj minimizirana če ne 
izničena, saj so vsi glasovi, ki bi se hipotetični izgubili na ravni enote ponovno upoštevani na 
ravni države. Ravno izbira volilnega sistema pa je ključno politično vprašanje, ki ga mora vsaka 
država odgovoriti zase, posledično pa sprejeti koristi in tveganja, ki pridejo skupaj s to 
odločitvijo.  
 
B.3.4. Politično mikrociljanje in volilna kampanja  
 
Kako pa bi izgledalo politično mikrociljanje po slovenski volilni zakonodaji? Zakon o volilni in 
referendumski kampanji (v nadaljevanju: ZVRK)167 ureja dejavnost volilne kampanje oz. 
“političnih oglaševalskih vsebin in drugih oblik politične propagande, katerih namen je vplivati 
na odločanje volivk in volivcev”. Pod pogoji ZVRK je torej dovoljeno vplivati na volivce s 
politično propagandno vsebino, pri čemer ZVRK ureja predvsem formalne pogoje, kot so 
obdobje kampanje, njeno financiranje in razkrivanje informacij glede naročnika. Politično 
mikrociljanje nedvomno spada v domet volilne kampanje, zato bi politična stranka, ki bi s to 
metodo poskušala prepričati volivce v Sloveniji v skladu z 2. odstavkom 7. člena ZVRK ob 
posameznem personaliziranem oglasu morala navesti naročnika vsebine. Zittrain omenja 
nekoliko manj sugestivno metodo vplivanja na volitve: kaj če bi organizator kampanje izkoristil 
implicitno znanje o volivcih, in poskušal z mikrociljanjem mobilizirati tiste volivce, za katere bi 
menil, da bodo glasovali zanj, ne da bi ob tem promoviral določeno politično opcijo?168 Menim, 
da je tudi mobilizacijo volivcev mogoče razumeti kot politično oglaševalsko vsebino in bi tudi 
pri takšnem oglasu moral biti naveden naročnik. Definicija volilne kampanje po ZVRK je torej 
primerna tudi v okviru mikrociljanja. 
 
Vsebina oglaševanja je svobodna, kolikor ni omejena s kazensko zakonodajo. Kazenski zakonik 
(v nadaljevanju: KZ-1)169 v 151. členu določa, da je kaznivo dejanje kršitve proste odločitve 
volivcev, če kdo “koga s silo, resno grožnjo, podkupovanjem, preslepitvijo ali na drug 
nedovoljen način prisili ali nanj vpliva,” glede tega komu in če sploh bo dal svoj glas. Primer 
političnega mikrociljanja, ki ga je uporabila Cambridge Analytica, je sicer poskušal močno 
vplivati na posameznikove psihološke in vedenjske karakteristike, a težko bi rekli, da je šlo za 
poskus preslepitve. Preslepitev bi namreč implicirala namen, da bi volivec zaradi napačnega 
sklepanja ravnal tako kot želi politična stranka, ki mikrociljanje izvaja. Nasprotno, sama vsebina 
političnega oglasa ni bila kvalitativno drugačna od tradicionalnih političnih oglasov, le 
prilagojena na individualni profil posameznika. Če bi torej smatrali, da politično mikrociljanje 
spada v domet analogije intra legem 151. člena KZ-1, bi morali kaj kmalu v isti koš dodati vse 
oblike političnega oglaševanja, še toliko bolj, če bi merili pogostost izpolnitve obljub, podanih 
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v volilni kampanji. Ker organizatorji kampanje izkoriščajo informacijsko asimetrijo v svoj prid, 
se tudi ne zdi verjetno, da bi poskušali izvajati pritisk na posameznike, naj razkrijejo za koga 
bodo, ali so glasovali, in tako kršili tajnost glasovanja po 156. členu KZ-1. 
 
Čeprav politično mikrociljanje posega v načela volilne pravice, ti posegi niso tako intenzivni, da 
bi v Sloveniji uživali kazenskopravno varstvo. Ker pa vseeno nudijo močan vpliv zasebnih 
subjektov v državotvorne procese, ki lahko izkrivlja načelo demokratičnosti, menim, da bi morali 
biti dodatno regulirani, pri čemer izhajam iz zgoraj navedenih izhodišč. Tako bi z vidika 
informacijske asimetrije poleg razkritja naročnika oglasa morali razkriti tudi tiste značilnosti 
posameznika, zaradi katerih se mu konkretni oglas prikazuje, z vidika koristnosti za nacionalni 
politični forum pa bi bilo koristno omejiti vrste tovrstnih oglasov kot sem predlagal v točki 
B.2.2.2. 
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B.4. NAČELO IN PRAVICA DO ENAKOSTI (PREPOVED DISKRIMINACIJE) 
 
“Načelo enakosti pomeni pravico posameznika do zagotovitve enakosti, tako pri postavljanju kot 
tudi pri uporabi prava (enakost v zakonu in pred zakonom).”170 Prepovedano je razlikovanje pri 
uživanju človekovih pravic in temeljnih svoboščin na podlagi “narodnosti, rase, spola, jezika, 
vere, političnega ali drugega prepričanja, rojstva, ali druge osebne okoliščine.”171 URS poleg 
tega zagotavlja tudi enakost vseh pred zakonom.172 Razlika med prvo in drugo je predvsem v 
manevrskem prostoru zakonodajalca; razlikovanje na podlagi osebnih okoliščin je lahko 
dopustno le pod pogoji testa legitimnosti in strogega testa sorazmernosti, medtem ko je pri 
razlikovanju, ki ne temelji na osebni okoliščini, dopustno različno urejati podobne položaje, 
vendar pa zakonodajalec tega ne sme storiti arbitrarno.173 Kršitev načela enakosti, bodisi na 
podlagi osebnih okoliščin, bodisi na podlagi arbitrarnega razlikovanja drugih okoliščin, štejemo 
za diskriminacijo. “Razlikovanje (angl. differentiation) torej ni prepovedano, temveč je celo 
bistvo zakonodajne funkcije; prepovedano je le nedopustno razlikovanje (angl. 
discrimination).”174  
 
Vendar pa “(formalno) enakopravno obravnavanje posameznikov v enakem (bistveno 
podobnem) položaju ne zagotavlja dejanske enakopravnosti tistih (formalno) enakopravno 
obravnavanih posameznikov, ki so se zaradi posameznih okoliščin (npr. zaradi obrobne 
družbene pozicije, predsodkov in stereotipov, ki se pritajeno skrivajo v večinski družbeni morali, 
zaradi pretekle diskriminacije, zaradi podzastopanosti na določenih področjih družbenega 
življenja itd.) znašli v dejansko deprivilegiranem položaju.”175 Zato razlikujemo med nedopustno 
negativno diskriminacijo, opisano v prejšnjem odstavku, in dopustno oz. v določenih primerih 
nujno pozitivno diskriminacijo, kot prednostnim oziroma ugodnejšim obravnavanjem oseb, ki 
so dejansko v deprivilegiranem položaju.176 Ločimo tudi neposredno in posredno 
diskriminacijo, obe obliki pa sta nedopustni. Pri neposredni diskriminaciji že sama pravna norma 
zapoveduje neutemeljeno razlikovanje na podlagi osebnega statusa ali druge okoliščine. Pri 
posredni diskriminaciji pa gre za pravno pravilo ali prakso organa (lahko tudi zasebnega 
subjekta), ki ni diskriminatorno samo po sebi, ampak nesorazmerno ali negativno prizadene 
pripadnike določene skupine, pri čemer ni nujno, da je bil tak učinek dejansko predviden.177  
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Eno od izvedenih oblik načela enakosti zagotavlja 22. člen URS, ki pravi, da je vsakomur 
zagotovljeno enako varstvo njegovih pravic v postopku pred sodiščem in drugimi državnimi 
organi, organi lokalnih skupnosti in nosilci javnih pooblastil, ki odločajo o njegovih pravicah, 
dolžnostih in interesih. Obenem ima država pozitivno obveznost zaščititi prepoved 
diskriminacije tudi v nekaterih horizontalnih razmerjih, pri čemer je še posebej pomemben vidik 
enakega obravnavanja pri zaposlovanju in delu.178 V nadaljevanju obravnavam nekaj tveganj za 
diskriminacijo, ki sem jih zaznal v dostopni literaturi. 
 
B.4.1. Praktična tveganja za diskriminacijo pri razvoju in uporabi umetne inteligence 
 
V tem delu sledim strukturi, ki sta jo postavila Barocas in Selbst.179 Avtorja sicer strukturo 
ponazarjata na primeru podatkovnega rudarjenja, ki pa je, kot opisano zgoraj, s strojnim učenjem 
tesno povezano, zato so ugotovitve neposredno uporabne tudi za temo te magistrske naloge. 
Avtorja uvodoma pravita, da je “podatkovno rudarjenje vedno oblika statističnega razlikovanja” 
in da je “smisel podatkovnega rudarjenja ponuditi racionalno podlago za razlikovanje med 
posamezniki in posamezniku zanesljivo pripisati kvalitete, ki jih imajo statistično podobni 
subjekti.”180 Zato se postavlja ključno vprašanje, kako v okviru skupinskega profiliranja 
preprečiti, da razvrstitev, ki bi lahko imela pravno pomembne posledice, ne bo opravljena na 
podlagi nedopustnih razlikovalnih elementov. 
B.4.1.1 Izbira učnih podatkov 
 
Prvi sklop problemov, ki se pojavlja pri snovanju sistemov UI, izhaja iz nepravilne izbire učnih 
podatkov. Podatkovna zbirka, ki predstavlja pretekle odločitve državnega organa, lahko vsebuje 
prezastopanost ali podzastopanost določenih skupin, ki se bo nato neposredno odrazila v 
predvidevanjih ali odločitvah, izvedenih na podlagi naučenega modela.181 Gre za t.i. zgodovinski 
predsodek oz. pristranskost,182 ki ga ponazarjajo naslednji, v literaturi pogosto obravnavani 
problemi in je v svojem bistvu napaka vzorčenja.  
 
Prvi primer zgodovinskega predsodka prezastopanosti prikazuje, kako lahko “matematično 
učinkovit algoritem za odkrivanje kriminalitete na podlagi historične analize storjenih kaznivih 
dejanj pripelje do diskriminatorne obravnave določene skupine”.183 Predstavljajmo si določeno 
prebivalstvo, ki se deli na dve skupini glede na določeno karakteristiko (kraj bivanja, narodnost, 
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rasa, ipd.), ob tem pa policija razpolaga z omejenimi viri nadzora in se zato ne more odzvati na 
vsa kazniva dejanja.184 Za pomoč pri odločanju, kako razporediti sredstva, uporabljamo 
napovedni sistem UI, ki predvideva verjetnost storitve kaznivega dejanja na podlagi preteklih 
zaznanih kaznivih dejanj. Zato namenimo nekoliko več policijskih virov za nadzor tiste skupine, 
v kateri je bilo v začetni fazi zaznanih nekaj več kaznivih dejanj. Posledično bomo v tej skupini 
zaznali več kaznivih dejanj, napovedni algoritem, ki ga uporabljamo, pa bo namenil še večjo 
količino sredstev za nadzor te skupine. Tako bo nastala problematična povratna zveza, ki bo 
vztrajno povečevala začetno statistično razliko in (nepravilno) pripisovala vse večjo 
kriminalnost tej skupini.185 Čeprav gre za teoretičen primer, problematika izvira iz prakse 
organov pregona v Združenih državah Amerike, kjer so zgodovinsko zakoreninjene 
pristranskosti glede rase posebno sporne. 
 
Tischbirek ponuja praktičen primer podzastopanosti: novozelandska mejna kontrola je uvedla 
avtomatiziran sistem za prepoznavo slik na osebnih dokumentih.186 Sistem je redno zavračal 
osebe azijskega porekla, saj je zaznal, da naj bi imeli na svojih fotografijah zaprte oči, kar je 
program označil kot neveljavno fotografijo.187 Razlog za to leži v izbiri učnih podatkov, ki so 
večinoma predstavljali fotografije oseb, ki niso bile azijskega porekla. Posledično fotografije v 
praksi niso ustrezale pretirano poenostavljenemu modelu, ki ga je razvil sistem UI.188 Negativne 
posledice te napake se morda zdijo relativno enostavno odpravljive, če sistem UI izvaja 
prepoznavo v prisotnosti človeka, ki lahko preveri in nemudoma popravi napako sistema. Vendar 
pa upoštevajoč stanje v družbi, ki daje vedno večjo moč in avtonomijo tovrstnim 
avtomatiziranim sistemom, človeške odločevalce pa vse bolj potiska v ozadje, to ne vliva 
posebnega zaupanja za prihodnost.  
B.4.1.2. Uporaba učnih podatkov 
 
Tudi pri uporabi učnih podatkov je treba paziti na več vidikov, da se prepreči vzpostavitev 
diskriminatornega modela. Barocas in Selbst med drugim navajata določitev ciljnih spremenljivk 
in oznak razredov ter uporabo “nadomestkov” (angl. proxy). Pri strojnem učenju so ciljne 
spremenljivke rezultati, ki jih iščemo, z oznakami razredov pa razdelimo vse možne vrednosti 
ciljnih spremenljivk v vzajemno izključujoče kategorije.189 O “nadomestkih” pa govorimo, kadar 
“kriteriji, ki so sicer resnično relevantni pri sprejemanju racionalne in informirane odločitve, 
hkrati služijo kot ustrezen nadomestek za pripadnost določeni skupini.”190 Poleg uporabe 
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nadomestkov, ki ne predstavlja namenske diskriminacije na podlagi razredov, pa lahko pride tudi 
do “maskiranja,” v katerem snovalec sistema UI vedoma uporabi nadomestke, da bi se poskušal 
izogniti odgovornosti za kršitev prepovedi diskriminacije. 191  
 
V teoriji večkrat obravnavani primeri se pogosto nanašajo na postopek zaposlovanja. Kandidati 
v izbornem postopku predložijo precejšnjo količino zasebnih informacij in tudi če delodajalec 
ne zahteva podatkov o varovanih osebnih okoliščinah, je mogoče o njih sklepati. V državah, v 
katerih je velika razlika v višini šolnine na javnih in zasebnih izobraževalnih ustanovah, bo 
podatek o izobraževalni instituciji služil kot dober nadomestek za gmotno stanje kandidata. 
Podobno bo lahko podatek o lokaciji bivališča služil kot nadomestek za gmotno stanje ali pa celo 
pripadnost nacionalni ali rasni skupini. Delodajalec pa bi lahko celo poskušal zamaskirati 
izločitev posameznih skupin iz izbornega postopka z uporabo teh parametrov kot nadomestkov 
 
B.4.2 Posledice 
 
Iz navedenih primerov izhaja posebna nevarnost predvsem za posredno diskriminacijo 
posameznikov pri uživanju njihovih pravic. Prvi razlog za to je nedvomno že sama narava UI 
sistemov, ki delujejo z namenom iskanja vzorcev in zakonitosti v podatkih, torej v prvi vrsti 
razlikujejo in ločujejo. Nekritična uporaba npr. preteklih odločitev državnega organa kot učne 
zbirke podatkov za ustvarjanje modela ima lahko izrazito negativne učinke na določene skupine, 
ki so v tej zbirki podatkov podzastopani ali prezastopani. UI sistemi bodo lahko na podlagi 
asimetrij zastopanosti v podatkih našli korelacije med pripadnostjo varovanim skupinam in 
končnim rezultatom postopka. Iz tega nujno izhaja, da bodo sistemi prej ali slej naleteli na 
značilnosti subjektov obravnave, za katere ustavno pravo prepoveduje razlikovanje in poskušali 
subjekte segmentirati na njihovi podlagi. Ker inteligentne sisteme “zanima” le kvantitativna 
analiza, niso pa zmožni kvalitativne presoje, s katero bi tovrstnim korelacijam odvzeli 
veljavnost, se bo diskriminatorni vidik lahko prenesel v model in se kasneje uporabljal pri 
nadaljnjem obravnavanju posameznikov, kar je pravno nedopustno. 
 
Da bi se državni organi in drugi subjekti izognili zgodovinskemu predsodku, morajo pri učenju 
sistema izbrati takšen vzorec primerov, v katerem so ekvivalentno zastopane vse varovane 
skupine, sicer obstaja precejšnja možnost, da se bo podzastopanost ali prezastopanost določene 
skupine odražala in stopnjevala pri uporabi modela umetne inteligence, ki se bo naučil na 
pristranskih podatkih. V tem smislu je nujno pristopiti k ustvarjanju UI sistemov z razumevanjem 
problematike podzastopanosti in prezastopanosti in s ciljem odpraviti te anomalije v modelu.192 
Obenem je pri določanju ciljnih spremenljivk in upoštevanih značilnosti subjektov nujno 
angažirati strokovnjake, ki bodo lahko pomagali pri ocenjevanju, ali lahko spremenljivke in 
značilnosti predstavljajo nadomestek za katere od varovanih skupin.  
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Poleg nevarnosti za samo diskriminacijo obstaja nevarnost, da pravna sredstva zoper 
diskriminacijo na podlagi uporabe UI ne bodo učinkovita. Že pred razmahom uporabe UI 
sistemov je bilo posredno diskriminacijo zelo težko dokazovati predvsem zaradi asimetrije 
informacij, saj je posameznik seznanjen le s svojim primerom, državni organ (ali zasebni 
subjekt) pa z množico primerov v katerih odloča. Zato je v sodni praksi ESČP uveljavljeno 
stališče, da je zaradi težav pri dokazovanju diskriminacije, dokazno breme na državi, če 
posameznik uspe predložiti prima facie dokaze, da je manj ugodno obravnavan zaradi določene 
osebne okoliščine. Obenem je treba upoštevati tudi lastnosti sistemov UI, ki pogosto delujejo po 
principu “črne škatle,” pri čemer podlaga za odločitev ni nujno znana niti snovalcem sistema UI, 
kar pomeni, da sistem ne bo sposoben podati razlage. Vidimo, da je tovrstna porazdelitev 
dokaznega bremena še toliko bolj nujna in se mora za učinkovito varstvo načela enakosti 
dosledno izvajati že na nacionalni ravni.  
 
Če je bistvo metod umetne inteligence, da poiščejo statistične korelacije in zakonitosti v 
podatkih, lahko predstavljajo odlično orodje za iskanje disparitet med prebivalstvom glede na 
pripadnost različnim skupinam in posledično pozitivno diskriminacijo. Iz vidika sprejemanja 
splošnih aktov, lahko država s sistematično analizo ugotovi, kje se kažejo statistična odstopanja 
za posamezno varovano skupino in poskuša s sprejemom novih ali prilagoditvijo obstoječih 
zakonov odpraviti manj ugoden položaj takšne skupine. Če je razlikovanje bistvo zakonodajne 
funkcije, lahko analiza s sistemi UI pripomore k bolj učinkovitemu pravno skladnemu 
razlikovanju, npr. pri porazdelitvi davčnega bremena. Državni nadzorni organi pa bi lahko 
uporabili metode umetne inteligence tudi za individualni nadzor nad javnimi in zasebnimi 
subjekti pri spoštovanju prepovedi diskriminacije, tako da bi od subjekta preiskave zahtevali 
predložitev podatkov o odločitvah, pri analizi katerih bi lahko uporabili tudi metode umetne 
inteligence. Uporaba umetne inteligence bi tako lahko prinesla tudi precej izboljšanj pravnega 
sistema v okviru načela enakosti, vendar bi za to morala seveda obstajati ustrezna politična volja.  
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B.5. NAČELO SORAZMERNOSTI  
 
V tem kratkem poglavju poskušam orisati, na kakšen način se pravno vrednotenje uporabe 
umetne inteligence prilega širšemu ustavnopravnemu vrednotenju posegov v človekove pravice.  
 
Evalvacija praktične uporabe umetne inteligence je v pravni literaturi pogosto zavita v tančico 
skrivnostnosti. Toda (vsaj zaenkrat) umetna inteligenca deluje po volji ljudi, ki zasledujejo 
določen interes, bodisi javen, bodisi zaseben, kar omogoča obravnavo ustavnopravne skladnosti 
njene uporabe. Čeprav je umetna inteligenca kroven pojem, primeri, ki jih predstavljam v tej 
nalogi, uspešno prikazujejo nekatere skupne točke.193 Vselej gre za poskus določene (pravne) 
osebe, da bi izkoristila znanje, ki leži v zbrani podatkovni zbirki za povečanje svojih finančnih 
interesov (lastninska pravica oz. svobodna gospodarska pobuda) ali druge oblike moči oz. 
nadzora, občasno pa se ta vidik kombinira tudi s pravicami drugih posameznikov. Kadar bo ta 
oseba z uporabo sistemov UI posegla v eno izmed človekovih pravic, se bo vzpostavil konflikt 
interesov in posledično lahko govorimo o tradicionalnem ustavnopravnem tehtanju, za katerega 
tako Ustavno sodišče kot ESČP uporabljata obliko testa sorazmernosti. V nadaljevanju kratko 
predstavljam oba pristopa k presoji posegov v človekove pravice, nato pa na primerih posegov 
v pravico do zasebnosti ocenjujem naklonjenost sodišč do uporabe sistemov UI.  
 
Ustavno sodišče za presojo posegov v človekove pravice uporablja dva testa presoje ustavnosti, 
test legitimnosti in test sorazmernosti, ki izhajata iz nemške jurisprudence.194 Ustavno sodišče 
dopustnost posega sprva presoja skozi test legitimnosti, ki pravi, “da so v skladu s tretjim 
odstavkom 15. člena URS posegi v človekove pravice dopustni samo v primerih, ki jih dovoljuje 
Ustava, oziroma kadar to zahtevajo pravice drugih ali javna korist.”195 Pri uporabi testa 
legitimnosti Ustavno sodišče ne preizkuša le dopustnosti cilja, temveč tudi dopustnost sredstev, 
ki jih država uporabi za dosego tega cilja in način njihove uporabe.196 Če se izkaže, da je poseg 
legitimen, je treba uporabiti še strogi test sorazmernosti, ki preizkuša, ali je poseg (1) nujen, ker 
brez njega ali z blažjim posegom cilja ni mogoče uresničiti, (2) primeren, ker je nameravani cilj 
s tem posegom dejansko mogoče doseči, in (3) sorazmeren v ožjem pomenu, ker je teža posledic 
posega v prizadeto človekovo pravico proporcionalna vrednosti zasledovanega cilja oziroma 
koristim, ki bodo zaradi posega nastale.197  
 
193 Podjetja poskušajo profilirati posameznike z namenom izkoristiti pridobljeno znanje za povečevanje prodaje; s 
podobnim namenom internetni posredniki filtrirajo vsebino, da bi uporabniki čim več časa preživeli na njihovih 
spletnih straneh, ali pa avtomatsko odstranjujejo vsebine, da bi se izognili plačilu glob; politične stranke želijo 
vplivati na volivce, da bi dosegle zmago na volitvah; državni organi uvajajo uporabo sistemov UI, da bi preprečevali 
in odkrivali kazniva dejanja; tako državni kot zasebni subjekti pa z uporabo umetne inteligence poskušajo 
stroškovno optimizirati svoje poslovanje in povečati učinkovitost svojega delovnega procesa. 
194
 Arai-Takahashi, Yutaka (1999) Proportionality – a German approach, str. 11-13. 
195
 Odločba Ustavnega sodišča Up-1116/09 z dne 03.03.2011, 12. točka. 
196
 Odločba Ustavnega sodišča U-I-281/09 z dne 20.12.2011, 17. točka. 
197
 Odločba Ustavnega sodišča U-I-344/06 z dne 20.11.2008,14. in 15. točka. 
46 
 
ESČP presoja poseg v pravice iz 8. do 11. člena EKČP v petih korakih. Sprva identificira (1) 
katera pravica pride v poštev, sledi ugotavljanje, (2) ali je prišlo do posega v to pravico, nato pa 
odgovori na vprašanja (3) ali je bil poseg “skladen z zakonom,” (4) ali je država pri tem 
zasledovala legitimne cilje in (5) ali je bil poseg “nujen v demokratični družbi”.198 Poseg je nujen 
v demokratični družbi, če ustreza nujni družbeni potrebi in če je sorazmeren z zasledovanim 
legitimnim ciljem.199 Torej lahko vidimo, da nas oba testa na koncu pripeljeta do vprašanja 
sorazmernosti, pri čemer moramo upoštevati, da navkljub na videz strogo formalni presoji ne 
gre za “znanstven postopek”, temveč za poskus doseganja “pravičnega ravnotežja.”200
 
 
Za uporabo UI je zanimiva sodba nemškega Zveznega ustavnega sodišča (v nadaljevanju: 
BVerfG), v primeru, ki je zadeval uporabo sistema za avtomatsko prepoznavanje registrskih 
tablic (t.i. automatic number-plate recognition - ANPR), ki se zanaša na metode umetne 
inteligence.201 Nemška policija je v dveh zveznih državah postavila kamere za cestni nadzor, 
tablice zaznane z ANPR tehnologijo pa je avtomatski sistem nato navzkrižno preverjal z 
evidencami iskanih oseb in vozil. Če je prišlo do ujemanja, je sistem obvestil policijo, v 
nasprotnem primeru, pa je bila zaznana registrska tablica izbrisana takoj po preverjanju, običajno 
prej kot v eni sekundi. BVerfG je ugotovilo, da vsesplošna uporaba takšne tehnologije zoper vse 
državljane, ki ni prilagojena okoliščinam posega, pomeni kršitev sorazmernosti v ožjem pomenu, 
sorazmerna pa bi lahko bila krajevno omejena uporaba na območjih s povečano nevarnostjo ali 
naključna uporaba z manj intenzivnimi posegi v pravico do informacijske zasebnosti 
(samoodločbe). Tudi USRS se je srečalo s podobnim primerom v zadevi U-I-152/17 (ANPR), 
vendar pa do obravnave sorazmernosti ni prišlo, saj je pred tem ugotovilo pomanjkljivosti pravne 
podlage. Navkljub temu menim, da bi bile ugotovitve nemškega zveznega ustavnega sodišča 
mutatis mutandis aplikativne tudi za slovenski ustavni red. ESČP se je v svoji sodni praksi 
srečalo z uporabo tehnologije individualnega biometričnega profiliranja pri preganjanju kaznivih 
dejanj. Kot nesorazmerno je ocenilo hranjenje biometričnih podatkov za nedoločen čas 
neodvisno od teže kaznivega dejanja202 in hranjenje podatkov o osumljencih pod enakimi pogoji 
kot hranjenje podatkov o obsojencih, 203 čeprav je izrecno poudarilo pomen biometričnega 
profiliranja za preiskovanje in preprečevanje kaznivih dejanj.  
 
Kaj lahko iz tega izpeljemo? Državni organi bodo lahko uporabljali sisteme UI, kadar bodo 
zasledovali legitimne cilje, kot jih določa Konvencija. Menim, da se ustavna sodišča, vključno s 
slovenskim, in ESČP zavedajo intenzivnih možnosti nadzora, ki jih omogoča uporaba umetne 
 
198
 Harris, O’Boyle, Warbrick (2014) Law of the European Convention on Human Rights, str. 521. 
199
 Olsson v. Sweden (no. 1), no. 10465/83, Commission’s report of 2 December 1986, Series A no. 130. 
200
 Harris, O’Boyle, Warbrick (2014) Law of the European Convention on Human Rights, str. 520. 
201
 BVerfG, Urteil v. 11. März 2008 - 1 BvR 2074/05 und 1 BvR 1254/07. 
202
 Gaughran v. the United Kingdom, no. 45245/15, 13 February 2020. 
203
 S. and Marper v. the United Kingdom [GC], nos. 30562/04 and 30566/04. 
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inteligence za profiliranje posameznikov, in da posledično rezervirano pristopajo k 
vzpostavljanju pravičnega ravnotežja. Zato skrajni ukrepi splošnega nadzora najverjetneje ne 
bodo mogli prestati testa sorazmernosti – če BVerfG ni dovolilo splošnega nadzora registrskih 
tablic, ki so osebni, a ne biometrični podatek, si lahko še toliko manj predstavljamo, da bi bila 
dovoljena uvedba npr. splošnega nadzora s kamerami, ki uporabljajo tehnologijo za 
prepoznavanje obraza, hoje ali drugih biometričnih identifikacijskih lastnosti. Po analogiji z 
navedenima sodbama ESČP, pa tudi neomejena hramba podatkov z brezpogojno možnostjo 
analize s sistemi UI ne bo prestala testa sorazmernosti.  
 
Zanimiv je pristop BVerfG k obravnavi posega v pravico do zasebnosti v zadevi ANPR. Sodišče 
je dejalo, da ne gre za poseg v pravico do zasebnosti v tistih primerih, v katerih sistem nemudoma 
izbriše podatke o posameznikih, ki se ne ujemajo z evidencami iskanih oseb in vozil. Očitno je 
torej mogoče sorazmernostno presojati tudi sam obstoj posega in ne le njegove upravičenosti. 
Takšen pristop z veseljem pozdravljam, saj prikaže zelo pomembno distinkcijo med varstvom 
posameznikov, ki ga lahko nudi sama tehnologija in tistim, ki ga lahko nudi pravni sistem: 
primerna uporaba tehnologije ex ante preprečuje posege v človekove pravice, medtem ko lahko 
pravni sistem le poskuša ex post »pozdraviti« napake. Če je torej snovalec sistema UI tehnologijo 
uporabil na način, da varuje posameznike sorazmerno z njihovimi ključnimi značilnostmi, je 
prav, da tudi ustavnosodni nadzor takšen pristop »nagradi« in že sam poseg obravnava po načelu 
sorazmernosti.  
 
Kaj pa zasebni subjekti, ki uporabljajo sisteme UI? Za razliko od državnih organov za fizične in 
v določeni meri za pravne osebe velja, da jim je dovoljeno vse, kar jim ni prepovedano, čemur v 
ustavnem smislu pravimo splošna svoboda ravnanja, ki jo je USRS izpeljalo iz 35. člena 
Ustave.204 Ta svoboda ni neomejena, sega pa tako daleč, dokler ravnanje ne posega v pravice 
drugih. Ker zasebni subjekti po definiciji ne morejo nositi ustavnopravne odgovornosti, seveda 
ne bodo mogli odgovarjati za posege v ustavne pravice na enak način kot država. Vendar pa ima 
država pozitivno obveznost, da sprejme razumne in predvidljive ukrepe za zaščito človekovih 
pravic, ki bodo takšne posege odvračali in kaznovali, npr. v sferi civilnega in kazenskega prava, 
sodišča pa morajo pri obravnavi posegov v človekove pravice iskati pravično ravnotežje med 
nasprotujočimi interesi. Tako pozitivna obveznost države kot tudi obveznost sodišč pa sta lahko 
predmet ustavnosodnega nadzora in dobro delujoč sistem nadzora s »pogumnim« ustavnim 
sodiščem bo lahko s »kaznovanjem« državnih organov za kršitev teh obveznosti posredno 
dosegel primeren nivo varstva pravic posameznikov pred posegi zasebnih subjektov. Iz sodne 
prakse ESČP lahko ugotovimo, da bodo sodišča tudi pri vrednotenju horizontalnih vidikov 
izhajala iz tehtanja nasprotujočih si interesov in iskala pravično ravnotežje.205 Glede na to lahko 
sklenemo, da bo ureditev uporabe sistemov UI s strani zasebnih subjektov, ki posega v človekove 
 
204 Odločba Ustavnega sodišča št. U-I-84/15 z dne 18. 5. 2017, 26. točka. 
205 Primeroma Köpke v. Germany (dec.), no. 420/07, 5 October 2010 in López Ribalda and others v. Spain [GC], 
nos 1874/13 and 8567/13, 17 October 2019 o videonadzoru zasebnih delodajalcev nad zaposlenimi, ki predstavlja 
obdelavo osebnih podatkov in je torej primerljivo z uporabo umetne inteligence. 
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pravice dopustna, kadar bo primerna, nujna in sorazmerna z interesom, za zaščito katerega se 
uporablja oz. širše, kadar si bo država intenzivno prizadevala oceniti pozitivne in negativne 
vidike takšne uporabe in bo narisala ločnico med dopustnim in prepovedanim po svojih 
najboljših zmožnostih.  
 
Nekateri avtorji so precej bolj pesimistični in ocenjujejo, da “na globalni ravni učinek ustav 
bledi, vzpon zasebnih avtoritet v globalnem upravljanju pa predstavlja resen izziv ideji 
ustavnosti.”206 Zato naj bi razmišljali v smer, da »naredimo tradicijo nacionalega ustavništva 
koristno in jo preoblikujemo tako, da bo zadostila fenomenu privatizacije in globalizacije.”207 
Če prenesem to idejo v okvir razvoja UI, je vprašanje, ali bi morali vzpostaviti kvaziustavno 
odgovornost za uporabo sistemov UI za zasebne subjekte, ki lahko v pravice posegajo 
primerljivo kot država? Menim, da je ta ideja zanimiva, a ni v nasprotju z dosedanjim razvojem 
ustavnega prava temveč zgolj naslednja stopnja razvoja. Ker se obseg in domet pozitivne 
obveznosti države razvija skupaj s tehnološkim razvojem, bi bilo mogoče, da bi v prihodnosti 
ustavna sodišča ali ESČP od držav za vzpostavitev ustrezne ravni varstva človekovih pravic 
zahtevali, da vzpostavijo državni odgovornosti primerljivo odgovornost zasebnih subjektov.  
 
Če povzamem: zgornja obravnava pokaže, da se tudi z razvojem in razmahom uporabe umetne 
inteligence na tem področju obravnave posegov v človekove pravice ni nič spremenilo. Poseg v 
človekove pravice z uporabo sistemov UI bo torej dopusten le, kadar bo primeren, nujen in 
sorazmeren v ožjem pomenu. Ustaljeni sorazmernostni pristop k evalvaciji tako negativnih kot 
pozitivnih obveznosti zato ostaja povsem aplikativen in bo lahko tudi v prihodnosti predstavljal 
osrednje orodje vzpostavljanja pravičnega ravnotežja med nasprotujočimi si ustavnopravnimi 
interesi.  
 
  
 
206
 Zumbansen v Rosenfeld, Sajo (ur.) (2012) Handbook of Comparative Constitutional Law, str. 85. 
207
 Prav tam. 
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C. ZAKLJUČEK 
 
Odgovor na prvi del prvega vprašanja zastavljenega v uvodu, torej v kolikšni meri lahko državni 
organi in zasebni subjekti ustavnoskladno uporabljajo sisteme umetne, je vsebovan v načelu 
sorazmernosti. Uporaba sistemov UI vedno sledi nekemu interesu; zato bo za državo dopustna, 
kadar bo ta zasledovala enega od legitimnih ciljev po EKČP ali ustavi; za zasebne pravne osebe 
pa skoraj vedno, saj jo lahko večinoma subsumiramo pod koncept svobodne gospodarske 
pobude. Za obe skupini subjektov bo uporaba sistemov UI dopustna, če ne bo posegala v 
človekove pravice, v nasprotnem primeru pa le, če bo tak poseg sorazmeren. V primeru uporabe 
s strani državnih organov bo posege v končni fazi presojal ustavnosodni organ skozi strogi test 
sorazmernosti. Menim, da bo ključno vprašanje nujnosti ukrepa, saj bo morala država izkazati, 
da posameznega cilja ni mogoče doseči z manj intruzivnimi ukrepi kot so sistemi UI oz. 
profiliranje. V primeru uporabe sistemov UI s strani zasebnih subjektov pa je zakonodajna veja 
oblasti tista, ki v fazi vzpostavljanja pravnega okvira opravi tehtanje interesov in poskuša 
preprečiti prekomerne posege v človekove pravice, posledično pa se ustavnosodni nadzor (in 
nadzor ESČP) razteza na vprašanje, ali je ta okvir takšen, da vzpostavlja pravično ravnotežje 
med nasprotujočimi interesi. Če poseg ne bo sorazmeren ali ureditev ne bo vzpostavljala 
pravičnega ravnotežja bo država odgovarjala v skladu s svojo ustaljeno negativno in pozitivno 
obveznostjo. Gre torej za prilagoditev vrednotenja umetne inteligence ustavnemu redu in ne 
obratno.  
 
Pri odgovarjanju na drugo vprašanje, torej kako se z uporabo umetne inteligence spreminja vpliv 
posameznih subjektov na ustavnopravno varovana družbena razmerja in dobrine, lahko najprej 
ugotovimo, da je ena najpomembnejših sprememb nastanek informacijske asimetrije. Z 
agregacijo podatkov je mogoče izdelati natančne profile posameznikov, ki razkrivajo 
naklonjenosti ter značajske in vedenjske karakteristike. Jasno je, da že sam obstoj takšnih 
profilov močan poseg v zasebnost, vendar pa so od samega posega še pomembnejše implikacije, 
ki jih ta poseg ima. Upravljavec podatkov lahko zato izkorišča svoje znanje in informacijsko 
asimetrijo, da prikrito vpliva na posameznika, kar postavlja pod vprašanje posameznikovo 
avtonomijo in njegovo dostojanstvo, saj ta ne more vedeti kdo, kdaj, kako in s kakšnim namenom 
poskuša nanj vplivati. V skrajnem primeru je mogoče to asimetrijo uporabiti tudi za 
prepričevanje volivcev in lahko pomembno posega v državotvorne procese. Trenutne rešitve v 
pravni ureditvi informacijske zasebnosti v EU tega položaja ne naslavljajo ustrezno, saj 
privolitev posameznika, ki je podana ex ante, v pogojih takšne asimetrije ne more pravilno 
delovati, niti tega položaja v zadostni meri ne popravljajo pravice dostopa do podatkov, izbrisa 
in ugovora zoper avtomatizirane odločitve. Če temu dodamo še kontradikcijo uporabe sistemov 
UI s temeljnimi načeli varstva informacijske zasebnosti v EU, je pravni položaj posameznika še 
bolj negotov.  
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Poleg tega je družbena razmerja močno spremenil vzpon internetnih posrednikov. Zaradi 
zmožnosti obširnega in hkrati prilagojenega posredovanja informacij so ti posredniki prevzeli 
eno od ključnih vlog obveščanja posameznikov. Ker so prav internetni posredniki eni izmed 
subjektov, ki najbolj učinkovito profilirajo posameznike, imajo mogočen nadzor nad svobodo 
prejemanja informacij kot tudi njihovega razširjanja. Filtrirni mehurčki kot oblika spletnih 
odmevnih sob vsebujejo nevarnost za manipulacijo posameznikove percepcije sveta; politično 
mikrociljanje praktično ne bi bilo izvedljivo brez družbenih omrežij; obenem pa lahko internetni 
posredniki z avtomatskim blokiranjem in odstranjevanjem vsebin delujejo kot sito, ki pomembno 
ovira svobodo govora. Po eni strani bi lahko rekli, da je tistemu, ki omogoča večjo svobodo 
izražanja, dovoljeno v določenih primerih to svobodo nekoliko omejiti v lastno korist: Vendar 
pa postane ta vidik zelo nevaren, če imamo opravka s subjektom, ki je v določenih pogledih 
zagotavljanja in omejevanja pravice močnejši od države, a hkrati ne nosi enake mere 
odgovornosti, saj to odpira možnosti za zlorabe ustavnopravnega sistema.  
 
V večinskih volilnih sistemih lahko uporaba sistemov UI s strani vladajočih političnih opcij 
povečuje uspešnost prikrojevanja volilnih okrajev, kar negativno vpliva na načelo enakosti 
volilne pravice in načelo periodičnosti volitev. V nekaterih primerih lahko postane to 
prikrojevanje tako intenzivno, da je zaradi neskladnosti med izraženo voljo in končnim 
rezultatom pod vprašanjem samo načelo demokratičnosti. Vendar pa je nevarnost za 
prikrojevanje bistveno manjša oz. povsem izničena v proporcionalnih volilnih sistemih. Čeprav 
so implikacije za temeljna ustavna načela zelo resne, je odločitev izbire volilnega sistema 
politično vprašanje, ki prinese s seboj prednosti in slabosti, uporaba sistemov UI pa pri tem ne 
ustvarja novih negativnih posledic, temveč le povečuje nekatere slabosti, ki so večinskemu 
volilnemu sistemu implicitne. Poleg tega lahko politične stranke in drugi zasebni subjekti z 
mikrociljanjem posežejo v svobodno volilno pravico, kadar na prikrit način izkoriščajo 
vedenjsko profiliranje, obenem pa je učinkovit nadzor zaradi netransparentnosti takšnega 
delovanja zelo težaven.  
 
Ugotovimo lahko, da je uporaba umetne inteligence izrazito povečala vpliv nekaterih zasebnih 
subjektov na ustavnopravne dobrine. To je na prvi pogled problematično, saj ustavno pravo 
horizontalna razmerja varuje posredno, kar pomeni, da bo prilagoditev nujno trajala dlje. 
Nekateri avtorji zato predlagajo prilagoditev ustavnega sistema, kot odgovor na fenomen 
privatizacije in globalizacije. Vendar pa hitrejše rešitve niso nujno tudi boljše rešitve. Pritisk na 
državno oblast preko doslednega uveljavljanja njene pozitivne obveznosti omogoča bolj 
sistematične rešitve kot bi jo npr. kvaziustavna odgovornost zasebnih subjektov. Zaradi tega ne 
vidim prepričljivih argumentov, da bi bilo treba ustavni red spreminjati. Bolj ključna bo 
predvsem »srčnost« ustavnih sodnikov oz. sodnikov najvišjih mednarodnih sodišč, ki bodo 
pripravljeni razširiti pozitivno obveznost države, da bo ta ustrezala spremenjenim razmeram in 
da nivo varstva človekovih pravic ne bo vztrajno padal z vsakim korakom tehnološkega razvoja.  
51 
Obravnavni vplivi na izbrane koncepte vsebujejo tudi odgovor na tretje vprašanje, katere so 
najbolj očitne ustavnopravne pomanjkljivosti uporabe sistemov UI. Prva ključna pomanjkljivost 
sistemov UI je njihova netransparentnost oz. nerazumljivost za človeškega opazovalca, kar 
imenujemo tudi učinek črne skrinjice, in še posebej velja za umetne nevronske mreže. Pri tem 
gre za absolutno nerazumljivost in ne le nerazumljivost, ki bi bila vezana na strokovno 
poznavanje delovanja umetne inteligence, saj razlogi za odločitev ali napoved, ki jo poda sistem 
UI, niso razvidni niti njihovim razvijalcem. To je posebej problematično za uporabo sistemov 
UI v postopkih, kjer se odloča o človekovih pravicah. Iz nabora načel poštenega postopka in 
pravice do učinkovitega pravnega sredstva izhaja zahteva, da so vse odločitve, ki posegajo v 
človekove pravice, obrazložene, saj se bo le v takšnem primeru zoper odločitev mogoče pritožiti, 
obenem pa predstavitev ključnih okoliščin v obrazložitvi krepi zaupanje v pravni sistem. Ker so 
pravne norme splošne in abstraktne, da lahko zajamejo različna dejanska stanja, morajo biti 
posamične odločitve državnih organov in zasebnih subjektov obrazložene, da lahko posamezniki 
spoznajo, ali je bilo ravnanje pravilno oz. kako bi morali ravnati. V odsotnosti ustrezne 
obrazložitve odločitev pa niti konkretni posamezniki niti splošna javnost ne more ustrezno 
prilagoditi svojega ravnanja, kar zmanjšuje pravno varnost in pravno predvidljivost in škodi 
pravnemu sistemu.  
Poleg tega literatura izpostavlja znatne možnosti za kršitev pravice do enakosti pri uporabi 
sistemov UI, predvsem, kadar se uporabljajo kot podporni sistemi za odločanje. Ker sistemi UI 
v prvi vrsti razlikujejo in ločujejo na podlagi vzorcev in zakonitosti v podatkih, bodo poskušali 
segmentirati posameznike tudi na podlagi nedovoljenih osebnih okoliščin, pri čemer ti sistemi 
nimajo kvalitativnih orodij, s katerimi bi odvzeli vrednosti tovrstnim korelacijam, kar povzroča 
nevarnost za (posredno) diskriminatorno obravnavo. Zelo pomembne so predvsem 
prezastopanosti in podzastopanosti posameznih varovanih skupin v zgodovinskih podatkih, zato 
se izgradnja modela umetne inteligence kot podpornega sistema pri odločanju ne sme le 
preprosto zanašati na pretekle odločitve državnega organa in na njihovi podlagi izpeljati splošnih 
zaključkov. Ob izgradnji modelov je treba paziti tudi na natančno izbiro spremenljivk in 
»nadomestkov,« ki bi lahko pomenili prikrito obravnavo na podlagi nedovoljenih osebnih 
okoliščin.  
 
Vsled navedenemu je jasno, da sistemi UI ne smejo nenadoma nadomestiti človeškega odločanja, 
saj bi bila takšna nadomestitev v nasprotju z ustavnim sistemom. Ker ustavni sistem ureja 
temeljne družbene odnose, ustavne norme pa imajo najvišjo veljavo v pravnem sistemu države, 
je jasno, da bi se morala v tem konfliktu prilagoditi uporaba sistemov UI. Po drugi strani pa 
imajo sistemi UI velik potencial za izboljšanje delovanja pravnega sistema, kar ni le ustavno 
dopusten cilj temveč dolžnost državnih organov. Premišljena uporaba sistemov za podporo pri 
odločanju bi lahko znatno izboljšala enakopravnost subjektov, pomagala nadzornim organom 
pri preganjanju kršitev človekovih pravic in izboljšala splošno pravno predvidljivost.  
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Glede na vse predstavljene vidike v tej nalogi, težava za pomanjkljivo in mestoma problematično 
ureditev ne more biti v pomanjkanju ustavne podlage. Človekovo dostojanstvo, ki ščiti 
človekovo lastno vrednost, predstavlja najbolj temeljno dobrino evropskih ustavnih sistemov, iz 
katere izhajajo vse ostale človekove pravice. Obenem se mu pridružujejo še pravica do 
zasebnosti, splošna svoboda ravnanja, svoboda izražanja, volilna pravica, prepoved 
diskriminacije, načelo sorazmernosti in načelo demokratičnosti. Če te strani tehtnice ne bi mogli 
močneje obtežiti z ustavnopravnimi dobrinami; kaj potem povzroča oscilacijo in zakaj se 
tehtnica še ni umirila? Zelo verjetno je, da za tem leži širša politična problematika dolgoročnih 
posledic razvoja umetne inteligence za gospodarstvo in družbo na splošno. V mednarodni tekmi 
za gospodarsko prevlado imajo tudi države in mednarodne skupnosti, ki spoštujejo ustavni 
sistem in človekove pravice, pred očmi negativne posledice potencialnega zaostanka v razvoju 
umetne inteligence. Ta zaostanek pa bi lahko imel vsaj tako pomembne negativne posledice, kot 
jo imajo trenutni posegi v človekove pravice, lahko pa tudi eksponentno znatnejše. Ustavni red 
s svojimi ustaljenimi koncepti je torej pripravljen tudi na izzive (šibke) umetne inteligence in ne 
potrebuje sistemskih sprememb, pomembno pa se je zavedati, da mora za njegovo dosledno 
izvajanje seveda obstajati politična volja nosilcev oblasti.  
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