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Abstract—Recommender Systems have been studied and de-
veloped as an indispensable technique of the Information Filtering
field. A drawback of traditional user-item systems is that most
recommenders ignore connections consistent with the real world
recommendations. Furthermore, trust-based approaches ignore
the group modeling and do not respect the users’ individualities
in a group recommendation set. In this paper, we propose a
conceptual architecture which uses the social trust consensus from
users to improve the accuracy of the trust-based recommender
systems. It is based on an existent model and integrates user’s
trust relations and item’s factors into a generic latent factor
model. One advantage of our model is the possibility to bias
the users’ similarity computation according to a trust consensus
that assists in the formation of groups, such as the group of
individuals who share the same content. The proposal represents
the first steps towards the development of a group recommender
system model. We provide an evaluation of our method with the
Epinions dataset and compare our approach against other state-
of-the-art techniques.
Keywords—Conceptual Architecture, Trust Consensus, Col-
laborative Filtering, Always-welcome Recommendation.
I. INTRODUCTION
The increase in data availability on the Web has required
additional efforts for the development and enhancement of
Recommender Systems (RS). These tools assist in the In-
formation Retrieval field, being an important branch of the
Personalization research field, which aims to help users to find
content in large data sources meeting individual needs [1], [2]
and generate personalized recommendations. As consequence,
companies such as Google1 and NetFlix2 makes significant
investments in the creation and deployment collaborative sys-
tems.
In RS, suggestions for a group of users is even more
complicated, since managing the variety of profiles and rela-
tionships is extensive due to the dynamics of memberships.
The traditional RS ignores the social connections or trust
relations among users. In the real world, we always turn
to friends we trust for relevant information and our favors
can be easily affected by them. Recently, trust-aware RS has
drawn plenty attention [3] regarding relationships among user-
item matrix and the users’ trust network. These systems are
1http://www.google.com
2http://www.netflix.com
based on user-link-item interactions and use relationships on a
trivial basis, forming trusted relations around a group set. The
interaction among different nodes in a network is not analyzed,
making it impossible to acquire relations data from users who
have different preferences – a key factor to improve group
recommendation.
A challenge is how to classify users in a network [2], where
there situations which users may be interested to receiving a
content, but his group maybe not. For example, the interests
shared with group members could be a correct recommen-
dation at an inopportune moment. Under these circumstances
users do not need or do not want to receive content, since the
system knows their preferences, but does not know when to
recommend them [2]. A user could be recommended about
an item appropriated for one of his/her groups. One of these
groups, on the other hand, should be delivered to all of their
members during interactions. Thus, group recommendations
should aim at satisfying the group’s demands, but respecting
the user individuality. Preferences could be based on relation-
ships, interactions and social trust [4], [5], [6], [3], [7], which
would improve the recommendation process.
Social trust recommenders are an effective way to suggest
a content, due the benefits to associated relationships into
offline interactions. However, these alternatives do not respect
individualities and have no effective group modeling strategy.
The aim is to solve the above problems and model the RS
more accurately, respecting the users individualities. Thus,
three assumptions based on our observations on the real world
recommendation process:
• The users’ tastes are influenced by trusted friends;
• A group recommendation is a consensus obtained by
the users preferences and their trusted friends’ tastes;
• The RS should respect the users individuality in a
group environment.
This paper proposes a conceptual architecture whose main
idea is to deal with the above problems respecting the users
individuality and forming a consensus group. The users’ data
are acquired through social trusted relations, defined to trusted
friends by similar preferences into their social relationships
and allowing recommendations organized by groups. Group
descriptions are used in an existing social trust model based
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on latent factors, involving less computational cost than neigh-
borhood models. At the same time, the architecture deals with
social trust relations and items factors, improving the predic-
tion accuracy by detecting such small associations among the
entities involved.
The paper is organized as follows: Section II addresses the
related work; Section III describes the past models explored in
this study; Section IV presents our proposal in detail; Section
V describes the model’s evaluation; finally, Section VI provides
the conclusions and suggestions for future work.
II. RELATED WORK
This section briefly summarizes the existing researches into
memory-based, model-based and trust-based approaches for
recommendations in social networks, which have drawn plenty
of attention recently.
Memory-based approaches are the most popular methods
[8], [9], [10] and employ different strategies to learn users
and items similarities [11], [8], [9]. Some methods use the
transitivity of social trust ensemble [6] and trust propagation
[7], both related to indirect neighbors in a social network.
Since they have to explore the social network, memory-based
methods are slower in the test phase in comparison to model-
based approaches [7].
Wang et al. [12] and Ma et al. [6] proposed two fusion
models to combine user-based with item-based methods. Tra-
ditionally, Collaborative Filtering (CF) algorithms focus on
a user-item matrix [13] using a low-rank rating matrix to
make predictions. The motivation behind a low-dimensional
factorization model is that there is only a small number of
factors that are important, and a users’ preference vector is
determined by how each factor applies to that user. Other-
wise, model-based approaches employ statistical and machine-
learning techniques to learn patterns from data. Examples of
model-based approaches include the Latent Factor [14] and
Bayesian Hierarchical model [15].
The trust-based methods [4], [8] often use social interests,
capturing the social relations to form consensus groups. The
behavior is selectively materialized as a subset of disagreement
lists [5], based on technologies with the extraction of patterns
and regularities. In general, a modularity function adapted
to social networks is proposed, indicating the possibility of
building virtual communities [16]. Gartrell et al. [1] proposed
a group recommendation model that incorporates both social
recommendation and content interest information to generate
consensus among a group, identifying items that are most
suitable for a group. They also presented a detailed analysis of
the key group characteristics and their impacts on the group’s
decision-making.
All the above recommender methods are based on the
assumption that users are independent and identically dis-
tributed, ignoring the social trust relationships among them.
Recent studies have analyzed the trust-based recommendation
[4], [5], [6], [3]. Massa & Avesani [3] proposed a trust-
aware RS using a trust metric to find a similarity process
able to propagate trust over the social network, estimating a
trust weight. Bedi et al. [5] proposed a trust-based system
for Semantic Web recommendation which runs on a server
with knowledge distributed ontologies. These works employ
heuristics to make recommendations, however relationships
among user-user and/or user-item matrix have not been an-
alyzed systematically. Moreover, they are not scalable to very
large datasets, since they may need to calculate the users’
similarities (trust ratings).
Our method differs from the above-related ones as it
aggregates additional information from users and items into
the recommendation process, respecting the users individuality.
Unlike related methods based on individual users, this proposal
considers the social trust relations, forming a consensus group
obtained by the social trusted relations. Their similarities are
calculated through a novel scheme, enabling the inference of
how similar two users are within a given group.
III. RECOMMENDER SYSTEMS
Traditional RS techniques, such as CF systems, utilize
only a user-item rating matrix for recommendations, ignoring
relations among users. Furthermore, regarding the exponen-
tial growth of social networks, trust-based approaches ignore
the group modeling and do not respect individualities in a
group. In this section, we first describe the group modeling
approach, depicting some strategies from the literature for
groups formation, and then describe how relations among users
are structured in a group.
A. Group Modeling
Group recommenders have many different strategies to
better organize the distribution of the users into group set-
tings. A challenge is to understand how users are distributed,
their tastes, as well as their friends, who also have distinct
preferences. Given the individual preferences for an item, a
group would be based on three most common group strategies,
organized as: Average Satisfaction, Minimum Misery, and
Maximum Satisfaction [17].
Average Satisfaction is the most direct strategy, as it
assumes that all users of a group have the same importance. In
this case, the satisfaction of the whole group is computed for
any given item, as an average value for the tastes of all group
members. Minimum Misery computes the average satisfaction
within a group. Simple and direct, this strategy may not always
be desirable, since one or more members may dislike a specific
item, leading it to not be computed.
Finally, in the Maximum Satisfaction strategy, a group
is rated to highest item value among its members. This
occurs because one or more members rates a item with high
values, and the remaining members agree or assume the same
satisfaction. Although the three strategies are most commonly
used in group modeling, none of them are highlighted in the
literature [17].
B. Social Trust
A social rating is a network in which each user relates with
items and also with other users. Typically, researches based
on the trust social network aim at exploring and finding the
users’ nearest neighbors, based on user trust regarding their
friends to make recommendations. On these environments,
there are strategies to delegation of rating between users. In
this direction, the system can ask the users to rate other users
with similar tastes, where a user can express her level of trust
in another user or automatically detect their similarities.
A social rating can be defined as a graph node regarding
each user (one link per relation), where a Bayesian inference
could represent the method that derives users’ latent features. A
sample of a social trust relation is illustrated in Figure 1, where
users Un are associated with a set of items and relationships.
Fig. 1. Sample of a social trust network [6].
The users’ characteristics are based purely on the user-
item rating matrix and does not consider the tastes of users’
trusted friends. Thus, the latent feature vectors of a user-item
rating matrix can be learned. Thus, a trust-based system can
aggregate all the trusts in a single network representing the
relationships between users.
IV. OVERVIEW OF THE PROPOSAL
This section proposes a conceptual architecture to address
the challenges identified in the literature. Such problems are
relegated to group modeling strategies and trust relations
approaches, which do not respect the users individualities.
This novel architectural design is based on an existing
model (see Section IV-B) and highlights social trust relations.
It is an initial and simple model, which makes recommenda-
tions to users in a group network respecting the users indi-
vidualities. The trusted consensus enables the users’ grouping
in order to enhance the prediction accuracy. More details are
provided in the following subsections.
A. Architectural Design
The architecture focuses the formation of a dynamic orga-
nizational about concept of groups, divided into two modules:
Analysis, through which the trusted relations among users and
friends are acquired; and, Trust Consensus, which organizes
groups, based on the first module results. The architecture is
shown in Figure 2.
In the first module, the results are generated from rela-
tionships and prefered items in an individual recommendation,
integrating a matrix of user-user trusts and user-item factors
into a unified model. This assumption employs the user and
items characteristics factorized as two low-dimensional latent
matrices.
The analysis is conducted in a real scenario into social
data analytics, allowing the proposed model to train the trusted
relationships among users, using that already been rated items
(so that enable to detecting similarities in users’ tastes). To
Fig. 2. Conceptual architecture.
create a social trust connection, the model assumes the users
who always prefer items recommended by friends with similar
tastes. Thus, a subset of users who rate items and share the
same contextual information is considered. For example, a user
could receive recommendations appreciated by another user
(having similar tastes), considering their relationships network.
In this paper, we adopt the definition of context suggested
by Dey [18], i.e., any information that can be used to char-
acterize an entity (such as demographic data and/or content
metadata). Thus, it is worth mentioning that our model is
generic enough to deal with additional contextual constraints.
The second module uses a trust to organize groups, forming
a consensus of dynamic groups and tailoring recommenda-
tions for each relation among two or more users. The social
influences generated by the first stage act directly on the
formation of a trust consensus. Therefore, the system adapts
to new interactions of trust among users, organizing groups
according to new or old friends formations and respecting the
individuality of each user. The trusted group consensus enables
the incorporation of other characteristics that can potentially
be extensible to the model.
As discussed above, different group strategies, such as
Average Satisfaction, Minimum Misery and Maximum Sat-
isfaction [17] can be used. However, a group could assume
situations that are not defined in a single strategy, as the best
option to all groups. To address this issue, we need to identify
the different relationships among members and determine their
tastes and particularities. A group may consist of two or more
individuals who are either directly or indirectly connected to
each other by trusted relationships.
B. Model Structure
This section describes the model structure used as a basis
for the proposed conceptual architecture in more detail. Section
IV-B1 describes the architectural basis of the first module,
computing the users’ rates for items and each one’s of their
trusted relations. Section IV-B2 shows the proposed algorithm
for computing of the trust consensus.
1) Baseline Estimate: As a baseline the method uses some
index letters to represent users u and items i. The baseline
estimates systematic tendencies according to users’ and items’
intrinsic characteristics. Such a technique can be slightly
improved by the incorporation of global effects of how users
rate items depending on the contextual environment or social
trust relation. In order to model such possibilities, the baseline
estimates consider the contextual environment or trusted social
relation.
Rating rui refers to users u assigned to an item i. Both
are distinguished from the rˆui predicted and computed by
recommender algorithm. A summary of the indexes and sets
used in this paper are (u, i) pairs for which rui is known, and
represented by set K = {(u, i)|rui is known}. R(u) = {i, z}
is a set of items i, z rated by users u; and R(i) = {u, x} is a
set of users u, x who have rated items i.
Regarding sparse rating data, the models are prone to over-
fitting. To solve this issue we used the regularization applied
to reduce the estimates towards baseline defaults. Similarly to
Koren’s model [10], λ1, λ2, ... are defined as constants used
for regularizations. A baseline estimate for an unknown rating
rui is denoted by bui and defined as: bui = µ+ bu+ bi; where
µ refers to the overall average rating and parameters bu and
bi indicate the deviations of u and i from the average. To
estimate these parameters, two methods can be adopted. The
first consists in decoupling the calculation of the item biases
from the user biases [19], [20], [10]. The item bias is computed
for each item i. Then, bi is used to calculate the user bias. In
the second and more accurate method, bu and bi are estimated
by solving the least squares problem [19], [20], [10].
2) Recommender Algorithm: This algorithm is based on
latent factors which integrate trust relations and items factors
into a unified model. By using latent factors, a user’s pref-
erence to different features is captured, which characterizes
the whole item to be recommended. On the other hand,
by using trusted relations the user’s similar preferences are
captured. In this case, X(u) is the set of different types of
user’s information considered in the system and all parameters
in Equation 1 can be estimated by solving a least squares
problem. We employed a simple gradient descent scheme in the
experiments reported in Section V using the acquired data to
change the parameters in the opposite direction of the gradient
[10], [21].
Such an enhancement in our algorithm is dictated by our
approach (Equation 1). Instead of summing the items’ factors
features with factors qi, as accomplished by our algorithm, the
information is added as global effects into the baselines. At the
same time, we combine users’ social trust and items’ features
to capture the relationship among users’ personal information
and items’ ratings.
rˆui = µ+ bu + bi +
1
|X(u)|
∑
x∈X(u)
gx + p
T
u .qi . (1)
Similarly to the previous formulations, the parameters are
learnt by minimizing the regularized squared error function
associated with Equation 1. Let us consider eui
def
= rui − rˆui.
Using the training dataset, we loop over all known ratings in
K. For a given training example rui, we change and move
the parameters in the opposite direction of the gradient, as
illustrated in Algorithm 1.
Input: Set of known ratings (u, i) ∈ K
Output: Learnt parameters bu, bi, gx, pu, qi
for count = 1,...,#Iter. do
foreach (u, i) ∈ K do
rˆui ← Prediction according to Equation 1;
bu ← bu + γ1(eui − λ1.bu);
bi ← bi + γ1(eui − λ2.bi);
foreach x ∈ X(u) do
gx ← gx + γ1(eui − λ3.gx);
end
pu ← pu + γ2(eui.qi − λ4.pu);
qi ← qi + γ2(eui.pu − λ4.qi);
end
γ1 ← γ1 ∗ 1;
end
Algorithm 1: Learning the factorized model through
gradient descent.
In future studies we aim at extending this conceptual
architecture in order to explore the contextual constraints in a
group environment. Thus, we aim to avoid that the user receive
contents in a inappropriate moment (in group), allowing to
introduce the concept of “always welcome recommendations”.
On the one hand, the contextual constraints is expected to
further enhance this proposal. On the other hand, although
simple, this proposal has already better results than other
approaches in the literature, as shown in the evaluation of the
model (Section V).
V. EVALUATION
The evaluation consists in comparing our model with other
similar approaches available in the literature. By applying an
extensive set of experiments in the Epinions dataset3. The
experimental results show that our method has outperformed
the state-of-the-art techniques of trust-based approaches.
A. Dataset and Metrics
The experiments were conducted with the well-known
Epinions dataset, which consists of 71K users who assigned
575K ratings to movies and other consumer products and 49K
items, of which 47K items have been rated. The social issues
have 508K relations, of which 60K have been established with
friends.
In order to add reviews, users need to register for free
and begin submitting their own personal opinions on topics
or reviews issued by other users, assigning ratings from 1 to
5. These ratings will influence other reviewers to make new
choices based on a trust list which presents a relationships
network between users. Epinions is thus an ideal source for
experiments on a social network recommendations.
Thus, we used two metrics – RMSE (Root Mean Squared
Error) and MAE (Mean Absolute Error) – to evaluate the
prediction accuracy of the proposed method in comparison
3http://www.epinions.com/
with other approaches. The metrics is denoted by users who
rated items, the trust relationships, the prediction method and
the number of tested ratings.
B. Experimental Results
We chose two methods to be compared against our model
in this evaluation:
• BaselineMF: proposed by Salakhutdinov &
Mnih [13], this algorithm is the baseline matrix
factorization approach which does not take the social
network into account.
• SocialMF: proposed by Jamali & Ester [7], this al-
gorithm is an accurate model which exploits social
trust-model relations from users and latent factors.
All methods were implemented by using MyMediaLite
library [22], where results were measured and compared re-
garding prediction accuracy, according to a varying number of
iteractions (i). For each technique, we selected the best value
of value of i computed in the previous step was minimal.
The 5-fold cross-validation was used in all experiments to
improve of results. The constants involved in this evaluation
were defined experimentally and are summarized in Table I.
The details of their utilization can be found in Algorithm 1,
as previously explained.
TABLE I. CONSTANTS USED IN THE EVALUATION.
Constant Value
#Iter. 01 - 50
γ, γ2 and λ3 0.01
λ1 50.0 ∗ |R(u)|−
1
2
λ2 50.0 ∗ |R(i)|−
1
2
λ4 50.0
We started our evaluation comparing the best results of
RMSE and MAE values in all approaches (considering iter-
action values). Our model (Equation 1) was compared with
BaselineMF [13] and SocialMF [7] approaches, with and
without trust-aware relations data, respectively. The factorized
approach achieved 1.2068 of RMSE and 0.9180 of MAE, as
it considered only the user and item’s biases. The trust model
– with a trust data – achieved 1.1129 of RMSE and 0.0.8493
of MAE. In our model – also with a trust data – the RMSE
and MAE decreased to 1.0550 and 0.8327, respectively.
Next, the comparison was made in an iteractions range
between 01 and 50 of RMSE and MAE (as shown in Tables
II and III, respectively), in which our model outperformed the
other approaches in all values.
TABLE II. RMSE COMPARISON FOR DIFFERENT i VALUES
Method i’01 i’10 i’20 ... i’35 i’50
BaselineMF 1.2068 1.2068 1.2068 ... 1.2068 1.2068
SocialMF 1.1999 1.1224 1.1129 ... 1.1471 1.9437
Proposed 1.1155 1.0631 1.0568 ... 1.0550 1.0552
Figures II (RMSE comparison) and III (MAE comparison)
show the results according to the variable of the iteractions
during the model training. In the comparison of our model
against BaselineMF (1.2068 to 1.0550), there was an in-
crease in the RMSE (with more significant variations) results
TABLE III. MAE COMPARISON FOR DIFFERENT i VALUES
Method i’01 i’10 i’20 ... i’35 i’50
BaselineMF 0.9180 0.9180 0.9180 ... 0.9180 0.9180
SocialMF 0.9181 0.8589 0.8493 ... 0.8645 1.3413
Proposed 0.8743 0.8400 0.8349 ... 0.8330 0.8327
in 0.1518, which represented an improvement of approxi-
mately 12.5% over the traditional baseline; against SocialMF
(1.0550 to 1.1129), considered the state-of-the-art in trust-
based models, the RMSE enhancement was 0.06, representing
an improvement of approximately 4.5%. As evidence for
significance of RMSE improvement, note that in the Netflix
prize competition4, there was a 1$ Million reward for 10%
RMSE reduction.
Fig. 3. RMSE comparison of the methods.
Fig. 4. MAE comparison of the methods.
An advantage of our approach is that it can provide good
recommendations for low and high values of i. On the one
hand, our model tends to achieve better results in all sets of
iteraction, especially when more iteractions are used to run
the model. This occurs because the first layer of the model
(i.e. the value of rˆui) is based on latent factors, may improve
whereas the latest prediction is computed. On the other hand,
the SocialMF approach produces significant results with lower
4http://www.netflixprize.com/
iteractions (i = 20), whereas our proposal also better in this
sense.
VI. CONCLUSIONS AND FUTURE WORK
This paper has proposed a conceptual architecture based
on an existing model, since it is an initial and simple method
to solve problems which respect users’ individualities. The
proposal represents the first steps towards the development
of a group recommender system model, so that incorporated
a trust relationship analysis, generating a trust consensus to
group formations. Thus, users are influenced by their trusted
friends who have similar preferences and the model organizes
recommendations through social relations for groups of mem-
bers.
The model is based on latent factors and integrate social
trust relations with items’ factors into a unified model, de-
tecting associations among users to improve the prediction
accuracy. It was factorized a user-item matrix into two low-
dimensional matrices, where are users and items latent factors.
Although simple, this trust consensus model can to improve
other approaches in the literature, as it outperformed the state-
of-the-art methods. The complexity analysis indicated that our
approach can be applied to very large datasets, since it scales
linearly with the number of observations. On the one hand
the method achieved better results in all sets of iteraction
values, especially when more iteractions were used. On the
other hand the SocialMF approach yielded significant results
with lower iteractions, whereas our proposal also better in this
sense. Another advantage is that our method can provide better
precision in both situations (low and high iteraction values).
We will extend the proposal in future studies, considering
the contextual constraints in order to introduce a concept of
“always welcome recommendations”, avoiding users to receive
inappropriate content at the time of recommendation. Thus,
depending on the contextual information about users and items,
the system is able to select those individuals who are more
likely to have similar preferences to the current user. In
addition, a more robust evaluation is necessary to measure the
model’s scalability, the importance of each metadata type, and
the computational cost when compared to other approaches.
Finally, we plan to incorporate implicit feedback from users,
and create a unified model that also consider latent factors in
order to capture the general associations between users and
items.
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