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STRICTLY SINGULAR MULTIPLICATION OPERATORS ON L(X)
MARTIN MATHIEU AND PEDRO TRADACETE
Abstract. Exploiting several ℓp-factorization results for strictly singular opera-
tors, we study the strict singularity of the multiplication operator LARB : T 7→
ATB on L(X) for various Banach spaces X .
1. Introduction
Let X be a Banach space and let L(X) denote the Banach algebra of bounded linear
operators from X to itself. Given A,B ∈ L(X) let us consider the multiplication op-
erator LARB : L(X)→ L(X) given by LARB(T ) = ATB. Properties of LARB, and
more general elementary operators, that is, finite sums of multiplication operators,
have been studied for many years from a variety of viewpoints. We mention spectral
theory, Fredholm theory, compactness properties, norms, positivity and numerous
others, depending on the nature of the Banach space X . Various survey articles are
contained in the proceedings volumes [3] and [17], and the paper [22] is especially
pertinent here.
The aim of this note is to explore the strict singularity of the operator LARB.
Recall that an operator is strictly singular if it is not an isomorphism when restricted
to any infinite-dimensional subspace of its domain. In other words, T ∈ L(X, Y ) is
strictly singular if, for every infinite-dimensional subspace X0 ⊆ X and every ε > 0,
there is x ∈ X0 such that ‖Tx‖Y ≤ ε‖x‖X . The class of strictly singular operators
forms a closed two-sided operator ideal which contains the compact operators. These
operators were introduced by T. Kato [12] in connection with the perturbation
theory of Fredholm operators; in particular, it is well known that the spectrum of a
strictly singular operator has the same structure as that of a compact operator.
In most cases, the class of strictly singular operators is strictly larger than that of
compact operators. The formal inclusion i : ℓp →֒ ℓq for 1 < p < q < ∞ provides a
simple example of a strictly singular operator which is not compact. Nevertheless,
Pitt’s theorem ([1, Theorem 2.1.4]) asserts that for p < q, every operator T : ℓq → ℓp
is compact. As a consequence, one can also deduce that on L(ℓp) the classes of
compact and strictly singular operators coincide (cf. [13, p. 76]).
Our approach in this paper mainly focuses on analyzing strict singularity via
factorization through certain spaces. In particular, we will show that for every
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p < q and A,B ∈ L(ℓp, ℓq), the operator LARB : L(ℓq, ℓp) → L(ℓp, ℓq) is strictly
singular (Theorem 5.5). Motivated by this fact, we introduce the notion of ap-
proximately (ℓp, ℓq)-factorizable operator, which yields a formally stronger condition
than that of strictly singular operator. We will show that if A,B are approximately
(ℓp, ℓq)-factorizable operators, then the corresponding multiplication operator LARB
is strictly singular (Theorem 5.7).
It is easy to check that if LARB is strictly singular on L(X), then so are the
operators A and B∗ (see Section 2). The converse implication has been analyzed by
M. Lindstro¨m, E. Saksman, and H.O. Tylli in [15], where it was shown to hold for
X being any of the following classical Banach spaces: Lp[0, 1] (1 < p <∞); ℓp ⊕ ℓq
(1 < p ≤ q <∞); C(K) (for compact Hausdorff K); and L1.
Recall that strictly singular operators on C(K) spaces, and more generally, on
C∗-algebras, are weakly compact (see [19, 20]). We will show that, if X is a reflexive
Banach space with an unconditional basis, then every multiplication operator LARB
on L(X) which is strictly singular is necessarily weakly compact (Corollary 4.2).
This is also related to the fact that the composition of two strictly singular operators
on certain spaces yields a compact operator.
Finally, in the last part of the paper, we provide a factorization property of
strictly singular operators on Lp, based on the classical interpolation construction
due to W. J. Davis, T. Figiel, W. B. Johnson and A. Pe lczyn´ski in [4] and another
factorization result of W. B. Johnson given in [8]. Namely, every such operator
factors through a certain Banach lattice, sufficiently separated from Lp, and through
ℓp (see Theorem 6.2 for the precise statement). As a consequence of this fact, we
show that when A,B are strictly singular on Lp, the multiplication operator LARB
factors through the space of compact operators on ℓp (Theorem 6.9).
2. Preliminaries
Recall that an operator is compact when it maps the unit ball into a relatively com-
pact set. Since the unit ball of an infinite-dimensional Banach space is never com-
pact, it follows that compact operators are in particular strictly singular. Whereas
the former is a purely topological notion, the latter is really about infinite-dimensional
structure. Moreover, it is well known that an operator T : X → Y is strictly singu-
lar if and only if, for each infinite-dimensional subspace X0 ⊆ X , there is a further
infinite-dimensional X1 ⊆ X0 such that the restriction T |X1 is compact (cf. [13,
Proposition 2.c.4]).
Occasionally, we will need certain generalizations of strictly singular operators.
Given some Banach space X , an operator T : Y → Z is called X-singular provided
it is not an isomorphism when restricted to any subspace of Y linearly isomorphic
to X . Particularly useful classes are that of ℓp-singular or c0-singular operators
(see [9]). For instance, for an operator T : Lp → Lp being ℓ2-singular and ℓp-singular
is enough to get strict singularity [25].
Given Banach spaces X, Y1, Y2 and an operator A : Y1 → Y2 let us consider the
left multiplication operator
LA;X : L(X, Y1) −→ L(X, Y2)
T 7−→ AT
STRICTLY SINGULAR MULTIPLICATION OPERATORS 3
as well as the right multiplication operator
RA;X : L(Y2, X) −→ L(Y1, X)
T 7−→ TA
When there is no ambiguity about the space X , we will simply write LA and RA
instead of LA;X and RA;X .
LetX1, X2, X3, X4 be Banach spaces, A ∈ L(X1, X2) and B ∈ L(X3, X4). We con-
sider the multiplication operator LARB : L(X4, X1)→ L(X3, X2) given by LARB(T ) =
ATB.
Note that, if we choose x1 ∈ X1, x
∗
2 ∈ X
∗
2 , x3 ∈ X3, x
∗
4 ∈ X
∗
4 such that x
∗
2(Ax1) =
1 = x∗4(Bx3), then after considering the operators
Jx∗4 : X1 −→ L(X4, X1) Jx1 : X
∗
4 −→ L(X4, X1)
x 7−→ x∗4 ⊗ x x
∗ 7−→ x∗ ⊗ x1
δx3 : L(X3, X2) −→ X2 δx∗2 : L(X3, X2) −→ X
∗
3
T 7−→ Tx3 T 7−→ T
∗x∗2
we have the following commutative diagrams
X1
Jx∗
4

A // X2 X
∗
4
Jx1

B∗ // X∗3
L(X4, X1)
LARB // L(X3, X2)
δx3
OO
L(X4, X1)
LARB // L(X3, X2)
δx∗2
OO
This shows that A and B∗ belong to the ideal generated by LARB. In particular, if
LARB is strictly singular, then so are A and B
∗. Note that in general, the class of
strictly singular operators is not closed under taking adjoints.
In the following, S(X, Y ) and K(X, Y ) will denote the spaces of strictly singular
and of compact operators, respectively, between the Banach spaces X and Y .
3. Strict singularity and compactness
In this section we will study the relation between strict singularity and compactness
of the multiplication operator.
When one of the operator coefficients is compact, the other strictly singular,
and the space X has the approximation property, which allows us to approximate
compact operators by finite rank ones, then the multiplication operator is strictly
singular. A version of this fact for more general operator ideals can be found in [16],
but we include here a simple proof for convenience and to motivate further results.
Proposition 3.1. Let X, Y be Banach spaces such that Y has the approxima-
tion property and let A,B ∈ L(X, Y ). If A ∈ S(X, Y ) and B ∈ K(X, Y ), then
LARB : L(Y,X)→ L(X, Y ) is strictly singular.
Proof. Let us start with a weaker version of the statement.
Claim: If A is strictly singular and B is a rank one operator, then LARB is
strictly singular.
Indeed, let y0 ∈ Y and x
∗
0 ∈ X
∗ such that B(x) = x∗0(x)y0 for every x ∈ X .
Suppose LARB is not strictly singular; then there exist a normalised basic sequence
(Tn) ⊆ L(Y,X) and α > 0 such that
(1)
∥∥∑
n
anATnB
∥∥ ≥ α∥∥∑
n
anTn
∥∥
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for every sequence (an) of scalars.
Without loss of generality, we can assume that the linear span of (Tny0) in X
is infinite dimensional; indeed, otherwise pick z∗ ∈ Y ∗ such that ‖z∗‖ = 1 and
z∗(y0) 6= 0 and for ε > 0, let (xn) be an infinite sequence of linearly independent
vectors in X with ‖xn‖ = ε2
−n, and let
T˜n(y) = Tn(y) + z
∗(y)xn.
Note that the linear span of (T˜n(y0)) is infinite dimensional and inequality (1) also
holds for T˜n, once ε > 0 is small enough, as
‖Tn − T˜n‖ ≤ ε2
−n.
We have ∥∥A(∑
n
anTny0
)∥∥ = ∥∥∑
n
anATny0
∥∥ ≥ 1
‖x∗0‖
∥∥∑
n
anATnB
∥∥
≥
α
‖x∗0‖
∥∥∑
n
anTn
∥∥ ≥ α
‖x∗0‖‖y0‖
∥∥∑
n
anTny0
∥∥.
Hence, A is bounded below on the span of (Tnx0) which is a contradiction with the
fact that A is strictly singular, and the claim is proved.
Now, if B has finite rank, say B =
∑n
i=1Bi with Bi of rank one, then LARB =∑n
i=1 LARBi is strictly singular as a linear combination of strictly singular operators.
Finally, for a compact operator B, since Y has the approximation property, we
can find a sequence of finite rank operators (Bn) with ‖B−Bn‖ → 0. Each of LARBn
is strictly singular by the previous part of the proof, and ‖LARB − LARBn‖ → 0,
thus, LARB is strictly singular too. 
By passing to adjoints, it easily follows
Corollary 3.2. Let X, Y be Banach spaces such that X∗ has the approximation
property and let A,B ∈ L(X, Y ). If A ∈ K(X, Y ) and B∗ ∈ S(Y ∗, X∗), then
LARB : L(X, Y )→ L(X, Y ) is strictly singular.
It was proved in [15] that, when X is a space of the form Lp for 1 ≤ p ≤ ∞, C(K)
for K compact Hausdorff, or L1, LARB is strictly singular in L(X) if and only if
so are A and B∗. It should be noted that the composition of two strictly singular
endomorphisms on X for every space in the previous list yields a compact operator.
On the other hand, for the spaces ℓp ⊕ ℓq ⊕ ℓr with 1 < p < q < r < ∞ and on
Lp[0, 1] ⊕ Lq[0, 1] with 1 < p < q < ∞, p 6= 2 6= q, there are examples of strictly
singular operators A and B∗ such that LARB is not strictly singular. And in fact,
these examples are made out of strictly singular operator whose composition is not
compact. The following observation together with the results of the next section
provide a reason for this.
Proposition 3.3. For a Banach space X the following statements are equivalent:
(a) For every A,B ∈ L(X) with A and B∗ strictly singular, it follows that AB is
compact.
(b) For every A,B ∈ L(X) with A and B∗ strictly singular, the operator LARB
maps L(X) into K(X).
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Proof. (a)⇒ (b): Let A,B ∈ L(X) such that A and B∗ are strictly singular. Since
strictly singular operators form an ideal in L(X), for every T ∈ L(X) we have that
ATB is compact. Hence, LARB maps L(X) into K(X).
(b)⇒ (a): Suppose LARB(T ) ∈ K(X) for A,B, T ∈ L(X), with A and B
∗ strictly
singular. In particular, we have that AB = LARB(IX) ∈ K(X). 
The fact that on Lp spaces the composition of two strictly singular operators yields
a compact operator is due to V. D. Milman [18], and has recently been extended
to further classes of Banach spaces (see [5]); these include for instance the Lorentz
spaces Λ(w, q) and certain Orlicz spaces. It is conceivable that the results in [15]
extend to these larger classes of spaces.
The condition that B∗ above, and not B, should be strictly singular is clarified
by the following example. Let X = ℓ1⊕ c0. Using the fact that strictly singular and
compact operators coincide on ℓ1 and c0, and that L(c0, ℓ1) = K(c0, ℓ1) it is not hard
to check that, AB ∈ K(X) whenever A,B ∈ S(X). However, let B(x, y) = (0, qx)
where q ∈ L(ℓ1, c0) is a quotient operator. It follows that LARB cannot be strictly
singular (because B∗ is not strictly singular).
4. Strictly singular multiplication is weakly compact
It is well known that strictly singular operators on C(K) spaces are weakly compact
[20]. This fact can also be extended to operators on C∗-algebras [19, Proposition
3.1], and we will see this is also the case for multiplication operators on L(X), for a
large class of spaces X .
Our main reference for weak compactness of multiplication operators on L(X)
is [21]. In particular, by [21, Corollary 2.4], if X is a reflexive space with the
approximation property, the multiplication operator LARB is weakly compact if
and only if ATB ∈ K(X) for every T ∈ L(X).
Proposition 4.1. Let X be a reflexive Banach space with unconditional basis, and
A,B ∈ L(X). If LARB is c0-singular, then AB ∈ K(X).
Proof. Suppose AB /∈ K(X). Since X is reflexive, we can find a weakly null sequence
(xn)n∈N ⊆ X such that ‖ABxn‖ ≥ δ > 0 for every n ∈ N. In particular, (Bxn)n∈N is
also weakly null, and ‖Bxn‖ ≥ δ/‖A‖ for each n ∈ N. Now, by a standard pertur-
bation argument we can assume that (Bxn)n∈N is a block sequence with respect to
the unconditional basis of X . Hence, we can consider (Un)n∈N ⊆ L(X), a sequence
of projections onto each of the corresponding blocks, that is Un ⊥ Um with
UnBxn = Bxn.
We claim that LARB is an isomorphism on the subspace [Un]. To see this, first note
that, using the unconditionality of the basis of X , it is easy to check that for any
sequence of scalars (an)n∈N we have
(2)
∥∥∥∑
n
anUn
∥∥∥ ≈ max
n
|an|.
Therefore, we have
(3)
∥∥∥∑
n
anAUnB
∥∥∥ = ∥∥∥LARB(∑
n
anUn
)∥∥∥ . ‖LARB‖max
n
|an|.
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While, on the other hand, we have
(4)
∥∥∥∑
n
anAUnB
∥∥∥ & sup
j
∥∥∥∑
n
anAUnBxj
∥∥∥ = sup
j
∥∥∥ajAUjBxj∥∥∥ ≥ δmax
j
|aj |.
Hence, LARB|[Un] is an isomorphism as claimed. Since (Un) is equivalent to the unit
basis of c0, the proof is finished. 
Corollary 4.2. Let X be a Banach space, and A,B ∈ L(X). Consider the following
statements for LARB : L(X)→ L(X):
(i) LARB is strictly singular.
(ii) LARB is c0-singular.
(iii) LARB is weakly compact.
Clearly, (i) ⇒ (ii). If X is reflexive with an unconditional basis, then we have
(ii)⇒(iii).
Proof. Suppose LARB : L(X)→ L(X) is c0-singular. Then, for every T ∈ L(X), we
have that LARBLT = LATRB is c0-singular. Hence, by Proposition 4.1, it follows
that ATB ∈ K(X) for every T ∈ L(X). As a result, LARB(L(X)) ⊆ K(X), and
[21, Corollary 2.4] yields the claim. 
Note that for every infinite-dimensional reflexive space X , there are weakly com-
pact multiplication operators on L(X) which are not strictly singular. Indeed, let
A ∈ K(X) and B = IX , then by [21, Proposition 2.8] LARB is weakly compact, but
LARB is not strictly singular as B
∗ is not strictly singular. The same would hold for
non-reflexive X as far as there is a weakly compact operator B ∈ L(X) such that
B∗ is not strictly singular.
Remark 4.3. Proposition 4.1 can be extended to the more general case when X
has an unconditional finite-dimensional decomposition.
5. Factorization of multiplication operators
A classical result by J. Holub [7, Theorem 1] states that every subspace of K(ℓ2)
is either isomorphic to ℓ2 or contains a further subspace isomorphic to c0. We
need a version of this dichotomy for K(ℓp, ℓq). Throughout this section we assume
1 < p, q <∞.
First, recall that to any operator T ∈ K(ℓp, ℓq), we can associate the infinite
matrix given by Tij = e
∗
i (Tej) for i, j ∈ N, where e
∗
i , ej denote the (unconditional)
unit vector basis of ℓq′ and ℓp, respectively. For n ∈ N, we will consider two particular
projections in K(ℓp, ℓq), En and Pn, given for T ∈ K(ℓp, ℓq), by
En(T )ij =
{
Tij if min{i, j} < n,
0 otherwise.
Pn(T )ij =
{
Tij if max{i, j} ≤ n,
0 otherwise.
It is well known that these define a family of uniformly bounded projections on
K(ℓp, ℓq). Let C = supn∈Nmax{‖Pn‖, ‖En‖}.
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Given natural numbers m < n, and 1 < p < ∞, let Q
(p)
[m,n] denote the basis
projection onto the span of (ei)
n
i=m in ℓp; or, in other words, for (xi) ∈ ℓp,
Q
(p)
[m,n]
(∑
i∈N
xiei
)
=
n∑
i=m
xiei.
Clearly, if m1 < n1 < m2 < n2, then we have Q
(p)
[m1,n1]
Q
(p)
[m2,n2]
= Q
(p)
[m2,n2]
Q
(p)
[m1,n1]
= 0.
We will say that (Sk) ⊂ K(ℓp, ℓq) is a block-diagonal sequence when for every
k ∈ N there exist pk < qk < pk+1 so that,
Sk = Q
(q)
[pk,qk]
SkQ
(p)
[pk,qk]
.
Also, a single operator S ∈ L(ℓp, ℓq) is called block-diagonal if there is a block-
diagonal sequence (Sk) such that for every x ∈ ℓp, Sx =
∑
k∈N Skx.
Lemma 5.1. Let 1 < p, q < ∞, and (Sk) ⊂ K(ℓp, ℓq) a semi-normalised block-
diagonal sequence. If p ≤ q, then (Sk) is equivalent to the unit vector basis of c0. If
q < p, then (Sk) is equivalent to the unit vector basis of ℓr with r =
pq
p−q
.
Proof. By hypothesis, for every k ∈ N there exist pk < qk < pk+1 so that
Sk = Q
(q)
[pk,qk]
SkQ
(p)
[pk,qk]
.
Suppose first that p ≤ q, and let us see that in this case, (Sk) is equivalent to the
unit vector basis of c0. Indeed, given scalars (ak), since c = infk ‖Sk‖ > 0, for every
k ∈ N there is xk ∈ ℓp with ‖xk‖p = 1, ‖Skxk‖q ≥ c and Q
(p)
[pk,qk]
xk = xk. Thus, for
every k ∈ N,∥∥∑
j∈N
ajSj
∥∥ ≥ ∥∥∑
j∈N
ajSj(xk)
∥∥
q
=
∥∥∑
j∈N
ajQ
(q)
[pj ,qj ]
SjQ
(p)
[pj ,qj ]
(xk)
∥∥
q
= ‖akSk(xk)‖q ≥ c|ak|,
which yields the estimate ∥∥∑
j∈N
ajSj
∥∥ ≥ c sup
j∈N
|aj |.
On the other hand, let K = supk ‖Sk‖ and for x ∈ ℓp with ‖x‖p = 1, let xk =
Q
(p)
[pk,qk]
x. Note that
Sk(x) = Sk(xk).
Hence, for scalars (ak) we have∥∥∑
j∈N
ajSjx
∥∥
q
=
(∑
j∈N
‖ajSj(x)‖
q
q
) 1
q
=
(∑
j∈N
‖ajSj(xj)‖
q
q
) 1
q
≤ sup
j∈N
|aj|‖Sj‖
(∑
j∈N
‖xj‖
p
p
) 1
p
≤ K sup
j∈N
|aj|.
Therefore, (Sk) is equivalent to the unit vector basis of c0 as claimed.
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Now, suppose that q < p. As above, given scalars (aj), letting K = supj ‖Sj‖, we
have∥∥∑
j∈N
ajSj
∥∥ = sup
‖x‖p≤1
∥∥∑
j∈N
ajSjx
∥∥
q
= sup
‖x‖p≤1
∥∥∑
j∈N
ajQ
(q)
[pj ,qj ]
SjQ
(p)
[pj ,qj]
x
∥∥
q
= sup
‖x‖p≤1
(∑
j∈N
‖ajQ
(q)
[pj ,qj ]
SjQ
(p)
[pj ,qj ]
x‖qq
) 1
q
≤ K sup
‖x‖p≤1
(∑
j∈N
|aj |
q‖Q
(p)
[pj ,qj ]
x‖qp
) 1
q
.
Now, if we set s = p
q
> 1 and 1
s
+ 1
s′
= 1, then by Ho¨lder’s inequality it follows that
∥∥∑
j∈N
ajSj
∥∥ ≤ K sup
‖x‖p≤1
(∑
j∈N
|aj|
qs′
) 1
qs′
(∑
j∈N
‖Q
(p)
j x‖
qs
p
) 1
qs
≤ K
(∑
j∈N
|aj|
r
) 1
r
,
where r = pq
p−q
.
For the converse inequality, as above, since c = infk ‖Sk‖ > 0, for every k ∈ N
there is xk ∈ ℓp with ‖xk‖p = 1, ‖Skxk‖q ≥ c with Q
(p)
[pk,qk]
xk = xk. Given any
sequence (ak) ∈ ℓr, let x =
∑
k |ak|
r−q
q xk. Note that
‖x‖p =
(∑
k∈N
|ak|
r−q
q
p
) 1
p
=
(∑
k∈N
|ak|
r
) 1
p
.
Hence, we have
∥∥∑
j∈N
ajSj
∥∥ ≥ ∥∥∑j∈N ajSjx∥∥q
‖x‖p
=
(∑
j∈N ‖ajSjx‖
q
q
) 1
q
‖x‖p
≥ c
(∑
j∈N
|aj|
r
) 1
q
− 1
p
= c
(∑
j∈N
|aj |
r
) 1
r
,
as claimed. 
Lemma 5.2. Let 1 < p, q < ∞, 1
p
+ 1
p′
= 1 and M a closed infinite-dimensional
subspace of K(ℓp, ℓq). The following dichotomy holds:
(1) There is n ∈ N such that En|M is an isomorphism, in which case M contains
an isomorphic copy of ℓq or ℓp′; or,
(2) there exist a normalised sequence (Tk) ⊂ M and a semi-normalised block-
diagonal sequence (Sk) such that ‖Tk − Sk‖ → 0 as k → ∞. In particular,
(Tk) is equivalent to the unit vector basis of c0 when p ≤ q, and to the unit
vector basis of ℓr with r =
pq
p−q
, when q < p.
Proof. Suppose first that there is n ∈ N such that the restriction En|M is an iso-
morphism. Since the range of En is isomorphic to ℓq ⊕ ℓp′ it follows that M either
contains a subspace isomorphic to ℓq or ℓp′.
On the other hand, suppose that for every n ∈ N, En|M is never an isomorphism.
In this case, we will inductively construct two sequences as required. Indeed, pick
arbitrary T1 ∈M with ‖T1‖ = 1 and, by compactness, let n1 ∈ N such that
‖T1 − Pn1(T1)‖ <
1
2
.
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Since, En1 |M is not an isomorphism, there is T2 ∈M with ‖T2‖ = 1 and
‖En1(T2)‖ <
1
2
.
Let n2 ∈ N be such that
‖T2 − Pn2(T2)‖ <
1
4
.
Continuing in this way, we produce inductively an increasing sequence (nk)k∈N ⊆ N
and (Tk)k∈N ⊆ M such that for every k ∈ N:
(1) ‖Tk‖ = 1
(2) ‖Enk(Tk+1)‖ < 2
−k
(3) ‖Tk − Pnk(Tk)‖ < 2
−k.
Let Sk = Pnk(Tk)− Enk−1Pnk(Tk), which clearly satisfy
Sk = Q
(q)
[nk−1+1,nk]
SkQ
(p)
[nk−1+1,nk]
.
We have
‖Tk − Sk‖ ≤ ‖Tk − Pnk(Tk)‖+ ‖Enk−1(Tk)‖+ ‖Enk−1(Tk − Pnk(Tk))‖ ≤ (C + 3)2
−k
In particular, (Tk) and (Sk) are equivalent basic sequences in K(ℓp, ℓq). The con-
clussion follows from Lemma 5.1. 
Remark 5.3. The previous argument also holds for K((⊕Xn)ℓp , (⊕Yn)ℓq), where
(Xn) and (Yn) are sequences of finite-dimensional subspaces.
Remark 5.4. When 1 < q < p < ∞, since L(ℓp, ℓq) = K(ℓp, ℓq), by [11, Corollary
2], we know that K(ℓp, ℓq) is a reflexive space. The above lemma is somehow more
informative, since any infinite dimensional subspace of K(ℓp, ℓq) contains one of the
reflexive spaces ℓq, ℓp′ or ℓr.
Theorem 5.5. Let p < q and A,B ∈ L(ℓp, ℓq). Then LARB : L(ℓq, ℓp) → L(ℓp, ℓq)
is strictly singular.
Proof. Note that by Pitt’s theorem L(ℓq, ℓp) = K(ℓq, ℓp), so we simply consider the
operator LARB : K(ℓq, ℓp)→ K(ℓp, ℓq).
First, let us assume that A,B are both block-diagonal operators. Suppose LARB
is not strictly singular. Therefore, there exists a closed subspace M ⊆ K(ℓq, ℓp) such
that LARB|M is an isomorphism. By Lemma 5.2, either
(1) M contains a subspace isomorphic to ℓp or ℓq′ ; or,
(2) there exist a normalised sequence (Tn) ⊂ M and a semi-normalised block-
diagonal sequence (Sn) ⊂ K(ℓq, ℓp) such that ‖Tn − Sn‖ → 0.
In case (1), by another application of Lemma 5.2 to the subspace LARB(M) ⊂
K(ℓp, ℓq), we know that this space contains a further subspace which is isomorphic
to ℓq, ℓp′ or c0. Since p 6= q, and LARB|M is an isomorphism, the only possibility
would be that p = p′ = 2 or q = q′ = 2. In any of these cases, note that we have the
factorizations
K(ℓq, ℓp)
LA;ℓq %%❏
❏❏
❏❏
❏❏
❏❏
LARB // K(ℓp, ℓq) K(ℓq, ℓp)
RB;ℓp %%❏
❏❏
❏❏
❏❏
❏❏
LARB // K(ℓp, ℓq)
K(ℓq)
RB;ℓq
99ttttttttt
K(ℓp)
LA;ℓp
99ttttttttt
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In particular,M is isomorphic to a subspace of K(ℓp) and also to a subspace of K(ℓq).
As p and q cannot both be equal to 2, by Lemma 5.2, we arrive at a contradiction.
Hence, in case (1), LARB|M cannot be an isomorphism.
Assume now case (2) holds. As A and B are block-diagonal operators, there exist
pk < qk < pk+1 and rk < sk < rk+1 such that for x ∈ ℓp we have
Ax =
∑
k∈N
Q
(q)
[pk,qk]
AQ
(p)
[pk,qk]
x, Bx =
∑
k∈N
Q
(q)
[rk,sk]
BQ
(p)
[rk,sk]
x.
Also, there exist mk < nk such that
Sk = Q
(q)
[mk,nk]
SkQ
(p)
[mk,nk]
.
For each k ∈ N, let
m˜k = min
{
min{pj : [pj , qj] ∩ [mk, nk] 6= ∅},min{rj : [rj, sj] ∩ [mk, nk] 6= ∅}
}
and
n˜k = max
{
max{qj : [pj, qj ] ∩ [mk, nk] 6= ∅},max{sj : [rj , sj] ∩ [mk, nk] 6= ∅}
}
.
We extract a subsequence of (Sj) as follows: let j1 = 1 and for k ≥ 1, take jk
large enough so that n˜jk−1 < m˜jk . By construction, it follows that for every k ∈ N
ASjkB = Q
(q)
[m˜jk ,n˜jk ]
ASjkBQ
(p)
[m˜jk ,n˜jk ]
.
Hence, (ASjkB) is a semi-normalised block-diagonal sequence in K(ℓp, ℓq), and by
Lemma 5.1, (ASjkB) is equivalent to the unit vector basis of c0. Moreover, as
‖LARB(Tjk − Sjk)‖ → 0 when k → ∞, by standard perturbation we have that
(ATjkB) is also equivalent to the unit vector basis of c0. However, by Lemma 5.1, we
know that (Sjk) and (Tjk) are equivalent to the unit vector basis or ℓr with r =
pq
p−q
.
This is a contradiction with the assumption that LARB|M is an isomorphism.
So far, we have shown that when both A and B are block-diagonal operators,
then LARB : K(ℓq, ℓp) → K(ℓp, ℓq) is strictly singular. Now, for arbitrary A,B ∈
L(ℓp, ℓq), and every ε > 0, by [23, Lemma 4.4(i)], there exist block-diagonal operators
Aε1, A
ε
2, B
ε
1, B
ε
2 ∈ L(ℓp, ℓq) such that
‖A− (Aε1 + A
ε
2)‖ < ε, ‖B − (B
ε
1 +B
ε
2)‖ < ε.
Clearly, for every ε > 0 we have
LAε1+Aε2RBε1+Bε2 = LAε1RBε1 + LAε1RBε2 + LAε2RBε1 + LAε2RBε2 .
By the above part of the proof, it follows that each of the LAεiRBεj is strictly singular,
thus so is the sum LAε1+Aε2RBε1+Bε2 . Finally, since LAε1+Aε2RBε1+Bε2 → LARB as ε→ 0,
we conclude LARB is also strictly singular. 
We introduce the following class of operators.
Definition 5.6. Given p < q, we say that T ∈ L(X) is approximately (ℓp, ℓq)-
factorizable if, for every ε > 0, there exist operators T ε1 : X → ℓp, T
ε
2 : ℓp → ℓq and
T ε3 : ℓq → X such that
‖T − T ε3T
ε
2T
ε
1 ‖ ≤ ε.
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Note that the class of approximately (ℓp, ℓq)-factorizable operators forms a closed
operator ideal contained in that of strictly singular operators. Indeed, with the
above notation, every operator T ε2 : ℓp → ℓq is strictly singular; since the strictly
singular operators are a closed operator ideal, it follows that every approximately
(ℓp, ℓq)-factorizable operator is strictly singular.
Theorem 5.7. Suppose that A,B ∈ L(X) are approximately (ℓp, ℓq)-factorizable
operators for some p < q. Then LARB : L(X)→ L(X) is strictly singular.
Proof. For every ε > 0, let Aε1, B
ε
1 : X → ℓp, A
ε
2, B
ε
2 : ℓp → ℓq and A
ε
3, B
ε
3 : ℓq → X
be such that ‖A − Aε3A
ε
2A
ε
1‖ ≤ ε and ‖B − B
ε
3B
ε
2B
ε
1‖ ≤ ε. For convenience, set
Aε = Aε3A
ε
2A
ε
1 and B
ε = Bε3B
ε
2B
ε
1. The factorizations
X
Aε1

Aε // X X
Bε1

Bε // X
ℓp
Aε2 // ℓq
Aε3
OO
ℓp
Bε2 // ℓq
Bε3
OO
yield the following factorization for the corresponding multiplication operators:
L(X)
LAε
1
RBε
3

LAεRBε // K(X)
K(ℓq, ℓp)
LAε2
RBε2
// K(ℓp, ℓq)
LAε
3
RBε
1
OO
Here we use implicitly Pitt’s theorem which asserts L(ℓq, ℓp) = K(ℓq, ℓp) for p < q.
Theorem 5.5 yields that LAε2RBε2 and, hence LAεRBε , is strictly singular for every
ε > 0. Note that
‖LARB − LAεRBε‖ ≤ ‖LA − LAε‖‖RB‖+ ‖LAε‖‖RB − RBε‖
≤ ‖B‖ ε+ (‖A‖+ ε) ε.
The conclusion follows from the fact that the strictly singular operators form a closed
ideal. 
6. Factorization of strictly singular operators on Lp
In this section we focus on the case X = Lp([0, 1]), for 1 < p < ∞ and p 6= 2, en-
dowed with Lebesgue measure µ. For simplicity we will always write Lp. According
to [15, Theorem 2.9], A,B ∈ S(Lp) if and only if LARB is strictly singular on L(Lp).
However, the proof of this result is considerably long, and a more concise argument
would be desirable. Our aim here is to show how factorization techniques can shed
some light in this direction.
Recall that T ∈ S(Lp) is equivalent to T
∗ ∈ S(Lp′),
1
p
+ 1
p′
= 1 [25]. Also recall
that a subset W ⊆ Lp is uniformly p-integrable when
lim
µ(A)→0
sup
f∈W
‖fχA‖p = 0.
An argument like [26, III.C.12], see also [9, Lemma 1], yields:
Lemma 6.1. Let W ⊆ Lp (p 6= 2) be a bounded convex symmetric set. The following
are equivalent:
(a) W is uniformly p-integrable;
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(b) W does not contain any sequence (xn) which is equivalent to the unit vector basis
of ℓp and spans a complemented subspace;
(c) For every ε > 0, there is Mε > 0 such that W ⊆MεBL∞ + εBLp.
Let us start with a factorization property of strictly singular operators on Lp.
Theorem 6.2. Let p < 2 and T ∈ S(Lp). There are a Banach lattice XT ⊆ Lp such
that the unit ball of XT is uniformly p-integrable in Lp, and operators R : Lp → ℓp,
S : ℓp → XT making the following diagram commutative
Lp
R

T // Lp
ℓp
S // XT
j
OO
where j : XT →֒ Lp denotes the formal inclusion.
We prepare the proof with the following lemmas.
Lemma 6.3. Let 1 < p < 2 and T : Lp → Lp be ℓp-singular. Then T (BLp) is a
uniformly p-integrable set.
Proof. Set W0 = T (BLp). By Lemma 6.1, it is enough to see that W0 does not
contain any sequence which is equivalent to the ℓp basis. Suppose the contrary, and
let (xn) ⊆ BLp be such that, for some constant C > 0 and any sequences (an) of
scalars, we have
1
C
(∑
n
|an|
p
) 1
p
≤
∥∥∥∥∥∑
n
anTxn
∥∥∥∥∥ ≤ C
(∑
n
|an|
p
) 1
p
.
Passing to a subsequence, there is no loss of generality in assuming that (xn) is
weakly null, and hence unconditional. Using unconditionality and the fact that Lp
has type p it follows that for some constants K,M > 0 we have
1
C
(∑
n
|an|
p
) 1
p
≤
∥∥∥∥∥∑
n
anTxn
∥∥∥∥∥ ≤ ‖T‖
∥∥∥∥∥∑
n
anxn
∥∥∥∥∥
≤ K
∫ 1
0
∥∥∥∥∥∑
n
anrn(t)xn
∥∥∥∥∥ dt ≤ KM
(∑
n
|an|
p
) 1
p
.
Therefore T is invertible on the span of (xn), which is equivalent to the unit vector
basis of ℓp. This contradicts the assumption that T is ℓp-singular. 
For p < q, let iq,p : Lq →֒ Lp denote the formal inclusion operator.
Lemma 6.4. Let p > 2 and T : Lp → Lp be ℓ2-singular. Then the operator
ip,2T : Lp → L2 is compact.
Proof. Suppose (xn) ⊆ Lp is a bounded sequence which, without loss of generality,
can be assumed to be weakly null and normalised, and that lim infn ‖ip,2Txn‖2 > 0.
Hence, we can extract a subsequence such that (ip,2Txn) is equivalent to the unit
basis of ℓ2. Since p > 2, by [10] it follows that (xn) is either equivalent to the unit
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basis of ℓp or ℓ2. Suppose that (xn) is equivalent to the unit basis of ℓ2, then for
arbitrary scalars (an) we have∥∥∥∑
n
anxn
∥∥∥
p
≈
(∑
n
|an|
2
) 1
2
≈
∥∥∥∑
n
anip,2Txn
∥∥∥
2
≤
∥∥∥∑
n
anTxn
∥∥∥
p
.
Thus, T is an isomorphism on the subspace generated by (xn) which is a contradic-
tion with T being ℓ2-singular. Therefore, (xn) must be equivalent to the unit vector
basis of ℓp, but this would imply that for every k ∈ N
k
1
2 .
∥∥∥ k∑
n=1
ip,2Txn
∥∥∥
2
.
∥∥∥ k∑
n=1
xn
∥∥∥
p
. k
1
p .
This is impossible for large k as p > 2, so we conclude that lim infn ‖ip,2Txn‖2 = 0
and ip,2T is compact, as claimed. 
Next result is based on a well-known interpolation construction from [4] (see also
[2, Section 5.2]).
Lemma 6.5. Let 1 < p < 2 and T ∈ S(Lp). There exist a Banach lattice XT with
the following properties:
(i) j : XT →֒ Lp is bounded.
(ii) T˜ : Lp → XT given by T˜ x = Tx is bounded.
(iii) The unit ball of XT is uniformly p-integrable in Lp.
(iv) T˜ is strictly singular.
(v) The composition T˜ i2,p : L2 → XT is compact.
Proof. LetW denote the solid convex hull of T (BLp). Clearly,W is convex, solid and
uniformly p-integrable in Lp, by Lemma 6.3. For each n ∈ N, let Un = 2
nW+2−nBLp ,
and denote
‖x‖n = inf{λ > 0 : x ∈ λUn}.
Let us define
XT =
{
x ∈ Lp : ‖x‖XT =
(∑
n∈N
‖x‖2n
) 1
2
<∞
}
.
By [2, Theorem 5.41], it follows that XT is a Banach lattice, that the operator
T˜ : Lp → XT given by T˜ (x) = T (x) is bounded, and the inclusion j : XT → Lp is
also bounded (see also [2, Theorem 5.37]). Thus, we have (i) and (ii).
For the proof of (iii), let ε > 0 and let n ∈ N such that 2−n+1 < ε ≤ 2−n+2.
Since W is uniformly p-integrable, by Lemma 6.1 there is Mε/2 > 0 such that
W ⊆ Mε/2BL∞ +
ε
2
BLp. Now let x ∈ XT such that ‖x‖XT ≤ 1. In particular, we
have that ‖x‖n ≤ 1, or in other words,
x ∈ 2nW + 2−nBLp ⊆ 2
nMε/2BL∞ + 2
−nBLp +
ε
2
BLp
⊆
4Mε/2
ε
BL∞ + εBLp.
Hence, BXT ⊆
4Mε/2
ε
BL∞ + εBLp, and since this holds for every ε > 0, it follows by
Lemma 6.1 that BXT is uniformly p-integrable in Lp.
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Recall an operator S : E → F is strictly singular if and only if for every infinite-
dimensional subspaceX ⊆ E, there is a further infinite-dimensional subspace Y ⊆ X
such that the restriction S|Y is compact. Thus, (iv) follows from [2, Theorem 5.40].
Finally, for the proof of (v), note first that T i2,p : L2 → Lp is compact. Indeed,
since T ∈ S(Lp), we have that T
∗ ∈ S(Lp′) and by Lemma 6.4, it follows that
ip′,2T
∗ : Lp′ → L2 is compact. By duality, we have that T i2,p : L2 → Lp is compact
and the conclusion follows from [2, Theorem 5.40]. 
Proof of Theorem 6.2. By Lemma 6.5 we have the factorization
Lp
T˜   ❇
❇❇
❇❇
❇❇
❇
T // Lp
XT
j
>>⑤⑤⑤⑤⑤⑤⑤⑤
where j maps the unit ball into a uniformly p-integrable set.
Moreover, the composition T˜ i2,p : L2 → XT is compact. From this fact and duality,
using [8] it follows that T˜ actually factors through ℓp:
Lp
R ❄
❄❄
❄❄
❄❄
T˜ // XT
ℓp
S
>>⑦⑦⑦⑦⑦⑦⑦⑦
Joining the two diagrams we get the result. 
Remark 6.6. For the sake of completeness, let us briefly recall the factorization
construction given in [8] for an operator A : Lp → Lp with p > 2: Let (hn)n∈N
denote the Haar basis for Lp. For increasing sequences (kn)n∈N, (Mn)n∈N in N,
take Hn = [hi]
kn+1−1
i=kn
and |f |n = max{Mn‖f‖L2, ‖f‖Lp}. It can be checked that
Y = (⊕n∈N(Hn, | · |n))ℓp is isomorphic to ℓp. Moreover, for x ∈ Lp, set A1(x) =
(yn)n∈N ∈ Y , where yn ∈ Hn are such that A(x) =
∑
n∈N yn, and for (xn)n∈N ∈ Y
set A2((xn)n∈N) =
∑
n∈N xn. The proof given in [8] yields that if ip,2A is compact,
then there exist increasing sequences (kn)n∈N, (Mn)n∈N such that the corresponding
A1 and A2 are bounded, and clearly A = A2A1.
Remark 6.7. The Banach lattice XT constructed in the lemma (and thus in The-
orem 6.2) can actually be taken to be a rearrangement invariant space. This can
be done by taking W closed under measure rearrangements of the underlying space
[0, 1]. We refer the reader to [14] for background on rearrangement invariant spaces.
Similarly, for q > p one can also achieve that Lq ⊆ XT by enlarging W in the above
proof.
Recall that an operator T : E → Y on a Banach lattice E is called M-weakly
compact if ‖Txn‖ → 0 for every sequence of pairwise disjoint normalised vectors
(xn) ⊆ E. By duality, the following is an immediate consequence of Theorem 6.2.
Corollary 6.8. Let p > 2 and T ∈ S(Lp). There are a rearrangement invariant
space XT and operators T1 : Lp → XT , T2 : XT → ℓp and T3 : ℓp → Lp making the
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following diagram commutative
Lp
T1

T // Lp
XT
T2 // ℓp
T3
OO
with T1 M-weakly compact.
Proof. If T ∈ S(Lp), then T
∗ ∈ S(Lp′) [25]. Now since p
′ < 2, Theorem 6.2 gives us
the factorization T ∗ = jSR. Let T1 = j
∗, T2 = S
∗ and T3 = R
∗. By [2, Theorem
5.64], and the fact that j(BLp′ ) is uniformly p-integrable, it follows that T1 = j
∗ is
M-weakly compact. 
Theorem 6.9. Let A,B ∈ S(Lp). Then LARB factors through K(ℓp).
Proof. By passing to adjoints we can assume without loss of generality that p > 2.
First, let us show that A and B have factorization diagrams through the same spaces.
To this end, letX1 be the subspace of Lp consisting of functions supported on [0, 1/2]
and X2 those supported on [1/2, 1]. Clearly, we have the (band) decomposition Lp =
X1⊕X2 and lattice isomorphisms ϕi : Xi → Lp for i = 1, 2. Let ji : Xi → Lp denote
the inclusion operators, and Pi : Lp → Xi the corresponding (band) projections for
i = 1, 2. Let us consider the operator
T = j1ϕ
−1
1 Aϕ1P1 + j2ϕ
−1
2 Bϕ2P2.
Clearly, T ∈ S(Lp), so Corollary 6.8 yields the factorization
Lp
T1

T // Lp
XT
T2 // ℓp
T3
OO
with T1 M-weakly compact. It follows that we can factor A and B as follows
Lp
A1

A // Lp Lp
B1

B // Lp
XT
A2 // ℓp
A3
OO
XT
B2 // ℓp
B3
OO
where A1 and B1 are M-weakly compact.
Therefore, we can write LARB = (LA3RB1) ◦ (LA2RB2) ◦ (LA1RB3). We claim that
LA1RB3(L(Lp)) ⊆ K(ℓp, XT ).
Indeed, assuming the contrary, let T ∈ L(Lp) and take a norm bounded sequence
(xn) ⊆ ℓp such that (A1TB3xn) has no convergent subsequence. Passing to a further
subsequence we can assume that (xn) is weakly null and equivalent to the unit vector
basis of ℓp. By [10], it follows that up to a further subsequence (TB3xn) ⊆ Lp is
either equivalent to the unit vector basis of ℓ2 or ℓp. In the former case, as p > 2,
it would follow that ‖TB3xn‖ → 0 by Pitt’s theorem. In the latter, we actually
have that ‖TB3xn − yn‖ → 0 for a certain pairwise disjoint sequence (yn) ⊆ Lp.
Now, since A1 is M-weakly compact, it follows that ‖A1TB3xn‖ → 0. This is a
contradiction, hence LA1RB3(L(Lp)) ⊆ K(ℓp, XT ), as claimed.
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In particular, we have the following factorization:
L(Lp)
LA1RB3

LARB // K(Lp)
K(ℓp, XT )
LA2RB2 //
LA2 %%❑❑
❑❑
❑❑
❑❑
❑❑
K(XT , ℓp)
LA3RB1
OO
K(ℓp)
RB2
99ssssssssss

Remark 6.10. Let us briefly recall part of the strategy of proof of [15, Theorem 2.9]:
after some preliminary block-diagonalization argument, the authors show that if
A,B ∈ S(Lp) (p > 2) and LARB were not strictly singular, then it must be invertible
on a subspace isomorphic to ℓs, with s =
2p
p−2
(see Claim 1 in the proof of [15,
Theorem 2.9]); from there, some more work is necessary to reach a contradiction with
the strict singularity of B. Alternatively, Theorem 6.9 together with Lemma 5.2,
yield that if A,B ∈ S(Lp), and LARB is invertible in some subspace X ⊆ L(Lp),
then X should contain a subspace isomorphic to ℓp, ℓp′ or c0 (although this last
option is impossible because of the weak compactness of LARB). Hence, the case
X = ℓs as above can also be ruled out by this approach.
Remark 6.11. We do not know whether every T ∈ S(Lp) is approximately (ℓr, ℓs)-
factorizable for some r < s. In fact, we do not know whether for an operator T ∈
S(Lp), and every ε > 0, there exist r(ε) < s(ε), two sequences of finite dimensional
spaces (Xn)n∈N, (Yn)n∈N and operators
T ε1 : Lp −→ (⊕Xn)ℓr(ε)
T ε2 : (⊕Xn)ℓr(ε) −→ (⊕Yn)ℓs(ε)
T ε3 : (⊕Yn)ℓs(ε) −→ Lp
such that ‖T − T ε3T
ε
2T
ε
1‖ ≤ ε. Keeping in mind the previous comment, by Remark
5.3 and the argument in the proof of Theorem 6.9, such a factorization would yield
an alternative direct proof of [15, Theorem 2.9].
In connection with approximate factorization the following property of strictly
singular operators might be useful (compare with [6, Proposition 4.1]). For a mea-
surable set A ⊆ [0, 1], let PA denote the projection onto the band of functions
supported on A: PAx = χAx.
Proposition 6.12. Let T ∈ L(Lp) be ℓp-singular. When p < 2, for every ε > 0,
there is δ > 0 such that if µ(A) < δ, then ‖PAT‖ ≤ ε. Similarly, when p ≥ 2, for
every ε > 0, there is δ > 0 such that if µ(A) < δ, then ‖TPA‖ ≤ ε.
Proof. By duality it is enough to proof the first statement. By Lemma 6.3, T (BLp)
is a uniformly p-integrable set. Thus, for every ε > 0 there is Mε > 0 such that
T (BLp) ⊆ MεBL∞ +
ε
2
BLp . Let δ = (ε/2Mε)
p. It follows that for any set with
µ(A) < δ
‖PAT‖ = sup
x∈BLp
‖PATx‖p ≤ sup
x∈BLp
‖PAMε‖p +
ε
2
≤ ε.

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