Abstract. We prove scattering ofH k :=Ḣ k (R n ) ∩Ḣ 1 (R n )-solutions of the loglog energy-supercritical Schrödinger equation i∂tu+△u = |u| 4 n−2 u log c (log (10 + |u| 2 )), 0 < c < cn, n = {3, 4}, with radial data
Introduction
We shall study the solutions of the following Schrödinger equation in dimension n, n ∈ {3, 4}:
(1.1) i∂ t u + △u = |u| Bourgain [1] proved global existence and scattering of radial solutions in the class
x in dimension n = 3, 4. He also proved this fact that for smoother solutions. Another proof was given by Grillakis [5] in dimension n = 3. The radial assumption for n = 3 was removed by Colliander-Keel-StaffilaniTakaoka-Tao [4] . This result was extended to n = 4 by Rickman-Visan [7] and finally to n ≥ 5 by Visan [12] . If p > 1 + n−2 +ǫ u|) then the nonlinearity of (1.1) is said to be barely supercritical.
In this paper we are interested in establishing global well-posedness and scattering ofH k := H k (R n ) ∩ H 1 (R n ) -solutions of (1.1) for n ∈ {3, 4}. First we prove a local-wellposed result. The local well-posedness theory for (1.1) and for H k -solutions can be formulated as follows This allows to define the notion of maximal time interval of existence I max , that is the union of all the intervals I containing 0 such that (1.7) holds in the class ≤ f (T, u 0 Hk ) for arbitrary large time T > 0. In fact we shall prove that the bound does not depend on time T .
The main result of this paper is:
Theorem 1.1. The solution of (1.1) with data u(0) := u 0 ∈H k , n = {3, 4}, k > n 2 and 0 < c < c n exists for all time T . Moreover there exists a scattering state u 0,+ ∈H k such that
and there exists C depending only on u 0 Hk such that
we have the wellknown generalized pointwise dispersive estimate:
Here 2 ≤ p ≤ ∞ and p ′ is the conjugate of p. We recall some useful Sobolev inequalities:
If u is anH k solution of i∂ t u + △u = F (u), u(t = 0) := u 0 and if t 0 ∈ R then, combining (1.13) with the Strichartz estimates (see for example [6] ), we get
if j ∈ {1, k} and we write
with u l,t0 denoting the linear part starting from t 0 , i.e (1.17) u l,t0 := e i(t−t0)△ u(t 0 ) and u nl,t0 denoting the nonlinear part from t 0 , i.e
Moreover u has a finite energy
: this follows from a simple integration by part
combined with (1.14). A simple computation shows that the energy is conserved, or, in other words, that E(u(t)) = E(u 0 ). Let χ be a smooth, radial function supported on |x| ≤ 2 such that χ(x) = 1 if |x| ≤ 1. If x 0 ∈ R n , R > 0 and u is añ H k solution of (1.1) then we define the mass within the ball B(x 0 , R)
Recall (see [5] ) that
and that its derivative satisfies
Now we set up some notation. We write a << b if a ≤ 1 100 b, a >> b is a ≥ 100b and a ∼ b if
We say thatC is the constant determined by a b (or a E b) if it is the smallest constant
Now we explain how this paper is organized. In Section 3 we prove the main result of this paper, i.e Theorem 1.1. The proof relies upon the following bound of u
on an arbitrary long time interval
x norm " Let u be anH k solution of (1.1) on an interval J. There exist three constants C 1 >> E 1, C 2 >> E 1, a n > 0 and
with b n such that
By combining this bound with the Strichartz estimates, we can prove, by induction, that in fact this norm and other norms (such as
, etc.) can be bounded only by a constant only depending on the norm of the initial data. This already shows (by Proposition 2) global well-posedness of thẽ H k -solutions of (1.1). In fact we show that that these bounds imply a linear asymptotic behaviour of the solutions, or, in other words, scattering. The rest of the paper is devoted to prove Proposition 3. First we prove a weighted Morawetztype estimate: it shows, roughly speaking, that the L
norm of the solution cannot concentrate around the origin on long time intervals. Then we modify arguments from Bourgain [1] , Grillakis [5] and mostly Tao [11] . We divide J into
norm of u is small but substantial. We prove that, on most of these intervals, the mass on at least one ball concentrates. By using the radial assumption, we prove that in fact the mass on a ball centered at the origin concentrates. This implies, by using the Morawetz-type estimate that there exists a significant number of intervals (in comparison with L) that concentrate around a pointt and such that the mass concentrates around the origin. But, by Hölder, this implies that L is finite: if not it would violate the fact
norm of the solution is bounded by some power of the energy. The process involves several tuning parameters. The fact that these parameters depend on the energy is not important; however, it is crucial to understand how they depend on g(M ) since this will play a prominent role in the choice of c n for which we have global well-posedness and scattering ofH k -solutions of (1.1) ( with g(|u|) := log c log (10 + |u| 2 ) and c < c n ): see the proof of Theorem 1.1, Section 3.
Local well-posedness and criterion for global well-posedness
In this section we prove Proposition 1 and Proposition 2.
2.1. Proof of Proposition 1. This is done by a modification of standard arguments to establish a local well-posedness theory for (1.4).
We define (2.1)
and, for some C > 0 to be chosen later,
X 1 ∩ X 2 is a closed space of the Banach space X: therefore it is also a Banach space.
By the fractional Leibnitz rule (see Appendix) and (1.14) we have (2.5)
if j ∈ {1, k}. Therefore by the Strichartz estimates (1.15) and the Sobolev embedding (1.14) we have
Therefore if let let C be equal to the maximum of the constants determined by (2.6) and (2.8), then we see that Ψ(
• Ψ is a contraction. Indeed, by the fundamental theorem of calculus
Proof of Proposition 2.
Again, this is done by a modification of standard arguments used to prove a criterion of global well-posedness of (1.3) (See [10] for similar arguments). Assume that u
• First step: Q(I max , u) < ∞. Indeed, let ǫ << 1. Let C be the constant determined by in (1.15). We divide I max into subintervals (
Notice that such a partition always exists since, for J large enough, (2.12)
By the fractional Leibnitz rule (see Appendix) and (1.15) we have (2.13)
and by a continuity argument,
and, by the dominated convergence theorem, there existst such that e it△ u 0
(with δ defined in Proposition 1). Hence contradiction.
Proof of Theorem 1.1
The proof is made of two steps:
• finite bound of
. By time reversal symmetry 1 and by monotone convergence it is enough to find, for all T ≥ 0, a finite bound of all these norms restricted to [0, T ] and the bound should not depend on T . We define
We claim that F = [0, ∞) for M 0 , a large constant (to be chosen later) depending only on u 0 Hk . Indeed
In view of (1.27), this implies, in particular, that
is a solution of (1.1) then t →ū(−t, x) is also a solution of (1.1)
Let ǫ << 1. We get from (1.15) and the Sobolev inequality
Let C be the constant determined by in (3.3). We may assume without loss of generality that C >> max u 0 100
then a simple continuity argument shows that
.
Notice that such a partition exists by (3.2) and the following inequality (3.5)
(2i log (2C)+2 log ( u0 Hk ))
Moreover, by iterating the procedure in (3.3) and (3.4) we get
Therefore by (3.5) there exists
• Scattering: it is enough to prove that e −it△ u(t) has a limit as t → ∞ iñ H k . If t 1 < t 2 then we have
and we conclude from he previous step that given ǫ > 0 there exists
The Cauchy criterion is satisfied. Hence scattering.
Proof of Proposition 3
The proof relies upon a Morawetz type estimate that we prove in the next subsection:
Lemma 4. " Morawetz type estimate" Let u be a smooth solution of (1.1) on an interval I. Let A > 1. Then
We prove now Proposition 3
Step 1
. It is enough to find an upper bound of L that would depend on the energy E and M . The value of this parameter is not chosen randomly: it is the largest one (modulo the energy) such that all the constraints appearing throughout the proof are satisfied.
Step 2
We first prove that some norms on these intervals J l are bounded by a constant that depends on the energy.
Therefore, by a continuity argument, we conclude that Du
Result 2. LetJ ⊂ J be such that
Proof. By Result 1 we have
Therefore (4.8) holds.
Step 3
We define the notion of exceptional intervals and the notion of unexceptional intervals. Let (4.10)
, n = 4
Notice that, in view of the Strichartz estimates (1.15), it is easy to find an upper bound of the cardinal of the exceptional intervals:
Step 4
Now we prove that on each unexceptional subintervals J l there is a ball for which we have a mass concentration.
Result 3. "Mass Concentration" There exists an x l ∈ R n , two constants c << E 1 and C >> E 1 such that for each unexceptional interval J l and for t ∈ J l
• if n = 3 (4.13) M ass u(t), B(x l , Cg
• if n = 4 (4.14)
M ass u(t), B(x l , Cg
Proof. By time translation invariance 2 we may assume that t l = 0. By using the pigeonhole principle and the reflection symmetry (if necessary) 3 we may assume that (4.15)
By the pigeonhole principle there exists t * such that
(with η 3 << 1) and 2 i.e if u is a solution of (1.1) and t 0 ∈ R then (t, x) → u(t − t 0 , x) is also a solution of (1.1) 3 if u is a solution of (1.1) then (t, x) →ū(−t, x) is also a solution of (1.1)
Applying Result 2 to (4.15) we have (4.18)
and, composing this equality with e i(t−t * |J l |)△ we get
We get from the Strichatz estimates (1.15) and the Sobolev inequality (1.13)
Notice also that η 2 << η 1 and that J l is non-exceptional. Therefore u l,t1
<< η 1 and combining this inequality with (4.21) and (4.18) we conclude that the
By (1.15), (4.20) and (4.21) we also have an upper bound of the L
Now we use a lemma that is proved in Subsection 4.1.
(4.25)
Now notice that by the Duhamel formula v 1 (t) = u l,(t * −η3)|J l | (t)−u l,t− (t) and therefore, by the Strichartz estimates (1.15) and the conservation of energy, v 1
and, by interpolation,
and, in view of (4.26)
Writing M ass(v(t), B(x, r)) = r Therefore, by (1.25) we see that if R = C 4 (E)η
. By Hölder inequality and by (4.17) R) ). Applying again (1.25) we get
for t ∈ J l . Putting everything together we get (4.13) and (4.14).
Next we use the radial symmetry to prove that, in fact, there is a mass concentration around the origin.
Step 5
Result 4. "Mass concentration around the origin " There exists a constant C >> E 1 such that on each exceptional interval J l we have
M ass u(t), B(0,Cg
• if n = 4 (4.34)
M ass u(t), B(0,Cg
(n 2 +12n+4)(5n−2) 2(n+2)(6−n)
Proof. We deal with the case n = 4. The case n = 3 is treated similarly and the proof is left to the reader.
Let A :=Cg (n 2 +12n+4)(5n−2) 2(n+2)(6−n) (M ) for someC >> E C (Recall that C is defined in (4.14) ). There are (a priori) two options:
2 ) that are disjoint. Now, since the solution is radial, the mass on each of these balls B j is equal to that of the ball B(x l , Cg (n−2)(n 2 +12n+4) 2(n+2)(6−n)
. But then by Hölder we have
and summing over j we see from the equality u(t)
must be true. But with the value of A chosen above we see that this inequality cannot be satisfied ifC is large enough. Therefore this scenario is impossible.
Then by (4.14) and the triangle inequality, we see that (4.34) holds.
Remark 4.1. In order to avoid too much notation we will still write in the sequel C forC in (4.34).
Step 6
Combining the inequality (4.34) to the Morawetz type inequality found in Lemma 4 we can prove that at least one of the intervals J l is large. More precisely Result 5. "One of the intervals J l is large " There exists a constant << E 1 (that we still denote by c to avoid too much notation) andl
Proof. Again we shall treat the case n = 4. The case n = 3 is left to the reader. There are two options:
. By Hölder inequality (in space), by integration in time we have (4.39)
After summation over l we see, by (4.34) and (4.1) that
and after rearranging, we see that
and therefore, writing 
and therefore (see the end of the proof of the previous case) we see, after plugging the value of η 2 that there exists a constant << E 1 such that (4.38) holds.
Step 7
We use a crucial algorithm due to Bourgain [1] to prove that there are many of those intervals that concentrate.
Result 6. " Concentration of intervals " Let
Assume that L > 1. Then there exists a timet, K > 0 and intervals J l1 , ...., J lK such that
There are several steps (1) By Result 5 there exists an interval J l1 such that |J l1 | ≥ η|J|. We have
(2) Remove all the intervals J l such that |J l | ≥ intervals to be removed and there are at most 4η −1 remaining connected components. Apply (3) again: if L 1 ≤ 100η −1 then we let K = 2 and we can check that (4.47) is satisfied, since K 1 contains at least
(5) We can iterate this procedure K times as long as L K ≥ 1. It is not difficult to see that there exists a K satisfying (4.47) and
Step 8
We prove that L < ∞, by using Step 7 and the conservation the energy. More precisely Result 7. "finite bound of L" There exist two constants C 1 >> E 1 and C 2 >> E 1 such that
Proof. Again we shall prove this result for n = 4. The case n = 3 is left to the reader. Let R := Cg
for all t ∈ J l k . Even if it means redefining C 4 then we see, by (1.25) and (4.46) that (4.50) holds of t =t with c substituted for 
i.e making it larger than its original value modulo a multiplication by some power of max (1, E) 5 Notation:
and by Hölder inequality, there exists a constant << E 1 (that we still denote by c) such that (4.54)
and after summation over k, we get (4.55)
≤ E. Rearranging we see that there exists a constant >> E 1 (that we still denote by C) such that there are two constants C 1 >> E 1 and
We see that (4.49) holds.
Step 9
This is the final step. Recall that there are L intervals J l and that on each of these intervals except maybe the last one we have u
Therefore, there are two constants >> E 1 (that we denote by C 1 and C 2 ) such that (4.49) holds.
Proof of Lemma 5.
In this subsection we prove Lemma 5. There are two cases
By the fundamental theorem of calculus (and the inequality
Moreover, by Sobolev (and the inequality u L ∞
Therefore, by interpolation of (4.57) and (4.58), we get
Now, by the fundamental theorem of calculus, the inequality |x|g ′ (|x|) g(|x|), (1.22) and (1.19) we have
and, by the dispersive inequality (1.12) we conclude that
Interpolating this inequality with
we get (4.24).
• n = 4 By the Fundamental Theorem Of Calculus we have
So it suffices to estimate Dv 1
. 
n (M ) and by combining (4.65) with the dispersive inequality (1.12) we have
We conclude from (4.64) and (4.66) that (4.24) holds. 
Therefore, adding (4.67) and (4.68) leads to (4.69)
We are interested in finding a function F 1 : C × C → C, continuouly differentiable such that F 1 (z,z) = F 1 (z,z), F 1 (0, 0) = 0 and A 1 = ∂ k F 1 (u,ū). Notice that the first condition implies in particular that ∂zF 1 (z,z) = ∂ z F 1 (z,z). Therefore we get, after computation
and by the fundamental calculus, if such a function exists, then (4.74)
and, after a change of variable, we get (4.75)
Conversely it is not difficult to see that F 1 satisfies all the required conditions.
We turn now to A 2 . We can write Again we search for a function F 2,1 : C × C → C and continuously differentiable such that F 2,1 (z,z) = F 2,1 (z,z) and A 2,1 = ∂ k F 2,1 (u,ū). By identification we have
and by the fundamental theorem of calculus (4.80)
and, after a change of variable, we get
Again, we can easily check that F 2,1 satisfies all the required conditions. By using a similar process we can prove that
Therefore we get the local momentum conservation identity
withF (u,ū) defined in (4.2). This identity has a similar structure to the local momentum conservation that for a solution v of the energy-critical Schrödinger equation
With this in mind, we multiply (4.84) by an appropriate spatial cutoff, in the same spirit as Bourgain [1] and Grillakis [5] , to prove a Morawetz-type estimate.
We follow closely an argument of Tao [11] : we introduce the weight a(x) :=
where χ is smooth function,radial such that χ(|x|) = 1 for |x| ≤ 1 and χ(|x|) = 0 for |x| ≥ 2. We give here the details since this equation, unlike the energy-critical Schrödinger equation, has no scaling property. Notice that a is convex on |x| ≤ A|I| 1 2 since it is a composition of two convex functions. We multiply (4.84) by ∂ k a and we integrate by parts
and (4.88)
Moreover we have |−△(△a)| 
for some constant C ≥ 1. After rearranging we get (4.1).
APPENDIX
We shall prove the following Leibnitz rule:
Here F [i] and G [i] denote the i th -derivatives of F and G respectively.
Proof. The proof relies upon an induction process, the usual product rule for fractional derivatives
and the usual Leibnitz rule for fractional derivatives :
. Moreover we shall use interpolation and the properties of F to control the intermediate terms.
Let k = 2. Then
We estimate A 1 . A 2 is estimated in a similar fashion. By (5.4), (5.5) and the
6 notice that in [3] , they add the restriction 0 < α 1 < 1. It is not difficult to see that this restriction is not necessary: see Taylor [8] 
Using the assumption
Moreover, by ( 5.5 ), the assumptions on F and G, (5.8) and 5.9 get (5.11)
Now let us assume that the result is true for k. Let us prove that it is also true for k + 1. By (5.4) we have
We estimate A k+α . Notice that, since the result is true for k, we get, after checking that ∂ z G satisfies the right assumptions, (5.14)
Notice also that, by complex interpolation 
Plugging this bound into (5.13) we get the required bound for A ′ 1,1 . We turn to A . We have (5.18)
