Abstract-The impact of the signal bandwidth and observation bandwidth on the detection performance of the maximumminimum eigenvalue detector is studied in this letter. The considered signals are the Gaussian signals. The optimum ratio between the signal and the observation bandwidth is analytically proven to be 0.5 when reasonable values of the system dimensionality are used. The analytical proof is verified by simulations.
I. INTRODUCTION
A N EXPLOSIVE growth in wireless data traffic is currently being witnessed. Accordingly, the need for higher data rates is continuously increasing. At the same time, many studies have shown some spectrum underutilization in various bands [1] . Therefore, an efficient way to regulate the available radio spectrum is needed. A promising spectrum regulatory framework based on dynamic spectrum access is introduced and referred to as cognitive radio (CR).
In CR, there are two types of spectrum users: primary user (PU) and secondary user (SU). The PU is the licensed owner of the spectrum with the right to access the spectrum whenever needed. A SU is a user that accesses the spectrum opportunistically when it is free of use by its PU. This free of use spectrum is referred to as a spectrum hole. To find a spectrum hole, a SU can monitor a specific band and test for the existence or absence of the PU's signal within that band; this process is called spectrum sensing.
Spectrum sensing can be performed using various known features of the PU signal. However, those features are not available at all time for all systems. Therefore, performing spectrum sensing without a-priori knowledge about the PU signal is necessary. Such type of spectrum sensing is called blind spectrum sensing. There exist many blind spectrum sensing techniques in the literature. Among those techniques is the maximum-minimum eigenvalue (MME) detection introduced in [2] . MME employs the eigenvalues of the received signal covariance matrix to perform the detection. A necessary condition for MME is the existence of noise only (i.e., no signal) components in the signal spectrum. To optimize the performance for sensing algorithms, parameters setting is a necessity, for example see [3] . Therefore, in this letter a novel investigation on the impact of the signal bandwidth and the noise only bandwidth is carried out. An analytical proof of the optimal signal and noise only bandwidths is presented. The analytical proof is supported by simulations.
II. SYSTEM MODEL Suppose a received signal, X, that can be either Gaussian noise only components, Z, or a PU Gaussian signal, S, bearing Gaussian noise. Therefore, a binary hypothesis framework can be set as
where H 0 is the hypothesis of the existence of noise only and H 1 is the hypothesis denoting the existence of a signal bearing noise. X, Z and S are N × L matrices composed as X, S, and Z ∈ C N×L . Physically, L and N are interpreted as L series of received signal samples, each series has N samples. The ratio of L to N will hereafter be denoted as c.
For a specific sensing technique, the sensing accuracy is evaluated through its probability of false alarm and probability of detection. The probability of false alarm, p f , is the probability of wrongfully detecting the existence of a signal when noise only is received [4] . The probability of detection, p d is defined as the probability of correctly detecting an omnipresent signal [4] .
The following part of the paper presents the essence of the MME detector developed in [2] . Starting from the assumption of having white Gaussian noise, when N and L → ∞, the noise statistical covariance matrix R z is defined as
where E{·} denotes the expected value, (.) H denotes the complex conjugate transpose and I L is the identity matrix of order L. In the same manner, the statistical covariance matrices of X and S are R x and R s , respectively, and they are defined as:
Relying on the fact that the signal and noise are independent, then
As in [2] , because a finite number of samples exist, the sample covariance matrix (SCM) is computed instead of the statistical covariance matrix. The SCM of the received signal is obtained byR
Now suppose thatR x has the descending ordered eigenvalues 
When there is no signal, X = Z is a zero-mean Gaussian random variable, andR x is a Wishart matrix. Therefore, the maximum eigenvalue ofR x , λ 1 , has a probability density function that follows the Tracy-Widom distribution of order 1 [5] , [6] . From that background, to declare the existence or absence of a signal, a detection threshold, Λ, of the ratio between the maximum and minimum eigenvalues, λ 1 and λ L , is set and found as [2]
where
is the inverse of the Tracy-Widom distribution of order 1. Accordingly, MME performs the detection as
III. SIGNAL BANDWIDTH IMPACT ON MME
A. Gaussian Signal Bearing Gaussian Noise Covariance Matrix Eigenvalues Distribution
To study the eigenvalues distribution pattern for a covariance matrix of a Gaussian signal bearing Gaussian noise, we first introduce the following terminologies and notations.
• The observation bandwidth, B, is the bandwidth of the components captured by the receiver.
• The occupation bandwidth, b, is the portion of the observation bandwidth that contains the signal and noise mixture.
• The ratio between the occupation and observation bandwidths is noted as β = (b/B). When a mixture of a signal having a bandwidth b and a noise that lies over the entire observation bandwidth, B, is received, then the SCM,R x , is not a Wishart matrix any longer, and the distribution of its eigenvalues is unknown according to the best of the authors' knowledge [2] . However, for the Gaussian signals, the occupation bandwidth, b, contains Gaussian i.i.d. components resulting from the addition of the Gaussian signal on top of the Gaussian noise. The covariance matrix of the i.i.d. components inside the occupation bandwidth is, therefore, a Wishart matrix. The Gaussian noise also has a Wishart covariance matrix. Therefore, the distribution of the eigenvalues of these two covariance matrices follows Marchenko Pastur density with different parameters. Marchenko Pastur density is demonstrated in Appendix A.
Among the L eigenvalues of the covariance matrix of the mixture, there are M eigenvalues that represent a signal on top of noise, and the rest (L − M) are noise only eigenvalues representatives. M and L are related as (M/L) = β [7] . From (3), if the signal, S, is a zero-mean Gaussian inside the occupation bandwidth with a variance of σ 2 s , then the following relation is valid
with 0 a 1 ,a 2 denoting a null matrix of size a 1 × a 2 .
To derive a distribution for the eigenvalues of a Gaussian signal bearing Gaussian noise, M must be estimated to split the full covariance matrix into two Wishart matrices. Estimation of M can be performed using the minimum descriptive length (MDL) criterion explained in [8] . MDL givesM as an estimate of M as in
After estimating M, the Marchenko Pastur density function corresponding to each group is found via
where f ν (ν) denotes the empirical distribution function of the covariance matrix eigenvalues and M P (α, σ 2 ) denotes a Marchenko Pastur density of parameters α and σ 2 (see Appendix A). Fig. 1a shows 1000 obtained eigenvalues of the SCM of a Gaussian signal bearing Gaussian noise and occupying half of the observation bandwidth. The signal has an SNR of 10 dB. The distribution of those eigenvalues is shown in Fig. 1b compared to the density in (10) . Fig. 1b reflects the matching between the empirical and derived eigenvalues distribution in (10).
B. Optimum Occupation/Observation Bandwidth
To investigate the impact of the occupation/observation bandwidth on the sensing accuracy of the MME, we define the ratio between the signal power spectral density inside the occupation bandwidth, s 0 , and the noise power spectral density in the entire observation bandwidth, z 0 ; let this ratio be γ 0 = (s 0 /z 0 ). With the Gaussian assumption of both signal and noise components, σ 2 z = Bz 0 and σ 2 s = bs 0 . Therefore, γ = (bs 0 /Bz 0 ) = βγ 0 . Below is an analytical derivation of the required observation/occupation bandwidth ratio for MME to achieve the highest sensing accuracy at a specific SNR.
Assume that β = 1, then, (8) turns out to be
The covariance matrix at β = 1 takes the form in (11) because there are two independent zero-mean Gaussian random series, the signal and the noise, added on top of each other. Consequently, the resultant output of this addition is a zeromean Gaussian random series with a variance of (σ 2 s + σ 2 z ). The null hypothesis, H 0 , will therefore be declared when there is no signal or when there exists a Gaussian signal occupying the entire observation bandwidth. In those two cases, the probability of detection hits its minimum, i.e., the probability of false alarm. Subsequently, the MME probability of detection is a non-monotonic function of β and it has a maximum/maxima. If we move over to the SCM domain, this probability of detection curve maximum is reached when the probability of having a ratio of (λ 1 /λ L ) greater than Λ is maximized. The following part of this section exhibits a proof for the optimum value of β that maximizes the probability of detection for a specific SNR.
From (10), the eigenvalues corresponding to both signal and noise components are bounded. Therefore, the maximum of (λ 1 /λ L ), call it ζ, is reached when λ 1 reaches its upper bound, and λ L is at its lower bound. (12) and (13) depict how ζ is related to β, c and γ 0 .
where max(·) and min(·) are used to denote the upper and lower bound respectively. Substituting for the upper and lower bounds
To find β that maximizes ζ, call itβ, the derivative of ζ with respect to β is computed and equalized to zero. Accordingly,β is found as in (14).β
The ± sign in (14) comes from the fact that there are two groups, the group with a signal on top of the noise and the noise only group. Hence, if one of these two groups occupies 0.5(1 + √ 2c − c 2 ), then the other has to lie over 0.5(1 − √ 2c − c 2 ). Keep in mind that the signal components are digitized into L portions when L eigenvalues of the received covariance matrix are computed. Hence, a single eigenvalue represents (1/L) of the signal components. Consequently, to have all the signal components represented by the covariance matrix eigenvalues,β should be an integer multiple of (1/L), call it β opt , which is found as
where · denotes the closest smaller integer. A higher value of c means that L and N are close to each other. This would produce higher values of the probability of false alarm according to (6) . Moreover, having higher probabilities of false alarm with higher values of c is supported by (A.2) because the higher the values of c, the greater the spread of the SCM eigenvalues, and, thus, the higher the value of λ 1 /λ L for the noise only components. Therefore, the case where c 1 is considered. Accordingly, (15) is approximated as
An important point here is the impact of the number of samples, N on the analysis of the optimum ratio β opt . In that regard, the smaller the value of N, the higher the impact of c in (15) and therefore, more deviation in β opt from 0.5 towards the expression in (14). Moreover, with smaller N, the empirical distribution of the eigenvalues will have less goodness of fit to Marchenko Pastur distributions formulated in (10) . An analytical study of the influence of not considering the asymptotic limit of N → ∞ is carried out in [3] .
IV. SIMULATION RESULTS
A simulation verification of the optimal observation/ occupation bandwidth proof is carried out as shown below. WCDMA-like signals having different SNRs ranging from −14 to 0 dB with a step of 2 dB are generated. WCDMA-like signals are signals with similar statistical properties as WCDMA signals (i.e., colored Gaussian noise) but they are not generated in the same way as WCDMA signals. WCDMA-like signals are therefore Gaussian signals inside their occupation bandwidth, b [9] . The occupation bandwidth for each of those WCDMA-like signals is changed from 0 to the full observation bandwidth with a step of (0.125 × B). The generated WCDMA-like signals are injected into an MME detector. The MME detector uses 5000, 20, and 0.1 as values for N, L, and p f , respectively. As Fig. 2 shows, the probability of detection for the detector reaches its maximum value for each SNR when β 0.5 which verifies the previously shown analytical proof. The occupation/observation bandwidth impact on MME performance exhibited in Fig. 2 can be used in two types of applications as follows 1) For the systems such as terrestrial TV, in a specific geographical location, a number of channels are spread throughout the full broadcasting band. Therefore, the observation bandwidth is set as twice the channel bandwidth when detection is performed to achieve the optimal β. This setup is used under the assumption of having no two adjacent channels in the same location. 2) For other systems, such as cellular systems, the channels are assigned depending on the demands. In those systems, the noise only portions of the bandwidth are the guard bands. Hence, the curves in Fig. 2 are used to show the achievable probability of detection for a specific received SNR at the corresponding value of β.
V. CONCLUDING REMARKS
For Gaussian signals, the ratio between the occupation and observation bandwidths affects the maximum-minimum eigenvalue detector probability of detection as follows. For a ratio of less than 0.5 of the two bandwidths, the lower the ratio is, the lower the detection probability is. At a ratio of 0.5, the detection probability reaches its maximum and it then decreases with any further increase of the bandwidth ratio. When the signal fully occupies the observation bandwidth, a resulting Gaussian random i.i.d. brings the probability of detection to its minimum. The analytical proofs are verified by simulations.
APPENDIX A MARCHENKO PASTUR DENSITY FUNCTION
The matrix eigenvalues empirical distribution function (e.d.f.) [8] for an arbitrary matrix, A having k eigenvalues is defined as with the support of
