Information updates in multihop networks such as Internet of Things (IoT) and intelligent transportation systems have received significant recent attention. In this paper, we minimize the age of a single information flow in interference-free multihop networks. When preemption is allowed and the packet transmission times are exponentially distributed, we prove that a preemptive last-generated, first-served (LGFS) policy results in smaller age processes across all nodes in the network than any other causal policy (in a stochastic ordering sense). In addition, for the class of new-better-than-used (NBU) distributions, we show that the non-preemptive LGFS policy is within a constant age gap from the optimum average age. In contrast, our numerical result shows that the preemptive LGFS policy can be very far from the optimum for some NBU transmission time distributions. Finally, when preemption is prohibited and the packet transmission times are arbitrarily distributed, the nonpreemptive LGFS policy is shown to minimize the age processes across all nodes in the network among all work-conserving policies (again in a stochastic ordering sense). Interestingly, these results hold under quite general conditions, including 1) arbitrary packet generation and arrival times, and 2) for minimizing both the age processes in stochastic ordering and any non-decreasing functional of the age processes.
As a metric of data freshness, the age of information, or simply age, was defined in [2] [3] [4] [5] . At time t, if the freshest update at the destination was generated at time U (t), the age Δ(t) is defined as Δ(t) = t − U (t). Hence, age is the time elapsed since the freshest packet was generated.
The demand for real-time information updates in multihop networks, such as the IoT, intelligent transportation systems, and sensor networks, has gained increasing attention recently. In intelligent transportation systems [6] [7] [8] , for example, a vehicle shares its information related to traffic congestion and road conditions to avoid collisions and reduce congestion. Thus, in such applications, maintaining the age at a low level at all network nodes is a crucial requirement. In some other information update applications, such as emergency alerts and sensor networks, critical information is needed to report in a timely manner, and the energy consumption of the sensor nodes must be sufficiently low to support a long battery life up to 10-15 years [9] . Because of the low traffic load in these systems, wireless interference is not the limiting factor, but rather battery life through energy consumption is. Furthermore, information updates over the Internet, cloud systems, and social networks are of significant importance. These systems are built on wireline networks or implemented based on transport layer APIs. Motivated by these applications, we investigate information updates over multihop networks that can be modeled as multihop queueing systems.
It has been observed in early studies on age of information analysis [10] [11] [12] [13] [14] that Last-Come, First-Serve (LCFS)-type of scheduling policies can achieve a lower age than other policies. The optimality of the LCFS policy, or more generally the Last-Generated, First-Served (LGFS) policy, for minimizing the age of information in single-hop networks was first established in [15] and [16] . However, age-optimal scheduling in multihop networks remains an important open question.
In this paper, we consider a multihop network represented by a directed graph, as shown in Fig. 1 , where the update packets are generated at an external source and are then dispersed throughout the network via one or multiple gateway nodes. The case of multiple gateway nodes is motivated by news spreading in social media where news is usually posted by multiple social accounts or webpages. Moreover, we suppose that the packet generation times at the external source and the packet arrival times at the gateway node (gateway nodes) are arbitrary. This is because, in some applications, such as sensor and environment monitoring networks, the arrival process is not necessarily Poisson. For example, if a sensor observes an environmental phenomenon and sends an update packet whenever a change occurs, the arrival process of these update packets does not follow a Poisson process. The packet transmission times are independent but not necessarily identically distributed across the links, and i.i.d. across time. Interestingly, we find that some low-complexity scheduling policies can achieve (near) age-optimal performance in this setting. The main results in this paper are summarized in Table I .
Our Contributions
We develop scheduling policies that can achieve age-optimality or near age-optimality in a multihop network with a single information flow. The following summarizes our main contributions in this paper:
• If preemption is allowed and the packet transmission times over the network links are exponentially distributed, we prove that the preemptive LGFS policy minimizes the age processes at all nodes in the network among all causal policies in a stochastic ordering sense (Theorem 1). In other words, the preemptive LGFS policy minimizes any non-decreasing functional of the age processes at all nodes in a stochastic ordering sense. Note that the non-decreasing functional of the age processes at all nodes represents a very general class of age metrics in that it includes many age penalty metrics studied in the literature, such as the time-average age [5] , [10] [11] [12] , [14] , [17] [18] [19] [20] , average peak age [10] , [13] , [14] , [18] , [21] , [22] , non-linear age functions [23] , [24] , and age penalty functional at single-hop network [15] , [16] . • Although the preemptive LGFS policy can achieve age-optimality for exponential transmission times, it does not always minimize the age processes for non-exponential transmission times. When preemption is allowed, we investigate an important class of packet transmission time distributions called New-Better-than-Used (NBU) distributions, which are more general than exponential. The network topology we consider here is more restrictive in the sense that each node has one incoming link only. We show that the non-preemptive
LGFS policy is within a constant age gap from the optimum average age, and that the gap is independent of the packet generation and arrival times, and buffer sizes (Theorem 2). Our numerical result ( Fig. 6 ) shows that the preemptive LGFS policy can be very far from the optimum for non-exponential transmission times, while the non-preemptive LGFS policy is near age-optimal. • If preemption is not allowed, then for arbitrary distributions of packet transmission times, we prove that the non-preemptive LGFS policy minimizes the age processes at all nodes among all work-conserving policies in the sense of stochastic ordering (Theorem 3). Age-optimality here can be achieved even if the transmission time distribution differs from one link to another, i.e., the transmission time distributions are heterogeneous. To the best of our knowledge, these are the first optimal results on minimizing the age of information in multihop queueing networks with arbitrary packet generation and arrival processes.
II. RELATED WORK
There exist a number of studies focusing on the analysis of the age and figuring out ways to reduce it in single-hop networks [5] , [10] [11] [12] [13] [14] , [17] [18] [19] [20] [21] [22] . In [5] and [17] , the update frequency was optimized to minimize the age in First-Come, First-Served (FCFS) queueing systems with exponential service times. It was found that this frequency differs from those that minimize the delay or maximize the throughput. Extending the analysis to multi-class FCFS M/G/1 queue was considered in [21] . In [22] , the stationary distributions of the age and peak age in FCFS GI/GI/1 queue was obtained. In [10] [11] [12] , it was shown that the age can be reduced by discarding old packets waiting in the queue when a new sample arrives. The age of information under energy replenishment constraints was analyzed in [18] and [19] . The time-average age was characterized for multiple sources LCFS information-update systems with and without preemption in [20] . In this study, the authors found that sharing service facility among Poisson sources improves the total age. The work in [13] analyzed the age in the presence of errors when the service times are exponentially distributed. Gamma-distributed service times was considered in [14] . The studies in [13] and [14] were carried out for LCFS queueing systems with and without preemption.
It should be noted that in our study, the packet generation and arrival times are exogenous, i.e., they are not controllable by the scheduler. On the other hand, the generation times of update packets was optimized for single-hop networks in [18] , [19] , and [23]- [25] . A general class of non-negative, non-decreasing age penalty functions was minimized for single source systems in [23] and [24] . Extending the study to multi-source systems was considered in [25] , where sampling and scheduling strategies are jointly optimized to minimize the age. A real-time sampling problem of the Wiener process was solved in [26] : If the sampling times are independent of the observed Wiener process, the optimal sampling problem in [26] reduces to an age of information optimization problem; otherwise, the optimal sampling policy can use knowledge of the Wiener process to achieve better performance than age of information optimization.
There have also been a few recent studies on the age of information in multihop networks [27] [28] [29] [30] [31] [32] [33] [34] . The age is analyzed for specific network topologies, e.g., line or star networks, in [27] . In [28] , an offline optimal sampling policy was developed to minimize the age in two-hop networks with an energy-harvesting source. A congestion control mechanism that enables timely delivery of the update packets over IP networks was considered in [29] . Yates [30] analyzed the average age in a multihop line network with Poisson arrival process and exponential service times. This analysis was later extended in [31] to include age moments and distributions. This paper and [30] , [31] complement each other in the following sense: Our results (i.e., Theorem 1) show that the LCFS policy with preemption in service is age-optimal. However, we do not characterize the achieved optimal age, which was evaluated in [30] and [31] . Joo and Eryilmaz [32] addressed the problem of scheduling in wireless multihop networks with general interference model and multiple flows, assuming that all network queues are adopting an FCFS policy. A similar network model was considered in [33] , where the optimal update policy was obtained for the "active sources scenario". In this scenario, each source can generate a packet at any time, and hence, each source always has a fresh packet to send. The active sources scenario in multihop networks was also considered in [34] , where nodes take turns broadcasting their updates, and hence each node can act either as a source or a relay. In contrast to our study, the works in [32] [33] [34] considered a time-slotted system, where a packet is transmitted from one node to another in one time slot.
III. MODEL AND FORMULATION

A. Notations and Definitions
For any random variable Z and an event A, let [Z|A] denote a random variable with the conditional distribution of Z for given A, and E[Z|A] denote the conditional expectation of Z for given A.
Let x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) be two vectors in R n , then we denote x ≤ y if x i ≤ y i for i = 1, 2, . . . , n. A set U ⊆ R n is called upper if y ∈ U whenever y ≥ x and x ∈ U . We will need the following definitions:
Definition 3.1 (Univariate Stochastic Ordering): : [35] Let X and Y be two random variables. Then, X is said to be stochastically smaller than
Definition 3.2: (Multivariate Stochastic Ordering): [35]
Let X and Y be two random vectors. Then, X is said to be stochastically smaller than Y (denoted as
for all choices of an integer n and t 1 < t 2 < . . . < t n in [0, ∞), it holds that
where the multivariate stochastic ordering in (1) was defined in Definition 3.2.
B. Network Model
We consider a multihop network represented by a directed graph G(V, L), where V is the set of nodes and L is the set of links, as shown in Fig. 1 . 1 The number of nodes in the network is |V| = N . The nodes are indexed from 0 to N − 1, where node 0 acts as a gateway node. Define (i, j) ∈ L as a link from node i to node j, where i is the origin node and j is the destination node. We assume that the links in the network can be active simultaneously, which holds in the applications mentioned in Section I. The packet transmission times are independent but not necessarily identically distributed across the links, and i.i.d. across time. As will be clear later on, we consider the following transmission time distributions: Exponential distribution, NBU distributions, and arbitrary distribution. In addition, we consider two types of network topology: general network topology and special network topology in which each node has one incoming link. We note that this special network topology is an extension of tandem queues. These different network settings are summarized in Table I. The system starts to operate at time t = 0. The update packets are generated at an external source, and are firstly forwarded to node 0, from which they are dispersed throughout the network. Thus, the update packets may arrive at node 0 some time after they are generated. The l-th update packet, called packet l, is generated at time s l , arrives at node 0 at time a l0 , and is delivered to any other node j at time a lj such that 0 ≤ s 1 ≤ s 2 ≤ . . . and s l ≤ a l0 ≤ a lj for all j = 1, . . . , N − 1. Note that in this paper, the sequences {s 1 , s 2 , . . .} and {a 10 , a 20 , . . .} are arbitrary. Hence, the update packets may not arrive at node 0 in the order of their generation times. For example, packet l + 1 may arrive at node 0 earlier than packet l such that s l ≤ s l+1 but a l0 ≥ a (l+1)0 . We suppose that once a packet arrives at node i, it is immediately available to all the outgoing links from node i. Moreover, the update packets are time-stamped with their generation times such that each node knows the generation times of its received packets. Each link (i, j) has a queue of buffer size B ij to store the incoming packets, which can be infinite, finite, or even zero. If a link has a finite queue buffer size, then the packet that arrives to a full buffer either is dropped or replaces another packet in the queue.
C. Scheduling Policy
We let π denote a scheduling policy that determines the following (at each link): i) Packet assignments to the server, ii) packet preemption if preemption is allowed, iii) packet droppings and replacements when the queue buffer is full. The sequences of packet generation times {s 1 , s 2 , . . .} and packet arrival times {a 10 , a 20 , . . .} at node 0 do not change according to the scheduling policy, while the packet arrival times at other nodes (i.e., a lj for all l and j = 1, . . . , N − 1) are functions of the scheduling policy π. We suppose that the packet transmission times over the links are invariant of the scheduling policy and the realization of a packet transmission time at any link is unknown until its transmission over this link is completed (unless the transmission time is deterministic).
Let Π denote the set of all causal policies, in which scheduling decisions are made based on the history and current information of the system (system information includes the location, arrival times, and generation times of all the packets in the system, and the idle/busy state of all the servers). we define several types of policies in Π:
A policy is said to be preemptive, if a link can switch to send another packet at any time; the preempted packets can be stored back into the queue if there is enough buffer space and sent out at a later time when the link is available again. In contrast, in a non-preemptive policy, a link must complete sending the current packet before starting to send another packet. A policy is said to be work-conserving, if each link is busy whenever there are packets waiting in the link's queue.
D. Age Performance Metric
Let U j (t) = max{s l : a lj ≤ t} be the generation time of the freshest packet arrived at node j before time t. The age of information, or simply the age, at node j is defined as
(
The process of Δ j (t) is given by
As shown in Fig. 2 , the age increases linearly with t but is reset to a smaller value with the arrival of a fresher packet. The age vector of all the network nodes at time t is
The age process of all the network nodes is given by
In this paper, we introduce a general age penalty functional g(Δ) to represent the level of dissatisfaction for data staleness at all the network nodes. A functional g : V → R is said to be an age penalty functional if g is non-decreasing in the following sense:
The age penalty functionals used in prior studies include:
• Time-average age [5] , [10] [11] [12] , [14] , [17] [18] [19] [20] : The time-average age of node j is defined as
• Average peak age [10] , [13] , [14] , [18] , [21] , [22] : The average peak age of node j is defined as
where A kj denotes the k-th peak value of Δ j (t) since time t = 0.
• Non-linear age functions [23] , [24] : The non-linear age function of node j is in the following form
where h : [0, ∞) → [0, ∞) can be any non-negative and non-decreasing function. As pointed out in [24] , a stairshape function h(x) = x can be used to characterize the dissatisfaction of data staleness when the information of interest is checked periodically, and an exponential function h(x) = e x is appropriate for online learning and control applications where the desire for data refreshing grows quickly with respect to the age. Also, an indicator function h(x) = 1(x > d) can be used to characterize the dissatisfaction when a given age limit d is violated. • Age penalty functional in single-hop networks [15] , [16] :
The age penalty functional in [15] and [16] is a non-decreasing functional of the age process at one node, which is a special case of that defined in Definition 3.4 with n = 1.
IV. MAIN RESULTS
In this section, we present our (near) age-optimality results for multihop networks. We prove our results using stochastic ordering.
A. Exponential Transmission Times, Preemption is Allowed
We study age-optimal packet scheduling for networks that allow for preemption and the packet transmission times are exponentially distributed, independent across the links and i.i.d. across time. 2 We consider a LGFS scheduling principle which is defined as follows.
Definition 4.1: A scheduling policy is said to follow the Last-Generated, First-Served discipline, if the last generated packet is sent first among all packets in the queue. We consider a preemptive LGFS (prmp-LGFS) policy at each link (i, j) ∈ L. The implementation details of this policy are depicted in Algorithm 1. 3 Define a set of parameters L) is the network graph, B ij is the queue buffer size of link (i, j), s l is the generation time of packet l, and a l0 is the arrival time of packet l to node 0. Let Δ π be the age processes of all nodes in the network under policy π. The age optimality of prmp-LGFS policy is provided in the following theorem.
Theorem 1: If the packet transmission times are exponentially distributed, independent across links and i.i.d. across time, then for all I and π ∈ Π
2 Although we consider exponential transmission times, packet transmission time distributions are not necessarily identical over the network links, i.e., different links may have different mean transmission times. 3 The decision related to packet droppings and replacements in full buffer case (at any link) doesn't affect the age performance of prmp-LGFS policy. Hence, we don't specify this decision under the prmp-LGFS policy. Store the packet in the queue; 7 else // The packet carries fresher information than the packet being transmitted. 8 Send the packet over the link by preempting the packet being transmitted; 9 The preempted packet is stored back to the queue; if a packet is delivered to node j then 17 if the queue is not empty then 18 The freshest packet in the queue is sent over the link; 
provided the expectations in (10) exist. Proof: [Proof sketch] We use a coupling and forward induction to prove it. We first consider the comparison between the preemptive LGFS policy and any arbitrary policy π. We couple the packet departure processes at each link of the network such that they are identical under both policies. Then, we use the forward induction over the packet delivery events at each link (using Lemma 2 in Supplementary Material) and the packet arrival events at node 0 (using Lemma 3 in Supplementary Material) to show that the generation times of the freshest packets at each node of the network are maximized under the preemptive LGFS policy. By this, the preemptive LGFS policy is age-optimal among all causal policies. For more details, see Supplementary Material.
Theorem 1 tells us that for arbitrary sequence of packet generation times {s 1 , s 2 , . . .}, sequence of arrival times {a 10 , a 20 , . . .} at node 0, network topology G(V, L), and buffer sizes (B ij , (i, j) ∈ L), the prmp-LGFS policy achieves optimality of the joint distribution of the age processes at the network nodes within the policy space Π. In addition, (10) tells us that the prmp-LGFS policy minimizes any non-decreasing age penalty functional g, including the time-average age (6), average peak age (7) , and non-linear age functions (8).
As we mentioned before, the result of Theorem 1 still holds for the multiple-gateway model shown in Fig. 1(b) . In particular, Lemma 3 in Supplementary Material can be applied to each packet arrival event at each gateway, and hence the result follows. It is also worth pointing out that the arrival processes at the gateway nodes may be heterogeneous, and they do not change according to the scheduling policy. A weaker version of Theorem 1 can be obtained as follows.
Corollary 1: If the conditions of Theorem 1 hold, then for any arbitrary packet generation and arrival processes at the external source and node 0, respectively, and for all π ∈ Π
Proof: We consider a mixture over the realizations of packet generation and arrival processes (arrival process at node 0) to prove the result. In particular, by using the result of Theorem 1 and Theorem 6.B.16.(e) in [35] , the corollary follows.
B. New-Better-Than-Used Transmission Times, Preemption is Allowed
Although the preemptive LGFS policy can achieve age-optimality when the transmission times are exponentially distributed, it does not always, as we will observe later, minimize the age for non-exponential transmission times. We aim to answer the question of whether for an important class of distributions that are more general than exponential, optimality or near-optimality can be achieved while preemption is allowed. We here consider the classes of New-Better-than-Used (NBU) packet transmission time distributions, which are defined as follows. 
Examples of NBU 4 distributions include constant transmission time, (shifted) exponential distribution, geometric distribution, Erlang distribution, negative binomial distribution, etc. Recently, age was analyzed in single hop networks for exponential transmission times with transmission error in [13] , and for Gamma-distributed transmission times in [14] . These studies did not answer the question of which policy can be (near) age-optimal for non-exponential transmission times in single hop networks. We provided a unified answer to identify the policy that is near age-optimal in single hop networks in [15] and [16] . Since the question has remained open for multihop networks, we here extend our investigation to answer this question in multihop networks and identify the near age-optimal policy for a more general class of transmission time distributions.
Algorithm 2:
Non-preemptive Last-Generated, First-Served policy at the link (i, j). if a packet is delivered to node j then 21 if the queue is not empty then 22 The freshest packet in the queue is sent over the link; We propose a non-preemptive LGFS (non-prmp-LGFS) policy. It is important to note that under non-prmp-LGFS policy, the fresh packet replaces the oldest packet in a link's queue when the queue is already at its maximum buffer level (i.e., the queue is already full). The implementation details of non-prmp-LGFS policy are depicted in Algorithm 2.
While we are able to consider a more general class of transmission time distributions, we are able to prove this result for a somewhat more restrictive network than the general topology G (V, L) . The network here is represented by a directed graph G (V, L), in which each node j ∈ V\{0} has one incoming link. An example of this network topology is shown in Fig. 3 . We show that the non-prmp-LGFS policy can come close to age-optimal into two steps: i) we construct an infeasible policy which provides the age lower bound, ii) we then show the near age-optimality result by identifying the gap between the constructed lower bound and our proposed policy non-prmp-LGFS. The construction of the the infeasible policy and the lemma that explains the age lower bound are presented in Supplementary Material.
We can now proceed to characterize the age performance of policy non-prmp-LGFS among the policies in Π. Define L) is the network graph with the new restriction, B ij is the queue buffer size of the link (i, j), s l is the generation time of packet l, and a l0 is the arrival time of packet l to node 0. Define H k as the set of nodes in the k-th hop, i.e., H k is the set of nodes that are separated by k links from node 0. 5 Let i j,k represent the index of the node in H k that is in the path to the node j (for example, in Fig. 3 , i 11,1 = 7 and i 10,2 = 8). Define X j as the packet transmission time over the incoming link to node j. We use Lemma 4 in Supplementary Material to prove the following theorem.
Theorem 2: Suppose that the packet transmission times are NBU, independent across links, and i.i.d. across time, then for all I satisfying
is the average age at node j under policy π.
Proof: [Proof sketch] We use the infeasible policy and the lower bound process that are constructed in Supplementary Material to prove Theorem 2 into three steps:
Step 1: We derive an upper bound on the time differences between the arrival times (at each node) of the fresh packets under the infeasible policy and those under policy non-prmp-LGFS.
Step 2: We use the upper bound derived in Step 1 to derive an upper bound on the average gap between the constructed infeasible policy in Supplementary Material and the non-prmp-LGFS policy.
Step 3: Finally, we use the upper bound on the average gap together with Lemma 4 in Supplementary Material to prove (13) . For the full proof, see Supplementary Material. Theorem 2 tells us that for arbitrary sequence of packet generation times {s 1 , s 2 , . . .}, sequence of arrival times {a 10 , a 20 , . . .} at node 0, and buffer sizes (B ij ≥ 1,
(i, j) ∈ L), the non-prmp-LGFS policy is within a constant age gap from the optimum average age among all policies in Π. Similar to Theorem 1, we can show that the result of Theorem 2 still holds for the multiple-gateway model shown in Fig. 1(b) .
Remark 1: The reason behind considering the restrictive network topology G (V, L) is as follows: In the general network topology G(V, L), a node can receive update packets from multiple paths. As a result, the arrival time of a fresh packet at this node depends on the fastest path that delivers this packet to this node. This fastest path may differ from one packet to another on sample-path. Thus, it becomes challenging to establish an upper bound that is very close to the age lower bound (Steps 1 and 2 in the proof of Theorem 2) using sample-path and coupling techniques, in this case.
C. General Transmission Times, Preemption is Not Allowed
Finally, we study age-optimal packet scheduling for networks that do not allow for preemption and for which the packet transmission times are arbitrarily distributed, independent across the links and i.i.d. across time. Since preemption is not allowed, we are restricted to non-preemptive policies within Π. Moreover, we consider work-conserving policies. We use Π npwc ⊂ Π to denote the set of non-preemptive workconserving policies.
We consider the non-prmp-LGFS policy, where we show that it is age-optimal among the policies in Π npwc in the following theorem.
Theorem 3: If the packet transmission times are independent across the links and i.i.d. across time, then for all I and π ∈ Π npwc
or equivalently, for all I and non-decreasing functional g
provided the expectations in (15) exist. Proof: The proof of Theorem 3 is similar to that of Theorem 1. The difference is that preemption is not allowed here. See Supplementary Material for more details.
It is interesting to note from Theorem 3 that, age-optimality can be achieved for arbitrary transmission time distributions, even if the transmission time distribution differs from a link to another. General service time distributions have been considered in some recent age analysis on single-hop networks [21] , [22] . Theorem 3 explains the age-optimal policies in these scenarios. Moreover, similar to Theorem 1, the result of Theorem 3 still holds for the multiple-gateway model shown in Fig. 1(b) .
Remark 2: It is worth observing that the results in Theorem 1, Theorem 2, and Theorem 3 hold for any link buffer sizes B ij 's. Hence, the buffer sizes can be chosen according to the application. In particular, in some applications, such as news and social updates, users are interested in not just the latest updates, but also past news. Thus, in such application, we may need to have queues with buffer sizes greater than one to store old packets and send them later whenever links become idle. On the other hand, there are some other applications, in which old packets become useless when the fresher packets exist. Thus, in these applications, buffer sizes can be chosen to be zero (one) when we follow the prmp-LGFS (non-prmp-LGFS) scheduling policy.
V. NUMERICAL RESULTS
We now present numerical results that validate our theoretical findings. The inter-generation times at all setups are i.i.d. Erlang-2 distribution with mean 1/λ.
We use Figure 5 to validate the result in Section IV-A. We consider the network in Fig. 4 . The time difference between packet generation and arrival to node 0, i.e., a i0 − s i , is modeled to be either 1 or 100, with equal probability. This means that the update packets may arrive to node 0 out of order of their generation time. Figure 5 illustrates the average peak age at node 2 versus the packet generation rate λ for the multihop network in Fig. 4 . The packet transmission times are exponentially distributed with mean 1 at links (0, 1) and (1, 2), and mean 0.5 at link (0, 2). Note that the age performance of the preemptive LGFS policy is not affected by the buffer sizes. This is because, in the case of the preemptive LGFS policy, queues are only used to store the old packets, while a fresh packet can start service as soon as it arrives at a queue. Hence, the preemptive LGFS policy has the same performance for different buffer sizes. One can observe that the preemptive LGFS policy achieves a better (smaller) peak age at node 2 than the non-preemptive LGFS policy, non-preemptive LCFS policy, and FCFS policy, where the buffer sizes are either 1 or infinity. It is important to emphasize that the peak age is minimized by preemptive LGFS policy for out of order packet receptions at node 0, and general network topology. This numerical result shows agreement with Theorem 1.
We use Figure 6 to validate the results in Section IV-B. We consider the network in Fig. 3 . Figure 6 illustrates the average age at node 5 under gamma transmission time distributions at each link with different shape parameter β, where the buffer sizes are either 1, 10, or 100. The mean of the gamma transmission time distributions at each link is normalized to 0.2. The time difference (a i0 − s i ) between packet generation and arrival to node 0 is Zero. Note that the average age of the FCFS policy with infinite buffer sizes is extremely high in this case and hence is not plotted in this figure. The "Age lower bound" curve is generated by using
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T when the buffer sizes are 1 which, according to Lemma 4 in Supplementary Material, is a lower bound of the optimum average age at node 5. We can observe that the gap between the "Age lower bound" curve and the average age of the non-prmp-LGFS policy at node 5 is no larger than 9E[X] = 1.8, which agrees with Theorem 2. In addition, we can observe that prmp-LGFS policy achieves the best age performance among all plotted policies when β = 1. This is because a gamma distribution with shape parameter β = 1 is an exponential distribution. Thus, age-optimality can be achieved in this case by policy prmp-LGFS as stated in Theorem 1. However, as can be seen in the figure, the average age at node 5 of the prmp-LGFS policy blows up as the shape parameter β increases and the non-prmp-LGFS policy achieves the best age performance among all plotted policies when β > 2. The reason for this phenomenon is as follows: As β increases, the variance (variability) of normalized gamma distribution decreases. Hence, when a packet is preempted, the service time of a new packet is probably longer than the remaining service time of the preempted packet. Because the generation rate is high, packet preemption happens frequently, which leads to infrequent packet delivery and increases the age. This phenomenon occurs heavily at the first link (link (0, 1)) which, in turn, affects the age at the subsequent nodes. We use Figure 7 to validate the result in Section IV-C. We consider the network in Fig. 4 . The time difference between packet generation and arrival to node 0, i.e., a i0 − s i , is modeled to be either 1 or 100, with equal probability. Figure 7 plots the time-average age at node 3 versus the packets generation rate λ for the multihop network in Fig. 4 . The plotted policies are FCFS policy, non-preemptive LCFS, and non-preemptive LGFS policy, where the buffer sizes are either 1 or infinity. The packet transmission times at links (0, 1) and (1, 3) follow a gamma distribution with mean 1. The packet transmission times at links (0, 2), (1, 2) , and (2, 3) are distributed as the sum of a constant with value 0.5 and a value drawn from an exponential distribution with mean 0.5. We find that the non-preemptive LGFS policy achieves the best age performance among all plotted policies. By comparing the age performance of the non-preemptive LGFS and non-preemptive LCFS policies, we observe that the LGFS scheduling principle improves the age performance when the update packets arrive to node 0 out of the order of their generation times. It is important to note that the non-preemptive LGFS policy minimizes the age among the non-preemptive work-conserving policies even if the packet transmission time distributions are heterogeneous across the links. This observation agrees with Theorem 3. We also observe that the average age of FCFS policy with B ij = ∞ blows up when the traffic intensity is high. This is due to the increased congestion in the network which leads to a delivery of stale packets. Moreover, in case of the FCFS policy with B ij = 1, the average age is finite at high traffic intensity, since the fresh packet has a better opportunity to be delivered in a relatively short period compared with FCFS policy with B ij = ∞.
VI. CONCLUSION
In this paper, we studied the age minimization problem in interference-free multihop networks. We considered general system settings including arbitrary network topology, packet generation and arrival times at node 0, and queue buffer sizes. A number of scheduling policies were developed and proven to be (near) age-optimal in a stochastic ordering sense for minimizing any non-decreasing functional of the age processes. In particular, we showed that age-optimality can be achieved when: i) preemption is allowed and the packet transmission times are exponentially distributed, ii) preemption is not allowed and the packet transmission times are arbitrarily distributed (among work-conserving policies). Moreover, for networks that allow for preemption and the packet transmission times are NBU, we showed that the non-preemptive LGFS policy is near age-optimal in a somewhat more restrictive network topology.
