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1. Introduction
1.1. Let g be a complex semisimple Lie algebra and p a parabolic subalgebra. An open
question is to determine the semicentre Sz(p) of the enveloping algebra U(p) of p and in
particular to show that it is a polynomial algebra. When p is a Borel this was achieved some
time ago [7, 4.16]. Combining this with either a construction of Kostant or specializing [4]
one may show [5] that Sz(p) is always a polynomial algebra if g is of type AC, that is if
all the simple factors of g are of type A or type C.
1.2. The difficulty that arises for arbitrary (semisimple) g can most easily be described
as follows. Starting from the “simply-connected” Drinfeld–Jimbo quantized enveloping
algebra Uq(g) one may construct [11, 2.4] a quantum analogue Uq(p) of U(p) and define
[3] its semicentre Szq(p). In [4, Théorème 1] it was shown that Szq(p) is a polynomial
algebra and the number of generators calculated. Surprising however the (standard) q = 1
specialization does not recover the whole of Sz(p) from Szq(p), except in type AC.
Incidentally even the proof [5, 7.2] of this latter fact is no simple matter.
1.3. The present work is motivated by the following observation. Let pˆ be a parabolic
strictly containing p. Then it can happen that an element of Szq(pˆ) specializes to an element
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gives all the semi-invariants.
1.4. It is advantageous to be free of the quantum formalism. To do this we use a simple
construction due to Kostant. Let G be the connected, simply-connected algebraic group
with Lie algebra g, P the subgroup of G with Lie algebra, P ′ its derived group and U
its unipotent radical. Consider the subalgebra SP := R[G/U ]P ′ of P ′ invariant regular
functions on G/U . Using the algebraic Peter–Weyl theorem (see for example [8, 1.4.13])
one may show [4] that R[G/U ]P ′ (and indeed its quantum analogue Rq [G/U ]P ′ ) are
polynomial. Moreover the Reshetikhin–Semenov map (RS) which here is inverse to the
Rosso map R, induces (up to a minor adjustment of q-factors [4, 2.4]) an algebraic
isomorphism of Rq [G/U ]P ′ onto Szq(p).
The RS map which depends on Drinfeld duality fades out of existence in the q = 1
limit. However in (much earlier) unpublished work Kostant had considered the filtration
on U(g) induced by the canonical filtration on U(g) to obtain something similar. We
shall designate both filtrations by F . Let Sy(p) denote algebra generated by the semi-
invariants of the symmetric algebra S(p) of p. Using the Killing form and pursuing
Kostant’s construction we showed [5, 6.7] that grF SP identifies with a subalgebra of
Sy(p). However since P ′ is not generally reductive one may (and sometimes does) fail
to recover the whole of Sy(p), unless P = G.
1.5. In [5] we showed that the above construction does recover the whole of Sy(p) if g
is of type AC. More generally we showed that for p = g, the weight subspaces of Sy(p)
are finite dimensional and very nearly saturated by the “Kostant image” (precise bounds
derive from [5, 4.2.8, 5.4.2 and 7.2]).
1.6. In this present note we examine the case when p is the (standard) Borel b. In this
case Sy(b) is a polynomial algebra and its generators as well as their weights have been
described [7, 4.16]. Every such weight occurs with multiplicity two if and only if it is
a sum of distinct fundamental weights and occurs with multiplicity one if it is twice a
fundamental weight (for further details see [5, 3.1.3]). Moreover all such generators can
be obtained from grF R[G/U ]U , where U is the unipotent radical of the Borel. However
outside type AC the weight of a generator can be a fundamental weight and these cannot
arise from the above construction. In the Bourbaki notation [1] the corresponding weights
are 2m: 2m n− 1 in type Bn, 2m n− 2 in type Dn; 2 in types E6, G2; 1 in type
E6; 1, 4, 6 in type E7 and 1, 4, 6, 8 in type E8. Curiously (outside type AC)
the highest root always occurs in this list.
1.7. In all the above cases the missing generator can be described as the square root
[7, 7.5.5] of one coming from grF R[G/U ]U . However this description does not readily
generalize to the parabolic case (see 5.2). Here we show that with one exception every such
generator obtains by passing to a larger parabolic as proposed in 1.3. The one exception
is the highest root vector in type E8 which has weight 8. Unfortunately this is also the
smallest fundamental weight and so cannot be represented in the proposed fashion.
A. Joseph / Bull. Sci. math. 128 (2004) 433–446 4352. A combinatorial property of certain weights
2.1. Fix a Borel subalgebra b of g and let n denote its derived algebra. Trivially Sy(b)
coincides with S(b)n which contains Y (n) := S(n)n as a subalgebra. The set B of weights
of both algebras coincide (the latter were also determined in unpublished work of Kostant)
and can be described as follows. First a system of strongly orthogonal roots [7, Section 2]
β1, β2, . . . , βn: n rankg is constructed by taking the highest roots of g, then the highest
roots of the subsystem orthogonal to the highest roots and so on. Let P+ denote the set
of dominant weights. Then B = P+ ∩∑Nβi by [7, 4.12, 4.16]. It is a free semigroup
and its generators were tabulated in Tables I, II of [7]. (These tables had some errors and
ambiguities but this was corrected in [5].)
2.2. Let b− be the opposed algebra to b and B− be the Borel subgroup with Lie
algebra b− and U− its unipotent radical. From the algebraic Peter–Weyl theorem one
obtains the following description of S− := R[G/U−]U− . Let π be the set of simple roots
and wπ be the unique longest element of the Weyl group W . For each λ ∈ P+, let V (−λ)
denote the unique (up to isomorphism) simple U(g) module with lowest weight −λ and
lowest weight vector v−λ. Identify V (−λ)∗ with V (λ) and let ξwπλ denote its lowest
weight vector. (We use a subscript to denote weight. Vectors having extreme weights are
determined up to a scalar.) Given v ∈ V (λ), ξ ∈ V (−λ) let cξ,v ∈ U(g)∗ be defined by
cξ,v(u) = ξ(uv), ∀u ∈ U(g). When ξ = ξwπλ, v = v−λ we write this element simply as cλ.
As a special case of [3, Théorème 3.1] or directly one checks that the cλ: λ ∈ P+ form a
basis of S−.
Under diagonal action cλ has weight −(λ − wπλ). Thus the set D of weights of S−
equals −{λ − wπλ | λ ∈ P+}. It is a free semigroup with generators obtained by taking λ
to be fundamental.
2.3. From 2.2 one easily verifies the claim in 1.6. In particular D ⊃ B with equality if
and only if g is of type AC and where the remaining generators of B are the fundamental
weights given. Let R denote the set of these remaining generators.
2.4. Now let pπ ′ ⊃ b be the parabolic whose Levi factor is defined by the subset π ′
of π . Let p−
π ′ be the opposed algebra to pπ and P
−
π ′ the parabolic subgroup with Lie
algebra p−
π ′ and nilradical U
−
π ′ . Let w
π ′ be the unique longest element in the subgroup
of W generated by the simple reflections obtained from π ′ and P+
π ′ the set of dominant
weights orthogonal to π ′. Through an analysis [3, Théorème 3.1] generalizing slightly 2.2
the set Dπ ′ of weights of the P−π ′ semi-invariants in R[G/U−π ′ ] is just
Dπ ′ = −
{
λ−wπ ′wπλ ∈ P+
π ′ , λ ∈ P+
}
.
It is again a free semigroup [4, Théorème 1] whose generators are described there.
2.5. Whenever  ∈ R it is fundamental weight, say  = α and moreover satisfies
π = − . To establish the asserted presentation described in 1.7 we must show in
particular that  ∈ Dπ ′ , for some π ′ ⊂ π satisfying (π ′) = 0. This means that there
436 A. Joseph / Bull. Sci. math. 128 (2004) 433–446Table 1
Type α λ π ′ degaα
Bn: n 3 2m: 2m n− 1 m {α1, α2, . . . , α2m−1} m
Dn: n 4 2m: 2m n− 2 m {α1, α2, . . . , α2m−1} m
E6 2 1 or 6 π \ {α2} 1
E7 1 7 π \ {α1} 1
E7 6 7 {α7} 2
E7 6 1 {α1, α2, α3, α4, α5} 2
E7 4 2 {α2} 4
E7 4 6 {α5, α6, α7} 4
E8 8 / / 1
E8 1 8 π \ {α1} 2
E8 6 1 {α1, α2, α3, α4, α5} 4
E8 4 2 {α2} 7
F4 1 4 {α2, α3, α4} 1
G2 2 1 {α1} 1
exists λ ∈ P+ such that  = λ−wπ ′wπλ = wπ ′λ−wπλ. In particular 2 = µ−wπ ′µ,
when µ = λ − wπλ. Again α ∈ π \ π ′ and so the coefficient of α in  and in µ must
coincide. This narrows very significantly the possible choices of λ and indeed one checks
that it must be a fundamental weight. In type E6 one must have λ = 1 or 6 and
µ = 1 + 6, whilst in all other cases µ = 2λ. Moreover except for two cases in type E7
the choice of λ and then of π ′ is unique. The complete set of solutions is given in Table 1
where the Bourbaki labelling is adopted. We have included the degree of the unique up to
scalars element a ∈ Y (n) of weight  taken from [7, Tables I, II] – see also [5, Erratum
pour [10, Table II]].
3. An annihilation lemma
3.1. Table 1 of Section 2 does not of itself imply the suggested presentation of the
“missing” invariants a ∈ Z(n). For this we must first show that for λ as given in Table 1
and v−λ as in 2.2 that av−λ = 0. Our method of proof is not particularly inspired
involving some case by case analysis, though interesting questions are raised. For each
root α choose a non-zero root vector xα .
3.2. Fix π ′′ ⊂ π , kα ∈ N+: α ∈ π ′′ and set
Lπ ′′ (k) :=
∑
α∈π\π ′′
U(n)xα +
∑
α∈π ′′
U(n)xkα+1α .
Let α∨ be the coroot defined by α ∈ π . Given λ ∈ P+, with α∨(λ) = 0: α ∈ π \ π ′′,
α∨(λ) = kα: α ∈ π ′′ then Lπ ′′ (k) = AnnU(n) v−λ , as is well-known.
3.3. Let pπ\π ′′ ⊃ b be the parabolic subalgebra whose Levi factor rπ\π ′′ is defined by
π \ π ′′ and with nilradical mπ\π ′′ . Omit the π \ π ′′ subscript and set n′′ = r ∩ n. Observe
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(kα + 1)α and lowest weight vector xkα+1α . We denote it simply by V ′′((kα + 1)α).
Lemma. Lπ ′′ (k) = U(m)(∑α∈π ′′ V ′′((kα + 1)α))+U(n)n′′.
Proof. Trivially n′′ ⊂ Lπ ′′ (k) and
V ′′
(
(kα + 1)α
)= (adU(n′′))xkα+1α ⊂ U(n)xkα+1α modU(n)n′′
and so the right hand side R is contained in Lπ ′′ (k). For the converse, consider an α ∈ π ′′,
then
U(n)xkα+1α =
(
U(m)+U(n)n′′)xkα+1α ,
⊂ U(m)xkα+1α +U(n)[n′′, xkα+1α ] +U(n)n′′,
⊂ U(m)xkα+1α +U(m)[n′′, xkα+1α ] +U(n)
[
n′′, [n′′, xkα+1α ]
]+U(n)n′′,
⊂ U(m)(adU(n′′)xkα+1α )+U(n)n′′ ⊂ R.
Summing over π ′′ establishes the reverse inclusion. 
3.4. Let P be the projection of U(n) onto U(m) defined by the decomposition U(n)n′′ ⊕
U(m). It is clear that P commutes with the (adjoint) action of n′′. Let θ denote the
restriction of P to Z(n). We prove below the
Lemma. The map θ is an algebra homomorphism of Z(n) into CentU(m)n′′ .
3.5. Whilst θ is not surjective it seems to be very nearly so. Actually this raises an
interesting question on which we digress slightly below.
3.6. Let H be a bialgebra and A an H -algebra, that is to say an (associative) algebra in
which H acts in a compatible fashion in the sense of the coproduct ∆ on H . Explicitly
h(aa′) =
∑
(h(1)a)(h(2)a
′), where ∆(h) =
∑
h(1) ⊗ h(2)
in the Sweedler notation. Then one may form the smash productB :=A#H which is A⊗H
as a vector space and has multiplication
(a ⊗ h)(a′ ⊗ h′) =
∑
ah(1)(a
′)⊗ h(2)h′.
For example we may take H = U(n′′), A = U(m) and then A#H coincides with U(n).
The result in 3.3 is a special case of the following presumably known result. Let H+
be the augmentation of H and P be the projection onto A defined by the decomposition
B = A⊕BH+. Clearly P commutes with the action of H . Let θ be the restriction of P to
CentB .
Lemma. The map θ is an algebra homomorphism of CentB into CentAH .
Proof. kerθ = BH+ ∩ CentB which is clearly a two-sided ideal. Since CentB ⊂ BH it
follows that Im θ ⊂ AH . Finally suppose a ∈ AH , b ∈ CentB . Then [a, θ(b)] = [a, θ(b)−
b] ∈ [AH,BH+] ⊂ BH+ ∩A = 0, as required. 
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(CentA)H ⊂ CentB and the restriction of θ to (CentA)H is injective. In particular θ is
surjective if A is commutative. This is also true if H acts trivially. A further example is
when A is a Weyl algebra (over a field k of characteristic zero) and H an enveloping
algebra, say H = U(n′′). In view of [6, 2.6] this is particularly relevant to the present
situation. If dimn′′ = 1, then it is rather natural to suppose that CentAH is algebraic over
Im θ . This is true if A is the first Weyl algebra. Indeed assume x ∈ n′′ acts non-trivially
on A. Since every derivation of A is inner, there exists a ∈ A such that x − a ∈ CentB .
Since CentA is reduced to scalars it follows easily that CentB = k[x − a] and so
Im θ = k[a]. Yet AH is just the centralizer C(a) of a in A. By a result which goes back
to I. Schur, from 1905, C(a) is commutative and algebraic over k[a], but may be strictly
larger than the latter.
Now let H be the enveloping algebra U(h) of the Heisenberg Lie algebra h with
generators x, y, z having as only non-zero commutator [x, y] = z. Take A to be the first
Weyl algebra defined by generators q,p satisfying [q,p] = 1. Let U(h) act on A through
the only non-zero commutator [x, q] = 1. Then q1 = q , p1 = p, q2 = p + x , p2 = y
generate A#H over k[z] which up to localization at z, is the second Weyl algebra and
so has centre k[z]. Yet AH = Ax = k[p] which is transcendental over θ(Cent(A#H))= k.
3.8. Return to special case described in 3.3. Choose λ ∈ P+ as in 3.2. Some information
on U(m)n
′′
obtains from the following
Lemma. V (−λ)n′′ = U(m)n′′v−λ.
Proof. The inclusion ⊃ is obvious. For the converse, observe that I := AnnU(p) v−λ is r
stable and that I +U(m) = U(p). Thus I admits an r stable complement C ⊂ U(m). Now
suppose v ∈ V (−λ)n′′ . Then v = cv−λ, for some c ∈ C. One has 0 = xv = [x, c]v−λ, for
all x ∈ n′′. Hence [x, c] ∈ C ∩ I = 0. Consequently c ∈ Cn′′ ⊂ U(m)n′′ , as required. 
Remarks. In particular V (−λ)n′′ is a cyclic U(m)n′′ module. In spite of the examples
above we believe that CentU(m)n′′ should be a finite module over θ(CentU(n)) in these
special cases.
3.9. Recall the notation of 3.2. Take aν ∈ Z(n) of weight ν. One has
aν ∈ Lπ ′′ (k) ⇔ θ(aν) ∈ U(m)
( ∑
α∈π ′′
V ′′
(
(kα + 1)α
))
. (∗)
Moreover θ(aν) is a r highest weight vector of highest weight ν.
Now suppose λ is a fundamental weight, say λ = β . Then π ′′ = π \ {β} and kβ = 1.
Consequently θ(aν) ∈ U(m)V ′′(2β).
Now choose ν = α as in the second column of Table 1 and λ = β as in the third
column. We shall eventually prove that aαv−β = 0 in all cases but for the moment we
shall just check the following
Lemma (g simple). If degaα  2, or if g is not of type E7 or E8, then aαv−β = 0.
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vector.
Suppose dega = d  2. Assume the assertion to be false. Let F denote the canonical
filtration on U(m). Then by (∗) one has θ(a) ∈Fk(U(m))V ′′(2β), with k  d − 2.
Normalize the Cartan scalar product so that (β,β) = 2. Then (β,β) = 1. Furthermore
since any γ ∈ π ′′ = π \ {β} satisfies (β,γ ) = 0, it follows that every weight δ of V ′′(2β)
satisfies (β, δ) = 2.
For all i ∈ N+ set
Mi =
⊕
(β,γ )=i
Cxγ .
Clearly
m =
⊕
i∈N+
Mi.
Moreover after Kostant (see [10, 2.1] for example) Mi is a simple U(r) module.
Now suppose d = 2. One checks that in all cases (α,β) = 2. This and the previous
computations of scalar product imply that θ(a) ∈ V ′′(2β). Now θ(a) is a U(r) highest
weight vector and so this forces α = 2wπ ′β . Yet a fundamental weight cannot be twice a
root. The resulting contradiction proves the assertion.
It remains to consider the case when g is simple of type Bn or Dn and d > 2. Taking
d = m in Table 1 one has α = 2m and β = m. Consequently (α,β) = m.
Combined with our previous degree estimate this forces
θ(a) ∈ Sm−2(M1)V ′′(2β), (∗∗)
where Si(V ) denotes the ith symmetric power of V .
The highest weight of M1 is just ε1 + ε2m+1 (in the Bourbaki notation) and π ′′ =
π \ {αm} is of type Am−1 × Bn−m (or Am−1 × Dn−m). Thus as an Am−1 module M1 is
isotypical of type V (1), that is to say corresponds to the first fundamental (or standard)
representation of sl(m). Consequently Sm−2(M1) is isotypical of type V ((m− 2)1), as a
sl(m) module whilst a, which has highest weight 2m, generates the trivial sl(m) module.
Thus (∗∗) would imply that V (21) ∼= V ((m − 2)1)∗ which in turn is isomorphic to
V ((m− 2)m−1). This is again a contradiction. 
3.10. The above method breaks down for the two remaining cases in types E7 and E8.
For this we shall be content for the moment (see 4.5) with the following result.
Retain the above notation and let π ′ ⊂ π be as in Table 1. Let r′ be the Levi factor
corresponding to π ′ and set n′ = n∩ r′.
Lemma (g simple). There exists an element bα ∈ U(n)n′ of weight α such that
degbα = degaα and bαv−β = 0.
Proof. If the restrictions in the hypothesis of 3.8 apply then we can just take bα = aα .
This leaves just two cases in both types E7 and E8. The argument is similar in each case.
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orthogonal roots described in 2.1 we choose the subscript on β to be that of the (unique)
simple root to which β is not orthogonal. Thus in type E7, β1 is the highest root. Those
roots orthogonal to β1 form a system of type D6 with highest root β6 (with respect to
the labelling in E7). Those roots not orthogonal to β6 form a system of type D4 × A1.
In this copy of D4 the highest root is β4. One checks that α = 4 = 2β1 + β6 + β4.
Now (β1,β) = (1,6) = 2 and so x2β1v−β = 0, by sl(2) theory. Since β1 = 1, we
may view x2β1v−β as a lowest root vector for the Levi factor rπ ′′ of type D6 defined by
π ′′ := π \ {α}. For any weight  let  ′′ be its restriction to π ′′. Then with respect to
the Bourbaki labelling of D6 the above vector has weight − ′′2 . Set n′′ = rπ ′′ ∩ n and
let a′
 ′′4
denote the unique up to scalars element of Z(n′′) of weight  ′′4 (with respect to
the Bourbaki labelling of D6). From 3.8 and the above we obtain a′ ′′4 (x
2
β1
v−β ) = 0. Yet
 ′′4 = β6 + β4, dega′ ′′4 = 2, whilst π
′ = {α5, α6, α7}, so we may take bα = a′ ′′4 x
2
β1
.
Now suppose g of type E7 and α = 4, β = 2. One has α = 2β1+β6+β4. From
sl(2) theory and the appropriate computations of scalar products one checks (as above) that
xβ4xβ6x
2
β1
v−β = 0. Since π ′ = {α2} we may take bα = xβ4xβ6x2β1 .
Now suppose g of type E8 and α = 6, β = 1. With respect to our previous
convention one has α = 6 = β6 + β1 + 2β8. Now (β8,β) = (8,1) = 2 and so
x2β8v−β = 0. Observe that π ′′ = π \ {α8} is of type E7. Then as before and with our
previous conventions, let a′
 ′′6
be the unique up to scalars element of Z(n′′) of weight  ′′6 .
Since dega′
 ′′6
= 2, we obtain from 3.8 that a′
 ′′6
(x2β8v−β ) = 0. Yet  ′′6 = β1 + β6 whilst
π ′ = {α1, α2, . . . , α5}, so we may take bα = a′ ′′6 x
2
β8
.
Finally suppose g of type E8 and α = 4, β = 2. One has α = 3β8 + 2β1 +
β6 + β4. As before one checks that xβ4xβ6x2β1x3β8v−β = 0. Since π ′ = {α2} we may take
bα = xβ4xβ6x2β1x3β8 . 
Remarks. Since (α,π ′) = 0, it follows that bα viewed as an element of U(g) is
rπ ′ semi-invariant. Although the “leading term” of aα is always a monomial in the
appropriate xβi , it does not always make a good choice for bα . First it may vanish on
v−β (as in the third case above), secondly it may not be rπ ′ semi-invariant (as in the first
and third cases above).
4. Recovering the missing invariants
4.1. Recall the notation of 2.4 and let S−
π ′ denote the subalgebra generated by the P
−
π ′
semi-invariants of R[G/U−
π ′ ]. A linear basis for this algebra is obtained as follows [4].
View R[G/U−
π ′ ] as a U(rπ ′) module under diagonal action. (This is the transpose of the
adjoint action on U(g).) Take λ ∈ P+ such that λ − wπ ′wπλ ∈ P+
π ′ . In the notation of 2.2
set cλ,π
′ = cξ,v , when v = v−λ, ξ = ξwπ ′wπλ. Clearly v−λ is a lowest weight vector for
the U(rπ ′ ) submodule V ′(−λ) of V (−λ) generated by v−λ, whilst ξwπ ′wπλ is a highest
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′
wπλ) of V (−λ)∗ = V (λ) generated by
ξ
wπ
′
wπλ
. Thus cλ,π ′ (viewed as an element of V (λ) ⊗ V (−λ)) is a cyclic vector for the
U(rπ ′) submodule V ′(wπ
′
wπλ) ⊗ V ′(−λ). Since (λ − wπ ′wπλ,π ′) = 0 by hypothesis,
this U(rπ ′) submodule admits a unique up to scalars semi-invariant cˆλ,π
′
. Since cλ,π ′ is
already m−
π ′ invariant (even m−π ′ bi-invariant) this provides the required P−π ′ semi-invariant
and then the required basis.
4.2. Given c ∈ U(g)∗, its degree deg c with respect to the Kostant filtration is by definition
the smallest integer n 0 such that c(Fn(U(g))) = 0. We shall calculate deg cˆλ,π ′ for the
pair λ,π ′ given in Table 1. For this we require the following lemma. Given π ′ ⊂ π , set
s = [rπ ′ , rπ ′ ], which is semisimple. Let U(g) denote the Hopf dual of U(g). The elements
of U(g) are locally finite with respect to the left or right action of U(g). In particular they
are locally finite with respect to the diagonal action of U(s). Thus given c ∈ U(r), one
has dim(U(s)c) < ∞.
Since s is semisimple U(s)c is a direct sum of simple U(s) modules. For the same
reason the augmentation ideal U(s)+ is idempotent. Thus the trivial s module occurs with
multiplicity at most once in U(s)c, that is to say dim(U(s)c)s  1. Let cˆ ∈ (U(s)c)s be
chosen so that c − cˆ ∈ U(s)+c.
Recall that with respect to the natural pairing U(g) × U(g) → C, the diagonal action
of U(g) on U(g) is just the transpose of the adjoint action of U(g) on itself.
Lemma. For all c ∈ U(g), a ∈ U(g)s one has c(a)= cˆ(a).
Proof. Indeed (c − cˆ)(a) ∈ (sU(s)c)(a)= U(s)c(adsa)= 0. 
4.3. Now take g simple and α a fundamental weight occurring in column 2 of Table 1.
Choose λ = β (respectively π ′) in column 3 (respectively 4) in the same row of Table 1.
Corollary. One has deg cˆβ,π ′  degaα .
Proof. This follows from 3.10 (see Remarks) and 4.2. 
4.4. The Kostant filtration F on U(g)∗ is defined through Fn(U(g)∗) = {f ∈ U(g)∗ |
f (Fn−1U(g)) = 0}. Thus grF (U(g)∗) identifies with
⊕
(Fn(U(g))/Fn−1U(g))∗ and
so with the graded dual of S(g). Thus in turn identifies with S(g∗) and so with S(g)
through the Killing form. Identify R[G/U−
π ′ ] with m
−
π ′R[G] and (g/m−
π ′)
∗ with p−
π ′ through
the Killing form. By [5, 6.5(i)] this gives an isomorphism grF (R[G/U−π ′ ])
∼→ S(p−
π ′)
of P−
π ′ modules. Set P
′ = [P−
π ′ ,P
−
π ′ ]. Then R[G/U−π ′ ]P
′ = S−
π ′ and S(p
−
π ′)
P ′ = Sy(p−
π ′).
Obviously, grF R[G/U−π ′ ]P
′ ⊂ (grF R[G/U−π ′ ])P
′
, though equality may fail since P ′ is
not necessarily reductive. Hence grF S−π ′ identifies with a subalgebra of Sy(pπ ′)
−
.
The identification of S(g) with the graded dual of S(g), through the Killing form, gives
a non-degenerate bilinear form K on S(g) with the property that K(κ(a), a) = 0, for all
non-zero a ∈ S(g), where κ is the Chevalley antiautomorphism (see [9, 2.5], for example).
Consequently under the above identification (grF cˆ)(κ(grF cˆ)) = 0 for all cˆ ∈ S−π ′ \ {0}.
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then σ(a) = a modFd−1(U(g)). Again σ commutes with κ and the adjoint action of U(g).
In particular if cˆ ∈ S−
π ′ \ {0}, then κ(σ (grF cˆ)) ∈ Sz(pπ ′) and κ(σ (grF cˆ)) = σ(κ(grF cˆ)) =
κ(grF cˆ)modFd−1(U(g)) where d = deg(grF cˆ). Now d is also the Kostant filtration
degree of cˆ, so in particular cˆ(Fd−1U(g)) = 0. We conclude that
cˆ
(
κ
(
σ(grF cˆ)
))= (grF cˆ)(κ(grF cˆ)) = 0. (∗)
This constructs an element of Sz(pπ ′) on which cˆ does not vanish. We record a special case
of this conclusion below.
Take π ′ ⊂ π and λ ∈ P+ such that λ−wπ ′wπλ ∈ P+
π ′ and define c
λ,π ′
, cˆλ,π
′
as before.
Set aλ,π ′ = κ(σ (grF cˆλ,π ′)).
Lemma.
(i) aλ,π ′ ∈ Sz(pπ ′) and has weight λ−wπ ′wπλ.
(ii) aλ,π ′v−λ is a non-zero multiple of v−wπ ′wπλ.
Proof. It remains to verify (ii). Take c = cλ,π ′ . Then cˆ = cˆλ,π ′ in the sense of 4.2. Then
a := aλ,π ′ ∈ U(g)s and so by 4.2 we have c(a) = cˆ(a) which is non-zero by (∗). This
gives (ii). 
Remark 1. It is not easy to identify aλ,π ′ with a given known element of Sz(pπ ′). When
π ′ = ∅, then Kostant observed that grF cˆλ,∅ ∈ Y (n−) by an argument given in [5, 8.7].
Since the weight subspaces of Y (n−) are one-dimensional (cf. [7, 4.5]) the required
identification is rather easy in this case. For example if g ∼= sl(n) and i  n/2, then ai,∅
has weight i +n−i . On the other hand Dixmier [2] observed that the i × i minor lying
in the top right hand corner is an element of this weight lying in Z(n). Consequently ai,∅
is a multiple of this minor.
Remark 2. Take λ ∈ P+. The unique up to scalars element of Z(n) of weight λ−wπλ has
the property that av−λ is a non-zero multiple of v−πλ. This is not a priori obvious even
in the special case of the minor described above.
4.5. Return to the choices made in 4.3 and the notation of 4.4.
Theorem (g simple). Up to a non-zero scalar aβ,π ′ = aα . Furthermore the conclusion
of 3.8 holds without restriction.
Proof. By 4.3 one has degaβ,π ′  degaα . The first assertion will follow if we can
show that any element of degree degaα of Sz(pπ ′) (or of Sy(pπ ′)) having weight α
is necessarily proportional to aα (respectively to graα). This is a consequence of [5,
4.2.8, 5.4.2] where the details are worked out in 4.6 below. The second part follows from
the first part and 4.4(ii). 
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π ′.) By [5, 4.2.8] it is enough to show that graα ∈ Y (n) is the unique up to scalars element
of SJ of degree  degaα and weight α . The generators of SJ together with their
weights are given in [5, 5.4.2]. Their degrees can be calculated from [7, Tables I, II]. Since
α is a fundamental weight and every generator of SJ is a non-zero dominant weight, it
is enough to examine generators of SJ . These are given in [5, 5.4.2(ii)]. A generator of SJ
of weight α arises only when
α = ε(λ −wπ ′wπλ)
for certain choices of ε ∈ { 12 ,1} and λ ∈ P+.
We can exclude type E6 since degaα = 1.
Set wπ = −wπ (as in [5, 3.1.1]).
Suppose wπ = −1. Then wπ = 1. This forces∏1, ∏∗1 of [5, 5.4.2(ii)] to be empty and
leaves the following possibilities
(1) λ = γ : γ ∈ π \ π ′. This forces γ = α and ε = 1/2.
(2) λ = β : β ∈ π ′ with wπ ′β = −β . For ε = 1, these are exactly the solutions
described in Table 1 (excluding type E6). For ε = 1/2, the conditions on ε given in [5,
3.2.7] excludes π ′ being of type AC. This leaves only π ′ = {α1, α2, . . . , α5} being of type
D5 (which occurs when π is of type E7 or E8). This is again excluded by the conditions
on ε coming from [5, 3.2.7].
(3) λ = β + β ′ : β,β ′ ∈ π distinct with wπ ′β = −β ′. For ε = 1, this is excluded
by our previous observation in 2.5 that λ must be fundamental. However some additional
solutions are possible for ε = 1/2. In types Bn, Dn with α = 2m the formula for ε
in [5, 3.2.7] allows λ = r + 2m−r : 1 < r < m, with r even. Moreover since s =
ε1 + ε2 + · · · + εs : s  n − 2 and wπ ′εi = ε2m+1−i , i  2m we obtain λ+wπ ′λ = 22m,
as required. In the remaining types further solutions are excluded by [5, 3.2.7].
Finally it remains to consider the case when wπ = −1. This occurs just in type Dn for n
odd. Since {αn−1, αn} ⊂ π \ π ′ the only extra solutions beyond those described in (1)–(3)
above can occur when λ = n−1 +n. Then λ −wπ ′wπλ = 2(n−1 +n) which is not
proportional to 2m: 2m n − 2 and is hence excluded.
We now consider the generators associated to these solutions. In case (1) the generator
is that described in line 4 of [5, 5.4.2(ii)] and this is just aα . In cases (2), (3) the
generator is that described in line 3 of [5, 5.4.2(ii)]. Its degree is always strictly greater
than degaµ, where µ = ε(λ+wπ ′λ) and aµ ∈ Z(n) has weight µ. Thus it suffices to show
that degaµ  degaα . Table 2 gives the degree of aµ obtained from [7, Tables I, II]. We
have omitted all cases when dega = 1. Type Dn has also been omitted since it is the
same as type Bn except that n  4. Inspection shows that the required inequality obtains
and this completes the details in the proof of the theorem.
4.7. The analysis in 4.5 may seem overly complicated; but we note that by virtue of [7,
2.9, 4.14] a given highest weight vector of weight ν ∈ B having lowest degree in U(g) is
not obviously an element of Z(n), except in type AC. Below we obtain an example in type
E6 using the techniques developed above.
Assume g of type E6 and adopt the Bourbaki notation. Take π ′ = {α2} and observe that
4 = 2 −wπ ′wπ2 = 22 − α2 which can be written as a sum of two roots in only one
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Type α λ µ degaα degaµ
Bn: n 3 2m: 2m n− 1 m 2m m 2m
Bn: n 3 2m: 2m n− 1 m +2m−r : 1 < r < 2m and even m 2m
E7 6 7 27 2 3
E7 6 1 21 2 2
E7 4 2 22 4 5
E7 4 6 26 4 4
E8 1 8 28 2 2
E8 6 1 21 4 4
E8 4 2 22 7 8
fashion namely as β1 +(β1 −α2), where β1 is the highest root. Thus a := κ(σ (grF cˆ2,π ′))
which lies in Sz(pπ ′) must have filtration degree 3. To show it has precisely degree 3 it
is enough by 4.3 to find an sπ ′ invariant element b of F3(U(g)) of weight 4 which
does not annihilate v−2 . Indeed bv−2 would be a non-zero multiple of v−wπ ′wπ2 , so
c2,π
′
(b) = 0 and then cˆ2,π ′(b) = 0 by sπ ′ invariance and 4.2.
Take
γ1 =
(
0 1 2 1 0
1
)
, γ2 =
(
1 1 2 1 1
1
)
, γ3 =
(
1 2 2 2 1
1
)
.
It is easy to see from the above presentation that γi ± γj is not a root for all i, j ∈ {1,2,3}
distinct. Consequently the γi : i = 1,2,3 are (strongly) orthogonal. On the other hand
γ ∨i (2) = 1, ∀i . Set xi = xγi : i = 1,2,3 and b = x1x2x3. We conclude from sl(2) theory
that bv−2 = 0. Moreover b as weight γ1 + γ2 + γ3 = 4. Again the γi± α2 are not roots,
so b is sπ ′ invariant. This proves the claim.
From [7, Table I] one may check that a /∈ U(b)n and so a2 /∈ Z(n). The latter has
degree 6 and weight 24. On the other hand by [7, Table I] the unique up to scalars element
of Z(n) of weight 24 has degree 6 also. This gives the required example.
From the above analysis it follows that up to a non-zero scalar a = x2β1x−α2 modU(b).
Define E and Φ as in [5, 4.1.4]. Applying Φ to grF a gives grF a = x2β1Φ(x−α2)modS(b)nE .
However the considerations in [5, 4.1] do not generally allow one to conclude that the right
hand side contains an element of S(p) so providing the required p′ invariant.
5. Further remarks
5.1 As noted in [7, 3.6] Y (n) (and so Z(n)) is a unique factorization domain with
weight subspaces of multiplicity 1. It is hence the polynomial algebra generated by those
weight vectors which are irreducible. The first of these properties still holds for Sy(p)
(and for Sz(p)) but the second fails. The Kostant construction applied with respect to
the Borel gives all these generators except the aα with α as given in Table 1, in
which case it gives the a2α instead. This fact is proven by using [7, 4.12] and comparing
weights.
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arbitrary parabolic p. Since weight subspaces can be more than one dimensional it is best
to formulate this hypothesis slightly differently, namely that equality holds in [5, 4.2.8].
This would imply in particular that Sy(p) (and Sz(p)) is polynomial. As shown in [5] this
is true when the pair (g,p) are such that the επΓ defined in [5, 3.2.7] are all equal to 1, for
example, if g is of type AC, or in type G2 if π ′ = {α} with α the long root. Unfortunately it
fails in general. It is just the other side of the coin of being able to represent the generators
of Y (n) in the fashion described by Theorem 4.7. Moreover in the limiting case p = g we
would get the wrong degrees for the homogeneous generators of Y (g) – as explained in [5,
8.22].
5.3. We illustrate the above considerations in the example of G2 with α = 2, β =
1. Here we recall that α is the long root and π ′ = {β}. In this case S−π ′ is a polynomial
algebra with generators having weights α, 2α. Since the Kostant construction applied to
the Borel only gives x2α , one would not have expected the element cˆβ,{β} of S−π ′ to yield
xα , namely that aβ,{β} = xα . (Yet we have shown this to be true!) Rather we would have
expected its leading term (in the sense of [5, 4.2.8] to be a2βx−β which has degree 3 and
has weight α. In fact in this particular case it is not difficult to compute Sy(p) using [7,
4.1]. Up to localization by xα it is immediate that Sy(p) is generated by two elements.
The first is xα . The second obtains from the Casimir of the sl(2) subalgebra spanned by
xβ, x−β,β∨; replacing each such Lie algebra element x by x − θ(x), where θ is defined by
the Poisson algebra analogue of [7, 4.1]. Here we note xαθ(x) is a quadratic element of the
Heisenberg subalgebra gΓ of n whose roots are those not orthogonal to α. Moreover θ(x) is
chosen so that x − θ(x) Poisson commutes with gΓ . Obviously the resulting element a has
weight 0. To obtain an element of Sy(p) we must multiply a by the least power of xα which
eliminates denominators. One checks that the first power of xα is not enough to do this.
This can be achieved without computation as follows. Since the homogeneous elements
of Y (g) have degrees 2, 6, the highest weight vectors of the homogeneous harmonics with
highest weight α (the adjoint representation obtained after Kostant [12] by differentiation
of the invariants) have degrees 1, 5; the first being xα itself. Then by Kostant’s separation
theorem [12] the only homogeneous highest weight vector in S(g) of highest weight α
and degree 3 is xαc where c is the quadratic invariant in Y (g) – that is to say the Casimir.
However c and hence xαc does not lie in any proper parabolic.
On the other hand since xαθ(x) ∈ S(gΓ ) it is immediate that x2αa ∈ S(p) and so in
Sy(p)). It is homogeneous of degree 4 and weight 2α. Its leading term in the sense of [5,
4.2.8] is xαa2βx−β . There is no element of Sy(p) with leading term a2βx−β (by the
previous paragraph).
Through factoriality and weight space decomposition it follows that Sy(p) is the
polynomial algebra generated by xα , x2αa. Comparison of weight space dimensions shows
that this algebra is just grF Sπ ′ , that is to say the Kostant construction exhausts Sy(pπ ′)
in this case. This is in keeping with the philosophy of 1.3. Indeed a positive answer to the
question posed (in the classical framework) would imply that grF Sπ ′ should equal Sy(pπ ′)
whenever pπ ′ is proper maximal. Of course because the highest root in type E8 cannot be
represented in the suggested form, 1.3 as it stands is too optimistic.
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