INTRODUCTION
Positive definite solutions B of the matrix equation C*B + BC= -E (E> 0) have been successfully used to construct Liapunov functions, and then to prove the stability of some ordinary differential systems du/dx = Cu (cf. [li, 241) . This method usually is called Liapunov's Second Method. In 1974, Chow and Dunninger [2] applied this method to the study of n-metaharmonic functions, and obtained a generalized maximum principle for some classes of n-metaharmonic functions.
In this paper, we transfer the idea of Liapunov's second method to the study of weakly coupled second-order elliptic systems We establish the following generalized maximum principle for a certain class of the homogeneous system (Theorem 1):
We also find a simple sufficient condition for the classical maximum principle (K= I in the above inequality) holding, which is C*(x) + C(x) ~0 in D (Theorem 3). These results extend the result of Winter and Wong [23] for C being negative semidefinite to a more general form of C. Generalized maximum principles for weakly coupled secondorder elliptic systems have also been obtained by Dow [3] , Hile and Protter [S], Szeptycki [21] , and Wasowski [22 3 under different conditions on the coefficients.
We further show how our maximum principles may be used to prove the uniqueness of various boundary value problems of some classes of elliptic systems over bounded or unbounded domain D c iw". By using a recent result of Hile and Yeh [lo], we even obtain uniqueness for a boundary value problem with an exceptional boundary set Z-c aD such that the Hausdorff dimension of r is less than n -1.
An estimate of the best possible K in our maximum principle inequality is given when C is a 2 by 2 real matrix with a double eigenvalue, The condition for the classical maximum principle (K = 1) holding can be written as Re(a) GO, Re{d) ~0, lb+ Cl2 d4Re{a} Re{d} when C= [${ S;$ is any 2 by 2 complex-valued matrix function.
We also study the nonhomogeneous system. Miranda [ 131 has studied the weakly coupled real elliptic system When all the matrices Bk = 0, k = 1, . . . . n, the condition required by Miranda reduces to {'Ct < -c,, ) t I2 for any l E [w". We will extend this result to C being a complex matrix function such that C* + C < -2c,I (Corollary 11). Moreover, we prove the following (Theorem 9):
Here K, = (j3,,,/B1)"2 and K2 = (2/y,)(/?,//?,)1 '2, where uI is the smallest eigenvalue of EB-'.
Results for systems are later used to yield maximum principles and bounds for some higher order elliptic homogeneous and nonhomogeneous equations. Our maximum principles include those of Chow and Dunninger [2, 6] for real metaharmonic functions as a special case. Various maximum principles for higher order elliptic equations were also studied in the papers of Agmon Cl], Duffin [4, 51, Fichera [7] , Payne [14] , Scheafer and Walter [ 16, 171 , and the books of Miranda [ 133 and Sperb [19] .
NOTATION AND A LIAPUNOV STABILITY THEOREM
Unless otherwise stated, all matrices considered in this paper will be over the complex field. Let X be any m x n matrix. Its transpose, complex conjugate, and adjoint will be denoted by X', & and X* (X* =RT), respectively. For the sake of brevity, both Hermitian positive definite and real symmetric positive definite matrices will be named positive. Similar abbreviations hold for semipositive, negative, and seminegative definite matrices. The notations B> 0, B 2 0, B < 0, and B G 0 mean that the square matrix B is positive, semipositive, negative, and seminegative, respectively. The norm II.)) ,,, I) means the sup norm over II; thus for complex-valued vector functions u = (ul, u2, . . . . u,), llullo,D : = sup ) u(x)1 = sup (I ul(x)l* + . . . + I u,(x)l*)"*.
XED XED
The following well-known result in Liapunov stability theory will be applied several times in this paper. We state this result as a lemma. The proof of this lemma, both for real and complex vesions, can be found in many papers, such as [l 1, 18,241.
MAXIMUM PRINCIPLES
Consider a second-order operator in a bounded domain D in R". Here the summation convention is employed. We assume that L is elliptic in D; i.e., for all x E D and all y = (yl, y,, . . . . y,) in R"\(O) the inequality ag(x)YiYj>O (2) holds. We also suppose that the coefftcients ati and ai are bounded and real-valued functions in D.
Now consider the following weakly coupled second-order elliptic system, L%(X) + c&J Uk(X) = 0,
or, in more brief matrix form, 
Then for a/l C'(D) n C(D) solutions u of (3), there exists a positive constant K such that
Here K= (/l,/f11)1'2, where PI and B, are the smallest and biggest eigenvalues of B, respectively.
Proof. Define v=u*Bu=u.Bu=Bu.u=bks&us, where " ." is the dot product in C" defined by x.y = y*x = C",= I xk jk. Lv= -u*(C*B+ BC) ~+2a~B'~~u,~~B'~~u,~>O, (9) is also a "necessary" condition for the proof of the classical maximum principle by the method imposed here. In fact, if, in Theorem 1, (6) holds with K= 1, then /I, =/I,, and so there exists a B> 0, with an m-multiple eigenvalue B > 0, such that C*B + BC < 0; hence B = /II, and then C* + C < 0.
(2) Theorem 3 contains the result of Winter and Wong [23] for real negative semidelinite C = C(x, U, VU) as a special case; one may view, for given U, C(x, u(x), Vu(x)) as a matrix function C,(x). Theorem 1 gives a sufficient condition for which (6) holds. It raises some open questions as to whether Theorem 1 can be extended to a more general system (3) with weaker restrictions on the matrix C, and as to whether necessary conditions can be determined so that (6) holds.
Following from the inequality
in the proof of Theorem 1, and from Protter and Weinberger's book [ 151, are the following two maximum principles for system (3). 
Proof
Under the assumption of this corollary, by the proof of Theorem 1, inequality (7) holds. Thus, by the maximum principle of the second-order elliptic equation (see [ 15] ), u*Bu E constant. Hence, from (7) 
UNIQUENESS THEOREMS FOR SOME BOUNDARY VALUE PROBLEMS
As applications of the maximum principles in Section 3, we can prove uniqueness theorems for various boundary value problems.
As an example, consider the first boundary value problem for the elliptic system (3). By Theorem 1, the problem
where C satisfies the assumption of Theorem 1, has at most one solution.
As a second example, we have uniqueness for the following mixed boundary problem:
where v = v(x) is a given outward direction on r,, and r2 = aD\r,. 
1 u=o onr,, g+au=o on r2. (12) Choose positive definite B, as in the proof of Theorem 1, such that C*B + BC is negative semidefinite, and let v = u*Bu; then (7) Hence, Re[u*B($+au)]>O at Per*, which contradicts the boundary condition (12) . Thus v = u*Bu must be a constant. From (7), by the proof of Corollary 4, u must be a complex constant vector. Then, from (3) and (12), we know that u = 0, i.e., u1 3 u2 in D, except when o! = 0, r, is vacuous, and C(x) is singular for all x E D. m
Besides having applications to some boundary value problems with bounded domain D, the maximum principle we obtained in Section 3 can also be used to establish uniqueness theorems for various boundary value problems with unbounded domain D c W. In this case, the point co is called the exceptional boundary point; and an appropriate growth restriction on the solution at co is required. Moreover, by using a recent result of Hile and Yeh [lo], we even obtain uniqueness for the boundary value problem with an exceptional boundary set r such that the Hausdorff dimension of r is less than n -1.
As a third example of this section, we have uniqueness for the following boundary value problem with unbounded domain D c IR" : The value of K in (6) is important in applications, such as in numerical computation and estimation. The best conceivable value of K, for any C, is K= 1, which corresponds to the classical maximum principle; and Theorem 3 gives a sufficient condition (9) to guarantee the classical maximum principle (K= 1) for solutions of (3). However, for a general matrix C, the best possible value of K can be larger than 1. EXAMPLE 2. For the system where a, b, c, and dare complex-valued functions, by Theorem 3, the classical maximum principle (6), holds if which is equivalent to Re {u} GO, Re {d} ~0; and lb+c1'<4Re {a} Re {d}.
The following example can be used to compute the best choice of K=(j3,//?l)'/2 when C= [I: 1;] is a real constant matrix with a double eigenvalue A= A + =A-=(1/2)(a+d)<O. 
In order to determine the best K, we choose a positive definite B : = [; fc] which minimizes
and satisfies C*B+ BC= -2u ae-28 m-28 @+&-2y I d 0.
Without lost of generality, we can assume that L%+y=l.
Then the problem can be reduced to the following equivalent problem. It is easy to conclude that
Hence by (17) and ( (which is the same as (15)).
Remark. When C= [z 4;] E R2x2 has two different eigenvalues R _ < R + < 0, by the procedure above the problem of finding the best choice of K= ULIPl P2 in (6) reduces to the problem of minimizing (2a -l)* + 4 (/3 (* subject to some constraints. By Largange's method of multipliers a formula for the best choice of K can be obtained. Also, an upper bound for the best possible K can be found when CE R2r2 has two complex conjugate eigenvalues with a nonpositive real part. Since the procedure of finding these formulas involves some very complicated computation, we omit the details here.
BOUNDS FOR SOLUTIONS OF THE NONHOMOGENEOUS ELLIPTIC SYSTEM
In Section 3 we obtained maximum principles for some homogeneous elliptic systems. Now we extend these results to the nonhomogeneous elliptic system In this section, we obtain a similar result for more general complex matrix functions C in the elliptic system (3),,,.
THEOREM 9. Suppose, for C = C(x), there exist two complex constant matrices B> 0, E > 0 such that C*(x) B + BC(x) < -E. Then for all C*(D) n C(B) solutions u of (3) Hence C*(x) + C(x) G -2c,Z; and then (22) follows from (a). 1
APPLICATIONS TO HIGHER ORDER EQUATIONS
Note that the results we obtain are valid for complex systems which may be considered generalizations of some higher order complex equations. For example, consider a 2m-order homogeneous equation of the form .9%~5Pu+a,~,$P"~'uf ... +a,Yu+a,u=O, (24) and the nonhomogeneous equation of the same form, 
we have 2z2u(x) + al(x) %4(x) + a,u(x) = F in D, (24),.
