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Abstract. It is proved that f¢2 + ·jxj¡4;· 2 §cg in L2(RN ) forms a holo-
morphic family of type (A), where § is a closed and convex subset of C. In
particular, the m-accretivity of ¢2 + ·jxj¡4 in L2(RN ) is established as an ap-
plication of the perturbation theorem for linear m-accretive operators. The key
lies in two inequalities derived by positive semi-de¯niteness of Gram matrix.
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x1. Introduction
Let A := ¢2 with D(A) := H4(RN ) and B := jxj¡4 with D(B) := D(jxj¡4) =
fu 2 L2(RN ); jxj¡4u 2 L2(RN )g (N 2 N), where ¢ := PNj=1(@2=@x2j ) is a
usual Laplacian in RN . This paper is concerned with parameter dependence
of the operator sum A+ ·B (· 2 C) in the complex Hilbert space L2(RN ):
(A+ ·B)u := ¢2u+
·
jxj4u; u 2 D(A) \D(B) = H
4(RN ) \D(jxj¡4):
In the previous paper [9] Okazawa, Tamura and Yokota have discussed the
selfadjointness of A+·B when \· 2 R" in the (complex) Hilbert space L2(RN )
(N 2 N). Namely, it is proved in [9] that A + ·B is nonnegative selfadjoint
on D(A) \D(B) for · > ·0, where
·0 = ·0(N) :=
8<:k1 N · 8;k2 N ¸ 9;
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and k1; k2 will be given in Theorem 1.1. In addition we can assert that A+·0B
is nonnegative and essentially selfadjoint in L2(RN ). As a continuation of [9]
this paper concerns the m-accretivity and the resolvent set of A + ·B when
\· 2 C". First we want to ¯nd § ½ C such that fA + ·B;· 2 §cg is a
holomorphic family of type (A) in the sense of Kato [5, Chapter VII]. Next
we consider the m-accretivity of A+ ·B for · in the subset §c.
Now we review the notion of holomorphic family in a simple case (the
de¯nition of m-accretivity will be given in Section 2).
De¯nition 1. Let X be a re°exive complex Banach space. Let ­ be a domain
in C and fT (·); · 2 ­g a family of linear operators in X. Then fT (·); · 2 ­g
is said to be a holomorphic family of type (A) in X if
(i) T (·) is closed in X and D(T (·)) = D independent of ·;
(ii) · 7! T (·)u is holomorphic in ­ for every u 2 D.
Kato [6] proved that f¡¢ + ·jxj¡2; · 2 ­1g forms a holomorphic family
of type (A) in L2(RN ), where ¯ := 1¡ (N ¡ 2)2=4 = ¡N(N ¡ 4)=4 and
­1 := f» + i´ 2 C; ´2 > 4(¯ ¡ »)g = f» + i´ 2 C; » > °(´) := ¯ ¡ ´2=4g:
Borisov-Okazawa [1] proved that fd=dx+·x¡1; · 2 ­2g forms a holomorphic
family of type (A) in Lp(0;1) (1 < p <1), where
­2 :=
©
· 2 C; Re· > ¡p 0¡1ª; p¡1 + p 0¡1 = 1:
Concerning fourth order elliptic operators, there seems to be no preceding
work on holomorphic family of type (A). So we try to clarify the regions
where A + ·B forms a holomorphic family of type (A) and where A + ·B is
m-accretive.
Our result is stated as follows.
Theorem 1.1. Set A := ¢2, B := jxj¡4. Let k1 = k1(N) (N 2 N) be the
constant de¯ned as
(1.1) k1 := 112¡ 3(N ¡ 2)2:
Let § be the closed convex subset of C de¯ned as
§ :=
n
»+ i´ 2 C; » · k1; ´2 · 64
£p
k1 ¡ »+
¡
10+N¡N
2
4
¢¤
(
p
k1 ¡ »+8)2
o
:
Then the following (i){(iii) hold.
(i) B is (A+ ·B)-bounded for · 2 §c, with
kBuk · dist(·;§)¡1k(A+ ·B)uk; u 2 D(A) \D(B);
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and hence fA + ·B; · 2 §cg forms a holomorphic family of type (A) in
L2(RN ). In particular, if N ¸ 9 then B is A-bounded, with
kBuk · jk2j¡1kAuk; u 2 D(A) ½ D(B);
where k2 = k2(N) (N ¸ 9) is the negative constant de¯ned as
(1.2) k2 := k1 ¡
h³N ¡ 2
2
´2 ¡ 11i2 = ¡N
16
(N ¡ 8)(N2 ¡ 16):
In addition, § can be expressed in terms of k2 :
§ =
½
» + i´ 2 C; » · k2; ´2 · 64(k2 ¡ »)(
p
k1 ¡ » + 8)2p
k1 ¡ » +
¡
N2=4¡N ¡ 10¢
¾
:
(ii) A+ ·B is m-accretive on D(A) \D(B) for · 2 §c with Re· ¸ ¡®0 and
A + ·B is essentially m-accretive in L2(RN ) for · 2 @§ with Re· ¸ ¡®0,
where ®0 is de¯ned as
(1.3) ®0 = ®0(N) :=
8<:0; N · 4;hN(N ¡ 4)
4
i2
; N ¸ 5:
In particular, if · 2 R, then m-accretivity is replaced with nonnegative selfad-
jointness.
(iii) Let · 2 § c with Re· < ¡®0. Let c®0(·) and µ®0 be de¯ned as
c®0(·) :=
8>><>>:
min
n j ¡ ®0 + i´ ¡ ·j
dist(¡®0 + i´;§); ´0 < ´ <1
o
; Im· > 0;
min
n j ¡ ®0 + i´ ¡ ·j
dist(¡®0 + i´;§); ´0 < ´ <1
o
; Im· < 0;
µ®0 := tan
¡1
µ
1¡ c®0(·)p
c®0(·)(2¡ c®0(·))
¶
;
where ´0 := maxf´ ¸ 0; ¡®0 + i´ 2 §g. Then c®0(·) 2 (0; 1) and µ®0 2
(0; ¼=2).
(a) If Im· > 0, then the resolvent set ½(¡(A+·B)) contains the sector S+(·),
where
S+(·) := f¸ 2 C; ¡µ®0 < arg ¸ < ¼=2g:
(b) If Im· < 0, then the resolvent set ½(¡(A+·B)) contains the sector S¡(·),
where
S¡(·) := f¸ 2 C; ¡¼=2 < arg ¸ < µ®0g:
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Remark 1.1. When N ¸ 5, ®0 in (1.3) appears in the Rellich inequality (cf.
Davies-Hinz [3, Corollary 14], Okazawa [8, Lemma 3.8], [9, Lemma 3.2]).
Remark 1.2. Theorem 1.1 (iii) (and also Theorem 2.1 (iii), Theorem 2.7 (vi))
can be improved. Actually, the referee1 informed us that µ®0 in Theorem 1.1
can be replaced with
tan¡1
Ãp
1¡ c®0(·)2
c®0(·)
!
:
N = 4 N = 5
O
´
»k1 O
´
»¡®0 k1
N = 8 N = 9
O
´
»¡®0
k1
O
´
»¡®0
k2
Figure 1: The images of § for N = 4, 5, 8, 9 and the value of ¡®0
In Section 2 we propose abstract theorems based on Kato [6]. However, the
assumption and conclusions are slightly changed. In the proof of Theorem 1.1
we need some generalized forms of the inequalities obtained in [9]. Section 3
starts with their proofs depending on the positive semi-de¯niteness of Gram
matrix. At the end of Section 3 we complete the proof of Theorem 1.1 by
applying abstract theorems prepared in Section 2.
1The author would like to thank the referee for this comment.
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x2. Abstract theory toward Theorem 1.1
First we review some de¯nitions required to state Theorems 2.1 and 2.7. Let
A be a linear operator with domain D(A) and range R(A) in a (complex)
Hilbert space H. Then A is said to be accretive if Re (Au; u) ¸ 0 for every
u 2 D(A). An accretive operator A is said to be m-accretive if R(A+1) = H.
Let A be m-accretive in H. Then, for every ¸ 2 C with Re¸ > 0, R(A +
¸) = H holds with
k(A+ ¸)¡1k · (Re¸)¡1:
Therefore we can de¯ne the Yosida approximation fA"; " > 0g of A:
A" := A(1 + "A)
¡1; " > 0:
A nonnegative selfadjoint operator is a typical example of m-accretive oper-
ator, while a symmetric m-accretive operator is nonnegative and selfadjoint
(see Br¶ezis [2, Proposition VII.6] or Kato [5, Problem V.3.32]).
Next we consider the m-accretivity of A+ ·B (· 2 C) where A and B are
nonnegative selfadjoint operators in H. Since m-accretive operators are closed
and densely de¯ned, we will ¯rst ¯nd ­ ½ C where fA+ ·B; · 2 ­g forms a
holomorphic family of type (A). Next we will ¯nd a set of · 2 ­ where A+·B
is m-accretive. We also consider the resolvent set of A+ ·B for each · 2 ­.
Theorem 2.1. Let A and B be nonnegative selfadjoint operators in H. Let
§ ½ C, and ° : R! R. Assume that § and ° satisfy (°1){ (°4) and (°5)0 :
(°1) ° is continuous and concave,
(°2) °(´) = °(¡´) for ´ 2 R,
(°3) § = f» + i´ 2 C; » · °(´)g,
(°4) ¡(Au;B"u) 2 § for u 2 D(A) with kB"uk = kB(1 + "B)¡1uk = 1 for
any " > 0,
(°5)0 0 · °(0) (, 0 2 §).
Then the following (i){(iii) hold.
(i) B is (A+ ·B)-bounded for · 2 § c, with
(2.1) kBuk · dist(·;§)¡1k(A+ ·B)uk; u 2 D(A) \D(B);
and fA+ ·B; · 2 § cg forms a holomorphic family of type (A).
(ii) A + ·B is m-accretive on D(A) \ D(B) for · 2 § c with Re· ¸ 0 and
A+ ·B is essentially m-accretive in H for · 2 @§ with Re· ¸ 0.
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(iii) Let · 2 § c with Re· < 0. Let c0(·) and µ0 be de¯ned as
c0(·) :=
8>><>>:
min
n ji´ ¡ ·j
dist(i´;§)
; ´0 < ´ <1
o
; Im· > 0;
min
n ji´ ¡ ·j
dist(i´;§)
; ´0 < ´ <1
o
; Im· < 0;
(2.2)
µ0 := tan
¡1
µ
1¡ c0(·)p
c0(·)(2¡ c0(·))
¶
;(2.3)
where ´0 := maxf´ ¸ 0; i´ 2 §g. Then c0(·) 2 (0; 1) and µ0 2 (0; ¼=2), and
the resolvent set is described by µ0 as follows.
(a) If Im· > 0, then the resolvent set ½(¡(A+·B)) contains the sector S+(·),
where
S+(·) := f¹ 2 C; ¡µ0 < arg ¹ < ¼=2g:
(b) If Im· < 0, then the resolvent set ½(¡(A+·B)) contains the sector S¡(·),
where
S¡(·) := f¹ 2 C; ¡¼=2 < arg ¹ < µ0g:
Remark 2.1. Let A and B be as in Theorem 2.1 with °(0) ¸ 0. Consider
the closed interval (¡1; °(0)] as a subset of § \ R (instead of § ½ C itself).
Then it is proved in [8, Theorem 1.6] that B is (A+ tB)-bounded for t > °(0)
(that is, t 2 (¡1; °(0)] c), with
kBuk · (t¡ °(0))¡1k(A+ tB)uk; u 2 D(A) \D(B);
and A+tB is selfadjoint onD(A)\D(B) for t > °(0); in particular, if °(0) > 0,
then A + °(0)B is essentially selfadjoint in H. These facts are regarded as a
restriction of Theorem 2.1 (i) and (ii) to the subset §c \ R.
As stated above Theorem 2.1 is proved along the idea in the proof of [8,
Theorem 1.6]. We shall divide the proof into several lemmas.
Lemma 2.2. The assertion (i) of Theorem 2.1 holds.
Proof. Let · 2 § c and " > 0. To prove (2.1) we shall show that
(2.4) kB"uk · dist(·;§)¡1k(A+ ·B")uk; u 2 D(A):
Here we may assume that B"u = B(1 + "B)
¡1u 6= 0 for u 2 D(A). Setting
v := kB"uk¡1u, we have v 2 D(A) and kB"vk = 1. It then follows from (°4)
that
¡(Av;B"v) 2 §:
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Since § is closed and convex by (°1), we have
0 < dist (·;§) · j·+ (Av;B"v)j = j(A+ ·B")u;B"u)jkB"uk2
and hence kB"uk2 · dist (·;§)¡1j((A + ·B")u;B"u)j. Applying the Cauchy-
Schwarz inequality, we have (2.4). Letting " # 0 in (2.4) with u 2 D(A)\D(B)
we obtain (2.1). The closedness of A + ·B is a consequence of (2.1). This
completes the proof of assertion (i) in Theorem 2.1.
Lemma 2.3. A+ ·B is m-accretive in H for · 2 § c with Re· ¸ 0.
Proof. Let · 2 § c with Re· ¸ 0. Then it remains to show that
(2.5) R(A+ ·B + 1) = H:
SinceA+·B" is alsom-accretive (see Pazy [10, Corollary 3.3.3]), for f 2 H and
" > 0 there exists a unique solution u" 2 D(A) of the approximate equation
(2.6) Au" + ·B"u" + u" = f;
satisfying ku"k · kfk and hence k(A+·B")u"k = kf¡u"k · 2 kfk. Therefore
we see from (2.4) that
kB"u"k · 2 dist (·;§)¡1kfk:
This implies that kB"(A+·B"+1)¡1k is bounded. Thus we obtain (2.5) (see
[7, Proposition 2.2] or [4, Exercise 6.12.7 Chapter 1]).
Lemma 2.4. The closure of A + ·B (denoted by (A + ·B)e) is m-accretive
in H for · 2 @§ with Re· ¸ 0.
Proof. Let · 2 @§ with Re· ¸ 0. First we note that A+ ·B is closable and
its closure is also accretive (cf. [10, Theorem 1.4.5]). Now (°1) means that
there exists º 2 C satisfying jºj = 1 and
(2.7) Re [º(z ¡ ·)] · 0 8 z 2 §:
(if @§ is smooth at a neighborhood of ·, then º is uniquely de¯ned as a unit
outward normal vector of @§ at ·). (2.7) implies that the function ³ 2 § 7!
j(·+ º)¡ ³j attains to its minimum at ³ = · (cf. [2, Theorem V.2]). We can
show for every t > 0 that
Re (·+ tº) ¸ 0;(2.8)
dist (·+ tº;§) = t:(2.9)
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In fact, (°3) and · 2 @§ implies · ¡ 1 2 §. Setting z = · ¡ 1 in (2.7), we
have Re º ¸ 0 and (2.8). (2.9) is a consequence of (2.7) multiplied by t > 0.
(2.8) implies that A+(·+(º=n))B is m-accretive for each n 2 N (see Lemma
2.3), that is, for every f 2 H there is a unique solution un 2 D(A) \D(B) of
(2.10) Aun + (·+ (º=n))Bun + un = f;
satisfying
(2.11) kunk · kfk:
Now we can prove that k(º=n)Bunk = n¡1kBunk · 2 kfk. In fact, we see
from (2.1) that
kBunk · dist (·+ º=n;§)¡1k(A+ (·+ º=n)B)unk = n kf ¡ unk
· 2n kfk:
This yields together with (2.10) that k(A + ·B)unk · 4 kfk. To ¯nish the
proof we show that (º=n)Bun converges to zero weakly in H. It follows from
(2.11) that for every v 2 D(B),
j((º=n)Bun; v)j = n¡1j(un; Bv)j · n¡1kfk ¢ kBvk ! 0 (n!1):
Since D(B) is dense in H and n¡1kBunk is bounded, we see that n¡1Bun ! 0
(n ! 1) weakly. (2.11) implies that we can choose a subsequence funkg ½
fung such that u :=w-limk!1 unk exists. Then we have
(A+ ·B)unk = f ¡ unk ¡ (º=nk)Bunk
! f ¡ u (k !1) weakly:
It follows from the (weak) closedness of (A + ·B)e that u 2 D((A + ·B)e)
and (A + ·B)eu = f ¡ u. This proves the essential m-accretivity of A + ·B
for · 2 @§ with Re· ¸ 0.
Lemma 2.5. Let · 2 § c with Re· < 0. Let c0(·) be de¯ned in (2.2).
(a) If Im· > 0, then ½(¡(A+ ·B)) contains the sector f¸ 2 C; 0 · arg ¸ <
¼=2g, with
(2.12) k(A+ ·B + ¸)¡1k · [1¡ c0(·)]¡1(Re¸)¡1; Re¸ > 0; Im¸ ¸ 0:
(b) If Im· < 0, then ½(¡(A + ·B)) contains the sector f¸ 2 C; ¡¼=2 <
arg ¸ · 0g, with
(2.13) k(A+ ·B + ¸)¡1k · [1¡ c0(·)]¡1(Re¸)¡1; Re¸ > 0; Im¸ · 0:
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Proof. Let · 2 § c with Re· < 0. Since § is symmetric with respect to the
real axis by (°2), it su±ces to prove the assertion (a).
(a) Let Im· > 0. Then we shall show that ¸ 2 ½(¡(A+ ·B)) for ¸ 2 C with
Re¸ > 0 and Im¸ ¸ 0. This is equivalent to the unique solvability of the
equation for each f 2 H
(2.14) Au+ ·Bu+ ¸u = f:
Let ³ 2 § c with Re ³ = 0 and Im ³ > 0. Then A+³B is m-accretive in H (see
Lemma 2.3). Setting K := (³ ¡ ·)B(A+ ³B + ¸)¡1, (2.14) can be written as
(2.15) (1¡K)(A+ ³B + ¸)u = f;
Thus it remains to show the unique solvability of the equation (1 ¡K)v = f ,
since A+ ³B + ¸ is invertible. To do so it su±ces to show that
(2.16) kKk = j³ ¡ ·j ¢ kB(A+ ³B + ¸)¡1k < 1:
Now let · 2 § c (with Re· < 0 and Im· > 0) satisfy j³ ¡ ·j < dist (³;§)
(see Figure 2); in this connection note that if Im ³ < 0 then we have j³ ¡ ·j >
dist (³;§).
O
´
»
³
·
Figure 2: j³ ¡ ·j < dist (³;§)
Then we can solve (2.15). It follows from (2.1) that
(2.17) kBuk · dist (³;§)¡1k(A+ ³B)uk:
On the other hand, we can show that
(2.18) k(A+ ³B)uk · kvk:
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In fact, making the inner product of (A+ ³B + ¸)u = v with (A+ ³B)u gives
k(A+ ³B)uk2 + (Re¸)kA1=2uk2 +Re (¸³)kB1=2uk2 = Re (v; (A+ ³B)u):
Since Re ³ = 0 and Im ³ > 0, we have Re (¸³) = (Im¸)(Im ³) ¸ 0. Hence
applying the Cauchy-Schwarz inequality gives (2.18). Combining (2.17) with
(2.18), we have
kBuk = kB(A+ ³B + ¸)¡1vk · dist (³;§)¡1kvk:
Therefore, since j³ ¡ ·j < dist (³;§), we obtain (2.16):
kKk · j³ ¡ ·j dist (³;§)¡1 < 1:
This completes the proof of ¸ 2 ½(¡(A + ·B)) for ¸ 2 C with Re¸ > 0 and
Im¸ ¸ 0.
Now we prove the estimate (2.12). Since kvk = k(1 ¡ K)¡1fk · (1 ¡
kKk)¡1kfk, it follows from (2.15) that
k(A+ ·B + ¸)¡1fk = k(A+ ³B + ¸)¡1vk · (Re¸)
¡1kfk
1¡ j³ ¡ ·j dist (³;§)¡1 :
Here we note that the function '(´) := ji´ ¡ ·jdist (i´;§)¡1 is continuous on
the open interval (´0;1), where ´0 := maxf´ ¸ 0; i´ 2 §g. We show that
inff'(´); ´ > ´0g = minf'(´); ´ > ´0g < 1. Let P : C! § be the projection.
Let ´1 2 (´0;1) satisfy that P·, · and i´1 are on the same line. Then we
have inff'(´); ´ > ´0g · '(´1) < 1. On the other hand, we have for every
´ > ´0
'(´) =
ji´ ¡ ·j
ji´ ¡ i´0j
ji´ ¡ i´0j
dist (i´;§)
¸ ji´ ¡ ·jji´ ¡ i´0j ;
which implies
lim inf
´!1 '(´) ¸ 1:
Thus we can ¯nd ´2 ¸ ´1 such that inff'(´); ´ > ´2g ¸ '(´1). Therefore we
obtain inff'(´); ´ > ´0g = minf'(´); ´ > ´0g. Setting c0(·) := minf'(´); ´ >
´0g, we obtain (2.12).
Lemma 2.6. Let · 2 § c with Re· < 0. Let µ0 be de¯ned in (2.3). Then
(a) If Im· > 0, then ½(¡(A+·B)) contains S+(·) = f¸ 2 C; ¡µ0 < arg ¸ <
¼=2g.
(b) If Im· < 0, then ½(¡(A + ·B)) contains S¡(·) = f¸ 2 C; ¡¼=2 <
arg ¸ < µ0g.
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Proof. We prove only (a) as in the proof of Lemma 2.5.
(a) Let Im· > 0. Then it remains to prove that the sector f¸ 2 C; ¡µ0 <
arg ¸ < 0g is contained in ½(¡(A + ·B)) (see Lemma 2.5 (a)). Let » > 0.
Then » 2 ½(¡(A+·B)), with k(A+·B+»)¡1k · [1¡c0(·)]¡1 »¡1 [ see (2.12)].
Now let f 2 H. Then we want to solve the equation Au+·Bu+¸u = f , with
Re¸ > 0. Setting K := (» ¡ ¸)(A+ ·B + »)¡1, we have
(2.19) (1¡K)(A+ ·B + »)u = f:
Noting that if Im¸ > ¡(Re¸) tan µ0, then there exists some » > 0 such that
j»¡¸j < [1¡c0(·)] » (see Figure 2) and hence kKk · j»¡¸j[1¡c0(·)]¡1 »¡1 < 1.
O
y
x
»
¸
µ0
[1¡ c0(·)]»
Figure 2: tan µ0 = (1¡ c0(·))=
p
c0(·)(2¡ c0(·))
Therefore u := (A+ ·B + »)¡1(1¡K)¡1f is a unique solution of (2.19), with
kuk = k(A+ ·B + »)¡1vk · [1¡ c0(·)]¡1»¡1kvk
· kfk
[1¡ c0(·)]» ¡ j» ¡ ¸j ;
where we have used the inequality
kvk · [1¡ j» ¡ ¸j[1¡ c0(·)]¡1»¡1]¡1kfk
derived from (2.19). Therefore we can conclude that ¸ 2 ½(¡(A + ·B)) for
¸ 2 C with Re¸ > 0 and Im¸ > ¡(Re¸) tan µ0.
Next, we state two particular cases of Theorem 2.1 in which B1=2 is A1=2-
bounded or B is A-bounded (under the condition °(0) < 0).
Theorem 2.7. Let A, B, § and ° be the same as those in Theorem 2.1 with
(°1){(°4). Assume that there exists ®0 > 0 such that
(2.20) ®0(B"u; u) · (Au; u); u 2 D(A):
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If (°5)0 is replaced with
(°5)®0 ¡®0 · °(0),
then, in addition to (i) of Theorem 2.1, the following (iv){(vi) hold.
(iv) If °(0) < 0 (, 0 2 § c), then B is A-bounded with
(2.21) kBuk · j°(0)j¡1kAuk; u 2 D(A) ½ D(B):
(v) A+ ·B is m-accretive on D(A)\D(B) for · 2 § c with Re· ¸ ¡®0 and
A+ ·B is essentially m-accretive in H for · 2 @§ with Re· ¸ ¡®0.
(vi) Let · 2 § c with Re· < ¡®0. Let c®0(·) and µ®0 be de¯ned as
c®0(·) :=
8>><>>:
min
n j ¡ ®0 + i´ ¡ ·j
dist(¡®0 + i´;§); ´0 < ´ <1
o
; Im· > 0;
min
n j ¡ ®0 + i´ ¡ ·j
dist(¡®0 + i´;§); ´0 < ´ <1
o
; Im· < 0;
µ®0 := tan
¡1
µ
1¡ c®0(·)p
c®0(·)(2¡ c®0(·))
¶
;
where ´0 := maxf´ ¸ 0; ¡®0 + i´ 2 §g. Then c®0(·) 2 (0; 1) and µ®0 2
(0; ¼=2).
(a) If Im· > 0, then the resolvent set ½(¡(A+·B)) contains the sector S+(·),
where
S+(·) := f¸ 2 C; ¡µ®0 < arg ¸ < ¼=2g:
(b) If Im· < 0, then the resolvent set ½(¡(A+·B)) contains the sector S¡(·),
where
S¡(·) := f¸ 2 C; ¡¼=2 < arg ¸ < µ®0g:
Remark 2.2. Let A and B be as in Theorem 2.7, satisfying (2.20), with
¡®0 · °(0) < 0. Then it is proved in [8, Theorem 1.7] that B is A-bounded:
kBuk · j°(0)j¡1kAuk; u 2 D(A) ½ D(B);
and A + tB is selfadjoint on D(A) for t > °(0); in particular, A + °(0)B
is essentially selfadjoint in H. These facts are regarded as a restriction of
Theorem 2.7 (iv) and (v) to the subset §c \ R.
Proof. (iv) Let °(0) < 0. To prove (2.21) it su±ces to show that
(2.22) kB"uk · dist(0;§)¡1kAuk = j°(0)j¡1kAuk; " > 0; u 2 D(A):
As in the proof of Lemma 2.2, we see from (°4) that
¡Re (Av;B"v) · °(0) < 0;
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where v := kB"uk¡1u. So we obtain Re (Au;B"u) ¸ j°(0)j ¢ kB"uk2 and hence
(2.22).
(v) Let · 2 § c with ®0 + Re· ¸ 0. Then the accretivity of A + ·B" (and
A+ ·B) is a consequence of (2.20):
Re ((A+ ·B")u; u) ¸ (®0 +Re·)(B"u; u) ¸ 0:
Now we can consider the unique solvability of the equation for each f 2 H
and ¸ > 0
Au" + ·B"u" + ¸u" = f:
In order to prove R(A + ·B + ¸) = H we only have to show that ku"k and
kB"u"k are bounded as " tends to zero. The m-accretivity of A + ·B" yields
that ku"k · ¸¡1kfk and hence kAu" + ·B"u"k · 2kfk. In the same way
as in the proof of Lemma 2.5 we can show that there exists c > 0 such that
kAu"k+ kB"u"k · ckfk. This concludes that R(A+ ·B+ ¸) = H. The proof
of the essential m-accretivity of A+·B for · 2 @§ with Re· ¸ ¡®0 is similar
to that of Lemma 2.4.
(vi) Let · 2 § c with Re· < ¡®0 and Im· > 0. Let ¸ 2 C with Re¸ > 0. To
show that ¸ 2 ½(¡(A+ ·B)) let f 2 H. Then we want to solve the equation
(2.23) Au+ ·Bu+ ¸u = f:
Set v := (A + ³B + ¸)u for ³ 2 § c with Re ³ = ¡®0. Since A + ³B is
m-accretive in H [see (v)], we can write (2.23) as
v ¡ (³ ¡ ·)B(A+ ³B + ¸)¡1v = f:
Proceeding as in the proof of Lemma 2.5, we can show that j³ ¡ ·j ¢ kB(A +
³B+¸)¡1k < 1 if j³¡·j < dist(³;§). Replacing c0(·) with c®0(·), the similar
argument to Lemma 2.5 and Lemma 2.6 yields the assertion (a). Considering
· instead of · when Im· < 0, we can also obtain the assertion (b).
Remark 2.3. Let f·n = »n + i´g ½ § c be a sequence satisfying »n " ¡®0
(n ! 1) in assertion (vi). Then c®0(·n) ! 0 and hence the resolvent sets
½(¡(A + ·nB)) extend from the sectors to the right half-plane as n ! 1,
which suggests the m-accretivity of the limiting operator A + (¡®0 + i´)B.
This is nothing but the conclusion of (v).
x3. Proof of Theorem 1.1
In this section we prepare some inequalities to apply Theorems 2.1 and 2.7
to A := ¢2 and B := jxj¡4. In [9, Lemmas 3.1 and 3.3] we have proved the
following
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Lemma 3.0. Let v 2 C10 (RN ). Then
(i) Re ((x ¢ r)v; v) = ¡N
2
kvk2,
(ii) k(x ¢ r)vk2 ¡ (N2=4)kvk2 ¸ 0,
(iii)
°°jxj2¢v°°2kvk2 + 2N°°jxjrv°°2kvk2 ¡ °°jxjrv°°4 ¡ 4k(x ¢ r)vk2kvk2 ¸ 0.
The following lemma is a strict version of Lemma 3.0 (ii).
Lemma 3.1. Let v 2 C10 (RN ). Then
(3.1) jIm (v; (x ¢ r)v)j2 · kvk2
³
k(x ¢ r)vk2 ¡ N
2
4
kvk2
´
:
Proof. Let v 2 C10 (RN ). From the Schwarz inequality we have
jIm (v; (x ¢ r)v)j2 + jRe (v; (x ¢ r)v)j2 = j(v; (x ¢ r)v)j2 · kvk2kx ¢ rvk2:
Combining this with Lemma 3.0 (i), we obtain (3.1).
The following lemma together with Lemma 3.1 give a strict version of
Lemma 3.0 (iii).
Lemma 3.2. Let v 2 C10 (RN ). Thenh
kvk2Im ((x ¢ r)v; jxj2¢v)¡ °°jxjrv°°2Im (v; (x ¢ r)v)i2(3.2)
·
n
kvk2
h
k(x ¢ r)vk2 ¡ N
2
4
kvk2
i
¡ jIm (v; (x ¢ r)v)j2
o
£
h°°jxj2¢v°°2kvk2 + 2N°°jxjrv°°2kvk2 ¡ °°jxjrv°°4 ¡ 4k(x ¢ r)vk2kvk2i:
Proof. For each v 2 C10 (RN ) set v1 := jxj2¢v, v2 := (x ¢ r)v, v3 := v. Let
G := ((vj ; vk))jk. Let a; b; c ¸ 0 and ®; ¯; ° 2 C be de¯ned as0@c ® ¯® b °
¯ ° a
1A :=
0B@
°°jxj2¢v°°2 (jxj2¢v; (x ¢ r)v) (jxj2¢v; v)
((x ¢ r)v; jxj2¢v) °°(x ¢ r)v°°2 ((x ¢ r)v; v)
(v; jxj2¢v) (v; (x ¢ r)v) kvk2
1CA :
Since G is positive semi-de¯nite, we have detG ¸ 0;
aj®j2 + bj¯j2 + cj°j2 · abc+ 2Re (®¯°):
Setting ® = ®1+ i®2, ¯ = ¯1+ i¯2, ° = °1+ i°2 with ®j ; ¯j ; °j 2 R (j = 1; 2),
we have
a®22 + b¯
2
2 + c°
2
2 + 2(®1¯2°2 + ®2¯1°2 + ®2¯2°1)(3.3)
· abc+ 2®1¯1°1 ¡ (a®21 + b¯21 + c°21):
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Now it is easy to see that
®1 =Re® =
N
2
eb¡ 2b;(3.4)
¯1 =Re¯ = Na¡eb;(3.5)
°1 =Re ° = ¡N
2
a;(3.6)
where eb := °°jxjrv°°2 (see [9, Section 3]). It follows (3.4){(3.6) that the right-
hand side of (3.3) equals
(b¡ (N2=4)a)(ac+ 2Naeb¡eb2 ¡ 4ab):
Multiplying (3.3) by a and using the equality ¯2 = 2°2, we have
a2®22 + 2a(¯1 + 2°1)®2°2 + a(4®1 + 4b+ c)°
2
2(3.7)
· a(b¡ (N2=4)a)(ac+ 2Naeb¡eb2 ¡ 4ab):
We see from (3.4){(3.6) that the left-hand side of (3.7) equals
(a®2 ¡eb°2)2 + (ac+ 2Naeb¡eb2 ¡ 4ab)°22 ;
which implies that
(3.8) (a®2 ¡eb°2)2 · (ab¡ (N2=4)a2 ¡ °22)(ac+ 2Naeb¡eb2 ¡ 4ab):
(3.8) is nothing but (3.2).
Lemma 3.3. Let k1 be the constants de¯ned in (1.1):
k1 = 112¡ 3(N ¡ 2)2:
For u 2 H4(RN ) and " > 0 put
IP := (¢2u; (jxj4 + ")¡1u);
and a := k(jxj4 + ")¡1uk2. Then k1a+Re IP ¸ 0 and
jIm IPj2 · 64pa(
p
k1a+Re IP¡ ((N2=4)¡N ¡ 10)
p
a)(3.9)
£ (
p
k1a+Re IP + 8
p
a)2:
If N ¸ 9, then k2a+Re IP ¸ 0 and
(3.10) jIm IPj2 · 64
p
a(k2a+Re IP)(
p
k1a+Re IP + 8
p
a)2p
k1a+Re IP + ((N2=4)¡N ¡ 10)
p
a
where k2 = k1¡ [(N ¡ 2)2=4¡ 11]2 = ¡(N=16)(N ¡ 8)(N2¡ 16) < 0 (N ¸ 9).
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Proof. Let u 2 C10 (RN ) and " > 0. Put v := (jxj4+")¡1u. By using the same
notations as in the proof of Lemma 3.2 (3.8) is written as
(3.11) L :=
(a®2 ¡eb°2)2
ab¡ (N2=4)a2 ¡ °22
· ac+ 2Naeb¡eb2 ¡ 4ab =: R:
Here we note (see [9, Proof of Lemma 3.4]) that
IP =
°°jxj2¢v°°2 + 8( (x ¢ r)v; jxj2¢v) + 4(N + 2)(v; jxj2¢v) + "k¢vk2:
It follows that
c =
°°jxj2¢v°°2 · Re IP + 16b+ 8eb¡ 4N(N + 2)a;(3.12)
®2 =Im ((x ¢ r)v; jxj2¢v) = 1
8
Im IP + (N + 2)°2:(3.13)
In fact, (3.13) holds as a consequence ¯2 = 2°2. Applying (3.13) to L yields
L =
³a
8
Im IP + ((N + 2)a¡eb)°2´2
a(b¡ (N2=4)a)¡ °22
=
(c1°2 + c2)
2
c0 ¡ °22
;
where
c0 := a(b¡ (N2=4)a) ¸ °22 ;(3.14)
c1 := (N + 2)a¡eb;(3.15)
c2 :=
a
8
Im IP;(3.16)
note that the inequality in (3.14) is nothing but (3.1). Since the quadratic
equation L(c0 ¡ t2) = (c1t + c2)2 has a real root t = °2, the discriminant is
nonnegative:
(3.17) L(c0L+ c0c
2
1 ¡ c22) ¸ 0:
It is clear that L ¸ 0. If L > 0, then (3.17) yields
(3.18) L ¸ (c22=c0)¡ c21:
If L = 0, then °2 = ¡c2=c1 and hence (3.14) yields that 0 ¸ (c22=c0)¡ c21. This
means that (3.18) holds for L ¸ 0. Hence it follows from (3.14){(3.16) and
(3.18) that
(3.19) L ¸ ajIm IPj
2
64(b¡ (N2=4)a) ¡ (
eb¡ (N + 2)a)2:
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On the other hand, since b · eb, (3.11) and (3.12) yields
R · aRe IP + 12ab+ 2(N + 4)aeb¡eb2 ¡ 4N(N + 2)a2(3.20)
· a(k1a+Re IP)¡ (eb¡ (N + 10)a)2;
where k1 := (N +10)
2¡4N(N +2) = 112¡3(N ¡2)2. Since L · R, it follows
from (3.19) and (3.20) that
(3.21)
ajIm IPj2
64(b¡N2a=4) ¡ (
eb¡ (N +2)a)2 · a(k1a+Re IP)¡ (eb¡ (N +10)a)2:
Therefore we obtain
(3.22)
jIm IPj2
64(b¡ (N2=4)a) ¡ 16(
eb¡ (N + 6)a) · k1a+Re IP =: K:
Now we see from (3.20) that
(eb¡ (N + 10)a)2 · R+ (eb¡ (N + 10)a)2 · aK
and hence
(3.23) b · eb · paK + (N + 10)a:
Applying (3.23) to (3.22), we obtain
jIm IPj2
64
p
a
£p
K ¡ ((N2=4)¡N ¡ 10)pa¤ · K + 16(paK + 4a) = (pK + 8pa)2:
This proves (3.9) for u 2 C10 (RN ). Next note that N2=4 ¡ N ¡ 10 ¸ 0 for
N ¸ 9. To obtain (3.10), we have only to use the equality
p
K ¡ ((N2=4)¡N ¡ 10)pa = k2a+Re IPp
K + ((N2=4)¡N ¡ 10)pa
where k2 = ¡N(N ¡ 8)(N2 ¡ 16)=16. Since C10 (RN ) is dense in H4(RN ), we
obtain (3.9) for every u 2 H4(RN ).
Proof of Theorem 1.1. Let H := L2(RN ), A := ¢2 with D(A) := H4(RN )
and B := jxj¡4 with D(B) := fu 2 H; jxj¡4u 2 Hg. For u 2 D(A) and " > 0
take v := B"u = (jxj4 + ")¡1u with
p
a := kvk = 1. Set »; ´ 2 R as
» + i´ := ¡IP = ¡(Au;B"u):
We shall prove that there exist ° independent of " > 0 satisfying (°1), (°2),
(°5)0 in Theorem 2.1 (or (°5)®0 in Theorem 2.7) and § de¯ned in (°3) such
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that ¡IP 2 § for every u 2 D(A) and " > 0, i.e., (°4) holds. First it follows
from Lemma 3.3 with Re IP = ¡», Im IP = ¡´, a = 1 that
(3.24)
½
k1a+Re IP = k1 ¡ » ¸ 0;
j´j2 · 'N (»);
where 'N : (¡1; k1]! R is given as follows (see (3.9)):
(3.25) 'N (t) := 64
£p
k1 ¡ t+ (10 +N ¡ (N2=4))
¤
(
p
k1 ¡ t+ 8)2:
We can easily see that 'N is monotone decreasing and limt!¡1 'N (t) = 1.
According to the sign of 'N (k1) we consider two cases N · 8 and N ¸ 9.
In the case N · 8 it holds from 10 + N ¡ (N2=4) > 0 that 'N (k1) =
minf'N (t); t · k1g > 0. If j´j2 · 'N (k1), then j´j2 · 'N (») holds. If
j´j2 ¸ 'N (k1), then j´j2 · 'N (») is equivalent to » · '¡1N (j´j2). Thus we have
(3.26)
½
» · k1 when j´j2 · 'N (k1);
» · '¡1N (j´j2) when j´j2 ¸ 'N (k1):
Set
°(t) :=
½
k1 when jtj2 · 'N (k1);
'¡1N (jtj2) when jtj2 ¸ 'N (k1):
(°2) is clearly satis¯ed. Let § be de¯ned in (°3). We show that ° is concave.
(3.24) implies that
(3.27) § = f» + i´ 2 C; » · k1; j´j ·
p
'N (»)g:
Since
p
'N is concave, (3.27) shows that § is convex. Hence ° is concave
and (°1) is satis¯ed. (3.24) and (3.27) imply that (°4) is satis¯ed. Noting
°(0) = k1 > 0, we see that (°5)0 is satis¯ed. When N · 4, we apply Theorem
2.1 with A, B, ° and § to obtain the assertion of Theorem 1.1 in the case
N · 4. When N ¸ 5, we have the Rellich inequality
N(N ¡ 4)
4
k(jxj2 + ")¡1uk · k¢uk; u 2 H2(RN );
which implies (2.20) with ®0 := [N(N ¡ 4)=4]2. Since °(0) = k1 > 0 > ¡®0,
(°5)®0 is satis¯ed. Thus we can apply Theorem 2.7 with A, B, ° and § to
obtain Theorem 2.7 (v), (vi). Therefore we obtain the assertion of Theorem
1.1 in the case 5 · N · 8.
In the case N ¸ 9 it follows from Lemma 3.3 with Re IP = ¡», a = 1 that
(3.28) » · k2 := ¡(N=16)(N ¡ 8)(N2 ¡ 16):
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In particular, (3.10) implies that 'N has another expression:
'N (t) =
64(k2 ¡ t)(
p
k1 ¡ t+ 8)p
k1 ¡ t+ ((N2=4)¡N ¡ 10)
:
Then 'N (k2) = 0 and
p
'N is concave on (¡1; k2]. Set
°(t) := '¡1N (jtj2); t 2 R:
It is clear that (°2) is satis¯ed. Let § be de¯ned in (°3). Noting k2 < k1, we
see from (3.24) and (3.28) that
(3.29) § = f» + i´ 2 C; » · k2; j´j ·
p
'N (»)g:
Since
p
'N is concave, we see from (3.29) that § is convex. Hence ° is concave
and (°1) is satis¯ed. (3.24), (3.28) and (3.29) imply that (°4) is satis¯ed.
Applying the Rellich inequality again, we have (2.20) with ®0 := [N(N¡4)=4]2.
Since °(0) = k2 > ¡®0, (°5)®0 is satis¯ed. Since °(0) = k2 < 0, we obtain
Theorem 2.7 (iv). Therefore we obtain the assertion of Theorem 1.1 in the
case N ¸ 9. This completes the proof of Theorem 1.1.
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