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Dynamics near QCD critical point
by dynamic renormalization group
Yuki Minami∗
Department of Physics, Kyoto University, Kyoto 606-8502, Japan
We work out the basic analysis on dynamics near QCD critical point (CP) by dynamic renormal-
ization group (RG). In addition to the RG analysis by coarse graining, we construct the nonlinear
Langevin equation as a basic equation for the critical dynamics. Our construction is based on the
generalized Langevin theory and the relativistic hydrodynamics. Applying the dynamic RG to the
constructed equation, we derive the RG equation for the transport coefficients and analyze their
critical behaviors. We find that the resulting RG equation turns out to be the same as that for the
liquid-gas CP except for an insignificant constant. Therefore, the bulk viscosity and the thermal
conductivity strongly diverge at the QCD CP. We also show that the thermal and viscous diffusion
modes exhibit critical slowing down with the dynamic critical exponents zthermal ∼ 3 and zviscous ∼ 2
, respectively. In contrast, the sound propagating mode shows critical speeding up with the negative
exponent zsound ∼ −0.8.
PACS numbers: 12.38.-t, 05.70.Jk, 25.75.Nq
I. INTRODUCTION
An interesting feature of the phase diagram in quan-
tum chromodynamics (QCD) is the possible existence of
the critical point (CP), which is predicted by various ef-
fective models of QCD and suggested by lattice QCD
simulations. The critical point is the end point of the
first order phase transition line existing in the low tem-
perature (T ) region [1]1. Then, the significance of this
QCD CP is that the phase transition at this point is of
second order, and thereby we can expect critical phenom-
ena due to large fluctuations of various quantities at this
point [8].
Then, a fundamental problem arises; what is the soft
modes of the QCD CP? A hint is that the baryon-number
susceptibility [9] diverges at the CP as first suggested
in [10] and subsequently demonstrated in [11]. It has
been established that the fluctuating modes of conserved
densities are the soft modes at the CP [12, 13]. Although
the σ mode seems to be the soft mode, it couples to
the density fluctuation at finite density [9] and remains
massive [12–14]2.
Furthermore, as a critical phenomenon, some authors
suggested a divergent behavior of bulk viscosity at the
QCD CP [16], although their validity of their argument is
very much controversial [17–19]; for instance, the ansatz
for the spectral function adopted in [16] may not neces-
sarily be true [17], and a microscopic calculation by the
∗Electronic address: y-minami@ruby.scphys.kyoto-u.ac.jp
1 In fact, the QCD matter seems to have extremely rich structure
in the phase diagram with one or multiple critical points [1–
3], and even accompanied with inhomogeneous phases at low T
[4, 5], although the very existence of a CP may be questioned
according to [6, 7].
2 Such a fast mode as the σ near the QCD CP is called a slaved
mode [15], because its slow dynamics is controlled by the density
fluctuation for the QCD CP.
relativistic Boltzmann equation [19] shows that the bulk
viscosity is finite at the CP. Thus, it is still not obvi-
ous whether the transport coefficients will diverge at the
QCD CP.
In fact, as is known in condensed matter physics, the
critical divergence of the transport coefficients is a com-
mon phenomenon at a CP, such as at the liquid-gas CP,
and originate from a universal mechanism; nonlinear fluc-
tuations of macroscopic variables cause the divergence
[22, 27]. This implies that microscopic processes, as may
be described by such as the Boltzmann equation, would
give only a minor contribution to the critical divergence
of these quantities, if any. The dynamic renormalization
group (RG) theory [20, 21] is a standard technique for
critical dynamics, which systematically incorporate the
macroscopic fluctuations causing the divergent behavior
of transport coefficients. In this theory, We must con-
struct a nonlinear Langevin equation as a basic equation
for the critical dynamics. The construction goes as fol-
lows. First, the slow variables are identified for describing
the critical dynamics. Next, the thermodynamic poten-
tial for the slow variables is constructed to determine
the static property of the system. Finally, the stream-
ing terms, causing the dynamic-nonlinear coupling, and
the kinetic coefficients are determined for respectively de-
scribing time reversible and irreversible changes of the
slow variables. We note that the streaming term is ab-
sent in the simple Brownian motion.
The general theory of the critical dynamics as de-
scribed above tells us that an essential ingredient is to
properly construct the nonlinear Langevin equation for
the critical dynamics. As far as we know, this is the
first attempt for the QCD CP. Our construction of the
Langevin equation is based on the generalized Langevin
theory, by Mori [22, 29], and the relativistic hydro-
dynamics, because the slow variables are identified as
long-wavelength fluctuations of the conserved densities
[12, 13, 23]; we construct the streaming terms from con-
tinuity equations and the potential condition, which is a
2general condition for streaming terms [20, 21]. Also, we
use the thermodynamic potential for the 3d Ising system
as that for the QCD CP because the static universality
class is the same as 3d Ising class [12, 13, 26]. Finally,
we determine the kinetic coefficients from a relativistic
hydrodynamic equation, here the so called Landau equa-
tion [24] taken. In consequence, we shall show that the
Langevin equation differs from it for the liquid-gas CP
due to relativistic effects, although the dynamic univer-
sality class of the QCD CP is conjectured as of the liquid-
gas CP [13, 18].
After such construction, we apply the dynamic RG to
the Langevin equation and derive the RG equations for
the transport coefficients. Consequently, to our surprise,
these RG equations turn out to be the same as for the
liquid-gas CP except for a irrelevant constant, although
the Langevin equations are different. Therefore, the bulk
viscosity and the thermal conductivity strongly diverge
and can be more important than the shear viscosity near
the QCD CP. We shall also show that the thermal and
viscous diffusion modes exhibits critical slowing down,
whereas the sound mode critical speeding up.
This paper is organized as follows. In Sec.II, we shortly
review the theory of critical dynamics. In Sec.III, we con-
struct the nonlinear Langevin equation for the QCD CP
by the generalized Langevin theory and the relativistic
hydrodynamics. In Sec.IV, we analyze the critical ex-
ponents of the transport coefficients and dynamic criti-
cal exponents by the dynamic RG. The final section is
devoted to a summary and concluding remarks. In Ap-
pendixes A, B and C, we give the detailed derivation of
the RG equations for the transport coefficients.
II. REVIEW OF CRITICAL DYNAMICS
Since the present work is based on the theory of critical
dynamics in condensed matter physics [20, 21], we now
shortly review it for self-containedness.
A. Critical divergences of transport coefficients
The critical divergence of transport coefficients (or dif-
fusion constants) is a common phenomenon, for instance,
at the critical point of the liquid-gas, ferromagnetic tran-
sitions and so on [20, 21]. The important point is that
the critical divergence originates from a universal mech-
anism; nonlinear fluctuations of macroscopic variables
causes the divergence [22, 27].
Here, we briefly illustrate how macroscopic nonlinear
fluctuations cause the critical divergence, taking the ther-
mal conductivity near the liquid-gas CP as an example
[28]. The thermal conductivity is given by the Kubo for-
mula as follows,
λ = T−2
∫
dr
∫ ∞
0
dt〈q(r, t)q(0, 0)〉, (1)
where q(r, t) and T are the heat current and temperature,
respectively, and 〈· · ·〉 denotes the statistical average in
the thermal equilibrium state. The heat current q(r, t) is
supplied from two sources: one is due to a microscopic
process as calculated by a microscopic theory, such as the
Boltzmann equation, and the other is due to nonlinear
fluctuations of macroscopic variables [29]:
q = qmicro + qmacro, (2)
where qmicro and qmacro respectively denote the micro-
scopic and macroscopic currents. The macroscopic pro-
cess causing the heat current is identified as the entropy
density convected by fluid velocity fluctuation. Thus, we
have
qmacro ∼ δsδv, (3)
where δs and δv respectively denote the fluctuations of
the entropy density and the fluid velocity. The macro-
scopic current Eq. (3) is of the second order in fluctua-
tions and hence negligible far from the CP. However, it
becomes the dominant part near the CP, since the fluc-
tuations are enhanced there. We see that Eq. (1) now
has the following form
λ = λmicro +
∫
dr
∫ ∞
0
dt〈δs(r, t)δv(r, t)δs(0, 0)δv(0, 0)〉,
(4)
where λmicro is the thermal conductivity coming from the
microscopic current. Recalling that the entropy density
fluctuation is a soft mode near the liquid-gas CP, we see
that the second term of Eq. (4) diverges at the CP. This
is the mechanism causing the critical divergence of trans-
port coefficients.
Let us call the transport coefficients, such as λmicro,
coming from microscopic processes the bare transport
coefficients, and those including the contributions from
the nonlinear macroscopic fluctuations the renormalized
ones. Then, we need not to study the critical divergence
of transport coefficients by a microscopic theory since
the divergence originates from only the macroscopic pro-
cesses. The dynamic RG [20, 21, 26, 31, 32] is the stan-
dard theory incorporating such nonlinear macroscopic
fluctuations. In this theory, we must construct a nonlin-
ear Langevin equation as a basic equation for the critical
dynamics.
B. Generalized Langevin equation
We first note that if the dynamic variables are divided
into slow and fast ones, the slow dynamics can be well
described by a Langevin equation. We stress that such
the Langevin equation can be derived in a generic way,
so-called the Mori theory [22, 29], from the microscopic
equation of motion. The starting microscopic equations
of motion are Liouville or Hisenberg equation for a clas-
sical or a quantum system, respectively. They read
∂
∂t
Aj(t) = {Aj(t), H}PB, (5)
3and
∂
∂t
Aj(t) = (1/i~)[Aj(t), H ], (6)
respectively. Here, Aj(t) are arbitrary slowly varying
variables (slow variables), H a microscopic Hamiltonian,
and, {·, ·}PB and [·, ·] represent Poisson brackets and com-
mutation relations, respectively. Equation (5) (or Eq.
(6)) can be divided into two parts: one is composed of
only the slow variables and describes their slow motion,
while the other involves fast motions due to the micro-
scopic processes. Thus, we have [20, 22]
∂
∂t
Aj(t) = vj(A)−
∑
k
Ljk(A)
δ(βH(A))
δAk
+ θj(t), (7)
with β being the inverse temperature. Here, vj(A(t)),
which is called a streaming term, gives the time-reversible
process, while Ljk and H(A(t)) are bare kinetic coef-
ficients and a thermodynamic potential for Aj , respec-
tively. The first and second terms in Eq. (7) are the slow
motions and nonlinear in Aj , whereas the last term is the
fast motions and treated as a stochastic variable obeying
the fluctuation-dissipation relation
〈θj(t)θk(t
′
); a〉 = 2Ljk(a)δ(t− t
′
). (8)
Here, 〈· · · ; a〉 represents the conditional average in which
Aj is fixed at aj . We stress that this relation is not given
by hand, but naturally obtained from the decomposition
process [22].
Equation (7) is called the generalized Langevin equa-
tion, which has been widely used in the phase transition
dynamics [20, 21]. Even for the QCD CP, we may use the
generalized Langevin equation, because only the time-
scale separation is assumed in the Mori theory. Further-
more, we note that, by the time-scale separation, trans-
port coefficients arises .
C. Dynamic RG
The general dynamic RG transformation usually con-
sists of two procedures, i.e., coarse graining and rescaling
as in the static RG transformation [21, 30]. However, as
is shown in [20, 26, 32], we can omit the rescaling, if we
are interested in only the critical exponents of transport
coefficients, although the relevant fixed point seems to be
absent in such a simplified RG transformation [32].
The Langevin equation is an infrared effective theory
and inherently has a ultraviolet cutoff Λ0, which should
satisfy the following inequality
ξ−1 ≪ Λ0 ≪ a
−1. (9)
Here, ξ and a are the correlation length and the char-
acteristic microscopic length, respectively. Then, the
Langevin equation is coarse grained by averaging over
the large-wavenumber components of the slow variables
Aj(t) in the infinitesimal wavenumber shell,
Λ− δΛ < k < Λ, (10)
for Eq. (7). Here, Λ starts from the initial value Λ0 and
is lowered up to Λ≪ ξ−1. In this way, we infinitesimally
make coarse graining of the Langevin equation. Because
the coarse-graining procedure is infinitesimal, we need
not the rescaling . Inspecting the form of the coarse-
grained Langevin equation, we can obtain the RG equa-
tion for the transport coefficients.
D. Contrast with the static RG
Here, we first stress that the concept of the dynamic
universality class is not so universal contrary to its name.
Then, the class of the QCD CP may not be the same as
of the liquid-gas CP or the model H 3, although it is
conjectured by [13, 18]. To see this, let us contrast the
difference between the static RG with the dynamic one.
An important point is that the respective infrared ef-
fective theories are different; in the static case, the in-
frared effective theory is the thermodynamic potential
(or so-called Landau free energy), the nature of which
turns out to be governed by only the space dimension
and the symmetry among the order parameters but not
by the details of the dynamics, and hence the concept
of the universality class makes sense for the static case.
In contrast, for the dynamic RG, the infrared effective
theory is the nonlinear Langevin equation.
Here, the important difference arises; the relevant vari-
ables for the Langevin equation is not only the order pa-
rameters but also conserved densities, and its nonlinear
couplings can not be determined by only the symmetry
in general. Consequently, the dynamic universality class
is not so universal compared to the static one. Specif-
ically, the nonlinear couplings, namely, the streaming
terms vj(A), are generally given by the Poisson brack-
ets (commutation relations) among the slow variables in
the classical (quantum) system [21];
vj(A) =
∑
k
[Qjk(A)
δH
δAk
− β−1
δ
δAk
Qjk(A)], (11)
where
Qjk(A) = 〈{Aj , Ak}PB;A〉 or 〈[Aj , Ak]/(i~);A〉. (12)
The important point is that the Poisson-bracket relations
depend on the microscopic expressions of the variables.
3 The model H [25, 27] is the minimal-dynamic model for a CP that
its relevant modes are given as the nonrelativistic-hydrodynamic
modes. The liquid-gas CP belongs to the dynamic universality
class of the model H
4This fact leads to an important consequence that the
dynamic universality class of the QCD CPmay not be the
same as of the liquid-gas CP or the model H. Actually, in
the model H, the Poisson-bracket relations are calculated
with the non-relativistic relations [21, 27].
III. THE NONLINEAR LANGEVIN EQUATION
FOR THE QCD CP
A. Slow variables
We first identify the slow variables near the QCD CP,
which consist of soft modes and conserved densities. For
the QCD CP, the soft modes are nothing but the long-
wavelength fluctuations of the conserved densities, i.e.,
the baryon number density n and the energy and momen-
tum Tµν [12, 13]. Thus, we see that the slow variables
near the QCD CP are given by only the fluctuations of
the conserved quantities:
Aj = {δn, δe = (δT
00), δJ i = (δT 0i)}. (13)
Because the slow dynamics of the conserved quantities
is basically given by hydrodynamics, we find that the
system near the QCD CP is described as a relativistic
critical fluid. In other words, the relevant modes are
given as the relativistic-hydrodynamic modes. This is
the basic observation for our construction of the nonlin-
ear Langevin equation for the QCD CP. More specifi-
cally, the hydrodynamic modes are the thermal and vis-
cous diffusion modes, and the sound propagating mode.
The thermal mode is the entropy fluctuation inducing
the density and energy fluctuations, whereas the viscous
and the sound modes are the transverse and longitudinal
components of the momentum fluctuations, respectively.
Now, we note that not all fluctuations are enhanced
near the CP. Therefore, we can neglect nonlinearity of
fluctuations that is not enhanced, if such fluctuations are
identified. Then, let us identify the non-enhanced fluctu-
ations by the hydrodynamics. The usual hydrodynamics
with static scaling laws is useful to see the such tendency
of the slow variables. Since the result turns out to be
independent of the choice of the frame, which defines the
local rest frame [23], let us take the energy frame, namely
the Landau equation [24], which is given by the following
conservation laws:
∂µN
µ = 0, (14)
∂µT
µν = 0, (15)
where Nν and T µν are the particle current and the
energy-momentum tensor, respectively. Those are given
as
Nµ=nuµ + νµ, (16)
T µν=huµuν − Pgµν + τµν , (17)
where h = e + P is the enthalpy density with e and
P being the energy density and the pressure. Also,
uµ = (γ, γv) are the fluid four velocity, with γ being the
Lorentz factor, and the dissipative terms, νµ and τµν ,
are given by
νµ =λ0
(
nT
h
)2
∂µ⊥
(
µ
T
)
, (18)
τµν =η0[∂
µ
⊥u
ν + ∂ν⊥u
µ −
2
3
∆µν(∂⊥·u)]
+ζ0∆
µν(∂⊥·u), (19)
where λ0, η0 and ζ0 are the bare thermal conductivity,
the bare share and bulk viscosities, respectively. ∆µν ≡
gµν − uµuν is the projection onto the space-like vector
and ∂µ⊥ ≡ ∆
µν∂ν is the space-like derivative.
In the hydrodynamic regime, kξ ≪ 1, the hydro-
dynamic modes is analyzed by the linearized equation,
which is given by
∂δn
∂t
=−nc∇ · δv + λ0
(
ncTc
hc
)2
∇2δ
(
µ
T
)
, (20)
∂δe
∂t
=−hc∇ · δv, (21)
∂δJ
∂t
=−∇(δP ) + (ζ0 +
1
3
η0)∇(∇ · δv) (22)
+η0∇
2δv,
where the symbols with a prefix δ denote the fluctua-
tions from their equilibrium values, which are denoted
by a suffix c 4. Hereafter, variables with the suffix and
the prefix respectively denote the equilibrium values and
fluctuations. As relativistic effects, we see that dissipa-
tive effects appear in Eq. (20) while vanish in Eq. (21),
because we have chosen the energy frame. We note that
the relativistic effect for the particle frame appears in a
different form [23].
By Eqs. (20)-(23) and static scaling laws, the tendency
of the hydrodynamic modes is analyzed in the critical
regime, kξ ≫ 1. We have studied the such behavior in the
previous paper [23] and shown that the thermal mode is
enhanced , whereas the sound mode is suppressed and the
viscous mode is not enhanced nor suppressed. Recalling
the relation between the hydrodynamic modes and the
slow variables, we have the result that δn and δe are
enhanced, while δJ is not near the QCD CP.
We note that nonlinear couplings among these modes,
which is not included in usual hydrodynamics, become
significant in the critical regime. We will take them into
account in the nonlinear Langevin equation, except for
the fluctuation of the momenta δJ , the nonlinear term
of which will be neglected even in the critical regime.
4 Here, we have slightly rewritten the form of the linearized equa-
tions, (20)- (23), from those in [23] by the thermodynamic rela-
tions δǫ = Tδ(ns) + µδn and δP = nsδT + nδµ, where s is the
entropy per particle.
5B. Thermodynamic potential for the slow variables
Next, we construct the thermodynamic potential
H(δn, δe, δJ) for the slow variables.
Since the momentum density fluctuation is not en-
hanced near the QCD CP, we can neglect its coupling
with δn and δe, and may adopt a Gaussian form for the
momentum density part of the potential. Thus, we have
H(δn, δe,J) = Hne(δn, δe) +HJ (δJ), with
HJ (δJ) ≡
1
2hc
δJ2. (23)
In contrast to δJ , δn and δe are significantly en-
hanced near the QCD CP, the thermodynamic potential
Hne(δn, δe) should contain higher order terms of them.
In fact, Hne(δn, δe) is the quantity that determines the
static property of the system and the QCD CP belongs
to the same static universality class as the 3d Ising class,
namely, Z2. Therefore, we may construct Hne(δn, δe)
with the thermodynamic potential for the 3d Ising sys-
tem [33], which reads
βHIsing(ψ,m) =
∫
dr[
1
2
r0ψ
2 +
1
2
K0|∇ψ|
2 +
1
4
u0ψ
4
+γ0ψ
2m+
1
2C0
m2 − hψ − τm]. (24)
Here, ψ and m are the spin density and the exchange
energy density, respectively. r0,K0, u0, γ0 and C0 denote
the static parameters, while h and τ the applied magnetic
field and the reduced temperature, respectively. Then,
we assume that the thermodynamic potential takes the
following form
H(δn, δe, δJ) = HIsing(ψ,m) +
1
2hc
δJ2, (25)
provided that the mapping between (ψ, m) and (δn, δe)
is given.
The general mapping relation between a grand canon-
ical ensemble in Z2 and the 3d Ising system is known in
condensed matter physics [20], which are summarized as
follows. First, we assume the following linear relation be-
tween the deviations of the respective intensive variables
from those at the critical points, which should be valid
near the CP. 5:
δh =α1δ(µ/T ) + α2δT/Tc, (26)
δτ =β1δ(µ/T ) + β2δT/Tc, (27)
where α1, α2, β1 and β2 are constants and assumed to
be regular at the CP. We note that α1, α2, β1 and β2
need not to be determined for the critical divergence of
5 Recall that the static scaling laws are expressed by the deviations
of the intensive variables from those at the CP.
transport coefficients, since they have no singularities at
the CP. Although one could use Eqs. (26) and (27) for the
mapping, it turns out to be inconvenient for the analysis
by a Langevin equation. To translate these equations to
more convenient ones, we assume the following relation
[20]:
ψδh+mδτ = T−2c δT δe+ δ(µ/T )δn, (28)
which is actually derived by considering a change of the
microscopic distributions due to small deviations of the
external parameters in both systems. From the relations
Eqs. (26)-(28), we arrive at the convenient mapping re-
lation as follows,
δn =α1ψ + β1m, (29)
T−1c δe =α2ψ + β2m. (30)
With this mapping, Eq. (25) now gives the thermody-
namic potential for the QCD CP. We remark that we only
map the static quantities although the dynamic ones are
studied. For later uses, we introduce fluctuations of the
intensive variables as
δT≡ T 2c
δ(βH)
δe
, (31)
δ
(
µ
T
)
≡
δ(βH)
δn
. (32)
This relation comes from the fact that, in the grand
canonical distribution Pgra ∝ exp[(1/T )e + (µ/T )n], e
and n are respectively conjugate to 1/T and µ/T [20].
We also introduce the fluid velocity fluctuation as in the
non-relativistic case:
δv ≡
δH
δJ
. (33)
We note that the static parameters in Eq. (24) has the
ultraviolet cutoff dependence in the region ξ−1 < Λ. Let
us write the static parameters as r(Λ), K(Λ), u(Λ), γ(Λ)
and C(Λ) to make their Λ dependence explicit. These
variables have the following asymptotic behaviors [20, 26,
33]:
r(Λ)∼ Λ2−η, (34)
K(Λ)∼ Λ−η, (35)
u(Λ)∼ Λǫ−2η, (36)
γ(Λ)∼ Λ(ǫ+α/ν)/2−η, (37)
C(Λ)∼ Λ−α/ν , (38)
where ǫ = 4− d with d being the space dimension, while
α, ν and η are the usual static critical exponents. Noting
that η is of order ǫ2 and very small, we neglect η and set
K0 = 1, hereafter.
C. Streaming terms and bare kinetic coefficients
In this subsection, we determine the forms of the
streaming terms, vn, ve and vJ . We can nicely deter-
mine the first two terms from the continuity equations
6because δn and δe are the conserved densities. From the
continuity equations, we can write vn and ve as diver-
gences of reversible currents, which read
jn =nγδv, (39)
je =(e+ P )γ
2δv, (40)
with jn and je being the reversible currents of the
number and energy density, respectively. Here, γ is
the Lorentz factor of the fluid-velocity fluctuation, n =
nc+ δn and e = ec+ δe. As the reference frame, we have
chosen the rest frame of the equilibrium state, and then
the back ground fluid velocity vanishes. Furthermore,
We may set γ ∼ 1, because the fluid-velocity fluctuation
is given by δv = h−1c δJ that is not enhanced. Therefore,
we write the streaming terms, vn and ve, as
vn= −∇ · (nδv), (41)
ve= −∇ · ((e+ Pc)δv), (42)
where we neglect the pressure fluctuation because it is
not enhanced near the CP [23].
Now, we note that the determination of vJ is not sim-
ple. Although the continuity equation tells us that vJ is
the divergence of the reversible-stress tensor, the determi-
nation of the reversible-stress tensor is not trivial. How-
ever, we can determine it from the potential condition,
which is a general condition for the streaming terms [20].
The potential (or divergence) condition [20, 21] reads
∫
dr
∑
j=n,e,J
vj(A)
δ(βH)
δAj
=
∫
dr
∑
j=n,e,J
∂vj(A)
∂Aj
. (43)
We remark that this condition can be derived from the
definition of streaming terms [22]:
vj(A(t)) ≡ 〈A˙j ;A(t)〉, (44)
where A˙j ≡ iLAj(0) is the microscopic time derivative of
Aj and iL is the Liouville operator. In a continuum sys-
tem, the right-hand side of Eq. (43) vanishes in general
[20]. Thus, the potential condition is reduced to
∫
dr
∑
j=n,e,J
vj(A)
δ(βH)
δAj
= 0, (45)
where vJ is only the unknown quantity because we have
already determined vn, ve and H(δn, δe, δJ). Using Eqs.
(33), (41), (42) and (45), we obtain∫
dr[n∇
δH
δn
+ (e+ Pc)∇
δH
δe
+ vJ ] · βδv = 0. (46)
Since this condition should be satisfied for an arbitrary
fluid-velocity fluctuation, we have
vJ = −n∇
δH
δn
− (e + Pc)∇
δH
δe
. (47)
Next, let us determine the kinetic coefficients from
the relativistic hydrodynamic equation, Eqs. (14)-(19).
From Eqs. (18), (19), (32) and (33), we can read the
kinetic coefficients Ljk for small δv as
Lnn= −λ0
(
ncTc
hc
)2
∇2, (48)
LijJJ= −Tc[η0δij∂i∂j + (ζ0 + (1 − 2/d)η0)∂i∂j ], (49)
and that the other coefficients are zero. We note that
Lee is absent due to the choice of the energy frame.
Now, we have determined all the necessary terms, and
then can write down the nonlinear Langevin equation for
the QCD CP as
∂δn
∂t
=−∇ · (nδv)− Lnn
δ(βH)
δn
+ θn, (50)
∂δe
∂t
=−∇ · ((e + Pc)δv), (51)
∂δJ
∂t
=−n∇
δH
δn
− (e+ Pc)∇
δH
δe
−LJJ ·
δ(βH)
δJ
+ θJ , (52)
where θn and θJ are the noise terms and satisfy the
fluctuation-dissipation relations
〈θn(r, t)θn(r
′
, t
′
)〉 =−2λ0
(
ncTc
hc
)2
∇2δ(r − r
′
)
×δ(t− t
′
), (53)
〈θiJ (r, t)θ
i
J(r
′
, t
′
)〉 =−2Tc[η0δ
ij∇2
+{ζ0 + (1 − 2/d)η0}∂
i∂j]
×δ(r − r
′
)δ(t− t
′
). (54)
Let us write the transport coefficients as λ(Λ), η(Λ)
and ζ(Λ) to make their cutoff dependence in the region,
ξ−1 < Λ. The critical behaviors of the transport coef-
ficients are determined from their asymptotic behaviors
near the relevant fixed point as Λ is lowered.
Here, we compare the Langevin equation Eqs. (50) -
(52) with that for the liquid-gas CP [26]
∂δn
∂t
=−∇ · (nδv), (55)
∂δe
∂t
=−∇ · ((e + Pc)δv) + λ0Tc∇
2 δH
lg
δe
+ θe, (56)
∂δJρ
∂t
=−n∇
δH lg
δn
− (e+ Pc)∇
δH lg
δe
−LJJ ·
δ(βH lg)
δJρ
+ θJ , (57)
where δJρ ≡ ρcδv, ρ and H
lg are the non-relativistic
momentum density, the mass density and the thermody-
namic potential for liquid-gas CP, respectively:
H lg(δn, δe, δJ) = HIsing(ψ,m) +
1
2ρc
δJ2. (58)
7We see that the streaming terms have the same forms but
the dissipative ones are totally different between the rela-
tivistic and non-relativistic cases. The difference also ap-
pears the relation between the momentum and the fluid-
velocity fluctuation. Therefore, one may naturally expect
some novel characteristics in the relativistic case that is
absent in the non-relativistic case [26].
IV. THE TRANSPORT COEFFICIENTS BY
DYNAMIC RG
We here present an analysis of transport coefficients
by the dynamic RG. A detailed derivation of the RG
equations is given in the Appendixes.
First, we rewrite Eqs. (50) - (52) as the equation for
ψ and m to conform the hydrodynamic variables, δn and
δe, to the Ising variables, ψ and m. Noting that we can
set α2 = 0 in the mapping relations, Eqs. (29) and (30),
without loss of generality [26], we have
∂ψ
∂t
=−Cψ∇ · δJ − α
−2
1 Lnn
δ(βH)
δψ
−h−1c ∇ · (ψδJ) + α
−1
1 θn, (59)
∂m
∂t
=−β−12 ∇ · δJ − h
−1
c ∇ · (mδJ), (60)
∂(δJ)
∂t
=−CJ∇
δH
δψ
− β−12 hc∇
δH
δm
−ψ∇
δH
δψ
−m∇
δH
δm
− (Tchc)
−1LJJ · δJ
+θJ , (61)
with Cψ ≡ α
−1
1 (nch
−1
c − β1β
−1
2 ) and CJ ≡ α
−1
1 (nc −
β1hc). Here, we note that we could rewrite the potential,
Eq. (24), for ψ and m as that for δn and δe to conform
the variables; the choice is a matter of preference.
In the dynamic RG transformation, we average over
the short wavelength components in the shell, Λ− δΛ <
k < Λ, for the Langevin equation. For this task, we
must perturbatively solve the equation about them, by
rewriting it as a self-consistent equation [21]. Although
an explicit derivation of the self-consistent equation for
the QCD CP is first made in this paper, we leave the de-
tails of the derivation to Appendix A, because the general
procedure of the derivation is standard and given in the
textbook [21]. Here, we present only a few basic equa-
tions of the dynamic RG for the QCD CP. Now, as is
shown in Appendix A, Eqs. (59)-(61) can be reduced to
the following form;

 ψ˜(k, ω)m˜(k, ω)
δJ˜‖(k, ω)

 =

 ψ˜
0(k, ω)
0
δJ˜0‖ (k, ω)

+G0(k, ω)V (k, ω), (62)
and
δJ˜⊥(k, ω) = δJ˜
0
⊥(k, ω) +G
0
⊥V ⊥ψψ(k, ω), (63)
where J˜‖(k) ≡ kˆ · J˜(k) and J˜⊥(k) ≡ J˜(k)− J˜‖(k) are the
longitudinal and transverse components of the momen-
tum. Here, G0 and G0⊥ are the bare propagators, which
are given by Eqs. (A50) and (A51) - (A53), whereas
V and V ⊥ψψ the nonlinear couplings, coming from the
streaming terms and given by Eqs. (A29) - (A34) and
(A59). Also, ψ˜0, δJ˜0‖ and δJ˜
0
⊥ are the bare variables,
which are the solutions without the nonlinear terms. It-
erating the self-consistent equations (62) and (63), we
can obtain a perturbative expansion of the nonlinear cou-
plings and have a coarse-grained Langevin equation.
Now, we note that the variables, ψ,J˜⊥ and J˜‖, are re-
spectively correspond to the thermal, viscous and sound
modes 6 (see the propagators (A51) - (A53).). Therefore,
the first and third rows of Eq. (62) respectively denote
the equations of motion for the thermal and sound modes,
while Eq. (63) for the viscous mode. We stress that the
sound mode is neglected in the model H, although it is
essential for the renormalization of the bulk viscosity.
Here, we make the coarse graining to the second order
in the nonlinear couplings, V and V ⊥ψψ (see Fig. 3 for
an example.). Inspecting the coarse-grained equation for
ψ˜ (see Eq. (B5) for the detail) and, we have the RG
equation for the thermal conductivity:
− Λ
∂λ(Λ)
∂Λ
=
3
4
f(Λ)λ(Λ), (64)
f(Λ) ≡ TcK4/(Dψη(Λ)λ(Λ)Λ
ǫ), K4 is the surface area of
a unit sphere in 4 dimensions divided by (2π)4, Dψ ≡
(ncTc/α1hc)
2. Here, we have introduced f(Λ) for conve-
nience sake. Similarly, from the coarse-grained equations
for J˜⊥ and J˜‖, we obtain the RG equations for the shear
and bulk viscosities
− Λ
∂η(Λ)
∂Λ
=
1
24
f(Λ)η(Λ), (65)
−Λ
∂ζ(Λ)
∂Λ
=Aγ2(Λ)λ−1(Λ)Λ−ǫ−4, (66)
where γ(Λ) is a static parameter in the thermody-
namic potential (see Eqs. (24) and (37)), and A ≡
h2cK4/(β
2
2Dψ). Furthermore, differentiating f(Λ) about
Λ, we also have the RG equation for it:
− Λ
∂f(Λ)
∂Λ
= f(Λ)(ǫ −
19
24
f(Λ)). (67)
Now, we note that Eqs. (64), (65) and (67) are identi-
cal to those for the liquid-gas CP except for unimportant
constants in f(Λ)[20, 26]. Equation (66) is also equiv-
alent to the RG equation of the bulk viscosity for the
liquid-gas CP in the limit ω → 0 [20, 26]. Therefore, ar-
guments about the RG equations and results from those
6 Although m˜ would be a linear combination of the thermal and
sound modes, we need not to consider m˜ for a following analysis.
8are the same as for the liquid-gas CP. Then, we provide
only essential arguments and results in the following part,
and leave the detail to [20, 26, 31, 32].
Now, we identify the relevant-fixed point as the fol-
lowing [20, 26]. Because, at a fixed point, parameters
are invariant about the RG transformation, we set the
left-hand side of Eq. (67) as 0. Then, as a fixed-point
value of f(Λ) which is denoted by f∗, we have f∗ = 0
and f∗ = (24/19)ǫ. Therefore, we have the two fixed
points and the relevant one is specified by f∗ = (24/19)ǫ.
Although the relevant point seems to be absent in Eqs.
(64), (65) and (66), the reason is due to the simplified
RG transformation as mentioned in the earlier section,
and this is just a apparent problem [31, 32].
Substituting f∗ = (24/19)ǫ into Eqs. (64), (65) and
(66), we have the asymptotic behaviors near the relevant-
fixed point:
λ(Λ) ∼Λ−
18
19
ǫ, (68)
η(Λ) ∼Λ−
1
19
ǫ, (69)
ζ(Λ) ∼Λ−(4−
18
19
ǫ−α
ν
). (70)
Here, in the derivation of Eq. (70), we have used the
asymptotic behavior of γ(Λ), Eq. (37). Decreasing the
cutoff to the region Λ≪ ξ−1, we can replace Λ with ξ−1
in the asymptotic behaviors [20, 31]:
λR ∼ξ
18
19
ǫ, (71)
ηR ∼ξ
1
19
ǫ, (72)
ζR ∼ξ
4− 18
19
ǫ−α
ν . (73)
In three dimensions, we find
λR ∼ξ
0.95, (74)
ηR ∼ξ
0.053, (75)
ζR ∼ξ
2.8. (76)
We can also read the dynamic critical exponents from
Eqs. (71)-(73). A dynamic critical exponent, denoted
by z, generically parametrizes the decay rate Γ(k) at the
wavenumber k = ξ−1 as Γ(ξ−1) ∼ ξ−z. As shown in
Appendix A, the decay rates for the three modes at k
are given by
Γthermal(k) =λRk
2(rR + k
2)Dψ, (77)
Γviscous(k) =ηRk
2h−1c , (78)
Γsound(k) =(ζR + 2(1− 1/d)ηR)k
2h−1c . (79)
Thus, we find the dynamic critical exponents as
zthermal =4−
18
19
ǫ, (80)
zviscous =2−
1
19
ǫ, (81)
zsound =−(2−
18
19
ǫ−
α
ν
). (82)
In three dimensions, the dynamic critical exponents are
given by
zthermal ∼3, (83)
zviscous ∼2, (84)
zsound ∼−0.8. (85)
We see that the thermal and viscous modes exhibit criti-
cal slowing down, while the sound mode critical speeding
up.
Why do not the relativistic effects appear in the RG
equations? The reason is that the nonlinear terms in
the dissipative terms generally renormalize only static
parameters, up to order ǫ2 [21, 31]. Furthermore, the
difference in the relation between the momentum and
the fluid velocity is only unimportant constants, i.e., the
enthalpy density h and the mass density ρ. Then, the
RG equations are essentially the same as for the non-
relativistic case.
V. SUMMARY AND CONCLUDING REMARKS
We have studied the critical behaviors of the trans-
port coefficients and the dynamic critical exponents at
the QCD critical point (CP) by dynamic renormaliza-
tion group (RG). For this purpose, we have constructed
the nonlinear Langevin equation near the QCD CP for
the first time. Our construction is based on the gener-
alized Langevin theory, by Mori [22, 29], and the rela-
tivistic hydrodynamics; instead of a naive construction
method [21], we have determined the streaming terms by
the relativistic hydrodynamics and the potential condi-
tion that gives a constraint to these terms. The resulting
equation is given by Eqs. (50)-(52). Although there are
some attempts to make a one-to-one mapping between
QCD CP and Ising CP [18, 37], we have shown that it is
not necessary to specify such the mapping for the critical
exponents, as for the liquid-gas CP [20].
We have shown that the bulk viscosity and the thermal
conductivity strongly diverge at the QCD CP. Also, we
have found that the thermal and viscous diffusion modes
exhibit critical slowing down with the dynamic critical
exponents zthermal ∼ 3 and zviscous ∼ 2, respectively. In
contrast, the sound propagating mode critical speeding
up with the negative exponent zsound ∼ −0.8.
We now compare our result about the bulk viscosity to
that in [16]. Although a divergent behavior of the bulk
viscosity is the same, the critical exponents is different in
the two cases. In [16], the critical exponent is estimated
to be about 0.2 and the divergence is weak contrary to
our result. We also note that the study by the relativistic
Boltzmann equation [19] gives only the bare bulk viscos-
ity.
We note that the bulk viscosity and the thermal con-
ductivity are usually neglected in heavy ion physics, how-
ever they become much more important than the shear
viscosity near the QCD CP. Furthermore, the description
9for the created matter as a perfect fluid is not valid near
the QCD CP at all due to the strong divergence of the
bulk viscosity.
As the argument about the dynamic universality class
[13, 18], we have shown, from an explicit calculation, that
the QCD CP has the same critical behaviors as the liquid-
gas CP has. The argument assumes the insignificance of
the relativity for the critical dynamics by the slowness of
the diffusion processes. However, we have shown that the
genuine reason for the insignificance originates from the
small fluctuation of the momentum density; the critical
dynamics is essentially governed by the streaming terms,
which are modified by the relativistic effect through only
a Lorentz factor of the fluid velocity fluctuation. How-
ever, the fluid velocity fluctuation, which is proportional
to the momentum, is not enhanced near the CP. Thus,
the relativistic effects do not affect the critical dynamics
near the QCD CP. We stress that the sound mode exhibit
critical speeding up, and then the sound diffusion is fast
near the QCD CP. Therefore, the basis of the conjecture
would be true for the thermal and viscous modes, but not
for the sound mode. We also note that the model H [27],
which is the minimal-dynamic model for the dynamics
near the liquid-gas CP, can not describe the critical be-
havior of the bulk viscosity because it does not contain
the sound mode.
We note that our Langevin equation must satisfy usual
fluctuation-dissipation relations, Eqs. (53) and (54), for
the consistency with the linearized Landau equation 7,
although a relativistic Brownian motion seems not to
satisfy the usual relations [34]. Moreover, our Langevin
equation seems to violate the causality, since the dissi-
pative terms are determined from the Landau equation.
However, the Israel-Stewart equation [35], in which the
causality problem is formally resolved, gives the same re-
sult as the Landau equation gives in long-wavelength re-
gion [23]. Therefore, our determination from the Landau
equation must suffice. Furthermore, we note that short-
wavelength components in the region, k > a−1 where a
is a characteristic microscopic length, would violate the
causality. Therefore, we can exclude such the illegal com-
ponents from the theory by the cutoff, Λ0 ≪ a
−1. We
stress that all infrared effective theories inevitably have
the ultraviolet cutoff; naturally, relativistic hydrodynam-
ics also has it.
Also, we note a frame dependence of the results. As
a hydrodynamic equation, we used only the equation in
the energy frame. Does the results change if an equa-
tion in the particle frame is used? Although the frame
dependence can appear in only dissipative terms, the crit-
ical dynamics is essentially determined by the streaming
terms. Therefore, the results would not change for the
particle frame, if an equation in the frame is correct.
7 If our nonlinear Langevin equation is linearized, the linearized
equation must give the same result as the Landau equation gives.
However, in practice, the Eckart equation has a patho-
logical behavior[36]. Namely, fluctuations do not relax,
and therefore we cannot use the Eckart equation.
Recently, some authors have suggested the existence of
other critical points in higher density region of the QCD
phase diagram where the color superconductivity is taken
into account [2, 3]. It would be interesting to study the
critical dynamics near such a new QCD CP using the
dynamic RG theory, as an extension of the present work.
For this purpose, however, we must firstly specify the soft
modes and construct the nonlinear Langevin equation. If
the soft modes are different from the conserved densities,
which is the case when the the diquark fluctuations are
relevant [2, 39], the construction based on the relativistic
hydrodynamics done in the present work does not work,
and we must directly recourse to Eq. (11) to identify the
streaming terms.
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Appendix A: Rewriting the nonlinear Langevin
equation as a self-consistent equation
Here, we rewrite the Langevin equation, Eqs. (59)-(61)
as a self-consistent equation. First, we make a Fourier
transformation as the following
ψ˜(k, ω) =
∫
dtddreiωt−ik·rψ(r, t). (A1)
Then, we have
− iωψ˜(k, ω) =−Cψik · δJ˜ − α
−2
1
˜Lnn
δ(βH˜)
δψ
−h−1c ik ·
∫
qΩ
(ψ˜(q)δJ˜(k − q)) + α−11 θ˜n,(A2)
−iωm˜(k, ω) =−β−12 ik · δJ˜
−h−1c ik ·
∫
qΩ
(m˜(q)δJ˜(k − q)), (A3)
−iωδJ˜(k, ω) =−CJ ik
δH˜
δψ
− β−12 hcik
δH˜
δm
−i
∫
qΩ
q[
δH˜
δψ
(q)ψ˜(k − q) +
δH˜
δm
(q)m˜(k − q)]
−(Tchc)
−1L˜JJ · δJ˜ + θ˜J . (A4)
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Note that the quantities with tilde in Eq. (A2)-(A4) are
Fourier transformed, like Eq. (A1), and we have abbre-
viated the nonlinear terms such as
∫
qΩ
ψ˜(q)δJ˜(k−q) ≡
∫
dΩ
2π
ddq
(2π)d
ψ˜(q,Ω)δJ˜(k−q, ω−Ω).
(A5)
We now decompose Eq. (A4) into the longitudinal and
the transverse components:
− iωδJ˜‖ =−iCJk
δH˜
δψ
− iβ−12 hck
δH˜
δm
−i
∫
qΩ
(kˆ · q)
×[
δH˜
δψ
(q)ψ˜(k − q) +
δH˜
δm
(q)m˜(k − q)]
−(TcHc)
−1kˆ · L˜JJ(k) · δJ˜ + θ˜‖, (A6)
−iωδJ˜⊥= −i
∫
qΩ
P⊥(k) · q
×[
δH˜
δψ
(q)ψ˜(k − q) +
δH˜
δm
(q)m˜(k − q)]
−(Tchc)
−1P⊥(k) · L˜JJ(k) · δJ˜
+θ˜⊥, (A7)
where we have introduced a projection operator as
(P⊥(k))ij = δij − kikj/k
2, (A8)
and
δJ˜‖(k)= kˆ · δJ˜(k), (A9)
δJ˜⊥(k)= P⊥(k) · δJ˜(k), (A10)
θ˜‖(k)= kˆ · θ˜(k), (A11)
θ˜⊥(k)= P⊥(k) · θ˜(k). (A12)
Because the streaming terms in Eqs. (A6) and (A7) are
too complicated for our purpose, let us retain only the
terms that yield dominant contributions for the transport
coefficients. We note that only such terms suffice for
obtaining the critical exponents. From the relations[20]
∫
d3r〈ψ(r)ψ(0)〉∼ ξ2, (A13)
∫
d3r〈m(r)m(0)〉∼ ξ0.2, (A14)
we expect ψ yields stronger singularity than m. There-
fore, we only retain the term that are of the second order
in ψ. Namely, we reduce the streaming terms as
iCJk
δH˜
δψ
+ iβ−12 hck
δH˜
δm
+i
∫
qΩ
(kˆ · q)[
δH˜
δψ
(q)ψ˜(k − q) +
δH˜
δm
(q)m˜(k − q)]
∼ Tc[iCJkχ
−1
0 (k)ψ˜ + iβ
−1
2 hckC
−1
0 m˜
+iβ−12 hckγ0
∫
qΩ
ψ˜(q)ψ˜(k − q)], (A15)
i
∫
qΩ
P⊥(k) · q[
δH˜
δψ
(q)ψ˜(k − q) +
δH˜
δm
(q)m˜(k − q)]
∼ iTcP⊥(k) ·
∫
qΩ
qχ−10 (q)ψ˜(q)ψ˜(k − q), (A16)
where χ−10 (k) = r0+k
2. Notice that we have set K0 = 1,
as mentioned in the text.
Next, we consider the dissipative terms. The impor-
tant point is that the nonlinear terms in dissipative terms
renormalize only static parameters in a thermodynamic
potential to second order in ǫ, generally [21, 31]. There-
fore, we can take into account nonlinear terms in the
dissipative terms with the results of static RG, Eq. (34)-
(38), and effectively neglect it in the Langevin equation.
Then, we reduce the L˜nnδ(βH˜)/δψ as
L˜nn(k)
δH˜
δψ
(k, ω) ∼ λ0k
2χ−10
(
ncTc
hc
)2
ψ˜(k, ω). (A17)
In contrast, the dissipative terms of δJ are originally
linear and then directly read
kˆ · L˜JJ(k) · δJ(k, ω)= Tc[ζ0 + 2(1− 1/d)η0]
×k2δJ˜‖(k, ω), (A18)
P⊥(k) · L˜JJ(k) · δJ(k, ω)= Tcη0k
2δJ˜⊥(k, ω). (A19)
Collecting the above results, we arrive at the reduced
nonlinear Langevin equation as given by
− iωψ˜ =−ikCψδJ˜‖
−h−1c ik ·
∫
qΩ
ψ˜(q)δJ˜(k − q)
−λ0k
2Dψχ
−1
0 (k)ψ˜ + α
−1
1 θ˜n, (A20)
−iωm˜ =−β−12 ikδJ˜‖
−h−1c ik ·
∫
qΩ
m˜(q)δJ˜(k − q), (A21)
−iωδJ˜‖ =Tc[−ikχ
−1
0 (k)CJ ψ˜ − ikC
−1
0 β2hcm˜
−ikβ−12 hcγ0
∫
qΩ
ψ˜(q)ψ˜(k − q)]
−k2νl0h
−1
c δJ˜‖ + θ˜‖, (A22)
−iωδJ˜⊥ =−iTcP⊥(k) ·
∫
qΩ
qχ−10 (q)ψ˜(q)ψ˜(k − q)
−k2η0h
−1
c δJ˜⊥ + θ˜⊥, (A23)
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where
Dψ≡
(
ncTc
α1hc
)2
, (A24)
νl0≡ [ζ0 + 2(1− 1/d)η0]. (A25)
This is the basic equation for the dynamics near the QCD
CP, which is first written down, and a main result of this
paper.
We can compactly rewrite the basic equation in a ma-
trix form:
M(k, ω)

 ψ˜(k, ω)m˜(k, ω)
δJ˜‖(k, ω)

 = V (k, ω) + θ(k, ω), (A26)
where
M(k, ω) =

−iω + λ0k
2Dψχ
−1
0 (k) 0 ikCψ
0 −iω ikβ−12
ikχ−10 (k)CJTc ikC
−1
0 β2hcTc−iω + k
2νl0h
−1
c

 , (A27)
θ(k, ω) =

α
−1
1 θ˜(k, ω)
0
θ˜‖(k, ω)

 , (A28)
V (k, ω) =

 Vψψ⊥(k, ω) + Vψψ‖(k, ω)Vmm⊥(k, ω) + Vmm‖(k, ω)
V‖ψψ(k, ω)

 , (A29)
and
Vψψ⊥(k, ω)≡ −h
−1
c ik ·
∫
qΩ
ψ˜(q)δJ˜⊥(k − q), (A30)
Vψψ‖(k, ω)≡ −h
−1
c i
∫
qΩ
k · (k − q)/|k − q|
×ψ˜(q)δJ˜‖(k − q), (A31)
Vmm⊥(k, ω)≡ −h
−1
c ik ·
∫
qΩ
m˜(q)δJ˜⊥(k − q), (A32)
Vmm‖(k, ω)≡ −h
−1
c ik
∫
qΩ
m˜(q)δJ˜‖(k − q), (A33)
V‖ψψ(k, ω)≡−ikTcβ
−1
2 hcγ0
∫
qΩ
ψ˜(q)ψ˜(k − q). (A34)
Since Eq. (A23) is decoupled from the other equations
at linear level, we do not rewrite it as the matrix form.
Next, we calculate the bare propagator G0(k, ω) =
M−1(k, ω). The inverse matrix is given as the trans-
posed cofactor matrix divided by detM. The determi-
nant reads
detM =(−iω)3 + (−iω)2k2(λDψχ
−1
0 (k) + ν
l
0h
−1
c )
−iωk2(C−10 hcTc + χ
−1
0 (k)CψCJTc)
+k4λ0χ
−1
0 DψC
−1
0 hcTc
−iωk4λ0χ
−1
0 Dψ(k)ν
l
0h
−1
c . (A35)
Here, in the coefficient of −iωk2, taking into account the
behaviors after renormalization [26, 33], which are given
as
C−1R ∼ ξ
−0.2, (A36)
χ−1R (k)∼ ξ
−2 + k2, (A37)
we neglect χ−10 (k)CψCJTc by comparing with C
−1
0 hcTc
. Then, we can factorize the determinant as
detM∼ (−iω + λ0(k)χ
−1
0 (k))
×(−iω + ikcs +
1
2
νl0h
−1
c k
2)
×(−iω − ikcs +
1
2
νl0h
−1
c k
2), (A38)
in the long-wavelength region. Here, we have defined
λ0(k)≡ λ0k
2Dψ, (A39)
c2s≡ C
−1
0 hcTc. (A40)
The diagonal components of the cofactor matrix m reads
m11 ∼(−iω + ikcs +
1
2
νl0h
−1
c k
2)
×(−iω − ikcs +
1
2
νl0h
−1
c k
2), (A41)
m22 =(−iω)
2 − iωk2λ0χ0(k)Dψν
l
0h
−1
c
+k2χ−10 (k)CψCJTc
+k4λ0χ0(k)Dψν
l
0h
−1
c , (A42)
m33 =(−iω)(−iω + λ0(k)χ
−1
0 (k)), (A43)
and the off-diagonal components are given by
m12= k
2χ−10 (k)β
−1
2 CJTc, (A44)
m13= −kωχ
−1
0 (k)CJTc, (A45)
m21= −k
2C−10 hcCψβ2Tc, (A46)
m23= −ikC
−1
0 hcβ2Tc(−iω + k
2λ0χ0(k)Dψ), (A47)
m31= k
2C−10 hcCψβ2Tc, (A48)
m32= −ikβ
−1
2 (−iω + λ0(k)χ
−1
0 (k)). (A49)
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Here, we neglect the off-diagonal components because
they would not yield dominant contributions to the trans-
port coefficients. Then, we obtain the bare propagator
as
G0(k, ω) =

G
0
ψ(k, ω) 0 0
0 G0m(k, ω) 0
0 0 G0‖(k, ω)

 . (A50)
with
G0ψ(k, ω) =
1
−iω + λ(k)χ−10 (k)
, (A51)
G0‖(k, ω) ∼
1
2
[
1
−iω + ikcs +
1
2ν
l
0h
−1
c k2
+
1
−iω − ikcs +
1
2ν
l
0h
−1
c k2
]
. (A52)
G0mm(k, ω) is not needed in later calculations. The bare
propagator of δJ⊥ is trivially given by
G0⊥(k, ω) =
1
−iω + η0k2h
−1
c
. (A53)
We finally arrive at the equations of motion as the self-
consistent form:
 ψ˜(k, ω)m˜(k, ω)
δJ˜‖(k, ω)

 =

 ψ˜
0(k, ω)
0
δJ˜0‖ (k, ω)

+G0(k, ω)V (k, ω),
(A54)
and
δJ˜⊥(k, ω) = δJ˜
0
⊥(k, ω) +G
0
⊥V ⊥ψψ(k, ω), (A55)
where
ψ˜0(k, ω)= G0ψ(k, ω)α
−1
1 θ˜n(k, ω), (A56)
δJ˜0‖ (k, ω)= G
0
‖(k, ω)θ˜‖(k, ω), (A57)
δJ˜
0
⊥(k, ω)= G
0
⊥(k, ω)θ˜⊥(k, ω), (A58)
V ⊥ψψ(k, ω) =−iTcP⊥(k) ·
∫
qΩ
qχ−10 (q)
×ψ˜(q)ψ˜(k − q). (A59)
Here, ψ˜0(k, ω), δJ˜0‖ (k, ω) and δJ˜
0
⊥ are the bare variables
that are the solutions without the nonlinear terms. Iter-
ating Eqs. (A54) and (A55), we can obtain perturbative
expansions about nonlinear interactions V and V ⊥ψψ.
We note that the first and third rows of Eq. (A54) are
the equations of motion for the thermal and sound modes,
respectively, while Eq. (A55) is for the viscous mode. We
also stress that Eqs. (A51)-(A53) are the propagators of
the thermal, sound and viscous modes, respectively.
Now, we calculate the two body correlation of ψ˜0(k, ω)
and δJ˜
0
⊥(k, ω) which are needed in later calculations.
〈ψ˜0(k1, ω1)ψ˜
0(k2, ω2)〉 =G
0
ψ(k1, ω1)G
0
ψ(k2, ω2)α
−2
1
×〈θ˜(k1, ω1)θ˜(k2, ω2)〉. (A60)
Using the fluctuation dissipation relation Eq.(53), we find
〈θ˜(k1, ω1)θ˜(k2, ω2)〉 = 2α
2
1λ0(k)(2π)
d+1δ(k1 + k2),
(A61)
and
〈ψ˜0(k1, ω1)ψ˜
0(k2, ω2)〉 =
2λ0(k1)
ω21 + λ
2
0(k1)χ
−2
0 (k1)
×(2π)d+1δ(k1 + k2), (A62)
where δ(k1 + k2) ≡ δ(k1 + k2)δ(ω1 + ω2). By a similar
calculation, we obtain
〈δJ˜ i⊥(k1, ω1)δJ˜
i
⊥(k2, ω2)〉=
2Tcη0(k1)
ω21 + η
2
0(k1)h
−2
c
(P⊥(k1))ij
×(2π)d+1δ(k1 + k2), (A63)
where η0(k) = η0k
2. For a later convenience, we define
C0ψ(k, ω) =
2λ0(k)
ω2 + λ20(k)χ
−2
0 (k)
, (A64)
C0⊥(k, ω) =
2Tcη0(k)
ω2 + η20(k)h
−2
c
. (A65)
Appendix B: Renormalization of the thermal and
viscous diffusion modes
Here, we first derive the RG equations for the thermal
conductivity and the shear viscosity. Now, we note that
the sound mode is not a genuine-relevant mode but a sec-
ondly mode that is strongly affected by order-parameter
fluctuations but yields only a negligible feedback for the
order parameters [23, 38]. Then, we can neglect the
sound mode for the minimal critical dynamics; however,
the bulk viscosity is not renormalized in that case. Here,
to first analyze the minimal dynamics, we neglect the sec-
ondly mode, which is renormalized in the next section.
In that case, the equations of motion are given by
ψ˜(k, ω) =ψ˜0(k, ω) +G0ψ(k, ω)Vψψ⊥(k, ω) (B1)
and Eq. (A55). For a diagrammatic treatment , we de-
note the full and bare variables, the bare propagators and
the bare correlation functions as Fig. 1. Then, we can
represent the equations of motion (B1) and (A55) as Fig.
2.
For coarse gaining, we decompose the variables into
the long- and short-wavelength components as
ψ˜(k, ω) = ψ˜L(k, ω) + ψ˜S(k, ω), (B2)
with
ψ˜L(k, ω) ≡Θ(Λ− δΛ− k)ψ˜(k, ω), (B3)
ψ˜S(k, ω) ≡Θ(k − Λ − δΛ)ψ˜(k, ω), (B4)
where Θ(x) is a step function; i.e., the wavenumber is de-
composed into 0 < k < Λ−δΛ and Λ−δΛ < k < Λ. Here-
after, quantities with the suffixes L and S are supposed
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FIG. 1: Diagrams for the full and bare variables, the bare propagators and the bare correlations.
= +=
+
;
FIG. 2: Diagrams of the equations of motion for the thermal
and viscous modes. The left and right hand side respectively
denote Eqs. (B1) and (A55).
to be decomposed as above. To average over the ψ˜0S and
δJ˜
0S
⊥ , we must solve the equation of motion about them.
Here, we solve the equations of motion to second order in
the nonlinear interactions and average over ψ˜0S and δJ˜
0S
⊥ .
Then, we find the coarse-grained equation of motion for
ψ, which is diagrammatically given by Fig. 3. The last
two terms in Fig. 3 represent nonlinear interactions being
of third order, and can be neglected. Furthermore, the
fifth term vanishes due to the relation between the step
and delta functions in the loop integral. Introducing the
self energy Σψψ, which is graphically represented in Fig.
4, we can write the coarse-grained equation of motion for
ψ as
ψ˜L(k, ω) =ψ˜0L(k, ω) +G0Lψ (k, ω)V
L
ψψ⊥(k, ω)
+ψ˜L(k, ω)G0Lψ (k, ω)Σψψ(k, ω). (B5)
The self energy is given by
Σψψ(k, ω) = −Tch
−1
c k
2χ−10 (k)
×
∫
q
(kˆ · P(k − q) · kˆ)χ0(q)
−iω + λ0(q)χ
−1
0 (q) + η0(k − q)h
−1
c
, (B6)
where η0(k) = η0k
2. Solving Eq. (B5) about ψ˜L, we
have
ψ˜L =[(G0Lψ )
−1 − Σψψ]
−1α−11 θ˜n
+[(G0Lψ )
−1 − Σψψ ]
−1V Lψψ⊥. (B7)
where we have used Eq. (A56). Introducing renormalized
variables as
(GψR)
−1(k, ω) =(G0Lψ )
−1(k, ω)− Σψψ(k, ω), (B8)
ψ˜0LR (k, ω) =GψR(k, ω)α
−1
1 θ˜n(k, ω), (B9)
we can rewrite Eq.(A56) as the renormalized equation of
motion:
ψ˜L =ψ˜0LR (k, ω) +GψR(k, ω)V
L
ψψ⊥. (B10)
We now require that the renormalized propagator has the
same form as the bare one:
(GψR)
−1(k, ω) = −iω + λRDψk
2χ−10 (k), (B11)
where λR is the renormalized thermal conductivity. That
is, we require that the only transport coefficients are ex-
plicitly renormalized. The small correction for the ther-
mal conductivity δλ ≡ λR − λ0 reads
δλ =− lim
k,ω→0
[(Dψk
2χ0(k))
−1Σψψ(k, ω)],
=
Tc
hcDψ
∫
q
(kˆ · P(q) · kˆ)χ0(q)
λ0(q)χ
−1
0 (q) + η0(q)h
−1
c
. (B12)
We approximate the denominator and the numerator as
λ0(q)χ
−1
0 (q)+η0(q)h
−1
c ∼ η0(k)h
−1
c , (B13)
χ−10 (q) =r0 + q
2 ∼ q2, (B14)
near the CP [31]. Then, we find
δλ∼
Tc
Dψη0
∫
dΩd
(2π)d
(kˆ · P(q) · kˆ)
∫ Λ
Λ−δΛ
dqqd−5
= −
Tc
Dψη0
∫
dΩd
(2π)d
(kˆ · P(q) · kˆ)Λd−5δΛ, (B15)
where dΩd is the solid angle in the space dimension d.
Therefore, we obtain the RG equation for the thermal
conductivity:
− Λ
∂λ
∂Λ
=
Tc
Dψη(Λ)
∫
dΩd
(2π)d
(kˆ · P(q) · kˆ)Λd−4, (B16)
where η0 is rewritten as η(Λ). For the space dimensions,
d = 4− ǫ, the angle integral is given by
∫
dΩ4
(2π)4
(kˆ · P(q) · kˆ) =
3
4
K4, (B17)
where K4 is the surface area of a unit sphere in 4 di-
mensions divided by (2π)4. The RG equation in 4 − ǫ
dimensions reads
− Λ
δλ
δΛ
=
3
4
f(Λ)λ(Λ), (B18)
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FIG. 3: Diagrams for the coarse-grained equation of motion for ψ. The letters, L and S, respectively denote the long- and
short-wavelength components (see the text below Eq.(B4)).
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FIG. 4: Diagrams for the self energies.
where we have introduced
f(Λ) ≡
TcK4
Dψη(Λ)λ(Λ)Λǫ
, (B19)
for a later convenience.
By making coarse graining of the viscous mode with a
similar procedures as above, we obtain a small correction
for the shear viscosity:
δη = − lim
k,ω→0
[(k2h−1c (d− 1))
−1
∑
i
(Σ⊥⊥(k, ω))ii],
(B20)
where (Σ⊥⊥(k, ω))ij is the self energy for the viscous
mode and given by
(Σ⊥⊥(k, ω))ij = −Tch
−1
c
∫
q
χ0(k − q)(P⊥(k) · q)iqj
×
χ−10 (q)− χ
−1
0 (k − q)
−iω + λ0(q)χ
−1
0 (q) + λ(k − q)χ
−1
0 (k − q)
, (B21)
which is graphically represented as Fig. 4 . In the space
dimension d = 4 − ǫ, we find the RG equation for the
shear viscosity
− Λ
∂η(Λ)
∂Λ
=
1
24
f(Λ)η(Λ), (B22)
where the prefactor 1/24 comes from the angular integral
in Eq. (B21) and the factor (d− 1)−1 in Eq. (B20).
Differentiating Eq. (B19) about Λ, we have the RG
equation for f(Λ)
− Λ
∂f(Λ)
∂Λ
= (ǫ −
19
24
f(Λ))f(Λ). (B23)
Appendix C: Renormalization of the sound mode
Next, let us make a coarse graining of the sound mode
for the renormalized bulk viscosity. Because a feedback
from the sound mode is neglected, we must renormalize
the mode with a method separating relevant and sec-
ondly modes [38]. Here, we take the method developed
by Onuki [20, 26] , in which RG equations are derived
from fluctuation-dissipation relations.
Now, we consider the equation of motion for the sound
mode, (A22):
− iωδJ˜‖ =−ikTc[χ
−1
0 (k)CJ ψ˜ + C
−1
0 β2hcm˜
+β−12 hcγ0
∫
qΩ
ψ˜(q)ψ˜(k − q)]
−k2νl0h
−1
c δJ˜‖ + θ˜
0
‖, (C1)
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where the noise term θ˜0‖ satisfies the fluctuation dissipa-
tion relation:
〈θ˜0‖(k1, ω1)θ˜
0
‖(k2, ω2)〉= 2Tck
2
1ν
l
0
×(2π)d+1δ(k1 + k2). (C2)
Since δJ‖ is a conserved density projected onto kˆ, we can
rewrite Eq. (C1) as
− iωδJ˜‖(k, ω) = ik · Π˜(k, ω) · kˆ, (C3)
where Π˜ij is the stress tensor. If we take z direction as
kˆ, Π˜zz reads
Π˜zz(k, ω)= −Tc[χ
−1
0 (k)CJ ψ˜(k, ω) + C
−1
0 β2hcm˜(k, ω)
+β−12 hcγ0
∫
qΩ
ψ˜(q)ψ˜(k − q)]
+ikνl0h
−1
c δJ˜‖(k, ω) + π˜
0
zz(k, ω), (C4)
where π˜0ij(k, ω) is the random-stress tensor coming
from microscopic process and satisfies the relation, ik ·
π˜0(k, ω) · kˆ = θ˜0‖(k, ω).
We now consider how Eq. (C1) is affected by the
coarse-graining procedure. In the coarse-graining proce-
dure, the variables, ψ˜S, m˜S and δJ˜
S
are eliminated from
Eq. (C1). The eliminated variables do not disappear
from the equation of motion but are implicitly contained
in the noise term. In other words, we convert the macro-
scopic process in the wavenumber shell Λ − δΛ < k < Λ
into the microscopic process. In this procedure, the noise
term is implicitly renormalized as follows
θ˜R‖ (k, ω) = θ˜
0
‖(k, ω) + θ˜
Macro
‖ (k, ω), (C5)
where
θ˜Macro‖ (k, ω)≡ ik · π˜
Macro(k, ω) · kˆ, (C6)
π˜Macrozz (k, ω)≡ −Tc[χ
−1
0 (k)CJ ψ˜
S + C−10 β2hcm˜
S
+β−12 hcγ0
∫
qΩ
ψ˜S(q)ψ˜S(k − q)]
+ikνl0h
−1
c δJ˜
S
‖ , (C7)
∼−Tcβ
−1
2 hcγ0
∫
qΩ
ψ˜S(q)ψ˜S(k − q), (C8)
where we neglect the linear terms in Eq. (C7) that is
irrelevant for the following argument. The new term
θ˜Macro‖ (k, ω), being due to the coarse graining, con-
tributes the transport coefficient through the fluctuation-
dissipation relation:
〈θ˜Macro‖ (k1, ω1)θ˜
Macro
‖ (k2, ω2)〉
= 2Tck
2
1δν
l(k1, ω1)(2π)
d+1δ(k1 + k2), (C9)
where we have assumed that the renormalized equation
of motion has the same form as Eq. (C1). We note that
this assumption is equivalent to the requirement below
Eq. (B10). Now, we calculate the left-hand side in Eq.
(C9):
〈θ˜Macro‖ (k1, ω1)θ˜
Macro
‖ (k2, ω2)〉 =−k1k2(Tchcβ
−1
2 )
2γ20
×
∫
q1Ω1q2Ω2
〈ψ˜S(q1)ψ˜
S(k1 − q1)ψ˜
S(q2)ψ˜
S(k2 − q2)〉. (C10)
Approximating the variable by the bare one, ψ˜S ∼ ψ˜0S,
we find
〈θ˜Macro‖ (k1, ω1)θ˜
Macro
‖ (k2, ω2)〉 = (2π)
d+1δ(k1 + k2)
×2k21(Tchcβ
−1
2 )
2γ20
∫
qΩ
C0Sψ (q)C
0S
ψ (k1 − q), (C11)
where we have used Eq. (A62) and neglected a term
corresponding to a disconnected diagram. Then, com-
paring with Eq. (C9), we obtain the correction to the
longitudinal-kinetic viscosity:
δνl(k, ω) = Tcβ
−2
2 h
2
cγ
2
0
∫
qΩ
C0Sψ (q)C
0S
ψ (k − q). (C12)
We are not interested in the frequency- or wavenumber-
dependent bulk viscosity and then take the limit k, ω →
0:
δνl≡ lim
k,ω→0
δνl(k, ω)
= Tcβ
−2
2 h
2
cγ
2
0
∫
qΩ
(C0Sψ (q))
2. (C13)
After the integration, we find the RG equation for longi-
tudinal kinetic viscosity:
− Λ
∂νl(Λ)
∂Λ
=
Tch
2
cK4
β22Dψ
γ2(Λ)λ−1(Λ)Λ−ǫ−4. (C14)
where we have rewritten the static parameter γ0 as γ(Λ)
to denote its cutoff dependence as mentioned in the text.
The asymptotic behavior obtained from this RG equa-
tion is different from the shear viscosity’s behavior, so
we replace above RG equation as
− Λ
∂ζ(Λ)
∂Λ
=
Tch
2
cK4
β22Dψ
γ2(Λ)λ−1(Λ)Λ−ǫ−4. (C15)
Although, by this method, we could more easily obtain
the RG equations for the thermal conductivity and shear
viscosity, we have taken the diagrammatic method for an
instructive purpose.
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