The seminal work [21] introduced vector spaces of matrix pencils, with the property that almost all the pencils in the spaces are strong linearizations of a given square regular matrix polynomial. This work was subsequently extended to include the case of square singular matrix polynomials in [5] . We extend this work to non-square matrix polynomials by proposing similar vector spaces of rectangular matrix pencils that are equal to the ones in [21] when the polynomial is square. Moreover, the properties of these vector spaces are similar to those in [5] for the singular case. In particular, the complete eigenvalue problem associated with the matrix polynomial can be solved by using almost every matrix pencil from these spaces. Further, almost every pencil in these spaces can be 'trimmed' to form many smaller pencils that are strong linearizations of the matrix polynomial which readily solve the complete eigenvalue problem for the polynomial. These linearizations are easier to construct and are often smaller than the Fiedler linearizations introduced in [7] . Further, the global backward error analysis in [10] applied to these linearizations, shows that they provide a wide choice of linearizations with respect to which the complete polynomial eigenvalue problem can be solved in a globally backward stable manner.
Introduction
Eigenvalue problems associated with matrix polynomials P(λ ) = ∑ k i=0 λ i A i , where A i , i = 0, . . . , k are m × n real or complex matrices, occur in a wide range of applications like vibration analysis of machines, building and vehicles, in control theory and linear systems theory and as approximate solutions of other nonlinear eigenvalue problems [25, 16, 19, 24, 28] .
When the polynomial is square and regular, i.e., det P(λ ) ≡ 0, the associated polynomial eigenvalue problem consists of finding the finite and infinite eigenvalues and corresponding eigenvectors. However when the polynomial is singular, i.e., when it is either non-square or det P(λ ) ≡ 0, then the eigenvalue problem is said to be a complete eigenvalue problem as in addition to finite and infinite eigenvalues and corresponding elementary divisors, the minimal indices and bases corresponding to the left and right null spaces of the polynomial also have to be computed. The most common approach for solving such problems is to linearize them by converting the problem into an equivalent problem associated with a larger matrix pencil of the form L(λ ) = λ X +Y called a linearization of P(λ ), and solving the eigenvalue problem for L(λ ) by using standard algorithms like the QZ algorithm [17] when L(λ ) is regular, or the staircase algorithm [26] when L(λ ) is singular. The solution for P(λ ) is then recovered from that of its linearization. The solution of the complete eigenvalue problem for singular matrix polynomials is more challenging as ideally, there should be a simple rule for extracting left and right minimal bases and indices of the polynomial from those of its linearization. We refer to [16] and a more recent survey article [22] for the theory of polynomial eigenvalue problems and their solutions.
The most commonly used forms of linearizations for solving polynomial eigenvalue problems associated with P(λ ) = ∑ k i=0 λ i A i are the first and second Frobenius companion forms C 1 (λ ) and C 2 (λ ), given by (2.1) and (2.2) respectively. One of the first systematic studies of linearizations to be undertaken was [21] which introduced the following vector spaces L 1 (P) and L 1 (P) of matrix pencils for a given n × n regular matrix polynomial P(λ ) as sources of linearizations of P(λ ).
where
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The defining identities in (1.1) and (1.2) are called the right and left ansatz equations respectively and the corresponding vectors v in (1.1) and the vector w in (1.2) are called right and left ansatz vectors. This work gave a whole new direction to research in the theory of linearizations due to the special properties of these vector spaces. For instance, it was shown that constructing pencils in these spaces corresponding to a given ansatz vector is very simple and almost all the resulting pencils are linearizations of P(λ ) from which the eigenvalues and corresponding eigenvectors can be easily recovered. In further work [18, 20, 12] , it was shown that if P(λ ) has some special structure like, Hermitian, symmetric, ⋆-alternating and ⋆-palindromic, (see [22] for definitions), then there exist subspaces of L 1 (P) and L 2 (P) with the property that almost every pencil of the subspace is a structure preserving linearization of P(λ ) from which both finite and infinite eigenvalues of P(λ ) and corresponding eigenvectors can be easily recovered.
It was shown in [5] that even when P(λ ) is square but singular, almost every pencil in L 1 (P) and L 2 (P) is a linearization of P(λ ) from which the solution of complete eigenvalue problem for P(λ ) can be easily recovered. The vector space setting for constructing linearizations has since been extended to cover other polynomial bases [13] and inspired further work that throws fresh light on these spaces [23] . Other important choices of linearizations not covered by L 1 (P) and L 2 (P) are the Fiedler pencils and their generalizations [1, 29, 6, 2, 4] which are also sources of linearizations for non-square matrix polynomials [7] . Systematic studies of linearizations that cover both square and non-square linearizations are relatively recent in the literature. For example, [10] introduced the framework of block minimal bases pencils as potential linearizations of rectangular matrix polynomials with focus on particular subclasses like the Block Kronecker pencils. These ideas were further extended in [3] . Inspired by [21] , the recent work [14] considers linearizations of rectangular matrix polynomials in a vector space setting. Referred to as Block Kronecker ansatz spaces, these vector spaces contain Block Kronecker linearizations as well as Fiedler linearizations and their extensions modulo permutations and share some of the important properties that L 1 (P) and L 2 (P) have when P(λ ) is square. However, the Block Kronecker ansatz spaces do not become L 1 (P) and L 2 (P) when P(λ ) is square.
The goal of this present work is to provide a direct generalization of the spaces L 1 (P) and L 2 (P) to the case when P(λ ) is not square by forming vector spaces of matrix pencils that have some of the key features of L 1 (P) and L 2 (P) and coincide with them when P(λ ) is square. We propose such vector spaces and show that the matrix pencils in these spaces can be constructed from the coefficient matrices of P(λ ) in a manner very similar to the ones in L 1 (P) and L 2 (P). We also show that the solution of the complete eigenvalue problem for P(λ ) can be easily recovered from that of almost every pencil in these spaces. To this end, we define generalized linearizations of matrix polynomials (which we refer to in short as g-linearizations), and their strong versions and show that the proposed vector spaces have all the properties with respect to being g-linearizations that L 1 (P) and L 2 (P) are shown to possess with respect to being linearizations of square singular polynomials in [5] .
Although the pencils in our proposed vector spaces are not linearizations of the non-square polynomial P(λ ) in the conventional sense, we show that almost every such pencil in these spaces can give rise to many linearizations of P(λ ) from which the finite and infinite eigenvalues and corresponding elementary divisors as well as left and right minimal indices and bases of P(λ ) can be easily extracted. We also give the relationship between these linearizations and those in some of the Block Kronecker ansatz spaces in [14] , thus showing how g-linearizations and linearizations arising from them, interact with some of the important linearizations for rectangular matrix polynomials in the literature.
From the point of view of computation, a desirable property of any linearization for solving an eigenvalue problem associated with a matrix polynomial P(λ ) is that the computed solution is the exact solution of some polynomial P(λ ) + ∆P(λ ) such that the ratio |||∆P||| |||P||| is of the order of unit roundoff u with respect to some choice of norm |||·||| on matrix polynomials. Moreover, when P(λ ) is singular, it is also desirable that the rules for extracting the left and right minimal indices of P(λ ) from a particular class of linearizations for P(λ ) remains the same for P(λ ) + ∆P(λ ) with respect to that class. This is referred to as global backward stability analysis for the polynomial eigenvalue problem and has been undertaken for algorithms that use the Frobenius companion linearizations in [27] . More recently this has been extended to the Block Kronecker linearizations in [10] which identifies optimal choices of Block Kronecker linearizations that ensure global backward stability when used to solve the eigenvalue problem for P(λ ). We extend the analysis in [10] to the linearizations of P(λ ) extracted from g-linearizations. Our analysis shows that there is a wider choice of linearizations beyond the ones identified in [10] that can be used to solve the complete eigenvalue problem for P(λ ) in a backward stable manner.
Definitions and notations
In this paper we use standard notations like F to denote the field of real or complex numbers, I n to denote the n × n identity matrix and e i , 1 ≤ i ≤ n, to denote the i-th column of I n unless otherwise specified. Also, wherever it is necessary to emphasize the dimension of a zero matrix, we will use 0 n to denote a column of n zeros and 0 m×n to denote the m × n zero matrix. We will use F(λ ) to denote the field of rational functions with coefficients in F and F(λ ) n to denote the vector space of n-tuples with entries from F(λ ). Also F[λ ] will denote the ring of polynomials over the field F and F[λ ] m×n will denote the ring of m × n matrix polynomials with entries from F[λ ].
Here we will consider m × n matrix polynomials with grade k of the form
where any of the coefficient matrices may be the zero matrix. Degree of P(λ ) denoted by deg P is the maximum integer d such that A d = 0. In this paper we will assume that deg P ≥ 2. A square matrix polynomial Q(λ ) is said to be unimodular if its determinant is a nonzero constant independent of λ . The normal rank of P(λ ), denoted by nrankP(λ ), is the rank of P(λ ) considered as a matrix with entries in F(λ ). Also the k-reversal
A finite eigenvalue of P(λ ) is an element λ 0 ∈ F such that rankP(λ 0 ) < nrankP(λ ). We say that P(λ ) with grade k has an infinite eigenvalue if the k−reversal polynomial rev k P(λ ) = λ k P(1/λ ) has zero as an eigenvalue.
The following subspaces associated with P(λ ) will be frequently used.
Definition 2.1
The right and left null spaces of a m × n matrix polynomial P(λ ), denoted by N r (P) and N l (P) respectively are defined as follows.
A vector polynomial is a vector whose entries are polynomials. For any subspace of F(λ ) n , it is always possible to find a basis consisting entirely of vector polynomials. The degree of a vector polynomial is the greatest degree of its components, and the order of a polynomial basis is defined as the sum of the degrees of its vectors. Also any subspace of F(λ ) n has a polynomial basis of least order among all such bases and the ordered list of degrees of the vector polynomials in any such basis is always the same [15] . A minimal basis of the subspace is therefore defined as any polynomial basis of least order among all such bases and the minimal indices of the subspace are the ordered list of degrees of the vector polynomials in such a basis. In particular we have the following definitions.
Definition 2.2 For a given m × n matrix polynomial P(λ ), a left minimal basis is a minimal basis of N l (P) and a right minimal basis is a minimal basis of N r (P).
Definition 2.3 For a given m × n matrix polynomial P(λ ), let {x 1 (λ ), . . . , x p (λ )} be a right minimal basis and {y 1 (λ ), . . . , y q (λ )} be a left minimal basis such that
Setting η i = deg x i , i = 1, . . . , p, and ε j = deg y j , j = 1, . . . , q, the right and left minimal indices of P(λ ) are defined as η 1 ≤ · · · ≤ η p , and ε 1 ≤ · · · ≤ ε q respectively.
The left and right minimal bases and indices of a matrix polynomial P(λ ) are defined as the minimal bases and indices of its left and right null spaces N l (P) and N r (P) respectively. The most widely used approach for solving polynomial eigenvalue problems is linearization.
For example the first and second Frobenius companion forms C 1 (λ ) and C 2 (λ ) given by
are linearizations of P(λ ) with s = (k − 1)n and s = (k − 1)m respectively. It is clear that a matrix polynomial and its linearization has the same finite eigenvalues and corresponding elementary divisors (for details, see, [16] ). However, if the same is to be guranteed for the eigenvalue at infinity also, then the linearization has to be a strong linearization of P(λ ).
is also a linearization of rev k P(λ ).
Vector spaces of generalized linearizations
The vector spaces L 1 (P) and L 2 (P) defined by (1.1) and (1.2) were introduced in [21] as sources of linearizations for a given square regular matrix polynomial P(λ ). This work was subsequently extended in [5] to the case of square singular matrix polynomials. In this section we extend the notion of these spaces to the case of rectangular matrix polynomials. For this we introduce the notion of generalized linearizations of matrix polynomials which we refer to as g-linearizations in short. We then define vector spaces of matrix pencils corresponding to the polynomial P(λ ) and show that they have properties with respect to g-linearizations that closely resemble those of L 1 (P) and L 2 (P) established in [5] with respect to linearizations in the square singular case.
Generalized linearizations of matrix polynomials
From the above definition, it is clear that every linearization of a square matrix polynomial is also a generalized linearization, which justifies our choice for the term. Also, evidently a matrix polynomial has the same eigenvalues and elementary divisors as it g-linearization and the same finite and infinite eigenvalues and elementary divisors as its strong g-linearization. Therefore, to establish that the solution of a complete eigenvalue problem for a rectangular matrix polynomial can be obtained from a given strong g-linearization, it is enough to show that the minimal bases and indices of the polynomial can be easily recovered from the g-linearization.
3.2 The vector spaces L 1 (P) and L 2 (P)
To extend the work in [21] to non-square matrix polynomials, we propose the following vector spaces, which we continue to denote by L 1 (P) and L 2 (P) for ease of notation.
Following [21] we will refer to the vector v (w) in the identity in (3.1),
As Theorem 3.7 and Theorem 3.
For any matrix polynomial P(λ ), clearly L 1 (P) and L 2 (P) are vector spaces over F. In this section we find some important properties of these vector spaces. The results show that if the m × n matrix polynomial P(λ ) is tall, i.e., m ≥ n, then the properties of L 1 (P) with respect to g-linearizations are very similar to those of the corresponding space for square matrix polynomials considered in [21] and [5] with respect to linearizations. The same is true of L 2 (P) when P(λ ) is broad, i.e., m ≤ n.
For the case m = n, the matrix pencils in L 1 (P) and L 2 (P) were originally characterized in [21] by introducing special operations on block matrices called column shifted sums and row shifted sums respectively. We state these definitions with the aim of showing that the same characterizations also hold when m = n. 
, and
where the zero blocks are also of size m × n are referred to as the column shifted sum and the row shifted sum of X and Y respectively.
The above definition immediately gives the following lemma, the proof of which is obvious.
Thus we have an immediate characterization of the spaces L 1 (P) and L 2 (P) in the next theorem the proof of which is omitted as it follows by arguing exactly as in the proof of [21, Theorem 3.5] .
Similarly, the pencils in L 2 (P) with left ansatz vector w are given by
It is clear from Theorem 3.5 that the vector spaces L 1 (P) and L 2 (P) are completely determined by the pairs (v,W ) and (w,Ŵ ) respectively, where v, w ∈ F k , W ∈ F km×(k−1)n andŴ ∈ F (k−1)m×kn . Hence the dimensions of the vector spaces L 1 (P) and L 2 (P) over F are both equal to k(k − 1)mn + k. The following immediate corollary of Theorem 3.5 shows that in particular matrix pencils in L 1 (P) and L 2 (P) with corresponding ansatz vector αe 1 ∈ F k for some non zero scalar α are easy to construct from the coefficient matrices of P(λ ).
Given an m × n matrix polyomial P(λ ), it is easy to see that
Therefore, the results in the rest of the paper for L 1 (P) where P(λ ) is of size m × n with m ≥ n, give rise to corresponding results for L 2 (P) when m ≤ n with appropriate modifications. We provide proofs only for the statements concerning L 1 (P) as the corresponding statements for L 2 (P) follow either by using the correspondence (3.3) or by similar independent arguments. The first among these is an analog of [5, Theorem 4.1] , that gives a sufficient condition for a pencil in L 1 (P) (respectively, L 2 (P)) to be a strong g-linearization of P(λ ) when m ≥ n (respectively, m ≤ n).
Proof: We first prove the theorem for the case that v = αe 1 for some α = 0. Then
where Z i ∈ F (k−1)m×n , and setting
we have,
Therefore there exist a unimodular matrix
If Z is of full rank, then Z † Z = I (k−1)n . Therefore,
To show that L(λ ) is a strong g-linearization of P(λ ), notice that
As L(λ ) ∈ L 1 (P) with corresponding right ansatz vector αe 1 , we have
with corresponding right ansatz vector αe 1 .
Since rank Z = (k − 1)n, by the first part of the proof, it follows thatL(λ ) is a strong g-linearization of P(λ ) and this completes the proof.
The corresponding theorem for L 2 (P) is as follows.
It was proved in [21, Theorem 4.1 and Theorem 4.3] that if
is a strong linearization of P(λ ) if and only if the matrix in the position of the block labelled Z in (3.4) is nonsingular. However as shown in [5, Example 2] , the same is not a necessary condition for L(λ ) to be a strong linearization of P(λ ) if it is square but not regular. The following simple modification of that example shows that if P(λ ) is an m × n matrix polynomial with m ≥ n, then L(λ ) ∈ L 1 (P) with corresponding nonzero right ansatz vector v ∈ F k , can be a strong g-linearization of P(λ ) even if the matrix labelled Z in (3.4) is rank deficient. Since the matrix in the block labelled Z in the reduction
, we refer to it as the Z-matrix of L(λ ) with respect to the pair (M, α) as it may vary depending on the choice of the nonsingular matrix M satisfying Mv = αe 1 . Therefore it is important to know whether its rank can change with change in the choice of M. The next theorem shows that this does not happen, i.e., the rank of the 
In a similar way it can also be shown that if the m × n matrix polynomial P(λ ) satisfies m ≤ n, the rank of the matrix labelledẐ in the reduction (3.6) is independent of the choice of the nonsingular matrixM. The above result allows us to make the following definition.
the rank of any matrix appearing in the block labelled Z (respectively,Ẑ) under any reduction of L(λ
The final result of this section shows that for a given m × n matrix polynomial P(λ ) with m ≥ n, almost every pencil in L 1 (P) is a g-linearization of P(λ ).
. . .
is a polynomial in the k + k(k − 1)mn entries of v and W . The pair corresponding to C g 1 (λ ) has v = e 1 and W = 0
. Hence,Z = I k−1 ⊗ I m,n and thus P(v,W ) = 0 for C g 1 (λ ). Therefore the zero set of P(v,W ) defines a proper algebraic subset of L 1 (P). Clearly any pair (v,W ) such that P(v,W ) = 0 has v 1 = 0 and any one of the minors ofZ of order (k − 1)n has nonzero determinant. So the corresponding L(λ ) will have full Z-rank and hence is a strong g-linearization of P(λ ).
An important difference between linearizations of regular and singular square matrix polynomials P(λ ) in the space L 1 (P) is that while every linearization of P(λ ) in L 1 (P) is also a strong linearization of P(λ ) when P(λ ) is a regular matrix polynomial [21, Theorem 4.3] , the same is not true if P(λ ) is singular [5, Example 3] . The following example shows that the same also holds for g-linearizations of rectangular matrix polynomials, i.e., there exist rectangular matrix polynomials P(λ ) with g-linearizations in L 1 (P) that are not strong g-linearizations. 
But L(λ ) is not a strong g-linearization of P(λ ) as infinity is a eigenvalue of L(λ ) but not of P(λ ).
4 Recovery of minimal indices and bases in L 1 (P) and L 2 (P)
In this section we show the process of extraction of left and right minimal bases and indices of an m × n polynomial P(λ ) from that of a g-linearization in L 1 (P) or L 2 (P). In particular we show that these extractions are possible from g-linearizations of P(λ ) in L 1 (P) with full Z-rank if m ≥ n and those of
On the other hand if m ≤ n, and L(λ ) ∈ L 2 (P) has full Z-rank, then the above equalities hold when the positions of the right and left null spaces are interchanged for both P(λ ) and L(λ ). Therefore the process of extracting the right (respectively, left) minimal bases and indices of P(λ ) ∈ F[λ ] m×n from those of a g-linearization of P(λ ) in L 1 (P) (respectively, L 2 (P)) is identical to the extraction of the same quantities from a linearization of a square singular polynomial in the respective spaces (as established in [5] ). However, showing that the left (respectively, right) minimal bases and indices of P(λ ) can also be extracted from those of L(λ ) ∈ L 1 (P) (respectively, L(λ ) ∈ L 2 (P)) with full Z-rank requires more work.
Recovery of right (left) minimal indices and bases in
Given an m × n matrix polynomial P(λ ) with m ≥ n, the following lemma provides an isomorphism between N r (P) and N r (L) that enables extraction of the right minimal bases and indices of
is a linear isomorphism between the F(λ )-vector spaces N r (P) and N r (L). Furthermore, x(λ ) ∈ N r (P) is a vector polynomial if and only if
We skip the proof as it follows by arguing exactly as in the proof of [5, Lemma 5.1] . Now the following theorem whose proof is immediate shows that the right minimal bases and indices of P(λ ) ∈ F[λ ] m×n , m ≥ n, have a very simple relationship with those of a g-linearization L(λ ) ∈ L 1 (P) and can be easily extracted from the latter. 
The right minimal indices of P(λ
) are ε 1 ≤ ε 2 ≤ · · · ≤ ε n−r if and only if the right minimal indices of L(λ ) are (k − 1) + ε 1 ≤ (k − 1) + ε 2 ≤ · · · ≤ (k − 1) + ε n−r .
Every right minimal basis of L(λ ) is of the form
Similarly, if P(λ ) is an m × n matrix polynomial with m ≤ n, then the mapping
is an isomorphism between N l (P) and N l (L) that also induces a bijection between vector polynomials in N l (P) and N l (L). This results in the following counterpart of Theorem 4.2 for extraction of the left minimal bases and indices of P(λ ) from those of L(λ ) ∈ L 2 (P) with full Z-rank. 
The left minimal indices of P(λ
) are ε 1 ≤ ε 2 ≤ · · · ≤ ε m−r if and only if the left minimal indices of L(λ ) are (k − 1) + ε 1 ≤ (k − 1) + ε 2 ≤ · · · ≤ (k − 1) + ε m−r .
Every left minimal basis of L(λ ) is of the form {Λ
k (λ ) ⊗ y 1 (λ ), . . . , Λ k (λ ) ⊗ y m−r (λ )} where {y 1 (λ ), . . . , y m−r (λ )} is a left minimal basis of P(λ ).
Recovery of left (right) minimal indices and bases in
In this section we first show that the left minimal bases and indices of P(λ ) ∈ F[λ ] m×n with m ≥ n, can be extracted from the g-linearizations in L 1 (P) that are of full Z-rank. The following lemmas will be very useful for establishing Theorem 4.6 which is the main result. 
and this shows that L v is well defined and clearly linear.
and M is a nonsingular matrix such that
where Z has full rank and
This implies that,
Now from (4.1) and (4.2),
the 2-nd last equality being due to the fact that
Using (4.5) and (4.4) in (4.3),
, it follows that L v maps the vector polynomials in N l (L) onto the vector polynomials in N l (P). To complete the proof we show that if the degree of q(λ ) is δ , then y(λ ) can be chosen so that it has degree δ .
Let q(λ ) ∈ N l (P) and
This implies that
where degq =δ . Hence
where t i ∈ F (k−1)m , i = 0, . . . ,δ , with tδ = 0. Clearly degq = δ and
Since degq = δ , it follows that deg η = δ . To complete the proof we show that η(
Since the degree ofq(λ ) TL (λ ) is atmost δ + 1, equating the coefficients of λ i , i = δ + 2, . . . ,δ + 1 in (4.8) to 0, we have t T i Z = 0 for i = δ + 1, . . . ,δ . Therefore (4.8) implies thatq(λ ) TL (λ ) = 0 and this completes the proof as 
, and deg y j = δ j .
Also from Lemma 4.4 we have, rank
as it has c linearly independent vectors. Let 
But this contradicts the assumption that {v 1 (λ ), . . . , v m−r (λ )} is a minimal basis of N l (P). Hence the proof.
The following theorem now shows how the left minimal indices and bases of an m × n matrix polynomial P(λ ) with m ≥ n can be extracted from those of L(λ ) ∈ L 1 (P) with full Z-rank. 
The sum of the degrees of the vector polynomials inβ are clearly lower than that of the ones in β as, degẑ j 0 < deg z j 0 . But this contradicts the fact that β is a minimal basis of N l (L). Hence the proof follows. 
is a full rank matrix and consequently, none of the left minimal indices of P(λ ) are zero. Consequently, there does not exist any vector polynomial of degree zero in a left minimal basis of L(λ ) that does not belong to N(L v ). This implies that any such basis must satisfy the assumptions of Lemma 4.5.
The preceding results imply that if P(λ ) ∈ F[λ ] m×n with m ≤ n, then the right minimal bases and indices of P(λ ) can be extracted from those of L(λ ) ∈ L 2 (P) of full Z-rank. In particular we have in this case the following counterpart of Lemma 4.4 which can either be proved by arguing as in the proof of Lemma 4.4 or by using the relation (3.3). 
is a linear map from the vector space N r (L) onto the vector space N r (P) over F(λ ). Furthermore it is an onto map from the vector polynomials in N r (L) to the vector polynomials in N r (P) with the property that if q(λ ) ∈ N r (P) is a vector polynomial of degree δ , then there exists a vector polynomial x(λ
) ∈ N r (L) of degree δ such that L w (x(λ )) = q(λ ).
Linearizations arising from g-linearizations
Let P(λ ) = ∑ k i=0 λ i A i be an m × n matrix polynomial of grade k. In this section we show that although the pencils in L 1 (P) and L 2 (P) are generically g-linearizations of P(λ ), they can give rise to smaller pencils that are linearizations of P(λ ) from which the left and right minimal bases and indices of P(λ ) may be easily extracted. In the following we first describe the process of extracting these smaller pencils from g-linearizations of P(λ ) of full Z-rank in L 1 (P) when m ≥ n.
Let L(λ ) ∈ L 1 (P) with nonzero right ansatz vector v ∈ F k be of full Z-rank. Let M ∈ F k×k be a nonsingular matrix such that Mv = αe 1 . From (3.5),
be a QR decomposition of Z where Q ∈ F (k−1)m×(k−1)m is an unitary matrix andR ∈ F (k−1)n×(k−1)n nonsingular and upper triangular. Then we have,
Let Q = Q 1 Q 2 , be a partition of Q such that Z = Q 1R is the condensed QR decomposition of Z. Then recalling that c = (k − 1)(m − n), the submatrix formed by the last c rows of the matrix
Since the last c rows of the matrix on the RHS of (5.2) are zero, we have 0 
being the first Frobenius companion linearization C 1 (λ ). Every other linearization L t (λ ) that is not of the form (5.5) is strictly equivalent to someL t (λ ) as
where clearly,D ∈ F m+(k−1)n×m+(k−1)n is nonsingular as it satisfies 
Trimming a g-linearization results in a strong linearization
We now show that trimming a g-linearization of full Z-rank results in a strong linearization of P(λ ) from which the left and right minimal bases and indices of P(λ ) can easily be recovered. In doing so, we establish the connection between the resulting pencils with some of the important classes of linearizations for rectangular matrix polynomials that have been recently introduced in the literature. We begin with the block minimal bases pencils introduced in [10] .
Definition 5.2 A block minimal bases pencil is a pencil of the form
where the rows of B(λ ) andB(λ ) form minimal bases of the rational subspaces spanned by them.
We will need a few important concepts and results related to block minimal bases pencils from [10] . For convenience, following [10] , we refer to a matrix polynomial whose rows form a minimal basis of the rational subspace spanned by them as a minimal basis. Such a minimal basis can be associated with a dual minimal basis defined as follows. For example, the matrix polynomials
and Λ j+1 (λ ) T given by (1.3) are dual minimal bases. For most practical purposes, we will need the following special kind of block minimal bases from [10] .
Definition 5.4 A block minimal bases pencil
is called a strong block minimal bases pencil if it has the following additional properties: We will adopt the convention that if the block B(λ ) (B(λ )) is absent, then the corresponding dual minimal basis is an identity matrix of the same size as the number of columns (rows) of A(λ ). The following theorem about block minimal bases pencils which is a combination of [10, Theorems 3.3 and 3.7] will be important for the results in this section and the next one. 
Theorem 5.5 Let L(λ ) be a minimal bases pencil given by (5.8) and C(λ ) andĈ(λ ) be the dual minimal bases of B(λ ) andB(λ ) respectively. Then L(λ ) is a linearization of the matrix polynomial
Q(λ ) =Ĉ(λ )A(λ )C(λ ) T . (5.9)
Moreover, if L(λ ) is a strong block minimal bases pencil, then the following hold. (a) L(λ ) is a strong linearization of Q(λ ) considered as a polynomial of grade
1 + degC + degĈ. (b) If 0 ≤ ε 1 ≤ ε 2 ≤ · · · ≤ ε p are the right minimal indices of Q(λ ), then ε 1 + deg C ≤ ε 2 + deg C ≤ · · · ≤ ε p + deg C,η 1 + degĈ ≤ η 2 + degĈ ≤ · · · ≤ η q + degĈ
are the left minimal indices of L(λ ).
Given a strong block minimal bases pencil, the above result shows the construction of a polynomial from the pencil such that the pencil is a strong linearization of the polynomial and lays out the recovery rules for extracting left and right minimal indices of the polynomial from those of the pencil. However in practice, we are generally more interested in the reverse process, i.e., given a matrix polynomial Q(λ ) of grade k, we are interested in constructing a strong linearization from which the left and right minimal indices of the polynomial can be easily extracted. It was shown in [10] , that this easily achieved by the so called Block Kronecker pencils that are a special class of strong block minimal bases pencils for whichB 
(d) The left minimal indices of P(λ ) are equal to those of L t (λ ).
Proof: From (5.5) and (5.6), The process of obtaining
. Therefore the proof of (a) follows from Theorem 4.2. To prove (c) we consider the map
, and therefore L is well defined. Also from the definition of L it is clear that it is a linear map from N l (L t ) to N l (P). We first show that L is bijective. Let Z be the Z-matrix of (M ⊗ 
This implies that
Therefore L is a one to one linear map. Since N l (L t ) and N l (P) are of the same dimension, it follows that L is a bijective linear map. Now we will show for any vector polynomial p(λ ) ∈ N l (P) of degree δ we can find a polynomial
Also it is clear that z(λ ) and p(λ ) have the same degree as
Now the proof of part (c) follows by arguing as in the proof of Theorem 4.6. [14] .
Remark 5.8 The recovery rules for the left and right minimal bases of P(λ ) from those of L t (λ ) may also be derived from [10, Theorem 7.7] which gives the rules for extracting the same for general Block Kronecker linearizations. However, as the pencils K(λ ) in (5.10) to which the pencils L t (λ ) are strictly equivalent are special types of Block Kronecker pencils, we prefer to prove these parts directly by using the notions and techniques previously introduced in the paper.
In a similar way, if m ≤ n, pencils in L 2 (P) of full Z-rank can provide strong linearizations of P(λ ). In particular if L(λ ) ∈ L 2 (P) with nonzero left ansatz vector w ∈ F k has full Z-rank, then for any nonsingular matrixM ∈ F k×k such thatMw = αe 1 for some α = 0,
, be a QR decomposition ofẐ * and Q 2 is the matrix formed by the last c = (k − 1)(n − m) columns of Q, then it is easy to see that
is nonsingular, we get the pencils L(λ )D. We refer to them as the pencils formed by trimming L(λ ) ∈ L 2 (P), with respect toM andD. For instance, the second companion linearization C 2 (λ ) arises from
By arguing as in the proof of Theorem 5.6, these pencils can be shown to be strictly equivalent to Block Kronecker linearizations of P(λ ) of the form A(λ ) H k−1 (λ ) T ⊗ I m from which the left and right minimal bases and indices of P(λ ) may be easily extracted. In fact we have the following theorem. 
(c) Every minimal basis of N r (P) is of the form {(w
T ⊗ I n )Dx 1 (λ ), . . . , (w T ⊗ I n )Dx n−r (λ )} where {x 1 (λ ), . . . , x n−r (λ )} is a minimal basis of N r (L t ).
(d) The right minimal indices of P(λ ) are equal to those of L t (λ ).
Remark 5.10 For L(λ ) ∈ L 2 (P) of full Z-rank with left ansatz vector w ∈ F k \ {0} and a given choice ofM ∈ F k×k such thatMw = αe 1 , if the matrixD in (5.11) is chosen to be the first n
, then in fact, the resulting pencil belongs to the Block Kronecker ansatz space [14] . Also every other pencil formed by trimming L(λ ) with respect toM and some other choice ofD is strictly equivalent to such a pencil but does not belong to G k (P).
As the following example shows, the linearizations L t (λ ) arising from the pencils of full Z-rank in L 1 (P) and L 2 (P) are not subclasses of the class of block minimal bases linearizations. 
is a strong linearization of P(λ ). Evidently it is not a block minimal bases linearization.

Remark 5.12 It is clear that if m ≥ n the size (m + (k − 1)n)× kn of L t (λ ) is the same as that of the first Frobenius companion linearization C 1 (λ ) of P(λ ). On the other hand, if m ≤ n, then L t (λ ) is of size km × (n + (k − 1)m) which is the same as that of the second Frobenius companion linearization C 2 (λ ).
Since C 
The process of trimming g-linearizations to form linearizations of this type can be seen as a means to connect the g-linearizations of P(λ ) with linearizations.
In the next section we undertake a global backward stability analysis of the solution of polynomial eigenvalue problems using L t (λ ) on the lines of the analysis in [10] and show that their is in fact a wide choice of optimal strong linearizations (beyond the ones identified in [10] ) which can be used to solve the complete eigenvalue problem for P(λ ) in a globally backward stable manner.
6 Global backward error analysis of solutions of polynomial eigenvalue problems using linearizations arising from g-linearizations
In this section we carry out a global backward error analysis of the process of solving the complete eigenvalue problem associated with a rectangular matrix polynomial
m×n of grade k by using linearizations that arise from a g-linearization in L 1 (P) or L 2 (P). It will be an extension of the one in [10] for Block Kronecker linearizations. As mentioned in Section 1, any solution of such a problem involves finding the finite and infinite eigenvalues and associated elementary divisors as well as the left and right minimal bases and indices of P(λ ). Typically this is done by initially finding the said quantities for some choice of strong linearization via very effective backward stable methods like the staircase algorithm proposed in [26] and further developed in [8, 9] . The backward stability of such algorithms guarantee that any computed solution of the eigenvalue problem corresponding to a linearization say, L(λ ) of P(λ ), is the exact solution of the problem for a pencil L(λ ) + ∆L(λ ) where |||∆L||| |||L||| = O(u) with respect to some norm |||·|||. The solution of the complete eigenvalue problem for P(λ ) is then computed from the solution for L(λ ) + ∆L(λ ) by applying the same recovery rules to L(λ )+ ∆L(λ ) that would have been applied to the solution for L(λ ) if it were available. Following [10] , the process is said to be globally backward stable if it is the exact solution of the complete eigenvalue problem for P(λ ) + ∆P(λ ) with the following conditions being met. The analysis in [10] , showed that (a) and (b) are satisfied for optimal choices of Block Kronecker linearization of P(λ ) with respect to the norm
where A F := trace (A * A) is the Frobenius norm of A. In particular, it was shown that there exists a constant C P,L depending on P(λ ) and L(λ ) such that
where, C P,L ≈ k 3 √ m + n under certain conditions that are satisfied by appropriate choice of Block Kronecker linearizations and scaling of P(λ ).
We establish that the same analysis can be extended to solutions obtained via linearizations L t (λ ) of P(λ ) ∈ F[λ ] m×n that arise from g-linearizations in L 1 (P) when m > n. Similar arguments can easily complete the corresponding analysis for the case m < n with respect to linearizations that arise from g-linearizations in L 2 (P). Our choice of norm |||P||| F on F[λ ] m×n considered as a vector space over F is not submultiplicative. The following lemma from [10] which bounds the Frobenius norm of the product of two matrix polynomials will therefore be useful in the analysis. For notational convenience in this section we set
for two matrix polynomials P(λ ) and Q(λ ) for which the above products and sums are defined.
i=0 B i λ i be two matrix polynomials and such that all the products below are defined. Then the following inequalities hold.
Initially we analyse the global backward stability of the process of computing a solution of the complete eigenvalue problem for P(λ ) arising from linearizations of the form (5.5). Later on we will extend this analysis to the case where any linearization L t (λ ) arising from a g-linearization in L 1 (P) is used.
Since the matrixR ∈ F (k−1)n ofL t (λ ) given by (5.5) is upper triangular and nonsingular,L t (λ ) is a strong block minimal bases pencil of the form
where,
Any computed solution of the complete eigenvalue problem associated withL t (λ ) is an exact solution of a perturbed pencilL t (λ ) + ∆L t (λ ) where
Our initial aim is to show that for small enough |||∆L t ||| F ,L t (λ ) + ∆L t (λ ) is a strong block minimal bases linearization of some perturbed polynomial P(λ ) + ∆P(λ ) of grade k such that
above by a small multiple of
We establish an upper bound on |||∆B||| F such thatL t (λ ) + ∆L t (λ ) is a strong block minimal bases pencil. This requires that the following conditions are satisfied. Condition (A) B(λ ) + ∆B(λ ) is a minimal basis with all row degrees equal to one; Condition (B) There exists a matrix polynomial ∆D(λ ) ∈ F[λ ] kn×n of grade k − 1 such that Λ k,n (λ ) T + ∆D(λ ) T is a dual minimal basis of B(λ ) + ∆B(λ ) with all row degrees equal to k − 1.
Following the strategy in [10] , we will use the concept of convolution matrices associated with P(λ ) = ∑ k i=0 A i λ i which are defined as follows.
The following lemma which states some important and useful properties of convolution matrices can be easily proved. The next Theorem from [10] for convolution matrices will be useful to show that for sufficiently small |||∆B||| F , B(λ ) + ∆B(λ ) can be a minimal basis with all row degrees equal to 1. Observing that B(λ ) =R(H k−1 (λ ) ⊗ I n ) where H k−1 (λ ) is given by (5.7), the next lemma which is proved in the appendix will be useful in establishing a bound on |||∆B||| F that achieves the desired objectives. 1
The following result bounds |||∆B||| F such that B(λ )+ ∆B(λ ) is a minimal basis with all row degrees equal to 1. Proof: In view of Theorem 6.3, the proof follows by establishing that C k−2 (B + ∆B) is nonsingular and C k−1 (B + ∆B) has full row rank. For
Therefore by Lemma 6.4,
SinceR is nonsingular, it follows that C k−2 (B) is nonsingular and C k−1 (B) has full row rank. By Lemma 6.2(a),
for j = k − 1 and k − 2. Therefore C k−2 (B + ∆B) is nonsingular and C k−1 (B + ∆B) has full row rank if C j (∆B) F < σ min (C j (B)) for both values of j. But both inequalities follow from Lemma 6.2(b), and the relations (6.5) and (6.7). Hence the proof. Now the following result establishes the required upper bound on |||∆B||| F such that both Condition (A) and Condition (B) are fulfilled. The proof is omitted as it follows by arguing as in the proof of [ 
Next we have the main result which completes the global backward error analysis for solutions of the complete eigenvalue problem for P(λ ) obtained from the linearizationsL t (λ ). 
is a strong linearization of a matrix polynomial P(λ ) + ∆P(λ ) of grade k and
The right minimal indices ofL t (λ ) + ∆L t (λ ) are those of P(λ ) + ∆P(λ ) shifted by k − 1 and left minimal indices ofL t (λ ) + ∆L t (λ ) are same as those of P(λ ) + ∆P(λ ), which is the same as the corresponding relationship between the minimal indices ofL t (λ ) and P(λ ).
Proof: Clearly,
By Theorem 6.6, there exists ∆D(λ ) ∈ F[λ ] kn×n of grade k − 1 such that B(λ ) + ∆B(λ ) and Λ k,n (λ ) T + ∆D(λ ) T are dual minimal bases with all the row degrees 1 and k − 1 respectively. ThereforeL t (λ ) + ∆L t (λ ) is a strong block minimal bases pencil and Theorem 5.5 implies thatL t (λ ) + ∆L t (λ ) is a strong block minimal bases linearization of
By applying Lemma 6.1 and Theorem 6.6 (b), we get
Also as the blockB(λ ) is absent in the linearizationL t (λ )+ ∆L t (λ ), we haveĈ(λ ) = I m in (5.9) and consequently by Theorem 5.5, the right minimal indices ofL t (λ ) + ∆L t (λ ) are those of P(λ ) + ∆P(λ ) shifted by k − 1 and left minimal indices ofL t (λ ) + ∆L t (λ ) are same as those of P(λ ) + ∆P(λ ). By Theorem 5.6, the shifting relations between the left and right minimal indices of P(λ ) + ∆P(λ ) and L t (λ ) + ∆L t (λ ) are exactly the same as those between P(λ ) andL t (λ ). Now we extend the above analysis to solutions of the complete eigenvalue problem for P(λ ) obtained via any linearization L t (λ ) arising from a g-linearization in L 1 (P). As noted in Section 5, any such linearization L t (λ ) is strictly equivalent to a linearization of the formL t (λ ). Using this fact, and the results forL t (λ ), we have the following theorem. 
where Proof:
, and (6.12) implies that
by Theorem 6.7,L t (λ ) +D −1 ∆L t (λ ) is a strong block minimal bases linearization of some polynomial
14)
The relation (6.13) now follows by using the fact that
is a strong linearization of P(λ ) + ∆P(λ ) and the recovery rules for the left and right minimal indices of P(λ ) + ∆P(λ ) from those of L t (λ ) + ∆L t (λ ) are the same as the ones fromL t (λ ) +D −1 ∆L t (λ ). Therefore it follows from Theorem 6.7, that the right minimal indices of L t (λ ) + ∆L t (λ ) are those of P(λ ) + ∆P(λ ) shifted by k − 1 and left minimal indices of L t (λ ) + ∆L t (λ ) are same as those of P(λ ) + ∆P(λ ), which is same as the corresponding relations between the minimal indices of L t (λ ) and P(λ ).
Observe that as the blockB(λ ) is absent in the pencilL t (λ ) when compared with the block minimal bases pencil (5.8), this greatly simplifies the analysis as the arguments in pages 24-30 of [10] for Block Kronecker linearizations may be skipped as a consequence.
If the complete eigenvalue problem for L t (λ ) is solved by using a backward stable algorithm, then
In such a situation (6.13) shows that the process of solving the complete eigenvalue problem for P(λ ) via linearizations L t (λ ), is globally backward stable if C L t ,P is not very large. As C L t ,P = κ 2 (D)ĈL t ,P , so a good choice of L t (λ ) would be one for which κ 2 (D) ≅ 1 andĈL t ,P is not large for the corresponding pencilL t (λ ) =D −1 L t (λ ). To identify such linearizations, we first note that for the block A(λ ) ofL t (λ ), t ,P will be big. So, a good choice ofL t (λ ) would be one for which |α| |||P||| F ≅ σ min (R).
This implies that
Besides, if |||A||| F ≅ |α| |||P||| F ≅ σ min (R), and κ 2 (R) ≅ 1 then C L t ,P ≅ (3 + 2k) 1 + 2(k − 1)n and then |||∆P||| F |||P||| F (3 + 2k) 1 + 2(k − 1)n |||∆L t ||| F |||L t ||| F .
In summary, by using linearizations L t (λ ) satisfying (i) κ 2 (D) ≅ 1 and κ 2 (R) ≅ 1 and
(ii) |||A||| F ≅ |α| |||P||| F ≅ σ min (R),
we will have (u) . So the complete eigenvalue problem for P(λ ) can be solved in a globally backward stable manner by using backward stable algorithms to solve the complete eigenvalue problem for such choices of L t (λ ). The optimal Block Kronecker linearizations of the form
A(λ ) B(λ )
ensuring global backward stability that were identified in [10] are included in the above choices. In fact they are the ones for whichD = I m+(k−1)n , |α| = 1/|||P||| F ,R = I (k−1)n and X 12 2
F in (5.10) which include the Frobenius companion form C 1 (λ ). Our analysis shows that there exist many more choices of linearizations from among the pencils L t (λ ) with which the complete eigenvalue problem for P(λ ) can be solved in a globally backward stable manner.
Conclusion
Given an m × n rectangular matrix polynomial P(λ ) = ∑ k i=0 λ i A i , of grade k, in this paper we have introduced the notion of a generalized linearization (g-linearization) of P(λ ). We have also constructed vector spaces of rectangular matrix pencils such that almost every matrix pencil in the space provides solutions of the complete eigenvalue problem for P(λ ) with the property that the left and right minimal indices and bases of P(λ ) can be easily extracted from those of the pencil. These spaces become the vector spaces L 1 (P) and L 2 (P) introduced in [21] whenever P(λ ) is square. They also have the same properties with respect to g-linearizations that the spaces L 1 (P) and L 2 (P) have with respect to linearizations (as shown in [5] ) when P(λ ) is square and singular. The results provide a direct extension of the theory of the vector spaces L 1 (P) and L 2 (P) to the case of rectangular matrix polynomials. We have also shown a process of extracting many different strong linearizations from almost every pencil in L 1 (P) and L 2 (P). We believe that our work complements the recent work in [14] which allows the study of linearizations of rectangular matrix pencils in a vector space setting by introducing the Block Kronecker ansatz spaces. While [14] gives the relationship between the particular Block Kronecker ansatz spaces G 1 (P) and G k (P) and the spaces L 1 (P) and L 2 (P) respectively when P(λ ) is square and regular, our work extends the notion of the spaces L 1 (P) and L 2 (P) to the rectangular case and shows the relationship between strong linearizations of P(λ ) extracted from the pencils in L 1 (P) and L 2 (P) and the linearizations in G 1 (P) and G k (P).
A global backward error analysis of the process of solving the complete eigenvalue problem for P(λ ) via the linearizations that can be extracted from strong g-linearizations in L 1 (P) and L 2 (P) was also conducted on the lines of the one in [10] . It showed that these g-linearizations provide a wide choice of linearizations that can solve the eigenvalue problem for P(λ ) in a globally backward stable manner. This analysis which was not carried out earlier even for the case that P(λ ) is square, will be useful in making optimal choices of linearizations in computation. Moreover, we believe that when P(λ ) is square and has some additional structure, the results may be extended to identify larger collections of optimal structure preserving linearizations beyond the ones known in the literature, with respect to which the eigenvalue problem for P(λ ) can be solved in a globally backward stable manner.
8 Appendix: Proof of Lemma 6.4
As the result is obvious for k = 2, we assume that k > 2. Since C j (τ) = C j (H k−1 )⊗I n for j = k −1, k −2, it is enough to show that σ min (C k−1 (H k−1 )) = σ min (C k−2 (H k−1 )) = 2 sin π 4k − 2 . and,
, where e j is the j-th column of I j . Now a simple multiplication shows that
(k−1) block columns.
and
.
To find the smallest eigenvalue of S k−2 consider the permutation matrix
whereP 1 = ẽ 1ẽ1+(k+1) . . .ẽ 1+(k−2)(k+1) ,P 2 = ẽ 2ẽ2+(k+1) . . .ẽ 2+(k−2)(k+1) and P i = ẽ iẽi+(k+1) . . .ẽ i+(k−3)(k+1) , for i = 3, 4, . . . , (k + 1). Hereẽ j is the j-th column of I k(k−1) . ThenP T S k−2P is a block diagonal matrix of (k + 1) blocks where the first block is T k−1 , the second block isT k−1 , and the j-th block is T k− j+1 T j−3 for j = 3, 4, . . . , (k + 1) with T 0 andT 0 being empty matrices. Clearly the first two blocks have the same eigenvalues and the sub-blocks of all other blocks are submatrices of the first or second block. Hence the smallest eigenvalue of S k−2 is the smallest eigenvalue of any one of the first 2 blocks, in particular of the second blockT k−1 .
To find the smallest eigenvalue of S k−1 , consider the permutation matrix P = P 1P2 . . .P k+1 ∈ C k 2 ×k 2 whereP 1 = ê 1ê1+(k+1) . . .ê 1+(k−1)(k+1) andP i = ê iêi+(k+1) . . .ê i+(k−2)(k+1) , for i = 2, 3, . . . , (k + 1). Hereê j is the j-th column of I k 2 . ThenP T S k−1P is a block diagonal matrix of (k + 1) blocks where the first block is D k + L k + L T k , the second block isT k−1 , and the j-th block is T k− j+1 T j−2 for j = 3, 4, . . . , (k + 1) withT 0 being the empty matrix.
Clearly 0 is an eigenvalue of the first block and the second block can be obtained by removing the first row and first column of the first block. Hence the smallest eigenvalue of the second block is less than or equal to the second smallest eigenvalue of the first block. Again the sub-blocks of all other blocks are either submatrices of the second blockT k−1 or of T k−1 . Since T k−1 andT k−1 have the same eigenvalues, the smallest eigenvalue of S k−1 is 0 and the second smallest eigenvalue is the smallest eigenvalue of the second blockT k−1 . is the smallest nonzero eigenvalue of both the matrices S k−1 and S k−2 . This proves that C k−1 and C k−2 are both full rank such that (8.1) holds.
