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In this paper we prove that a Hilbert structure is necessary as well as suflicient 
for linearity of the following classes of Banach space approximation algorithms: 
spline, interpolatory, strongly optimal, and almost strongly optimal. In the con- 
text of information-based complexity, this provides a converse to the well-known 
result that a Hilbert structure is sufficient for such linearity properties. o 1989 
Academic Press. Inc. 
1. INTRODUCTION 
It is well known that for the approximation of a linear operator S: F + 
Z between Banach spaces, many optimality properties involving linearity 
of algorithms are achieved when the domain is a Hilbert space. In this 
paper, we prove a converse to this general assertion which states that 
having a Hilbert structure on the domain is necessary as well as sufficient 
for such linearity properties. 
In recent years, several workers have dealt with the question of when 
optimal algorithms for approximating S can themselves be linear (see, for 
example, Packel and Woiniakowski, 1987). This question does not have a 
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simple answer in general. It is known (see Micchelli and Rivlin, 1977) that 
if the domain has a Hilbert structure, then there is indeed a linear optimal 
algorithm. The situation in the Banach case is more complicated, and it is 
known that in general there is no linear optimal algorithm. This result is a 
consequence of an example constructed by Micchelli in 1978 (see Traub 
and Woiniakowski, 1980, p. 60) for finite-dimensional mappings. How- 
ever, it has been shown (Packel, 1986) that there exists an isometric 
embedding of the range 2 of S into the bounded scalar functions on a 
compact Hausdorff space X, such that there exists a linear optimal algo- 
rithm for approximating the operator s = I 0 S, where I is the isometric 
embedding of Z into L”(X). 
One can weaken the above hope by asking whether there always exists 
a linear algorithm whose maximum error is at most a fixed multiple of that 
of an optimal algorithm. Unfortunately, this hope is not justified, as 
shown by Werschulz and Woiniakowski (1986), who gave a counterex- 
ample in the form of the Laplace transform. 
In this paper, we study the local version of this question. In particular, 
we show that there always exists an algorithm whose error is at most a 
fixed multiple of the local optimal error if and only if F is a Hilbert space. 
Almost optimal algorithms, as these are known, are interesting because 
they guarantee that error is within a constant factor of the smallest possi- 
ble for all problem elements (i.e., elements of F), not just the hardest ones 
(i.e., those for which the error of the algorithm is largest). 
The main result of this paper can be stated in a simple form as follows. 
Let F and Z be Banach spaces (more generally, this result can be stated 
for normed linear spaces). Then, if the dimension of F is greater than 2, 
statements (a) through (e) below are equivalent: 
(a) F is a Hilbert space. 
For every linear problem S with domain F and information operator N 
there exists 
(b) a linear spline algorithm, 
(c) a linear interpolatory algorithm, 
(d) a linear strongly optimal algorithm, 
(e) a linear almost strongly optimal algorithm. 
The proof of one of the above implications relies on some results of the 
theory of best approximation in Banach spaces. 
2. DEFINITIONS AND NOTATION 
Let F, Z be Banach spaces and FO be the unit ball in F. Consider a given 
linear operator S: F + Z, called solution operator. Our aim is to estimate 
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Sf, given some information about J Define a bounded linear operator 
N: F--f Y, called information operator. 
An algorithm I#J is a transformation (in general nonlinear) $.I: Y + Z 
which provides an approximation 4(y) of Sf using information y = NJ 
Define the local error E(+, y) of an algorithm 4 as 
E(6 Y) = TstuTp IlV - 44Y)lL 
where the set T(y) is given by 
(2.1) 
T(y) = {f E FO : Nf = y}, 
An algorithm & is strongly optimal if 
WO, Y) = infE(4, Y) VY E N(Fo). (2.2) 
4 
Note that strongly optimal algorithms map y into the Chebychev center, 
c = c(N, f), of a minimal ball containing the set S(T( y)); c is defined by 
sup llz - cJI = inf sup llz - (Y/I. 
ZESW(Y)) uEZ ZESV(YH 
For this reason strongly optimal algorithms are often called central algo- 
rithms (Micchelli and Rivlin, 1977; Traub and Woiniakowski, 1980). 
More generally, an algorithm C#I is k-almost strongly optimal if 
WJ, Y) 5 W+o, Y) VY E NV'o). (2.3) 
An algorithm & such that 
cbr(Y) E W(Y)) VY E NW’,) 
is interpolatory. An interpolatory algorithm &( y) interpolates an element 
.fE T(Y), i.e., 
h(Y) = SJ’, fE T(Y), 
for all y E N(Fo). It is easy to check that every interpolatory algorithm is 
2-almost strongly optimal. A particular interpolatory algorithm is a spline 
algorithm (see Traub and Woiniakowski, 1980), defined as 
MY) = MY), (2.4) 
where the spline a(y) is the minimum norm element in T(y) (when it 
exists), i.e., 
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It is known that +S is linear if F is a Hilbert space and ker N is closed. 
The class of k-almost strongly optimal algorithms is interesting since it 
is guaranteed that the error of such an algorithm is within a constant k of 
the best possible error for all problem elements f E FO. Interpolatory 
algorithms further guarantee that the interpolating element ji is in the 
uncertainty set T(y). 
We can also consider the worst possible error over all y. This leads to 
the definition of global error 
Jw) = sup sup llw- 4CY)lI. 
Y=wJ) ET(Y) 
(2.5) 
An algorithm +(1 is globablly optimal if 
E($,) = inf E(4). 
4 
Obviously, l-almost strongly optimal algorithms are also globally and 
strongly optimal. The minimal global error E(&) is called the intrinsic 
error or the radius of information for given information N (Traub and 
Woiniakowski, 1980). 
3. LINEARITY OF ALGORITHMS 
In this section we address the question of when algorithms with various 
optimality properties are linear. In particular, we show that a generic 
necessary and sufficient condition for linearity is that F be a Hilbert 
space. 
Let F be a Banach space, and Z be a linear space. Let Y be finite 
dimensional. In the following we assume that F is strictly convex in order 
that the spline be unique. We note, however, that this condition turns out 
to be unnecessary if the definition of the spline is properly extended to the 
general non-strictly convex case, where the spline is generally nonunique. 
(See Remark after the following theorem.) We now state our main result. 
THEOREM. Let F be a strictly convex Banach space of dimension 3 or 
more (possibly in$nite). Then the following statements are equivalent. 
1. F is a Hilbert space. 
For any bounded linear operators N and S (as in Section 2) there exists 
2. a linear interpolatory algorithm, 
3. a linear spline algorithm, 
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4. a linear k-almost strongly optimal algorithm, 
5. a linear strongly optimal algorithm. 
Proof. We will prove the implications according to the following de- 
pendency diagram: 
Transitivity of this graph guarantees that the entire theorem will be 
proved once the indicated implications are established. Clearly, statement 
1 implies 2, 3,4, and 5; 5 implies 4; 2 implies 4, the latter because interpo- 
lator-y algorithms are always 2-almost strongly optimal. In order to prove 
the theorem we need to show that 3 implies 1 and 4 implies 3 (with any k). 
First we prove that 3 implies 1. Consider a closed affine subspace G (of 
finite codimension) of F and define 7rG( f) as the closest point in G to f, 
i.e., 
Ibdf) -fll = f:Gf lk -fh VfE Fo. (3.1) 
We quote a result of Rudin and Smith (1961) (see also Holmes, 1972; 
Singer, 1970, 1974). Suppose F is a strictly convex Banach space of di- 
mension 23, with the property that for every nontrivial closed subspace 
G of a given codimension greater than one the mapping ?rG is one-valued 
on F and additive, i.e., 
rG(fl + f2) = rG(fl) + rG(f2) VI, f2 E F. (3.2) 
Then the result of Rudin and Smith states that F is a Hilbert space. 
Assume that for all bounded linear solution operators S and information 
operators N there exists a linear spline algorithm 4,(y). In particular this 
holds if S = I, with Z the identity, which we can assume henceforth 
without loss of generality. 
Let N: F + R” be an information operator with (closed) kernel K. 
Recall that o(y) denotes the element in N-‘(y) closest to 0. Since F is 
strictly convex, this element is unique (see Singer, 1970). By hypothesis, 
u is linear, so that u 0 N(f), which maps f to the smallest element in 
f + K, is also linear. Thus, mK+f(0) = u 0 N(f) is linear in f and for 
fEF, 
m(f) = m-#) + f = g o M-f) + f 
is linear in f. Hence, upon varying N and thus K, we conclude that 7~~ is 
additive for all K of finite codimension. By the result of Rudin and Smith, 
therefore, F is a Hilbert space. 
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Now we prove that 4 implies 3 by showing that any k-almost strongly 
optimal linear algorithm is a linear spline algorithm. (This proof is similar 
to that of Lemma 4.4.2 in Traub and Woiniakowski, 1980). Thus, let C#I be 
linear and k-almost strongly optimal. Let y E N(Fo), and assume that u(y) 
f 0. Let Y = y~lla(y)(l, and note that, by the homogeneity of splines, 
(3.3) 
Thus, a(j) E CIF,,, the boundary of F,,. This implies that N-‘(y) fl F,, C aF,, 
since all elements in N-‘(J) II F,, have norm greater than or equal to 
llu( j),ll = I. In addition, since F,, is strictly convex, aF,, cannot contain a 
line segment, so that N-‘(j) n CYF,, is a singleton: 
N-‘(y) n dF,, = T(j) = b(Y)}* (3.4) 
Thus, a strongly optimal algorithm c#J,, has 0 error at y, i.e., E(c#J,,) = 0, 
since S(T( j)) is a single point. Since C#I is almost strongly optimal, the local 
error 
E($, jq 5 k&F(&) = 0. (3.5) 
Thus 
4(Y) = Su(j4, 
so that C#I coincides with the spline algorithm at j. By homogeneity of 4, 
we have 
44Y) = Il~(Y~ll4w = lldY,llsdn = WY), 
and so 4 is indeed a spline. This completes the proof. n 
Remark. Note that the results of the theorem above still hold if condi- 
tions 2 through 5 are weakened as follows: First, the class of information 
operator N can be restricted to those of any given fixed cardinality n, as 
long as 1 I n ‘c (dim F). (However, no smaller subspace of the class of 
information operators can be used.) Second, conditions 2 through 5 need 
only hold for any fixed one-to-one solution operator S. 
Further, the theorem holds as well without the assumption of strict 
convexity for the space F. This follows most directly from a generaliza- 
tion of the theorem of Rudin and Smith due to Niirnberger (1975). The 
hypotheses of the latter theorem require only the existence of a linear 
section of a possibly multivalued projection mapping 7~~. 
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We now show that the theorem’s assumption that dim F 2 3 is essential 
through the following example. 
EXAMPLE. We assume 
s = I, dim F = 2, dim Y = 1. 
Weequip FwithanlPnorm(1 <p < 03): 1) . IIF = 11 . [I,,, where Il(fi,f2)llp 
= (IflIP + I.hlv’p. 
The spline algorithm &( y) is given by 
MY) = dY), IldY)II = $=y IlfllP~ (3.6) 
Let N(f) = (f, 4, h w ere a E R+ x R+ C R2, f E F. Then the spline 
algorithm is defined by &(y) = z, where z satisfies (z, a) = y, and zy + z4 
is a minimum. 
Consider first the case y > 0. A simple geometric analysis shows that 
4(y) = z = (z,, z2) satisfies zl, z2 > 0. Thus, we can use Lagrange 
multipliers to find the minimum; z is the minimizer of 
z’; + 24 - A(@, z> - y), 
yielding 
PZI P-l - Aa, = 0 
pz;-’ - Xa2 = 0 
(a, z) - y = 0. 
Eliminating A gives z1 = ~~(a~lu~)~~(p-‘), which clearly yields linear de- 
pendence of z on y, upon insertion into the third equation. The case y 5 0 
can be handled similarly, yielding the same linear dependence. Hence, in 
this case, the spline algorithm seems generically linear, at least in all lp 
norms. This argument extends top = 1 and top = 03 with proper choice of 
(nonunique) minima. 
In fact, it can be shown that splines are always linear when the cardinal- 
ity of information is 1 ! This somewhat remarkable result follows from the 
fact that the projection TG is linear whenever it is uniquely defined, and G 
has codimension 1. This is proved by Singer (1970) and Aronszajn and 
Smith (1954). 
In this paper, the information Nfis considered exactly known. In many 
applications (Milanese and Tempo, 1985; Milanese et al., 1986; Tempo, 
1988) this assumption can be too restrictive, since the exact information 
Nf is corrupted by an additive noise p, 
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y = Nf+ p. (3.7) 
In this case only the approximate information y is given. When we con- 
sider worst case noise p, we assume that it never exceeds a fixed bound E. 
Thus, the uncertainty ball L!‘,(y) is given by 
T,(Y) = u-: llfll 5 1, llw-- Yll 5 4. (3.8) 
Note that if the information is exactly known, then T(y) is a Hilbert ball 
for any N if F is a Hilbert space. Here, however, T,(y) is not a Hilbert ball 
for all y and N even if F and Y are Hilbert spaces. Thus, unfortunately, 
if E > 0, almost strongly optimal algorithms are in general nonlinear. 
However, linear globally optimal algorithms exist and can be constructed 
(see Melkman and Micchelli, 1979). 
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