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Though great advances have been reported in the lield of adaptive control in the 
past decade, some precise a priori structural information of the plant (at least the 
order) remains essential for most of the methods proposed. This is unsatisfactory in 
some applications because of the unmodeled dynamics, uncertain plant structure, 
and the noisy operating environment. In fact, for many high-performance control 
system designs, for example, control of large space structural systems, the 
distributed nature of the plant must be taken into account. These distributed 
parameter systems are frequently modelled by partial differential equations. There- 
fore, they must be analyzed in the appropriate infinite-dimensional state space. A 
particular approach, model reference adaptive control with command generator 
tracker concepts, adopts a set of assumptions that are not system dimension 
dependent. The method has been applied successfully to some finite-dimensional 
systems and shows promise for the inlinite-dimensional state space generalization. 
This paper elevates the theory from the finite dimensions to the finite-dimensional 
Hilbert Space. The key obstacles for such a transition are noted. This then 
necessitates a modification of the adaptive control law. Under the modified scheme, 
the error signal is shown driven to a residue set asymptotically, the size of which 
depends on how close the nominal closed-loop plant is to positive realness. An 
added bonus is the robustness with respect to bounded state and output distur- 
bances as well as model perturbation. All these properties are not true in general 
for the linite-dimensional control law. The example of damped beam equation is 
included to illustrate the techniques. %” 1989 Academic Press. Inc. 
1, INTRODUCTION 
As stated in [l], control of distributed parameter system (DPS) poses 
a real challenge to control engineers. From the theory side, functional 
analytic tools have to be employed to tackle mathematical issues normally 
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taken for granted in lumped parameter systems (LPS). From the practical 
viewpoint, control of an infinite-dimensional system represents a tremen- 
dous load on computation and instrumentation. In many applications, the 
DPS setting arises naturally, such as in chemical processes, aerospace 
systems, and magneto-hydrodynamic systems. These days, with the 
advance of space transportation systems, control of large space structures 
(LSS) has attracted increasing attention. LSS involve a high level of 
mechanical flexibility, and therefore, should be considered as DPS [2]. In 
many cases, due to the lack of sufficient knowledge of the system, for 
example, insufficient or imprecise modal data in LSS, and effective non- 
adaptive controller is difficult to find. Adaptive control of DPS, therefore, 
is a natural alternative that merits investigation. 
There have been many different ideas proposed for adaptive control. 
Effective methods exist when the plant is linear, time-invariant, and finite- 
dimensional with precise knowledge of the plant order and relative degree. 
But results with explicit consideration of the infinite-dimensional state 
space have been scarce. In [3], some of the possible directions of investiga- 
tion and the main areas of difficulty were surveyed. Our goal is to find a 
model reference adaptive control (MRAC) design methodology that is 
applicable in both finite dimensions and infinite dimensions for both single- 
input/single-output and multi-input/multi-output systems and when the 
order of the plant is unknown. To control this type of system, the currently 
available algorithms are not immediately applicable. Some researchers have 
recently pointed out possible extension to the infinite-dimensional systems 
[4]. However, the approach is from the perturbation viewpoint and the 
detail stability proof has not been given. 
The command generator tracker (CGT) theory was first proposed in [S] 
for the model following problem with known parameters. An adaptive 
control algorithm was subsequently developed [6,7] using the CGT 
theory under a plant/model structural matching condition. Strict positive 
realness of the closed-loop plant is shown to imply asymptotic tracking. 
This condition is relaxed to positive realness in [S]. The potential 
generalization of this method to infinite dimensions has been discussed in 
[9, lo]. The appeal of this method is that it does not require the reference 
model to be of the same order as the plant and the knowledge of the plant 
order is not needed. In fact, dimension of the state space may even be 
infinite. Nothing comes for free, however. Alternate assumptions are needed 
to ensure closed-loop stability. 
This method is naturally suitable for application to high-order systems 
since its main structure is the adjustment of a low-order feedback gain 
matrix. The drawback is that instead of the dimensionality requirement, 
there are other conditions to be satisfied. While the generalization of the 
CGT technique to the infinite-dimensional systems is not straightforward, 
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it is very promising. The key obstacles are noted in [ 111. 1. The solution 
of the Lyapunov equation may not be coercive. 2. The Invariance Principle 
cannot be immediately applied. 3. Strict positive realness is never attainable 
without positive feedthrough. A modification of the adaptive control law 
has been proposed in [ 111 that offers partial solution of these problems. In 
exchange, only the Lagrange stability of the error signal has been shown. 
This paper suggests a further modification of the control law that is 
motivated by the a-switching technique in [ 123. The main result is that the 
tracking error is bounded in the original space rather than the extended 
space and that the asymptotic stability is preserved in the linite-dimen- 
sional case. The added bonus is that the closed-loop system remains 
Lagrange stable under bounded state and output disturbances as well as 
certain model uncertainties; the increased size of the ultimate bound is 
proportional to the magnitude of the perturbations. 
The paper is organized as follows. Section 2 states the problem formula- 
tion and the mathematical preliminaris. The CGT ondition is explored in 
detail in Section 3. Section 4 reviews the adaptive control with CGT 
concept in finite dimensions and points out the problem areas in the 
generalization to the infinite dimensions. Section 5 presents the main result 
with the modified control law. The robustness properties are shown in 
Section 6. A marginally stable damped beam equation is discussed as an 
illustration of the technique in Section 7. 
2. PROBLEM FORMULATION AND MATHEMATICAL PRELIMINARIES 
The plant under consideration is modelled in the state space form 
i(t) = Ax(t) + Bu( t); x(0) = x0 E D(A), t>O 
y(t) = Cx(t), 
(2.1) 
where the state vector x(t) E X. X is a Hilbert Space with inner product 
( ., . ) and corresponding norm 11. Il. D(A) is the domain of A, dense in X. 
A: D(A) -+ X may be unbounded operator and A generates a CO-semigroup 
of bounded operators U(t) on X. B: R” -+ X is the bounded linear input 
operator with rank m. C: X-t R” is the bounded linear output operator 
with rank m. u(t) E R” is the input vector. y(t) E R” is the output vector. 
x(t)=U(t)x,+~rU(t--r)Bu(r)dr; x(0) = x0 E x, t20 
0 
(2.2) 
y(t) = Wt), 
where U(t) is the Co-semigroup of bounded operator generated by A on X. 
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The assumption of A generating a C,-semigroup is a natural one, if we are 
considering a physically meaningful dynamic system. 
The control objective is to drive y(t) -y,(t) to zero with a bounded 
control. y,(t) is the output of a reference model: 
L?(t) = A,Gn(t) +&&(t); x,(O) = x,0, t 2 0 
Y*(f) = Cm-L(t) (2.3) 
x,(t) E Rnm, u,(t) E RPm, y,(t) E R”. 
It should be noted that the only requirement on the reference model at this 
point is that the model output has the same dimension as the plant output. 
The order of the model may be much smaller than the order of the plant. 
This feature is the greatest appeal of this method, since no large-dimen- 
sional or infinite-dimensional model needs to be constructed. Since the 
dimensions of X and Rnm are not equal in general, we cannot create the 
error signal by subtracting x, from x. We follow the CGT approach in 
[S], and assume there exists an intermediate system that is “ideal” in some 
sense: 
i(t) = A.?(t) + Bii( t); X(0) = 1,, t>O 
jq t) = CZ( t), 
(2.4) 
where ii(t) is some input signal such that (2.4) has a unique mild solution 
Z(t). We require (2.4) to satisfy the following exact model matching condi- 
tion (a relaxed version is presented in Section 6): 
Assumption 1 (CGT Condition). There exist bounded, linear operators 
Sll, S12, Szl, S2, such that 
(2.5) 
and 
for all t 3 0. 
At) = &n(t) (2.6) 
We have bypassed the problem of dimensionality mismatch between the 
plant and the reference model by assuming the existence of an ideal system 
(2.4), the state space of which is X but looks the same as the reference 
model from the output. The idea is similar to MRAC with a reference 
model of the same order as the plant in which such an ideal system is 
shown to exist that not only appears the same as the reference model from 
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the output but in fact has the same transfer function [13]. Clearly, we do 
not have the freedom to make such a strong assumption when X# Rnm. 
The following error system can be created: 
e(t)=x(t)-x(t) 
i(t)=Ae(t)fBu(t)-Bii(t); e(O)=x,-x0, t>O (2.7) 
e,(t)=y(t)-j(t)=Ce(t). 
The control objective for MRAC now becomes: find a bounded control 
signal that drives e,(t) to zero asymptotically and keeps e(t) uniformly 
bounded. This is equivalent to our previously stated objective since 
ey( t) + 0 implies y(t) --$ y,(t). 
The CGT condition is difficult to verify since the ideal trajectory and 
control, X and ii, respectively, are not actually available. A closer look will 
be paid to gain a clearer understanding of its meaning in Section 3. 
The concept of positive realness plays an important role in the finite 
dimension theory. We define the positive realness in infinite dimensions via 
a frequency condition similar to that in the finite-dimensional case. 
DEFINITION 1. Given a system 
i=Ax+Bu 
y=Cx+Du, 
(2.8) 
where A, B, C are as defined in (2.1) and D is an R” x m feedforward matrix. 
A constant k E R is called the positive realness index (PRI), for the 
quadruplet C = (A, B, C, D) if 
forallwECm,andalloER}. (2.9) 
C = (A, B, C, D) is called strictly positive real if there exists 6 > 0 such that 
(PRI),a 6 and A generates an exponentially stable C,-semigroup. 
C =-(A, B, C, D) is called positive real if (PRI), > 0 and A generates an 
exponentially stable C,-semigroup. 
The definition for the positive real system differs slightly from the linite- 
dimensional definition where A is only required to be stable. The definition 
of strictly positive real systems is stronger than its finite-dimensional 
counterpart. Here, a “uniform” lower bound above zero is needed. As will 
be seen in Section 6, this has serious implications. We also need the 
following definition on the output feedback matrix G. 
For finite-dimensional systems, positive realness is closely related to the 
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Lure equations via the Kalman-Yakubovich lemma. We need a similar 
result in the infinite-dimensional case also. 
LEMMA 1 [ 14, 151. Given a real Hilbert Space X, consider the dyamic 
system 
i=Ax+Bu; 40) E x, 4 1 E L,(R + ;R”) 
y=Cx+Du, 
(2.10) 
where A, B, C are as defined in (2.1), D E R” x “‘. 
Zf (A, B, C, D) is strictly positive real, then there exists P E L(X), P > 0, 
QE L(X, R”), WE R”““, and E > 0 sufficiently small, such that 
(A*P+PA)x= -(&Z+Q*Q)x, for all x E D(A) (2.1 la) 
B*P= C- W*Q (2.11b) 
W*W=(D+D*)/2 (2.1 lc) 
(A* means the adjoint operator of A, Q E L(X, R”) means Q: X -+ R” is a 
bounded linear operator, L(X) = L( X, X). 
In the proof of Lemma 1, the strict positive realness assumption is 
needed to assert the invertibility of an operator. This then leads to the 
existence of a unique minimizer of a linear-quadratic minimization 
problem, the solution of which is directly related to the Lure equations 
(2.11a)-(2.1 lc). Using this proof technique, we do not have the result for 
positive real systems as in the finite-dimensional case. This then necessitates 
the modification of the adaptive controller in Section 4. 
3. THE CGT CONDITION 
Assumption 1 allows an error signal to be formed even though the 
dimensions of X and Rnm are different. This represents a major departure 
point from other adaptive control schemes. This section will investigate 
when the condition is satisfied. A sufficient condition has been given in [9] 
which is shown overly conservative in [ 111 even for very simple systems. 
Instead, [ 1 l] argues from a constructive way that given u, a constant 
input (which can be generalized the output of a stable linear filter with 
piecewise constant input) and A, with distinct eigenvalues, CGT condition 
is satisfied provided there exist a minimal subsystem of the plant that has 
dimension at least as large as the model and a matching condition between 
the output operators, C and C,. In this section, we will examine the 
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necessity of the strong assumption on the class of model input signals and 
derive the precise matching condition between C and C,. 
All the sufficient conditions obtained in the past have placed strong 
assumption on the model input signal. Let us examine the consequence 
when the restriction is lifted. For this discussion, let us restrict to finite- 
dimensional systems. If the Laplace Transformation is applied to both the 
plant and the model, the CGT condition implies 
Cm(SZ-‘4J’xmo- C(sZ- A)-‘[x, + BS,,(sZ- A,)-lXmo] 
= [C(sz-A)-‘B(S,l(sz-A,)-1B,+S22) 
- C&Z-A,)-‘B,]u,(t). (3.1) 
If u,(t) is an arbitrary signal, clearly both sides of (3.1) must vanish. In 
particular, S,, and S,, must be selected to satisfy 
C(sZ-A)-‘B(S,,(sZ-A,)-‘B,+S,,)=C,(sZ-A,)-’B,. (3.2) 
Let DplNP be the left coprime fraction for the plant transfer function 
C(sZ- A)-'B and N,D;' be the right coprime fraction for the state trans- 
fer function (sl- A,)- ’ B,. Then Eq. (3.2) becomes a polynomial matrix 
operation with known right-hand side: 
N,(s)(S,,Nm(s) + S,,Drn(s)) = D,(s)C,N,,,(s). (3.3) 
This condition can be broken into two parts: 
a. Find a polynomial matrix L(s) such that 
N,(JW(S) = D,(~)C,N,&). (3.4) 
b. Find constant matrices S,,, S,, such that 
Us) = S,, N,(s) + S,,D,&). (3.5) 
For the SISO case, (3.4) implies 
Us) = D,(W,N,(~)/N,(~). (3.6) 
Since D,(s) and N,(s) are coprime, N,(s) must divide C,N,(s). In other 
words, the 
implies 
where H(s ,I 
model zeros must contain’ all the plant zeros. &uation (3.5) 
&IN,(J) + &Drn(~) = D,(s)W), (3.7) 
is a polynomial. This means that the model poles, under state 
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feedback, contain all the plant poles. Now consider the MIMO case. Since 
the plant is square and has full normal rank 
L(s) = N,-‘(s)D,(s)C,N,(s). 
Let /I(s) be the largest invariant factor of N,(s). Then 
Us) = (~,-‘(~)B(~))~,(~)(C,~,(~)lS(~)), (3.8) 
where (N;‘(s)/I(s)) is a polynomial matrix. Since N,(s) and D,(s) are 
coprime, (/I(s)Z) must be a divisor of C,N,(s). In other words, the model 
transmission zeros must contain all the plant transmission zeros. Now put 
D,(s) on the left-hand side of (3.4): 
D,l(s)Np(s)L(s) = C,N,(s). 
Let CL(S) be the largest invariant factor of D,(s). Then 
(~(S)~,‘(S))~,(S)~(S)l~(S) = C,N,(s). (3.9) 
Again due to the coprimeness of D,(s) and N,(s), ~((3) must be a divisor 
of L(s), which is given by the closed-loop dynamics of the model under 
some state feedback. Reversing the argument, these conditions are clearly 
also sufficient. Hence, the CGT condition is not very useful when u,(t) is 
arbitrary since the numbers of plant poles and zeros must be less than 
those of the model, and further, the zeros and poles of the plant must be 
replicated in the model in the sense discussed above. 
When u,(t) is a constant, the CGT condition is considerably weakened. 
Suppose A, has distinct eigenvalues, an intuitive way of analyzing this 
condition is to think of u = Gx as a full state feedback that assigns part of 
the spectrum of A to be identical to the spectrum of A,. This can be done 
provided the order of a completely controllable subsystem of the plant is 
larger than the model order. Choose the initial condition such that only the 
subsystem corresponding to the spectrum of A, is excited. Then we have 
the matching problem 
3x,,3C,(sz-A,)x,,=C,(sz-A,)~‘(x,(0)+B,u,), (3.10) 
where A, and A, have identical spectra, A, is the portion of A, and Cl is 
the portion of C corresponding to the subsystem with the spectrum of A,. 
Let P,, P, be such that 
P,‘A,P,=P;‘A,P,=A 
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with A the diagonal matrix containing all the eigenvalues. Then 3x,3 (3.10) 
is satisfied if 3 a diagonal matrix KS 
C,P,=CIP,K. (3.11) 
This says that each column of C, P, is related to the corresponding column 
in C, P, by a scalar multiple. The idea consists of two steps: 
1. There exists a subsystem of the plant that, under suitable input, 
can generate same state trajectories as the model. 
2. The trajectories that appear in the model output must also be 
present in the plant output. 
If (3.11) is not satisfied, sometimes adding an observer that assigns the 
spectrum of the error equation identical to that of A, helps [ 111, however, 
no general rule has been extracted so far. Now we show that if (3.11) is 
satisfied, CGT condition follows as a consequence. Let P be the coordinate 
transform for the plant such that the first n, components correspond to the 
subsystem having the same spectrum as A,,, under appropriate U. Then with 
2 
0 
= p plKp,'GL* + &%?J 
[ 0 1 , 
the desired CGT relationship is obtained: 
x(t) = P and u(t) = Gx(t) = GP 
In summary, the advantage of using the CGT condition is lost if u,(t) 
is an arbitrary signal. The CGT concept is most useful when U, is a 
constant. In that case, a weaker condition is obtained. This can be 
generalized in an obvious way to piecewise constant U, or the output of a 
known stable filter with piecewise constant input u,. 
4. ADAPTIVE CONTROL IN FINITE-DIMENSIONAL SPACE 
Let us consider the case X= R”. Before we even attempt to investigate 
the adaptive control problem, we need to see how the problem can be 
solved when the parameters are known. 
Suppose there exists a static output feedback gain G E R” x m such that 
the eigenvalues of the closed-loop system matrix (A + BGC) all have 
negative real part, i.e., (A + BGC) is strictly stable. If the plant is only 
dynamic feedback stabilizable, the state space, input space, and output 
space can be enlarged so that the augmented plant is output feedback 
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stabilized. Assume, by knowing (A, B, C) in (2.1) we can find G and S,, , 
SZz in (2.5). Then the following simple control law can be constructed as 
a linear combination of the available measurements: 
u(t) = KY(~) -I,) + &IX,(~) + FIG. (4.1) 
Substituting (4.1) into (2.7) yields 
4t) - AC(t) + BGMt) -y,(t)) + B(&lx,(t) + &wJt) - fi(t)). (4.2) 
The CGT conditions (2.5), (2.6) can be applied to (4.2) and we obtain 
.6(t) = (A + BGC)e(t). 
By assumption, (A + BGC) is strictly stable. Hence, in the case of regula- 
tion, x(t) + 0, and e(t) + 0 as t + co for model following. Therefore, our 
control objective is met. However, computation of G, S,,, SZ2 requires 
explicit knowledge of the plant and may often be very difficult. Therefore, 
we use the following adaptive version of (4.1): 
u(r) = G(t)(y(t) -y,(f)) + &,(t)x,(t) + fL(thn(t), (4.3) 
where G(t), Sz,( t), s,,(t) are the adaptive estimates of G, S,, , S,,, 
respectively. Define 
dG(t) = G(r) - G (4.4a) 
L(t) = S(t) - s (4.4b) 
w(t) = [x;(t): Uf!&)17 (4.4c) 
S(t) = C&,(t): s,,(t)1 (4.4d) 
s = [S,, : A&]. (4.4e) 
Substituting (4.3) into (2.1) yields the closed-loop dynamic equations 
e(t)=(A+BGC)e(t)+BdG(t)e,(t)+BL(t)w(t) 
(4.5) 
ey( t) = Ce( t). 
A stronger requirement is now placed on the output feedback gain G that 
((A + BGC), B, C, 0) is strictly positive real. It is a stronger condition on 
G since the Lyapunov equation (2.1 la) implies (A + BGC) is strictly stable. 
To select an adaptive strategy that will stabilize (4.5), we use Lyapunov’s 
Direct Method. Choose the quadratic Lyapunov function candidate 
V(e, AC, 15) = eTPe + tr[dGT;’ ACT] + tr[LT;‘LT], (4.6) 
where P > 0 is from (2.la) with A replaced by A + BGC. Let A,. = A + BGC. 
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Suppose the following adaptive control strategy is used: 
G(t)=dG(t)= -r,e,(t)e,T(t) 
S(t) = L(t) = -r,e,(t)w’(t). 
(4.7a) 
(4.7b) 
Then 
(4.8) 
Hence V is bounded. Let W= IIQell 2 + E llell 2. Since & is bounded and 
1: W dt < co, by [ 161, e -+ 0 and, therefore, e, + 0 as t + co. Furthermore, 
G(t), S,,(t), S&t) are uniformly bounded. Therefore, the control objective 
is met. Note that for regulation only (4.7a) is needed. 
A slight modification is made in [17] to weaken the requirement on G 
to (A,., B, C, 0) being positive real. The control signal (4.3) becomes 
u(t) = G(tMt) -y,(t)) + &,(t)x,(t) + &(t)u,(t) + Kv(t) -y,(t)), 
(4.9) 
where K is a positive definite constant matrix. Using the same quadratic 
Lyapunov function candidate as in (4.6), I/ becomes (E = 0 in this case) 
pi= - /Qell’-e;Ke,. (4.10) 
Since K > 0, the same argument as before implies eY( t) -+ 0 as t -+ cc and 
e(t) is uniformly bounded in t. 
This control law has been shown lacking of robustness property under 
bounded state or output disturbances, singular perturbations, or regular 
perturbations. In other words, the nominal plant may satisfy all the condi- 
tions for closed-loop stability, but under arbitrarily small perturbations, 
instability can occur [ 111. 
Furthermore, in the generalization of this method to the infinite-dimen- 
sional Hilbert Space, we run into some difficulties. In the stability proof, a 
term like (e, Pe) is included in the Lyapunov function. However, under 
the condition that Q is bounded, P in (2.11a) is corercive if and only if A 
generates a Co-group [18]. For example, for hyperbolic PDE, the 
Co-group assumption is satistied, but for parabolic PDE, the Co-group 
assumption is generally untrue. The coercivity of P is important since the 
norm boundedness of [IelI = ((e, Pe))l’* does not imply the boundedness 
of I/e/l. Hence I@ may not be bounded and nothing can be said about llell. 
The invariance principle [19] cannot be applied to (4.8), either, since 
bounded orbits may not be precompact in a non-locally-compact space. 
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In the linear portion of the error equation (4.5), the feedforward matrix 
D = 0. The strict positive realness assumption now reads 
Re((C(jol-A,.))‘B)w, w) 86 /lw11* for all w E C”, for all o E R 
(4.11) 
for some 6 > 0. From [20] 
(jd-A,.)-‘x= m e-‘“‘U,(t)x dz, 
I 
for all x E X, (4.12) 
0 
where U,(t) is the exponentially stable Co-semigroup generated by A,. 
From the fact U,.(t)zeL’(R + ; X) and the Riemann-Lebesgue lemma 
(jo+AJ’x-0 as w-+co. (4.13) 
Thus (4.13) means the strict positive realness assumption can never be 
satisfied. Furthermore, Lemma 1 does not apply to the positive real system 
for E = 0 as in the R” case. Hence, the control law (4.9) is of no value either. 
For all the above stated reasons, we are motivated to develop a modified 
control law that can be applied to the infinite-dimensional systems and 
guarantees robustness at the same time. 
5. MAIN STABILITY THEOREM 
In Section 4, a number of problem areas are pointed out in the 
generalization to the infinite-dimensional state space. We propose a 
modified control algorithm in this section that incorporates a fictitious 
feedforward dl. This enables the full Lure equation in Lemma 1 to be used 
in the stability analysis. The Lyapunov function candidate is chosen as in 
(4.6). The control law is modified in such a way as to ensure all the 
indefinite terms in V are cancelled out except for possibly a constant. This 
then establishes the stability in II.II i norm. The additional argument using 
the one-side boundedness of closed-loop spectrum is needed to infer 
stability in the original space. 
THEOREM 1. Given the error equation (4.5) with A the generator of a 
Co-semigroup in some Hilbert Space X, B and C are bounded. Assume the 
following statements are true. 
1. There exists GE R”“” such that (A + BGC, B, C, dZ) is strictly 
positive real for some d 2 0. 
2. Assumption 1 holds. 
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3. The reference model is stable. 
4. The control law 
u(t)=G(t)e,(t)+S(t)w(t)-he,(t) 
G(t)= -Yl(t)G(t)-f,e,(t)e,T(t)-r(t)G(t) Ile,(t)l12 (5.1) 
S(t)= -yz(t)S(t)-r,e,(t)wT(t) 
is applied to the error system (4.5). Let IlGll <g llS[l <s, whose g, s are 
known. Choose 
Yl(t)= ;’ i 
if tr[G(t)r;‘GT(t)] >m Ilr;‘li g2 
if tr[G(t)T;‘GT(t)] 6m IIT; ‘(1 g2 
y2(f)= O2 
i 
if tr[S(t)&‘S’(t)] > (n,+p,) IIr; ‘/Is2 
0 if tr[S(t)f;‘S’(t)l < (n,+p,) lI~;111)s2 
(5.2) 
‘(‘)={i 
if tr[G(t)f;lGT(t)] >m Ilr;‘II g* 
if tr[G(t)T;‘GT(t)]<m Ilr;‘il g’ 
o,>o, 02>4d IV’211 -’ SUP Ilw(t)l12, i=4d l/r,ll, h=2g&n. 
fZ0 
v 
ds < l/(4 ,,hd (5.3) 
then 
1. The Lyapunov function V as defined in (4.6) converges to the residue 
set 52 exponentially with rate 1, 
Q = {(x, AG, L): V(x, AG, L) d p/A}, (5.4) 
2. The error state e(t) and error output e,(t) are both bounded. The 
bound on the output power is proportional to d, 
li;yp $JoT Ile,(t)l12 dt < dK, (5.5) 
where K is same constant independent of d. 
4091143/l-2 
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3. Zfd=O, lim,,, e(t)=0 if&>O, lim,,, e,(t)=0 if~=O. 
We shall need the following lemmas. 
LEMMA 2. Let 
a,>0 
Yl= 
if (tr[GT-‘GT])1’2 ag, 
0 if (tr[GT-1GT])1’2 <g,, 
AC = G - G*. Then 
1. -y, tr[AGrP’GT] < -a,/2 tr[AGr-’ ACT] 
+ o,/2(g, + tr[G*r-1G*‘]1’2)2. (5.6) 
2. If g, 2 tr[G*TP1G*T]1’2, then -y, tr{AGf-‘CT] 60. (5.7) 
Proof: 1. First consider (tr[Gr-‘G’])“‘<g,. 
-a,/2(tr[AG r-’ AGT] -(g,+ tr[G*TP’G*T]1’2)2) 
>a,{tr[G*r-‘CT] +g, tr[G*TP’G*T]1’2} 
>a,{ -tr[G*rP1G*T]1’2 tr[GTP’GT]1’2 
+g, tr[G*[G*T-1G*T]1’2} 
=CJ, tr[G*T-LG*T]1’2 {g0-tr[GfP1GT]1’2} 
> 0 = -yl tr[AGrP’*GT]. 
Now consider (tr[GTP1GT])1’23g0 and y, =ol. 
-y, tr[AGf-‘CT] 
= -CJ~ tr[AG fp’(AC + G*)‘] 
= -a,/2tr[AGf- ’ AGT]-a,/2tr[(AG+G*)f~1(AG+G*)T] 
+ a,/2 tr[G*f ~ ‘G*q 
d -a,/2 tr[AGf-’ AGT]+01/2(go+tr[G*f-1G*T]1’2)2. 
Combining the above two steps, (5.6) follows. We only need to show the 
y, =6, case for (5.7). 
--yl tr[AG f-‘CT] 
= --y, tr[(G- G*)T-‘CT] 
< -y1/2(tr[GT-‘CT] - tr[G*TP’G*T]). 
Since tr[GTPIGT] >gz> tr[G*TPIG*T], (5.7) follows. 1 
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LEMMA 3. If A, generates an exponentially stable semigroup U,(t), 
3ye R, -(x, A,x) >y l)~1(~ VxeD(A,). 
Proof. By the Hille-Yosida theorem [20], the spectrum of A, is 
bounded from the right. By [20], A, is bounded from above. 1 
Proof of Theorem 1. Use the Lyapunov candidate V as in (4.6) with R” 
inner product replaced by the inner product in X. Take derivative along the 
solution of (4.5) and (5.1), we get 
~=(~,(A,*P+PA,.)~)+~(~,PBAG~,)+~(~,PBLW)-~~(~,PB~,) 
+ 2 tr[AG r;’ AGT] + 2 tr[Lr;‘LT]. 
Apply the Lure equation (2.11) and the control law (5.1): 
~=--~IleJj~--jlQej(“+2(e~,,AGe;.)-2~(Qe,AGe,) 
+2(e,,Lw)-2~(Qe,Lw)-2hlle,~l12 
+ 2h fi (Qe, e,) + 2 tr[AG r-l ACT] + 2 tr[LT;‘LT] 
Q --E llel12+4dIlAGeyI12+4dllLl12 I(wl12+2dh2 Ile,l12-2h lle,l12 
-27, tr[G(t)L’; r AG’] - 2y, tr[S(t)& ‘LT] 
- 2< tr[G(t)T;’ ACT] lleY112. 
Now apply Lemma 2, part 1: 
p< --E llel12+4d IlAGeJ2+4d IILj12 llwjj2+2dh2 Ile,l12-2h IIeYJJ2 
--CT, tr[AG r;’ ACT] +a,(,/‘& Ilr;‘l11/2g+tr[GT;1GT]1/2)2 
- g2 tr[L&‘LT] f c~~(Jnm+Pm jjZ7;‘jl ‘I2 s + tr[X;‘S’]‘/‘)’ 
-i tr[AG r;’ ACT] lle,l12 
+i(& Ilr;‘ll”2g+tr[Gr; ‘GT]“‘)’ I/e,//’ 
< --E ((e((2--ol tr[AGlf-’ AC=] - (cJ,-4d I(wI(~ Ilr;‘ll) tr[LT;‘LT] 
- 2(h - 2im Ilr;‘II g2 - dh2) lleJ2 
- (i - 4d IF1 II 1 NAG r;’ A@1 lle,l12 
+4a,m llr;fll g2 +4~,h +P,,) itW 2. 
The design parameters or, 02, c, h need to be selected appropriately to 
ensure stability: 
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CT,>0 
o,>4d /1~112 HK’II 
i > 4d VI II 
h > 2crn Ijr;‘I\ g* + dh*. 
If we set [ = 4d (1 rl (I, the last inequality implies 
h E $[l/d( 1 - (1 - 32d*g*m)“‘), l/d( 1 + (1 - 32d*g*m)“*)]. 
To make sure this is a real interval, we must have dg < l/(4 &). 
Since if any d’ > d will also satisfy the closed-loop plant positive realness 
requirement, we can consider, without loss of generality, dg = l/(4 6). 
Then h = 1/2d= 2g 6. Using the definitions of ;L and p, in (5.4), 
Hence, VQ e-“( V(0) - p/A) + p/l) and part 1 of the theorem is proved. 
2. If 4&dg=a<l, h-2[m \lr,‘\I g*-dh*=(l-a2)/4d. 
Let K=4p/(l -a2)>0, then 
v< -P Ile,ll*lW) + P 
l/T~~Ile,(r)~~*dl=(~d/~T)(V(O)- V(T))+Kd. 
0 
Since V(t) is bounded from part 1, let T + co proves (5.5). To show that 
e(t) and e,(t) are bounded, we use a modified Lyapunov function 
candidate 
VI = V+r] l(el12. 
Then 
p,= P+2q[(e, Ace)+ (e, BAGe,.) + (e, BLw)]. 
From Lemma 3, (e, A,e) is bounded by y I(ej/ *. Part 1 of the proof implies 
AG and L are bounded. Completing the square for (e, BLw) yields an [IelI 
term and a constant. V, becomes 
PI= --E ((e(l*--a, tr[dGf;‘dGT]-(02-4dljw/(2 /lr;‘lj) tr[Lf’,‘LT] 
+pI +yl lMl* 
<-1,v,+p. 
II, > 0 provided q is chosen sufficiently small. Hence, V, is bounded. Since 
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~1 is coercive, this implies e is bounded, and therefore eY is bounded from 
the boundedness of C. 
3. If d = 0, we apply part 2 of Lemma 2 to get 
V< -8 (lel12-2h I(eyl12. 
Let W=E llel12+2h I(ey(12. Then j: Wdt < cc. @ is bounded using the 
same reasoning as part 2 of the proof. Hence, W(t) + 0 as t + GO. This 
proves part 3. 1 
Remarks. 1. Note that the boundedness of V implies the boundedness 
of e if and only if P is coercive. In general, Lemma 3 has to be used to infer 
stability in the original space, 
2. Without the switching in y,, y2, and 5, we cannot conclude the 
asymptotic stability when d = 0. This property is important since to have a 
true generalization the performance in the infinite-dimensional case should 
be maintained. In fact, more can be said than just the asymptotic stability, 
the convergence to the residue set is globally,exponential, and convergence 
within the residue set is asymptotic. 
3. The closed-loop convergence is governed by E which is controlled 
by g (since A, = A + BGC). Clearly, there is a trade-off between the closed- 
loop performance and the tolerance in d. There is also a trade-off between 
the size of the residue set and the convergence rate. However, for small g, 
I is determined mainly by E. 
4. Condition (5.3) means that if only small feedback gain is needed 
to achieve the nominal performance, the plant can be farther away from 
positive realness. If large gain is needed, the plant better be close to being 
positive real. This agrees with the classical high-gain feedback result. 
5. The static output feedback stabilizability can be relaxed to 
dynamic output feedback stabilizability by augmenting the plant to include 
the unknown compensator structure. The problem can then be transformed 
to an equivalent static output feedback problem. However, this is usually 
done at the expense of larger d. 
6. ROBUSTNESS PROPERTIES 
It has been shown in [ 111 that the finite-dimensional adaptive controller 
discussed in Section 4 is not robust with respect to bounded input and 
output perturbations as well as modelling errors. We will see that, as an 
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added bonus, the modified controller in Section 5 possess uperior robust- 
ness properties. The following types of perturbations are considered: 
1. Regular perturbation: The actual system parameters are A + AA, 
B + AB, and C+ AC. The assumed system (A, B, C) satisfies all the 
assumptions. 
2. Singular perturbation: The actual system is 
i=A,,x+A,,z+B,u 
,ui=A,,x+A,,z+B,u (6.1) 
y=c,x. 
The assumed msystem ((A,, - A,,A;lA,l), B, - A;‘B,, C,) satisfies all 
the assumptions. 
3. Bounded state and output perturbations: The actual system is 
corrupted by bounded noise 
i=Ax+Bu+u, 
y=cx+u,. 
4. Perturbation of the CGT condition: The ideal U, j satisfy 
(6.2) 
(6.3) 
q,, q2 are bounded functions of time. 
5. Perturbation of positive realness assumption. 
The above cases actually belong to two distinct classes: (l), (2), (5) are 
related to the violation of positive realness assumption and (3), (4) are 
related to the state and output perturbations in the error equation. First 
consider the plant being frequency perturbed: 
Wp(4 = W,(s) + SW,(s), (6.4) 
where W,(s) is the nominal open-loop plant, strictly proper. W,(s) is the 
actual open-loop plant and SW, represents the perturbation. Assume 
W,(s), W,(s) are both strictly proper. Under the tuned output feedback G 
such that (Z+GW,(s))-’ W,(s) is positive real, the actual closed-loop 
transfer function is 
Wp&) = (I+ GWp(s)) ~’ W,(s) 
= (I+ GW,(s))-’ W,(s)+ 6Y(s), (6.5) 
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where 6 Y(s) is proportional to SW,(s). For sup IlSW,(jo)lj sufficiently 
small, w,&) remains exponentially stable. by(s) is bounded since 
SW,(s) is strictly proper. Define a as the largest uniform lower bound of 
the smallest real parts of the eigenvalues of SY(jo): 
Assume (I+ GM’,(s))-’ W,(s) has (PRI) = d. Then 
-a< 1/(4g&)-d (6.7) 
implies that the perturbed system remains stable. If the plant is regularly 
perturbed (case l), then 
W,(s)=(C+AC)(sZ-A -AA)-’ (B+AB) 
=C(sZ-‘4~‘B+AC(sz-A-AA)-‘(B+AB) 
+ C(sZ-A -AA)-’ AB 
+C(SZ-A)~’ AA(sZ-A-AA)-‘B, (6.8) 
which is the same form of (6.4). If the plant is singularly perturbed as in 
(6.1) the transfer function can again be written as (6.5) with SW,(s) term 
as a product of p and a proper transfer function. Then (6.7) means there 
exists a range of p such that the actual plant under the adaptive controller 
remains stable. Note that in (6.1) y can include the additional term from 
the fast dynamics, i.e., y = C,x + C,z. However, the result in Section 4 
must first be generalized to allow for feedforward. The procedure is 
straightforward and is omitted here. Case 5 simply means d is perturbed to 
some d’. This case is include in Theorem 1 that so long as d’ satisfies (5.3), 
stability is preserved. For the structural system, the plant is frequently feed- 
back positive real under actuator and sensor colocation. However, physical 
colocation is not possible and the result here guarantees robustness with 
respect o misalignment. 
Under case 3, the error equation (4.5) becomes 
C=A,e+BAGe,+BLw-Bqe,+u,+(G(t)+hZ)u, 
e,=Ce$v2. 
(6.9) 
Case 4 is actually a special case: 
5 = Ace + BAG ey + BLw - q1 - (G(t) + hZ)q, 
e,=Ce-q,. 
We now show that the control law (5.1) remains applicable. 
(6.10) 
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THEOREM 2. Given the same assumptions as in Theorem 1 and (6.9) hold. 
Select k,, k,, k, +k, all less than 1, such that 
i>4d Il~,ll/(1 -k,), 01 > M2 Il~,lll(kt~), a2>4dl1412 Il&‘ll/U -kd 
h=2g&. 
If~&4&dg<l, then 
1. The Lyapunov function V as defined in (4.6) converges to the residue 
set D exponentially with rate II, 
B = ((x, AG, L): V(x, AC, L) < p/l}, 
where 
p=4a,m IIC’II g2+4~2(nm+pm) IIG’II s2 
+ (IIr,ll/(kli)+ llwl12 Il~2ll/(k2~2)+ 1/(242-a2+ 1)))) IIu2112 
+ IIPv, + (G+Wd121W) 
L=min{(l-k,-k,) ~3 61 - lMl* Il~,lll(kz,~), 
a2-4d 11412 II~,‘II/U -kJI. 
2. The error state e(t) and error output e,(t) are both bounded. The 
bound on output power is proportional to d. 
Proof: Follow the same steps as in the proof of Theorem 1, and the 
additional terms in V due to u, and u2 are 
24 -u2, AGe,) - (v2, L) -h<v2, e.“> 
+(e,P(u,+(G+hZ)v,))+(e,PAGv,)} 
d2x{Ilv211 llr:‘211 lleyll tr[AGf;1GTI”2 
+ IIu211 llwll ll~31 trCLG1LT11’2 
+ h lIv211 lleyll + lIP(v, + (G + hZb2Nl Ilell 
+ 110~11 Ilr:“ll llell tr[AG r;’ AGT]1’2}. 
Complete squares with -k,[ Ile,ll* tr[AG r;-’ ACT], -k2a2 tr[LT;‘LT], 
-2(h - 2im Ilr;‘II g2 - dh’) IIe,I12, -k3.z JJeJ12, -k,E(lel(2, respectively. 
After discarding the negative semidefinite terms, the following terms are 
left : 
PI = Ib2112 Il~,ll/(k,O+ 11~2112 Ilwl12 ll~Mk2~2) 
+h2 II~2112/W-Xm IIK’II s2-dh2)) 
+ lIP(v, + (G + h@2)l12/(k,~) + IIu2112 Ilr, II CAGG’~GTII(k,~). 
ADAPTIVE CONTROL IN HILBERT SPACES 21 
Then if k, < 1, k, < 1, k, + k, < 1, c > d IIrl II/( 1 -k,), 
a,>4dsup IIWl12 IV-,‘II/U -kA cl> 11~2112 Il~,llk~), 
r20 
4&dg=a<l. 
We have 
vi= -2v+p+p,, 
where 
I=min{(l -k,-k,) E, 01 - 11~211~ II ,ll/(k&)> 
o,-4dsup I14t)l12 ll~;lll/U -W) >O. 
f>O 
The rest of the theorem follows in the same way as in Theorem 1. 1 
Remarks. 1. It is not surprising to see that the gain parameters 
<, c~i, (TV must be chosen sufficiently large to acommodate the disturbances 
and their magnitudes are traded off against size of the ultimate bound on 
the Lyapunov function. In fact, ui and u2 can be of very large amplitude 
and so long as i, D, , o2 are appropriately chosen, the closed-loop system 
remains stable. 
2. It is easy to see that the additional terms in p due to u1 and u2 are 
actually proportional to lim sup I(ui 11 2 and lim sup I(u2(I 2. Hence, if the 
disturbance dies out in time, trajectories converge to the unperturbed 
residue set asymptotically. 
7. EXAMPLE 
We use a linear, damped beam equation with undamped rigid body 
mode as an example of the technique previously discussed. 
Assume interior control. The plant is modelled by 
~,,b, t) - X~,,,(X, t) + Kc,&, t) = W)f(O; XE [O, 11. (7.1) 
Assume sliding boundary (to introduce the rigid body mode) 
KAO, t) = u,(l, t) = u,,,(O, t) = u,,,(l, t) = 0. (7.2) 
The initial condition is given by 
u(x, 0) = u”(x) 
2.4,(x, 0) = u?(x). 
(7.3) 
22 WEN AND BALAS 
The output is a weighted average of the state: 
y(t) = j; c(x)u(x, t) dx. 
Write (7.1) as a system of first-order PDE, and define 
VI =u 
v2=ll,. 
(7.4) 
Then 
(7.5) 
Let the state space be X- L2(0, 1) x L*(O, 1) with the usual inner product 
and norm. Let 
0 - v lxxxx 1 (7.6) 
D(A) = E x VI Eff4P-J l), u2 E ff2v-J 11, 
v*x(o)=v*x(l)=vLxxx(o)=v,xxx(l)=o 
Note that A does not generate a C,-group. 
The reference model is 
i-,= -2x,+u,; x,(O) = 1 
Ym=xm (7.7) 
u, = sin t. 
The CGT condition can be shown satisfied using modal decomposition of 
A [ll]. Assume the output measures a linear combination of the velocity 
and the position through the dual of the input influence function. In other 
words, 
At) = (6, (a4 ., t) + uz(., t)) >, CT > 0. (7.8) 
Under the static output feedback, -G, the closed-loop dynamic system is 
governed by 
u,, - a4,xt + uxx,, +aGb(b,u)+Gb(b,u,)=O. (7.9) 
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4,(,----1- - -- -~-L- -~-, 
0 5 10 1.5 20 
solid = ym , dash = y 
FIG. 1. Nominal case. 
-0.6 
0 5 10 15 20 25 30 
solid = ym , dash = y 
FIG. 2. Twenty-five percent perturbation of output. 
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Apply the modal decomposition and take the Laplace transform, and the 
transfer function is 
H(s)=(o+s)(b, [s2Z+(2jA+Ghb*)s+(A2+oGbb*)]-'6): 
where /i =diag{O, -of, -c$ ,... }, ok = (krc)‘. h is understood to be the 
infinite-dimensional vector with kth elements (h, dk), bk = $ cos klrx is 
the kth eigenfunction of u,,,, = w%, and u satisfies the sliding boundary 
conditions. It can be shown [ 111 that Re H(jo) 3 0 for all o E R provided 
IS < 2c7t2. Assume the inequality on g, then d=O. A robust adaptive 
controller can now be constructed as in Section 5. 
The controller parameters are chosen as 
rJ, =02= 100, i= 1, g = h/2 = 50, r, =rz= 100. 
The plant parameters are selected to be 
[=O.Ol, CJ = 0.30, 
if x E [0.4,0.6] 
otherwise. 
Three test cases have been run with the 7-mode truncated model. In the list 
case (Fig. l), sensor and actuator are as given (the nominal case). The 
plant output tracks the model output quite closely after 1 second. When 
1, I 
-1.5 
0 5 10 15 20 25 30 
solid=ym, dash=y 
FIG. 3. Randomly perturbed state and output. 
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the output vector is perturbed by 25%, the output tracking is still 
maintained quite well (Fig. 2). The tracking error after four cycles is 
slightly larger than the nominal case, which is expected. In the last case, we 
assume that a random variable uniformly distributed in [ - 1, l] is added 
to the dynamics of every state and the output. In Fig. 3, it is seen that 
output tracking is still achieved quite closely. The tracking error is larger, 
which is due to the state and output noises. 
8. SUMMARY 
In this paper, we have discussed some of the problems (and remedies) of 
the generalization of a finite-dimensional adaptive control scheme to the 
infinite-dimensional Hilbert Space. This endeavor is important since all 
physical systems are, in fact, distributed. The problem is particularly 
relevant in the context of active control of large structures in space due to 
the mechanically flexible nature of the systems. Three problem areas were 
addressed: the solution of the Lyapunov equation may not be coercive, the 
invariance principle is not directly applicable in a non-locallly-compact 
state space, and the strict positive realness frequency condition can never 
be satisfied. 
A modified version of the finite-dimensional adaptive controller is 
presented in Section 5. It is shown that if there exists an output feedback 
such that the closed-loop system is close to being positive real (in the sense 
that here exists a small fictitious feedforward l that makes the closed-loop 
system positive real), then Lagrange stability is assured under the modified 
controller. This is an improvement of previous results in this direction 
[ 111, in that stability is achieved in the original space and asymptotic 
stability is maintained for the finite-dimensional case (i.e., the modification 
is a true generalization and performance in the finite dimensions is not 
compromised). 
As an additional bonus, Lagrange stability is preserved under a variety 
of perturbations, e.g., singular and regular perturbations, bounded state 
and output noises, and the perturbation of the model matching condition 
(the CGT condition). 
A simple beam example is discussed in Section 7. The nominal, the 
sensor-actuator misaligned, and the noise disturbance cases are simulated 
to show that the closed-loop behavior agrees with the theory. 
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