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CLASSIFICATION OF FINITE-GROWTH
GENERAL KAC-MOODY SUPERALGEBRAS
CRYSTAL HOYT AND VERA SERGANOVA
Abstract. A contragredient Lie superalgebra is a superalgebra defined by a Car-
tan matrix. A contragredient Lie superalgebra has finite-growth if the dimensions
of the graded components (in the natural grading) depend polynomially on the
degree. In this paper we classify finite-growth contragredient Lie superalgebras.
Previously, such a classification was known only for the symmetrizable case.
1. Introduction
Affine superalgebras have many interesting applications in combinatorics, number
theory and physics (see [3,6,7,8]). Finite-growth contragredient Lie superalgebras
without zeros on the diagonal were classified by V.G. Kac in [3]. Finite-growth sym-
metrizable were classified by J.W. van de Leur in [10,11]. In the present paper we
give a complete classification of finite-growth contragredient Lie superalgebras with-
out imposing any conditions on the Cartan matrices. This list includes examples
previously known see [4,12] and some new superalgebras, however these new super-
algebras are not simple.
This also completes the classification of finite-growth Kac-Moody superalgebras,
where we find that there are only two non-symmetrizable families, q(n)(2) and S(1, 2, a).
In contrast to the Kac-Moody algebra situation, S(1, 2, a) is not a central extension
of a loop algebra. However, it appears in the list of conformal superalgebras [4].
The main result is as follows.
Theorem 1.1. Let g(A) be a contragredient Lie superalgebra of finite growth and
suppose the matrix A is indecomposable with no zero rows. Then either A is sym-
metrizable and g(A) is isomorphic to an affine or finite dimensional Lie superalgebra
classified in [10,11], or it is listed in Table 8.1.
We also handle the case where the matrix A has a zero row. In this case, the
algebra g(A) is not simple and basically is obtained by extending a finite dimensional
algebra by a Heisenberg algebra.
The main idea of the classification is to use odd reflections (see [9]). Odd reflections
are used to generalize the Weyl group for superalgebras, allowing one to move from
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one base to another. A Lie superalgebra usually has more than one Cartan matrix,
unlike the Lie algebra case where the Cartan matrix is unique.
Our proof goes in the following way. We show that in a finite-growth superalgebra,
simple roots act locally nilpotently. This implies certain conditions on a Cartan
matrix (see Lemma 3.1). The crucial point of our classification is that these conditions
should still hold after we apply an odd reflection. This gives rather strong conditions
on a matrix, which allows us to list them all. These conditions are only slightly
weaker than the Kac-Moody conditions.
The first author classifies in [1] all matrices with a zero on the main diagonal satis-
fying the condition that the matrix and all its odd reflections are generalized Cartan
matrices (see conditions in definition 4.8). Remarkably, the superalgebras defined by
such matrices almost always have finite-growth. The exception is a certain family of
matrices of size 3, which is described in [1]. By comparing the classification in [1] to
the finite-growth symmetrizable classification in [10,11] we obtain the following
Theorem 1.2. Let A be a symmetrizable generalized Cartan matrix with a zero on
the main diagonal. Suppose that any matrix A′ obtained from A by a sequence of
odd reflections is again a generalized Cartan matrix. Then, g(A) has finite growth.
Most of the calculations for our classification are in [1].
2. Definitions
Let I = {1, . . . , n}, p : I → Z2 and A = (aij) be a matrix. Fix a vector space h of
dimension n+cork (A), linearly independent α1, . . . , αn ∈ h
∗ and h1, . . . , hn ∈ h such
that αj (hi) = aij , define a Lie superalgebra g¯ (A) by generatorsX1, . . . , Xn, Y1, . . . , Yn
and h with relations
(2.1) [h,Xi] = αi (h)Xi, [h, Yi] = −αi (h) Yi, [Xi, Yj] = δijhi.
Here we assume that all elements of h are even and p (Xi) = p (Yi) = p (i).
By g (A) (or g when the Cartan matrix is fixed) denote the quotient of g¯ (A) by the
unique maximal ideal which intersects h trivially. It is clear that if a matrix B = DA
for some invertible diagonal D then g (B) ∼= g (A). Indeed an isomorphism can be
obtained by mapping hi to diihi. Therefore without loss of generality we may assume
that aii = 2 or 0.
The Lie superalgebra g = g (A) has a root decomposition
g = h⊕⊕α∈∆gα.
Clearly, one can define p : ∆ → Z2 by putting p (α) = 0 or 1 whenever gα is even
or odd, respectively. By ∆0 (∆1) we denote the set of even (odd) roots. Every root
is a positive or negative linear combination of α1, . . . , αn. According to this we call
a root positive or negative and have the decomposition ∆ = ∆+ ∪ ∆−. The roots
α1, . . . , αn are called simple roots. Sometimes instead of aij we will write aαβ where
α = αi, β = αj .
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One sees easily that there are the following possibilities for each simple root α = αi :
(1) if aαα = 2 and p (α) = 0, then Xα, Yα and hα generate the subalgebra
isomorphic to sl (2);
(2) if aαα = 0 and p (α) = 0, then Xα, Yα and hα generate the subalgebra
isomorphic to the Heisenberg algebra;
(3) if aαα = 2 and p (α) = 1, then [Xα, Xα] = [Yα, Yα] 6= 0 and Xα, Yα and hα
generate the subalgebra isomorphic to osp (1|2), in this case 2α ∈ ∆;
(4) if aαα = 0 and p (α) = 1, then [Xα, Xα] = [Yα, Yα] = 0 and Xα, Yα and hα
generate the subalgebra isomorphic to sl (1|1).
In the last case we say that α is isotropic and by definition any isotropic root is
odd. In the other cases a root is called non-isotropic. A simple root α is regular if for
any other simple root β, aαβ = 0 implies aβα = 0. Otherwise a simple root is called
singular.
Lemma 2.1. For any subset J ⊂ I the subalgebra l in g (A) generated by h, Xi
and Yi, where i ∈ J , is isomorphic to h
′ ⊕ g (AJ), where AJ is the submatrix of A
with coefficients (aij)i,j∈J and h
′ is a subspace of h. More precisely h′ is the maximal
subspace in ∩i∈J Kerαi which trivially intersects the span of hi, i ∈ J .
Proof. Let l¯ be the subalgebra of g¯ (A) generated by h, Xi, Yi, i ∈ J . Then l¯ is
isomorphic to h′⊕g¯ (AJ ), since by construction h
′ lies in the center of l¯, and
[¯
l, l¯
]
∩h′ =
{0}. Let I be the maximal ideal in g¯ (A) intersecting h trivially and J be the ideal
in l¯ intersecting h trivially. We have to show that J = I ∩ l¯. Obviously, I ∩ l¯ ⊂ J .
On the other hand, write J = J + ⊕ J −, note that [Yj,J
+] = [Xj,J
−] = 0 for any
j ∈ I − J . Therefore, the ideal generated by J in g¯ (A) intersects h trivially. That
implies J ⊂ I ∩ l¯, and lemma is proven. 
A superalgebra g = g (A) has a natural Z-grading g = ⊕gn if we put g0 := h
and g1 = gα1 ⊕ · · · ⊕ gαn . This grading is called principal. We say that g is of
finite growth if dim gn grows polynomially depending on n. This means the Gelfand-
Kirillov dimension of g is finite. The following Lemma is a straightforward corollary
of Lemma 2.1.
Lemma 2.2. If g (A) is of finite growth, then for any subset J ⊆ I the Lie superal-
gebra g (AJ) is of finite growth.
The matrix A is called indecomposable if the set I can not be decomposed into
the disjoint union of non-empty subsets J,K such that aij = aji = 0 whenever
i ∈ I, j ∈ K. We say that A is elemental if it has no zero rows. Otherwise we call A
non-elemental.
3. Integrability and finite growth
We say that g (A) is integrable if adXi are locally nilpotent for all i ∈ I. In this
case adYi are also locally nilpotent.
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Lemma 3.1. Let g (A) be integrable and let A be elemental, indecomposable with
n ≥ 2. Then after rescaling the rows A satisfies the following conditions
(1) for any i ∈ I either aii = 0 or aii = 2;
(2) if aii = 0 then p (i) = 1;
(3) if aii = 2 then aij ∈ 2
p(i)Z−;
(4) if aij = 0 and aji 6= 0, then aii = 0.
Proof. If aii = 0 and p (i) = 0, then hi, Xi, Yi generate the Heisenberg subalgebra
k. There exists j such that aij 6= 0. Then Yj generates the irreducible infinite
dimensional k-submodule with central charge −aij . Hence (adYi)
m Yj 6= 0 for all
m > 0. This proves the first statement.
If aii = 2, then hi, Xi, Yi generate the subalgebra k isomorphic to sl2 for even i and
osp (1|2) for odd i. Any Yj generates a k-submodule M with highest weight −aij . If
adYi is locally nilpotent, this submodule must be finite-dimensional. From elementary
representation theory we know that this implies −aij ∈ Z≥0 for sl2 and −aij ∈ 2Z≥0
for osp (1|2). The second statement is proven.
To prove the last statement assume the opposite, i.e. aii = 2, aij = 0, aji 6= 0.
Let k and M be as in the previous paragraph. Since −aij = 0, M has the highest
weight 0, therefore M is a trivial k-module or a Verma module. Since adYi is locally
nilpotent, then M is trivial. Hence [Yi, Yj] = 0. But
[Xj, [Yi, Yj]] = ± [Hj , Yi] = ±ajiYi 6= 0.
Contradiction. 
Theorem 3.2. Let A be elemental. If g (A) has finite growth, then g (A) is integrable.
Proof. We start with the following
Lemma 3.3. Let n = 2 and a12a21 6= 0. If adX1 does not act nilpotently on X2, then
g (A) has infinite growth.
Proof. We use the fact that A is symmetrizable, therefore g (A) admits an invariant
symmetric form ( , ). By the condition of Lemma (adX1)
mX2 6= 0 for any m. Let
Ek = (adX1)
3kX2, Fk = (adY1)
3k Y2, Hk = [Ek, Fk] , βk = 3kα1 + α2, k ∈ Z≥0.
Obviously, βk − βl /∈ ∆ if k 6= l. Hence
[Ek, Fl] = δklHk.
Let l be the Lie subalgebra generated by Hk, Ek, Fk with k ∈ Z+. We claim that l
has infinite growth with respect to the grading induced by the principal grading of
g (A), and therefore g (A) has infinite growth.
To prove our claim we will show first that there exists k such that
(3.1) (βk1 , βk2 + · · ·+ βkr) 6= 0
for any k ≤ k1 < · · · < kr. The claim follows immediately from the following
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Lemma 3.4. Let V be a two-dimensional space with non-zero symmetric bilinear
product (·, ·). For any two vectors v, w ∈ V with (v, w) 6= 0, there exist k > 0 and
c ∈ C such that
Re c (v + pw, v + qw) > 0
for all p, q ≥ k.
Proof. Assume first that (w,w) 6= 0. Put c = 1
(w,w)
. Then
lim
p,q→∞
c (v + pw, v + qw)
pq
= 1.
Now let (w,w) = 0. Put c = 1
(v,w)
. Then again
lim
p,q→∞
c (v + pw, v + qw)
pq
= 1,
and Lemma 3.4 is proven. 
Recall that (βk2 + · · ·+ βkr) (Hk1) is proportional to (βk1, βk2 + · · ·+ βkr) with non-
zero coefficient and therefore it is not zero. Hence
[Fk1 , [Ek1 [Ek2 . . . Ekr ]]] = [Hk1, [Ek2 . . . Ekr ]] = (βk2 + · · ·+ βkr) (Hk1) [Ek2 . . . Ekr ] 6= 0
if k ≤ k1 < · · · < kr.
The last calculation shows that the commutator [Ek1 , . . . , Ekr ] is not zero. More-
over, the same calculation shows that all such commutators are linearly independent.
Lemma 3.5. Let m be a positive integer, and let fm (n) be the number of ways to
write n as the sum m1 + · · · +mr with mr > mr−1 > · · · > m1 ≥ m. Then fm (n)
grows exponentially on n.
Finally, introduce a new Z-grading on g (A), by putting deg′X1 = 1, deg
′X2 = 3.
One can see that
deg′ [Ek1, . . . , Ekr ] = 3 (k1 + 1) + · · ·+ 3 (kr + 1) .
Therefore dim g (A)′3n ≥ fk+1 (n). Hence g (A) has infinite growth in this new grading.
However | deg′ (X) | ≤ 3| deg (X) | for any X ∈ g (A), therefore g (A) has infinite
growth in the principal grading. Hence, Lemma 3.3 is proven. 
Lemma 3.6. Let n = 2, a11 = 2, a12 = 0, a21 6= 0. Then g (A) is of infinite growth.
Proof. Let X12 = [X1, X2], Y12 =
(−1)p(1)p(2)
a21
[Y1, Y2]. Then one can check easily the
following relations
[X12, Y12] = [X1, Y1] = H1, [X12, Y1] = [Y12, X1] = 0.
Then X12, Y12, X1, Y1 and h generate a subalgebra isomorphic to a quotient of g¯ (B)
for b11 = b12 = b21 = b22 = 2. In particular, adX1 is not nilpotent. By Lemma 3.3
such an algebra has infinite growth, therefore g (A) has infinite growth. 
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Lemma 3.7. Let n = 3, a21 = a22 = 0 and a23 6= 0. If adX1 does not act nilpotently
on X2, then g (A) has infinite growth.
Proof. Note that X1, X2, Y1, Y2 generate the subalgebra isomorphic to g
(
A{1,2}
)
.
However A{1,2} is non-elemental, and by Lemma 10.1, g
(
A{1,2}
)
contains an infinite
Heisenberg Lie superalgebra l = l−1⊕Ch2⊕ l1. Note that adl1 Y3 = 0 and adh2 (Y3) =
a23Y3. Therefore the l-submoduleM generated by Y3 is isomorphic to U (l)⊗U(Ch2⊕l1)
CY3. It is not difficult to see that M has infinite growth in the principal grading.
Hence g (A) has infinite growth. 
Now we can prove the theorem. Assume that adXi is not locally nilpotent. Then
adXi does not act nilpotently on some Xj . If aij = aji = 0 then [Xi, Xj ] = 0.
Therefore either aij 6= 0 or aji 6= 0. Consider the following cases
(1) If aijaji 6= 0, then A{i,j} satisfies the conditions of Lemma 3.3, and therefore
g
(
A{i,j}
)
has infinite growth;
(2) If aii = 2, aij = 0, then A{i,j} satisfies the conditions of Lemma 3.6, and
therefore g
(
A{i,j}
)
has infinite growth;
(3) The case aii = aij = 0 is impossible since Lemma 10.1 implies ad
2
Xi
Xj = 0;
(4) If aii = 2, aij 6= 0, aji = ajj = 0 then ajk 6= 0 for some k since A is non-
elemental. Then by Lemma 3.7 g
(
A{i,j,k}
)
has infinite growth;
(5) If aii = ajj = 2, aij 6= 0, aji = 0, then A{i,j} satisfies the conditions of
Lemma 3.6, and therefore g
(
A{i,j}
)
has infinite growth;
(6) If aii = 0, aij 6= 0, aji = ajj = 0 then by the same argument as in the fourth
case g
(
A{i,j,k}
)
has infinite growth for some k;
(7) If aii = aji = 0, aij 6= 0, ajj = 2 then A{i,j} satisfies the conditions of
Lemma 3.6, and therefore g
(
A{i,j}
)
has infinite growth.
Thus, we have shown that g (A) contains a subalgebra of infinite growth. Therefore
g (A) itself has infinite growth. Contradiction. 
4. Odd reflections
Suppose akk = 0 and p(αk) = 1. Define rk(αi) by the following formula
rk(αk) = −αk,
rk(αi) = αi if aik = aki = 0, i 6= k,
rk(αi) = αi + αk if aik 6= 0 or aki 6= 0, i 6= k.
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Define
X ′i =


[Xi, Xk] if i 6= k and aik 6= 0 or aki 6= 0
Xi if i 6= k and aik = aki = 0
Yi if i = k
Y ′i =


[Yi, Yk] if i 6= k and aik 6= 0 or aki 6= 0
Yi if i 6= k and aik = aki = 0
Xi if i = k
h′i = [X
′
i, Y
′
i ].
Then we have h′i =


(−1)p(αi)(aikhk + akihi) if i 6= k and aik 6= 0 or aki 6= 0
hi if i 6= k and aik = aki = 0
hk if i = k
Lemma 4.1. The roots ri (α1) , . . . , ri (αn) are linearly independent. The elements
X ′1, . . . , X
′
n, Y
′
1 , . . . , Y
′
n together with h
′
1, . . . , h
′
n satisfy (2.1). Moreover if αi is regular,
then h and X ′1, . . . , X
′
n, Y
′
1 , . . . , Y
′
n generate g.
Proof. We have to check that
[
X ′j , Y
′
k
]
= 0 for any j 6= k. If j, k 6= i, then ri (αj) −
ri (αk) /∈ ∆, that forces
[
X ′j , Y
′
k
]
= 0. So assume that j = i. Then for some constant
c we have
[X ′i, Y
′
k] = c [Yi, [Yi, Yk]] = 0,
as ad2Yi = 0. Similarly one deals with the case k = i.
To prove the second statement note that if ri (αj) = αj + αi, then
Xj =
1
aij
[Yi, [Xi, Xj]] = d
[
X ′i, X
′
j
]
for some non-zero constant d. Similarly, Yj = d
′
[
Y ′i , Y
′
j
]
. If ri (αj) = αj , then
Xj = X
′
j, Yj = Y
′
j . Finally, Xi = Y
′
i and Yi = X
′
i. Hence every generator Xj, Yj can
be expressed in terms of X ′1, . . . , X
′
n, Y
′
1 , . . . , Y
′
n. 
We see from Lemma 4.1 that if one has a matrix A and some regular isotropic simple
root αi for g(A), then one can construct another matrix A
′ such that g (A′) ∼= g (A).
In this case we say that A′ is obtained from A and a base Π′ = {α′1, . . . , α
′
n} is
obtained from Π = {α1, . . . , αn} by the regular odd reflection with respect to αi. If
(∆+)
′
denotes the set of positive roots with respect to Π′, then one can check easily
that
(4.1)
(
∆+
)′
= ∆+ ∪ {−αi} − {αi} .
Thus, any two sets of positive roots differ only by finite set of isotropic roots. In
particular, the set of even positive roots ∆+0 is defined independently of a choice of a
base Π.
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After rescaling the rows of the matrix A′ we have that it is defined by the following,
(where we assume i 6= k and j 6= k),
a′kk = akk
a′kj = akj
a′ik = −akiaik
a′ij =


aij if aik = aki = 0
akiaij if aik 6= 0 or aki 6= 0, and akj = ajk = 0
akiaij + akjaik + akiaik if aik 6= 0 or aki 6= 0, and ajk 6= 0 or akj 6= 0.
Remark 4.2. In practice, we rescale the rows of the matrix A′ so that the nonzero
diagonal entries are equal to 2.
Remark 4.3. If αi is a singular isotropic root, then the corresponding odd reflection
is called singular . In this case, we can only show that g (A′) is a subalgebra in g (A).
Though, the roots ri (α1) , . . . , ri (αn) still form a base in the geometric sense, i.e.
every α ∈ ∆ is a linear combination
∑n
j=1mjri (αj), where all mj are non-negative
integers or allmj are non-positive integers. The set Π
′ obtained from Π by a sequence
of odd reflections, singular or regular, is called a geometric base.
Lemma 4.4. Suppose β is a regular isotropic root, and let A′′ and X ′′α, Y
′′
α , H
′′
α denote
the matrix and generators obtained by reflecting twice at β. Then by rescaling the
rows of A′′ and the generators X ′′α accordingly we obtain the original matrix and
generators. Thus, rβ ◦ rβ ∼ id.
Proof. First observe that a′ki = aki and aki = 0⇔ aik = 0. Then there are three cases
to check. First, rβ(rβ(β)) = rβ(−β) = β and rβ(rβ(Xβ)) = rβ(Yβ) = Xβ. Second,
if aki = 0 then rβ(rβ(α)) = rβ(α) = α and rβ(rβ(Xα)) = rβ(Xα) = Xα. Finally, if
aki 6= 0 then a
′
ki 6= 0, and we have rβ(rβ(α)) = rβ(α + β) = (α + β) − α = α and
rβ(rβ(Xα) = rβ([Xα, Xβ]) = [[Xα, Xβ], Yβ] = −akiXα. 
Lemma 4.5. Let A′ be obtained from A by an odd reflection. If A is elemental
(non-elemental), then A′ is elemental (non-elemental).
Proof. If the i-th row of A is zero, then an odd reflection does not change αi and
hi and the i-th row of A
′ is also zero. Suppose the i-th row of A′ is zero. Then
α′j (h
′
i) = 0 for all j. Let A
′ be obtained from A by an odd reflection rj. Then if
aji 6= 0
h
′
i = c (aijhj + ajihi) = cajihi
for some non-zero c. If aji = 0, then h
′
i = hi. Any way, the i-th row of A is zero. 
Note that the notion of finite growth does not depend on choice of a base as follows
from
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Lemma 4.6. Let Π′ be obtained from Π by an odd reflection. Then dim g′n ≤
dim g−2n ⊕ · · · ⊕ g2n. In particular, if g (A) is of finite growth, then g (A
′) is of finite
growth.
Theorem 4.7. If g (A) has finite growth and A is elemental, then matrix A and
any matrix A′ obtained from A by a sequence of odd reflections (singular or regular)
satisfies the matrix conditions of Lemma 3.1.
Proof. This follows immediately from Lemma 4.6, Lemma 3.1 and Theorem 3.2. 
Definition 4.8. The matrix A is called a generalized Cartan matrix if the following
conditions hold
(1) for any i ∈ I either aii = 0 or aii = 2;
(2) if aii = 0 then p (i) = 1;
(3) if aii = 2 then aij ∈ 2
p(i)
Z−;
(4) if aij 6= 0 then aji 6= 0.
Note that the above conditions are just a little bit stronger than conditions of
Lemma 3.1. More precisely
Lemma 4.9. A matrix satisfying the conditions of Lemma 3.1 is a generalized Cartan
matrix if and only if Π does not contain a singular root.
We call g (A) a regular Kac-Moody superalgebra if A itself and any matrix obtained
from A by a sequence of odd reflections is a generalized Cartan matrix.
Corollary 4.10. If A is symmetrizable with a zero on the diagonal and g(A) has
finite growth, then g(A) is regular Kac-Moody.
Proof. This is an immediate consequence of Theorem 4.7 and Lemma 4.9. 
5. principal roots
We call α ∈ ∆ a principal root if α belongs to some base Π′ obtained from an
initial base Π by a sequence of regular odd reflections. A principal root defines a
subalgebra of g generated by Xα, Yα and hα = [Xα, Yα]. We choose Xα, Yα and hα in
such a way that α (hα) = 0 or 2. So the choice of these generators is unique up to
proportionality. For two roots α and β put aαβ = β (hα).
We define the subset Π0 ⊆ ∆ as follows. Let α ∈ Π0 if α is even and belongs to
some geometric base, or α = 2β, where β is odd, non-isotropic and belongs to some
geometric base. Obviously, Π0 ⊂ ∆
+
0 . For a Lie superalgebra l we denote by l
′ its
commutator [l, l]
Lemma 5.1. Let S be a subset of Π0, and let gS be the subalgebra of g generated by
Xβ, Yβ for all β ∈ S and hβ = [Xβ, Yβ]. These elements satisfy the following relations
for a certain matrix B:
[hβ , Xγ] = bβ,γXβ , [hβ, Yγ] = −bβ,γYβ, [Xβ, Yγ] = δβ,γhβ, for β, γ ∈ S.
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There exists a surjective homomorphism gS → g
′(B)/c where c is some central sub-
algebra of the Cartan subalgebra in g′(B) = [g(B), g(B)].
Proof. In order to check the relations it suffices to show that β − γ /∈ ∆ for any
β, γ ∈ Π0. Indeed, assume that α = β − γ. Then α ∈ ∆0 and without loss of
generality we may assume that α is positive. Thus, we have β = α+ γ. On the other
hand, there exists a geometric base Π′ such that either β ∈ Π′ or β
2
∈ Π′. Anyway, β
can not be decomposed into a sum of some positive roots not proportional to itself.
Contradiction.
Now let us prove the second statement. There exists a surjective homomorphism
j : g¯′(B) → gS. Let i : g¯
′(B) → g′(B) be the standard projection. Let I,J be
the kernels of i, j respectively. Then (see [5]) I = I+ ⊕ I−, where I± is the unique
maximal ideal in n¯±. We claim that J = J +⊕J 0⊕J −, where J ± is an ideal in n¯±
and J 0 is some ideal in the Cartan subalgebra of g¯′(B). Indeed, let us choose h ∈ h
such that β(h) > 0 for all β ∈ S and h¯ in the Cartan subalgebra of g¯(B) such that
β(h¯) = β(h) for all β ∈ S. Then one can extend j to the surjection
Ch¯+ g¯′(B)→ Ch+ gS
by putting j(h¯) = h. If h ∈ gS we take h¯ ∈ j
−1(h), and then we do not need to extend
j since it is already defined on h¯. Since J is also an ideal in Ch¯+ g¯′(B), we have the
decomposition J = J + ⊕ J 0 ⊕ J −, where J ± is the sum of the eigenspaces of ad
(h¯) with positive (negative) eigenvalues and J 0 is the zero eigenspace, hence J 0 is
an ideal in the Cartan subalgebra. Now the maximality of I± implies J ± ⊂ I±. Let
c = i(J 0). obviously, c commutes with all Xβ, Yβ, hence c is in the center of g
′(B).
Then clearly the surjective homomorphism gS → g
′(B)/c exists.

Corollary 5.2. If a Lie superalgebra g (A) has finite growth, then for any finite
subset S of Π0 the Lie algebra g (B) also has finite growth. In particular, B is an
even generalized Cartan matrix.
Remark 5.3. We denote by g(B) the algebra given by all roots in Π0.
Generally speaking it is possible that Π0 is infinite, but this is certainly not possible
if g(A) is regular and has finite growth.
Lemma 5.4. If g (A) is a regular Kac-Moody superalgebra of finite growth, then Π0
is finite. Moreover, |Π0| ≤ 2n.
Proof. Since all odd reflections involved are regular, aαα = 2 for any α ∈ Π0. For
any finite subset S ⊂ Π0 the corresponding matrix B has finite growth, therefore it
consists of affine and finite blocks. The rank of B is not bigger than n, on the other
hand it is bounded by the size of B minus the number of affine blocks. That implies
|Π0| ≤ 2n. 
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6. Regular Case
We have the following results from [1].
Lemma 6.1. If the matrix A is symmetrizable, irreducible and has a zero on the
diagonal, then g(A) is regular Kac-Moody if and only if g(A) has finite growth.
Lemma 6.2. Let A be nonsymmetrizable with a zero on the diagonal and g(A) be
regular Kac-Moody. Then g(A) has finite growth if and only if it is either q(n)(2) or
S(1, 2, a) for non-integer a. S(1, 2, a) is isomorphic to S(1, 2, b) iff a ± b ∈ Z. See
diagrams in table 8.1.
7. Non-regular elemental case
Here we classify all finite growth Lie superalgebras g (A) where A is an irreducible,
elemental and g (A) is not regular Kac-Moody. It is useful to describe A by the
corresponding Dynkin diagram, see [2,10]. Here we use matrix diagrams, but still
follow the same labeling conventions for the vertices.
(7.1)
g(A) A p(1) Dynkin diagram
A1 (2) 0 ©
B(0, 1) (2) 1 •
A(0, 0) (0) 1
⊗
We assume the the matrix has only 0 or 2 on the diagonal and call A admissible if
any matrix obtained from A by a sequence of odd reflections satisfies the conditions
of Lemma 3.1. We join vertex i to vertex j be an arrow if aij 6= 0 and we write the
number aij on this arrow.
We proceed by induction on the number of vertices. We say that Γ′ is a subdiagram
of Γ if A′ is a principal submatrix of A. We observe that if a diagram has only two
vertices and one of them is singular, then the diagram is non-elemental. So our
classification begins with n = 3 vertices.
Lemma 7.1. Let A be an admissible 2 × 2-matrix such that a11 = 0, a22 = 2, and
a12 6= 0. If p (2) = 0, then a21 = −1 or −2. If p (2) = 1, then a21 = −2.
Proof. We may assume a12 = 1 without loss of generality. Also, we know a21 6= 0.
Now by reflecting at the isotropic vertex v1, we have(
0 1
a21 2
)
−→r1
(
0 1
−a21 2(a21 + 1)
)
.
If a21 6= −1, then after rescaling the new matrix we have(
0 1
−a21
a21+1
2
)
.
Then a21,
−a21
a21+1
∈ Z− implies that a21 = −2. Hence, a21 ∈ {−1,−2}. Since a21 ∈
2p(i)Z−, the result follows. 
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Lemma 7.2. If a31 6= 0, then the following matrix is not admissible:
A =

 a11 0 a130 0 1
a31 −2 2

 .
Proof. By reflecting at the isotropic vertex v2 and then rescaling, we have
A′ =

 a11 0 a130 0 1
−a31 −2 2

 .
For matrix A and A′ to be admissible, we must have that a31 < 0 and −a31 < 0.
But, this is a contradiction. 
Theorem 7.3. Every admissible diagram with 3 vertices which contains a singular
vertex and defines an algebra of finite growth is isomorphic to S(1, 2, 0) or D(2, 1, 0).
Proof. Let Π = {α1, α2, α3} and assume that α1 is singular. Then p(α1) = 1. Without
loss of generality we have a11 = a12 = 0, a21 6= 0, a13 = 1. We have these assumptions
for A in the following 3 lemmas.
Lemma 7.4. p(α2) = 0, and therefore a22 = 2.
Proof. Consider the singular reflection r1, and let A
′ be the new Cartan matrix,
α′i = r1 (αi). Then α
′
2 = α1 + α2, h
′
2 = a21h1 and a
′
23 = a21a13 6= 0, a
′
22 = 0. This
implies p(α′2) = 1. Since p(α
′
2) = p(α1) + p(α2)(mod 2), we conclude p(α2) = 0 and
hence a22 = 2. 
Lemma 7.5. If a33 = 0, then A equals
⊗
−2
2
22
22
22
22
22
22
1







⊗
1
EE
0 //©
−1
oo
−1
XX2222222222222
, which is S(1, 2, 0).
Proof. Note that by Lemma 7.4, a31 6= 0 and therefore without loss of generality we
assume that a31 = 1. By reflecting at v1 we obtain the matrix A
′
 0 0 10 0 1
−1 1 + a32 2


Since g (A′) must have finite growth a′32 = −1 or −2. By Lemma 7.2, a
′
32 6= −2. Thus,
1 + a32 = −1 and a32 = −2. This implies a23 6= 0. By considering the odd reflection
r3 we have the even roots α1 + α3, α2 ∈ Π0. The subalgebra with the corresponding
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positive generators X ′1 = [X1, X3] and X
′
2 = X2 must have finite growth. So by
Corollary 5.2, the Lie algebra g (B) must have finite growth, where we calculate that
B =
(
2 −2
a21 + a23 2
)
.
Recall that a21, a23 ∈ Z<0, so a21 + a23 ≤ −2. Thus, a21 + a23 = −2 and a21 = a23 =
−1. 
Lemma 7.6. If a33 = 2, then A equals ©
−1 //⊗
1
oo
0 //©
−1
oo , which is D(2, 1, 0).
Proof. Then a31, a32 ∈ Z−. Now a13 6= 0 and a33 = 2 imply a31 6= 0. Then by
Lemma 7.1 a31 = −1 or −2. Suppose a31 = −2. Then after an application of r1 we
obtain the matrix 
 0 0 10 0 1
−2 2− a32 2


This implies 2 − a32 ∈ Z<0, but this is impossible since a32 ∈ Z<0. Hence a31 = −1.
By reflecting at v1 and then at v3 we obtain
−→r1

 0 0 10 0 1
1 a32 − 1 0

 −→r3

 2 a32 −1a32
a32−1
2 −1
1 a32 − 1 0

 .
Then a32,
a32
a32−1
∈ Z− implies a32 = 0. Thus a23 = 0.
Now we need to find a21. Observe that α2, 2α1 + α2 + α3 ∈ Π0, and and the
subalgebra generated by X ′1 = [[X1, X2], [X1, X3]] and X
′
2 = X2 must have finite
growth. By Corollary 5.2, the Lie algebra g (B) must have finite growth, where we
calculate that
B =
(
2 0
2a21 + 2 2
)
.
We can conclude that a21 = −1. 

Lemma 7.7. Suppose that A is a 3 × 3 generalized Cartan matrix, but g (A) is
not regular Kac-Moody. If g (A) has finite growth, then A is one of the following
diagrams:
©
−1
2
22
22
22
22
22
22
−1







⊗
a−1
EE −a //⊗
−a
oo
a+1
YY2222222222222
a ∈ Z \ {0}.
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Proof. If A does not have a singular root and g (A) is not regular Kac-Moody, then A
must reflect by a sequence of regular reflections to some A′ which contains a singular
root. Then A′ must contain at least two isotropic roots, one singular and one regular.
Hence A′ is isomorphic to S(1, 2, 0). The claim now immediately follows from the
fact that the set S(1, 2, a) for integer a is closed under regular odd reflections and
contains the S(1, 2, 0) diagram with a singular vertex. 
Theorem 7.8. Every admissible diagram with 4 vertices which contains a singular
vertex and defines an algebra of finite growth is isomorphic to D̂(2, 1, 0). An admis-
sible diagram with n ≥ 5 vertices which contains a singular vertex does not define an
algebra of finite growth.
Proof. Every admissible non-regular contragredient Lie superalgebra of finite growth
with n > 3 must contain an admissible 3 vertex subdiagram which is non-regular. So
it suffices to find all admissible extensions of S(1, 2, 0) and D(2, 1, 0).
Lemma 7.9. S(1, 2, 0) is not extendable.
Proof. Suppose A is an admissible matrix, such that the submatrix given by excluding
the vertex v4 is S(1, 2, 0), 

0 1 0 a14
1 0 −2 a24
−1 −1 2 a34
a41 a42 a43 a44

 .
Case 1: p(4) = 0
Then a44 = 2, and a41, a42, a43 ∈ Z−. The subalgebra corresponding to the even
roots α1+α2, α3, α4 ∈ Π0, with positive generators [X1, X2] ,X3 , X4 must have finite
growth. So by Corollary 5.2, the Lie algebra g (B) must have finite growth, where
we calculate that
B =

 2 −2 a14 + a24−2 2 a34
a41 + a42 a43 2

 .
Hence, a34 = a43 = 0, a41+ a42 = 0, and a14+ a24 = 0. Since a41, a42 ≤ 0 this implies
a41 = a42 = 0. It follows that a14 = a24 = 0. Hence, case 1 is not admissible.
Case 2: p(4) = 1 and a44 = 2
Then a41, a42, a43 ∈ Z−. The subalgebra corresponding to the even roots α1 +
α2, α3, 2α4 ∈ Π0, with positive generators [X1, X2], X3, [X4, X4]. must have finite
growth. So by Corollary 5.2, the Lie algebra g (B) must have finite growth, where
we calculate that
B =

 2 −2 2(a14 + a24)−2 2 2a34
1
2
(a41 + a42)
1
2
a43 2

 .
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By the same argument as in case 1, we conclude that case 2 is not admissible.
Case 3: p(4) = 1 and a44 = 0, with a24 6= 0
Then a42 6= 0 by Lemma 7.4, and WLOG a42 = 1. The subalgebra corresponding
to the even roots α1 + α2, α3, α2 + α4 ∈ Π0, with positive generators [X1, X2], X3,
[X4, X2] must have finite growth. So by Corollary 5.2, the Lie algebra g (B) must
have finite growth, where we calculate that
B =

 2 −2 1 + a14 + a24−2 2 a34 − 1
1 + a24(1 + a41) −2 + a24a43 2a24

 .
Hence, a34−1 = 0 implying a34 = 1. But, a34 ∈ Z−, which is a contradiction. Hence,
case 3 is not admissible.
Case 4: p(4) = 1 and a44 = 0, with a24 = 0
Then a42 = 0 by Lemma 7.4. For the submatrix excluding v3 to be admissible, either
a14 = 0 or a14 = −1. Suppose a14 = 0. Then a41 = 0. Since A is elemental, a43 6= 0.
Then a34 6= 0. For the submatrix excluding v1 to be admissible a34 ∈ {−1,−2} by
Lemma 7.1. By Lemma 7.2, a34 6= −2. Hence, a34 = −1 and WLOG a43 = 1. Then
by reflecting at v4 we have A
′ is

0 1 0 0
1 0 −2 0
−1 −1 0 1
0 0 1 0

 .
But, the submatrix excluding v4 of A
′ is not admissible. Hence, a14 = −1. Then
the submatrix excluding v2 of A must be S(1, 2, 0) by Lemma 7.5, which implies
a34 = −1, a41 = 1 and a43 = −2. Then by reflecting at v2 we have

0 1 0 −1
1 0 −2 0
−1 −1 2 −1
1 0 −2 0

 −→r2


2 −1 −1 −1
1 0 −2 0
3 −2 0 2
1 0 −2 0

 .
The submatrix excluding v2 of A
′ is not admissible by the three vertex classification.
Hence, case 4 is not admissible. Therefore, S(1, 2, 0) is not extendable. 
Lemma 7.10. The only admissible extension of D(2, 1, 0) is the diagram D̂(2, 1, 0)
©
−1~~
~~
~~
~
©
−1 //⊗
0
oo
1
??~~~~~~~
−1
@
@@
@@
@@
©
−1
__@@@@@@@
.
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The diagram D̂(2, 1, 0) is not extendable.
Proof. Suppose A is an admissible matrix, such that the submatrix given by excluding
the vertex v4 is D(2, 1, 0), 

2 −1 0 a14
1 0 0 a24
0 −1 2 a34
a41 a42 a43 a44

 .
Case 1: a24 = 0, a42 6= 0
Then the for the submatrix given by excluding the vertex v3 to be admissible it must
be D(2, 1, 0). Thus a14 = a41 = 0, a42 = −1 and p(4) = 0. By reflecting at v2 we
obtain the matrix A′ 

0 1 −1 −1
1 0 0 0
1 0 0 0
1 0 0 0

 .
But, the submatrix given by excluding v2 of A
′ is not admissible.
Case 2: a24 = 0, a42 = 0
Then by reflecting at v2 we obtain A
′

0 1 −1 a14
1 0 0 0
1 0 0 0
a41 0 a43 a44

 .
Consider the submatrix of A′ given by excluding the vertex v2. Since S(1, 2, 0) is not
extendable, we have that a43 = 0. Now consider the original matrix A. If a14 = 0
then a41 = 0 since a11 = 2. Since A is elemental this implies a44 = 2. Then a34 = 0
and so A is decomposable. So we have that a14 6= 0. Since a14 ∈ Z−, the submatrix
of A′ given by excluding the vertex v2 is not admissible.
Case 3: a24 6= 0
Then the for the submatrix given by excluding the vertex v1 to be admissible it must
be D(2, 1, 0) since S(1, 2, 0) is not extendable. Then a34 = a43 = 0, a42 = −1, a44 = 2
and p(4) = 0. For the submatrix given by excluding v3 to have finite growth, either
a24 = a14 = a41 = −1; or a14 = a41 = 0. So first suppose a24 = a14 = a41 = −1. Then
by reflecting at v2 we obtain the matrix A
′

0 1 −1 −1
1 0 0 −1
−1 0 0 1
1 −1 1 0

 .
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But, the submatrix given by excluding v2 is not admissible. Thus a14 = a41 = 0.
Then by reflecting at v2 we obtain the matrix A
′

0 1 −1 −1 − a24
1 0 0 a24
−1 0 0 −a24
−1− a24 a24 −a24 0

 .
For the submatrix excluding v2 of A
′ to have finite growth, −2 − 2a24 = 0. So
a24 = −1. This case is admissible, and we call it D̂(2, 1, 0). Now we only need to
show that D̂(2, 1, 0) does not extend to an admissible 5 vertex diagram. So suppose
that A is a Cartan matrix of an admissible 5 vertex extension of D̂(2, 1, 0). Then
each 4 vertex subdiagram containing D(2, 1, 0) must be D̂(2, 1, 0). This reduces us
to the following diagram
©
−1

©
−1 //⊗a
OO
b
oo
c

0 //©
−1
oo
©
−1
OO
,
where a = −b, b = −c, and c = −a. But, this is a contradiction since a, b, c 6= 0.
Hence, D̂(2, 1, 0) is not extendable. 
For n ≥ 6, an admissible diagram with a singular vertex must contain an admissible
5 vertex subdiagram with a singular vertex. Since there are none with 5 vertices, we
have found all admissible diagrams containing a singular vertex. 
Corollary 7.11. Suppose the matrix A is a generalized Cartan matrix, but g(A) is
not regular Kac-Moody. If g(A) has finite growth, then A is one of the diagrams in
Lemma 7.7.
Proof. This follows immediately from Lemma 7.7 and the fact that D̂(2, 1, 0) does
not contain a regular isotropic vertex. 
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8. Non-symmetrizable Contragredient Lie Superalgebras of Finite
Growth (with elemental matrices)
Algebra Dynkin diagrams Table 8.1
D(2, 1, 0) ©
−1 //⊗
0
oo
1 //©
−1
oo
D̂(2, 1, 0)
©
−1~~
~~
~~
~
©
−1 //⊗
0
oo
1
??~~~~~~~
−1
@
@@
@@
@@
©
−1
__@@@@@@@
S(1, 2, 0)
©
−1
2
22
22
22
22
22
22
−1







⊗
a−1
EE −a //⊗
−a
oo
a+1
YY2222222222222
a ∈ Z
S(1, 2, a)
©
−1
2
22
22
22
22
22
22
−1







⊗
a−1
EE −a //⊗
−a
oo
a+1
YY2222222222222
a 6∈ Z
q(n)(2)
•
a
}{{
{{
{{
{{
=
{{
{{
{{
{{ b
!C
CC
CC
CC
Ca
CC
CC
CC
CC
• // · · ·oo // •oo
There are n •.
Each • is either © or
⊗
.
An odd number of them are
⊗
.
If • is ©, then a = b = −1.
If • is
⊗
, then a
b
= −1.
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9. Description of non-symmetrizable contragredient superalgebras
As follows from our classification there are the following non-symmetrizable super-
algebras: D (2, 1; 0), D̂ (2, 1; 0), q (n)(2) and S (1, 2; a).
The Lie superalgebra D (2, 1; 0) is the degenerate member of the family D (2, 1;α)
when α = 0, described in [2]. D (2, 1; 0) is not simple, but has the ideal isomorphic to
psl (2|2). It is not difficult to check that D (2, 1; 0) ∼= Der (psl (2|2)), more precisely,
D (2, 1; 0) is isomorphic to a semidirect sum of sl (2) and psl (2|2), defined as follows.
Let H,E and F denote the standard basis of sl (2), l denote the Lie superalgebra
psl (2|2). Consider the standard Z-grading l = l−1⊕ l0⊕ l1, where l0 = sl (2)⊕ sl (2),
l1 and l−1 are isomorphic l0-modules. For every g ∈ li define [H, g] = ig, furthermore
let
[E, l0] = [F, l0] = [E, l1] = [F, l−1] = 0,
[E, x] = γ (x) , x ∈ l−1, [F, y] = γ
−1 (y) , y ∈ l1,
where γ : l−1 → l1 is an isomorphism of l0-modules. To identify the Chevalley
generators let X1 = F, Y1 = E and let X2, X3 be the simple roots of l.
Description of D̂ (2, 1, 0). Consider the affine Lie superalgebra l̂ isomorphic to
l⊗ C
[
t, t−1
]
⊕ Cc⊕ Cd,
where c belongs to the center and the commutator is determined by the formulas
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + (x, y)mδm,−nc,
[d, x⊗ tm] = mx⊗ tm,
where x, y ∈ l. Define the semidirect product of sl (2) and l̂ by the formula
[g, x⊗ tm + ac+ bd] = [g, x]⊗ tm
for all g ∈ sl (2), x ∈ l, a, b ∈ C. The Lie superalgebra D̂ (2, 1; 0) is isomorphic to
this semidirect product. To identify Chevalley generators let again X1 = F, Y1 = E
and X2, X3, X4 be the simple roots l̂.
Description of q (n)(2). The Lie superalgebra q (n)(2) is an extension of the loop
algebra of the simple Lie superalgebra t = q (n) twisted by the involutive automor-
phism φ such that φ|t0 = id, φ|t1 = −id. The Lie superalgebra q (n)
(2) is isomorphic
to
t0 ⊗ C
[
t2, t−2
]
⊕ t1 ⊗ tC
[
t2, t−2
]
⊕ Cc⊕ Cd
with d = t ∂
∂t
and c is the central element. For any x, y ∈ t, the commutator is defined
by the formula
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + δm,−n (1− (−1)
m) tr (xy) c.
Description of S (1, 2, a). The Lie superalgebra S (1, 2, a) appears in the list of
conformal Lie superalgebras by Kac and Van de Leur [4]. Consider commutative
associative Lie superalgebra R = C [t, t−1, ξ1, ξ2] with even generator t and two odd
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generators ξ1, ξ2. By W (1, 2) we denote the Lie superalgebra of derivations of R, i.e.
all linear maps d : R→ R such that
d (fg) = d (f) g + (−1)p(d)p(f) fd (g) .
An element d ∈ W (1, 2) can be written as
d = f
∂
∂t
+ f1
∂
∂ξ1
+ f2
∂
∂ξ2
for some f, f1, f2 ∈ R. It is easy to see that the subset of all d ∈ W (1, 2) satisfying
the condition
at−1f +
∂f
∂t
= (−1)p(d)
(
∂f1
∂ξ1
+
∂f2
∂ξ2
)
form a subalgebra of W (1, 2), which we denote by Sa. One can check that Sa is
simple if a /∈ Z. If a ∈ Z, then the ideal S ′a = [Sa,Sa] is simple and has codimension
1, more precisely
Sa = Cξ1ξ2t
−a ∂
∂t
⊕ S ′a.
Set
X1 = −
∂
∂ξ1
, X2 = −aξ1ξ2t
−1 ∂
∂ξ1
+ ξ2
∂
∂t
, X3 = ξ1
∂
∂ξ2
,
Y1 = (a + 1)ξ1ξ2
∂
∂ξ2
+ ξ1t
∂
∂t
, Y2 = t
∂
∂ξ2
, Y3 = ξ2
∂
∂ξ1
,
h1 = −(a+ 1)ξ2
∂
∂ξ2
− t
∂
∂t
, h2 = aξ1
∂
∂ξ1
+ ξ2
∂
∂ξ2
+ t
∂
∂t
, h3 = ξ1
∂
∂ξ1
− ξ2
∂
∂ξ2
.
Then Xi, Yi, hi, i = 1, 2, 3, generate Sa or S
′
a if a ∈ Z. They satisfy the rela-
tions (2.1) with Cartan matrix S (1, 2, a). Hence the contragredient Lie superalgebra
S (1, 2, a) can be obtained from Sa (S
′
a) by adding the element d = t
∂
∂t
and taking a
central extension. The formula for this central extension can be found in [4].
The fact that the algebras in the table 8.1 have finite growth follows directly from
their descriptions.
10. Non-elemental case
The description of superalgebras with non-elemental Cartan matrices can be easily
obtained from the following
Lemma 10.1. Let A be indecomposable with a1i = 0 for all i ∈ I, and let J = I\ {1}.
Then g (A) has a Z-grading g = g−1⊕g0⊕g1 such that g0 ∼= g (AJ)⊕Ch1⊕Cd, where
d is a non-zero vector in ∩i∈J\{1}Kerαi not proportional to h1, g−1 is an irreducible
g0-module with highest weight −α1, g1 is the Z-graded dual of g−1 (which is a lowest
weight module with lowest weight α1) and the commutator between g−1 and g1 is
defined by the formula
[x, y] = 〈x, y〉h1,
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here 〈x, y〉 denotes the natural pairing between x ∈ g−1 and y ∈ g1.
Proof. First, we have to show that the algebra g is a quotient of g¯ (A). Indeed, let
Xi, Yi with i ≥ 2 be the generators of g0, X1 be the lowest vector of g1 and, Y1 be the
highest vector of g−1, h be the direct sum of the Cartan subalgebra of g0, Ch1 and Cd.
It is easy to see that X1, . . . , Xn, Y1, . . . , Yn and h1, . . . , hn satisfy the relations (2.1).
Now we have to check that g does not have non-zero ideals, which intersect h trivially.
If I is such ideal, then I ∩ g0 = {0}, and therefore I = (I ∩ g1) ⊕ (I ∩ g−1). Since
g1 is an irreducible g0-module, I ∩ g1 = {0} or I = g1. If I = g1, then X1 ∈ I, and
h1 ∈ I. This is impossible, hence I ∩ g1 = {0}. In the same way I ∩ g−1 = {0}. The
lemma is proven. 
Corollary 10.2. Let A be an indecomposable Cartan matrix, I ′ be the subset of
all i ∈ I such that aij = 0 for all j ∈ I, A
′ = AI−I′, g
′ = g (A′). Then g (A) is a
semi-direct sum of g′ and the ideal H = g−⊕g+⊕∩i∈I−I′ Kerαi, where g
− is a direct
sum of |I ′| irreducible highest weight g′-modules, g+ is a direct sum of |I ′| irreducible
lowest weight g′-modules, dual to g−, [g+, g+] = [g−, g−] = 0, g+ and g− generate
a direct sum of Heisenberg Lie superalgebras ⊕i∈I′Hi. Furthermore, g (A) has finite
growth if and only if g′ has finite growth and g± have finite growth in the natural
Z-grading induced by the principal grading of g′.
Corollary 10.3. Let g′ be a contragredient Lie superalgebra with Cartan matrix
A′ of size n, V1, . . . , Vr be irreducible highest weight g
′-modules with highest weight
λ1, . . . , λr. Let V
∗
1 , .., V
∗
r denote the graded duals of V1, . . . , Vr. Let H denote the
vector space
H = V1 ⊕... ⊕Vr ⊕ V
∗
1 ⊕... ⊕V
∗
r ⊕ C
2r.
Choose a basis c1, . . . , cr, d1, . . . , dr in C
2r and define the Lie superalgebra structure
on H assuming that ci lie in the center of H and the following relations hold
[x, y] = δij 〈x, y〉 ci, [dk, x] = δikx, [dk, y] = −δjky
for all x ∈ V ∗i , y ∈ Vj . Let g be the semi-direct product of g
′ and the ideal H, where
the action of g′ on Vi, V
∗
i is already defined and the action of g
′ on C2r is trivial.
Then g is a contragredient Lie superalgebra, its Cartan matrix A has size n+ r and
can be obtained from A′ in the following manner
aij = a
′
ij , if i, j ≤ n, aij = λi−n
(
h′j
)
if i > n, j ≤ n, aij = 0 if i ≤ n, j > n.
Let g be a contragredient Lie superalgebra, by Corollary 10.2 g = g′⋊H. One can
apply Corollary 10.2 to g′ again and obtain g′ = g′′ ⋊ H′, then repeat for g′′ and get
g′′ = g′′′ ⋊ H′′ e.t.c.
Lemma 10.4. If g is a contragredient algebra of finite growth, then H′ is finite-
dimensional, (g′′)± are purely odd, H′′′ = 0 and hence g′′′′ = g′′′.
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Proof. Let i ∈ I ′′, then hi is a central element of H
′. There exists j ∈ I ′ such that
αj (hi) 6= 0. The corresponding irreducible component g
−
j has a non-zero central
charge. A highest weight module over a Heisenberg Lie superalgebra with a non-zero
central charge has finite growth only if the algebra is finite dimensional. Thus, H′i is
finite-dimensional for each i ∈ I ′′, which implies that H′ is finite-dimensional.
Repeat now this argument for g′′. Let i ∈ I ′′′, then there exists j ∈ I ′′ such
that αj (hi) 6= 0. Then the corresponding irreducible component
(
g′j
)−
is finite-
dimensional. A highest weight module with non-zero central charge over a Heisenberg
algebra is finite-dimensional if and only if the quotient of the algebra by the center
is purely odd. Hence H′′i /Chi is purely odd, which implies (g
′′)± are purely odd.
Finally, applying this argument to g′′′ and using the fact that there is no purely
odd highest weight modules with non-zero central charge over a Heisenberg algebra,
we obtain the last statement of Lemma. 
Theorem 10.5. Let g be an affine Lie algebra, V be a non-trivial irreducible highest
weight g-module. Then V has infinite growth.
Proof. Let λ be a highest weight of V , c be the central element of g. Assume first,
that λ (c) 6= 0. Let H be an infinite Heisenberg subalgebra of g generated by all
imaginary roots. If v is a highest vector of V and M be the H-submodule of V
generated by v. Then M is the irreducible highest weight H-module with non-zero
central charge. If H− is the subalgebra of H generated by all negative imaginary
roots, then M is a free U (H−)-module, and therefore M has infinite growth. Hence
V has infinite growth.
Now assume that λ (c) = 0. Then there exists a simple root α such that λ (hα) /∈
Z≥0. Then X
n
−αv 6= 0 for any v. Let δ be a positive imaginary root. One can see
easily from the the general description of affine algebras, that there exist ti ∈ giδ,
and fi ∈ g−α+iδ. such that [ti, fj ] = fi+j and [fi, fj] = 0. Since fi ∈ ∆
+ for i > 0,
then fiv = 0 for all i > 0. Let a be the abelian subalgebra of g spanned by fi for all
i ≤ 0. We claim that U (a) v is free over U (a). Indeed, assume that∑
i1<i2<···<ik
ci1,...,ik (f−i1)
p1 . . . (f−ik)
pk v = 0.
Choose the maximal monomial
(f−i1)
p1 . . . (f−ik)
pk v
(in lexicographical order) which appears with non-zero coefficient in this relation and
apply tik to this relation. Then the result is a similar non-zero relation of smaller
degree in the principal grading, since for any monomial
tik (f−j1)
q1 . . . (f−jl)
ql (f−ik)
s v = sf0 (f−j1)
q1 . . . (f−jl)
ql (f−ik)
s−1 v
if j1 < · · · < jl < ik. Hence the claim follows by induction on degree and the fact
that fn0 v 6= 0 for any n.
24 CRYSTAL HOYT AND VERA SERGANOVA
By the argument similar to the proof of Lemma 3.3, U (a) v has infinite growth,
hence V has infinite growth. 
We say that a Cartan matrix A has quasi-finite type if g (A) is a direct sum of
finite-dimensional Lie superalgebras with indecomposable Cartan matrices and sev-
eral copies of D̂ (2, 1; 0).
Lemma 10.6. If g (A) is a contragredient Lie superalgebra of finite growth with
indecomposable non-elemental A, then A′′′ is of quasi-finite type.
The proof of this Lemma follows immediately from the following
Lemma 10.7. Let g be a contragredient Lie superalgebra of finite-growth with a ele-
mental indecomposable Cartan matrix and suppose there exists a non-trivial highest
weight g-module of finite growth. Then g is either finite-dimensional or D̂ (2, 1, 0).
Proof. Assume that g is infinite-dimensional. If its Cartan matrix is symmetrizable,
then g is affine superalgebra and its even part g0 is a subquotient of a direct sum of
affine Lie algebras. If V is a non-trivial g-module of finite-growth, then it contains a
non-trivial irreducible g0-subquotient V0. However, it is impossible by Theorem 10.5.
In the same manner, one can argue that g is not q (n)(2), since its even part g0 contains
the loop algebra of sl (n). Finally, consider the case when g = S (1, 2, a). Let Vλ be
an irreducible highest weight module of finite growth with highest weight λ. Note
that g0 contains a subalgebra isomorphic to sl (2)
(1) whose simple roots are α1 + α2
and α3. By Theorem 10.5, λ (h3) = 0 and
(10.1) λ (hα1+α2) = λ (h1)− λ (h2) = 0.
Assume that λ (h1) 6= 0. Then λ−α1 be the highest weight of Vλ with respect to the
base −α1, α1+α2, α1+α3, obtained from initial base by the odd reflection r1. Then
we have
λ− α1 (h1 − h2) = λ (h1)− λ (h2) + 1 = 0,
which obviously contradicts (10.1).
Thus, we showed that g is finite-dimensional or D̂ (2, 1; 0). The latter case is
possible, since the superalgebra has a finite-dimensional quotient isomorphic to sl (2),
hence one can consider any highest weight sl (2)-module and induce D̂ (2, 1;α) action
on it assuming that the ideal acts trivially. 
Theorem 10.8. The contragredient Lie superalgebra g (A) with a non-elemental
indecomposable Cartan matrix has finite growth if and only if the following conditions
hold
(1) A′′′ is of quasi-finite type;
(2) p (i) = 1 for every i ∈ I ′′′;
(3) for every i ∈ I ′′′, j ∈ I − (I ′ ∪ I ′′ ∪ I ′′′), aji 6= 0 implies that αj is either a
simple root of a purely even block or is the left simple root of the diagram in
table 8.1 in D (2, 1; 0) or D̂ (2, 1; 0) block;
CLASSIFICATION OF FINITE-GROWTH GENERAL KAC-MOODY SUPERALGEBRAS 25
(4) for any i ∈ I ′′, the restriction of −αi on the Cartan subalgebra of g
′′′ is an
integral dominant weight (a highest weight of finite-dimensional irreducible
g′′′-module);
(5) if i ∈ I, j is an index from D̂ (2, 1; 0)-block of A′′′ and aji 6= 0, then αj is the
left simple root in the diagram in table 8.1.
The proof of this theorem follows from Lemmas 10.4, 10.6 and Corollary 10.2 and
we will leave it to the reader.
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