Many causal discovery algorithms infer graphical structure from observational data. The PC algorithm in particular estimates a completed partially directed acyclic graph (CPDAG), or an acyclic graph containing directed edges identifiable with conditional independence testing. However, few groups have investigated strategies for estimating and controlling the false discovery rate (FDR) of the edges in the CPDAG. In this article, we introduce PC with p-values (PC-p), a fast algorithm that robustly computes edge-specific p-values and then estimates and controls the FDR across the edges. PC-p specifically uses the p-values returned by many conditional independence (CI) tests to upper bound the p-values of more complex edge-specific hypothesis tests. The algorithm then estimates and controls the FDR using the bounded p-values and the Benjamini-Yekutieli FDR procedure. Modifications to the original PC algorithm also help PC-p accurately compute the upper bounds despite non-zero Type II error rates. Experiments show that PC-p yields more accurate FDR estimation and control across the edges in a variety of CPDAGs compared to alternative methods.
Estimating and Controlling the False Discovery Rate of the PC Algorithm Using Edge-specific P-Values 2.2 The PC Algorithm
The PC algorithm attempts to reconstruct an underlying causal graph G in three stages. We have summarized these stages as pseudocode in Algorithms 2, 3, and 4 in Section A.1 of the Appendix. The first stage estimates the adjacencies of G, or the skeleton of G. Starting with a fully unoriented skeleton, the algorithm eliminates the adjacency between any two variables, say A and B, by testing if A and B are conditionally independent given some subset of the neighbors of A or the neighbors of B. The search is performed progressively, whereby the algorithm increases the size of the conditioning set starting from zero using a step size of 1. The edge between A and B is removed if A and B are rendered conditionally independent given some subset of the neighbors of A or the neighbors of B.
The PC algorithm orients unshielded colliders in its second stage. Specifically, PC finds triples A, B, C such that we have A − B − C, but A and C are non-adjacent. The algorithm then determines whether B is contained in the set that rendered A and C conditionally independent in the first stage of PC. If not, then A − B − C is replaced with A → B ← C.
The third and final stage of PC involves the repetitive application of three rules to orient as many of the remaining undirected edges as possible. The three rules include:
1. If A − B, C → A, and C and B are non-adjacent, then replace A − B with A → B. (1)
If
The PC algorithm finally outputs G C , a CPDAG that represents G up to its Markov equivalence class. The Markov equivalence class refers to the set of DAGs with the same entailed conditional dependence and independence relations between the vertices in G (Meek 1995) . Thus, for every un-oriented edge A − B in G C , there exists a DAG with A → B and another DAG with A ← B with the same CI relations.
False Discovery Rate
Multiple comparisons or multiple hypothesis testing refers to the process of considering more than one statistical inference simultaneously. Failure to compensate for multiple comparisons can result in erroneous inferences. For example, if an investigator performs one hypothesis test with an α threshold of 0.05, then he or she has only a 5% chance of making a Type I error. However, if the investigator performs 100 independent tests with the same α threshold, then he or she has a 1 − (1 − 0.05) 100 = 99.4% chance of making a Type I error on at least one test.
In multiple hypothesis testing, the false discovery rate (FDR) at threshold α is the expected proportion of false positives among the rejected null hypotheses. Specifically, we define the FDR at α as follows:
where V is the number of false positives, R is the total number of null hypotheses rejected, and max{R, 1} ensures that FDR(α ) is well-defined when R = 0. We define the realized FDR at α as V / max{R, 1}. FDR estimation, or conservative point estimation of the FDR, refers to the process of estimating FDR(α ) in a conservative manner such that:
where FDR(α ) represents an estimate of FDR(α ). We denote E[ FDR(α )] − FDR(α ) as the estimation bias. Note that there are several ways of obtaining FDR(α ). In 2001, Benjamini and Yekutieli proposed the following FDR estimator for m hypothesis tests:
FDR estimators such as FDR BY can be used to define FDR controlling procedures. These procedures determine the optimal threshold α * that achieves strong control 1 of the FDR in the following sense:
The FDR controlling procedure based on FDR involves the rejection of all null hypotheses with pvalues below the α * threshold. We refer to the quantity FDR(α * ) − q as the control bias. Benjamini and Yekutieli proved that the estimate FDR BY achieves strong control of the FDR with any form of dependence among the p-values of m hypothesis tests.
RELATED WORK
Many algorithms can discover causal graph structure using properties inherent in the underlying joint distribution. For example, algorithms like PC use CI tests while others maximize the likelihood (e.g., (Chickering 2002; Zheng et al. 2018 )) or detect non-Gaussian statistical relations (e.g., (Hoyer et al. 2009; Shimizu et al. 2006) ). The literature on this topic is vast, so we refer readers to recent surveys such as Guo et al. (2018) and Spirtes and Zhang (2018) for an overview. In this section, we focus on reviewing methods that specifically attempt to control the FDR in the CPDAG before introducing the proposed approach. Several groups have attempted to control the FDR by avoiding the problem of combining pvalues using a different data re-sampling approach. For example, Friedman and colleagues proposed to estimate the FDR by using the parametric bootstrap (Friedman et al. 1999 ). This procedure involves first learning the CPDAG with the PC algorithm. The procedure then generates data from the CPDAG and re-applies the PC algorithm multiple times on each generated dataset to estimate the FDR using the learnt CPDAGs. An investigator can subsequently control the FDR by repeating the above process with different α values until he or she reaches the desired FDR level q. However, notice that the method requires multiples calls to PC and can therefore require too much time with high dimensional data. The procedure also requires parametric knowledge about the underlying distribution, which limits the applicability of the method to simple cases. Two groups therefore later proposed a permutation-based method that drops the parametric assumption (Armen and Tsamardinos 2014; Listgarten and Heckerman 2007) . The permutation method nevertheless also requires multiple calls to an algorithm and in fact only applies to the parts of PC that can be decomposed into independent searches for the parents of each vertex; this has thus far limited the applicability of the method to adjacency discovery with local to global discovery algorithms (e.g., MMHC) and incomplete edge orientation. We conclude that both the bootstrap and permutation approaches to FDR estimation and control are either incomplete or too timeconsuming.
Another class of methods attempts to control the FDR without resampling procedures by instead using a standard FDR controlling procedure with bounded p-values. For instance, one method proposed in Tsamardinos and Brown (2008) and then refined in Tsamardinos (2011, 2014 ) assigns a p-value to each adjacency by taking the maximum over all of the significant pvalues from the associated CI tests executed by PC. The method then controls the FDR in the estimated adjacencies by applying an FDR controlling procedure, such as the one proposed by Benjamini and Yekutieli (BY) (Benjamini and Yekutieli 2001) , on the edge-specific p-values. Under faithfulness and a zero Type II error rate, the method controls the FDR across the estimated adjacencies or the estimated skeleton (Armen and Tsamardinos 2014) . This two-stage method also performs comparably with the one-stage method proposed in Li et al. (2008) and Li and Wang (2009) , which controls the FDR during, as opposed to after, the execution of the skeleton discovery phase of the PC algorithm. Of course, the Type II error rate never reaches zero in practice, but researchers have also investigated a strategy for reducing the realized Type II error rate by introducing a heuristic reliability criterion for CI tests when dealing with discrete data (Armen and Tsamardinos 2014) . Experiments have shown that these methods finish in a relatively short amount of time and perform well in practice. However, the methods are also incomplete, because they only apply to the skeleton discovery phase of PC.
UPPER BOUNDS ON THE P-VALUE
We now begin to introduce the proposed approach. In this section, we present two upper bounds of the p-value of hypothesis tests that can be constructed using a set of simpler hypothesis tests. These upper bounds will serve as useful tools in Section 5 for bounding the p-values of the hypothesis tests that will be used to infer the presence or absence of edges in a CPDAG.
Union Bound
Consider the following hypothesis test for two random variables given a conditioning set:
where we either reject or fail to reject H 0 and interpret the rejection as conditional dependence. Trivially, we can rephrase the null and alternative in terms of a conditional independence (CI) oracle:
H 0 : The CI oracle outputs independent, H 1 : The CI oracle outputs dependent. Now suppose we want to query m CI oracles about m CI relations. We can then consider the following null and alternative: H 0 : All CI oracles output independent, H 1 : At least one CI oracle outputs dependent.
(4)
From here on, we write Pr(S i ≥ s i |S i = 0) to denote the p-value of hypothesis test i. Here, S i refers to a parameter of some standardized distribution used by hypothesis test i such that S i = 0 when the null holds. The notation s i will refer to the observed test statistic and S i to the corresponding random variable. For example, s i may correspond to Fisher's z-statistic squared for the centered χ 2 distribution (centrality parameter S i = 0).
We now bound the p-value of the hypothesis test (4) by using the new notation and the union bound:
where p i denotes the p-value of CI test i. Thus, if the r.h.s. of Equation (5) is less than the α threshold, then we can conclude that the p-value of (4) is also below the threshold. Note that the second equality in the derivation of Equation (5) uses the simplifying assumption that the pvalue of CI test i only depends on S i . This assumption is justified, because most CI test statistics s i have a limiting sampling distribution that only depends on S i under the null. For example, Fisher's z-statistic has a limiting standard normal distribution with mean parameter equal to zero and constant variance. Moreover, the G-statistic for the G-test has a limiting χ 2 -distribution with centrality parameter equal to zero and degrees of freedom determined by the number of cells in the contingency table. Now notice that we can also generalize the bound in Equation (5) to any hypothesis test (not just CI tests) consisting of a series of logical disjunctions in the alternative and a series of logical conjunctions in the null:
where P i denotes an arbitrary output of oracle i. The bound in Equation (5) holds so long as we can associate {s i , S i , S i } to each P i , since we can derive p-values for many other hypothesis tests that do not assess for CI (e.g., t-test assessing equality of the means). We will use this generalization in Section 5.
Intersection Bound
Suppose we want to perform a hypothesis test with the following null and alternative that are different than the null and alternative in (4):
H 0 : At least one CI oracle outputs independent, H 1 : All CI oracles output dependent.
Now assume we know that the j th CI oracle outputs independent. We can then bound the p-value of (7) as follows with m queries to the CI oracle: 
We delete the associated edges if the p-value falls above α * .
We can therefore bound the p-value of (7) using the p-value of a single CI test for which the CI oracle outputs independent. Nevertheless, in practice, we often do not know the output of the j th oracle. We do, however, know that at least one unknown CI oracle i outputs independent, so we can bound the p-value of (7) using the maximum over all of the m p-values:
Finally, note again that we can generalize the above bound to any hypothesis test consisting of a series of logical conjunctions in the alternative and a series of logical disjunctions in the null:
EDGE-SPECIFIC HYPOTHESIS TESTS
We now demonstrate how to apply the two upper bounds described in the previous section to derive p-value estimates for both the undirected and directed edges in the CPDAG. Bounding the p-value for each edge will amount to adding up and/or maximizing over the p-values returned from multiple CI tests.
Note that we will sometimes invoke a zero Type II error rate assumption in this section. This assumption is necessary to correctly upper bound the p-values of the edge-specific hypothesis tests of the CPDAG according to the CI tests executed by PC. In fact, we can always correctly bound the α values if we perform all of the possible CI tests between the considered variables; however, this approach is impractical, since it ignores the efficiencies of the PC algorithm. A more interesting strategy involves designing the edge-specific hypothesis tests so the α value bounds are robust to Type II errors as well as redesigning the PC algorithm to catch many Type II errors. We will discuss these approaches in detail in Sections 5.5 and 6, so we encourage readers to accept the zero Type II error rate assumption for now.
Trace of Hypothesis Tests
We now provide a bird's-eye view of the edge-specific hypothesis tests stage-by-stage before delving into the derivations. Consider the ground truth DAG in Figure 2 (a). PC's skeleton discovery procedure may yield the edges and p-values in Figure 2 (b) when equipped with the proposed tests. If we decide to stop PC here and a p-value falls above α * , then we fail to reject the null hypothesis that an undirected edge does not exist and therefore delete that edge. This is summarized by the first row in Table 1 . Assume now that all of the undirected edges pass the skeleton discovery step, and we allow PC to orient v-structures as in Figure 2 (c). We can then associate the v-structure A → B ← C with a p-value. Note that the p-value in this case corresponds to two directed edges as opposed to one undirected edge. Thus, if we stop PC here, and the p-value falls above α * , then we delete both edges A → B ← C as summarized in the second row of Table 1 ; simply unorienting the edges, falling back to the skeleton p-values, and then rerunning the BY procedure may not control the FDR without also taking into account the original p-values. Next suppose that the v-structure falls below α * , and we allow PC to apply its orientation rules. Then, rule 1 of PC can orient B − D as B → D (Figure 2(d) ). We again can associate a p-value to B → D. If the p-value falls above α * , then we remove the edge B → D as shown in the third row of Table 1 . Notice then that we utilize the BY procedure to remove both unoriented and oriented edges. In reality, we apply the BY procedure once to the entire output of PC rather than in between PC's stages. We now delve into the details of the p-value derivations.
Skeleton Discovery
We first consider the skeleton discovery phase of the PC algorithm. We wish to test whether each edge is absent in the true skeleton starting from a completely connected undirected graph. This problem has already been investigated in Tsamardinos (2011, 2014) ; Li et al. (2008) ; Li and Wang (2009); Tsamardinos and Brown (2008) , but we briefly review it here for completeness. We construct a hypothesis test with the following null and alternative:
Now consider the following proposition, where Pa(A) denotes the true parents of A:
Proposition 5.1 (Spirtes et al. 2000) . Consider a DAG G that satisfies the global directed Markov property. Moreover, assume that the probability distribution is d-separation faithful. Then, there is an edge between two vertices A and B if and only if A and B are conditionally dependent given any subset of Pa(A) \ B and any subset of Pa(B) \ A.
We thus consider the following two scenarios for the undirected edge A − B:
1. If A and B are conditionally independent given some subset of Pa(A) \ B or some subset of Pa(B) \ A, then A − B is absent. Notice that the above hypothesis test is the same as the hypothesis test in (7). We can therefore bound the p-value of (10) using:
If
where R i ⊆ {Pa(A) \ B} or R i ⊆ {Pa(B) \ A} and q denotes the total number of such subsets. Note that the skeleton discovery phase of the PC algorithm cannot differentiate between the parents and children of a particular vertex using its neighbors. However, we can further bound (12) using the following quantity:
where S i ⊆ {N (A) \ B} or S i ⊆ {N (B) \ A} and q denotes the total number of such subsets; the notation N (A) refers to the true neighbors of A and the "defined as" symbol. Now assume that the Type II error rate of all CI tests is zero. Then, if the alternative holds for the CI tests (conditional dependence), the null is rejected. Hence, the PC algorithm will not remove any of the edges between N (A) and A as well as any of the edges between N (B) and B. PC therefore performs all necessary CI tests for computing (13), so upper bounding the p-value for (10) reduces to taking the maximum of the p-values for all of the CI tests performed by PC regarding A and B. For example, suppose we measure three random variables A, B, and C. Then, we obtain p-values after the PC algorithm tests whether A ⊥ ⊥ B and A ⊥ ⊥ B|C. Suppose these p-values are {0.03, 0.04} so the PC algorithm with an α threshold of 0.05 determines that A − B is present. The p-value upper bound of (10) thus corresponds to max {0.03, 0.04} = 0.04.
Detecting V-Structures
5.3.1 Deterministic Skeleton. The hypothesis testing procedure for directed edges is more complicated than the procedure for adjacencies. Edges can be oriented in the PC algorithm according to unshielded v-structures or the orientation rules as described in Section 2.2. Let us first focus on the former and, for further simplicity, let us also assume that (1) we have access to the ground truth skeleton and (2) no edge is involved in more than one unshielded v-structure (we will later drop these assumptions in Section 5.3.2). Our task then is to statistically infer the presence of an unshielded v-structure.
We now present the following null and alternative for each unshielded v-structure after finding a triple A − C − B such that A and B are non-adjacent in the skeleton:
Next, consider the following proposition:
Proposition 5.2 (Spirtes et al. 2000) . Consider the same assumptions as Proposition 5.1. Further assume that A, C are adjacent and C, B are adjacent but A, B are non-adjacent. Then, A and B are conditionally independent given some subset of
The following null and alternative is therefore equivalent to (14) 
The above alternative is reminiscent of the way in which PC determines the presence of an unshielded v-structure according to Algorithm 3 in the Appendix; specifically, if C is not in the set that renders A and B conditionally independent, then C in A − C − B must be a collider. However, we cannot bound the p-value of (15) using CI tests, because conditional dependence is in the null and conditional independence is in the alternative, as opposed to vice versa. As a result, we also consider the following proposition: For the forward direction, suppose A and B are conditionally dependent given any subset of Pa(A) containing C and any subset of Pa(B) containing C. Then A and B are d-connected given any subset of Pa(A) containing C and any subset of Pa(B) containing C by the global directed Markov property. Clearly, C ∈ N (A) and C ∈ N (B), so C must either be a parent of A and a parent of B, a child of A and a parent of B, a parent of A and a child B, or a child of A and a child of B. Note that A and B are non-adjacent, so A and B are d-separated given some subset of Pa(A) or some subset of Pa(B) by Proposition 5.1 and d-separation faithfulness. Moreover, the subset must include C if C is a parent of A and a parent of B, a child of A and a parent of B, or a parent of A and a child B; otherwise, A and B would be d-connected. As a result, in those three situations, we arrive at the contradiction that A and B are d-separated given some subset of Pa(A) containing C or some subset of Pa(B) containing C. We conclude that C must be a child of A and a child of B.
For the other direction, if A → C ← B holds, then A and B are d-connected given any subset of Pa(A) containing C and any subset of Pa(B) containing C. D-separation faithfulness then implies that A and B are conditionally dependent given any subset of Pa(A) containing C and any subset of Pa(B) containing C.
We can thus equivalently write (15) as: We can bound the p-value of the above hypothesis test by taking the maximum p-value over certain CI tests:
where M i denotes a subset of Pa(A) \ B containing C or a subset of Pa(B) \ A containing C, and m is the total number of subsets M i . Of course, in practice, we do not know which vertices are the parents. However, we can also upper bound (16) as follows:
where T i denotes a subset of N (A) \ B containing C or a subset of N (B) \ A containing C, and m denotes the total number of such subsets. Note that we do not need the zero Type II error rate assumption for computing (17), since we assume that the skeleton is provided.
Inferred Skeleton.
We have considered orienting the colliders if we have access to the ground truth skeleton. We now consider the more complex problem of orienting the colliders if we must also statistically infer the skeleton.
We again consider the following null and alternative:
Now, we can determine that the alternative holds if all of the following conditions are true: 
The third condition holds from Proposition 5.3. We therefore have the following equivalent form of the null and alternative as in (18) 
Note that the non-adjacency assumption is reasonable, because we did not have enough statistical evidence to invalidate the assumption when we executed (10). Indeed, non-adjacencies are always assumed unless the data suggests that the null of (10) is unlikely. We will be using shorthand from here on. We write (20) equivalently as:
where A − C, B − C, and γ AB |C represent Condition 1, 2, and 3 from (19), respectively. Note that the alternative is a series of three logical conjunctions, and the null is a series of three logical disjunctions as in (9), so the p-value of (21) can be bounded using the intersection bound:
where p (A−C )∧(B−C )∧γ AB |C refers to the p-value of (21). Notice that computing p γ AB |C requires N (A) and N (B), not just their respective empirical estimates N (A) and N (B) that PC can discover. However, we can invoke a zero Type II error rate The assumption also ensures that we can upper bound p A−C and p B−C according to Section 5.2. We conclude that a zero Type II error rate ensures that (22) can be computed.
Next, consider the situation where PC can orient any one edge by using more than one unshielded v-structure. For example, consider the DAG in Figure 3 . In this case, PC can orient A − C by using either B 1 → C or B 2 → C (or both); we may therefore want to take both situations into account. Note that the original PC algorithm always orients an edge according to one v-structure that it picks arbitrarily according to the ordering of its computations. We thus only require the bound (22) in this case. However, we will propose a modified PC algorithm in Section 6 that takes into account all possible ways to orient one edge. Now, we can use the following null and alternative for Figure 3 when assuming that both A and B 1 and A and B 2 are non-adjacent:
We can therefore bound the p-value of (23) as follows:
More generally, for an arbitrary number, say j, of multiple possible ways to orient A − C by unshielded v-structures, we have:
assuming that B 1 , . . . , B j are all non-adjacent to A.
Orientation Rule Bounds

First Orientation Rule.
We can construct the hypothesis test for the first orientation rule as follows according to the sufficient conditions of the first rule in (1):
We again also assume that C and B are non-adjacent. Now the PC algorithm determines that the alternative holds if all of the following conditions are true:
(1) A − B : A and B are conditionally dependent given any subset of Pa(A) \ B and any subset of Pa(B) \ A.
(2) C → A : An edge is oriented from C to A under two scenarios: In the first, the edge is oriented because A is the collider in an unshielded v-structure; in the second, the edge is oriented due to the previous application of an orientation rule.
We thus have a logical conjunction and can bound the p-value using the intersection bound:
where p C→A refers to the p-value bound for the hypothesis test of an unshielded v-structure or a previously applied orientation rule. Of course, p C→A will be the former when the PC algorithm begins to execute the orientation rules. More generally, for C i → A that can orient A − B where i = 1, . . . , j, we have:
where we require that C 1 , . . . ,C j are all non-adjacent to B.
Second Orientation Rule.
We have the following hypothesis test according to the sufficient conditions of the second rule in (1):
Hence, by conjunction:
where p A→C→B ≤ max{p A→C , p C→B }. The above p-value can therefore be further upper bounded by max{p A−B , p A→C , p C→B }. More generally, we have:
5.4.3 Third Orientation Rule. We have the following null and alternative by the sufficient conditions of the third rule in (1), assuming that C and D are non-adjacent:
We can bound the p-value of the above hypothesis test as follows:
The general case is slightly more complicated than the first and second orientation rules. In this case, we need to control the p-value of accepting at least two paths as opposed to one. Let the set 
D include all three-node paths from A to B with the first edge undirected from A to a middle vertex and the second edge directed from the middle vertex to B such that the i th element of D is:
Let us suppose D has a total of n elements and assume that no middle vertex C i is adjacent to any other middle vertex. Now, let D be the set containing all of the n choose 2 elements of D. The i th element in D is therefore:
where k and l are the distinct indices representing the two chosen middle vertices. Let D i,1 and D i,2 be the first and second elements in D i , respectively. Also let r = ( n 2 ). We then have:
where p D i p {A−C k →B,A−C l →B } and is bounded as follows:
We therefore have:
Summary and Analysis of the Bounds
We derived several bounds for edge orientation as summarized in Table 1 . We created the bounds by engineering specific hypothesis tests and successively applying the union and intersection bounds accordingly.
One may now wonder whether PC can actually control the bounds listed in Table 2 (we say that a quantity can be controlled if the quantity can be upper bounded). Recall that we provided a rough, affirmative answer to the question in Sections 5.2 and 5.3.2 by assuming a zero Type II error rate. We now spell out a more detailed answer below:
Theorem 5.4. Suppose that the PC algorithm is applied to a sample from P represented by DAG G. If we have:
(1) P is d-separation faithful to G, (2) The Type II error rate for each CI test is zero, (3) The PC algorithm also tests whether any two non-adjacent vertices A, B with common neighbor C are conditionally dependent given any subset of Pa(A) \ B containing C and any subset of Pa(B) \ A containing C, then all of the p-value bounds in Table 2 can be controlled using the p-values of the CI tests executed by PC (as summarized in Algorithms 2, 3, and 4).
Proof. Consider any two vertices A and B. Algorithm 2 starts with a fully connected graph, so we have B ∈ N (A) and A ∈ N (B) in the beginning. Note that Algorithm 2 executes test A⊥ ⊥B |S for all S ⊆ N (A) \ B and for all S ⊆ N (B) \ A. The zero Type II error rate ensures the following: If the alternative holds, then the alternative is accepted. As a result, Algorithm 2 will not remove any vertices adjacent to A and any vertices adjacent to B with a zero Type II error rate. Hence For (24), the p-value bounds for undirected edges can already be controlled by the previous paragraph. We must now argue that p γ AB |C can be controlled. Let C be a collider between nonadjacent vertices A and B. Now notice that C ∈ N (A) ⊆ N (A) and C ∈ N (B) ⊆ N (B) , so we can test whether we have A ⊥ ⊥ B|S for all S ⊆ {N (A) \ B} containing C and for all S ⊆ {N (B) \ A} containing C. Hence, p γ AB |C can be controlled. Now the p-value bounds (26), (28), and (30) can be controlled trivially, because the p-value bounds for (12) and (24) can be controlled.
In other words, PC can control the bounds in Table 1 with some additional CI tests and a zero Type II error rate. Notice then that PC can still control the p-value bounds with a positive Type I error rate. Even though a false positive early in the algorithm may influence many later decisions, the false positive will yield a higher p-value than a true positive on average. Moreover, PC will associate any subsequent edges or orientations inferred from a false positive with increasing pvalues. The BY procedure applied to PC's output can thus still conservatively estimate and control the FDR in expectation.
PC nonetheless requires a non-zero Type II error rate that is rarely zero in practice. We can consider reducing the Type II error rate by simultaneously implementing three strategies:
(1) Use a liberal (higher) α threshold. We find that an α threshold of 0.20 works well with sample sizes up to 250 when the user cannot tune the parameter with cross-validation using some known ground truth causal relations. Otherwise, we set the α threshold to 0.20/ √ n/250, where n corresponds to the sample size. The α threshold thus decreases at rate root-n, which is much slower than the exponential rates previously proposed for PC or similar algorithms (Ha et al. 2016; Kalisch and Bühlmann 2007) . The use of a liberal α threshold is the simplest strategy that decreases the Type II error rate but also increases the Type I error rate. However, we can then control the p-values post hoc with an FDR controlling procedure. Of course, setting the α threshold too high will prevent the PC algorithm from terminating within a reasonable amount of time as well as loosen the pvalue bounds, since the CI tests will fail to explain away many edges. We therefore cannot rely entirely on this first strategy.
(2) Use hypothesis tests whose p-value bounds are robust to Type II errors. The hypothesis tests in Section 5.5 are in fact robust to such errors due to the intersection bound as explained in detail in Appendix A.4. Briefly, we can also reasonably consider modifying the null hypotheses of (21), (25), (27), and (29) to "no edges between any of the vertices." This corresponds to converting the logical disjunctions in the null of (9) into conjunctions; we can then derive a p-value bound involving the minimum of a set of p-values instead of the maximum (also known as the Fréchet inquality (Fréchet 1935) ). This minimum bound is less robust, because under-estimating one p-value in the p-value set due to Type II error(s) can cause PC to select that p-value as the minimum and therefore under-estimate the bound. (3) Modify the PC algorithm to prevent and catch many Type II errors.
The last strategy is more complex, so we discuss it in detail in the next section.
THE PC ALGORITHM WITH P-VALUES
We now propose a modified PC algorithm called PC with p-values (PC-p), which reduces the influence of Type II errors by preventing and catching potential Type II errors. Note that PC-p does not reduce the Type II error rate directly but rather reduces the effect of Type II errors on the recovered graphical structure. At the same time, PC-p is correct-the algorithm operates differently than PC, but it still recovers the CPDAG in the large sample limit.
We now describe the PC-p algorithm in detail. We have divided the PC-p algorithm into Algorithms 5, 6, 7, and 1, where the first three procedures correspond to Algorithms 2, 3, and 4 of the original PC algorithm. The skeleton discovery in Algorithm 5 mimics the procedure proposed in Colombo and Maathuis (2014) , so we describe it in the Appendix A.2 to conserve space. All pseudo-code is placed in the Appendix as well, where we also describe the specifics for efficient p-value computations in Section A.3.
Unshielded V-Structures
We now describe Algorithm 6, where we use the circle edge endpoint "•" as a meta-symbol representing either a tail or an arrowhead. In Algorithm 6, PC-p orients edges according to all unshielded v-structures in line 3, even if two v-structures conflict with each other in the direction of a particular edge. In the case of conflict, PC-p admits a bidirected edge instead of favoring one particular direction over the other. The algorithm then unorients all v-structures involving the bidirected edges and labels the unoriented edges as "ambiguous" in line 23, because bidirected edges may result from a Type II error. For example, consider the ground truth in Figure 4 (a) and assume that Algorithm 5 correctly discovers all of the undirected edges. Moreover, assume Algorithm 5 correctly finds a separating set of B and D that does not contain C but incorrectly finds a separating Fig. 5 . Here, a bidirected edge between A and B results from the application of rule 1. PC-p therefore unorients and labels all edges in the above graph as "ambiguous" according to the sufficient conditions of rule 1.
set of A and C that does not contain B. The latter is a Type II error, since the null should have been rejected rather than accepted when conditioning on a subset not containing B. In this case, PC-p first orients the edges according to Figure 4(b) . However, notice that the two unshielded vstructures conflict with each other due to the bidirected edge B ↔ C, and PC-p cannot determine which v-structure admitted the Type II error. As a result, the algorithm unorients all of the edges in both v-structures as in Figure 4 (c). PC-p then labels the three unoriented edges as "ambiguous" so the algorithm does not orient any other undirected edges based on these three edges using the orientation rules. The labeling thus prevents the algorithm from propagating Type II errors by orienting additional edges based on the erroneous directions. 
Orientation Rules
Notice that Algorithm 4 uses "else if" statements instead of all "if" statements. The "else if" approach is of course faster, but it also causes PC to ignore any interactions between the orientation rules in the sense that, if one rule orients an edge, then no other rule can orient an edge. PC-p performs the orientation rules according Algorithm 7, which uses the "if" approach to attempt to apply all three orientation rules to each non-ambiguous undirected edge. Now, if bidirected edges exist after the rules are applied, then Algorithm 7 unorients the edge as well as all edges involved in the sufficient conditions of the associated orientation rules in lines 16-18. The algorithm then labels the unoriented edges as "ambiguous" in line 19 similar to unshielded v-structure orientation in Section 6.1. For example, in Figure 5 , rule 1 of PC-p induces a bidirected edge between A − B, so PC-p unorients and labels all directed edges that satisfy the sufficient conditions of rule 1 as ambiguous; these include D → A, C → A, E → B, and F → B.
Analysis of PC-p
We now have the following analysis of the PC-p algorithm: Theorem 6.1. The PC-p algorithm with a CI oracle is sound and complete. Proof. PC is sound and complete, so it is enough to prove that PC-p and PC will perform the exact same edge deletion and edge orientation operations with a CI oracle. Note that Algorithm 5 has already been shown to be sound and complete up to skeleton discovery (Colombo & Maathius 2014) . Algorithm 5 will therefore perform the exact same edge deletions as Algorithm 2 with a CI oracle. Now, Algorithm 6 will also perform the same edge orientations as Algorithm 3 with a CI oracle, since there will never be conflicting edge orientations. Last, for Algorithm 7, if there exists an edge that can be oriented by more than one rule, then the edge must be oriented in the same direction by the other two rules. Algorithm 7 therefore returns the same edge orientations as Algorithm 4. We have proved equivalence in outputs of Algorithms 5, 6, and 7 of PC-p to Algorithms 2, 3, and 4 of PC, respectively. Algorithm 1 is not involved in graph structure discovery.
The output of PC-p is therefore equivalent to the output of PC in the large sample limit with a consistent CI test, even though PC-p performs more operations than PC.
Controlling the False Discovery Rate
PC-p controls the FDR per hypothesis test as opposed to per edge, since the algorithm can sometimes orient two edges according to the same hypothesis test during unshielded v-structure discovery. Indeed, controlling the p-values per edge as opposed to per hypothesis test can result in overly conservative FDR estimation or control, because an FDR estimator or controlling procedure may count the p-value of one hypothesis test multiple times.
Algorithm 1 estimates and controls the FDR per hypothesis test by using the identifiers in I and the p-value bounds in P 2 as returned from Algorithm 7. Algorithm 1 estimates the FDR by solving (2) to obtain FDR BY , where m corresponds to the number of unique identifiers in I. The algorithm subsequently controls the FDR by solving Equation (3) to obtain α * . Algorithm 1 then eliminates all edges with p-values below α * in P 2 to obtain G * ; this process ensures that the FDR does not exceed q in G * .
We wrap up this section with the following theorem: Theorem 6.2. Consider the same assumptions as Theorem 5.4. Then PC-p achieves conservative point estimation and strong control of the FDR across all hypothesis tests for G.
Proof. We have already shown that PC-p can control the p-values of all of the edges in G from Theorem 5.4. Estimation follows, because the solution of Equation (2) achieves conservative point estimation of the FDR at threshold α when the p-values are controlled (Benjamini and Yekutieli 2001) . Similarly, control follows, because eliminating the edges associated with p-values above α * as obtained from Equation (3) achieves strong control of the FDR at level q when the p-values are in turn controlled (Benjamini and Yekutieli 2001) .
The PC-p algorithm thus corresponds to a valid method for estimating and controlling the FDR in the estimated CPDAG.
Note, however, that the structure returned after imposing FDR control on the CPDAG may not be a CPDAG in the finite sample setting. The structure returned in Figure 4 (c), for example, is not a CPDAG. Recall that the PC algorithm is also not guaranteed to return a CPDAG with finite samples (Chickering 2003) . PC-p will nonetheless return a CPDAG with a CI oracle like PC per Theorem 6.1.
EXPERIMENTS
Algorithms
As far as we are aware, the proposed procedure is the first method that simultaneously assigns a p-value to each edge of the CPDAG and then controls the FDR across all of the edges. Recall that the most similar algorithm proposed in Tsamardinos (2011, 2014) does the same only for the skeleton of the CPDAG. We therefore decided to evaluate six algorithms:
(1) PC-p;
(2) PC-p without stabilization in the skeleton discovery procedure, where stabilization refers to the procedure described in Section A.2; (3) PC-p without ambiguous labelings during v-structure orientation and orientation rule application (PC-p without ambiguation); (4) PC-p without both stabilization and ambiguation; (5) PC-p without hypothesis tests with robust p-value bounds-we chose the null hypotheses to be a series of logical conjunctions so no edges are present between any of the variables. As a result, the p-values take on minimal values as described in Appendix A.4. We call this procedure PC-p without robust p-values; (6) The original PC algorithm with p-value computation-that is, we do not incorporate stabilization, and the algorithm arbitrarily over-writes edge orientations. We compute p-values according to the v-structure or rule that ultimately orients each edge in the CPDAG. The algorithm also performs some additional CI tests to compute (17) as described in Section 5.2. (7) MMPC (Tsamardinos et al. 2006 ) equipped with the same edge orientation procedure as PC-p.
We can view PC-p without ambiguation as the direct analog of the algorithm proposed in Tsamardinos (2011, 2014) but extended to include directed edges. We will see that the above seven algorithms allow us to determine whether each component of PC-p yields some benefit towards controlling the FDR. MATLAB implementations are available at https://github. com/ericstrobl/PCp. We report the relative performance differences of the six algorithms in recovering the CPDAG at the α threshold described in Section 5.5, since this threshold provided a nice tradeoff between pvalue bound looseness and low Type II error rates. We also report the results using an α threshold of 0.01 in Figure 12 in Appendix A.5 to better characterize the effect of increasing the Type II error rate; there, we found that a liberal α threshold is critical to control the p-values as expected from our analysis in Section 5.5. We finally summarize timing results in Figure 13 , where MMPC took more than twice the amount of time to complete on average as compared to the other algorithms. PC-p completed within 2.5s on average with the high dimensional data detailed in Section 7.4, but the p-value computations still doubled the amount of time required for PC-p to complete as compared to PC-stable without p-value computations (Figure 14) . 
Metrics
We assessed the FDR of the above six algorithms using control and estimation bias. An algorithm exhibits low control bias at FDR level q when an FDR controlling procedure can accurately eliminate edges in the CPDAG using the p-values so the FDR is in fact q. However, an algorithm exhibits low estimation bias when an FDR estimate closely matches the true FDR of the CPDAG. Notice that both control and estimation bias are important and can serve different purposes. As a result, we prefer an algorithm that exhibits both low control and estimation bias.
We used the mean of the following quantities to assess control bias:
where uc ( FDR BY , q) denotes under-control at FDR level q with the BY FDR estimate, and oc ( FDR BY , q) similarly denotes over-control. In the experiments, we varied q from [0.001, 0.1] using 100 equispaced intervals. Note that we compute both under-control and over-control per CPDAG. A method achieves strong control when the mean under-control taken across the hypothesis tests is negligible (<0.1%). Moreover, the less the mean over-control, the tighter the control. We thus prefer algorithms that achieve both strong and tight control. We used the mean of the following similar quantities for estimation bias:
where ue ( FDR BY , α ) denotes under-estimation at threshold level α with the BY FDR estimate, and oe ( FDR BY , α ) similarly denotes over-estimation. We varied the α threshold from [1E-10, 0.1] with 100 equispaced intervals in the experiments. Now, we say that a method achieves conservative estimation in a α threshold region when the underestimation is negligible (<0.1%). Moreover, the greater the over-estimation in a p-value threshold region, the more conservative the estimate. A method should conservatively estimate the FDR but do so tightly or not too conservatively. We thus prefer algorithms that achieve both conservative and tight estimation. We now provide a simple example to illustrate the computation of FDR, control, and estimation bias. We generated 1K samples from a four-variable DAG with three edges as shown in Figure 7(a) . The PC-p algorithm returned the graph and p-values shown in Figure 7(b) . The graph in this case is a CPDAG and contains the results of two hypothesis tests corresponding to (a) the undirected edge B − D, and (b) the v-structure A → C ← B. Note that the CPDAG contains no false positives, because no null hypotheses were incorrectly rejected. The empirical FDR is therefore 0 at all α levels. This implies that the estimation bias is always above zero and more specifically equal to the output of the FDR estimator in Equation (2). PC-p therefore achieves zero under-estimation but obtains positive over-estimation equal to FDR BY (α ) at all α levels. Suppose now that we would like to control the FDR at level q. Since PC-p perfectly recovers the CPDAG, the control bias is simply equal to q. Thus, PC-p has zero under-control and over-control equal to q. We conclude that PC-p achieves strong control and conservative estimation in this case.
Suppose, however, that we ran another algorithm and obtained the structure shown in Figure 7 (c). Notice that this graph contains a false positive hypothesis test associated with the v-structure C → B ← D. Hence, the FDR is 1 at α ≥ 0.01 and 0 at α < 0.01. Moreover, the algorithm exhibits under-control at 1 − q for q ≥ 0.01 and over-control at q for q < 0.01. The algorithm also obtains under-estimation at 1 − α for α ≥ 0.01 but over-estimation at α for α < 0.01, since FDR BY (α ) = α in this case. The method therefore fails to achieve strong control and conservative estimation.
Low Dimensional Inference
We generated 100 Gaussian DAGs by drawing uniformly over all DAGs with 20 vertices and an expected neighborhood size of 2. We sampled the linear coefficients and error standard deviations both from standard normal distributions. We subsequently generated 1K samples from each DAG.
We analyzed the ability of the algorithms in correctly estimating the CPDAG in terms of the four metrics proposed in Section 7.2 as well as the FDR values. Results as averaged over the DAGs are summarized in Figure 8 and Table 3 . We ran all algorithms with the α threshold recommended in Section 5.5. We assessed significance using paired t-tests. PC-p obtained significantly lower mean FDR values than three of the other six algorithms (PC-p without stabilization, ambiguation, and robust p-values; max t = −2.95, p = 0.004; Figure 8(a) ). PC, however, achieved a lower mean FDR than PC-p (Figure 8(d) ); PC obtained the lower FDR by estimating loose p-values as evidenced by the algorithm's higher mean over-control and over-estimation as compared to PC-p (t = 4.90, p = 3.68E-6; t = 9.05, p = 1.31E-14; Figures 8(e) and 8(f) ). PC-p without both stabilization and 
ambiguation similarly obtained loose p-values. Recall, however, that the BY procedure itself is conservative and therefore tends to induce over-control or over-estimation irrespective of the algorithm. Fortunately, all algorithms exhibit large decreases in control or estimation bias on average at high values of q or α, although PC and PC without stabilization and ambiguation do so less rapidly. Next, only PC-p and MMPC achieved both strong control and conservative estimation across all α and q values, respectively (Figures 8(b) and 8(c) ). We did not find any significant differences between PC-p and MMPC, so utilizing PC-stable's or MMPC's skeleton discovery procedures only made a difference in timing. We conclude that stabilization, ambiguation, and robust p-values all help PC-p estimate tighter p-values as well as control and estimate the FDR more accurately than PC.
High Dimensional Inference
We next tested PC-p and the other 6 algorithms on high dimensional graph estimation. To do this, we generated 100 DAGs with the aforementioned setup but with 100 instead of 20 variables. Results are summarized in Figure 9 and Table 4 . PC-p again achieved lower mean FDR than PC-p without ambiguation (t = −11.24, p = 3.61E-15) but a higher mean FDR than PC (t = 33.27, p = 2.72E-35; Figure 9(d) ). PC, however, had much higher mean over-control and over-estimation than PC-p (t = 14.94,p = 4.01E-27; t = 14.92, p = 4.55E-27; Figures 9(e) and 9(f)). A similar phenomenon was observed in PC-p without both stabilization and ambiguation. PC without ambiguation attained the highest mean under-control and under-estimation across all thresholds (Figures 9(b) and 9(c)). We conclude that PC returns even looser p-values in the high dimensional compared to the lower dimensional setting. Moreover, the performance gains of PC-p can be largely attributed to the ambiguation step with high dimensional data. We again observed no significant difference between PC-p and MMPC.
CYTO Dataset
We evaluated the seven algorithms on the CYTO dataset, which contains single cell recordings of the abundance of 11 phosphoproteins and phospholipids in human primary naive CD4+ T cells using flow cytometry (Sachs et al. 2005) . The variables in the dataset and their causal relationships can be represented as a DAG, where vertices are proteins or lipids and edges are phosphorylation interactions between the proteins and lipids. We used the general perturbation samples (i.e., CD3-CD28 and CD3-CD28-ICAM2) as our observational data; these perturbations are required to activate the phosphorylation pathways. Note that algorithms typically cannot accurately infer the reported standard target DAG using the observational data alone, as noted by the original authors; 
we need to also use the experimental data to recover the graph. As a result, we created an alternative target DAG by running Direct LiNGAM using default parameters on the dataset; recall that Direct LiNGAM is a method within a different class of causal discovery algorithms that can recover the underlying DAG uniquely under non-Gaussianity (Shimizu et al. 2011) . We then generated 1K Gaussian samples from the recovered DAG 100 times and ran the seven algorithms as in the previous sections. We have summarized the results in Figure 10 and Table 5 . PC-p without ambiguation and without robust p-values both had higher mean FDR than PC-p and exhibited significant underestimation as well as under-control in this dataset (Figures 10(a) to 10(c)). PC also again obtained a lower mean FDR than PC-p (t = −5.43, p = 4.01E-7; Figure 10(d) ). However, PC-p outperformed PC in mean over-control (t = −5.94, = 4.20E-8) and over-estimation (t = −9.67, p = 5.84E-16) similar to the synthetic data as shown in Figures 10(e) and 10(f). We conclude that the results with the semi-synthetic data mimic those with the synthetic data. 
CONCLUSION
We developed a new algorithm called PC-p that outputs a causal DAG with p-value bounds associated with each edge. One can then use the bounds with the BY procedure to achieve strong control and conservative estimation of the FDR. The PC-p algorithm specifically integrates the skeleton discovery procedure of PC-stable, edge orientation with ambiguation, and robust hypothesis tests to accurately estimate p-value bounds while maintaining computational efficiency. Future work may consider integrating time series or global graphical structure to further refine the p-values (Cook et al. 2017; Pegueroles et al. 2018; Runge 2018) (also see Appendix A.6).
A APPENDIX
A.1 PC Algorithm Pseudocode
We provide pseudocode for the original PC algorithm. We summarize skeleton discovery in Algorithm 2, unshielded v-structure discovery in Algorithm 3, and orientation rule application in Algorithm 4. 
A.2 Skeleton Discovery
We first consider skeleton discovery. The original PC algorithm uses Algorithm 2 to discover the skeleton. However, Algorithm 2 can cause the sample version of the PC algorithm to skip some CI tests due to variable ordering and Type II errors. For example, consider the causal graph in Figure 11 (a) as first presented in Colombo and Maathuis (2014) . In this example, suppose the CI tests correctly determine that A ⊥ ⊥ B and B ⊥ ⊥ D|{A, C} but incorrectly determine that C ⊥ ⊥ D|{A, E}. The incorrect inference is a Type II error, since C and D are adjacent in the true graph. Now consider the following ordering of variables for the PC algorithm: order 1 (X ) = (A, D, B, C, E) . In this case, the ordered pair (D, B) is considered before (D, C) in Algorithm 2, since (D, B) comes earlier in order 1 (X ). The PC algorithm removes D − B, because a CI test determines that D ⊥ ⊥ B|{A, C} and {A, C} is a subset of N (D) = {A, B, C, E}. Next, D − C is considered and erroneously removed, because a CI test determines that D ⊥ ⊥ C |{A, E} and {A, E} is a subset of N (D) = {A, C, E}.
We thus ultimately obtain the skeleton in Figure 11 (b) with order 1 (X ). Now consider an alternative ordering of the variables: order 2 (X ) = (A, C, D, B, E) . In this case, (C, D) is considered before (D, B) in Algorithm 2, and the algorithm erroneously removes C − D. Next, the algorithm considers D − B, but {A, C} is not a subset of N (D) = {A, B, E}, so D − B Fig. 11 . An example of a situation when PC infers different skeletons due to a Type II error and two variable orderings. (a) The true causal graph, (b) the skeleton inferred by PC from order 1 (X ), (c) the skeleton inferred by PC from order 2 (X ). remains. Even when the PC algorithm eventually also considers the same undirected edge as B − D, {A, C} is again not a subset of N (B) = {C, D, E}, so B − D remains. In other words, (C, D) is considered first in order 2 (X ), which causes C to be removed from N (D). Algorithm 2 therefore never executes test B⊥ ⊥D | {A,C } . We thus ultimately obtain the skeleton in Figure 11 (c) with order 2 (X ).
ALGORITHM 4: Orientation Rules
The previous two examples show that the Type II error of incorrectly determining that C ⊥ ⊥ D|{A, E} leads PC to infer two different skeletons due to differences in variable ordering. Clearly, we would like to eliminate the dependency of skeleton discovery on variable ordering and also reduce its dependency on Type II errors at the same time. Fortunately, Colombo and Maathius proposed such a modification of Algorithm 2 as outlined in Algorithm 5. The key difference between Algorithm 2 and 5 involves the for loop in steps 5-7 of Algorithm 5, which computes and stores the adjacency sets after each new conditioning set size. As a result, an incorrect edge deletion due to a Type II error on line 16 of Algorithm 5 no longer affects which CI tests are performed for other pairs of variables with conditioning set size l. Indeed, the algorithm only modifies the adjacency sets when it increases the conditioning set size. Colombo and Maathius proved that Algorithm 5 is order-independent. We review the proof here, since it is informative:
Proposition A.1 (Colombo and Maathuis 2014) . The skeleton resulting from Algorithm 5 is order-independent.
Proof. Consider the removal or retention of some undirected edge A − B at some conditioning set size l. The ordering of the variables determines the order in which the edges (line 9) and subsets sets a(A) and a(B) .
If there is at least one subset S of a(A) or a(B) such that A ⊥ ⊥ B|S, then any ordering of the variables will find a separating set for A and B (but different orderings may lead to different separating sets as illustrated in Example 2 of Colombo and Maathuis (2014) ). Conversely, if there is no subset S of a(A) or a(B) such that A ⊥ ⊥ B|S , then no ordering will find a separating set.
Hence, any ordering of the variables leads to the same edge deletions and therefore to the same skeleton.
In other words, modifying the adjacency sets only when changing the conditioning set size prevents PC-p from skipping some CI tests during skeleton discovery because of Type II errors and variable ordering. As a result, Algorithm 5 enables PC-p to perform more of the required CI tests than Algorithm 2 to correctly upper bound the p-value of (10). However, notice that Algorithm 5 does not prevent all Type II errors from affecting the skeleton. The edge C − D is, for example, eliminated in Figure 11 regardless of the ordering because of the erroneous conclusion that C ⊥ ⊥ D|{A, E}. As a result, we have C N (D), which may lead to under-estimation of the p-value bounds for undirected edges connected to D. We will nonetheless see in Section 7 that Algorithm 5 does help PC-p achieve tighter estimation and control of the FDR than the original skeleton discovery procedure, since Algorithm 5 eliminates the influence of at least some Type II errors.
A.3 Computation of the P-Values
We now address the issue of computing the upper bounds of the p-values. Let us first consider Algorithm 5. Algorithm 5 takes as input the dataset X n and the significance threshold α. The algorithm then stores the p-values of all significant CI tests in cell P 1 when it reaches line 14. Notice that the algorithm stores the p-values of all significant tests involving A and B in both P 1 AB and P 1 BA . Algorithm 1 next computes the maximum over the p-values for all surviving edges in line 24 as in (13).
Algorithm 6 takes P 1 from Algorithm 5 as input. Moreover, unlike Algorithm 3 of PC, Algorithm 6 also takes as input the dataset X n , since PC-p must apply (24) to obtain the upper bounds of the p-values for oriented unshielded v-structures. Indeed, Algorithm 6 executes test A⊥ ⊥B |S for all S ⊆ N (A) containing C and all S ⊆ N (B) containing C in steps 4-12 for each A − C − B such that A and B are non-adjacent and C S AB . Now, Algorithm 6 ultimately stores all of the p-values needed to compute p γ AB |C as in (17) in P via line 10. Algorithm 6 then stores the maximum over p A−C and p γ AB |C in P BC instead of P AC in line 13. A similar set of operations eventually stores the maximum over p B−C and p γ AB |C into P AC in line 14. Note that multiple elements can enter into P BC and P AC when multiple v-structures can orient one edge. Finally, in line 27, Algorithm 6 takes the maximum over P 1 AC as returned from Algorithm 5 and the sum of P AC to obtain p A→C in P 2 according to (24) and similarly takes the maximum over P 1 BC and the sum of P BC to obtain p B→C in P 2 .
Algorithm 7 takes P 1 from Algorithm 5 and P 2 from Algorithm 6 as input. Next, in rule 1, Algorithm 7 adds up the p-values associated with C i → A, ∀i and places the result in P AB in line 5 for computing (26). Then, Algorithm 7 sums over the maxima of p A→C i and p C i →B in rule 2 ∀i s.t. A → C i → B in line 9 for ultimately computing (28). Subsequently, in rule 3, Algorithm 7 finds all n edges such that A − C i → B. The algorithm then finds all of the n choose 2 pairs, say r of them. For each pair, say A − C 1 → B and A − C 2 → B, Algorithm 7 computes p A−C 1 →B and p A−C 2 →B as the maximum over p A−C 1 and p C 1 →B and the maximum over p A−C 2 and p C 2 →B , respectively. Algorithm 7 next sums the p-values over all r pairs in line 13 for computing (30). Note that Algorithm 7 also takes an outer-sum involving P AB in lines 5, 9, and 13 of rules 1, 2, and 3, respectively; these summations correspond to logical disjunctions when multiple orientation rules can orient one edge in the same direction. For example, rules 2 and 3 can orient A − B in the same direction in Figure 6 . Two applications of rule 1 can also orient A − B in the same direction in Figure 5 if we remove one of the unshielded v-structures from the graph. Now, for all nonambiguous edges, Algorithm 7 then stores the maximum over the p-values from Algorithm 5, Algorithm 6 and P into P 3 in line 24. This process is repeated until no more edges can be oriented. Algorithm 7 finally transfers the p-values of all of the remaining undirected edges in G from P 1 to P 3 in lines 28-30. The algorithm therefore eventually outputs all of the final p-values in P 3 as desired.
A.4 Hypothesis Tests with Less Robust Bounds
We claimed to propose edge-specific hypothesis tests whose bounds are robust to Type II errors in Section 5.5. We now explain our rationale. Consider the following modification to (9), where we have replaced the null with a series of logical conjunctions: 
ALGORITHM 7: Orientation Rules
Data: G, P 1 , P 2 , I Result: G, P 3 , I 
The above bound is less robust to Type II errors than (8), since under-estimating one term in each group i composed of n i terms can cause PC-p to also under-estimate (39). 
A.5 Other Simulation Results
We analyzed the effect of increasing the Type II error rate by lowering the α threshold to 0.01. We have summarized control and estimation bias across all dataset types in Figure 12 . All algorithms unfortunately obtained significant negative control and estimation bias, a phenomenon that should not occur with a negligible Type II error rate. PC achieved the least amount of negative control and estimation bias, but PC's p-value bounds were again the loosest as evidenced by high overcontrol and over-estimation. We conclude that choosing a liberal α threshold is critical to prevent under-control and under-estimation. We finally summarize the timing results of the algorithms in Figure 13 . All algorithms took around the same amount of time with the exception of MMPC. MMPC took at least twice the amount of time as the other algorithms while achieving about the same degree of control and estimation bias as 9, 10) ; this replicates the runtime results observed with recent implementations of the PC and MMHC algorithms in the pcalg and bnlearn R packages, respectively, where MMHC takes longer than PC as the number of variables increases (Aragam et al. 2017; Aragam and Zhou 2015) . Moreover, our MATLAB implementation of MMPC with p-values completes in a shorter time frame than the MMPC implementation provided by the original authors in their MATLAB package, because we use a more efficient implementation of Fisher's z-test. 2 We conclude that both MMPC and PC-p perform similarly with regards to FDR control and estimation, but PC-p completes within a much shorter time frame. Note that stabilization slightly increased computation time in this case, because it decreased the number of neighborhood computations, which was the rate-limiting factor in the MATLAB implementation rather than Gaussian CI testing.
A.6 P-Values with Additional Graphical Structure
We now show that it is possible to further refine the p-values by taking additional graphical structure into account. We first have the following claims: Lemma A.2. Suppose that G is a DAG, that there is no Type II error, and the output G of the PC algorithm contains an unshielded non-collider A − B − C. If the triple A, B, C is not an unshielded non-collider in G, then either A is not adjacent to B or B is not adjacent to C.
Proof. Note that A, B, C is not an unshielded non-collider in G by assumption. As a result, the only possibilities are that A and C are adjacent, A and B are not adjacent, B and C are not adjacent, or A, B, C is an unshielded collider in G. Since A, B, C is an unshielded non-collider in G, the following null hypothesis is accepted: A and B are conditionally dependent given any subset of Pa(A) \ B that does not include C and any subset of Pa(B) \ A that does not include C. Since there is no Type II error, the only mistakes that a statistical test can make is that a true independence entailed by G is mistaken for a dependence by a statistical test. Since there is no edge between A and C in G, and there is no Type II error, A and C are independent conditional on some subset S containing C. It follows that A and C are not adjacent in G, and A, B, C is not an unshielded collider in G. That entails that either A is not adjacent to B or B is not adjacent to C in G. A, B, C , B, C, D , C, D, A , and D, A, B is an unshielded triple in G. Since G is a DAG, either one of the adjacencies A, B , B, C , C, D , or D, A does not exist in G, or one of the triples is shielded, or one of the triples is an unshielded collider. Since there is no Type II error, none of the triples is shielded. By Lemma A.2, none of the triples is an unshielded collider in G. Hence, one of the adjacencies A, B , B, C , C, D , or D, A does not exist in G.
Proof. Each of the triples
The above two lemmas imply that we can further refine the upper bounds produced by PC-p. Suppose in particular that there is no Type II error, and the output G of the PC algorithm contains A − B − C − D and D − A and no other adjacencies between {A, B, C, D}. It follows from Lemma A.3, that one of the adjacencies is not present in G. Hence, P ("A and B are not adjacent in G, or B and C are not adjacent in G, or C and D are not adjacent in G, or D and A are not adjacent in G") = 1. However, this probability is upper bounded by P ("A and B are not adjacent in G") + P ("B and C are not adjacent in G") + P ("C and D are not adjacent in G") + P ("D and A are not adjacent in G"). So if the upper bounds of Type I errors for the four adjacencies do not sum to a number greater than or equal to 1, then the upper bound produced by PC-p is too small. But there is nothing in the PC-p algorithm that guarantees that the sum of the upper bounds for the four edges is greater than or equal to 1. We know that there is a distribution (for cyclic models) that exists that would produce the output for A − B − C − D and D − A, so there is a small probability
