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We predict a new mechanism to induce collective excitations of a fermionic superfluid via sudden
switch-on of two-body loss, for which we extend the BCS theory to fully incorporate quantum jumps.
We find that such dissipation induces an amplitude oscillation of the superfluid order parameter
accompanied by chirped phase rotation, which highlights the role of dissipation in a superfluid as a
consequence of particle loss. We demonstrate that when the dissipation is introduced to one of the
two superfluids coupled via a Josephson junction, it gives rise to a relative-phase mode analogous
to the Leggett mode, which can be detected from time evolution of the Josephson current. We
find that the coupled system exhibits a nonequilibrium dissipative phase transition characterized by
the vanishing dc Josephson current. The dissipation-induced collective modes can be realized with
ultracold fermionic atoms undergoing inelastic collisions.
Introduction.—Collective excitations of superconduc-
tors and superfluids have been widely studied in con-
densed matter physics [1–3]. Recent experimental
progress in ultracold atoms has enabled the studies of
out-of-equilibrium dynamics of superfluid order param-
eters beyond the linear-response regime [4–10]. For ex-
ample, a sudden quench of an attractive interaction or
a periodic modulation of the amplitude of the order pa-
rameter excites the Higgs amplitude mode, which has
been observed with ultracold fermions [9–11] and also
in solid-state systems by light illumination on BCS su-
perconductors [12–14]. As for collective phase modes,
the Nambu-Goldstone mode exists in neutral superfluids,
and the relative-phase Leggett mode has been predicted
for multiband superfluids [15–21]. Especially, ultracold
atoms allow for a dynamical control of various system
parameters, offering an ideal playground to investigate
collective modes. However, they inevitably suffer from
atomic loss due to inelastic scattering, which has received
little attention in literature.
In dissipative open quantum systems, the dynamics,
after environmental degrees of freedom are traced out, is
nonunitary and described by a completely positive and
trace-preserving map [22, 23]. Such nonunitary dynam-
ics is relevant for atomic, molecular, and optical sys-
tems, drastically changing various aspects of physics such
as quantum critical phenomena [24, 25], quantum phase
transitions [26], quantum transport [27] and superfluid-
ity [28]. In particular, high controllability of parame-
ters in ultracold atoms has enabled observation of non-
equilibrium quantum dynamics induced by dissipation
[29–39]. The effect of particle loss in fermionic super-
fluids has been studied in the framework of the non-
Hermitian BCS theory [36]; however, it does not take
account of the change in the number of particles due to
quantum jumps. Thus, it is necessary to go beyond the
non-Hermitian framework to describe the long-time dy-
namics of a superfluid and associated collective modes of
order parameters.
In this Letter, we theoretically investigate collective
excitations of fermionic superfluids driven by sudden
switch-on of two-particle loss due to inelastic collisions
between atoms. By formulating a dissipative BCS the-
ory that fully incorporates quantum jumps, we find that
dissipation fundamentally alters the superfluid order pa-
rameter and induces collective oscillations in its ampli-
tude and phase. In particular, we elucidate that a cou-
pling between the order parameter and dissipation leads
to a chirped phase rotation, which is in sharp contrast
to the case of interaction quench in closed systems [see
Fig. 1(a)].
To experimentally observe the chirped phase rotation
unique to dissipative systems, we propose that a parti-
cle loss leads to a relative-phase oscillation analogous to
the Leggett mode [15–21] when weak dissipation is intro-
duced to one of two coupled superfluids [see Fig. 1(b)].
The phase mode causes an oscillation of a Josephson cur-
rent around a nonvanishing dc component. Remarkably,
when dissipation becomes strong, the coupled system un-
dergoes a dissipative phase transition characterized by
the vanishing dc Josephson current due to a monotonic
increase in the phase difference. Our findings can exper-
imentally be tested in ultracold atoms through introduc-
tion of dissipation via a photoassociation process [30, 39].
Dissipative BCS theory.—We consider ultracold
fermionic atoms described by the three-dimensional at-
tractive Hubbard model
H =
∑
kσ
kc
†
kσckσ − UR
∑
i
c†i↑c
†
i↓ci↓ci↑, (1)
where UR > 0 (the subscript R indicates that the original
interaction is real), k is the single-particle energy disper-
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FIG. 1. (a) Schematic illustration of the amplitude and phase
modes in a Mexican-hat free-energy potential as a function
of the complex order parameter ∆. A sudden quench of the
interaction UR and dissipation γ kicks ∆ in a direction parallel
and perpendicular to the radial direction, respectively. (b)
Two superfluids coupled via a Josephson junction, where one
superfluid (system 2) is subject to two-body loss.
sion, and ckσ (ciσ) denotes the annihilation operator of a
spin-σ fermion with momentum k (at site i). When the
system is subject to inelastic collisions, scattered atoms
are lost into a surrounding environment, resulting in dis-
sipative dynamics as observed experimentally [30, 34, 35].
Here, we study the time evolution of the density matrix
ρ which is described by the Lindblad equation [22, 23]
dρ
dt
= Lρ = −i[H, ρ]− γ
2
∑
i
({L†iLi, ρ} − 2LiρL†i ), (2)
where Li = ci↓ci↑ is a Lindblad operator that describes
two-body loss of Cooper pairs with loss rate γ > 0. The
last term on the right-hand side of Eq. (2) represents a
quantum jump process.
We first study how the standard BCS theory is gen-
eralized in an open dissipative system by formulating a
time-dependent mean-field theory in terms of a closed-
time-contour path integral [40, 41]. We start with a gen-
erating functional defined as
Z = trρ =
∫
D[c−, c¯−, c+, c¯+]eiS = 1, (3)
with an action
S =
∫ ∞
−∞
dt
[∑
kσ
(c¯kσ+i∂tckσ+ − c¯kσ−i∂tckσ−)−H+
+H− +
iγ
2
∑
i
(L¯i+Li+ + L¯i−Li− − 2Li+L¯i−)
]
, (4)
where the subscripts + and − denote forward
and backward paths, Hα =
∑
kσ kc¯kσαckσα −
UR
∑
i c¯i↑αc¯i↓αci↓αci↑α, Liα = ci↓αci↑α, and L¯iα =
c¯i↑αc¯i↓α (α = +, −). Note that the action has U(1)
symmetry under ciσα → eiθciσα despite the fact that the
particle number is not conserved [42, 43]. By introduc-
ing auxiliary fields via the Hubbard-Stratonovich trans-
formation, we rewrite the action in the quadratic form of
fermions as [36, 44]
S =
∫
dt
{∑
k
[
ψ¯tk+
(
i∂t − k −∆
−∆∗ −i∂t + k
)
ψk+
− ψ¯tk−
(
i∂t − k −∆
−∆∗ −i∂t + k
)
ψk−
]}
, (5)
where ψ¯kα =
(
c¯k↑α, c−k↓α
)t
and ψkα =
(
ck↑α, c¯−k↓α
)t
(α = +,−). Here ∆ is the superfluid order parameter
which can be determined from the requirement that the
action be extremal as [44]
∆ = − U
N0
∑
k
tr(c−k↓ck↑ρ) ≡ − U
N0
∑
k
〈c−k↓ck↑〉, (6)
where U = UR + iγ/2 is an effective complex coupling
constant including a contribution from atomic loss [36],
N0 is the number of sites, and the center-of-mass mo-
mentum of Cooper pairs is neglected. Importantly, the
order parameter includes the loss rate γ. This leads to
dissipation-induced collective modes as discussed below.
The action (5) describes the mean-field time-evolution
equation of the density matrix as
dρ
dt
= −i[Heff , ρ], (7)
Heff =
∑
k
Ψ†k
(
k ∆
∆∗ −k
)
Ψk, (8)
where Ψk =
(
ck↑, c
†
−k↓
)t
is the Nambu spinor. In the
Supplemental Material [44], we show that Eq. (7) can also
be derived from two different methods, i.e. the mean-field
theory for the Lindblad equation and the time-dependent
Bogoliubov-de Gennes analysis. While Eq. (7) appears
to describe unitary evolution, it is consistent with the
original Lindblad equation (2) as a consequence of the
time-dependent BCS ansatz [44].
We use Anderson’s pseudospin representation [4–10,
14, 45] defined by σk =
1
2Ψ
†
k · τ · Ψk and Heff =
2
∑
k bk · σk, where τ =
(
τx, τy, τz
)
is the vector of
the Pauli matrices. The pseudospins satisfy the com-
mutation relations [σjk, σ
k
k] = ijklσ
l
k. For simplicity of
notation, we omit the bracket 〈· · · 〉 and regard σk as the
expectation value of the pseudospin operator. By using
the commutation relation of the pseudospins, Eq. (7) is
mapped to the Bloch equation
dσk
dt
= 2bk × σk, (9)
bk =
(
Re∆, −Im∆, k
)
, (10)
and the superfluid dynamics is characterized by a pre-
cession of pseudospins in an effective magnetic field bk.
Here, the order parameter is determined self-consistently
3(a) (b)
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U/Δ0=12.16, γ/Δ0=2.807
FIG. 2. Dynamics of a superfluid after the atomic loss
with γ = 2.81∆0 is switched on for the initial state with
UR = 12.2∆0 and bandwidth W = 46.8∆0, where ∆0 is the
superfluid order parameter in the absence of the atomic loss.
(a) Real parts (light green), imaginary parts (blue), and the
amplitude (violet) of the order parameter. (b) Angular veloc-
ity (pink) and particle number (yellow) plotted against time.
from the pseudospin expectation value as
∆ = |∆|eiθ = − U
N0
∑
k
(σxk − iσyk) . (11)
It is noteworthy that the norm of the pseudospin is con-
served by the Bloch equation (9). The time evolution of
the particle number due to particle loss is obtained from
Eq. (7) as
1
N0
dN
dt
= −2γ|∆|
2
|U |2 , (12)
which varies in time in a manner depending on the su-
perfluid order parameter.
Collective excitations: phase and amplitude modes.—
We numerically solve the Bloch equation (9) self-
consistently under the condition (11). As an ini-
tial state, we prepare a BCS ground state with
γ = 0, whose pseudospin representation is given by
σxk(0) = −∆0/
√
k2 + ∆20, σ
y
k(0) = 0 and σ
z
k(0) =
−k/
√
k2 + ∆20 with ∆0 ∈ R; we then switch on the
atomic loss γ at t = 0. The energy k is measured from
the Fermi energy of the initial state. The results are
shown in Fig. 2, which are obtained by using the second-
order Runge-Kutta method with a constant density of
states. In the long-time limit, the amplitude of the super-
fluid order parameter ∆ is suppressed due to dissipation,
indicating a decay of superfluidity [see Fig. 2(a)]. This
is a direct consequence of the reduction of the particle
number of the system during the time evolution shown
in Fig. 2(b). Remarkably, after the dissipation γ is in-
troduced, the U(1) phase of the order parameter rotates
and shows chirping, i.e. its angular velocity increases
with time [see Fig. 2(a), (b)] as a consequence of the dy-
namical shift of the Fermi level [44]. This property is
unique to the dissipative superfluid and completely dif-
ferent from the usual dynamics in isolated systems where
the U(1) phase stays constant [9, 10]. The phase rota-
tion is understood from a Mexican-hat free-energy po-
tential as a function of the complex order parameter ∆
[see Fig. 1(a)]. When dissipation is introduced, the sud-
den quench of the imaginary part of U in Eq. (11) pushes
the order parameter towards the direction perpendicular
to the radial direction. Thus, the phase of the order pa-
rameter revolves in a way analogous to a ball rotating
in a parabolic vessel. Another way to understand the
phase rotation is to introduce an effective chemical po-
tential as ∆(t) = exp(−2i ∫ t
0
µeff(t)dt)Ω(t) (Ω(t) ∈ R).
By performing a global gauge transformation from ∆(t)
to Ω(t), the Bloch equation is mapped to that in the Lar-
mor frame in which the energy dispersion is replaced by
ξk(t) = k−µeff(t). This gauge transformation indicates
that the phase rotation corresponds to a decrease of the
effective chemical potential, which is consistent with the
behaviors of θ˙ and N in Fig. 2(b).
We also find amplitude oscillations in |∆| as shown
in Fig. 2(a). The amplitude oscillations are more pro-
nounced when the interaction and the dissipation are si-
multaneously quenched [44]. The mechanism behind the
oscillations is that the quench of the imaginary part of U
changes the absolute value of ∆ (see Fig. 1(a)), and in-
duces an oscillation in the time derivative of the particle
number due to Eq. (12) [44]. Contrary to the case of iso-
lated systems where the particle number does not change,
the dissipation-induced dynamics can provide a unique
way to observe the amplitude mode of superfluid order
parameters from the measurement of the time-dependent
particle number.
Collective excitations: Leggett mode.—To observe the
chirped phase rotation of the superfluid order parameter
which is a unique feature of dissipative superfluids, we
propose that the phase rotation induced by dissipation
can be detected when two superfluids are connected via
a Josephson junction [46–49]. As the phase difference in
the two superfluid order parameters is gauge-invariant, it
leads to an observable Josephson current. We introduce
dissipation to one of the superfluids as schematically il-
lustrated in Fig. 1(b) and assume that the two superfluids
are coupled via a tunneling Hamiltonian [15, 21]
Htun = − V
N0
∑
kk′
(
c†1k↑c
†
1−k↓c2−k′↓c2k′↑ + H.c.
)
, (13)
where V > 0 is the amplitude of Cooper-pair tunneling
between the system 1 without dissipation and the system
2 with dissipation. By performing a mean-field analysis,
we can write the system Hamiltonian as
Hsys = H1 +H2 +Htun ≡ H˜1 + H˜2, (14)
where Hi =
∑
ikσ kσc
†
ikσcikσ +
∑
k(∆ic
†
ik↑c
†
i−k↓ + H.c.)
(i = 1, 2) is the mean-field pairing Hamiltonian of the sys-
tem i and H˜i = Hi−V/N0
∑
kk′(〈cj−k′↓cjk′↑〉c†ik↑c†i−k↓+
H.c.) [(i, j) = (1, 2) or (2, 1)]. In the pseudospin
respresentation, the Hamiltonian is written as H˜i =
2
∑
k bik · σik with an effective magnetic field bik =(
Re∆˜i, −Im∆˜i, ik
)
, which yields the Bloch equation
dσik/dt = 2bik × σik. The self-consistent conditions for
4(a1)
(b1)
(c1)
(d1)
θ_2-θ_1 light blue, ¥dot N_1 pink, leggett black UR/Δ0=3.063, γ/Δ0=0.030, V/Δ0=0.020
(a2)
(b2)
(c2)
(d2)
θ_2-θ_1 light blue, ¥dot N_1 pink UR/Δ0=3.063, γ/Δ0=0.061, V/Δ0=0.020
FIG. 3. Dynamics of two fermionic superfluids after the atomic loss γ and the tunnel coupling V = 0.02∆0 are switched on
with UR = 3.06∆0 and bandwidth W = 5.11∆0, where γ = 0.03∆0 for (a1)-(d1) and γ = 0.06∆0 for (a2)-(d2). (a), (b) Real
parts (light green), imaginary parts (blue), and amplitudes (violet) of the order parameter for systems 1 and 2. (c) Particle
numbers of system 1 (red) and system 2 (yellow), and their difference [green, in (c1)]. (d) Josephson current (pink) and phase
difference (light blue) between the two systems. The black curve in (d1) shows an oscillation at frequency ωL [Eq. (18)] for
comparison.
the order parameters read
∆1 = |∆1|eiθ1 = −UR
N0
∑
k
(σx1k − iσy1k) , (15)
∆2 = |∆2|eiθ2 = − U
N0
∑
k
(σx2k − iσy2k) , (16)
where N0 is the number of sites of each system. Here,
the relations ∆˜i = ∆i − V/N0
∑
k(σ
x
jk − iσyjk) ((i, j) =
(1, 2) or (2, 1)) are satisfied. Then, the Josephson current
between the two superfluids is given by a rate of change
in the particle number of system 1:
1
N0
dN1
dt
= −4V |∆1||∆2|
UR|U | sin (θ2 − θ1 + δ) , (17)
where δ = tan−1(−γ/2UR) is the phase shift due to the
sudden switch-on of the atomic loss.
We numerically solve the coupled Bloch equations for
σik. We assume that dissipation γ and tunneling V are
turned on at t = 0 for the BCS ground state. The numer-
ical results for weak dissipation are shown in Fig. 3(a1)-
(d1). In Figs. 3(a1) and (b1), the dynamics of two su-
perfluids almost synchronize with each other because the
time scale of particle loss is sufficiently longer than the
tunneling time. In the pseudospin picture, the dynamics
of particle numbers shown in Fig. 3(c1) can be inter-
preted as the nutation of pseudospins. As inferred from
Fig. 3(d1), the Josephson current oscillates around its
dc component. Such behavior is reminiscent of Shapiro
steps in a Josephson junction under irradiation of a mi-
crowave [50]; however, in the present case, it occurs spon-
taneously without any external field. Moreover, from
Fig. 3(d1), the frequency of the oscillation of the phase
difference between the two systems shows good agree-
ment with that of the relative-phase mode known as the
Leggett mode [15, 21]
ω2L = 4
(
λ12 + λ21
detλ
)
|∆1||∆2|, (18)
where λ11 = λ22 = UR/W , λ12 = λ21 = V/W and
detλ = λ11λ22 − λ12λ21. The Leggett mode with the
frequency (18) has been discussed in the context of a col-
lective mode in a multiband superconductor irradiated
by light [21]. The agreement between the frequencies
of the relative-phase modes in seemingly different situ-
ations can be understood as follows. When the atomic
loss is weak, the time evolution of the order parameters
is given by ∆i(t) = exp(−2i
∫ t
0
dtµieff(t))|∆i(t)| with ef-
fective chemical potentials µieff(t). Then, by performing
a global gauge transformation from ik to ik−
∑
i µieff/2
and assuming that the variation of the particle number
is sufficiently small, we can linearize the Bloch equation
with respect to the relative phase difference between ∆i’s,
which can be dealt with by an analysis similar to that un-
der the electric field that induces the Leggett mode [21].
Nonequilibrium phase transition.—By contrast, when
dissipation becomes strong, the order parameter of sys-
tem 2 starts to show an oscillation faster than that of
system 1 [see Fig. 3(a2), (b2)] and the phase difference
θ2 − θ1 monotonically increases in time [see Fig. 3(d2)].
This is because the dissipation rate larger than the tun-
neling rate makes system 1 fail to follow the decay of
system 2, resulting in the dynamics similar to a single su-
𝑡! = 97.9/Δ"(a) (b)
FIG. 4. (a) DC component of the Josephson os-
cillation defined by (max0≤t≤tf {sin (θ2(t)− θ1(t) + δ)} +
min0≤t≤tf {sin (θ2(t)− θ1(t) + δ)})/2 with tf = 97.9/∆0. (b)
Phase difference between the two systems (blue) and particle
numbers of system 1 (red) and system 2 (yellow) after a suf-
ficiently long time evolution (tf = 97.9/∆0). The parameters
are set to UR = 3.06∆0, V = 0.02∆0, and W = 5.11∆0.
5perfluid shown in Fig. 2. In particular, the chirped phase
rotation of the superfluid order parameter in system 2
can be observed as the Josephson current [Fig. 3(d2)]. As
the superfluidity of system 2 is suppressed, the Josephson
current also decays, and the particle number in system
1 stays constant after a long time [see Fig. 3(c2)]. The
latter behavior is attributed to the continuous quantum
Zeno effect [51–55], which states that an effective decay
rate of system 1 is given by γeff ≡ |Veff |2/γ with the
effective tunneling rate Veff = V∆2/UR from Eq. (13),
leading to the suppression of decay γeff → 0 for ∆2 → 0.
The qualitative change in the superfluid behav-
iors with respect to the dissipation strength high-
lights a dissipative phase transition characterized
by the vanishing dc Josephson current [Fig. 4(a)],
where the dc component of the Josephson oscilla-
tion is defined by (max0≤t≤tf{sin (θ2(t)− θ1(t) + δ)} +
min0≤t≤tf{sin (θ2(t)− θ1(t) + δ)})/2 [see Eq. (17)] after
a sufficiently long time evolution with tf = 97.9/∆0.
From Fig. 4(b), we see that the phase difference θ2 − θ1
starts to increase monotonically at the critical point and
that the difference in particle number (N2 −N1)/N0 be-
comes much larger. The behavior of the phase difference
is reminiscent of the localization-diffusion transition of a
quantum-mechanical particle moving in a washboard po-
tential in the presence of frictional forces [56–58]. How-
ever, the origin of the transition shown in Fig. 4 is essen-
tially different from frictional forces, since they cannot
change the particle number. In fact, as shown in the
Supplemental Material [44], the dissipative phase tran-
sition in Fig. 4 is triggered by the competition between
the Josephson coupling and particle loss. The transition
shown in Fig. 4 thus exemplifies a novel nonequilibrium
phase transition in lossy systems.
Conclusions.—We have investigated the out-of-
equilibrium dynamics of fermionic superfluids in the pres-
ence of two-body loss of Cooper pairs. We have demon-
strated that the dynamics exhibits amplitude and phase
modes with chirped oscillations, the latter of which is
a salient feature of a dissipative superfluid. To observe
the chirped phase rotation, we have proposed a Joseph-
son junction comprised of dissipative and nondissipative
superfluids. In the case of weak dissipation, we have
shown that the relative-phase Leggett mode can be de-
tected from the Josephson current. We have also found
that, when dissipation becomes strong, the superfluids
exhibit the unique dissipative phase transition triggered
by particle loss. Our prediction can be tested with ul-
tracold atomic systems of 6Li [47, 48], for example, by
introducing dissipation using photoassociation processes
[30, 39]. In ultracold atomic systems, the Josephson junc-
tion is realized by bisecting a trapped superfluid with an
optical laser [47].
We are grateful to Yuto Ashida, Philipp Werner,
Shuntaro Sumita, and Yoshiro Takahashi for fruitful
discussions. This work was supported by KAKENHI
(Grants No. JP18H01140, No. JP18H01145, and No.
JP19H01838) and a Grant-in-Aid for Scientific Research
on Innovative Areas (KAKENHI Grant No. JP15H05855)
from the Japan Society for the Promotion of Science.
K.Y. was supported by WISE Program, MEXT and
JSPS KAKENHI Grant-in-Aid for JSPS fellows Grant
No. JP20J21318. M.N. was supported by KAKENHI
(Grant No. JP20K14383). N.T. acknowledges support
by JST PRESTO (Grant No. JPMJPR16N7) and KAK-
ENHI (Grant No. JP20K03811).
∗ yamamoto.kazuki.72n@st.kyoto-u.ac.jp
[1] A. Volkov and S. M. Kogan, Sov. Phys. JETP 38, 1018
(1974).
[2] D. Pekker and C. Varma, Annu. Rev. Condens. Matter
Phys. 6, 269 (2015).
[3] R. Shimano and N. Tsuji, Annu. Rev. Condens. Matter
Phys. 11, 103 (2020).
[4] R. A. Barankov, L. S. Levitov, and B. Z. Spivak, Phys.
Rev. Lett. 93, 160401 (2004).
[5] R. A. Barankov and L. S. Levitov, Phys. Rev. A 73,
033614 (2006).
[6] E. A. Yuzbashyan and M. Dzero, Phys. Rev. Lett. 96,
230404 (2006).
[7] E. A. Yuzbashyan, M. Dzero, V. Gurarie, and M. S.
Foster, Phys. Rev. A 91, 033628 (2015).
[8] A. V. Andreev, V. Gurarie, and L. Radzihovsky, Phys.
Rev. Lett. 93, 130402 (2004).
[9] R. A. Barankov and L. S. Levitov, Phys. Rev. Lett. 96,
230403 (2006).
[10] E. A. Yuzbashyan, O. Tsyplyatyev, and B. L. Altshuler,
Phys. Rev. Lett. 96, 097005 (2006).
[11] A. Behrle, T. Harrison, J. Kombe, K. Gao, M. Link, J.-S.
Bernier, C. Kollath, and M. Ko¨hl, Nature Physics 14,
781 (2018).
[12] R. Matsunaga, Y. I. Hamada, K. Makise, Y. Uzawa,
H. Terai, Z. Wang, and R. Shimano, Phys. Rev. Lett.
111, 057002 (2013).
[13] R. Matsunaga, N. Tsuji, H. Fujita, A. Sugioka,
K. Makise, Y. Uzawa, H. Terai, Z. Wang, H. Aoki, and
R. Shimano, Science 345, 1145 (2014).
[14] N. Tsuji and H. Aoki, Phys. Rev. B 92, 064508 (2015).
[15] A. Leggett, Prog. Theor. Phys. 36, 901 (1966).
[16] S. Sharapov, V. Gusynin, and H. Beck, Eur. Phys. J. B
30, 45 (2002).
[17] F. J. Burnell, J. Hu, M. M. Parish, and B. A. Bernevig,
Phys. Rev. B 82, 144506 (2010).
[18] N. Bittner, D. Einzel, L. Klam, and D. Manske, Phys.
Rev. Lett. 115, 227002 (2015).
[19] H. Krull, N. Bittner, G. Uhrig, D. Manske, and A. Schny-
der, Nat. Commun. 7, 1 (2016).
[20] T. Cea and L. Benfatto, Phys. Rev. B 94, 064512 (2016).
[21] Y. Murotani, N. Tsuji, and H. Aoki, Phys. Rev. B 95,
104503 (2017).
[22] G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
[23] A. J. Daley, Adv. Phys. 63, 77 (2014).
[24] Y. Ashida, S. Furukawa, and M. Ueda, Nat. Commun.
8, 15791 (2017).
[25] M. Nakagawa, N. Kawakami, and M. Ueda, Phys. Rev.
6Lett. 121, 203001 (2018).
[26] I. Vidanovic´, D. Cocks, and W. Hofstetter, Phys. Rev.
A 89, 053614 (2014).
[27] F. Damanet, E. Mascarenhas, D. Pekker, and A. J. Da-
ley, Phys. Rev. Lett. 123, 180402 (2019).
[28] Y.-J. Han, Y.-H. Chan, W. Yi, A. J. Daley, S. Diehl,
P. Zoller, and L.-M. Duan, Phys. Rev. Lett. 103, 070404
(2009).
[29] D. Witthaut, F. Trimborn, and S. Wimberger, Phys.
Rev. Lett. 101, 200402 (2008).
[30] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu, and
Y. Takahashi, Sci. Adv. 3, e1701513 (2017).
[31] G. Barontini, R. Labouvie, F. Stubenrauch, A. Vogler,
V. Guarrera, and H. Ott, Phys. Rev. Lett. 110, 035302
(2013).
[32] R. Labouvie, B. Santra, S. Heun, S. Wimberger, and
H. Ott, Phys. Rev. Lett. 115, 050601 (2015).
[33] H. P. Lu¨schen, P. Bordia, S. S. Hodgman, M. Schreiber,
S. Sarkar, A. J. Daley, M. H. Fischer, E. Altman, I. Bloch,
and U. Schneider, Phys. Rev. X 7, 011034 (2017).
[34] M. J. Mark, E. Haller, K. Lauber, J. G. Danzl,
A. Janisch, H. P. Bu¨chler, A. J. Daley, and H.-C. Na¨gerl,
Phys. Rev. Lett. 108, 215302 (2012).
[35] T. Tomita, S. Nakajima, Y. Takasu, and Y. Takahashi,
Phys. Rev. A 99, 031601(R) (2019).
[36] K. Yamamoto, M. Nakagawa, K. Adachi, K. Takasan,
M. Ueda, and N. Kawakami, Phys. Rev. Lett. 123,
123601 (2019).
[37] M. Nakagawa, N. Tsuji, N. Kawakami, and M. Ueda,
Phys. Rev. Lett. 124, 147203 (2020).
[38] M. Nakagawa, N. Kawakami, and M. Ueda,
arXiv:2003.14202 (2020).
[39] Y. Takasu, T. Yagami, Y. Ashida, R. Hamazaki,
Y. Kuno, and Y. Takahashi, arXiv:2004.05734 (2020).
[40] L. M. Sieberer, M. Buchhold, and S. Diehl, Rep. Prog.
Phys. 79, 096001 (2016).
[41] A. Kamenev, Field theory of non-equilibrium systems
(Cambridge University Press, Cambridge, England,
2011).
[42] B. Bucˇa and T. Prosen, New J. Phys. 14, 073007 (2012).
[43] V. V. Albert and L. Jiang, Phys. Rev. A 89, 022118
(2014).
[44] See Supplemental Material, which includes Refs. [59, 60],
for detailed calculations of the time-dependent dissipa-
tive BCS theory, the operator formalism of the BCS the-
ory for a dissipative superfluid, a generalization of the
Bogoliubov-de Gennes analysis with a time-dependent
BCS state, the dynamics of pseudospins after the switch-
on of dissipation, the dynamics after sudden change of
both the interaction and the dissipation, and understand-
ing the dissipative phase transition from a simplified
model.
[45] P. W. Anderson, Phys. Rev. 112, 1900 (1958).
[46] A. Spuntarelli, P. Pieri, and G. C. Strinati, Phys. Rev.
Lett. 99, 040401 (2007).
[47] G. Valtolina, A. Burchianti, A. Amico, E. Neri, K. Xhani,
J. A. Seman, A. Trombettoni, A. Smerzi, M. Zaccanti,
M. Inguscio, and G. Roati, Science 350, 1505 (2015).
[48] A. Burchianti, F. Scazza, A. Amico, G. Valtolina, J. A.
Seman, C. Fort, M. Zaccanti, M. Inguscio, and G. Roati,
Phys. Rev. Lett. 120, 025302 (2018).
[49] N. Luick, L. Sobirey, M. Bohlen, V. P. Singh, L. Mathey,
T. Lompe, and H. Moritz, arXiv:1908.09776 (2019).
[50] M. Tinkham, Introduction to superconductivity (Courier
Corporation, 2004).
[51] N. Syassen, D. M. Bauer, M. Lettner, T. Volz, D. Dietze,
J. J. Garcia-Ripoll, J. I. Cirac, G. Rempe, and S. Du¨rr,
Science 320, 1329 (2008).
[52] J. J. Garc´ıa-Ripoll, S. Du¨rr, N. Syassen, D. M. Bauer,
M. Lettner, G. Rempe, and J. I. Cirac, New J. Phys.
11, 013053 (2009).
[53] B. Zhu, B. Gadway, M. Foss-Feig, J. Schachenmayer,
M. L. Wall, K. R. A. Hazzard, B. Yan, S. A. Moses,
J. P. Covey, D. S. Jin, J. Ye, M. Holland, and A. M.
Rey, Phys. Rev. Lett. 112, 070404 (2014).
[54] A. J. Daley, J. M. Taylor, S. Diehl, M. Baranov, and
P. Zoller, Phys. Rev. Lett. 102, 040402 (2009).
[55] B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R.
Hazzard, A. M. Rey, D. S. Jin, and J. Ye, Nature 501,
521 (2013).
[56] A. O. Caldeira and A. J. Leggett, Phys. Rev. Lett. 46,
211 (1981).
[57] A. Schmid, Phys. Rev. Lett. 51, 1506 (1983).
[58] F. Guinea, V. Hakim, and A. Muramatsu, Phys. Rev.
Lett. 54, 263 (1985).
[59] N. Shibata and H. Katsura, Phys. Rev. B 99, 174303
(2019).
[60] N. Shibata and H. Katsura, Phys. Rev. B 99, 224432
(2019).
7Supplemental Material for
”Collective Excitations and Nonequilibrium Phase Transition in Dissipative Fermionic
Superfluids”
Detailed calculations of the time-dependent dissipative BCS theory
We explain the details of the Hubbard-Stratonovich transformation that is used for the derivation of the time-
dependent dissipative BCS theory in the path-integral formalism. The action (4) in the main text is rewritten as
S =
∫ ∞
−∞
dt
[∑
kσ
(
c¯kσ+(i∂t − k)ckσ+ − c¯kσ−(i∂t − k)ckσ−
)
+
∑
kk′
(Uc¯k↑+c¯−k↓+c−k′↓+ck′↑+ − U∗c¯k↑−c¯−k↓−c−k′↓−ck′↑− − iγc−k↓+ck↑+c¯k′↑−c¯−k′↓−)
]
. (S1)
We perform the Hubbard-Stratonovich transformation for each term in the second line of Eq. (S1) with auxiliary
fields ∆α (α = +, −, ±) as
iUc¯k↑+c¯−k↓+c−k′↓+ck′↑+ → −i∆+c¯k↑+c¯−k↓+ − i∆¯+c−k↓+ck↑+ + ∆¯+∆+
iU
, (S2)
−iU∗c¯k↑−c¯−k↓−c−k′↓−ck′↑− → i∆−c¯k↑−c¯−k↓− + i∆¯−c−k↓−ck↑− − ∆¯−∆−
iU∗
, (S3)
γc−k↓+ck↑+c¯k′↑−c¯−k′↓− → −∆±c¯k↑−c¯−k↓− − ∆¯±c−k↓+ck↑+ − ∆¯±∆±
γ
, (S4)
which yield
S =
∫
dt
{∑
k
[
ψ¯tk+
(
i∂t − k −∆+
−∆¯+ + i∆¯± −i∂t + k
)
ψk+ − ψ¯tk−
(
i∂t − k −∆− − i∆±
−∆¯− −i∂t + k
)
ψk−
]
+
∆¯+∆+
iU
− ∆¯−∆−
iU∗
− ∆¯±∆±
γ
}
, (S5)
where ψ¯kα =
(
c¯k↑α, c−k↓α
)t
and ψkα =
(
ck↑α, c¯−k↓α
)t
(α = +,−). Then, from the saddle-point condition
〈∂S/∂∆α〉 =
〈
∂S/∂∆¯α
〉
= 0 (α = +, −, ±), we obtain
∆+ = − U
N0
∑
k
〈c−k↓+ck↑+〉, ∆¯+ = − U
N0
∑
k
〈c†k↑+c†−k↓+〉, (S6)
∆− = −U
∗
N0
∑
k
〈c−k↓−ck↑−〉, ∆¯− = −U
∗
N0
∑
k
〈c†k↑−c†−k↓−〉, (S7)
∆± =
γ∆+
U
, ∆¯± =
γ∆¯−
U∗
, (S8)
where N0 is the number of lattice sites and 〈· · · 〉 is the expectation value for fixed ∆α and ∆¯α. Then, we can reduce
the number of the auxiliary fields by using 〈c−k↓αck↑α〉 = tr(c−k↓ck↑ρ) (α = +,−) and tr(A†ρ) = [tr(Aρ)]∗ [41],
giving
∆+ = ∆¯
∗
−, (S9)
∆− = ∆¯∗+. (S10)
Finally, the action (S5) is rewritten as
S =
∫
dt
∑
k
{
ψ¯tk+
(
i∂t − k −∆
−∆∗ −i∂t + k
)
ψk+ − ψ¯tk−
(
i∂t − k −∆
−∆∗ −i∂t + k
)
ψk−
}
, (S11)
where the superfluid order parameter of the system is given by
∆ = − U
N0
∑
k
tr(c−k↓ck↑ρ) ≡ − U
N0
∑
k
〈c−k↓ck↑〉. (S12)
8Operator formalism of the BCS theory for a dissipative superfluid
Here, we explain the operator formalism of the BCS theory for a dissipative superfluid and clarify that this leads to
Eq. (7) in the main text which describes the time evolution of the density operator. First, we note that an operator
|ψ+〉 〈ψ−| acting on the Hilbert space of the system can be mapped to a tensor-product state |ψ+〉 ⊗ |ψ−〉 in the
doubled Hilbert space H+ ⊗H− [59, 60]. Using this mapping, we can rewrite the Liouvillian [see Eq. (2) in the main
text for definition] as
iL = H+ −H− + i
∑
i
γi(Li+L
†
i− −
1
2
L†i+Li+ −
1
2
L†i−Li−)
= H+ −H∗− + iγ
∑
kk′
c−k↓+ck↑+c
†
k′↑−c
†
−k′↓−, (S13)
where Liα = ci↓αci↑α, and ciσα (ckσα) with α = +,− is the fermion annihilation operator in the real (momentum)
space that acts on the Hilbert space Hα. The fermion operator with subscript + (−) corresponds to the fermion field
in the forward (backward) path in the path-integral formalism. The BCS Hamiltonian equivalent to Eq. (1) is given
by
Hα =
∑
kσ
kc
†
kσαckσα − UR
∑
kk′
c†k↑αc
†
−k↓αc−k′↓αck′↑α, (S14)
and Hα is defined as
Hα = Hα − 1
2
iγ
∑
i
L†iαLiα
=
∑
kσ
kc
†
kσαckσα − U
∑
kk′
c†k↑αc
†
−k↓αc−k′↓αck′↑α. (S15)
By applying the mean-field approximation to L, we obtain the mean-field Liouvillian as
iLMF =
∑
kσ
kc
†
kσ+ckσ+ + ∆+
∑
k
c†k↑+c
†
−k↓+ + (∆¯+ −
iγ
U∗
∆¯−)
∑
k
c−k↓+ck↑+
−
∑
kσ
kc
†
kσ−ckσ− − (∆− +
iγ
U
∆+)
∑
k
c†k↑−c
†
−k↓− − ∆¯−
∑
k
c−k↓−ck↑−
=
∑
k
Ψ†k+
(
k ∆+
∆¯+ − iγU∗ ∆¯− −k
)
Ψk+ −
∑
k
Ψ†k+
(
k ∆− + iγU ∆+
∆¯− −k
)
Ψk−, (S16)
where Ψk =
(
ck↑, c
†
−k↓
)t
is the Nambu spinor. As we can see from Eq. (S13) and Eq. (S15), the Liouvillian is
invariant under the U(1) gauge transformation ckσ+ → eiθckσ+ and ckσ− → eiθckσ−. Moreover, under the exchange
of forward and backward operators, Pckσ+P
−1 = ckσ−, Pc
†
kσ+P
−1 = c†kσ−, and P
2 = 1, the Liouvillian has the
following symmetry
P (iL)†P−1 = −iL. (S17)
By imposing the same symmetry on the mean-field Liouvillian as P (iLMF)†P−1 = −iLMF, we obtain the relations
for the order parameters as
∆∗+ = ∆¯−, (S18)
∆∗− = ∆¯+, (S19)
which coincide with those obtained in the path-integral formalism [see Eqs. (S9) and (S10)]. Finally, by rewriting the
superfluid order parameter ∆+ as
∆ = − U
N0
∑
k
tr(c−k↓ck↑ρ) ≡ − U
N0
∑
k
〈c−k↓ck↑〉, (S20)
9we obtain the equations for the density matrix as
ρ˙ = −i[Heff , ρ], (S21)
Heff =
∑
k
Ψ†k
(
k ∆
∆∗ −k
)
Ψk, (S22)
which are the same as Eqs. (7) and (8) in the main text.
Generalization of the Bogolibov-de Gennes analysis with a time-dependent BCS state
We explain that Eq. (7) (Eq. (9) in the psedouspin representation) in the main text is equivalent to the Bogoliubov-
de Gennes equation with a time-dependent BCS state [1, 5], which describes the unitary evolution of the density
matrix.
We introduce the time-dependent BCS state of the effective Hamiltonian Heff =
∑
k Ψ
†
k
(
k ∆
∆∗ −k
)
Ψk as follows:
|ΨBCS(t)〉 =
∏
k
(uk(t) + vk(t)c
†
k↑c
†
−k↓)|0〉, (S23)
|uk|2 + |vk|2 = 1, (S24)
where |0〉 is the vacuum of fermions. Here, the superfluid order parameter ∆ is rewritten as
∆ = − U
N0
∑
k
〈c−k↓ck↑〉 = − U
N0
∑
k
u∗k(t)vk(t). (S25)
Suppose that the density matrix is given by
ρ(t) = |ΨBCS(t)〉 〈ΨBCS(t)| . (S26)
Then, the time-evolution equation
dρ(t)
dt
= −i[Heff , ρ(t)] (S27)
[Eq. (7) in the main text] is equivalent to the Bogoliubov-de Gennes equation with the time-dependent BCS state
i∂t
(
uk
vk
)
=
(−k ∆∗
∆ k
)(
uk
vk
)
. (S28)
By defining fk(t) and gk(t) as
fk = u
∗
kvk, (S29)
gk =
1
2
(|uk|2 − |vk|2), (S30)
Eq. (S28) is rewritten as
dfk
dt
= −2ikfk − 2i∆gk, (S31)
dgk
dt
= i∆f∗k − i∆∗fk. (S32)
These equations take the same forms as those for closed systems [1, 5]. Finally, by defining the psedouspins as
fk = σ
x
k − iσyk, (S33)
gk = −σzk, (S34)
10
we obtain the same Bloch equation as discussed in the main text:
dσk
dt
= 2bk × σk, (S35)
bk =
(
Re∆, −Im∆, k
)
. (S36)
We note that the dynamics described by Eq. (S27) conserves the purity tr[ρ2] as
dtr[ρ2]
dt
= 2tr
[
ρ
dρ
dt
]
= −2itr(ρ[Heff , ρ]) = 0. (S37)
In general, the purity should decrease during the time evolution described by the quantum master equation [Eq. (2)
in the main text]. This fact is consistent with the time-dependent BCS ansatz (S23) as follows. Since |ΨBCS(t)〉 can
be expanded in terms of an N -particle state
|ΨN 〉 =
∑
k1···kN/2
ak1 · · · akN/2c†k1↑c
†
−k1↓ · · · c
†
kN/2↑c
†
−kN/2↓|0〉 (S38)
as
|ΨBCS(t)〉 =
∑
N
cN |ΨN 〉, (S39)
the density matrix is written as
ρ = |ΨBCS(t)〉〈ΨBCS(t)|
=
∑
N
|cN |2|ΨN 〉〈ΨN |+
∑
N 6=N ′
c∗N ′cN |ΨN 〉〈ΨN ′ |. (S40)
Then, for a gauge-invariant observable O, its expectation value is given by
〈O〉 ≡ tr[Oρ] =
∑
N
|cN |2〈ΨN |O|ΨN 〉 = tr[Oρ′], (S41)
where
ρ′ =
∑
N
|cN |2|ΨN 〉〈ΨN | (S42)
is a mixed state of different particle numbers. Therefore, concerning gauge-invariant observables, the time-dependent
BCS state (S26) is indistinguishable from the mixed state (S42) with tr[ρ′2] < 1. Since any physically observable
quantity should be gauge invariant, the time-dependent BCS ansatz (S23) can describe the time evolution of the
density matrix consistently with the quantum master equation (2).
Dynamics of pseudospins after the switch-on of dissipation
The physical origin of the chirping of the U(1) phase can be understood from the pseudospin picture. As shown in
Fig. S1, when the sign of σzk changes from positive to negative, the magnitudes of σ
x
k and σ
y
k increase because of the
norm conservation of pseudospins. This indicates that the Cooper-pair amplitude at specific momenta rapidly changes
when atoms at those momenta are lost from the system. Since Cooper pairs are formed near the Fermi surface, a
loss of Cooper pairs leads to a downward shift of the Fermi level. Now the angular velocity of the order parameter is
written as
dθ
dt
= UR(1− N
N0
)− 2|U |
2
|∆|2N20
∑
kk′
α=x,y
σαk · k′σαk′ , (S43)
which is derived from differentiation of Eq. (11) in the main text with respect to time, and the last term in Eq. (S43)
increases due to the shift of the Fermi level, leading to chirping of the U(1) phase. Here, we note that the first term
on the right-hand side of Eq. (S43) also increases as the particle number decreases; however, it is much smaller than
the second term.
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𝜀 = −18.7Δ0 𝜀 = −9.35Δ0 𝜀 = 0𝝈 𝒌 𝑡∆" 𝑡∆" 𝑡∆"
FIG. S1. Dynamics of pseudospins [σxk (light green), σ
y
k (blue), σ
z
k (orange), |σk| (violet)] after the atomic loss with γ = 2.81∆0
is switched on for the initial state with UR = 12.2∆0 and the Fermi energy F = 0 for  = −18.7∆0 (left), −9.35∆0 (center),
and 0 (right) in the energy band −23.4∆0 ≤  ≤ 23.4∆0.
Dynamics after sudden change of both the interaction and the dissipation
Figure S2 shows the dynamics after the dissipation γ is introduced at t = 0 and the interaction strength is
simultaneously changed from UR = 8.4∆0 to UR = 16.8∆0. In Figs. S2(a) and (b), we see an amplitude oscillation
larger than that in the loss quench dynamics shown in Figs. 2(a) and (b) in the main text. This behavior is due
to the fact that the change in the real part of U causes a large initial shift of the amplitude of the order parameter
[see Fig. 1(a) in the main text]. The U(1) phase rotates with an increasing angular velocity due to dissipation as
in Figs. S2(a) and (b). The amplitude oscillation of the order parameter can be detected through monitoring of the
particle number and from Eq. (12) in the main text. As shown in Figs. S2(c) and (d), the amplitude of the particle-
number oscillation is a few percent of the initial particle number, which can be detected with current experimental
techniques [47]. Since the oscillation in the particle number cannot appear in isolated systems, the dissipation-induced
dynamics can be used as a unique signature for the amplitude mode of the superfluid order parameters.
(a)
(b) (d)
(c)
FIG. S2. Dynamics of a superfluid after the interaction and the atomic loss are suddenly changed. (a) Real parts (light green)
and imaginary parts (blue) of the order parameter. The amplitudes of the order parameter are shown as violet curves in both
figures. (c) The particle number of the system normalized by the initial particle number N0 (red) and the rate of change of the
particle number (yellow). (d) An enlarged view of the particle number near t = 0. The parameters are suddenly changed from
UR = 8.4∆0 to U = (16.8 + 0.45i)∆0 at t = 0 and the bandwidth is set to W = 28∆0.
Understanding the dissipative phase transition from a simplified model
Here, we explain how the dissipative phase transition associated with the vanishing dc Josephson current can be
understood by considering a simplified model of the Josephson junction with particle loss. We consider two fermionic
superfuids coupled via a Josephson junction, where two-body loss is introduced to one of them, as shown in Fig. 1(b)
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in the main text. The Josephson current flowing between the two systems is given by
I =
1
N0
dN1
dt
= −I0 sin(∆θ), (S44)
where, from Eq. (17) in the main text, ∆θ = θ2 − θ1, I0 = 4V |∆1||∆2|/UR|U |, and we have neglected the phase δ
because δ  ∆θ. Taking into account the particle loss [see Eq. (12) in the main text], we obtain the rate of change
of the particle number of system 1 and that of system 2 as
1
N0
dN1
dt
= −I0 sin(∆θ), (S45)
1
N0
dN2
dt
= I0 sin(∆θ)− 2γ|∆2|
2
|U |2 . (S46)
We assume that the time evolution of the phase difference ∆θ is given by the effective chemical potential difference
∆µeff between the two systems as
d∆θ
dt
= −2∆µeff = −W
N0
(N2 −N1), (S47)
where W is a bandwidth and we assume a constant density of states for simplicity. We obtain the equation of motion
for ∆θ by using Eqs. (S45), (S46), and (S47) as
d2∆θ
dt2
= −2WI0 sin(∆θ) + 2γW |∆2|
2
|U |2 . (S48)
This system is regarded as a Josephson junction with shunt resistance R = +∞, capacitance C = 1/2W and an
external force F = γ|∆2|2/|U |2, which is described as
C
d2∆θ
dt2
+
1
R
d∆θ
dt
+ I0 sin(∆θ) = F. (S49)
That is, the time evolution of ∆θ is equivalent to that of a particle moving in a washboard potential
Vwash = −2WI0 cos(∆θ)− 2γW |∆2|
2∆θ
|U |2 . (S50)
The condition for the extremum of Vwash is given by dVwash/d∆θ = 0, giving
sin(∆θ) =
γ|∆2|2
I0|U |2 . (S51)
The solution to this equation does not exist for γ|∆2|2/I0|U |2 > 1 and the time evolution of ∆θ becomes unstable. If
we assume |∆1| ' |∆2| when the time evolution is sufficiently slow, we obtain the critical strength of the atomic loss
as
γc ' 4V, (S52)
which gives the same order of magnitude as that in the main text (γc ' 3V ). Thus, the system exhibits a dissipative
phase transition from where ∆θ oscillates around the extremal of Vwash for γ < γc to where ∆θ slips down the
washboard potential for γ > γc. We note that the particle loss γ acts as an external force rather than friction in
Eq. (S49). Thus, the dissipative phase transition caused by the particle loss is the one between a trapped state and a
running state, which is essentially different from the localization-delocalization transition induced by frictional forces
[56–58].
These features are also obtained from a phenomenological introduction of two-body loss [51, 52], under which the
rate of change of the particle number of system 1 and that of system 2 are given by
1
N0
dN1
dt
= −I0 sin(∆θ), (S53)
1
N0
dN2
dt
= I0 sin(∆θ)− κ2
(
N2
N0
)2
, (S54)
13
where κ2 is the two-body loss rate. By using Eqs. (S47), (S53), and (S54), we obtain the equation of motion for ∆θ
as
d2∆θ
dt2
= −2WI0 sin(∆θ) +Wκ2
(
N2
N0
)2
. (S55)
This system is regarded as a Josephson junction with resistance R = +∞, capacitance C = 1/2W and an external
force F = κ22
(
N2
N0
)2
. As the system has the washboard potential
Vwash = −2WI0 cos(∆θ)−Wκ2
(
N2
N0
)2
∆θ, (S56)
the condition for the extremal of Vwash is given by
sin(∆θ) =
κ2
2I0
(
N2
N0
)2
. (S57)
If we assume that the variation of the parameters is sufficiently slow and approximate them as constant, the critical
strength of the loss rate where the solution of ∆θ becomes unstable is given by
κ2c ' 2I0. (S58)
We can numerically solve Eq. (S53), (S54), and (S55), and the results are shown in Fig. S3. We see that the results
shown in Fig. S3(a1) and (b1) [Fig. S3(a2) and (b2)] are qualitatively the same as those in Fig. 3(c1) and (d1)
[Fig. 3(c2) and (d2)] in the main text, respectively.
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FIG. S3. Numerical solution of N1/N0 (red), N2/N0 (yellow), and ∆θ (light blue) in Eqs. (S53), (S54), and (S55) with
W = 5.11∆0 and I0 = 0.009∆0. The loss rate κ2 is set to κ2 = 0.006∆0 in (a1) and (b1), and κ2 = 0.02∆0 in (a2) and (b2).
