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Abstract
In this paper we present a dynamic technique for locating a point in a 
monotone planar subdivision, whose current number of vertices is n . The 
(complete set of) update operations are insertion of a point on an edge and 
of a chain of edges between two vertices, and their reverse operations. 
The data structure uses space O («). The query time is O (log2« ), the time 
for insertion/deletion of a point is <9(log«), and the time for 
insertion/deletion of a chain with k edges is O (log2« +k), all worst case. 
The technique is conceptually a special case of the chain-method of Lee- 
Preparata and uses the same query algorithm. The emergence of full 
dynamic capabilities is afforded by a subtle choice of the chain set 
(separators), which induces a total order on the set of regions of the planar 
subdivision.
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1. INTRODUCTION
A fundamental and classical problem in computational geometry, planar point location, is 
an instrument in a wide variety of applications. In a geometric context, it is naturally viewed as 
the extension to two dimensions of its one-dimensional analogue, search in a total ordering. It is 
formulated as follows: Given a planar subdivision 9t with n vertices (a planar graph embedded 
in the plane with straight-line edges), determine to which region of 91 a query point q belongs. 
The repetitive use of 9t and the on-line requirement on the answers calls for a preprocessing of 
9t that may ease the query operation, just as sorting and binary search intervene in one­
dimensional search. The history of planar point location research spans more than a decade and 
is dense in results: the reader is referred to the literature for an extensive documentation 
[DL, EKA, EGS, K, LP, LT, P, PS, ST].
Most of the past research on the topic has focused on the static case of planar point loca­
tion, where the planar subdivision 9t is fixed. For this instance of the problem, several practical 
techniques are available today (e.g. [EKA, EGS, LP, P, ST]), some of which are provably optimal 
in the asymptotic sense [EGS, ST]. The analogy with one-dimensional search, for which both 
static and dynamic optimal techniques have long been known, naturally motivates the desire to 
develop techniques for dynamic planar point location, where the planar subdivision can be 
modified by insertions and deletions of points and segments. In this setting, the three traditional 
measures of complexity for the static problem — preprocessing time P(n), space S (n) for the 
data structure, and query time Q (n) — are supplemented by measures of pertinent update times, 
and preprocessing time is no longer relevant if the data structure is dynamically built.
Work on dynamic point location is a rather recent undertaking. Overmars [O] proposed a 
technique for the case where the n vertices of 91 are given, the boundary of each region has a 
bounded number of edges, and only edges can be inserted or deleted. The basic entities used in 
Overmars’ method are the edges themselves; each edge currently in 9t is stored in a segment tree 
defined on the fixed set of vertex abscissae, and the edge fragments assigned to a given node of 
the segment tree form a totally ordered set and are therefore efficiently searchable. Denoting by
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I («) andD («) insertion and deletion times, respectively, this approach yields S («) = <9 («log «), 
and Q (« )= /(«  )=£>(«) = <9 (log2«). Note that these measures are unrelated to the current 
number of edges in 9L In the same paper, Overmars mentions, but does not explicitly substan­
tiate, that his approach can be modified to include vertex updates.
Another interesting dynamic point location technique, allowing both edge and vertex 
updates, is due to Fries and Mehlhom [F, M, FMN]. Their approach achieves the following per­
formance: S { n ) - 0  («), Q («) = O (log2« ), I («) = O (log4« ) (amortized), D («) = O (log4« ) 
(amortized); if only insertions are allowed, then /(« )  = O (log2« ) (amortized) [M, pp. 135-143].
In a recent paper [ST] Samak and Taijan indicated as one of the most challenging problems 
in computational geometry the development of a fully dynamic point location data structure 
whose space and query time performance are of the same order as that of the best known static 
techniques for this problem. In this paper we come very close to this goal, as expressed by the 
following theorem, which represents the central result of this paper:
Theorem A: Let 91 be a monotone planar subdivision with « vertices. There exists a dynamic 
point location data structure with S(n) = 0 (n )  and Q («) = 0  (log2«), which allows for 
insertion/deletion of a vertex in time O (log «) and insertion/deletion of a chain of k edges in 
time O (log2« +k), all time bounds being worst-case.
It must be underscored that our method allows for arbitrary insertions and deletions of ver­
tices and edges, the only condition being that monotonicity of the subdivision be preserved. It is 
also interesting to observe that the dynamic technique is based on the same geometric objects, 
the separating chains, which yielded the first practical, albeit suboptimal, point location tech­
nique of Lee-Preparata [LP] and later on the practical and optimal algorithm of Edelsbrunner- 
Guibas-Stolfi [EGS]
The paper is organized as follows. In Section 2 we review the technical background and 
precisely formulate the problem. In Section 3 we introduce a total ordering of the regions of , 
which plays a crucial role in the dynamic point-location algorithm illustrated in Section 4.
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2. PRELIMINARIES
The geometric objects to be defined below are readily motivated if we view a point of the 
plane as the central projection of a point of a hemisphere to whose pole this plane is tangent.
A vertex v in the plane is either a finite point or a point at infinity (the latter is the projec­
tion of a point on the hemisphere equator). An edge e = (u ,v) is the portion of the straight line 
between u and v , with the only restriction that u and v be not points at infinity associated with 
the same direction. Thus e is either a segment or a straight-line ray, but not a whole straight- 
line. When both u and v are at infinity, then e is an edge at infinity v , i.e. a portion of the line at 
infinity (the projection of an arc of the equator). A (polygonal) chain y  is a sequence 
ifii : ex =(Vj,vt + i),z = 1, • • • p  -1 )  of edges; it is simple if nonintersecting; it is monotone if any 
line parallel to the x  -axis intersects y  in either a point or a segment. An upward chain is a mono­
tone chain traversed from its vertex of minimum ordinate to its vertex of maximum ordinate; a 
downward chain is analogously defined. Correspondingly, the notion of “ left” and “ right” are 
referred, when not specified otherwise, to a bottom-up orientation of the involved entity (a chain, 
or, later on, a separator, an edge, etc.). A simple polygon r is a region of the plane delimited by 
a simple chain with vp = vh called the boundary of r . Note that r could be unbounded; in this 
case the boundary of r  contains one or more edges belonging to the line at infinity. A polygon r 
is monotone if its boundary is partitionable into two monotone chains y\ and yi (see Figure 1). 
Chains Yi and yz share two vertices, referred to as HIGH(r) and LOW(r), respectively, with 
y (HIGH (r)) >y(LOW (r)). In other words, HIGH(r) and LOW (r) are, respectively, points of 
maximum and minimum ordinates in polygon r ; each of them is unique unless it is the extreme 
of either a horizontal edge or an edge at infinity, in which case the selection between the two 
edge extremes is arbitrary. A monotone subdivision 9t is a partition of the plane into monotone 
polygons, called the regions of 9i (see Figure 2(a)). It is easily realized (see also [EGS]) that a 
monotone subdivision of 91 is determined by a planarly-embedded undirected planar graph G 
whose edges are either segments or rays of straight lines (referred to as a "planar straight-line 
graph" in [LP]): edges, vertices, and chains of G are referred to as edges, vertices, and chains of
3
HIGH  (r)
Figure 1 Nomenclature for monotone polygon.
Si. The vertices of Si are both the finite ones and those at infinity. (This ensures the validity of 
Euler’s relation between edges, vertices, and regions.)
Given a monotone subdivision Si, a separator a  of SR is a monotone chain (vi, • • • ,vp ) of 
Si with the property that v i and vp are points at infinity (hence each horizontal line intersects a 
separator either in a point or in a segment). A separator of Si is illustrated with bold line seg­
ments in Figure 2(a). Given separators <7i and <72 of Si, we say that is to the left of <72, 
denoted <7i < <72, if, for any horizontal line / intersecting both c»i and <72 in a single point, the 
abscissa of the intersection of / with 02 is no smaller than the corresponding one with A 
partial subdivision is the portion of a monotone subdivision contained between two distinct 
separators <7i and 02, with <3\ < 02. A complete family o f separators £  for Si is a sequence 
(cfi,<72, • • • ,<7,) with Ci < a 2< ' ‘ ' < Of, such that a xu c • • • u c t =G. Notice that from 
Euler’s formula t= 0 (n ) .  As shown in [LP], every monotone subdivision admits a complete 
family of separators.
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Figure 2 (a) A monotone subdivision 9L The dashed cir­
cle represents the line at infinity. A separator is shown 
with bold line segments, (b) The regular subdivision 91* 
obtained from 9i by forming all maximal clusters.
Given a complete family of separators £  for %  it is well known [LP] how to use £  to per­
form planar point location in 9L If w is the number of vertices of 91, in time O (log«) we can 
decide on which side of a separator the query point q lies; applying this operation as a primitive, 
a bisection search on £  determines in time O (log t • log n ) two consecutive separators between 
which q lies. It is well-known that this process can be adapted or supplemented to determine the 
actual region r to which q belongs.
Since £  is used in a binary search fashion, each separator is assigned to a node of a binary 
search tree, called the separator-tree 3 .  With a minor abuse of language, we call “ node c ” the 
node of 3 to which g has been assigned. An edge e of 9t belongs, in general, to a nonempty 
interval (G/,G/ + i, • • • ,0)) of separators. Let node a*, i <k < j, be the common ancestor of 
nodes gz-,gz + 1, • • • ,a;-; then e is called a proper edge of a* and is stored only once at node a*.
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We denote by proper (ok) the set of edges of ok stored at node Gk. This yields O(n) storage 
space while guaranteeing the correctness of the technique (see [LP,EGS]). Note that edges 
whose extremes are both at infinity need not be stored.
We now illustrate that a planar subdivision can be constructed by an appropriate 
sequence of the following operations:
INSERTPOINT (v ,e ;ehe2):
Split the edge e = (u ,w ) into two edges e i = (u ,v ) and e 2 = (v ,w ), by inserting vertex v . 
REMOVEPOINT (y;e):
Let v be a vertex of degree 2 whose incident edges, e\ = (m,v) and e2 = (v,w), are on the 
same straight line. Remove v and replace e i and e 2 with edge e = (w ,vv ).
INSERTCHAIN (y,v i ,v 2,r \r \ ,r 2):
Add the monotone chain y= (v i,w i, • • • ,wk _ i,v2), with y  (v i) < y (V2), to Sii inside region r 
of St, which is decomposed into regions r\ and r 2, with r\ and r2 respectively to the left 
and to the right of y, directed from v j to v2.
REMOVECHAIN (7;r):
Let Y be a monotone chain whose nonextreme vertices have degree 2. Remove y  and merge 
the regions and r2 formerly on the two sides of y  into region r. [ The operation is 
allowed only if the subdivision St' so obtained is monotone. ]
With the above repertory of operations, we claim that a monotone subdivision 9v can be always 
transformed into a monotone subdivision SU' having either fewer vertices or fewer edges. Then 
by O (n ) such transformations we obtain the trivial subdivision, whose only region is the entire 
plane (bounded by the line at infinity).
Indeed, let a  be a separator of SU, and imagine to traverse a  from -00 to +<». Let deg~(v) 
and deg+(v ) respectively denote the numbers of edges incident on v and lying in the halfplanes 
y < y(y) and y > y (v ) (assume for simplicity that no edge is horizontal). Let (v h • • • ,vp ) be the 
sequence of finite vertices of a  with deg+(vi) + deg-(vt-)>3, as encountered in the traversal of a.
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If this sequence is empty, the entire chain can be trivially removed. So, assume p > 1. If there 
are two consecutive vertices v{- and v* + 1 such that deg+(vt-)> 2 and deg~(v/ +1) > 2, then the chain 
Y (of degree-2 vertices) between vt- and vt- + j can be deleted by REMOVECHAIN while preserv­
ing monotonicity. So, suppose that there are no two such vertices. If deg“(v!)>2, then the por­
tion of a  from -°o to Vi can be deleted. Otherwise, deg+(vi) = 1, and the preceding conditions 
give raise to the following chain of implications:
deg“(v i) = l deg+(v i) > 2 deg+(v2)> 2 deg+(vp ) > 2
the latter shows that the portion of c  from vp to +<» can be deleted. This establishes our claim.
When all finite vertices have disappeared, the resulting subdivision consists of a closed 
chain of arcs whose union is the line at infinity. Removal of the vertices at infinity completes the 
transformation. Since all of the above operations are reversible, this shows that any monotone 
subdivision 31 with n vertices can be constructed by O (n) operations of the above repertory:
Theorem 1. An arbitrary planar subdivision 3i with n vertices can be assembled starting from 
the empty subdivision by a sequence of 0 (n )  INSERTPOINT and INSERTCHAIN operations, 
and can be disassembled to obtain the empty subdivision by a sequence of 0 ( n ) REMO- 
VEPOINT and REMOVECHAIN operations.
Although the above operations are sufficient to assemble and disassemble any monotone 
subdivision, the following operation is also profitably included in the repertory:
MOVEPOINT (vyroO:
Translate a degree-2 vertex v from its present location to point (x ,y ). [ The operation is 
allowed only if the subdivision 9T so obtained is monotone and topologically equivalent to 
* . ]
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3. ORDERING THE REGIONS OF A MONOTONE SUBDIVISION
Let 9t be a monotone subdivision, and assume for simplicity that none of its finite edges is 
horizontal. Given two regions r\ and r2 of 9t, we say that r i  is left-adjacent to r 2, denoted 
r i « r 2, if r ! and r 2 share an edge e , and any separator of St containing e leaves r x to its left and 
r 2 to its right. Notice that relation «  is trivially antisymmetric. But we can also show:
Lemma 1. Relation «  on the regions of St is acyclic.
Proof: Assume r 1« r 2<< • * « r k « r x. Let I  be a complete set of separators and let 
{<*i,' ' ‘ A k_i) be such that Gt- separates rt- and ri +1, so that Gi < c 2< • • • < g^_ i . If 
og Z leaves r* to its left and r 1 to its right, we have G*_i < a  and g < Gi, a contradiction since 
the separators are ordered. □
Thus, the transitive closure of «  is a partial order, referred to as to the left o f  and denoted 
Specifically, r \-*r2 if there is a path from r 1 to r2 in the directed graph of the relation «  on 
the set of regions. Correspondingly, given two regions r x and r2 of 9t, we say that r\ is below 
r2, denoted r { \ r 2, if there is an upward chain from HIGH (r x) to LOW(r2). Obviously, T is a 
partial order on the set of regions. The following lemma shows that these two partial orders are 
complementary.
Lemma 2. Let r x and r 2 be two regions of 9L Then one and only one of the following holds:
r 2» r2~~*r 1» r f \ r ly r 2t r i .
Proof: Let r 1 be a region of Let <5i be the leftmost separator that contains the left chain of 
the boundary of and, analogously, let oR be the rightmost separator containing the right chain 
of the boundary of r x. These separators partition 91 into five portions, each a partial subdivision: 
one of them is r\ itself, and the others are denoted L , R , B , and T (see Fig. 3). Now, we con­
sider four mutually exclusive cases for r 2, one of which must occur:
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Figure 3 For the proof of Lemma 2.
(1) r 2e L .  Consider any sequence of regions (r 'i, • • • / s) such that r2-+ r\, r\ -»/*',•+ 1 for 
i = 1. • • * ,s - 1, and the right chain of /  s is a subchain of oL. If the right chain of r 's has 
an edge that is also on the left boundary of r h then r2—>n. Otherwise, by the definition 
of Cl , there is a sequence r 'J+1, • • • / p of regions such that r 'j—>r';+1 for 
j  -s+ 1 , • ■ ■ ,p -1 ,  and r'p — 2. Thus, in all cases, r 2-*ri.
(2) r 2e R: Arguing as in (1), we establish ri~*r2.
(3) r2e B . Since LOW (ri) is the highest ordinate vertex in B , there is an upward chain 
from any vertex in B to LOW (r i), and, in particular, from HIGH (r2) to LOW (r 1). Thus 
r 2t r i .
(4) r 2e T .  Arguing as in (3), we establish r\X r2. □
We say that precedes r 2, denoted r \< r 2, \ i  either r ^ r 2 or
Theorem 2. The relation < on the regions of SR is a total order.
As an example, the region subscripts in Figure 2(a) reflect the order < .
Definition 1. A regular subdivision is a monotone subdivision having no pair ( r i ,r2) of regions 
such that r i ? r 2.
For example, in Figure 2(a) we have r 9Tr10, which shows that the illustrated monotone 
subdivision is not regular. An example of regular subdivision is given in Figure 4(a).
The significance of regular subdivisions is expressed by Theorem 3 below. It is easily real­
ized that there is a unique a complete family E = (Gi , • • • ,o>) of separators for a regular subdivi­
sion 9L By the definition of separator, all regions to the left of Oj precede all those to its right in 
the order < . Let 3  be the separator-tree for the above family E. Recalling the rule for storing 
the edges of separator a  in 3 ,  as reviewed in Section 2, we have:
Figure 4 (a) A regular subdivision, and (b) its chains {proper (a ) : o e  £}.
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Theorem 3. In a regular subdivision 9t, the edges of proper (a) in 3  form a single chain (see 
Figure 4(b)).
Proof: Indeed, assume for a contradiction that a  contains a chain y which is the bottom-to-top 
concatenation of three nonempty chains Yi, 72, and 73, where 71 and 73 consist of proper edges of 
a  and 72 contains no such edge. Let v 1 and v2 be the bottom and top vertices, respectively, of 72 
and let e 'e  71 and e" e 72 be the edges of a  incident on vi. Since e" <£ proper (a), we must 
have e" e proper (o'), where node & is an ancestor of node a  in 3 .  We claim there is a region 
r\ such that V\-H IG H(r{). Otherwise, each separator containing e" — and so & — also con­
tains e ', contrary to the hypothesis that node a  is closest to the root among the nodes whose 
separator contains e \  Analogously, we show that there is a region ^2 for which V2 -LO W  {r2). 
Since 72 is.an upward chain from HIGH (r 1) to LOW (r2), then r xTr 2, whence a contradiction. □
This theorem shows that a regular subdivision has a particularly simple separator-tree. In 
the next section we shall show that the property expressed by Theorem 3 is crucial for the 
efficient dynamization of the chain-method for point location. We now slightly generalize the 
notion of region in a way that will enable us to show that any monotone subdivision embeds a 
unique regular subdivision. We say that two regions ri and r 2 consecutive in < , with r { \ r 2, 
are vertically consecutive. We then have:
Lemma 3. If r\ and r 2 are two vertically consecutive regions of a monotone subdivision 91, 
then the chain from HIGH ( rx) to LOW(r2) is unique.
Proof: The lemma holds trivially if HIGH (r 1)= LOW (r2). Thus, assume the contrary. Since 
r { \r 2, there is an upward chain 7 from HIGH{r{) to LOW(r2). Suppose now, for a contradic­
tion, that there is an upward chain 7' from HIGH (r^  to LOW (r2) distinct from 7. Then y u y ' 
defines the boundary of a partial subdivision that contains at least one region of 91. For any 
region r inside this partial subdivision, there are (possibly empty) chains from HIGH{r{) to 
LOW (r ) and from HIGH (r) to LOW(r2), so that r 1TrTr2, contrary to the hypothesis that r 1 
and r2 are consecutive in < . □
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Definition 2. Given two vertically consecutive r j  and r 2 in SR, with r { l r 2l the unique chain 
from HIGH (r x) to LOW (r2) is called a channel.
Lemma 4. All channels are pairwise vertex-disjoint.
Proof: Assume, for a contradiction, that there are two channels yx and y2 that are not vertex- 
disjoint, where yi connects regions r  x and r 2, y2 connects regions r 3 and r 4, and r x < r 2 < r 3 < r 4 
(see Figure 5). Since yx and y2 share a vertex *, there is a chain from HIGH (r3) to LOW(r2), 
which consists of the portion of y2 from HIGH (r3) to '* , and the portion of yx from * to 
LOW (r2). Hence, we have r 3 < r 2, a contradiction. □
Given two vertically consecutive regions r\ and r 2, with r x?r2, we imagine to duplicate the 
channel from r\ to r 2 and view the measure-zero region delimited by the two replicas as a
Figure 5 For the proof of Lemma 4.
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degenerate polygon joining r j and r 2 and merging them into a new region r j u r 2 (see Figure 6). 
Clearly, we can merge in this fashion any sequence of vertically consecutive pairs. This is for­
mulated in the following definition:
Definition 3. Clusters are recursively defined as follows:
(1) An individual region r is a cluster;
(2) Given two vertically consecutive clusters %i and %2, with %it%2, their union is a cluster 
X, denoted Xi—Xi (the horizontal bar denotes the channel).
A maximal cluster % is one for which there are no simultaneously empty clusters %' and %" with
x'Wx".
Figure 6 Creation of a channel between two vertically consecutive regions.
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The unique subdivision resulting by forming all maximal clusters of SR is denoted SR*. Fig­
ure 2(b) illustrates the regular subdivision SR* corresponding to the subdivision SR of Figure 2(a). 
Notice the clusters r2—r3, rg— r-j, and r 9—r 10—
The above definition leads us to a convenient string notation for the order < , as well as for 
the cluster structure where appropriate. Normally, we shall use lower-case roman letters for for 
individual regions, lower-case greek letters for clusters, and upper-case roman letters otherwise 
(i.e., for collections of consecutive regions not forming a single cluster). Specifically, we have:
(1) A region or a cluster is a string;
(2) Given two strings A and B , such that the rightmost cluster of A and the leftmost cluster 
of B are consecutive (contiguity), then AB is a string.
A cluster may be represented by means of its structural decomposition. For example, the subdi­
vision of Figure 2(b) is described by the string:
r  \%\r  4? 5%2r %Xzr n r  n r  14r  15,
where Xi = r 2—,r 3, X2 =r6—r ly and 'te = r r - r l0—r n .
Later on, we will find it convenient to explicitly indicate that two consecutive regions r x 
and r 2 may or may not form a cluster. We shall denote this with the string notation r r -r2, 
where means “ potential channel” .
We conclude this section with the following straightforward observation:
Theorem 4. The subdivision SR* obtained by forming all maximal clusters of a monotone subdi­
vision SR is regular.
Note that in the transformation of SR to SR* only the edges of channels are duplicated. By 
Lemma 4, each edge is duplicated at most once, thereby ensuring that the number of edges 
remains O (n ).
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4. DYNAMIC POINT LOCATION IN A MONOTONE SUBDIVISION
4.1. Data Structure
In the following description, we assume that all sorted lists are stored as red-black trees 
[GS,T]. We recall the following properties of red-black trees, which are important in the subse­
quent time complexity analyses.
(1) Only 0(1)  rotations are needed to rebalance the tree after an insertion/deletion.
(2) The data structure can be used to implement concatenable queues. Operations SPLICE 
and SPLIT of concatenable queues take O (log n ) time and need O (log n ) rotations each 
for rebalancing.
The search data structure consists of a main component, called the augmented separator 
tree, and an auxiliary component, called the dictionary. The augmented separator-tree 3  has a 
primary and secondary structure. The primary structure is a separator-tree for 9t*, i.e., each of 
its leaves is associated with a region (a cluster) of 91*, and each of its internal nodes is associated 
with a separator of 5R*. (The left-to-right order of the leaves of the primary structure of 3 
corresponds to the order < on the regions of 9t*.) The secondary structure is a collection of 
lists, each realized as a search tree. Specifically, node a  points to the list proper (a) sorted from 
bottom to top, and the leaf associated with cluster % (briefly called “ leaf %” ) points to the list 
regions (%) of the regions that form cluster %, also sorted from bottom to top.
Given two regions r± and r 2 consecutive in < , the separator a  between r x and r2 is associ­
ated with the least common ancestor of the leaves associated with the respective clusters of r x 
and r 2 in 3  . By the definition of separator-tree, the edges of a  are stored in the path from node 
a  to the root of 3 ;  by Theorem 3, in a regular subdivision each extreme vertex of proper (a) 
splits proper (&), for some ancestor node a ' of node a, into two chains. More precisely, the fol­
lowing simple lemma, stated without proof, makes explicit the allocation of the edges of a  to the 
nodes of 3 .
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Lemma 5. Let a  be a separator of SR*, and Gi, • • • ,G/j be the sequence of nodes of 3  on the 
path from the root (= Gi) to G. Then
G = (<Xi,a2, • • • ,ahj)roper(G)fih,$h- h • • • »fo), 
where a / and (3/ are (possibly empty) subchains partitioning proper (Gt), i = 1, • • • ,/z.
In order to dynamically maintain the channels, it is convenient to keep two representatives 
of each edge e , which are joined into a double edge (and belong to the same proper (g)) when e 
does not belong to a channel, and are separated into two single edges (and belong to distinct 
proper (g') and proper (g " )), otherwise. The two representatives of e are created when e is 
inserted into SR. Therefore, we represent proper (o) by means of two lists, denoted strandl (g) 
and strandl (g). List strandl (s), called primary strand, stores a representative for each edge of 
proper (g), in bottom to top order. List strand2 (g), called secondary strand, is a two-level lists 
whose elements at the first level represent the maximal subchains of double edges of proper (g). 
Each such element points to the list of (the second representatives of) the double edges of 
proper (g), in bottom to top order.
Moreover, associated with each chain proper (g) there are two boolean indicators t (o) and 
¿ (g), corresponding respectively to the topmost and bottommost vertices of proper (g). 
Specifically, t (g) = right if proper (g) is to the left of separator g' such that proper (a) abuts 
against proper (g7), and t (g) = left otherwise. Parameter b (g) is analogously defined.
The dictionary contains the sorted lists of the vertices, edges, and regions of SR, each sorted 
according to the lexicographic order of their names. With each vertex v we store a pointer to the 
representative of v in the (unique) chain proper (g) such that v is a nonextreme vertex of 
proper (g). With each edge e we store pointers to the two representatives of e in the data struc­
ture. Finally, with each region r we store the vertices HIGH (r) and LOW (r), and a pointer to 
the leaf of 3  whose cluster contains r . The dynamic maintenance of the dictionary in the vari­
ous operations can be trivially performed in O (log n ) time, and will not be explicitly mentioned 
in the following.
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To analyze the storage used by the data structure, we note: the primary structure of 3 has 
O(n) nodes, since there are 0 {n )  regions (by Euler’s relation) and therefore O (n) separators; 
the secondary structure of 3  also has size O(n), since there are O(n) edges in 
{proper ( c ) : a  e 3  } and 0 (n )  regions in {regions(%):%<= 3 } (again, by Euler’s relation); the 
auxiliary component has one record of bounded size per vertex, edge, and region. Therefore, we 
conclude:
Theorem 5. The data structure for dynamic point location has storage space O (n ).
Note that the above data structure is essentially identical with the one originally proposed 
for the static version of the technique [LP]. What is remarkable is that the single-chain structure 
of the proper edges of any given separator, due to our specific choice of the separator family, is 
the key for the emergence of full dynamic capabilities.
We now show that the property expressed by Theorem 3 allows us to establish an important 
dynamic feature of the data structure. According to standard terminology, a rotation at node v 
of a binary search tree is the restructuring of the subtree rooted at v so that one of the children of 
v becomes the root thereof. A rotation is either left or right depending upon whether the right or 
left child becomes the new root, respectively. We then have:
Lemma 6. A rotation at a node of 3 can be performed in O (log n ) time.
Proof: Without loss of generality, we consider a left rotation as illustrated in Figure 7. Clearly, 
the separators stored at nodes outside the subtree rooted at G2 in Fig. 7(a) are not affected by the 
rotation, nor are those in the subtrees rooted at Gi, G3, and G5. Thus the only alterations involve 
separators G2 and 04. If G4 n  proper (G2) = 0 ,  then the modification is trivial. Suppose then that 
G4 n  proper (02)^0 . In this case the set G4 n  proper (G2) forms either the initial or the final seg­
ment of the chain proper (02), or both, for, otherwise, their removal from proper (c2) would 
yield an updated (after the rotation) proper (G2) violating Theorem 3. Thus the update is accom­
plished by: (1) splitting proper (G2) into 72 = <?4 (^proper (02) and its relative complement yx; (2)
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(b)
Figure 7 Illustration of a (left) rotation. The nodes in­
volved in the update are shaded.
splicing y2 with proper (a4) to form the updated proper (a4); and (3) setting the updated 
proper {o2) equal to y\. Note that the extreme vertices of proper (<j4) are obtained in time 0(1), 
and the splitting vertices of proper (C2) are determined in time O (log n ). Since data structures 
proper (G2) and proper (04) are also concatenable queues, the splitting and splicing operations 
are executed in time O (log n) as well. Update of the parameters t (o) and b (a) for the resulting 
separators is performed in O (1) time by means of straightforward rules. □
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Hereafter, the red-black tree 3  is assumed to be balanced. The rest of this section is 
devoted to the discussion of the algorithms to perform searches, insertions, and deletions. We 
have shown in Section 2 that the four operations INSERTCHAIN, REMOVECHAIN, INSERT- 
POINT, and REMOVEPOINT are sufficient to generate any planar subdivision. The measures 
of time complexity ought to be expressed as functions of the form /  (n ,k), where n is the current 
size of 91, and k is the size of the chain y to be inserted or deleted.
4.2. Query
To perform point location search for a query point q , we use essentially the same method 
of [LP]. The search consists of tracing a path from the root to a leaf % of 3  . At each internal 
node a  we discriminate q against separator a. Three cases may occur:
(1) q e a: we return the edge of a  that contains q and stop;
(2) q is to the left of a: we proceed to the left child of a;
(3) q is to the right of a: we proceed to the right child of a.
Once we reach a leaf %, we know that q belongs to a region of %. Since the regions of % are
sorted from bottom to top, such region is determined by searching in the list regions (%). The 
above technique can be viewed as a “ horizontal”  binary search in the set of separators of Si*, 
followed by a “ vertical” binary search in the set of regions of the leaf %.
Let e be the edge of a  whose vertical span contains y (q). When e e proper (o), the 
discrimination of q against a  is a conventional search in strandl (a). When e g proper (a) and, 
say, it lies above it, then we must simply check (t(a),b(G)). It is easily seen that if 
(f (c),b (a)) = (left,left) or (left,right), then q is discriminated to the right of a, and to its left in 
the other two cases.. (This is a minor variant of the criterion adopted in [LP]). The case when e 
is below proper (a) is treated analogously. This simple analysis confirms that the time spent at 
each node is O (log n ). We have [LP]:
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Theorem 6. The time complexity of the query operation is O (log2n ).
4.3. Insertion
We shall first show that the effect of operation INSERTCHAIN (y,v\,v2,r;rhr2) on the 
order < of the regions of 91 can be expressed as a syntactical transformation between the strings 
expressing the order before and after the update. The situation is illustrated in Figure 8.
On the boundary of r there are two distinguished vertices: HIGH (r i) and LOW (r2). Note 
that HIGH (r{)= HIGH (r) if V2 is on the right chain of the boundary of r (and similarly 
LOW (r2) =LOW (r) if vj is on the left chain). Thus, in general, HIGH(r{) is on the left chain of 
the boundary of r ,  and LOW (r2) is on the right chain. Using the string notation introduced in 
Section 3, let L and R be the strings corresponding to the regions that respectively precede and
Figure 8 (a) Canonical partition of subdivision 91* with 
reference to region r and vertices vj and v2, and (b) the 
restructured subdivision after the insertion of chain y 
between and v 2.
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/
follow r in < . Thus, the subdivision 91* is described by the string LrR .
Let e ! be the edge of 91* on the left boundary of r incident on HIGH (r i) from below, and 
let x  be the maximal cluster on the left of e\. In general, this cluster consists of two portions X\ 
and Xi (such that %\—X2)» where %2 consists exactly of the regions q ' of % for which 
y (LOW (q'))>y (HIGH(r 1)). Thus, we have L -L 'y L " . We now distinguish three cases and 
define substrings X\, X2, L 1, and L 2 as follows.
(1) L e t\i= X i,X 2=X2> Li= L ',L 2= L",sothatL  =LiXi—X2L 2.
(2) %2 = 0- Let q be the region preceding r (note q could form a cluster with r). We 
further distinguish:
(2.1 )y (LOW(q))>y(HIGH(r 1)). In this case we let L - L iX2L 2, where X2 is the maxi­
mal cluster immediately following %.
(2.2) y (LOW(q))<y (HIGH (rO). In this case we let L =L{X\--, where X\ is the right­
most maximal cluster of L (but not necessarily a maximal cluster in 91*).
The three cases are conveniently summarized by the notation
L —L \X\- -X2L 2.
Analogously, string R can be reformulated as
R lpl--p2#2
with straightforward meaning of the symbols.
Thus, in general, for any given region r and choice of Vi and v2 on its boundary, we have 
the following canonical string decomposition of 91*:
L 1^ 4- -XyLtfR lpl" _P2^2
The corresponding partition of the subdivision is illustrated in Figure 8(a). Examples of 
configurations corresponding to cases (2.1) and (2.2) are shown in Figure 9. Namely, part (a) 
shows case (2.1) for X and case (1) for p, part (b) shows case (2.2) for both X and p, and part (c) 
shows case (2.2) for X and case (1) for p.
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Figure 9 Special cases of the structural partition of Figure 8.
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We now investigate the rearrangement of this order caused by the insertion of chain y  into 
r. Referring to Figure 8(b), it is immediate to observe that the order after the update is as fol­
lows:
L i < Xi < r x < R l < p! < X2 < ¿2 < r 2 < P2 <
To obtain the string description of the updated subdivision we must determine whether any new 
channel has been created. Any such channel can only arise in correspondence of a new adja­
cency caused by the update, specifically for the following pairs: (Xhri), (pi,X2), and (r2,p2). 
The channel from ^  to r!  exists only \i y (HIGH (X{)) <y (LOW (r{)), and analogously for the 
channel from r 2 to p2. Instead, since y (HIGH (px)) <y (LOW (X2)), the cluster p!—X2 always 
exists. Therefore, the order caused by the insertion of y  is represented by the string
L\X \--r  i/?ipi—X2L 2r2--p2R 2.
(In purely syntactic terms, this transformation corresponds to rewriting r as r2r—r l and then 
exchanging substrings riR ipi and X2L 2r2.) This is summarized as follows:
Theorem 7. Let L i^i- -X2L 2rR ipi- -p2/?2 be the string description of the order of 9t*, where L 
r, and R 2 are nonempty. After operation INSERTCHAIN (y,v hv 2,r;rhr 2) the new order is 
described by:
L\X\--r i^ ip i—X2L 2r2--p2R 2
The algorithm for the INSERTCHAIN ( y , v 2,r ;r i ,r2) operation implements the syntacti­
cal transformation of the string description by decomposing the subdivision 9v into its com­
ponents L j, X\, X2l L 2, r , R i ,  p1? p2, and R 2, which are subsequently reassembled according to 
the new order given by Theorem 7.
To formally describe the algorithm, we denote by 9t(S) the partial subdivision associated 
with a string S of consecutive regions of We can represent 9t(S) with the same data structure 
described in Section 4.1, and we denote with 3 (S') the augmented separator-tree for S. Partial 
subdivisions can be cut and merged with the same rules as for the decomposition and
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concatenation of the corresponding strings.
Let 91(S i), 91(52), and 51(5) be partial subdivisions such that 5 = SiS2. We show in the 
following how to merge 3  (51) and 3  (52) into 3 (5), and how to cut 3  (S) to produce 3 (50  and 
3 (52). The merge operation needs also the separator a  at the boundary between 91(51) and 
91(52), represented by its primary and secondary strands. The cut operation returns the separator 
a. These operations can be implemented by means of the following six primitives:
Procedure MERGE1 (5 i,a,52;5 )
[ It merges partial subdivisions 91(5 0  and 91(52), with 5 i~>5 2; a  is the separator between 91(5 ¡) 
and 91(5 2).]
(1) Construct a separator-tree 3  (5) for 91(5), by placing a  at the root, and making 3 (50 
and 3  (5 2) the left and right subtrees of a, respectively.
[ 3 (5) is a legal separator-tree for 91(5), but might be unbalanced. ]
(2) • rebalance 3  (5) by means of rotations.
Procedure MERGE2(xi,a,%2;%)
[ It merges partial subdivisions 91(%0 and 91(%2) such that Xi^Xi into 91(%), where X~X\— X2» 
and a  is the channel between yj and Xi• ]
(1) Separate the two strands of a, and make the secondary strand become a new primary 
strand.
(2) Splice regions (%0 and regions (X2) to form regions (%).
Lemma 7. Operations MERGE1(S¡,g ,52;5 ) and MERGE2{X\,ol,X2\X) have time complexity 
0  (log2« ) and O (log n ), respectively.
Proof: The time bound for operation MERGE2 follows immediately from the properties of con- 
catenable queues. With regard to MERGE1, Step 1 consists of forming 3 (5) by joining the pri­
mary structures of 3  (51) and 3 (52) through node a, which takes 0(1) time. Since we use red-
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black trees, we can rebalance 3 (5) with 0(log/i) rotations [T, pp. 52-53]. By Lemma 6, each 
such rotation takes O (log n ) time, so that the total time complexity is O (log2« ). □
Procedure CUT1 (S;S i ,G,S 2)
[ It cuts partial subdivision 9t(S) into SKCSi) and SR(S2), such that S \-* S 2, and returns the 
separator a  between 9^(51) and SR (¿>2). ]
(1) Find the node a  of 3 (5) that is the lowest common ancestor of the two leaves of 3 (5) 
respectively associated with the rightmost cluster of Zi{S{) and the leftmost cluster of
SK(S2).
(2) Perform a sequence of rotations to bring c  at the root of 3  (S ), where after each rotation 
we rebalance the subtree of a  involved in the rotation, namely, the left subtree for a left 
rotation, and the right subtree for a right rotation.
(3) Set 3  (S x) as the left subtree of c  and 3 (S2) as the right subtree of a. Return the chain 
proper (a).
Procedure CUT2 (x;%i,a,%2)
[ It cuts partial subdivision SR(%) into SR(%i) and SR(%2), where X = Xi~X2 and a  is the channel 
between Xi and x2- ]
(1) Join the two previously separated strands of a, so that the rightmost one becomes the 
secondary strand of the other.
(2) Split regions (%) into regions (Xi) and regions (Xi)-
Lemma 8. Operations CUTI (S ;Si ,cj,S2) and CUT2 (%;%i,y,%2) have time complexity O (log2«) 
and O (log n ), respectively.
Proof: The time bound for operation CUT2 is immediate. With regard to operation CUTI, Step 
1 takes O {height (Z (S ))) = 0  (log « ) time. In Step 2, we perform no more than height (3(S)) 
rotations to bring a  to the root. After each such rotation, we have to rebalance a subtree 3 '
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whose left and right subtrees are already balanced, so that the number of rotations required for 
rebalancing is proportional to the difference of height of the subtrees of 3 Such differences 
form essentially a sequence whose sum is proportional to height {3 (S)) [T, p. 53]. Hence, the 
total number of rotations is O {height (3 (S)) = O (log n ). By Lemma 6, each such rotation takes 
O (log n ) time, so that the total time complexity is O (1 og2n ). □
Procedure FINDLEFT (e ;%)
[ It finds the cluster % to the left of edge e . If e is part of a channel, then % is the cluster that 
contains such channel. ]
(1) Perform a (modified) point location search for (any point of) edge e, such that when 
reaching a node a  of 3  with the property that e e proper (a) we proceed to both children 
of a.
(2) If the search ends in three leaves of 3 [i.e., e is part of a channel ], set % as the middle 
leaf.
Otherwise [ i.e., the search ends in two leaves and e is not part of a channel ], set % as 
the leftmost leaf.
Procedure FINDRIGHT (e ;%)
[ It finds the cluster % to the right of edge e . If e is part of a channel, then % is the cluster that 
contains such channel ]
[ Analogous to FINDLEFT ]
Lemma 9. Operations FINDLEFT (e ;%) and FINDRIGHT (e ;%) have each time complexity 
O (log2n ).
Proof: Since each edge has two representatives, there are at most two nodes of 3 where we 
proceed to both children. Hence, we visit a total of O (log n ) nodes, spending O (log n ) time at 
each node. □
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The complete algorithm for operation INSERTCHAIN (y,v1,v2,r ;r hr2) is as follows: 
Algorithm INSERTCHAIN (y,vi,v2,r ; r br 2)
(1) Find regions q and s immediately preceding and following r , respectively; also, find 
clusters %L and Xr by means of FINDLEFT(ei;%l ) and FINDRIGHT(e2;Xr )• From 
these obtain Xi, X2, pi, and p2.
(2) Perform a sequence of CUTI and CUT2 operations to decompose <R = <R(LiXr - 
X2L2r/?!px--p2R 2) into 9t(Li), SK( i^), 9l(X2), 9t(L2), 9t(r), 9t(/?i), 9t(pi), SK(p2), and 
St(/?2). The primary and secondary strands returned by each such operation, which form 
the boundaries of the above partial subdivisions, are collected into a list p.
(3) Construct the primary and secondary strands of chain y and add them to p.
(4) Destroy ) and create 9l(r x) and 5K(r2).
(5) Test for channels X\—r x and r 2—p2, and perform a sequence of MERGE 1 and MERGE2 
operations to construct the updated subdivision 9i(LiA,i--ri/?ipi—X2L 2r 2--p2R 2). The 
separators and channels needed to perform each such merge are obtained by splitting and 
splicing the appropriate strands of p.
Theorem 8. The time complexity of operation INSERTCHAIN (y,v1,v2,r ; r1,r2), where y con­
sists of k edges, is O (log2« + k ).
Proof: In Step 1, finding q and i  takes O (log«) time. In fact, q is either in the cluster of r or 
in the cluster immediately preceding the one of r, and analogously for By Lemma 9, finding 
Xl and Xr takes O (log2« ) time. The remaining computation of Xh X2, pi, and p2 can be done in 
O (log «) time. By Lemma 8, Step 2 takes O (log2« ) time. Notice that the list p  has O (1) ele­
ments. Step 3 can be clearly performed in time O (k ). Step 4 takes O (1) time since r, r x and r2 
are single-region structures. In Step 5, testing for channels, Xv  - rx and r2- -p2 takes O (1) time. 
Since the list p  has O (1) elements, we can construct in O (log«) time the separators and chan­
nels needed for each merge operation of Step 5. By Lemma 7 the total time for such merges is
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O (log2«). □
With regard to the INSERTPOINT operation, we locate the edge e in the dictionary, and 
replace each of the two representatives of e in the data structure with the chain (elyv ,e 2). This 
corresponds to performing two insertions into sorted lists, so that we have:
Theorem 9. The time complexity of operation INSERTPOINT (v ,e ;e i,e 2) is O (log n ).
A  similar argument shows that:
Theorem 10. The time complexity of operation MOVEPOINT (v -jc ,y ) is O (log « ).
4.4. Deletion
The transformations involved in a REMOVECHAIN operation are exactly the reverse of the 
ones for the INSERTCHAIN operation. We observe that all the updates performed in the latter 
case are totally reversible, which establishes:
Theorem 11. The time complexity of operation REMOVECHAIN (y;r), where y consists of k 
edges, is O (log2« +k ).
The same situation arises with respect to the INSERTPOINT and REMOVEPOINT opera­
tions, so that we have:
Theorem 12. The time complexity of operation REMOVEPOINT (v ;e ) is O (log « ).
Theorem A stated in Section 1 results from the combination of the above Theorems 5, 8, 9, 
11, and 12.
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5. CONCLUSION AND OPEN PROBLEMS
The above technique represents a reasonably efficient solution of the dynamic point loca­
tion problem. It requires no new sophisticated or bizarre data structures, and it appears 
eminently practical.
It remains an open problem whether O (log n ) optimal performance is achievable for 
query/update times; in particular, whether the technique of fractional cascading, which achieved 
optimality for its suboptimal static predecessor [EGS], can also be successfully applied to the 
presented technique.
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