Our understanding of the mammalian brain is still limited. One reason may be that most neural circuits are composed of hundreds of thousands of neurons that are interconnected in a highly distributed fashion. This organization makes it likely that nervous systems, rather than operating neuron by neuron, have emergent functional properties, similarly to the interacting pixels that produce an image on a television screen 1 . Thus one may need to record the activity of many, or most, neurons in a circuit in order to capture the functional properties built by the entire population. Access to such data in behaving animals or humans may enable 'breaking the neural code' , i.e., the deciphering of how neural information is coded, stored and processed and how the brain generates behavior or mental states.
Calcium imaging with fluorescent indicators provides an optical approach to monitor action potentials 2 and is being used systematically, complementing microelectrode recordings, to measure neuronal activity in vivo. This method opened the way to the reconstruction, albeit with low temporal resolution, of the activity of neuronal populations in entire brains of small model organisms 3 . The invention of two-photon microscopy 4 , and its combination with calcium imaging 5 , has allowed measuring activity of populations of deep neurons in vivo, either with synthetic 6 or genetically engineered 7, 8 indicators.
Microscopists now have a multitude of methods 9,10 to perform calcium imaging in vivo. An almost bewildering assortment of techniques and acronyms await the neophyte, making navigation of the relevant literature a challenge. But the physical problems that different microscopes are made to solve are the
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Since the introduction of calcium imaging to monitor neuronal activity with singlecell resolution, optical imaging methods have revolutionized neuroscience by enabling systematic recordings of neuronal circuits in living animals. The plethora of methods for functional neural imaging can be daunting to the nonexpert to navigate. Here we review advanced microscopy techniques for in vivo functional imaging and offer guidelines for which technologies are best suited for particular applications.
same: deliver photons effectively to the sample, minimize the dose of excitation light, collect emitted photons efficiently and perform measurements with high temporal and spatial resolution in as large and deep a territory as possible, all while preserving good signalto-noise ratio (SNR). Here we review available optical systems to illustrate how different microscopes solve these problems, and we discuss their tradeoffs in different applications. To help readers, we provide a table summarizing these methods (Supplementary Table 1 ) and a flowchart as a guideline for choosing specific types of microscopes ( Fig. 1) . Our focus is on calcium imaging, but these considerations also apply to fluorescence imaging of living samples more generally.
layers (<200 µm deep) of rodent cortex in vivo, or for fixed samples that have been turned transparent in vitro.
The basic wide-field fluorescence microscope (commonly termed epifluorescence microscope) 11 illuminates the sample over an extended volume and captures the emitted fluorescence at the focal plane through the same objective lens. Under one-photon excitation conditions, the emission of the fluorophore increases linearly with excitation power until saturation. The out-of-focus fluorescence contributes to the image background, and can make in-focus features indiscernible in a thick sample with dense labeling.
Nevertheless, this type of microscopy can still be used for mesoscale imaging (for example, across the whole neocortex of rodents) with a low-magnification objective. Though without single-cell resolution, this approach can map neural activity and functional connectivity across different brain regions [12] [13] [14] . To produce clearer images of focal planes, one can reject out-of-focus fluorescence by optical sectioning (Box 1). Confocal laser scanning microscopy 15 achieves this goal by scanning the laser focal spot across the sample and using a pinhole to reject out-of-focus fluorescence. Spinning disk confocal microscopy [15] [16] [17] 
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strategy by simultaneously scanning multiple points. Although out-of-focus photons are not used for image formation in these approaches, they can nevertheless contribute to phototoxicity. Therefore, confocal microscopy is best suited for imaging fixed samples or those with low sensitivity to photodamage. For functional imaging in vivo, where phototoxicity must be minimized, methods using excitation photons more efficiently are preferred. This has led to methods that achieve optical sectioning by avoiding the generation of out-of-focus background in the first place. One such technique is light-sheet microscopy, which uses a thin sheet of light projected into the sample from the side, exciting only a two-dimensional (2D) section of the sample. The emitted fluorescence signal is then imaged in an orthogonal direction to the excitation plane (Fig. 2a) 3, [17] [18] [19] [20] [21] [22] . Light-sheet microscopy is particularly applicable for functional mapping of circuits across large brain volumes in transparent or semi-transparent samples and for measuring spatiotemporal responses to sensory, pharmacological or optogenetic stimuli; volumetric recording can be implemented with speeds of >10 vol/s (refs. [19] [20] [21] [22] . More detail on light-sheet microscopy is given in another Review in this issue 23 .
A different method for selective illumination of focal planes is two-photon excitation. Two-photon light sources are femtosecond lasers that emit periodic pulse trains with high peak power at infrared wavelengths. At these long wavelengths, a single photon's energy is not enough to excite the fluorophore; it has to absorb two photons to emit fluorescence. Thus, the two-photon absorption rate is proportional to the light intensity squared, so only fluorophores in the focal spot receive enough photon densities to emit fluorescence, suppressing out-of-focus excitation and background, enabling optical sensing (Box 1). Although typical two-photon microscopes scan a focal spot across the sample and are often used for scattering samples (see below), wide-field two-photon imaging is also possible. However, the axial extent of the excitation volume depends on its lateral extent 24 . This can be box 1 point-spRead Function, spatial Resolution and optical sectioning The point-spread function (PSF) characterizes how a point source appears upon detection in the microscope. The image of any object can be obtained by mathematically convoluting its intensity density with the microscope PSF. The smaller and sharper the PSF, the better the resolution of a microscope. For an aberration-free system, the PSF depends on wavelength (λ), refractive index (n) in the objective medium and the numerical aperture (NA), which is related to the microscope's aperture shape. For laser scanning microscopy, an illumination PSF can also be defined to characterize the spatial profile of the excitation spot. The overall PSF is the product between the illumination PSF and the detection PSF convoluted with the 2D pixel area (D) of the detector projected into the object space. For a typical microscope with a circular aperture (assuming uniform illumination), the PSF is circular with a central bright disk and progressively weaker concentric dark and bright rings. The distance from its center to the first lateral minimum r xy and axial minimum r z is commonly quoted as the lateral and axial resolution (by Rayleigh criterion) of wide-field microscopes. The r z is proportional to the depth of field. For standard two-photon microscopes, the excitation also scales as light intensity squared, so that resolution can also be expressed as above. Because the wavelength in two-photon microscopy is about twofold that used in confocal, its theoretical spatial resolution should be twofold as well. In practice they are similar, as the finite pinhole in confocal microscopy broadens its PSF.
A microscope capable of optical sectioning can discern the z location of a uniform thin fluorescence plane. The laterally integrated PSF describes this capability. In standard wide-field microscopy, the laterally integrated PSF is z independent and thus does not confer optical sectioning. But the squared PSF in confocal and two-photon renders a z dependency and thus optical sectioning.
Temporal focusing imposes additional nonlinearity at the focus and enables wide-field two-photon excitation. The calculation of its excitation PSF requires consideration of the spatial dependency of the laser pulse width [24] [25] [26] [27] .
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solved by temporal focusing, which shapes the light pulse in time [24] [25] [26] [27] [28] [29] (Fig. 2b) . This approach broadens the laser pulse with the help of a grating. The pulse is recovered at shortest temporal width and highest peak power at the focus, achieving simultaneous spatial and temporal focusing. This additional nonlinearity enhances the contrast between the focus and the background, leading to a tightly axially confined 2D excitation plane (for example, 60-µm diameter excitation area with ~1.9-µm axial confinement) 28 . Compared to light-sheet microscopy, temporal focusing requires a simpler optical setup for illumination. Moreover, when combined with a spatial light modulator (SLM), a device that can generate holographic light patterns 30 , arbitrary 2D excitation patterns can be projected to the sample 24 . This approach is well suited for imaging that requires high spatiotemporal resolution, such as imaging synaptic and dendritic activity in superficial cortical layers. Furthermore, temporal focusing is particularly applicable for photostimulation with optochemistry or optogenetics, as it generates a well-defined excitation pattern over the sample 31, 32 . But because each point of the excitation pattern in the 2D plane needs to receive enough power for two-photon excitation, highpeak-power laser pulses (usually using regenerative amplifiers) are required, which necessitates caution owing to the potential for photodamage. Alternatively, a near-simultaneously excited 2D plane can be obtained by fast scanning of a 1D line 26, 29 , which improves the sectioning capability and reduces the laser power. Extended depth of field (EOF) holographic microscopy is another form of two-photon wide-field microscopy and one that we helped develop. Instead of exciting the sample with a whole 2D plane, a computer-generated hologram is built with an SLM leading to multiple focal excitation spots. A two-photon laser pulse is split into multiple beamlets [33] [34] [35] that then target many neurons (>100) simultaneously in 3D (Fig. 2c) . By placing a cubic phase mask (that modifies the spatial phase of the light) in the detection path, targeted neurons at different depths (which can span hundreds of micrometers) 33, 34 are focused on the camera, and their activity is recorded simultaneously 34 . By switching hologram patterns, different groups of neurons can be sequentially imaged 35 . EOF holography enables sparse excitation that reduces background, alleviating the effects of scattering and reducing photodamage. But if the sample has significant motion, the SLM pattern needs to be coordinated with such motion to avoid off-target excitation.
Finally, the development of computationally supported optics has made possible light-field microscopy, a type of wide-field imaging technology in which the whole sample is illuminated with onephoton light, and different imaging depths at the detection path are computationally extracted 36, 37 (Fig. 2d) . A microlens array is set up in front of the camera, collecting different perspectives of the object. Both the spatial intensity of emitted light and its direction are recorded for the emitted light 'field' , and then the sample can be reconstructed in 3D with a computational procedure. Light-field functional imaging of zebrafish larval brains spanning 700 × 700 × 200 µm has been demonstrated at 20 vol/s in vivo 37 .
Scattering samples: two-photon microscopy
Because of the deeper penetration in tissue of infrared light, twophoton laser scanning microscopy is ideally suited for imaging scattering tissues 4, 5, 38, 39 (Fig. 3a) . In a typical two-photon microscope, a femtosecond laser beam is focused into a diffraction-limited spot and scanned across the sample. The emitted fluorescence is collected by a single photomultiplier tube (PMT), whose temporal signal is mapped to the corresponding pixel, eventually forming an image. Because the sample is excited and the signals are collected point-by-point, this approach overcomes pixel cross-talk seen in wide-field imaging of scattering tissues. Furthermore, the longer excitation wavelengths are more resistant to tissue scattering than those used for one-photon excitation. Two-photon microscopy is generally a good alternative to confocal microscopy for functional imaging owing to its higher light-collection efficiency (because there is no pinhole in front of the PMT), deeper penetration and reduced phototoxicity. It has enabled a wide range of neuroscience studies in rodents, such as analyses of functional connectivity between cortical layers, cortical response to various sensory stimulations, neural activity during behavior, neurovascular coupling and spine structural and functional studies. This approach is also suitable for imaging neural activity in retina, which naturally responds to visible light but not to the infrared light of the two-photon excitation 40 .
But the Achilles' heel of two-photon microscopy, or any laser scanning microscopy, is its slow speed, as the sample is imaged sequentially, pixel by pixel. This will be a fundamental roadblock to imaging the activity of larger neuronal circuits in the future. Various scanning methods are available to minimize the transition time from pixel to pixel (Fig. 3a) . The most prevalent scanners are galvanometric mirrors (<10 fps) or resonance scanners (>30 fps) for xy scanning, and piezo-controlled objectives 41 or electrically tunable lenses (ETL) 42 for z scanning (Fig. 3b) . Although piezos offer a traveling range as large as 400 µm, with a step and settling time <20 ms for large mass objectives (preferred for deep imaging in scattering tissue for their high N.A. and low magnification 43 ), ETLs have a lower cost and shorter settling time (<10 ms).
For high-speed volumetric (3D) imaging, it is also desirable to reduce the transition time between illuminating different depths. A few technologies are promising to quickly change focal planes. SLMs can switch focus across >500-µm depth in <3 ms (ref. 44 ) and can be simultaneously used to implement beam multiplexing and adaptive optics, which corrects beam distortion from the optics and sample. Another z-scanning strategy employs an ultrasound lens (UL) or a tunable acoustic gradient index of refraction (TAG) lens, where each frame is taken at a yz plane (Fig. 3c) . These lenses operate continuously and can scan in z with a resonance frequency >450 kHz. ULs require a phase-locked loop for high-precision control of oscillation to avoid image distortions, enabling a ~1-kHz frame rate 45 . Finally, remote focusing is another z-scanning strategy [46] [47] [48] that depends on an auxiliary objective and a scan mirror at its image plane. Light enters the unit and is reflected by the mirror into the pupil plane of the imaging objective. Because the mirror at the auxiliary unit is light weight and can be rapidly moved, the focal spot can be scanned in z at high speed across the sample 48 (Fig. 3d) . With careful design, spherical aberrations can be avoided across different focal depths. Furthermore, kilohertz scan rates over arbitrary trajectories in 3D spanning hundreds of micrometers in each dimension (Fig. 3e) are possible 48 .
The scanning trajectories discussed so far are continuous at the scanned plane (Fig. 3b,c) or in space (Fig. 3e) . This means that substantial imaging time is wasted if samples are sparsely labeled. Selective access to targeted regions of interest (sometimes referred to as random scanning) would thus significantly increase imaging
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speed (Fig. 3f) . One solution employs acousto-optic deflectors (AODs) [49] [50] [51] [52] [53] . In microscopes using this technology, acoustic waves applied to the AODs direct light to different positions in 3D. During imaging, the target points (N in total) are sequentially visited, with a cycle rate >50/N kHz. Using AODs, fast calcium imaging was demonstrated in a 400 × 400 × 500 µm volume of mouse cortex in vivo 53 (Fig. 3g) . Owing to its fast random hopping capability, this type of imaging is suited for investigation of calcium dynamics in dendrite arbors across multiple cortical layers; it can also record neural activity at different spatial scales, offering an approach to study connectivity and interaction between local and global networks. But, as with any point-targeting strategy, sample motion needs to be minimal or closely monitored to update target coordinates. Further, the alignment of the AOD is sensitive to wavelength. Besides scanning speed, an important parameter for imaging is the size of the field of view (FOV). The FOV can be increased by reducing the objective magnification, but this also reduces numerical aperture (NA) and thus resolution. Low-magnification, high-NA objectives are commercially available but are not designed for large-scale imaging. To obtain large NAs and FOVs, large beam diameters and high scan angles are required, which makes it challenging to maintain minimal aberration and uniform excitation over the whole FOV. To do so, special design of the scan lens, tube lens, aberration compensation optics 54, 55 , scan engine 56, 57 and even objectives [55] [56] [57] is required (Fig. 3h) . These large FOV microscopes can be equipped with fast z-scanning modules such as an ETL or a remote focusing unit. Using such systems, researchers have demonstrated calcium imaging over a 3.5-mm-wide FOV 57 and a 4.4-mm × 4.2-mm FOV 56 with cellular resolution on mouse cortex in vivo. Large FOV microscopes are important for systems neuroscience, because they reveal interactions across different areas. But to maintain single-cell resolution and high temporal resolution, the whole FOV is typically not scanned at the same time. Multiplexing methods, described below, can maintain the temporal resolution while increasing the scanned area. 
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Multiplexing two-photon microscopy Fast-scanning methods, in xy and z, can improve imaging speed, but the tradeoff is a decreased dwell time on each pixel and thus lower SNR. The SNR in turn can be boosted by increasing laser power, but fluorescence saturation and photodamage can then pose substantial problems. An alternative approach to solve the speed problem of laser scanning microscopy is to increase (multiplex) the number of laser beams, and de-multiplex the detected signals. This strategy helps minimize transit time between regions by directing the beams to each desired FOV. Multiplexing can be achieved in different ways. The typical repetition rate of a femtosecond laser for two-photon imaging is ~80 MHz, corresponding to ~12 ns per pulse, whereas a typical fluorophore's decay time τ is a few nanoseconds. This opens the opportunity to pack several pulses into a time window, each targeting different locations, achieving temporal multiplexing 58 (Fig. 4a) . For example 58 , the laser pulse train can be separated into four copies, interleaved in ~3-ns intervals, enough for the fluorescence of each fluorophore to decay. These four beams are directed to scan different FOVs or depths, and their fluorescence can be distinguished and assigned to the corresponding region. This method has been combined with large FOV systems to increase the imaging areas 57 (Fig. 3h) ; different cortical regions can be imaged simultaneously. But the minimal time interval between different pulses is still limited by the fluorescence decay time τ to avoid cross-talk. This represents a fundamental barrier to the imaging speed of laser scanning microscopy, where the maximum pixel rate is set by τ -1 (~1/(3 ns) = 333.3 MHz, applies to most fluorophores), translating into a volumetric imaging rate of 12.7 vol/s for 512 × 512 × 100 pixels. In practice, the imaging rate is much lower when taking into account a reasonable pixel dwell time and the beam translation time between pixels.
Other multiplexing schemes allow truly simultaneous excitation of multiple spots in a sample. They are no longer limited by τ but instead by how well the demultiplexing scheme minimizes cross-talk and achieve high SNR. In a space multiplexing approach, N beams simultaneously scan N lateral regions, respectively, and pair themselves with N PMTs (multianode PMTs) for detection 59 ( Fig. 4b) . This method is derived from a multifocal two-photon microscope, essentially a wide-field method using a camera 60, 61 . 
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Replacing the camera with a multianode PMT increases the effective detector area for the emission from each focal spot, resulting in a more efficient light collection and thus an increased imaging depth in scattering tissues. Wavelength multiplexing (or multicolor two-photon imaging) is another strategy to increase speed (Fig. 4c) . Here, multiple laser beams, each with a different wavelength, are used to image cells labeled with multiple fluorophores 62 . At the detection side, dichroic mirrors separate the fluorescence with different wavelengths and direct these fluorescent wavelengths to different PMTs. Although a single excitation beam can excite fluorophores that emit at different wavelengths 63 , additional excitation wavelengths provide more flexibility. Different fluorophores may be used to label different cell populations. This is useful for structural imaging and to distinguish activity between different cell types, particularly with dense labeling.
In the code-multiplexing 64 strategy, an SLM splits the laser beam to target different neurons. Each beam is subsequently modulated by a digital micromirror device (DMD) to carry a unique temporal pattern (code), which is passed on to the fluorescence emitted by the corresponding target. A single PMT collects all the signals, and a decoding algorithm extracts signals for each target. Simultaneous imaging of more than five cells was carried out with submillisecond resolution 64 , which could be improved by a faster DMD. Imaging of larger cell populations with this method is yet to be demonstrated.
The above multiplexing schemes essentially tag each beam with a unique feature and use this feature to unmix the detected fluorescence. An alternative approach takes advantage of data statistics and computation to unmix the signals. With our recently developed holographic multiplane 44 strategy (Fig. 4d) , multiple focal spots created by an SLM are simultaneously scanned across different planes of the sample, forming images that overlap at a single PMT. Then, a computational algorithm (such as constrained non-negative matrix factorization) 65 is used to assign the photons arriving simultaneously from different focal points to cells in each focal plane. The algorithm takes advantage of prior information from each imaged plane (for example, cell positions and their calcium kinetics obtained in conventional single-plane imaging). It can efficiently unmix signals from different planes, provided that the spatiotemporal content of the neural activity is sparse, which is often the case. Simultaneous three-plane in vivo calcium imaging across a 500-µm depth range in cortex was demonstrated at 10 fps using this approach 44 . This method, essentially a projective imaging modality, is particularly useful for sparsely 
rEVIEw FOCUS ON DEEP IMAGING OF LIVE TISSUE
labeled samples and studies that require simultaneous imaging of multiple cortical planes or layers. A final class of multiplexing strategy goes beyond the concept of generating multiple beamlets; it instead relies on more sophisticated point-spread function (PSF) or wavefront engineering. For example, one can replace the diffraction-limited focal spot by a thin disk (for example, 5 × 5 × 10 µm) generated by temporal focusing and scan it over the sample 66 . This approach gains temporal resolution (160 fps over 500 × 500 µm) and can use statistical algorithms 65, 67, 68 to extract the neural activity from the seemingly decreased spatial resolution images. Other examples include using Bessel beams, which do not spread out laterally over an extended depth of field and can thus image all dendrites or neurons that the beams intersect 69, 70 . It aims to acquire 3D volumetric imaging by a 2D projection scan for sparsely labeled samples.
For all these approaches, the total power deposited into the brain is constrained by the thermal dissipation rate 71 . The full success of these strategies requires ongoing development of calcium indicators with increased sensitivity and brightness.
Deep brain imaging
In scattering tissue, the excitation beam gets distorted as it propagates in the sample, resulting in an larger PSF and a decreasing signal to background ratio (SBR) and limiting the imaging depth in two-photon microscopes 39, 72 . Scattering is quantified by the 'mean free path' or 'scattering length' (l s ), the average distance between scattering events, i.e., between collisions of photons and sample. For wavelengths (λ) ranging ~800-1,100 nm, commonly used for two-photon imaging, l s ranges from ~150 µm to ~250 µm 72 . Although increasing the laser power increases the signal at deep layers, it also increases background signal, which is generated mainly within one l s length from the surface. It is the SBR that ultimately determines how deep (z) the sample can be imaged. The SBR of two-photon microscopy can be expressed
, where V/V s is the inverse of the volume fraction of the sample that is fluorescence labeled 72 . For a SBR = 1, z is ~ 1 mm with λ = 940 nm (commonly used for GCaMP6 calcium imaging), NA = 1 and V/V s = 1.
One could extend the depth by enhancing the fluorescence collection efficiency η, such as by using low magnification (M), high-NA objectives (as η scales as NA 2 /M 2 (ref. 43) , or implementing specially designed optics to collect the fluorescence that escapes from the collection cone of the objective 73, 74 . However, such measures do not solve the distortion of the excitation beam. Adaptive-optics approaches can counteract scattering 75 . They apply a distortion to the light wavefront, of opposite sign to that generated by the scattering tissue. This is commonly done with an SLM or deformable mirror (Fig. 5a) . To measure how much the wavefront is distorted by the sample, which is necessary to calculate the distortion pattern, one can use direct 76, 77 or indirect wavefront sensing [78] [79] [80] . Using adaptive optics, fine structures can be resolved in deep layers with an increased SBR 81 . The required laser power for imaging can also be reduced. A Perspective in this issue gives an in-depth discussion on adaptive optics 82 .
As light scattering decreases with increasing wavelength, threephoton excitation, using infrared light, should in principle be better than two-photon excitation for deep tissue imaging. To avoid water absorption, one needs to use wavelengths in the 1,700-nm range for tissue penetration 72 . In three-photon microscopy, the thirdorder nonlinearity provides optical sectioning, reduces the out-offocus background and photodamage and improves the SBR even beyond the performance of two-photon approaches. But because the efficiency of three-photon absorption is low, a higher laser power or longer integration time (and thus slower frame rates) is required to acquire images. Nevertheless, novel laser sources have made three-photon excitation practical for fast imaging of neuronal activity, enabling cellular fluorescence imaging up to ~1 mm in depth 83 (Fig. 5b) . This powerful method enables noninvasive imaging of neural activity at deeper brain structures (for example, cortical layers 5 and 6 and hippocampus) as well as generate less photodamage and better SBR even for superficial imaging.
Finally, other deep-brain imaging strategies involve the physical insertion into the brain of a gradient-index (GRIN) lens to directly access a deep layer 84 , or of a microprism, which provides views of a vertical cross section of the brain 85, 86 (Fig. 5c) . Though invasive, these approaches provide direct access to the targeted deep brain region. The lengths of GRIN lenses can be customized, and brain regions under the cortex, such as hippocampus, thalamus and hypothalamus, and even fine structures such as dendritic 
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spines in CA1 hippocampus, can be imaged 87 . Microprisms allow simultaneous imaging of neural activity across all cortical layers in a single FOV and can thus be used to study inter-and intralaminar cortical dynamics and information flow.
Functional imaging of freely behaving animals
The microscopes discussed so far require samples to be well secured without movement (for rodents, this requires anesthetization or head fixing). But many biological questions need freely behaving animals. To tackle this challenge, miniature microscopes and fiberscopes that can be mounted on the animal heads have been developed. The weight of such devices can be as low as a few grams, which, albeit nontrivial for a small animal, still enables measurements under relatively normal behavioral conditions. Two types of wide-field epifluorescence miniature scopes exist. A light-weight miniaturized one-photon epifluorescence microscope uses optoelectronic components and a GRIN lens as an objective (Fig. 6a) . In one implementation, the device weighs 1.9 g and provides an 800-µm × 600-µm FOV with 1.50-µm lateral resolution 88 . This enables probing the brain in freely behaving mice during sensory, cognitive and motor tasks 89 .
Fiberscopes constitute a second type of miniature widefield microscope, where a multicore fiber or fiber bundle (with GRIN lenses at one end) links between a bulk microscope and the animal's brain 90, 91 (Fig. 6b) . Though not as flexible as the first approach, a fiberscope occupies a smaller footprint on the animal's head, enabling multiple fiberscopes to probe multiple brain regions simultaneously. Emitted light from the sample is collected through the same fiber and directed to a camera in the bulk microscope. Although at the cost of reduced resolution due to the pixilation of the multicore fiber, the light pattern is preserved at the two ends of the fiber, enabling advanced illumination patterns (for example, structured illumination) and targeted photostimulation patterns 91 . This has been used to study the influence of interneurons in local network during a behavior task in mice 91 . A drawback is that the FOV of fiberscopes is typically small.
Miniature two-photon microscopes require substantially more engineering owing to the necessary beam scanning mechanism, with the laser sources coupled externally through a fiber 92 . The PMT can be positioned at the proximal end of the fiber, and the scan engine at the distal end, followed by GRIN lenses interfacing with the brain [93] [94] [95] (Fig. 6c) . The scan engine can be placed at the proximal end as well, and a fiber bundle used to transmit the light pattern 96 . Further innovation to increase the FOV and imaging speed and optimize scanning could make miniaturized two-photon microscopes very useful for neuroscience research.
Outlook: into a hybrid future Calcium imaging of neural activity in vivo has flourished with the rapid advancement of fluorescence microscopy in recent years. The enormous improvements in imaging speed, depth and volume open new avenues to tackle biological problems. It is important to choose the appropriate technologies for different sample preparations. It seems logical for different techniques to be combined to boost overall performance. For example, adaptive optics could generally improve the imaging of scattering tissues by high-speed wide-field microscopes. Holographic devices, which can mimic most optical transfer functions, are universal optics that could be widely used to enhance the flexibility of all laser microscopes. Likewise, combining multiplexing technologies could further improve the speed of two-photon laser scanning microscopy, particularly for large FOVs. All of this could be further improved with three-photon excitation. Miniature microscopes and fiberscopes with higher level of integration, perhaps with microelectromechanical system (MEMS) technologies, could 
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widen their applications. Advances in computational optics and statistical methods should be combined with hardware innovations. The future of microscopy is likely to be hybrid, harnessing advantages from many different designs. Novel fluorophores 8, 63, 97, 98 and data analysis algorithms 65, 67, 99 are critical for in vivo fluorescence imaging, although they are not reviewed here. In addition, although focused on calcium imaging, our discussion also applies to the next generation of voltage imaging probes. The ongoing Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative 100 and similar initiatives in other countries 101 will provide the fuel to develop novel technologies. Optical methods will continue to revolutionize neuroscience and provide precise readout and manipulation of neural activity from microscale to macroscale, and are likely to help decipher the neural code used by different nervous systems. As in other fields of science, it is often new methods that first enable new discoveries and eventually new ideas 102 .
