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Let F(x), the K-transform of a functionf, be defined by 
F(x) = j- k(xt)f(t) dt. 
0 
In [7], we obtained a number of results of Abelian character under certain 
assumptions on f and k. We give here the corresponding Tauberian results. 
We assume that the reader is familiar with the notation and the assumptions 
as given in [7, Section 21. In particular, throughout this paper, without expli- 
citly stating, we assume thatf(t) is b ounded and decreases to zero as t + 00 
and that K(t) and K,(t), defined by (2.1), are uniformly bounded. L(t) is a 
slowly varying function, positive and locally bounded. The functions 4(s), 
X(s) and 9(s), s = u + z+ are the Mellin transforms of f(t), k(t), and F(t), 
respectively. In Theorems 7, 10, 11 and 13, we implicitly assume that X(m) 
is positive for the values of m under consideration. However, this is no loss of 
generality because, for the case X(m) < 0, we can replace the kernel K(t) 
by ---K(t). Similar considerations apply to -X’(l + a,), G(m) and 
-G’(l + a,). We mention here that the theorems, the lemmas, and the 
sections are numbered in continuation of those given in [7]. We start with 
Section 6. 
6. MAIN RESULTS: TAUBERIAN THEOREMS 
In Theorems 7-14, we assume that k is a symmetric Fourier kernel [8, 
p. 2211, that is, it satisfies the relation 
1 
m 44 My4 
t2 dt = min(x, y), x,y > 0. ‘0 
Under our assumptions on k, (6.1) is equivalent to 
.x+)x-(1 - s) = 1, O<a<l. (6.2) 
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THEOREM 7. If k is a Fourier kernel and satisJies any one of the following 
conditions: 
(i) k(t) satisfies (2.4), CQ > 0, 
(ii) k(t) satisfies (2.5), CQ = 0 and k,(t) is uniformly bounded, where 
k,(t) = St u-lkl(u) du, (6.3) 
0 
then 
F(x) - xm-lL( I/x), x-0, O<m<l, (6.4) 
implies 
f(t) - t-mL(t) X(m), t-+co. (6.5) 
THEOREM 8. If k(t) satisfies (6.1) and (6.3) (i), then 
F(x) N x-lL( 1 Ix), x -+ 0, (64 
implies 
f(t) -L(t) S(O), t+cO. (6.7) 
Theorems 7 and 8 hold only for a proper subclass of Fourier kernels. If we 
make use of the LB’-theory for such kernels, we can avoid the additional 
restrictions (6.3) when 0 < m < 1. Again, if l/p + l/p’ = 1 andf E L@(O, CO), 
1 <p <2, then FEY p’ and by the Parseval relation for such functions 
[3, Theorem 21, we have 
Iozf(t) dt = j-m qF(t) dt. 
0 
However, ifp > 2, it is not obvious whether (6.8) still holds. For this purpose, 
we first prove the following result. 
THEOREM 9. If f E L?p(O, co) for some p > 1, then (6.8) holds. 
Now we are in a position to prove Theorem 7 without the restrictions 
(6.3). However, we have to impose some additional restrictions on f. 
THEOREM 10. If k(t) satisjies (6.1) and f(t) = O{L(t)), t---f co, for every 
slowly varying function L(t) which decreases to zero as t--f co, then 
implies 
F(x) - x”-lL( 1 Ix), x+0, O<m<l, (6.9 
f(t) - t-mL(t) .X(m), t-+co. (6.10) 
CLASS OF INTEGRAL TRANSFORhIS. II 479 
The technique employed in proving Theorems 7 and 10 is not directly 
applicable when m > 1 for the simple reason that sr A+-%(X) dx may not 
converge for s = m. However, if k(t) satisfies (2.6), by Lemma 2, X(S) is 
meromorphic in -01,~~~ < 0 < 1. Furthermore, if k(t) is a Fourier kernel, 
by (6.2), X(S) is meromorphic in -0~~~~ < (T < 1 + 01,+~ and thus X(m) 
may be well defined. This suggests that we consider the Mellin transform of all 
the functions involved. Theorems 11-14 are proved under the additional 
assumptions that X(s) = O(l 7 10-1/“), s :z u + i-r, / 7 1 --f cc in 
-a,+1 < u < 1 + a,+1 and that ,X(s) has no zeros in --a,+l < (5 -c; 0. \5’e 
observe that these conditions are satisfied by a large number of Fourier 
kernels including the sine, the cosine and the Hankel transform kernel 
X’~“JI,(S), 1’ ;> -4. Furthermore, these conditions are sufficient but not 
necessary. For example, if x‘(s) does have zeros in -N,+~ < u ‘.;- 0, h! 
(6.2), it will have poles in 1 < 0 < 1 -+ ~i,+~ . This does not present an\ 
problem but, in this case, the behavior off(t), f  --f ‘m, will depend not onlf. 
on the behavior of F(x) as x--z 0 but also on the poles of X(S) in 
1 z; u < 1 + an+1 . 
THEOREM 11. If  
(i) k(x) satis$es the conditions of Theorem 7, 
(ii) .X(s) = O(i 7 /0-1/‘2), s = u + iT, I?- j -+ co, 
--cr,<crCl +a1 
and in case ~1~ > 0, X(s) has no zeros in --a1 < (T -( 0, then 
F(x) - xm-lL( 1 lx), x+0, O<m<l-+oll, 
implies 
f(t) - tYL(t) X(m), t--tm. 
THEOREM 12. If 
(i) k(x) satis$es the conditions of Theorem 7 and (2.3 
(ii) X(S) = O(l 7 jo-1P), / 7 j + 00, -01.) < (T < 1 -+ ai, 
s = u + ir, and has no zeros in -0~~ < (J < 0, then 
F(x) - x%5( 1 ix), N--to, 
implies 
f(t) = o{tE”+““L(t)>, f+co, 
or more precise&, 
c 
t 
- o Cf (4 du - --ql + 4w, t-+ co. 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
(6.17) 
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THEOREM 13. If 
(i) R(x) sattijies (2.6) 
F(x) - i CiXW jm f”‘f(f) df N xm-lL(l/x), 
j=l 0 
x + 0, 1 + %I -L m < 1 + %+r , 
(6.18) 
implies 
f (q - t-mqq q4 f+ 00. (6.19) 
THEOREM 14. If k(r) satisfies the condiiions vf Theorem 13, then 
F(x) - y cp joa f”‘f(f) df - x%(1/x), x -+ 0, n > 1, (6.20) 
i=l 
implies 
f(t) = o{t- “+““‘L(f)}, t+oO, (6.21) 
or more precisely, 
s t u”nf @) d”e -X(1 + $&L(r), f-boo. (6.22) 0 
Finally, we give two theorems in which we do not assume k to be a sym- 
metric Fourier kernek The assumptions on K, however, assure that there 
exists a function g, perhaps in an extended sense, such that k and g are 
unsymmetric pair of Fourier kernels [g, Chapter 81. 
THEOREM 15. If 
(i) K(t) rutisfies (2.6) fw n < N for N suJichf2y large, 
(ii) X(s) hf2.5 no zeros in -aN+l < u < 1, 
s 
17 
8iiJ 
a 
Ti ;{X( 1 - r))-l = O(l T [0+6r), 1 7 1 -+ Co for some real numb 
cz w-1, 
(iv) either f  (t) = O(f+l) f  or some y1 > 0, as t --+ co or there exists a 
nontrierid, nunnegUtiWe function u(x) E 9(0, 1) such fkt 
k,*(x) = jol w(f) k,(xt) df, (6.23) 
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does not change sign in 0 < x < 00, then 
G-4 F(x) - xvL( 1 Ix), x-0, O<m<l+ol,, 
implies 
f(t) - t-W4 G(m), t+co; 
(6.24) 
(6.25) 
(b) 
implies 
F(x) w x%5( l/x), x-to, (6.26) 
f(t) = o{t- ‘l+“JL(t)}, t-+03, (6.27) 
or more precisely, 
1 
t 
u”‘f(u) d” - --G’(l + 4-w 
t-+03. (6.28) 0 
THEOREM 16. If the assumption (i), (ii), and (iii) of Theorem 15 are satis- 
jed, then 
(4 
implies 
F(X) - f c#’ J: t”if(t) dt N Xm-‘L( I IX), 
j=l 
x -+ 0, 1 + 01, < m -=c 1 + an+1 , 
f(t) - t-“W G(m), t-co; 
(6.29) 
(6.30) 
(b) F(x) - 5’ c&= j; t”‘f(t) dt N x%L( 1 Ix), x-0, n>l, 
j=l 
(6.3 1) 
implies 
f(t) = o{t-b+“JL(t)}, t-+-m, (6.32) 
or more precisely, 
.t 
J u”nf(u) d” - --G’(l + %z)-qt), t+co. 0 
The condition (iv) in Theorem 15 assures that the Mellin transform off 
exists. Without this condition the Mellin inversion may not be valid unless 
some suitable summability method is used. The significance of condition (iv) 
is that if we do not known in advance that f(t) = O(t-y) as t + co for some 
y  > 0, then, for certain kernels, this information can be obtained directly 
from the behavior of F(x) as x + 0. We do not need this condition in 
Theorem 16 since (6.29) and (6.31) imply that f~ Z(O, CD). 
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7. SOME PRELIMINARY RESULTS FOR THE TAUBERIAN THEOREMS 
Some of the results, stated as lemmas, in this section are known. We list 
them here for the sake of convenience and easy reference. The proof of 
Theorems 7 and 8 depends on the following result given by us recently. 
LEMMA 4. If  
(i) f(t), h(t) are nonincreasing functions in (0, c9), tending to zero us 
t -+ 00 and f  (t) h(t) E qo, CO), 
(ii) k(t) satisfies the conditions of Theorem 7, then 
1+&F(x) H(x) dx = Imf(t) h(t) dt, 
+0 0 
where F(x) and H(x) are the k-transforms off(t) and h(t), respectively. 
For the proof, see [6, Theorem 3.11. 
LEMMA 5. If  f(t) = O{L(t)}, t -j 00 for every slowly varying function 
L(t) which decreases to zero as t -+ co, then f(t) = O(t-n), t -+ co for some 
positive number A. 
For the proof, see Bojanic and Karamata [2, p. 61. They proved that if 
h(x) is a positive function and 
L(x) h(x) = O(l), x--t co, 
for every nondecreasing slowly varying function L(x), then there exists 
h > 0 such that 
xAh(x) = O(1). 
LEMMA 6. If  f(t) = O(t-u), t + co, p > 0, then 
P(s) = 4(1 - 4 qs), I-p<a<l. 
Proof. By uniform convergence, 
JaNF(x) xs-l dx = s” xs-l dx lrn k(xt) f  (t) dt 
0 0 
zzz Ioffi f  (t) trS dt ,,1” k(u) us-l du. 
(7.1) 
By Lemma 2(a), for each fixed s, 0 < u < 1, the integral sz k(u) us-l du is 
uniformly bounded, this bound depending on CJ alone. Hence, by the domi- 
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nated convergence theorem, as 6 -+ 0, N+ co and 1 - p < u < 1, we 
obtain (7.1). 
The next result is due to Pitman. 
LEMMA 7. If ST trj(t) dt is of index m as x + co where m > 0, then 
x’j(x) is of index m - 1. 
For a proof, see [4, Lemma 31. 
We shall need the following extension of Lemma 7. 
LEMMA 8. If y is a positive integer, /3 > -1 and m > y, then 
Ji ts(x - t)‘j(t) dt is of index m as x--j. co implies that taj(t) is of index 
m - y _ 1. Furthermore, 
implies 
Proof. 
where 
J -+ t”(x - t)‘j(t) dt w x’%(x), x’j co, (7.2) 0 
tBj(t) -t--X(t) 
r(m + 1) 
r(~+l)%-~)’ 
t+iYJ. (7.3) 
j-Z ts(x - t)‘j(t) dt = Iz $(t) dt, 
0 0 
4(t) = y jot u”(t - u)y--l j(u) du. 
Obviously, a,!(t) is monotone increasing. Therefore, by Lemma 7, c,h(t) is of 
index m - 1. Repeating this process y times, we conclude that tej(t) is of 
indexm-y- 1. 
Next, let 
tsf(t) = P--v--lL1(t), t 3 1, 
where L,(t) is a slowly varying function. Since m > y, it follows from (7.2) 
that 
I ’ P(x - t)‘j(t) dt 0 
=r 
3 (7.4) 
t”-l(x - t)‘Ll(t) dt + O(c) N x%(x), x--t co. 
‘0 
But, 
I 
5 
tm-+(x - t)‘Ll(t) dt = xm 1 ’ ZP-~-~(I - u)‘Ll(xu) du. (7.5) 
0 ‘0 
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By a result of AljanEic, BojaniC and TomiC [l, Theorem 11, since for some 
17 > 0, ~-%*-~-i(l - u)y E 9(0, l), we have 
1 
xm s u-~-1( 1 - u)y L&U) du N xmL,(x) 1’ u*-Y-~( 1 - u>y du 
0 0 
(7-Q 
The result now follows from (7.2) and (7.6). 
Finally, in the proof of Theorem 15, we use the following result. 
LEMMA 9. Let k satisfy (2.5). If there exists a nontrivial, nonnegative 
function w(x) E 9(0,1) such that k,*(x), dejned by (6.23), does not change sign 
in O<x<<, then 
(a) F(x) sati$es (6.12) implies f(t) = O(t-u), t -+ 00, for every ,LL such 
that 0 < TV < m, m < 1 + orl; 
(b) F(x) satisjies (6.15) implies f(t) = O(t-u), t + co, for every TV such 
that 0 < /I < 1 + a1 . 
Proof. Integrating by parts, we obtain 
or 
F(x) = -x-l som k,(xt) df (t), 
@j(x) = xF(x) 
=- 
s mR,(xt) df(t)* 0 
We note that, by (2.5), 
w = c,(l + CYJl tlfB1 + o(t”“‘) 
(7.7) 
(7.8) 
as t -+ 0. Also, k,*(t) does not change sign in 0 < t < cc and G(O) = 0 
since k,(O) = 0. Hence, by a known result [5, Theorem 2.21, f(t) = O(F), 
t-+co, O<~<m<l+or,, provided that @(x)=O(xu) as x-to. 
However, it is easy to see that this indeed is the case. Q(x) is bounded and, by 
hypothesis, @( 1 /x) - x -+L(x) as x --+ co. Let 6 be any positive number such 
0 < 6 < n. Since x%(x) -+ 0 as x + co, 1 @(l/x)] < Arm+*, for some 
constant A = A(6) and x > 1. Therefore, 
CD(x) = 0(x+8), x -+ 0. 
This completes the proof of (a). The proof of (b) is similar. 
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8. PROOF OF THEOREMS 7-16 
Proof of Theorem 7. Let 
so that 
H(u) = j-= k(ut) h(t) dt 
0 
_ Q4 . 
u 
By Lemma 4, 
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(8.1) 
(8.2) 
zz s 
m k,(t) 
0 
-r F(tix) dt. 
P(x) = 1 x-lF(l/x)l ) o<x<aL (8.4) 
Let 
By Lemma 1, P(& ) r is b ounded and, by hypothesis, P(x) N s-~L(x), .Y -+ CO. 
Therefore, by Lemma 3, for 6 > 0, 
P(x/t) < 
I 
Atm+s, x > B, t> 1, 
w 9 At"-8 x>B, O<t<l, 
(8.5) 
for some positive constants A and B. Hence, 
F(t!x) = * 
I 
tm+8--I, t > 1, x--t 03, 
FW) p-8-1 o<t<1, x-+cn. 
w3) 
3 
We can choose 6 so that 0 < m - 6 < m + 6 < 1. Now applying dominated 
convergence theorem, we obtain, from (8.3), 
s; f(t) dt 6) k,(t) 
ii? F(l,/x) = 0 t s- tm-ldt, O<m<l, 
1 io zz- 
s l-m o 
t’=lk(t) dt 
= & .X(m). 
(8.7) 
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Therefore, 
s ozf (4 dt - xl-“L(x) (1 - m)-’ Z(m), (8-8) 
as x + co. Since f (t) is monotone, by Lemma 7, f(t) is of index -m as t + CCL 
Now we can use an argument similar to that employed in Lemma 8 and 
obtain (6.5). 
Proof of Theorem 8. The proof is similar to that of Theorem 7. The only 
change required is that in (8.5) and (8.6). We may choose 6 > 0 such that 
-CQ < -8 < 6 < 1. The rest of the argument needs no change. 
Proof of Theorem 9. For 1 < p < 2, (6.8) follows from a result of 
Busbridge [3, Theorem 21. Therefore, we may assume that p > 2. Let p’ 
be the conjugate of p, that is, l/p + l/p’ = 1. Then 1 < p’ < 2. Define 
functions h(t) and H(u) as in (8.1) and (8.2), respectively. Obviously, 
h(t) E Pp’(O, co) and H(u) E dpY(O, co). Since f(t) E S’(O, co), 
Therefore, 
I lSt 1 f (u)l” du = o(l), t--tco. 
Let 
f(t) = o(t-l/P), t-00. (8-g) 
FN(t) = s,” h(tu) f (u) du. (8.10) 
By absolute convergence, 
M !+ FN(t) dt = s,” f (u) du j” + k(tu) dt 
zzz loNf (u) du JoM H(t) k(tu) dt. 
(8.11) 
Let N > X. Since h(t) and H(t) are transforms of each other in the P2-sense, 
sf H(t) h(ut) dt converges to h(u) in the P-mean. Hence, for fixed N, 
.liE J-oMy Fj,,(t) dt = j-,” f (u) h(u) du 
(8.12) 
= ozf(u) du. s 
\  I  
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We now show that 
387 
We observe that tFN(t) is bounded. Therefore, 
To complete the proof of the assertion, we only have to show that 
!fd+N(t) dt = j’ !+!b@) dt. 
0 
Let N > 1. If  t < l/N, by (8.9) 
1 FN(t)l < A, j” u-l/P du 
0 
= A,(1 - l/$-l 1j7-1!1, 
< A1( I - 1 /p)-’ tlj”-1, 
(8.13) 
(8.14) 
(8.15) 
for some constant A, . Again, if t > l/N, 0 < t S; 1, 
1 FN(t)i < / jol’t k(tu)f(u) du ( + ( j; k@)f(u) du / 
= I, + I2 
(8.16j 
As in (8.15), 
11 < A,( 1 - l/p)-’ tll+l, (8.17) 
whereas 
I2 =f(l/t) 1 s,;, k(tu) du / , l/t < E < N 
< A2t11*-1, 
(8.18) 
for some constant 4, . Thus 1 FN(t)l is dominated by an absolutely integrable 
function in 0 < t < 1 and k,(xt)/t . b IS ounded. Therefore, (8.14) holds. This 
completes the proof of Theorem 9. 
Proof of Theorem 10. By Lemma 5, f(t) = O(tmu) as t + CC for some 
TV > 0. This, together with the fact that f(t) is bounded, implies that 
f(t) E Z’P(O, 00) for some p > 1. Therefore, by Theorem 9, (6.8) holds. 
The proof can now be completed as in Theorem 7. 
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Proof of Theorem 11. Choose to such that 0 < p < min(m, 1). There 
exist positive constants A,, A, such that j F(t)1 < A&u-l, 0 < t < 1, 
and [ k,(xt)F(t)l < A&l, 1 < t < 00. 
/osf(t) dt < s,’ 1 k,(xt)F(t)l t-1 dt + SW 1 k,(xt)F(t)l t-1 dt 
1 
s 
co 
d A, ’ I W)l t u-2 dt + A, I t-” dt 0 1 (8.19) 
= As&~ o’ 1 k,(u)1 w-2 du + A, . 
s 
Therefore, 
s df(t) dt = 0(x1-u), x+03 (8.20) 
or 
f(x) = oe9, x--f co. (8.21) 
The Mellin transform of f converges absolutely in 0 < u < p and, by 
Lemma 6 and the relation (6.2), 
d(S) = F(1 - 4 Jf(s), O-CO-C/A (8.22) 
Since p(l - s) and X(s) are both analytic in 0 < u < m, (8.22) holds in 
O<a<m. 
Now, choose c, /I, y such that 
0 < 3c < min(m, 1); (8.23) 
B > 0, Bfl>m; (8.24) 
y is a positive integer and r+*>m. (8.25) 
Since p can be chosen arbitrarily close to min(m, l), it follows, by (8.23) 
and (8.21), that the Mellin transform of f(t) converges absolutely at o = c. 
By the Parseval formula for the Mellin transform [8, Theorem 421, 
I = IO’ ts(x - t)‘f(t) dt 
= -& /l”” xs+“+l-%@ + 1 - s, y + 1) 9(s) ds, T c rm 
(8.26) 
where 
+ 1 4 1 - w + - ST Y + 1) w 4 r(Y 1) = 
r(p + y + 2 _ s) . (8.27) 
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For fixed cr, s = 0 + i7, 
B(P + 1 - $9 Y + 1) = O(l 7 IP-l), !Ti+cO, a<p+1. 
By (8.22) 
I=& -: s .+‘+l-s&~ + 1 - s, y f 1) X(s) F-(1 - s) ds 
1 
(8.28) 
T--- 
hi s c+za sB+y+l-sB(p + 1 - s, y + 1) X(s) as p(t) t-s dt. c-ia 0 
By the absolute convergence of the double integral, 
I I 
rB+YF( 1 /X) = - om $$ dt 1-T: 27ri I B(p + 1 - s, y + 1) X(s) .+A)-” ds 
1 ma F(u/x) du c+ia =- - 
2Ti J 0 w/4 s 
B(p $ 1 - s, y + 1) X(s) z(-~ ds 
c-ice 
where 
= I1 + I2 ) (8.29) 
B(j3 + 1 - s, Y -c 1) X(s) u-~ ds (8.30) 
and 
1 
Ip=& - 
m F(u/w) du c+im 
1 W/4 s 
B(@ + 1 - s, y + 1) X(s) UP ds. (8.31) 
c-im 
The inner integral in I, converges absolutely and is bounded in absolute 
value by AU-~ for some constant A. The behavior of F(u/r)/F(l/x) can be 
obtained in the same manner as in (8.6) where we may take 0 < 6 < c. 
Thus, by the dominated convergence theorem, as s + co, 
1 l c+im 
Il.- - 
I 27ri o 
urn-l du 1 B@ + 1 - s, y + 1) X(s) ZP ds. * e-im 
Since the double integral is absolutely convergent, we interchange the order 
of integration and obtain 
f1 - .x--,co. (8.32) 
40914912-1s 
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Now we shift the line of integration to Re s = or where 
171 < e1 < min(y + $, /3 + 1, 1 + 0~~). 
This is possible by (8.24) and (8.25). Th e only singularity of the integrand, 
in c < a < aI , is a simple pole at s = m. Also, the integrand tends to zero as 
( 7 1 + 00 in this strip. Therefore, 
1 
I 
Ul+iW 
I1 - - 
2rri 
I?(/? + 1 - s, y + 1) X(s) (m - s)-l ds 
LT-9’30 
+ S(m) B(P + 1 - m, Y + 11, 
(8.33) 
x+ 00. 
Next we consider I,. The function B&I + 1 - s, y + 1) X(s) is analytic 
in 0 < a < 1 + CQ , has no singularity in c < u < ur and tends to zero as 
1 7 I+ co. Therefore, 
I 
ol+im 
B(/3 + 1 - s, y + 1) X(s) UP ds. (8.34) 
q-i;0 
The inner integral is again absolutely convergent and is bounded in absolute 
value by Au-01 for some constant A. By (8.6), choosing 8 properly we see 
that the Lebesgue dominated convergence theorem is applicable. Hence, as 
X--tCQ, 
1 Co 
I, -7 
s 
cqfim 
27n 1 
urn-l du 
I 
B(p + 1 - s, y + 1) X(s) U+ ds. (8.35) 
ol-im 
By the absolute convergence of the double integral we may interchange the 
order of integration and obtain 
1 
s 
q+im 
Is - - 
27ri 
B(/I + I - s, y + 1) X(s) (-m + ~)-~ds, x: 
q-im 
Combining (8.29), (8.33) and (8.36), we obtain 
I-~~+“F(l/x)X(rn)B(~+ 1 -m,y+ I), 
which is equivalent to 
s z tB(x - t)‘f(t) dt - xs+v+l-mL(x) X(m) B(jl + 1 - m, y + l), 0 
co. 
(8.36) 
(8.37) 
x-+ co. 
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By Lemma 8, f(t) is of index -m as t + 00 and 
JV + Y + 2 - m) 
f(t) - r(y + 1) r(fi + 1 - m) 
x(m) W + 1 - m, y + 1) t-“L(t), 
as t--t co, which is equivalent to 
f(t) - t-%(t) X(m), t-+cO, (8.38) 
Proof of Theorem 12. First of all, we note that X(s) is analytic in 
-01~ < (T < 1 + 01s and, therefore, (6.2) holds in -01~ < u < 1 + 01~. Since 
.X(s) has a simple pole at s = -LYE , it must have a simple zero at s = 1 + 01~ . 
To obtain (6.16), the only change we need to make in the proof of Theorem 11 
is to set m = 1 + 01~ and choose ur such that 
X(1 + 01~) being zero, we obtain (6.16) from (8.38) directly. However, to 
obtain the relation (6.17) we have to make a few changes in the proof of the 
preceding theorem and we outline these. 
Replace m by 1 + (or and the relation (8.24) by 
ft? = 011 3 0. (8.39) 
The equations (8.26)-(8.32) q re uire no change. We shift the line of integration 
to Re s = or where 
I + a1 < ul < min(y + 8, 1 + 01~ ,2 + ~1~). (8.40) 
41 + c1r - s, y + 1) X(s) is regular at s = 1 + ~yr . Therefore, (8.36) holds 
when /3 is replaced 01~ . Also the integrand in (8.32) has only a simple pole at 
s = 1 + 01~ in c < u < or , with residue X’(1 + 0~~). The rest of the proof 
needs little change. In place of (8.37) we obtain 
Since, 
I - 4q.v) Z’(1 + 01r), .i-+ 00. (8.41) 
where 
Is tyx - t>‘f(t) dt = y (x - t)Y-l t)(t) dr, 
0 0 
W = Y lt W4 du, (8.42) 
(8.41) can be written as 
. oz (x - t)“-l q!(t) dt r - -x%(x) X(1 + a,), x--t co. (8.43) 
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If y > 1, by Lemma 8, #(t) is a slowly varying function and 
I 
t 
0 ua1f(u) d” 
- --L(t) X(1 + 01), t+co. (8.44) 
If y = 1, by Lemma 7, 4(t) is slowly varying. Since it is also monotone, 
(8.44) follows directly. 
Proof of Theorem 13. There is only a slight difference between the proof 
of this theorem and that of Theorem 11. We merely indicate the necessary 
changes. The equation (8.22) is obviously satisfied. Define c, /3 and y as in 
(8.23), (8.24) and (8.25), respectively. In the present case we choose a, such 
that 
m<~l<~n~y+3,B+1,1+~,+l>. (8.45) 
Define I by (8.26). The equation (8.29) is satisfied but now we write this in a 
slightly different form. 
I = (27ri)-1 x8+‘, [=k’(u/x) du [c+i” B(j3 + 1 - s, y + 1) X(s) u-* ds 
JO Jc-im 
I (2mi) ml x'+~ Cm [F(u,x) - 5 c,*(u/x).l] du 
'0 j=l 
I 
ciim 
X B(B + 1 - s, y + 1) X(s) u+ ds 
c--Pm 
+ (27ri) -‘x6+’ $ cj*x-aj~m uajdurim B(p + I 
0 c-im 
= 13 + I* , 
where 
cj* = Cj s 
m t”lf(t) dt 
0 
- s,y + l)X(s)u-Qs 
(8.46) 
(8.47) 
and the equality in (8.46) holds provided that the integrals Ia and Ia exist. 
Consider the integral 
I5 =j=omua~du[m;~ B(/3 + 1 - s, y + 1) Z(s) u-‘ds, 1 did% 
= I, + I, (8.48) 
where 
IO = 1’ u=j du j-‘+‘* B(j3 + 1 - s,y + 1)X-(s)u-“ds 
0 e--im 
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and 
By absolute convergence, 
s cfim I, = B@ + 1 - s, y + 1) X(s) (1 + aj - s)-l ds e-io 
(8.49) 
=s 
C71+ir, 
B(fl $- 1 - s, y + 1) X(s) (1 + CQ - s)-l ds. 
ol-iZC 
The last equality follows from the fact that the integrand is analytic, has no 
singularity in c < u < o1 , tends to zero as 1 7 / -+ co, and that 
ZK-(1 + LYJ = 0, j = I) 2 )... , n. 
Similarly, 
B@+l-s,~+l)X(s)(l fq-s)-ids. (8.50) 
In this case, we shift the line of integration first and then interchange the 
order of integration which is justified by the absolute convergence of the 
double integral. From (8.49) and (8.50), it follows that lj = 0 for 
j = 1, 2,..., n. Therefore, 
I4 =o. (8.51) 
The equation (8.46) can now be written as 
I 
xs+yF*( 1 IX) = (24-1 J” F*(l/x) 
-m F*(“/x) du iz.r B(/3 $- I - s, y + 1) X(s) UP ds, 
(8.52) 
where 
F*(w) = F(s) - f Cj5”. 
J=l 
By hypothesis, F*(x) h x N1-lL( I/X), x - 0. Also x-V*(x) is bounded. Hence, 
(8.6) with F replaced by F* is applicable. To obtain the asymptotic behavior 
of the double integral in (8.52) as x + co, we use exactly the same technique 
as used earlier to obtain the asymptotic behavior of I in (8.29). The shifting 
of the line of integration to (J = o1 (defined by (8.45)) is justified by reasoning 
similar to that employed in the proof of Theorem 11, and we obtain 
I y x6+yF*(1/x) Z-(m) B(l + ,E! - m, y + l), Lx--, co, (8.53) 
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which corresponds to (8.37). Finally, by Lemma 8, we obtain 
f(t) - t-mJw> q4, t-co, (8.54) 
Proof of Theorem 14. The relation (6.21) follows directly from (8.54), 
since Z(m) = 0 for m = 1 + (Y, . To obtain (6.22), we combine the tech- 
niques used in the proofs of Theorems 12 and 13. Define c and y by (8.23) 
and (8.25), respectively. The numbers p and u1 are defined by 
p=ff,>o (8.55) 
and 
1 + 01, -=c q < min{y + &, 1 + an+1 ,2 4 a,}. (8.56) 
Define I by (8.26). The equation (8.52) holds with n replaced by n - 1, 
n > 1, while corresponding to the equation (8.41) in the proof of Theorem 12, 
we obtain 
I - -x%qx) X’(l + a,), x--t co. (8.57) 
From this, by Lemma 8, (6.22) follows. 
Proof of Theorem 15. By Lemmas 6 and 9, 
S(1 - S) = C(S) X(1 - S), 
or 
4(s) = G(s) fl(1 - 4, 0 < u < min(1, m). (8.58) 
Define I by (8.26) where c satisfies 0 < 3c < min(1, m, 3/r). Define y such that 
y is a positive integer and Y > m + 8,. (8.59) 
In the proof of part (a), define t9 by (8.24) and or by 
m < ur < min(y - 8, , /I + 1). (8.60) 
In the proof of part (b), define /I by (8.39) and or by 
1 + ~yr < ur < min(y - S, ,2 + ~yr). (8.61) 
With these changes, the proof of Theorem 15(a) and (b) can be completed 
as in Theorems 11 and 12. 
Proof of Theorem 16. We note thet (8.58) is satisfied. Define c and y as 
in Theorem 15. In part (a), define p by (8.24) and or by (8.60). In part (b), 
define /3 by (8.55) and ur by 
1 + tx, < or < min(y - 6, ,2 + an). (8.62) 
The proof of Theorems 16(a) and (b) can now be completed as those of 
Theorems 13 and 14, respectively. 
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