INTRODUCTION

Straightforward
application of dynamic programming on production planning is impossible in general by the dimensionality of the There are two inventory points, both supplied by the same production unit P. $1 and 02 are the demand density functions for problem. A calculation of the state values 1 and 2. Production orders are placed at is only possible if the dimensionality can the end of each period and are assumed to be reduced, for instance by decomposition.
arrive during the next period. If x, is the A lot of production planning problems are I almost decomposable. A system of n inveninventory on hand at point 1 at the begintory points, for instance, with one supplyning of a period and if an order of z1 units ing production unit gives an (at least) ndimensional dynamic programming problem. But if the production capacity is infinite is placed then the expected inventory and stockout cost during that period is L, (x,+2,). The same for point 2. the problem reduces to n one-dimensional I I I problems. A system of n inventory points The ordering costs are given by the funcin series, with constrained production cations cl(.) and c,(e). The production pacities in between, also gives an n-dimencapacity of P is C units per period, that sional problem.
But if the production costs means z 1 + z2 2 c. Unsatisfied demand is are linear and the production capacities infinite then the problem reduces to n onedimensional problems (see Clark and Scarf 
121).
backlogged. The discounted dynamic programming model for this problem is
In this paper we will show with aid of two examples how this almost decomposability can k facilitate the application of dynamic proVol(X 1' x2) = min z1fz2$ Ic,(z,) + c2 (z2) gramming.
The first example is a system with two parallel inventory points. The methods used in this case are closely req, z*_1p lated to the methods used by van Beek [l] in a multi-dimensional production smoothing
The second example is a twoechelon problem.
TWO PRODUCTS WITH A JOINT PRODUCTION CAPACITY The first system considered is the following the construction of optimal and good strate- The dynamic programming models for these problems are 
This yields a feasible strategy (fo) for the two-dimensional problem.
(Van Beek [l] used this way to construct a strategy for a With respect to practical problems the first question is the most important one of course.
In large production networks it is impossible in general to execute more than one iteration step and even that first step can be difficult. The second question has to be seen in the framework of numerical methods of dynamic programming.
The point is: how can one use the structure of the problem to reduce the computation time?
We have tried to answer these questions with aid of some numerical examples. For all values of the set-up costs we found values for r 1 of about 1.02 and for r 2 of about l/2. It has to be mentioned here that we did not use standard value iteration but the proce-dure of Mac Queen, combined with an idea of van Nunen [ 31, which implies that after each maximization step a number of value determination steps has to be executed.
TWO ECHELON PROBLEMS
The results for the parallel case are rather hopeful.
But if one wants to use this method for whole networks it is necessary to make it suitable for multi-echelon problems. Therefore, we consider here the most simple multi-echelon problem.
There are two echelons, echelon 2 supplying echelon 1 by a production unit P. The density function of the demand per period is 9(.). Unsatisfied demand is backlogged. Orders are placed at the beginning of each period and arrive at the beginning of the next period.
The expected inventory and stockout cost in a period is Ll(xl) + L2 (x2) where x 1 is the inventory on hand at echelon 1 at the beginning of the period and x2 is the total inventory in the system. The costs for orders from outside are given by the function c,(.), the costs of production by the function cl(.).
The production capacity of P is C units per period.
The discounted dynamic programming model for this problem is k Va(Xl>X2) = Ll(X1) + L2(x2)
For the case where C = m, c,(z) = cl'z and Ll(.) is convex.
Clark and Scarf [2] have k shown that va(x1,x2) = vcI lk(xl) + "tk (x2) where v lk and v;f" can be found in the a following way vF(x,) = min Tcl.zL + L1(xl) Then we can make the same comparisons as in the first problem.
We have worked out the following numerical examples. If the set-up costs are high we have to change the penalty function p somewhat.
cl In case the set-up costs are 0, the last echelon, echelon 1, wants to reorder each period up to a level S. If x2 < S this is not possible and the echelon 2 has to pay a penalty.
But in case the set-up costs are positive the optimal strategy for echelon 1 is of the s-S type, with S-s > 0. If the difference between S and s is large echelon 1 does not order each period and it is not correct to penalize echelon 2 for having an inventory less than S if echelon 1 does not order. To take into account this effect we replaced S in the definition of p, by s + LI. We can try to choose LI such that echelon 2 is only penalized if echelon 1 wants to order. It is also possible to improve the results by excluding in the construction of the strategy f. possibilities which are certainly not optimal.
For instance, if x2 -x1 -zl~ C then it can never be optimal that
We have the following results. better results by choosing the penalty function in another way.
