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 要  旨 
QR 分解は様々な分野に利用される行列分解計算の一つであり、その中でも行数 m>>列数 n となる
縦長行列に対する QR 分解はベクトルの直交式に相当し、様々な数値計算手法で高速でありなおかつ
高精度な方法が求められている。従来法のハウスホルダーQRは処理が逐次的で同期や通信多く、並列
化が難しい。近年提唱された並列処理に適した Tall Skinny QR(TSQR)アルゴリズムでは縦長行列を
行方向に分割した小行列をQR分解し、得られた上三角行列 Rを結合し、QR分解を繰り返す階層的な
構造をしている。 
A = [
𝐴0
𝐴1
] = [
𝑄0𝑅0
𝑄1𝑅1
] → [
𝑅0
𝑅1
] = 𝑄2𝑅2 
本研究では Graphics Processing Unit (GPU)に着目し NVIDIA社の CUDAを用いた TSQRの
実装を行う。CUDA ではカーネル関数として実装した部分を GPU で並列処理することができる。TSQR
では自明な並列性のある複数の行列に対する QR 分解をカーネル関数とするべきである。ここで、
CUDAブロック単位で 1つの QR分解を処理することが理想的であるが、現在の CUDAの実行モデル
では 2 分木等の葉の実行完了をブロック間で認識できないので、一旦ホストに戻し、システムレベルで大
きな同期を行う必要がある。TSQR の第二階層以降で扱う行列はとても小さいものとなるので、データの
移動は少ないものの、実行時間全体に占める同期のコストは大きくなることが問題となる。本研究では、コ
ストが大きい集約操作を 2 分木型ではなく 1 度に全て集約する形とし、同期の回数を最小限に抑える実
装を行う。 
本実装と CUDA 向けの線形代数ライブラリである MAGMA で QR 分解実行時間の比較実験を行っ
た。MAGMA はハウスホルダーQR を使用している。結果、行数が少ない場合では、MAGMA に大差
をつけられるが、1 ブロックあたりで処理するベクトルの長さが十分大きくなる行数領域では本実装の方が
高速であった。最適化された実装である MAGMA に対し、最適化が十分でない本実装でも高速である
場合が確認でき、最適化を進めることで本実装の優位性が高まることが望める。 
さらに、2分木型でホスト経由の同期を行わない 1 カーネル版の TSQR は理想的な実装であるが、ブ
ロック間同期等の新技術によりこれが実現可能であるとの知見を得ており、今後はその検証にすすむこと
が今後の課題となる。 
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第1章. 序章 
 研究の背景と目的 1.1
QR 分解はベクトルの直交化と同等のアルゴリズムであり、固有値解析など様々な分野に利用される行列分
解計算の一つである。とくに縦長(m≫n)の QR 分解は特異値分解やブロックハウスホルダー法、部分空間反
復解法の中で重要な役割を果たしており、大きな行列に対して高速でありなおかつ高精度な方法が求められ
ている。QR分解で多く用いられているハウスホルダーQR分解は逐次的であり並列化が行いにくいため、近年
提唱された Tall Skinny QR(TSQR)アルゴリズムが注目されており TSQRに関する研究は重要性が高いと考
えられる。 
TSQRについてはこれまでの研究により従来のハウスホルダーQR と比較して以下のことがわかっている。 
・並列性が高い[1] 
・計算量が増加する[2] 
・計算精度が良い[2] 
また、TSQR は再帰的に利用可能で再帰数を増やすほど記憶参照の局所性が増すことや、行列が縦長であ
ればあるほど性能が高くなる[3]ことも知られている。 
本研究では TSQRの並列化の方法として Graphics Processing Unit (GPU)を利用した並列化に着目し
ている。GPU は画像処理用のハードウェアで主に 3D ゲームなどをモニターに出力することを行っていた。
GPUは単純な計算能力だけではCPUよりも高く、このGPUを画像処理以外の汎用計算にも利用しようという
考えが General Purpose computation on GPU (GPGPU)である。本研究ではNVIDIA社より提供されて
いる GPGPU用開発環境である CUDA を用いて TSQR を実装する。また、近い将来、アクセラレータのみで
全てのタスクを処理する時代が来ることを考えると、GPU への完全オフロード化は重要なテーマである。そこで、
本研究では CPU 資源による演算を行わない GPUへの完全オフロード化による TSQRの高速化を目的とす
る。本研究では、通常 C で使用される Row-Major ではなく CUDAの特性を生かすことができる Fortran等
で用いられるColumn-Majorでの実装やBLASなどに代表される定型処理のデバイス関数での実装をする。
完全オフロード化の際、ボトルネックとなりやすい CUDA ブロック間の同期が問題となるので本研究では同期
回数を 1回のみとするように実装をする。 
 
 本論文の構成 1.2
本論文は以下のように構成される。第 2章ではハウスホルダーQR分解や TSQRの概念、アルゴリズムについ
て記述している。第 3章では本実験で扱う画像処理用ハードウェアGPUとTSQRのGPUでの実装について、
第 4章は実験、評価、第 5章では結論を述べている。 
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第2章. TSQR 
 QR分解 2.1
大きさが m×n (m ≥ n)の行列 Aを直交行列 Q と上三角行列 Rを使って、式(2.1)のような 
 A → QR (2.1) 
に分解することを QR分解と呼ぶ。[4]QR分解には大きさが m×mの Qを求める fatQR タイプとm×nの Q と
n×nの Rのみを求める thinQRの 2通りが存在するが、本論文では主に後者のタイプを扱うものとする。QR分
解は特異値分解やブロックハウスホルダー法、部分空間反復解法の中で重要な役割を果たしている。QR 分
解の計算方法はグラムシュミット(Gram-schmidt)法やヤコビ(Jacobi)法、ハウスホルダー(Householder)法を
利用したものなど、様々な方法があるが、数値計算では計算精度の問題からハウスホルダーQR 分解が用いら
れることが多い。 
 
 ハウスホルダーQR分解 2.2
  ハウスホルダーQRは、式(2.2)のような 
 𝑀 = 𝐼 − 2𝑢𝑢𝑡 (2.2) 
という形をした直交行列を用いた片側変換として構成される。ここでMは直交行列、Iは単位行列、uは行列A
のある一列の要素を使って生成されるベクトルである。第k列目のベクトルuは以下のようにして生成する。ここ
で、𝑎𝑖,𝑗 は行列 Aの i行目 j列目の要素である。 
s = √𝑎𝑘+1,𝑘
2 + 𝑎𝑘+2,𝑘
2 + ⋯+ 𝑎𝑛,𝑘
2  
𝒂 =
[
 
 
 
 
 
 
0
⋮
0
𝑎𝑘+1,𝑘
𝑎𝑘+2,𝑘
⋮
𝑎𝑛,𝑘 ]
 
 
 
 
 
 
      𝒃 =
[
 
 
 
 
 
 
0
⋮
0
𝑠
0
⋮
0]
 
 
 
 
 
 
     
𝑣 = 𝒂 − 𝒃   𝑐 =
1
|𝒗|
   𝒖 = 𝑐𝒗 
 
行列Mを行列 Aの左側から掛けると uの生成に利用した列の特定の要素が 0になる。 
𝐴 ← 𝑀𝐴 
これを繰り返していくと行列Aは左から要素が 0の列が増えていき、最終的に上三角行列となるので、これを行
列 R とすると 
𝑀𝑛𝑀𝑛−1𝑀𝑛−2 … 𝑀2𝑀1𝐴 = 𝑅 
と書くことができる。ここで用いた𝑀𝑛𝑀𝑛−1𝑀𝑛−2 …𝑀2𝑀1を 
Q = 𝑀1
𝑡𝑀2
𝑡 …𝑀𝑛
𝑡 
とまとめて Q とすればA = QRとなる。 
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ハウスホルダーQRで得られるQは直交性が高いが、第 i列目に対する変換行列Miを生成するためにはM1、
M2、…、Mi-1まで変換行列を第 i列目に作用させた後でないとできないので非常に逐次性が強い方法であ
る。 
 
 
図 2-1 ハウスホルダーの流れ 
 
ここで、Aの更新を 
𝐴𝑘+1 ← 𝑀𝑘𝐴𝑘 = (𝐼 − 2𝑢𝑘𝑢𝑘
𝑡)𝐴𝑘 = 𝐴𝑘 − 𝑢𝑘(2(𝑢𝑘
𝑡𝐴𝑘)) 
とし、Aを更新しながらベクトル𝑢𝑘を並べた行列 Uを 
𝑈 ← [𝑢1|𝑢2|𝑢3|⋯ |𝑢𝑛−1|𝑢𝑛] 
同時に生成する。Aの更新が全て終了した後に、 
𝑄𝑛 = [
𝐼
−
0
] 
とした初期行列𝑄𝑛に以下のように、Uの一列を用いて 
𝑄𝑘−1 ← 𝑀𝑘𝑄𝑘 = (𝐼 − 2𝑢𝑘𝑢𝑘
𝑡)𝑄𝑘 = 𝑄𝑘 − 𝑢𝑘(2(𝑢𝑘
𝑡𝑄𝑘)) 
とすれば、行列Mを作らなくても A と Qの更新を行うことができる。また 
ハウスホルダーQR分解のアルゴリズムは図 2-2のようになる。図 2-2の(4)、(5)、(6)がAの更新部分、(8)、(9)、
(10)が Qの更新部分となる。 
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図 2-2 ハウスホルダーQRのアルゴリズム 
 
 ブロックハウスホルダーQR 2.3
図 2-2 のアルゴリズムからも分かるようにハウスホルダー変換を行列に作用させる計算は、行列とベクトルの積
が中心となるため、メモリアクセスのボトルネックによる影響がとても大きく、計算機の性能を引き出すことが難し
くなる。この問題を解決するため、ハウスホルダーQR を実装する場合には、一般的にブロック化と呼ばれる方
法を利用する。ブロック化とは行列を列方向に分割し、分割したブロック内でのみ QR 分解を行い、得られたハ
ウスホルダー変換行列を分解した行列以外の部分に作用することを繰り返すことである。図 2-3にブロックハウ
スホルダーQRの流れを示す。 
 
図 2-3 ブロックハウスホルダーQRの流れ 
 
LAPACKなどではWY表現[5]などの手法でQの逐次させる部分を高性能化する方法がとられている。WY表
現ではハウスホルダーQRの Qを行列 Y,Tを用いて、 
 
for  k = 1 to n { 
(1) 𝑠 = √𝑎𝑘+1,𝑘
2 + 𝑎𝑘+2,𝑘
2 + ⋯+ 𝑎𝑛,𝑘
2  
(2) 𝑢 ← 𝑎 − 𝑏 
(3) |𝑢|2 ← |𝑎 − 𝑏|2 = √2𝑠(𝑠 − 𝑎𝑘,𝑘) 
(4) 𝑤 ← 𝑢𝑡𝐴 
(5) 𝑣 ←
2
|𝑢|2
×𝑤 
(6) 𝐴 ← 𝐴 − 𝑢𝑣 
(7) 𝑈 ←  𝑈  
𝑢
|𝑢|
  
} 
for  k = n to 1 { 
(8) 𝑤 ← 𝑈𝑘
𝑡𝑄 
(9) 𝑣 ← 2𝑤 
(10) 𝐴 ← 𝑄 − 𝑈𝑘
𝑡𝑣 
} 
ハウスホルダーQRのアルゴリズム 
Uk : 行列 Uの k列目 
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𝑄 = 𝐼 − 𝑌𝑇𝑌𝑇 ∈  𝑅𝑚×𝑚  
Y ∈ 𝑅𝑚×𝑗  (𝑚 > 𝑗)   ,    𝑇 ∈ 𝑅𝑗×𝑗 
とする。ここで、行列 Yはハウスホルダーベクトル uを並べた行列、行列 Tは上三角行列である。 
ハウスホルダー変換行列を式 2.2 とすると、Qの更新は以下のようになる。𝑌0 = 𝑢0、𝑇0 = 2とする。 
𝑄+ = 𝐼 − 𝑌+𝑇+𝑌+
𝑇 
𝑌+ = [𝑌 𝑢] ∈ 𝑅
𝑚×(𝑗+1) 
 
𝑇+ =  
𝑇 𝑧
0 2
  (2.3) 
 𝑧 = −2𝑇𝑌𝑇𝑢 (2.4) 
 
図 2-4中の nbはブロックのサイズを意味する。 
 
図 2-4 Qの生成 
   
残りのブロック部分を A’とすると A’の更新は𝑄𝑇𝐴′ = (𝐼 − 𝑌𝑇𝑌𝑇)𝑇𝐴′ を計算することが必要となる。これは行列
行列積となるのでブロックの分割を適切に行うことで、ブロック化していない場合と比較して、メモリアクセスの問
題が改善され、非常に高速な計算を行うことができる。 
実装する場合には 
 (𝐼 − 𝑌𝑇𝑌𝑇)𝑇𝐴′ = (𝐼 − Y𝑇𝑇𝑌𝑇)𝐴′ 
= 𝐴′ − 𝑌(𝑇𝑇𝑌𝑇𝐴′) 
= 𝐴′ − 𝑌(𝐴′𝑇𝑌𝑇)
𝑇
 
 
 
(2.5) 
と計算することで、Qを求める必要がなくなる。ここで 
 𝑌 = [𝑌1 𝑌2]𝑇           𝐴′ = [𝐴′1 𝐴′2]
𝑇 (2.6) 
と置き、さらに計算用の領域Wを用意する。図で表すと図 2-5のようになる。 
 
𝑄+ =  −  + + +
  
 0 = 𝑢0   ,    + = [ 𝑢] ∈  
 ×( +1) 
 
 0 = 2    ,   
 
 + =  
  
0 2
  
  = −2   𝑢 
 
  
  
 u0 u1 
Trailing  
Matrix 
Y 
T 
m 
nb n−nb nb 
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図 2-5 Aの更新に必要な計算領域 
 
式(2.5)は以下の手順で計算される。 
まず、𝑊 = 𝐴′𝑇𝑌の計算を行う。式(2.6)より、 
 𝑊 = 𝐴′1
𝑇
𝑌1 + 𝐴′2
𝑇
𝑌2 (2.7) 
  となる。式(2.5)は 
 𝑊 ← 𝐴′1
𝑇
𝑌1 (2.8) 
 𝑊 ← 𝑊 + 𝐴′2
𝑇
𝑌2 (2.9) 
と計算する。次に 
 𝑊 ← 𝑊𝑇 (2.10) 
を行う。この時点で𝑊 = 𝐴′𝑇𝑌𝑇 である。最後に𝐴′ ← 𝐴′ − 𝑌𝑊𝑇を計算する。 
 𝐴′2 ← 𝐴′2 − 𝑌2𝑊
𝑇 (2.11) 
この時点で A’2の更新が完了する。最後に A’1更新で以下の計算を行う。 
 W ← W𝑌𝑇 (2.12) 
 𝐴′1 ← 𝐴′1 − 𝑊
𝑇 (2.13) 
以上の計算でA’の更新が行われたことになる。以降のブロックでも同様の処理を行い、AをQ,Rに分解する。
大きく 3段階に分けるとWY表現を使ったブロックハウスホルダーQRのアルゴリズムは図 2-6のようになる 
 
 1 
 2 
 
𝐴′2 
𝐴′1   
  
  
A 
m 
nb n−nb nb 
n 
nb 
m−nb 
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図 2-6 ブロックハウスホルダー法のアルゴリズム 
 
 TSQR 2.4
Tall Skinny QR (TSQR) [1]は非常に縦長(m≫n)の行列 Aに対して、行列を繰り返し行方向に分割して計
算を行うアルゴリズムである。 
行列 Aを行方向に 2分割して TSQRを行った場合の様子を図 2-5に示す。TSQRの流れとしては、まず、
Aを図 2.4のように 2分割し、分割されたそれぞれの行列 A1、A2でQR分解を行う。得られたQ1、R1、Q2、R2
のうちR1、R2の上三角行列部分を結合した行列に対して再びQR分解を行う。ここで得られた R3が最終的な
R となる。TSQR のアルゴリズムは図 2-7 のようになる。図 2-7 中でハウスホルダーQR(Ai,Qi,Ri)は行列 Aiを
ハウスホルダーQRによって Qiと Riに分解することを意味する。 
 
 
図 2-7 TSQRのイメージ図(2分割) 
 
 
(1) 列方向に分割されたブロックをハウスホルダーQR分解する。 
(2) 得られたハウスホルダーベクトルより Tを計算する。 
(3) ( −     ) 𝐴′を計算し、分解した部分以外を更新する 
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図 2-8 TSQRのアルゴリズム 
 
最終的に元の Aに対する Q(陽な Q)を得るためにはそれぞれの Qの掛け算を行う必要がある。その様子を
図 2-8 に示した。このアルゴリズムではそれぞれの再帰レベルでの QR 分解、Q の掛け算は独立して行うこと
ができるが、計算量は従来のものより多くなる。 
 
 
図 2-9 小さな Qの大きさ 
TSQR で最初に行われる QR 分解で得られる Q は A を行方向に分割した数を p とすると、図 2-9 より
(m/p)×nの大きさのものが p個になる。2回目以降のハウスホルダーQRでは分解する行列の大きさも小さくな
り、得られる Qの大きさは 2n×n となる。TSQR を実装する場合には得られた Qを順番通りにかけて陽な Qを
計算するよりも、2回目以降に得られたQを掛け、そこに最後に 1回目で得られたQを掛けた方が計算量が少
なくなる。 
 並列計算におけるハウスホルダーQRと TSQRの比較 2.5
行列 Aを以下のように行方向で上下に 2分割して並列計算を行う場合でハウスホルダーQR と TSQRの比較
for( k = d to 1) { 
for( i = 1 to 2k){ 
(1) ハウスホルダーQR(Ai,Qi,Ri)  //部分行列の QR分解 
} 
  for( i = 1 to 2k-1) { 
(2) 𝐴𝑖 = [
 2𝑖
 2𝑖+1
]   //Rの結合 
} 
(3) 𝑄 ← 𝑄
[
 
 
 
𝑄1 ⬚ ⬚ ⬚
⬚ 𝑄2 ⬚ ⬚
⬚ ⬚ ⋱ ⬚
⬚ ⬚ ⬚ 𝑄2𝑘]
 
 
 
  //陽な Qの計算 
} 
  
TSQRのアルゴリズム 
m 
n 
m/2 
n 
2n 
n 
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を行う。 
𝐴 = [
𝐴1
𝐴2
] 
簡略化した並列ハウスホルダーQRのアルゴリズムを示すと図 2-10のようになる。 
 
図 2-10 簡易ハウスホルダーQRのアルゴリズム 
「(1) uiの生成」では行列 A の i 列目の要素が全て必要なのでデータ交換の通信が 1 回必要となる。 「(2) 
Miの生成」では通信は必要ない。「(3) Miの作用」ではMiAを計算するためにデータ交換の通信が 1回発生
する。したがって、1 ループで通信が 2 回発生することになり、ハウスホルダーQR 全体での通信回数はで 2n
回となる。通信の回数が多くなってしまうと通信によるプロセス間の同期が必要となってしまうので、それによる
オーバーヘッドによる非効率化が問題となる。次に、並列 TSQRの簡易アルゴリズムを図 2-11に示す。 
 
図 2-11 TSQRの簡易アルゴリズム 
 
上記の並列ハウスホルダーQR と異なり、各ハウスホルダーQR は独立して実行されるので通信は発生しな
い。 通信が必要となるのは図 2-11中の 2.の Rの結合の 1回のみである。再帰回数が k回の場合、通信回
数は k回となる。 
  
For i = 1 to n 
(1) uiの生成    
(2) Miの生成    
(3) A←Mi A  (Miの作用)   
end for 
 
ハウスホルダーQR 
m 
n 
A1 
A2 
(1) 各プロセスでハウスホルダーQR(Ai,Qi,Ri) 
(2) 𝑨𝟑 = [
𝑹𝟏
𝑹𝟐
] 
(3) ハウスホルダーQR(Ai,Qi,Ri) 
  
TSQR 
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第3章. GPUによる TSQRの並列化 
 GPGPU 3.1
 GPU(Graphic Processing Unit)はグラフィックスの処理を主な目的としたハードウェアである。内部に数百個
の演算器を持つため、演算性能に関しては CPU と比べるととても高い。GPU は単純な計算を大量に行うことを
得意としており、グラフィックス処理に限定せずに数値計算にも応用されるようになった。 
 GPU による汎用計算に利用され始めたころは、計算を行うにはシェーディング言語と呼ばれている特殊なグラ
フィックス専用のプログラミング言語で記述する必要があり、GPU を利用しようとする人にはグラフィックスの知識
が求められていた。 
 しかし、GPU 上での汎用計算開発環境である NVIDIA の CUDA(Compute Unified Device 
Architecture)[6]の登場により GPU コンピューティングの妨げとなっていた多くの制限を解消することができ、より
GPU コンピューティングはより広く受け入れられるようになった。 
 さらに、3D画像よりも HPC向けの NVIDIA Tesla という GPUの登場や、それまで単精度浮動小数のみでし
か計算できなったが、汎用計算向けアーキテクチャの Fermi アーキテクチャでは倍精度浮動小数計算が可能に
なるなど、GPU コンピューティングによる演算精度も上昇している。 
 GPU における演算性能も日々進化をしており、近年ではその演算能力の高さのためスーパーコンピュータにも
GPU を搭載しているものが数多く存在する。2012年 11月にスーパーコンピュータの性能ランキング「TOP500」
で第 1位に選ばれた「Titan(タイタン)」(2013年 11月時点で 2位)にもNVIDIA Tesla K20Xが組み込まれて
いる。Tesla K20XはFermiアーキテクチャの次のアーキテクチャであるKeplerアーキテクチャを採用しており、
ピーク時の演算性能は単精度浮動小数演算で 3.95T FLOPS、倍精度浮動小数演算で 1.31 T FLOPSの性能
を持つとされている。 
 
 CUDA 3.2
CUDAはNVIDIA社製のGPUで使用することができるプログラミング言語であり、それまでのシェーディング
言語のような画像処理用の知識を必要とせず、一般的なCやC++のような形でプログラムを記述することができる。
図 3.1に CPU と GPUの関係、GPUの内部構造を示した。 
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図 3-1 GPUの内部構造 
 
GPU は内部に SP(Streaming Processor)と呼ばれる演算装置を数多く持っている。SP は最小単位の演算
処理装置であり、SP と浮動小数の乗算などを行う SFU(Special Function Unit)を用いることで高速な計算を実
現している。この SP と SFU と共有メモリで構成されるまとまりを SMP(Streaming Multi Processor)という。 
CUDA プログラミングは GPU で計算を処理したい部分をホスト(CPU)コードからカーネルカーネル(GPU)関
数を呼ぶ形で実装する。カーネルは 1 つのグリッド(Grid)から構成され、グリッドは複数のブロック(Block)から構
成されている。さらにブロックは複数のスレッド(Thread)を持つ。 
CUDA での並列計算はブロックとスレッドにより行われる。スレッドはプログラミングモデルからみた場合の実行
の最小単位で、ブロックは指定した数からなるスレッドの集合である。スレッドには連続したスレッドが連続したメモ
リに同時にアクセスすることで高速にメモリアクセスを行うことができるという特徴がある。図 3-2 に CUDA の階層
的なモデルを示した。 
ブロック内のスレッドは SMP によって 32 スレッド毎に並列実行され、このまとまりをワープ(warp)と呼ぶ。これ
は全スレッド数によらず固定の値なので、32の倍数のスレッド数で実行することで計算速度の性能を引き出すこと
ができる。 
CUDA はメモリも階層的になっており、全ブロックから参照できるグローバルメモリ、一つのスレッドからのみ参
照できるローカルメモリ、ブロック内全体で共有のシェアードメモリなどがある。グローバルメモリ、ローカルメモリは
オフチップのメモリであり低速であるが、シェアードメモリはオンチップなので高速にアクセスできるので、これらの
高速なメモリやレジスタをうまく扱うことで計算速度を上げることができる。 
 
 
 
  
CPU 
Main Memory 
ホスト側 デバイス側
制御 
GPU Memory 
SP  SP 
  SP 
  SP   SP 
  SP   SP 
  SP 
  SFUs 
Shared Mem   
 SP   SP 
  SP 
  SP   SP 
  SP   SP 
  SP 
  SFUs 
Shared Mem 
⋯ 
SMP SMP 
GPU カード 
データ転送 
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図 3-2  CUDAの階層的モデル 
 
 
図 3-3 GPUのメモリ階層(一部分) 
 
 MAGMA 3.3
Matrix Algebra on GPU and Multicore Architectures (MAGMA)[6]はNVIDIA社が提供するGPU向
け(CUDA向け)の線形代数ライブラリである。CPU と GPU を同時に使うハイブリッド型のライブラリであるので、
GPU 単体よりも高速となる。MAGMA の現在の最新バージョンは 2014/01/08 にリリースされた
MAGMA1.4.1 である。MAGMA ライブラリで倍精度ハウスホルダーQR 分解を行う関数はである
magma_dgeqrf()であるが、この関数ではLAPACK同様にブロックハウスホルダーQRによるQR分解で実装
されおり、本研究で扱う GPUへの完全オフロードによる TSQRの実装をした関数はMAGMAでは実装が行
われていない。また、GPU で実装が困難と思われる部分を CPU で実装しており GPU に完全オフロードす
るためにはデバイス側での高度な実装が必要と考えられる。 
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 CUDA TSQRの実装 3.4
従来の研究ではマルチコアによる並列 TSQR などが実装[3][7]されているが、本研究では CUDA による
GPUへの完全オフロードTSQRの実装を行う。この節では本研究でのCUDA TSQRの実装についての説明
を行う。 
 
3.4.1 CUDA TSQR 
CUDAで TSQRを並列化する場合、 
(1) TSQRをホスト関数、デバイス関数へ割り振り方 
(2) CUDA スレッドの割り振り方 
(3) TSQRの各階層間の Q,Rの同期方法 
を考える必要がる。 
(1)は TSQRで並列計算可否部の扱いの問題で、本研究では並列計算できる TSQR各階層での複数個の
小行列の QR分解と Qの行列積をカーネル関数でとした。 
  (2)については、まず、CUDAの各ブロックで T スレッドを用いて T個のハウスホルダーQR を処理させる実
装が考えられる。この方法ではAの行方向分割数をN個、1つのCUDAブロックのスレッド数をTとした場合、
(𝑁 + 𝑇 − 1)/𝑇個のブロックを生成し、1ブロックあたり T個のハウスホルダーQRを処理することになる。この様
子を図 3-4に示す。ここで、各 QR分解はブロックハウスホルダーQRを用いて分解している。 
 
 
図 3-4  1 スレッドで 1つの QR分解する場合(2 スレッド) 
 
しかし、3.2節で述べたように CUDAでは各スレッドがメモリ上で連続したデータを参照できないとメモリの転
送時間が多くなってしまう。上記の方法の場合では、CUDAの各スレッドがメモリ上で連続したデータを参照す
ることができず離れた位置にあるデータを扱うこととなり GPUの計算能力を生かすことができない。 
そこで、次に CUDA の各ブロックに 1 つのハウスホルダーQR をマルチスレッドで処理させる並列化が考え
られる。この実装方法ではデバイス側では N個のブロックを生成し、各ブロックでは T スレッド並列で 1つの小
行列の QR分解を処理することになる。先行研究[9]でもこの実装が行われている。図 3-5にその様子を示す。 
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図 3-5  T スレッドで 1つの QRを並列計算 
 
 
(3)について、CUDAではスレッド間では__syncthreads命令を用いることで同期することができるが、ブロッ
ク間でグローバルメモリを同期する命令は用意されていない。この実装の場合、2分木構成 TSQRの再帰レベ
ルごとにカーネルを一旦終了し、再び次の再帰レベルでカーネルを起動する必要がある。つまり、システムレ
ベルでの同期が複数回発生することになる。TSQR の第二階層以降で扱う行列はとても小さいものとなるので、
データの移動は少ないものの、実行時間全体に占める同期のコストは大きくなることが問題となる。図 3-6 にそ
の様子を示した。 
 
図 3-6  CUDA TSQR - 複数カーネル版(2分木構成) 
 
CUDA で並列計算を実装する場合、CPU 経由の同期はオーバーヘッドが大きいのでるので、少ないデー
タ量に対して何度もカーネル関数を呼ぶと、その操作がボトルネックとなってしまい、GPU の計算性能を発揮
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しきることができなくなってしまう。ここで、TSQRの場合、m>>nなので第一段階のQR分解以外で扱う行列は
とても小さくなる。本研究では TSQR アルゴリズム中、最初の階層の QR 分解で得られた R を全て結合し、そ
れに対してQR分解を行い、Q と Rを得る、再帰レベルが常に 2の TSQRを実装する。図 3-7はその様子を
示している。 
 
 
図 3-7 CUDA TSQR - 複数カーネル(1回で全ての結果を集約) 
 
 
3.4.2 デバイス側でのハウスホルダーQRのマルチスレッド処理 
本研究の CUDA-TSQRでは CUDAの各ブロックは分割された複数個の行列に対してハウスホルダーQRを
行っているが、図 2-2のアルゴリズム中で uの計算部分の(1)、 Aの更新部分の(4)の行列計算をマルチスレッド
で処理している。 
 
(1) ベクトルの内積計算 
図 2-2の(1)のようなではまず 1つのスレッドが 1サイクルで 1つの数値の 2乗計算を行い、各スレッドに対応
付けされたシェアードメモリに加算する処理を繰り返す。すべてのスレッドが計算を終了したら、各スレッドの計算
結果を足していくことで𝑠2を求めている。図 3-8は 4 スレッドで(1)を処理する場合の様子を示している。 
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図 3-8 (1) 𝒔 = √𝒂𝒌+𝟏,𝒌
𝟐 + 𝒂𝒌+𝟐,𝒌
𝟐 + ⋯ + 𝒂𝒏,𝒌
𝟐 のマルチスレッド計算(4 スレッド) 
 
(2) ベクトル行列積 
図 2-2の(4) 𝑤 ← 𝑢𝑡𝐴 の行列ベクトル積についても、同様に 
① スレッドに計算する値を割り当てる 
② 各スレッドで計算した結果をシェアードメモリ自身に割り当てられた部分に加算 
③ シェアードメモリの結果のすべての和を計算する。 
④ ➀~➂を k列目から n-1列目まで繰り返す 
図 3-9にその様子を示す。 
 
図 3-9  𝒘 ← 𝒖𝒕𝑨のマルチスレッド計算(4 スレッド) 
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第4章. 実験 
 実験環境 4.1
以下で行う実験では 3つの環境で 3種類のGPUを使用した。は各実験環境、GPUについて表 4-1、表 4-2、
に示した。 
 
表 4-1 3つの実験環境 
実験環境 1 
OS Fedora 18 3.10.11-100.fc18.x86_64 
CPU Intel(R) Core(TM) i5 CPU  750 @ 2.67GHz *4 
GPU GeForce GTX 560 Ti 
実験環境 2 
OS Fedora 18 3.10.12-100.fc18.x86_64 
CPU Intel(R) Core(TM) i7-2700K CPU @ 3.50GHz *4  
GPU GeForce GTX 590 
実験環境 3 
OS Fedora 18 3.11.10-100.fc18.x86_64 
CPU Intel(R) Core(TM) i7-4770S CPU @ 3.10GHz *8 
GPU GeForce GTX 780 
 
表 4-2 各環境の GPUの概要 
GPU name SMP数 CUDA core数 Global Mem Compute capability 
GeForce GTX 560 Ti 8 384 2.0GB 2.1 
GeForce GTX 590 16 1024 1.5GB 2.0 
GeForce GTX780 12 2304 3.0GB 3.5 
 
 CUDA TSQR中の処理時間の割合 4.2
 本研究で実装した CUDA TSQR では TSQRの第二階層の QR 分解処理は１つの CUDAブロックで実行さ
れており、コストは A の分割数に比例する。第一階層の QR分解、Qの乗算は分割数が適切な数であれば並列
処理が可能になるため高速化が期待できるが, 第二階層の QR 分解の影響もあるので、適切な分割数を選ぶ必
要がある。ここでは、今回の環境ではどのような分割数が適切であるかを実験する。図 4-1、図 4-2、図 4-3 は
各環境でA:524288×64として、分割数を変化させて実験し、TSQRの実行時間を第一階層のQR(QR1)、第二
階層(QR2)、Qの乗算、CPU-GPU間データ転送の時間に分けてグラフにしたものである。 
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図 4-1 実験環境 1(GTX560Ti) 
 
 
図 4-2 実験環境 2(GTX590) 
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図 4-3 実験環境 3(GTX780) 
図 4-1、図 4-2、図 4-3 よりどの環境でも分割数を増やすことで QR1、Qの乗算の計算時間が減少していること
がわかる。しかし、分割数を増やしすぎると、QR2 で分解する行列が大きくなり計算時間が急激に増加している。
また、CUDA ブロックは 65535 個まで生成可能だが実際に並列計算される数は GPU の SMP の数とキューに
積むことのできるブロック数によって限られているので QR1 部分も分割数を増やしすぎると計算時間が増加して
いることがわかる。 
 
 
 既存ライブラリ MAGMAとの実行時間比較 4.3
MAGMA と本研究で実装した CPU版(逐次版)TSQR と Row-major CUDA TSQR、Column-major CUDA 
TSQR の実行時間を比較した。その結果が図 4-4、図 4-5、図 4-6 である。各図中の TSQR(X)は X 分割で処
理した場合を意味する。 
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図 4-4 行数毎の実行時間(GTX560Ti) 
 
 
 
図 4-5 行数毎の実行時間(GTX590) 
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図 4-6 行数毎の実行時間(GTX780) 
 
各図より基本的にRow-majorよりもColumn-majorでの実装の方が高速である。これは、TSQRでは縦長の
ベクトルの内積計算が多いためであると考えられる。しかし、ベクトル長が十分に長くない場合には Row-major
の方が高速である場合もある。 
MAGMA との比較でアは行列サイズが大きい場合、GTX560Tiで 2.56倍、GTX590で 1.50倍,GTX780で
2.50倍の高速化となっていることがわかる。現状での CUDA TSQRはデバイス側ブロックハウスホルダーQR分
解部分の実装は最適化されておらず MAGMA は最適化されたライブラリであるので、TSQR の並列性の高さは
GPU でも有効であることが確認できる。本実装の最適化が進めばグラフの gpu_tsqr_r_major(紫色のライン)と
gpu_tsqr_c_major(青色のライン)のが全体的に下がることになり、さらにCUDA-TSQRの優位性が高まることが
考えられる 
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第5章. 結論 
 まとめ 5.1
実験結果より本研究で実装した TSQR は行列サイズによっては既存ライブラリより高速となることがわかった。
本研究での QR分解部分はまだ最適化されておらずMAGMAは最適化されたライブラリであるので、TSQRの
並列性の高さはGPUでも有効であることが確認でき、デバイス側でのHouseholderQR処理部分の最適化によ
りさらなる高速化が望める。 
また、本実装では TSQRを再帰数 2で、2階層目のQR分解はGPUの 1ブロックのみで処理しているため、
後半部分で GPUの計算能力を発揮しきれていない。よって、この部分の並列性を高める必要がある。 
 
 今後の展望 5.2
5.2.1  デバイス側での QR分解の高速化 
  CUDA TSQRの現状の実装ではデバイス側でのQR分解中の行列演算プログラムが低速であり、最適化の必
要がある。最適化の方針の一つとしてループを shared メモリに収まるようにブロック化してループアンローリング
する方法が考えられる。 
 また、現在最新の Keplerアーキテクチャで Compute Capabilityが 3.5以上のGPUではカーネルから動的
に別のカーネルを起動することが可能(ダイナミック並列処理)である。これを利用してブロックハウスホルダーQR
内の TrailingMatrixの更新処理部分やQの乗算の行列行列演算にCUBLASの高速な関数を使うことができ
れば、更なる高速化が可能であると考えられる。 
 
5.2.2 TSQRの並列性を高めた実装 
今回は TSQR 再帰階層中の最初の QR 分解部分をのみをデバイス側で処理するような実装であったが、
TSQR の処理を全てデバイス側で実行できれば更なる高速化が見込める。しかし、第 3 章でも述べたように
TSQRの各再帰レベルごとに CPU-GPU間のデータ転送が発生してしまう。 
しかし、これまでの研究で図  5-1[10]のプログラムのように、CUDA で用意されている atomic 演算の
atomicCAS()を利用することでカーネルを終了せずにブロック間の同期ができることが分かっている。さらに、
Kepler アーキテクチャでは従来のものより atomic 演算のスループットが改善されている[11]。このように、ブロック
間同期を行うことで図 5-2 で示すような TSQR の 1 カーネル実装も可能であると考えられる。ただし、アクティブ
でないブロックが存在する場合にデッドロックに陥る可能性があり、実装時にはそのあたりを考慮する必要があ
る。 
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図 5-1 atomic演算を使ったブロック間同期 
#include <stdio.h> 
#include <stdlib.h> 
#include <memory.h> 
#include <ctype.h> 
#include <string.h> 
#include <stddef.h> 
#include <stdint.h> 
#include <cuda_runtime.h> 
#include <cuda.h> 
#if CUDA_VERSION < 5000 
#   include <cutil.h> 
#endif 
  
__device__ int lock_var[3] = { 0, 0, 0 } ;  
#define lock( ... ) ¥ 
 do { if ( !atomicCAS( lock_var, 0, 1 ) ) break; } while ( 1 ) 
#define unlock( ... ) ¥ 
 atomicExch( lock_var, 0 ) 
 
__device__ void 
interblock_barrier ( void ){ 
  int is_master = (!threadIdx.x) && (!threadIdx.y) && (!threadIdx.z); 
  int num_block = gridDim.x * gridDim.y * gridDim.z; 
  __syncthreads( ); 
   if ( is_master ) { 
  
    volatile int t; 
  
    lock( ); 
    t = lock_var[1] + 1; 
    if ( t == num_block ) lock_var[2] = t; 
    lock_var[1] = t; 
    unlock( ); 
  
while ( 1 ) { 
      lock( ); 
      t = lock_var[1]; 
      unlock( ); 
      if ( t == num_block ) break; 
    } 
  
    lock( ); 
    t = lock_var[2] - 1; 
    if ( t == 0 ) lock_var[1] = t; 
    lock_var[2] = t; 
    unlock( ); 
  
    while ( 1 ) { 
      lock( ); 
      t = lock_var[2]; 
      unlock( ); 
      if ( t == 0 ) break; 
    } 
  }  
  __syncthreads( ); 
} 
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図 5-2 CUDA TSQR - 1カーネル版  
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