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Abstract We report a new concept involving an adap-
tive mixture of different sets of permutation codes (PC)
in a single DPSK-OFDM modulation scheme. Since this
scheme is robust and the algorithms involved are sim-
ple, it is a good candidate for implementation for OFDM-
based power line communication (PLC) systems. By us-
ing a special and easy concept called Hamming distance
profile, as a comparison tool, we are able to showcase
the strength of the new PC scheme over other schemes
reported in literature, in handling the incessant noise
types associated with PLC channels. This prediction
tool is also useful for selecting an efficient PC codebook
out of a number of similar ones.
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1 Introduction
Narrowband power line communications (PLC) is plagued
with a number of noise types which include background
noise (usually modelled as additive white Gaussian noise
(AWGN)), impulsive noise (IN) and narrowband inter-
ference (NBI) [1–3]. Based on the noisy nature of the
PLC channel, one approach would have been to trans-
mit at high power, or at frequencies that are free from
the distortions associated with the channel. However,
these are not practicable, due to the frequency and
power limitations from the regulatory standards [4–6].
Another approach is to clip the impulsive noise at the
receiver side, such as reported in [7–9]. Although nar-
rowband PLC is employed for low speed communica-
tion applications such as load management and auto-
matic meter reading [10–12], it is however needed to en-
sure robustness and simplicity in the PLC transmission
scheme. As such, low-rate but robust error correction
codes and modulation schemes are necessary measures.
The two narrowband PLC standards have identified
orthogonal frequency division multiplexing (OFDM) as
a robust modulation scheme, using M-ary differential
phase shift keying (MDPSK) as the constellation map-
per [5,6]. In G3-PLC, concatenation of a Reed-Solomon
(RS) code with a convolutional code (CC) is used in an
MDPSK-OFDM system (i.e., RS-CC-MDPSK-OFDM)
[6]. From henceforth, we shall refer to this as Scheme
A, which is used as the platform of comparison in this
study.
The interest in permutation coding (PC) got re-
vived by Vinck [3], when he suggested its use for PLC
purposes. Afterwards, a number of work has been re-
ported on PC, which proved its robustness in PLC ap-
plications [2, 3, 13–22]. In [21], a differential quinary
PSK modulator (i.e., DQuiPSK) which helps improve
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the performance of an RS-PC-DPSK-OFDM scheme
was reported. However, this scheme (henceforth called
Scheme B), only has appreciable performance gain over
Scheme A at lower signal power to noise spectral density
(Eb/No) values. Also, a modified PC scheme called in-
jection code (henceforth called Scheme C) was reported
by Dukes in [16]. Its disadvantage is the complexity in-
volved in the codeword generation.
In the current study, we report a hybrid PC (HPC)
scheme (henceforth called Scheme D), which helps to
improve the performance of an RS-PC-DPSK-OFDM
scheme, at both low and high Eb/No values, over Scheme
A. It adaptively maps RS bits onto a hybrid of two
sets of PCs, one of which is mathematically derived
from the other. This thus reduces the complexity of
generating the entire codebook. It also has competitive
performance with Scheme C. Another Scheme E which
offers a less complex decoding algorithm, but with a lit-
tle performance degradation, is further developed from
Scheme D. As far as we know, this is the first time PC
schemes such as these are reported. With a view to com-
paring the performances of all the various PC schemes
considered, we devised a concept called Hamming dis-
tance profile (HDP), which evaluates the contributions
of each posible Hamming distance (HD) in each code.
Hence, the scheme with better HDP yields better per-
formance.
Section 2 gives a brief description of PC, while Sec-
tion 3 describes the HDP concept, together with Schemes
B and C, before describing the new HPC concept and
other comparative schemes in Section 4. We look into
PC mappings with very large possible HDs in Section 5,
where the usefulness of HDP is further explored. Simu-
lation setup and results obtained are presented in Sec-
tion 6. Section 7 concludes the paper.
2 General Background
Permutation coding entails mapping binary data onto
non-binary sequences, with each codeword having M
non-repetitive symbols. Several distance parameters such
as Hamming, Euclidean, Kendall tau, Chebyshev and
Ulam distance are used in the literature to classify per-
mutation codes and its combinations [23–28]. In this
paper, we focus on Hamming distance. The cardinality
|C| of a PC, which is the number of codewords in the
codebook, is upper bounded by dmin as [23,24]
|C| ≤ M !
(dmin − 1) . (1)
More so, in [15] the authors presented a concept
of a distance-preserving mapping, where a PC can be
regarded as a distance-conserving mapping, distance-
increasing mapping or distance-reducing mapping, based
on the distance relationship between the information
bits and the corresponding codewords. Swart in [29]
used the distance properties of PCs to determine their
optimalities. However, this approach has a shortcom-
ming, which is addressed in the HDP approach pre-
sented in Section 5 of this work. As such, a part of
this work can be seen as an extension of the work done
in [29].
In this work, we shall adapt PC to D8PSK modula-
tion, whose number of constellation points is MDP = 8.
In order to minimize the encoding and decoding com-
plexities, let us consider a PC of codeword length M =
5. Better performance is expected if M > 5, but at the
expense of complexity. Hence, a suitable PC mapping
can map 5 bits onto 5 PC symbols. As such, 32 code-
words are needed. An example is [30]:
12034, 21430, 13204, 24103, 21304, 12340, 23014
23140, 10243, 01423, 20134, 03241, 41320, 21043
31024, 30142, 14230, 12403, 34201, 04132, 42013
32410, 34012, 43102, 04321, 02431, 40231, 30421
02314, 40312, 43021, 03412

(2)
Using these codewords in a D8PSK modulator, only
5 out of the 8 available constellation points will be used
by the modulators, which gives room for 3 other sym-
bols (i.e., 5, 6 and 7) to feature as foreign symbol errors
(FSE), at the receiving end. We define the term FSE
as an incorrect symbol which, ideally, is not expected
to be found in the defined codewords. To some extent,
Schemes B [21], C [16] and the proposed Scheme D are
able to address this issue, with C and D having excellent
performances.
3 Hamming Distance Profile
In coding, it is generally known that dmin is a measure
of the strength of a code in correcting errors [22,31]. By
dmin, we refer to the minimum HD, which is the min-
imum (least) possible HD between any two codewords
in a codebook. In CC, a term called distance spectrum
is generally employed to compare the performances of
CCs with similar constraint lengths and decoding com-
plexities [32–34]. This distance spectrum makes use of
the amount of error events for every distance between
the current and previous dfree spectrum, which in turn
is the least amount of errors that produces an error
event in the encoded sequence. A code with the best
distance spectrum is considered the best in the compe-
tition. Also, in [35], Viterbi demonstrated that various
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possible distances contributed by every remerging path
in a trellis-code representation contribute to the error
probability of a CC. In this study, we however demon-
strate that PC codebooks of the same dmin can have
varying performances, based on their HDPs. This is be-
cause given a particular codebook, apart from the dmin,
other distances also in one way or another, contribute to
its performance. Hence, HDP is defined as the amount
of contributions each possible HD offers in the oveall
performance of a whole set of codewords in a codebook.
This approach is less intricate than the approach of the
distance spectrum in CC [32–34], where computation
of variable separate vectors is involved [36].
Definition 1 Given a permutation codebook C with M
and dmin, the following describes the possible HDs in
the codebook:
dmin = dM−u = M − u, where 0 ≤ u ≤M, M ≥ 2
and dM−0 > dM−1 > dM−2 > · · · > d2.
(3)
For example, if the dmin = dM−2, this implies that
other HDs dM−0 and dM−1 are also possible in the
codebook, which, by values, are higher than the dmin.
This example fits with the codebook in (4){
0123, 2013, 1230, 0231, 1023, 3021, 2310, 2130
0213, 1032, 2031, 3201, 3012, 2103, 2301, 1320
}
, (4)
where M = 4, and d2 (i.e., dmin), d3 and d4 are the
possible HDs.
To make comparisons between codebooks, we will
use the fractional contribution of the sum of each of
these possible HDs between permutation sequences in
a given codebook. The fraction of distance dM−u in a
codebook is given by FdM−u as:
FM−u = NM−u/dt, (5)
where NM−u is the number of times distance dM−u
appears and dt is the total number of appearance of all
possible HDs.
Proposition 1 The performance of any permutation map-
ping is said to be independent of any HD, whose frac-
tional contribution is very low, as compared to those of
other distances.
Proof : Assumming PC is regarded as a probabilis-
tic algorithm, whose codewords are probabilistically se-
lected from the entire codebook C, we can prove the
above proposition using the negligible probability ap-
proach usually adopted in cryptography [37–40]. If the
contribution of a minor FM−u is to be analyzed, we as-
sume such fraction to be the probability of failure Pfail,
while the composite contribution of all other fractions is
considered to be the probability of success Psucc. For in-
stance, assumming the possible HDs in C are distances
2, 3, 4 and 5, and we want to analyze the contribution
of F3, which is assumed to be minor, we thus have
Pfail = F3 and Psucc = F2 + F4 + F5. (6)
In general, if the probability that an event succeeds is
p, its failure probability will be q = 1−p, provided that
p > 0. Hence, to render q negligible, its value should be
below some threshold, such that 1−p ≈ 0. This implies
that p  q. Hence, we can generalize that, if a certain
dM−u has a minimal fraction FM−u, its contribution
will also be negligible in the overall performance of the
given codebook.
Proposition 2 The performance that any permutation
mapping can attain is mostly dependent on the Ham-
ming distance whose fractional contribution (or number
of occurence) is the largest.
Proof : The same proof employed above is employed
here as well. The larger HD fractions fall in the Psucc
category. Hence, if Pfail is negligible, the codebook per-
formance tends to depend on Psucc.
Proposition 3 The difference in the various contribu-
tions of Pfail and Psucc becomes more significant, as Ln
increases.
Proof : We employ the concept of statistical signifi-
cance [41,42] in this claim. If the mapped message bits
are not a definite sequence, PC is considered an algo-
rithm which takes an input parameter z and Pics code-
words from C up to Ln = L/n number of times. Here,
the input parameter z is the grouped n bits symbol to
be mapped onto a PC codeword from C, while L is the
total number of message bits that are being mapped
onto the PC codewords. In this regard, z = 1, since a
set of n bits is mapped at a time. Hence, we assume Ln
to be the sample size in a statistical random process.
Statistical testing is usually done, with the purpose of
revealing a significant difference, if at all it exists. Large
sample size aids the chance of achieving a statistical sig-
nificant difference. In other words, when large sample
size is involved, minute differences becomes significant.
Hence, it is certain that the difference is real.
For example, let us assume we are conducting a sta-
tistical trial to see if there will be significant difference
between the number of appearance of a distance dx and
that of distance dy, when the codebook is called 1,000
times (for scenario 1) and 25 times (for scenario 2). As-
summing the mean of the number of appearances of dx
is 97 and that of dy is 100, in the two scenarios, the
difference between the two means 97 and 100, based
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on this trial is somewhat small. We can use a distri-
bution curve to determine how likely the difference is
significant in each scenario, as shown in Fig. 1.
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Fig. 1 Illustrating statistical significance, using two sample
sizes 1,000 and 25
We define a null hypothesis Υ0, such that there is no
difference in the number of appearances of dx and dy,
and an alternative hypothesis ΥA, such that a differ-
ence exists [43]. The two curves are centred on 0, to
indicate Υ0 (i.e., when no difference occurs in the two
means). Hence, in scenario 1, where the sample size is
large and the distribution curve narrower, the difference
becomes significant and a mean difference of 3 is more
extreme to it than the case in scenario 2. This thus in-
dicates that the difference is very real and not just a
coincidence. The curve for scenario 1 is spikier, because
of the standard error of the mean. Hence, the trial case
becomes more accurate as the sample size (i.e., Ln) gets
larger. From the curve for scenario 2, we can infer that
the two-point difference between the appearances of dx
and dy is insignificant, due to the smaller sample size,
and there is no solid assurance that the difference is not
just a mere coincidence.
Now, considering the case where the difference is
large (i.e., not minute), the larger size of Ln makes the
contributions of the distance with a huge fraction (i.e.,
Psucc) to be significant, while rendering the ones with
a very small fraction (i.e., Pfail) to be nearly negligible.
This thus establishes the fact in our proposition.
3.1 Scheme B
This uses a conventional PC system, such as in (2),
together with a DQuiPSK modulator. For fair compar-
ison, the codewords in (2) shall be used in this scheme.
They are more optimal than those used in [21], due
to better dmin, which is now 3. Using (3), d3, d4 and
d5 exist, and according to (5), N3 = 288, N4 = 294,
N5 = 410 and dt = 992. It should be noted that dis-
tances between each codeword and itself are not con-
sidered. Hence, F3 = 288/992, F4 = 294/992 and F5 =
410/992, respectively.
The DQuiPSK modulator involves constraining the
modulator’s output to M , thereby reducing the chances
of having FSEs at the receiving end.
3.2 Scheme C
This is an injection code, which is constructed from
dispersed sets of symbols selected from the entire PC
symbol set [16]. Here, alphabets of larger sizes than
M are defined, thereby giving room for more possible
codeword combinations. As defined in [16], a Q(8; 5; 4)
injection code has 56 possible codewords, out of which
32 can be selected and used in this scheme, where the
alphabet size is 8, M = 5 and dmin = 4. Using (3) and
(5), the HDP of these 32 codewords thus gives F ′4 =
610/992 and F ′5 = 382/992.
4 Hybrid Permutation
As done in [16], the proposed HPC also makes use of
all the D8PSK constellation points, but in a simplified
sequence. Fig. 2 depicts the schematic of the proposed
scheme in a DPSK-OFDM system. The upper section
is the transmitter and the lower section is the receiver.
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Fig. 2 A complete RS-HPC-DPSK-OFDM transceiver
The strength of PC, in PLC systems, has been demon-
strated to have competitive performance with its CC
counterpart [2]. It has also been demonstrated both
by simulation and practical experimentation in [44,45],
that a PC scheme outperforms a conventional CC scheme
when used with differential modulation under severe
PLC channel conditions. Also, RS code is known to be
robust in the presence of burst errors [31]. Hence, in or-
der to further strengthen the communication system, a
concatenated RS-HPC scheme is proposed in this work,
as shown in Fig. 2.
4.1 Scheme D
Although there are a number of works reported on HPC
[46, 47], the approaches in such works are quite differ-
ent from what is reported in this work. For instance, the
work in [46] combines different permutation sequences
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consisting of squaring permutations and cyclic permu-
tations, with the former being inferior to the latter, due
to its smaller size of permutation group. Since different
sequences and sizes are involved, complexity in the de-
coding algorithm is inevitable, unlike the case of our
proposed HPC, where the PCs combined are of simi-
lar sequences and sizes. Also in [47], the authors used
a steady-state genetic algorithm to generate sequences
which are further modified by successive applications of
an adjacent pairwise permutation procedure. As such,
this approach is more or less a double permutation al-
gorithm, which is different from what is proposed here.
In the HPC proposed in this work, we define two
classes of permutation codewords of similar sequences,
denoted as PC1 and PC2, each having |C| = 16 and
dmin = 4. Both PC1 and PC2 contain symbols chosen
from a universal set, U whose elements are non-binary
symbols between 0 and MDP − 1. These properties are
mathematically expressed as
upc1 ⊂ U, upc2 ⊂ U,
upc1 ∪ upc2 = U and |PC1| = |PC2|,
(7)
where upc1 and upc2 denote the sets of symbols to be
permuted in order to obtain all the codewords needed
in PC1 and PC2 respectively, while |PC1| and |PC2|
denote the respective cardinalities of PC1 and PC2.
In order to obey the property in (7), the individ-
ual symbol spc2l contained in upc2 can be derived from
the individual symbol spc1l contained in upc1, using the
expression:
spc2l = spc1l + (MDP −M), i = 1, . . . ,M, (8)
where in this case, M = 5 for each PC class, and
MDP − M is the number of redundant constellation
points which is 3. This number is added to each element
spc1l of the set upc1, in order to obtain elements spc2l
in the set upc2. For this particular scheme, U and upc1
are given by U = {0, 1, 2, 3, 4, 5, 6, 7} and upc1 =
{0, 1, 2, 3, 4}. Hence, for example, spc14 = 3, for i = 4.
Using (8), spc24 = 6. Hence, all the elements in upc2 are
given by {3, 4, 5, 6, 7}.
Based on the above description, the following gives
examples of the codewords in PC1 and PC2 for the two
PC classes:
PC1 =

12340, 13402, 14023, 10234, 23014, 20143
21430, 24301, 31042, 32104, 34210, 30421
02413, 03241, 01324, 04132

PC2 =

45673, 46735, 47356, 43567, 56347, 53476
54763, 57634, 64375, 65437, 67543, 63754
35746, 36574, 34657, 37465

(9)
If PC1 and PC2 are combined, the following PC
symbol mapping algorithm can be used to encode data,
consisting of L bits, onto HPC symbols.
Symbol mapping algorithm
1. Bits grouping: Group the input L bits into sets of
n. Here, n = M .
2. Binary to decimal conversion: Convert each set of
M bits into their corresponding decimal values, and
denote them as Di, where i = {1, 2, . . . , L/n}.
3. Bits adaptation: Select a codeword, whose index
corresponds to Di + 1, from the mixed PC1 and
PC2 classes.
The following detection algorithm applies as well.
Codeword detection algorithm
1. Codeword assembly: Arrange the received symbols,
composed of L rows, into M columns, with each row
representing a prospective PC codeword xi.
2. Metric computation: Compute the distance, rk be-
tween xi and every possible codeword in the two PC
classes, where k = {1, 2, . . . , 2 |C|}.
3. Codeword declaration: The codeword with the least
distance rk to xi is selected as the detected code-
word.
4. Confusion error declaration: If more than one least
rk exists, declare a confusion error, and make a ran-
dom guess between the codewords having the same
least rk.
The PC decoder may get confused at some points,
where repeating symbols feature in xi, due to channel
errors. For convenience, we shall term this kind of phe-
nomenon a repetitive symbol error (RSE). FSEs, dis-
cussed in Section 2, can also cause confusion in xi. In
such cases, more than one codeword are bound to have
the same least rk to xi, as stated in step 4 above. These
algorithms also hold for general PC schemes, but |C|
will be used instead of 2 |C| in step 2 of the Codeword
detection algorithm.
Using (3) and (5), the combined HDP for Scheme D
gives F ′′3 = 24/992, F ′′4 = 536/992 and F ′′5 = 432/992.
Since F ′′4 and F ′′5 have the larger share of the HD Frac-
tion, with F ′′3 being insignificant (Propositions 1 to 3),
Scheme D’s error correcting capability tends to rely
mostly on d4 and d5. The essence of HPC is therefore
to reduce the contribution of dmin in the codebook’s
performance. Hence, it will theoretically perform bet-
ter than the conventional PC in Scheme B, whose ca-
pability relies mostly on d3, d4 and d5. Although these
Schemes B and D have the same dmin = 3, the HDP
approach is able to predict which one performs better.
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Also, because the distance in Scheme C is dominated by
d4 and d5, it should have average performance similar to
D, since F ′′3 is minimal. Since the above analysis shows
that HPC has better performance than ordinary PC,
which has also been demonstrated to be more robust
than CC [44, 45], we can therefore infer that the pro-
posed HPC performs better than the conventional CC
system (as in Scheme A). This shall be later revealed
in our simulation results.
Example 1 : We assume the correct codewords from
(9) are to be detected for the following assembled code-
words x1 = (1 6 5 2 2) and x2 = (3 1 4 0 5). Here,
x1 has two least rk, which correspond to (1 3 4 0 2)
and (1 4 0 2 3). Symbols 6 and 5 are featuring as a
result of FSEs (based on PC1), while 2 and 2 as RSEs.
In this regard, a confusion error is declared, and a ran-
dom guess between the two codewords has to be made.
For x2, only one least rk exists, which corresponds to
(3 7 4 6 5). This is selected as the output codeword.
Here, only FSEs are present (based on PC2). If we de-
note the index of the selected codeword as v, the origi-
nal encoded RS bits can be obtained from the detected
PC codewords, by computing the binary equivalence of
the index, v − 1. In the case of (3 7 4 6 5), its index
number is v = 31 from the combined PC classes. Hence,
the original input bits are (1 1 1 1 1).
4.2 Schemes E and F
If PC word length is reduced, decoding becomes less
complex, since the number of codewords will invariably
reduce. Hence, for Scheme E, we map 4 bits onto 4 PC
symbols, using the same algorithm used in D. Its two
sets of codewords are given by
PC1 =
{
1230, 1302, 1023, 3201, 0132, 2310, 2031, 2103
}
PC2 = PC1 + (MDP −M) = PC1 + 4.
(10)
However, since M = 4 here, one could have suggested
the use of DQPSK, with 4 constellation points. We thus
use this modulator in another conventional Scheme F as
a platform of comparison for E. In Scheme F, 16 code-
words, with dmin = 2 are possible, examples of which
have been presented in (4).
The HD profile for Scheme E gives F ′′′3 = 80/240
and F ′′′4 = 160/240, while that of F gives F ′′′′2 = 64/240,
F ′′′′3 = 84/240 and F ′′′′4 = 92/240. Hence, Scheme E
should theoretically outperform Scheme F.
5 PC mappings with very large possible
Hamming distances
So far, we have considered various PCs whose largest
HD is < d6. At a glance, it is very easy to predict the
performances of such PCs, by examining their HDPs.
However, in a situation where there are HDs > d5,
a critical look into the HDP will be required, before
predicting the PC’s performance, because each possi-
ble HD contributes to the performance (Section 3). In
[29], various similar mappings, with HD > d5 were pre-
sented. Therein, it was discovered by simulation that
similar mappings/codebooks, with the same |C| and
distance optimality actually exhibit slightly different
performances, without a solid explanation of these dis-
parities. In this section, we therefore use the HDP ap-
proach to explain the disparities. For the sake of em-
phasis, we shall briefly describe the optimality approach
described in [29].
Two matrices E and E(m) are used to establish the
distance optimality of a PC. Matrix E consists of el-
ements ei,j that represent the HD between codewords
xi, where i = 1, 2, . . . , |C|. For example, according to
(2), x1 = {1 2 0 3 4}, and x2 = {2 1 4 3 0}. Hence
by computation, the distance between x1 and x2 gives
the ei,j element as e1,2 = 4. By doing this for all the se-
quences in (2), E can be generated as a |C|×|C|matrix.
Similarly, E(m) is the distance matrix (with elements
e
(m)
i,j ) that is generated by the symbols in position m,
1 ≤ m ≤M . Consequently, when the distances between
codewords are computed, if there is a different symbol
in position m for the symbol being considered, then
that would contribute a 1 to E(m). Invariably, M num-
ber of E(m) matrices, whose dimensions are |C| × |C|,
are generated for a codebook. The magnitudes of these
matrices, denoted by |E| and |E(m)|, can be represented
by [29]:
|E| =
|C|∑
i=1
|C|∑
j=1
ei,j and |E(m)| =
|C|∑
i=1
|C|∑
j=1
e
(m)
i,j . (11)
A codebook is said to be distance optimal, if |E| is
maximized, but to achieve that, all |E(m)| need to be
maximized. According to (2), |E| = 4090, and |E(1)| =
|E(2)| = |E(3)| = |E(4)| = |E(5)| = 818, which is exactly
the maxima obtainable. Hence, the PC is said to be
optimal.
Based on the above distance optimality approach,
three M(6, 6, 0) mappings (i.e., G, H and I), and four
M(8, 8, 0) mappings (i.e., J, K, L and M) were discov-
ered, using a multilevel approach of codeword genera-
tion in [29]. Each of these mappings have slightly dif-
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ferent performance from its counterparts. Their HDPs
are presented in Table 1.
From this table, FYi is the fraction of distance i
from codebook Y . As established in Section 3, larger
fractions of weaker HDs negatively affect a codebook’s
performance. Likewise, larger fractions of stronger HDs
positively affects the codebook’s performance. Here, we
consider weaker distances to be ≤ d3, while stronger
distances are > d3. Based on this, we use the following
algorithm to judge the performances of the codebooks.
HDP decision algorithm for large HDs
1. Input: (FYi and FY ′i , for i = 2, 3, . . . ,M), whereFYi is the HD fraction for distance i of codebook
Y being compared with other fractions of distance
i from the other codebooks Y ′.
2. Descision based on weaker distances: While i ≤ 3,
compare FYi with FY ′i ±δ, where δ is the percentage
of tolerable difference between FYi and FY ′i , within
which we can say FYi ≈ FY ′i . If FYi < FY ′i ± δ, Y
is better than Y ′, else if FYi > FY ′i , Y is not better
than Y ′, go to step 4. Otherwise, increment i and
repeat this step until i = 3 and go to step 3.
3. Descision based on stronger distances: While i > 3,
compare FYi with FY ′i ± δ. If FYi > FY ′i ± δ, Y is
better than Y ′, else if FYi < FY ′i , Y is not better
than Y ′, go to step 4. Otherwise, increment i and
repeat this step until i = M . If at this stage, FYM =
FY ′M the codekooks have overlapping performances,
go to step 4.
4. Repeat steps 1 to 3 until all codebooks are com-
pared.
For the comparisons of the three M(6, 6, 0) code-
books and the four M(8, 8, 0) codebooks, we assume
δ = 3%. From Table 1, FG2 = FH2 = FI2 . We then pro-
ceed to i = 3, according to step 2 above. At this stage,
FG3 = FI3 ≈ FH3 . We then proceed to step 3. At this
stage, at i = 4, FH4 < FG4 and FI4 , but FG4 ≈ FI4 .
Hence, H is not better than G and I. We then proceed
to determine the better out of the remaining two. At
i = 5, FG5 < FI5 . With this, we can conclude that the
Table 1 Comparisons of other PC mappings
Code FY2 FY3 FY4 FY5 FY6 FY7 FY8
G 0.0794 0.0635 0.2222 0.02222 0.4127 – –
H 0.0794 0.0794 0.1825 0.2540 0.4048 – –
I 0.0794 0.0635 0.2381 0.1905 0.4286 – –
J 0.0235 0.0157 0.0549 0.0627 0.1176 0.1098 0.6157
K 0.0157 0 0.0863 0 0.2667 0 0.6314
L 0.0157 0.0078 0.0471 0.0471 0.1569 0.1961 0.5294
M 0.0235 0.0157 0.0627 0.0627 0.1020 0.1098 0.6235
order of performance of the three M(6, 6, 0) schemes is
I, G and H, from best to worst. Following the same algo-
rithm, the order of performance of the four M(8, 8, 0)
schemes is K, L, J and M, from best to worst. How-
ever, J and M should have overlapping performances,
because all their probabilities are approximately equal.
6 Simulation Setup and Results
6.1 Setup
Schemes A to F are simulated for the purpose of com-
parisons, using the setup presented in Fig. 2. Three
noise models, namely AWGN, NBI and IN are used
to represent the channel conditions in our evaluation.
For NBI, various NBI probabilities, P (i.e., 1/32, 1/16,
1/8 and 1) are used, using the simplified NBI model
described in [2]. Likewise, for IN, a parameter Γ = 0.1,
which represents the ratio between the IN noise power
spectrum density and that of AWGN have been consid-
ered, using the concept of the IN model described in [1].
For all these schemes, the effective ratio of their coding
rates is RA : RB : RC : RD : RE : RF = 1.5 : 1 : 1 : 1 :
1 : 1. This has been put into consideration in the Eb/No
computations, to ensure fair comparisons. In order to
validate our claim in the HDP decision algorithm for
large HDs, we also simulated the codebooks G to I and
J to M under an AWGN+IN+NBI channel.
6.2 Results
The results of the simulated Schemes A to F, in the
presence of only AWGN, are shown in Fig. 3. At Eb/No >
7 dB, Scheme A has better performance than C, D, E
and F, while B has the best performance all through.
At BER of 2.5×10−4, Scheme B has about 1.0 dB gain
over A, 4.5 dB over C and D, 2.5 dB over E, and 5 dB
over F. This is due to the optimized codewords used
in Scheme B, coupled with the advantage inherent in
the DQuiPSK algorithm [21]. Scheme F outperforms E,
due to the DQPSK modulator used, which is naturally
better than D8PSK, under AWGN. At Eb/No < 12,
Scheme E has relatively the same performance as C
and D, before getting slightly worse. Since the channel
considered here is AWGN, which is purely a random
distribution, the strength of the proposed HPC is not
apparent, until we include other PLC channel noise,
such as IN and NBI.
The curves shown in Figs. 4 and 5, are the results ob-
tained when a combined AWGN+NBI and a combined
AWGN+IN+NBI, are respectively considered, where P
is the NBI parameter. One can notice the error floors
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in the curves due to the ever-presentIN and NBI contri-
butions, while the Eb/No values for the AWGN is made
variable. On average, Schemes C and D exhibit the same
but better performances than A, B, E and F, with B
having the best performance only at low Eb/No val-
ues. Scheme E now greatly outperforms F. As such, the
purpose of inventing the HPC scheme, which is to assist
the conventional PC schemes (as in B), at high Eb/No
values, can be said to be accomplished. The effect of
different HD profiles for Schemes C and F becomes ob-
vious at high Eb/No values, where C outperforms F.
Also, for all the schemes, their performances get worse
as the NBI probability increases.
Confusion rates for the five PC decoders are dis-
played in Fig. 6. Due to RSEs and FSEs, Schemes B to
F have different confusion patterns. FSEs may not yield
as much confusions as RSEs, unless the codebooks have
a very weak dmin. Because the number of constellation
points is constrained to M in Scheme B, it is only prone
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Fig. 4 Bit error rate curve for Schemes A to F, in the pres-
ence of AWGN+NBI
to RSEs, while C to F are open to mixtures of RSEs
and FSEs. Hence, at high Eb/No, Schemes C, D and E
have slimmer chances of having decoding errors than B.
This is because the small amount of possible errors are
distributed between RSEs and FSEs, while the errors
in Scheme B are only RSEs. Scheme F has the worst
confusion pattern due to its poor HD profile.
Fig. 7 compares the injection code (i.e., Scheme C)
and the HPC mapping (i.e., Scheme D), when only one
frequency is disturbed with an NBI probability of 1,
in the presence of AWGN and IN. This was done with
the NBI present on a different frequency position each
time. Since all positions exhibit the same pattern of
performance at various NBI positions, this is an indi-
cation that these two mappings attain the optimality
requirement presented in [29]. Also, the essence of the
HPC scheme is further strenghtened in this result, due
to the fact that it has a dmin of 3, but it has overlap-
ping performance with that of Scheme D whose dmin
is 4, at all NBI positions. This is because HPC makes
the contribution of dmin to be negligible, as shown in
Propositions 1 and 2.
The results of the simulated Schemes G to I and
J to M are presented in Figs. 8 to 10, respectively.
According to Fig. 8, Scheme H performs worse than
G and I, with I overlapping with G. Why these two
curves have relatively similar performances is because
of their FY6 , which are relatively similar, despite the
fact that their performances are theoretically judged by
their FY5 . However, the dissimilarity between Scheme
G and the other two is not well pronounced, due to
the RS code concatenated with the schemes. This helps
to neutralize some of the errors that PC is unable to
correct. In order to make the dissimilarity a little more
pronounced, Fig. 9 shows the three schemes without
the RS code, under an AWGN channel. Also, from Fig.
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Fig. 5 Bit error rate curve for Schemes A to F, in the pres-
ence of AWGN+IN+NBI
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10, Scheme K is the best performing scheme, followed
by L, while J and M have relatively overlapping per-
formances. This is in accordance to the judgement of
the HDP decision algorithm for large HDs discussed in
Section 5.
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Fig. 9 Bit error rate curve for Schemes G to I, in the presence
of AWGN (without RS code)
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On a general note, the proposed HDP tool is a good
prediction tool. Despite the fact that the HPC in Scheme
D has lower dmin than the injection code in C, we are
able to predict their similar performances, by using the
HDP tool. Also, despite the fact that G to I and J to M
are optimal, according to [29], we are able to explain the
disparities in their performances, using the information
extracted from their respective HDPs.
7 Conclusion
A PC system, called HPC, that helps to improve the
performance of an RS-PC-DPSK-OFDM scheme over
the conventional RS-CC-DPSK-OFDM (specified in G3-
PLC), has been presented, together with a simple PC
comparison tool called HDP that computes the con-
tributions of all possible HDs of a given codebook. The
HPC scheme works by adaptively mapping the RS coded
bits onto PC symbols, composed of multiple classes
of permutation codeword structures of the same dmin,
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while still maintaining the same rate, as though only
one PC class were used. An advantage of this scheme
is the possibility of reducing its decoding complexity
by shortening M , as done in Scheme E. Since the algo-
rithms behind this scheme are not as complex as those
in the conventional CC, coupled with its better perfor-
mance, it is a good candidate for implementation in an
inexpensive OFDM-based PLC system.
The introduced HDP can be easily used to predict
the performance of any given PC, before its actual usage
in the desired design. It is however worth noting that
the HDP decision algorithm for large HDs presented in
this work is not precisely a definite approach for de-
ciding the best performing scheme with HDs > d5, but
it gives a good idea of the performance of each code.
Based on the introduced schemes and HDP tool, we
have highlighted how the performances offered by stan-
dardized PLC solutions may be largely improved and
easily evaluated. To achieve further improvement, com-
bining impulsive noise clipping and PC mapping may
be a good consideration.
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