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1.1 Contexte
1.1.1 Les drones
Les aéronefs sans pilote humain à bord, en anglais Unmanned Aerial Vehicles
(UAVs), également appelés robots aériens ou drones, sont capables de mener à bien
des missions en étant pilotés à distance ou de manière autonome. Depuis l'apparition
des drones dans l'espace aérien, ceux-ci sont utilisés dans de nombreux domaines
militaires ou civils. On peut notamment citer la photographie (cf. Figure 1.1a), la
surveillance de sites, les opérations de sauvetage (cf. Figure 1.1b), ou encore les
opérations d'exploration et de détection. Par exemple, après un tremblement de
terre, un drone peut être envoyé dans un bâtiment avant les humains pour vériﬁer
si celui-ci risque de s'eﬀondrer ou non. Contrairement à un robot terrestre, le drone
peut survoler des débris.
(a) Photographie (b) Opération de sauvetage
Figure 1.1  Exemples d'utilisation de drones
Les drones oﬀrent une grande variété de types et peuvent être classés selon
leur masse, leur altitude de fonctionnement ou encore leur endurance (Section I
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[Valavanis 2014]). Concernant les drones longue endurance, on distingue les drones
de haute altitude et longue endurance, tel que le RQ-4 Global Hawk (cf. Figure
1.2a) qui sont des drones stratégiques, destinés à des missions de reconnaissance et
les drones de moyenne altitude et longue endurance, tel que le MQ-9 Reaper (cf.
Figure 1.2b) qui sont des drones tactiques.
(a) RQ-4 Global Hawk (b) MQ-9 Reaper
Figure 1.2  Exemples de drones de longue endurance
Les drones dits de moyenne et courte portée sont des drones tactiques, destinés
à des missions de surveillance et fortement utilisés dans le milieu civil. Ce type de
drone est en très fort développement avec par exemple le Sperwer (cf. Figure 1.3a)
ou le Thales Watchkeeper WK450 (cf. Figure 1.3b).
(a) Sperwer (b) Thales Watchkeeper WK450
Figure 1.3  Exemples de drones de courte et moyenne portée
Finalement, on retrouve les mini drones et micro drones qui se classent respecti-
vement dans la catégorie des 5kg− 30kg et des moins de 5kg. Les mini-drones sont,
comme leur nom l'indique des drones de petite taille, de l'ordre du mètre, caracté-
risés par une autonomie de quelques heures avec par exemple le DT26M (cf. Figure
1.4a) ou le Boreal (cf. Figure 1.4b). C'est la catégorie qui donne le plus souvent lieu
au développement de plateformes expérimentales. Les mini-drones sont populaires
pour illustrer des travaux de recherche.
Diﬀérentes conﬁgurations existent pour les drones, notamment les voilures ﬁxes,
les voilures tournantes et les convertibles. Les voilures ﬁxes permettent d'accomplir
principalement des missions d'observation. En eﬀet, la durée de vol d'un drone à
voilure ﬁxe est en général plus importante que celle d'un drone à voilure tournante.
Les voilures tournantes sont plus adaptées aux vols stationnaires et à basse vitesse.
Les convertibles, peu utilisés à ce jour, tentent de combiner les avantages des deux
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(a) DT26M de Delair (b) Boreal de Boreal
Figure 1.4  Exemples de mini drones
conﬁgurations précédentes. Plusieurs études ont été réalisées aﬁn de développer des
véhicules au comportement équivalent à un hélicoptère à basse vitesse et à celui
d'un avion à haute vitesse. Cependant, la conception de tels engins est complexe
d'un point de vue mécanique et la phase de transition entre le mode hélicoptère et
le mode avion s'avère diﬃcile à gérer.
1.1.2 La sécurité des drones
Avant toute chose, il est important de distinguer sécurité de sureté. La sécurité
concerne la capacité d'un système à ne causer aucun danger sur les humains, les
équipements ou l'environnement. En aéronautique, la sureté concerne la lutte contre
la malveillance. Néanmoins, le terme sureté de fonctionnement englobe la ﬁabilité,
la maintenabilité, la disponibilité et la sécurité. Le contexte de cette thèse est celui
de la sécurité des drones.
De par la multiplicité de leurs applications, le nombre de drones dans l'espace
aérien a considérablement augmenté (comme le montre la Figure 1.5 1), entraînant
une progression nette du nombre d'incidents. Selon l'Agence européenne de la sécu-
rité aérienne, plus de 1400 incidents ont été recensés en 2016 contre seulement 606
sur la période 2011-2015.
(a) Drones référencés de 2005 à 2016 (b) Drones par catégories en 2016
Figure 1.5  Nombre de drones référencés sur la période 2005-2016
Des problèmes majeurs de sécurité voient le jour et en conséquence la sécurisa-
1. https ://rps-info.com/
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tion du vol des drones devient de plus en plus importante. La commande tolérante
aux fautes, en anglais Fault Tolerant Control (FTC), pourrait alors contribuer à l'ob-
tention, à moindre coût, d'un niveau de sécurité acceptable pour le vol des drones.
1.1.3 Les méthodes existantes
Deux communautés s'intéressent aux problèmes de sécurisation :
 La communauté Automatique qui utilise des modèles quantitatifs pour re-
présenter le comportement du système. Elle se base principalement sur la
représentation de systèmes à l'aide de modèles représentant des évolutions
continues. Ceux-ci décrivent l'évolution du système avec des équations dif-
férentielles dans le cas du temps continu ou avec des équations récurrentes
dans le cas du temps discret (cf. Annexe B).
 La communauté Intelligence Artiﬁcielle qui utilise des modèles qualitatifs
pour décrire le système. Elle se base principalement sur la représentation
de systèmes discrets ou logiques. Les approches à base de modèles discrets
décrivent l'évolution du système avec des événements observables ou non
observables.
Alors que les ingénieurs en commande négligent souvent les phénomènes discrets
pouvant se produire, par exemple un changement brutal de comportement, les in-
formaticiens travaillent sur des modèles prenant en compte ces types d'évènements
mais simpliﬁant parfois excessivement la modélisation des évolutions continues des
états.
On peut alors distinguer deux types d'approches ; la FTC appliquée à des sys-
tèmes à événements discrets et la FTC appliquée à des systèmes continus. La pre-
mière approche exploite les méthodes d'Intelligence Artiﬁcielle alors que la deuxième
utilise les techniques d'Automatique classique. Même si la distinction entre les deux
peut parfois être diﬃcile à déterminer, on peut résumer leurs diﬀérences de la fa-
çon suivante. Pour les techniques d'automatique classique, une loi de commande
est déﬁnie, dont le comportement varie par nature selon les signaux observés par
les diﬀérents capteurs embarqués, soit par retour direct de ces signaux, soit par
synthèse de cette loi après une étape de reconstitution d'un modèle représentatif
de l'appareil. Pour les méthodes d'Intelligence Artiﬁcielle, des décisions sont posées
par l'ordinateur embarqué, en résolvant un problème d'optimisation permettant de
prendre en compte les eﬀets des diﬀérentes décisions possibles étant données des
incertitudes sur ces eﬀets.
1.2 Objectif et démarche de la thèse
Au cours de ces dernières années, de nombreuses recherches ont été faites sur ce
sujet, cependant, la FTC est toujours un domaine de recherche actif. On propose de
développer une méthode générique permettant un recouvrement du comportement
du drone en cas de pannes capteurs et actionneurs en s'appuyant d'une part sur les
techniques de commande adaptative et d'autre part sur les techniques de prise de
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décision dans l'incertain. On ambitionne de coupler véritablement ces deux types
de techniques ce qui s'avère complexe compte tenu des cadres de modélisation très
diﬀérents permettant de les appliquer. Cette méthode doit être évaluée pour des
scénarios précis de pannes capteurs et de pannes actionneurs. Les objectifs de la
méthode ainsi développée sont d'une part de permettre une reconﬁguration et une
adaptation en cas de panne, et d'autre part de ne pas dégrader la performance en
l'absence de panne.
Étant données les problématiques principales introduites précédemment, les trois
objectifs de la thèse sont les suivants :
 développer une méthode tolérante aux fautes qui se base sur la représentation
de systèmes continus et discrets rendant compte au mieux du comportement
réel d'un drone, permettant le recouvrement en cas de pannes capteurs et
actionneurs,
 appliquer cette méthode pour l'atterrissage d'un drone à voilure ﬁxe et
 valider cette méthode.
Aﬁn de répondre à ces objectifs, le développement de la méthode s'articule autour
de trois grands axes.
Dans un premier temps, la démarche consiste à développer une méthode active
de commande tolérante aux fautes actionneurs et capteurs en combinant les cadres
de modélisation continus et discrets. L'objectif est de bénéﬁcier des avantages des
approches utilisant les techniques d'automatique classique et de celles exploitant les
méthodes d'intelligence artiﬁcielle. Pour cela, l'idée consiste à combiner une mo-
délisation continue permettant d'estimer l'état et les paramètres de fautes et une
modélisation discrète permettant de prendre une décision en ligne quant au contrô-
leur à utiliser. L'estimation continue permet d'avoir plus d'informations sur la faute
qu'avec une modélisation discrète, alors que celle-ci prend en compte de nombreuses
techniques d'optimisation qui sont plus adaptées à la tâche de décision. Un second
objectif consiste à développer une architecture FTC qui combine les méthodes in-
directes de commutation et d'adaptation aﬁn de limiter les désavantages de ces
méthodes.
La méthode développée étant indirecte, l'étape suivante consiste à développer et
valider une méthode permettant de détecter et de diagnostiquer la faute. Le ﬁltre
de Kalman, qui combine eﬃcacité et facilité d'implémentation, permet d'estimer
non seulement l'état du système mais aussi des paramètres de faute permettant
d'avoir diﬀérentes informations sur la faute. Néanmoins, il n'est pas adapté aux
pannes prenant la forme d'un saut dans la valeur des variables concernées. L'idée
est donc de développer un ﬁltre de Kalman sensible aux sauts induits par les pannes,
que ce soit pour les actionneurs ou les capteurs. La détection de fautes basées sur
les résidus, informations disponible grâce au ﬁltre, engendre en général des fausses
alarmes. Pour minimiser le nombre de fausses alarmes, l'idée est d'utiliser les données
de l'estimation de façon probabiliste pour la détection et le diagnostic de faute, en
anglais Fault Detection and Diagnosis (FDD).
Une fois la faute détectée et identiﬁée, le système de commande doit réagir pour
pouvoir compenser cette faute. L'étape suivante consiste donc à améliorer le suivi
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de la trajectoire par reconﬁguration du système de commande. L'objectif est de li-
miter le nombre de contrôleurs en utilisant des contrôleurs adaptatifs, tout en ayant
des contrôleurs faciles à concevoir. Un critère est déﬁni de façon à concevoir des
contrôleurs, un contrôleur nominal pour le mode nominal et des contrôleurs adap-
tatifs pour les modes dégradés. Une fois les contrôleurs conçus, il faut développer
un outil permettant de prendre une décision quant au choix du contrôleur en ligne.
L'idée est d'utiliser des techniques d'optimisation permettant de minimiser le coût,
en se basant sur la probabilité de faute. Pour cela, trois approches diﬀérentes sont
envisagées ; la première se base uniquement sur le cadre discret, alors que la seconde
et la troisième se basent sur les cadres discret et continu.
Le deuxième objectif de la thèse consiste à appliquer la méthode développée à un
drone à voilure ﬁxe. Cette application peut se faire progressivement, en considérant
au fur et à mesure des hypothèses de fautes de plus en plus complexes :
 un seul actionneur peut tomber en panne,
 deux actionneurs redondants peuvent tomber en panne,
 tous les actionneurs peuvent tomber en panne et
 tous les actionneurs peuvent tomber en panne et certains capteurs peuvent
tomber en panne.
L'intégration de fautes supplémentaires peut entraîner des améliorations sur la
méthode de détection et de diagnostic tout au long de la thèse.
Finalement, pour le troisième objectif, la méthode de FTC doit être vériﬁée
avant de pouvoir être implémentée sur un drone. Pour les besoins de simulation de
la méthode, il est nécessaire de générer des mesures capteurs à partir d'un modèle
de drone. Deux choix sont alors possibles : générer les mesures à partir du modèle
linéarisé ou générer les mesures à partir du modèle non linéaire. L'étape suivante
consiste à évaluer la capacité de la méthode à suivre une trajectoire d'atterrissage
en cas de pannes grâce à un modèle de drone. Pour cela, une banque de scénarios
est établie pour pouvoir tester la méthode. L'idée est de vériﬁer si la méthode FTC
permet bien d'avoir de meilleures performances qu'une méthode prenant en compte
une loi de commande classique, en cas de panne lors d'un atterrissage. Finalement,
la vériﬁcation de la méthode étant faite sur un modèle, il est possible d'avoir des
erreurs de modélisation. Or, la robustesse d'une méthode de ce type à des erreurs
de modélisation est un attribut essentiel : elle est donc étudiée.
1.3 Organisation de la thèse
Ce manuscrit est organisé en neuf parties permettant de distinguer :
 l'analyse du problème, ainsi que l'état de l'art associé à la FTC (Chapitre 2
et Chapitre 3),
 la méthode FTC développée (les principes généraux dans le Chapitre 4, la
méthode FDD dans le Chapitre 5 et le mécanisme de reconﬁguration dans le
Chapitre 7),
 l'application et l'évaluation de la méthode sur un drone (l'évaluation de la
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méthode FDD dans le Chapitre 6 et l'évaluation du suivi de trajectoire dans
le Chapitre 8) et,
 l'analyse critique de notre méthode, ainsi que les perspectives (Chapitre 9).
Le deuxième chapitre vise à exposer les caractéristiques du problème de sécurité
du vol des drones, ainsi qu'à introduire un drone à voilure ﬁxe, L'Altimum 4, instance
concrète de ce problème. Après avoir évoqué les diﬀérences entre les exigences de
sécurité des avions habités, et celles des drones, ce chapitre permet de présenter
les types de fautes pouvant intervenir à bord des drones et les conséquences que
cela peut engendrer. Finalement, ce chapitre termine par une synthèse permettant
d'établir notamment les fautes que l'on souhaite traiter.
Le troisième chapitre est consacré à l'état de l'art de la FTC. Il permet de mettre
en perspective et d'expliquer certains choix relatifs à la démarche de cette thèse, par
exemple le choix de s'orienter vers des méthodes actives indirectes et non vers des
méthodes passives, ou encore le choix d'utiliser des méthodes basées modèle.
Le quatrième chapitre présente l'architecture, ainsi que le cadre de modélisation
générique de la méthode active de commande tolérante aux fautes développée au
cours de cette thèse. Des modélisations discrètes et continues y sont présentées.
Le cinquième chapitre est dédié au développement d'une méthode permettant de
détecter et de diagnostiquer la faute. Ce chapitre peut être décomposé en deux par-
ties ; le développement d'un estimateur sensible aux sauts de pannes à partir de la
modélisation continue, la mise en place d'une détection de faute robuste aux fausses
alarmes à partir de la modélisation discrète en utilisant les informations fournies
par l'estimateur. L'évaluation de la méthode est l'objectif du sixième chapitre. La
détection et le diagnostic de la faute étant essentiels pour obtenir de bonnes per-
formances, le ﬁltre développé doit être suﬃsamment précis et ﬁable. La méthode
développée est donc évaluée quantitativement et qualitativement.
Le septième chapitre est dédié au développement du système de commande actif
permettant de compenser la faute détectée. Pour les capteurs, la faute est compen-
sée par la méthode de détection et de diagnostic. La reconﬁguration actionneur se
décompose en deux parties ; la conception de contrôleurs, c'est-à-dire du contrôleur
nominal et des contrôleurs adaptatifs pour les modes dégradés, et le développement
d'un outil permettant de prendre une décision en ligne quant au choix du contrô-
leur. Trois techniques ont été utilisées pour la tâche de décision, ainsi ce chapitre
est conclu avec une étude comparative de façon à mettre en avant les avantages et
les désavantages des diﬀérentes méthodes.
Le huitième chapitre vise à évaluer la méthode développée. A partir d'une banque
de scénarios, on évalue grâce à un modèle de drone la capacité de la méthode à suivre
une trajectoire d'atterrissage en cas de pannes. De plus, la robustesse de la méthode
face à des cas de pannes non envisagés par le modèle et face aux incertitudes liées
à la modélisation du drone est évaluée.
Enﬁn, le neuvième chapitre vise à conclure et à avoir une analyse critique sur le
travail eﬀectué au cours de cette thèse. De plus, des perspectives y sont présentées.
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Résumé
C
e chapitre vise à présenter le problème lié à cette thèse, qui s'inscrit dans
le cadre de la sécurité des drones à voilure ﬁxe. Dans un premier temps,
les diﬀérences entre ce qui est mis en ÷uvre au niveau des aéronefs habités et
ce qui peut être mis en ÷uvre au niveau des drones sont analysées. Suit une
description des diﬀérentes fautes pouvant impacter le vol. Puis, aﬁn de poser
ces problèmes de sécurité du vol dans un contexte concret, le drone Altimum
4 de l'Avion Jaune ainsi qu'un modèle de simulation de ce drone pouvant
permettre le développement et l'évaluation de méthodes FTC sont présentés.
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2.1 Les aspects spéciﬁques de la sécurité du vol des drones
2.1.1 L'expérience des aéronefs habités et l'adaptation nécessaire
des exigences associées
L'étude de la sécurité du vol des drones suit une méthodologie similaire à celle des
avions habités. Il y a d'une part une déﬁnition des objectifs de sécurité et d'autre part
une analyse des fautes pouvant survenir au niveau des diﬀérentes fonctions et des
diﬀérents composants du véhicule. Ces deux aspects se rejoignent par la construction
d'arbres de fautes liant celles-ci aux cas de pannes classés en fonction des objectifs.
En ce qui concerne la déﬁnition des objectifs de sécurité, la Federal Aviation
Administration (FAA) distingue cinq catégories de risques : catastrophiques, dan-
gereux, majeurs, mineurs et sans eﬀets. La Figure 2.1 montre une classiﬁcation des
défaillances en fonction d'une part des catégories de risques et d'autre part de la
probabilité d'occurrence des fautes.
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Gravité des eﬀets de la défaillance
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Figure 2.1  Classiﬁcation des défaillances en fonction de la catégorie de risque et
de la probabilité de faute [Hayhurst 2007]
Les catégories de risques pour les drones ont initialement été déﬁnies par Hay-
hurst en se basant sur la déﬁnition des catégories de risques pour les avions [Hay-
hurst 2007]. Il existe néanmoins d'autres déﬁnitions similaires (Chapitre 92 [Vala-
vanis 2014]). L'Organisation de l'Aviation Civile Internationale, en anglais Inter-
national Civil Aviation Organization (ICAO), a proposé une déﬁnition en 2009 et
le département de la Défense des États-Unis, en anglais United States Department
of Defense (DoD), a proposé une déﬁnition en 2010. Le Tableau 2.1 permet de
comparer ces déﬁnitions.
Il faut noter que le cas de panne catastrophique ne se résume pas à tout type
de crash qui dans le cas d'un avion habité entraine le décès des passagers, mais
les crashs entraînant le décès de personnes au sol ou la perte totale du drone. Les
exigences de sécurité posées sur le système de drone sont donc à adapter par rapport
à celles des avions habités.
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Hayhurst [Hayhurst 2007] ICAO [Valavanis 2014] DoD [Valavanis 2014]
Catastrophique : défaillances qui
peuvent engendrer un ou plusieurs
décès ou des blessures graves à des
personnes, ou une perte de contrôle
prolongée entraînant la perte du
drone
Catastrophique : équipement
détruit ; plusieurs morts
Catastrophique : peut abou-
tir à un ou plusieurs eﬀets
suivants ; mort, invalidité to-
tale permanente, impact en-
vironnemental important et
irréversible ou perte dépas-
sant $10M
Dangereux : défaillances qui ré-
duisent la capacité opérationnelle
du drone ou la capacité du pi-
lote à s'en sortir dans des condi-
tions opérationnelles défavorables.
Par exemple, une réduction très im-
portante des marges de sécurité ou
des capacité fonctionnelles ; une dé-
tresse physique ou une charge de tra-
vail trop importante pour que le pi-
lote puisse mener les tâches de fa-
çon complète et précise ; un incon-
fort physique de personnes, possible-
ment des blessures
Dangereux : réduction très
importante des marges de sé-
curité, détresse physique, ou
charge de travail telle que
l'opérateur ne peut pas s'ap-
puyer sur le système pour
réussir ses tâches précisé-
ment et totalement. Blessure
sérieuse et dommage maté-
riel important
Critique : peut aboutir à un
ou plusieurs eﬀets suivants ;
invalidité partielle perma-
nente, blessures ou maladie
professionnelle qui peut en-
traîner une hospitalisation
d'au moins trois personnes,
impact environnemental im-
portant et réversible, ou
perte dépassant $1M mais
inférieure à $10M
Majeur : défaillances qui réduisent
la capacité opérationnelle du drone
ou la capacité du pilote à s'en sortir
dans des conditions opérationnelles
défavorables. Par exemple, une ré-
duction importante des marges de
sécurité ou des capacités fonction-
nelles ; une augmentation impor-
tante de la charge de travail du pi-
lote ou des conditions nuisant à l'ef-
ﬁcacité du pilote ; un inconfort pour
le pilote -possiblement des blessures-
ou possiblement un inconfort phy-
sique de personnes.
Majeur : réduction impor-
tante des marges de sécu-
rité, une réduction de la
capacité des opérateurs à
gérer des conditions opéra-
tionnelles défavorables suite
à une augmentation de la
charge de travail, ou suite à
des conditions nuisant à leur
eﬃcacité. Incident sérieux et
blessure à des personnes
Minime : peut aboutir à un
ou plusieurs eﬀets suivants ;
blessures ou maladie profes-
sionnelle entraînant dix ou
plus jours d'arrêt de travail,
impact environnemental mo-
déré et réversible, ou perte
dépassant $100K mais infé-
rieure à $1M
Mineur : défaillances qui ne ré-
duisent pas signiﬁcativement la sé-
curité du drone et qui impliquent
des actions faisables par le pilote.
Par exemple, une légère réduction
des marges de sécurité ou des capaci-
tés fonctionnelles ; ou une légère aug-
mentation de la charge de travail du
pilote, comme un changement au ni-
veau du plan de vol.
Mineur : nuisance ; limita-
tions opérationnelles ; utili-
sation des procédures d'ur-
gence ; incident mineur
Négligeable : peut aboutir à
un ou plusieurs eﬀets sui-
vants ; blessures ou maladie
entraînant moins de dix jours
d'arrêt de travail, impact
environnemental minime, ou
perte inférieure à $100K
Sans eﬀet : défaillances qui n'ont pas
d'eﬀets sur la sécurité du drone, c'est
à dire, qui n'aﬀectent pas la capa-
cité opérationnelle du drone ou qui
n'augmente pas la charge de travail
du pilote.
Négligeable : peu de consé-
quence
Tableau 2.1  Exemples de déﬁnitions pour les catégories de risques
2.1.2 Un impact important d'une panne sur la sécurité du contrôle
de la trajectoire en vol
En ce qui concerne l'analyse des fautes, des études ont permis d'identiﬁer les
aléas les plus fréquents ainsi que leur impact sur la sécurité du vol. Par exemple,
une étude montre l'impact des risques fonctionnels des drones dans la perspective
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de leur insertion en milieu aérien non ségrégué, en cherchant à analyser l'impact des
aléas rencontrés par les drones sur le traﬁc général [Hayhurst 2007]. Basée sur la
décomposition fonctionnelle d'un avion, une décomposition fonctionnelle d'un drone
générique est eﬀectuée (cf. Figure 2.2).
Drone
1. Piloter 2. Naviguer 3. Communiquer
4. Limiter les
risques
1.1 Contrôler la
trajectoire en vol
2.1 Transmettre
l'état de navigation
3.1 Envoyer des informations
aux autres aéronefs et au
système de contrôle du traﬁc
4.1 Eviter les
collisions
1.2 Contrôler la
trajectoire au sol
2.2 Déterminer l'in-
tention de navigation
3.2 Recevoir des informations
des autres aéronefs et du
systeme de contrôle du traﬁc
4.2 Eviter les condi-
tions environnemen-
tales adverses
1.3 Contrôler la
transition air/sol
2.3 Produire la com-
mande de navigation
4.3 Gérer les
contingences
1.4 Transmettre des infor-
mations de commande et de
controle entre la station
de contrôle et le drone
2.4 Déterminer l'etat
de la commande
de navigation
1.5 Contrôler les sous
systèmes du drone
Figure 2.2  Niveau haut de la décomposition fonctionnelle [Hayhurst 2007]
Pour chaque groupe de fonctions, une évaluation des dangers fonctionnels est
faite. Cette analyse n'est pas complète mais permet d'avoir une vue préliminaire.
Sur un total de 132 cas de pannes, on a :
 49 pannes pour le groupe de fonctions Piloter, dont 15 catastrophiques et
9 dangereuses, dont
 19 pour contrôler la trajectoire en vol
 5 pour contrôler la trajectoire au sol
 11 pour contrôler la transition air / sol
 5 pour transmettre des informations
 9 pour contrôler des sous-systèmes du drone
 15 pour le groupe de fonctions Naviguer
 16 pour le groupe de fonctions Communiquer
 52 pour le groupe de fonctions Limiter les risques, dont 9 catastrophiques
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Drone
1. Piloter 2. Naviguer 3. Communiquer 4. Atténuer
1.1 Contrôler la
trajectoire en vol
· · · · · · · · ·
· · · 4.3 Gérer les
contingences
1.1.1 Transmettre l'état
de la trajectoire
1.1.2 Déterminer des
consignes de guidage
1.1.3 Produire les com-
mandes de trajectoire
1.1.4 Exécuter les com-
mandes de trajectoire
1.1.5 Transmettre les
commandes de trajectoire
4.3.1 Transmettre l'état
du système
4.3.2 Déterminer des
commandes contingentes
4.3.3 Produire des com-
mandes d'atténuation
4.3.4 Exécuter les com-
mandes de trajectoire
1.1.5 Transmettre l'état
des commandes
Figure 2.3  Niveau bas de la décomposition fonctionnelle [Hayhurst 2007]
et 9 dangereuses, dont
 16 pour éviter la collision
 5 pour éviter les conditions environnementales adverses
 19 pour gérer les contingences
On s'intéresse plus particulièrement aux sous-groupes de fonctions inscrites en
bleu sur la Figure 2.2. Ces sous-groupes de fonctions se décomposent en diﬀérentes
parties de plus bas niveau (cf. Figure 2.3).
2.1.3 La variété des types de fautes possibles
On peut distinguer quatre types de fautes : les fautes actionneurs, les fautes
capteurs, les fautes du système de commande et les fautes composants. Ces fautes
interviennent à diﬀérents endroits dans la boucle implémentant les fonctions de
navigation, guidage et pilotage comme le montre la Figure 2.4. Ces fautes peuvent
intervenir soit de façon permanente, soit de façon intermittente.
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Actionneurs Système Capteurs
Système de commande
Fautes actionneurs Fautes composants Fautes capteurs
Fautes système de commande
Figure 2.4  Diﬀérents types de fautes
2.1.3.1 Fautes actionneurs
Les actionneurs sont indispensables, ils permettent au système de commande
d'agir sur le système. De manière générale un actionneur est un système mécanique
qui transforme l'énergie qui lui est fournie en une action physique qui a un eﬀet sur
le système sur lequel il s'applique.
La panne d'un actionneur peut venir d'un problème mécanique au niveau du
servomoteur, par exemple si le servomoteur est bloqué dans une position, ou d'un
problème électrique en amont, par exemple si le servomoteur est déconnecté de la
batterie. En condition nominale, l'actionneur va se positionner à la valeur envoyée
par le système de commande. Quand une faute apparaît au niveau de l'actionneur,
l'action physique ne sera pas complètement eﬀectuée. Nous sommes donc amenés
à distinguer l'action physique de la commande, uf (t), de la valeur envoyée par le
système de commande u(t).
Généralement, on distingue diﬀérents types de fautes actionneurs [Ducard 2009].
Les pannes solides qui substituent le signal nominal :
 Actionneur bloqué : dans ce cas, l'actionneur se bloque à une certaine valeur
et ne répond plus aux commandes, uf (t) = a où a est une valeur constante
(cf. Figure 2.5 (b), courbe bleu pointillée).
 Actionneur bloqué à une limite : dans ce cas, l'actionneur se déplace jusqu'à
la position limite inférieure ou supérieure sans prendre en compte le signal
de commande, uf (t) = u ou uf (t) = u (cf. Figure 2.5 (b), courbe bleu).
 Actionneur ﬂottant : dans ce cas, l'actionneur se déplace indépendamment
des ordres qui lui sont envoyés (cf. Figure 2.5 (a)).
Les pannes liquides qui gardent la dynamique du système, c'est à dire que le
signal nominal est multiplié par un facteur ou un signal lui est ajouté :
 Actionneur en perte d'eﬃcacité : dans ce cas, l'actionneur perd partiellement
de son eﬃcacité par rapport au cas nominal, uf (t) = ku(t) où k est le facteur
d'eﬃcacité 0 < k < 1 (cf. Figure 2.5 (c)).
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 Actionneur avec un biais : dans ce cas, l'actionneur a un terme additionnel
constant par rapport au cas nominal, uf (t) = u(t) + a où a est le biais (cf.
Figure 2.5 (d)).
u
u
(a)
tf temps
uf
u
u
(b)
tf temps
bloqué
bloqué à une limiteu
f
u
u
(c)
tf temps
valeur désiré
vraie valeur
u, uf
u
u
(d)
temps
valeur désiré
vraie valeur
u, uf
Figure 2.5  Diﬀérents types de fautes actionneurs [Ducard 2009]
On retrouve aussi la panne oscillatoire liquide ou solide [Goupil 2010] :
 Actionneur en panne oscillatoire solide : dans ce cas, l'actionneur se déplace
de façon oscillatoire, uf (t) = fsol(t) où fsol est un signal oscillatoire.
 Actionneur en panne oscillatoire liquide : dans ce cas, un terme oscillatoire
est ajouté au signal de commande uf (t) = u(t) + fliq(t) où fliq est un signal
oscillatoire.
Cependant ce type de panne est plus rare.
En ce qui concerne les actionneurs des drones, l'ensemble des modes de fautes
du drone Ultra Stick 120 `Ibis', un drone à aile ﬁxe électrique, a été étudié [Free-
man 2014]. On retrouve des pannes liées à la centrale électrique :
 les pannes liées aux batteries du moteur pouvant entraîner une perte de la
poussée, et
 les pannes du régulateur de vitesse électronique pouvant entraîner une vitesse
erronée, une perte intermittente ou totale de la poussée.
Parmi les pannes eﬀecteurs, on retrouve également :
 Les pannes liées aux batteries peuvent entraîner une perte de puissance au
niveau des actionneurs ou bien un blocage des surfaces à la position courante.
 Les pannes au niveau du multiplexeur peuvent entraîner une perte du signal
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envoyé aux actionneurs.
 Les diﬀérentes pannes peuvent arriver au niveau des actions de commande
des surfaces. Une surface - profondeur, gouverne, aileron ou volet - peut
être biaisée, bloquée à une position, ﬂottante, en oscillation, avoir une bande
morte augmentée ou avoir une dynamique plus lente.
Remarque 2.1
Les fautes de type blocage sont plus graves que les fautes de type perte d'eﬃcacité
ou biais. En eﬀet, une fois un actionneur bloqué, il est possible que le système ne
soit plus contrôlable. Il est donc préférable d'avoir des actionneurs redondants
dans le cas d'une faute de type blocage. Ainsi une panne blocage au niveau du
moteur est plus diﬃcile à gérer qu'une panne blocage au niveau d'un élevon.
2.1.3.2 Fautes capteurs
Un capteur est un système qui mesure des grandeurs physiques. Les capteurs
sont entachés de diﬀérents types d'erreur [Heredia 2005] [Ducard 2009] [Qi 2013].
On est également amené à distinguer le signal qui devrait être mesuré, z(t), du signal
eﬀectivement mesuré, zf (t).
Ils sont sujets à des pannes solides :
 Capteur en panne totale : dans ce cas, le capteur arrête de fonctionner et
donne une sortie constante égale à zéro, zf (t) = 0 (cf. Figure 2.6 (b), courbe
bleu). Ce type de panne peut être dû à des problèmes électriques.
 Capteur bloqué à une valeur constante : dans ce cas, la sortie du capteur
devient constante zf (t) = a où a est une valeur constante (cf. Figure 2.6
(b)).
 Capteur en panne oscillatoire solide : dans ce cas, la sortie du capteur est un
signal oscillatoire, zf (t) = fsol(t) où fsol est un signal oscillatoire.
Ils subissent également des pannes liquides :
 Capteur avec faute additive : dans ce cas, l'erreur se présente sous la forme
d'un terme additif, un biais zf (t) = z(t) + a où a une constante (cf. Figure
2.6 (d)). C'est un type de faute commun pour les capteurs analogiques, dû à
des changements de températures ou à des problèmes de calibrations.
 Capteur avec dérive : dans ce cas, la sortie du capteur ajoute un terme qui
dérive dans le temps, un biais zf (t) = z(t) + a(t) où a(t) une fonction crois-
sante (cf. Figure 2.6 (a)). C'est un type de faute commun pour les capteurs
analogiques, dû à des changements de températures ou à des problèmes de
calibrations.
 Capteur avec faute multiplicative : dans ce cas, un facteur multiplicatif k est
appliqué à la valeur nominale du capteur zf (t) = kz(t) où k une constante
(cf. Figure 2.6 (c)).
 Capteur plus bruité : dans ce cas, le capteur est moins précis et le bruit de
mesure est plus important.
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 Capteur en panne oscillatoire liquide : dans ce cas, la sortie du capteur ajoute
un terme oscillatoire zf (t) = z(t) + fliq(t) où fliq est un signal
 Capteur avec valeur aberrante : c'est une panne temporaire qui apparaît par
exemple sur les systèmes de positionnement par satellite, en anglais Global
Positioning System (GPS). Dans ce cas, un point avec un grand écart est
donné par le GPS, mais juste après, les mesures suivantes sont correctes,
zf (t) = z(t) + aδ(t − t0) où a est une valeur stochastique, t0 est le temps
à laquelle la faute apparaît et δ(t) est une fonction pulse, valant 1 lorsque
t = 0, 0 sinon. Ces erreurs peuvent être causées par des pannes au niveau de
l'algorithme du GPS ou par un blocage temporaire du signal satellite.
(a)
tf temps
mesure
vraie valeur
z, zf
(b)
tf temps
bloqué
Panne totale
zf
(c)
tf temps
vraie valeur
mesure
z, zf
(d)
temps
vraie valeur
mesure
z, zf
Figure 2.6  Diﬀérents types de fautes capteurs [Ducard 2009]
En ce qui concerne le drone Ultra Stick 120 `Ibis' on trouve [Freeman 2014] :
 la perte des données capteurs ou du signal de commande pouvant être causée
par la déconnexion vis à vis de l'ordinateur de bord ou des batteries, ou par
un court-circuit,
 les pannes liées directement aux capteurs pouvant entraîner des biais au
niveau des mesures, des données erronées, des blocages ou des pannes totales.
2.1.3.3 Fautes des composants et du système de commande
Les fautes des composants représentent les changements au niveau des para-
mètres physiques du drone, comme une déformation de la structure de l'aéronef.
Ces fautes sont irréversibles et inﬂuencent les paramètres du modèle du système.
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Par ailleurs le système de commande, y compris le FTC, est implémenté sur une
carte électronique. Cette carte peut avoir des erreurs qui par nature peuvent ne pas
pouvoir être compensées par le FTC.
2.1.4 Une opportunité pour la redondance analytique
Dans le domaine de l'aviation commerciale et générale, la sûreté du vol d'un
engin est assurée par exemple par triplement des matériels assurant les diﬀérentes
fonctions et par des règles décisionnelles simples. Ainsi, lorsque la ressource nominale
est détectée défectueuse, de par le fait que sa sortie est signiﬁcativement diﬀérente de
celles des ressources de réserve, une reconﬁguration consiste à remplacer la ressource
défectueuse par une ressource de réserve [Goupil 2011]. La redondance matérielle
peut donc empêcher une perte de contrôle de l'avion. Cependant, la redondance
matérielle pour des mini et micro drones ne semble pas adaptée en général à cause
du coût, du prix, de la masse et de la consommation.
En eﬀet, mis à part certains drones militaires, le coût d'un drone est sans com-
mune mesure avec le coût d'un avion habité et donc les méthodes permettant de
tenir les exigences de sécurité du vol ne peuvent pas être aussi couteuses que pour
les avions habités.
La redondance analytique semble plus adaptée aux drones pour contrer la perte
de contrôle. Elle utilise les signaux générés par un modèle mathématique. En parti-
culier, on peut chercher à ce que les systèmes de commande soient performants en
situation nominale mais aussi en situation dégradée, par exemple en cas de blocage
d'actionneur. Il faut signaler à ce titre que l'absence de précision des capteurs embar-
qués sur des drones -par comparaison avec les capteurs disponibles en aéronautique
civile habitée- rend plus délicate l'utilisation des techniques de redondance analy-
tique développées dans ce dernier cadre. Le but est de pouvoir ramener le drone au
sol en toute sécurité malgré la défaillance de composants.
La nouvelle génération de drones devra donc être capable d'accomplir leur mis-
sion avec de meilleures performances mais aussi avec plus de sécurité. Les drones
devront être munis d'algorithmes capables de surveiller leur état et de les rendre
plus résilients sans pour autant ajouter des capteurs ou des actionneurs.
2.2 Le drone Altimum 4
L'Avion Jaune Altimum 4 1, mini drone à voilure ﬁxe, est disponible à l'ONERA.
Un modèle ﬁn, représentatif de sa dynamique, a été établi [Lesprier 2015a]. C'est
pourquoi celui-ci permet de poser concrètement le problème présenté dans la section
précédente.
Comme le montre la Figure 2.7, l'Altimum 4 est une aile volante de 4 mètres
d'envergure dotée d'une motorisation thermique arrière. La plage de vitesse considé-
rée va de 18m/s à 28m/s, celle de l'angle de tangage de −6◦ à 6◦, celle de la masse
1. http ://lavionjaune.fr/
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de 17kg à 22kg et le centre de gravité peut varier de ±5%. Ce drone peut emporter
jusqu'à 4kg de charge utile et opérer avec un rayon d'action allant jusqu'à 100km.
Figure 2.7  L'Avion Jaune Altimum 4
2.2.1 Actionneurs
Les cinq actionneurs utilisés sont des servomoteurs électriques. Un servomoteur
est un système motorisé capable d'atteindre des positions prédéterminées, puis de les
maintenir. Ces cinq actionneurs sont ; la commande de poussée δx, les commandes
des deux élevons gauches δ1l et δ
2
l et celles des deux élevons droits δ
1
r et δ
2
r . Il n'y
a pas de retour sur la position des actionneurs. Étant donné qu'il s'agit d'une aile
volante sans stabilisateur, le drone dispose d'élevons pour gérer à la fois le roulis
et le tangage. Il est possible de déﬁnir des braquages pour des ailerons virtuels δa
et une profondeur virtuelle δe. Les relations entre les ailerons, la profondeur et les
élevons sont alors les suivantes :
δa =
0.4δ1l +0.6δ
2
l −0.4δ1r−0.6δ2r
2 δe = −
0.5δ1l +0.5δ
2
l +0.5δ
1
r+0.5δ
2
r
2
(2.1)
La Figure 2.8 montre les actionneurs qui peuvent être disponible sur l'Altimum
4, ainsi que leur emplacement sur l'aile gauche.
Lors de cette thèse, seul les gouvernes sont utilisées car les volets et les winglets
ne sont pas encore motorisés sur le drone réel.
Remarque 2.2
Pour certaines expérimentations numériques, on suppose que la dynamique lon-
gitudinale peut être découplée de la dynamique latérale et donc on s'intéresse
uniquement à δe. En eﬀet, pour le modèle longitudinal, seules la poussée et la
profondeur sont considérées. D'après l'équation 2.1, les élevons gauche δ1l , δ
2
l et
droit δ1r , δ
2
r ont tous le même eﬀet sur le mouvement longitudinal, en eﬀet le
coeﬃcient est le même pour chaque élevon.
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Figure 2.8  Aile gauche de l'Avion Jaune Altimum 4
2.2.2 Capteurs
L'Altimum 4 possède diﬀérents capteurs qui permettent de mesurer des gran-
deurs pertinentes pour sa commande : une centrale inertielle, en anglais Inertial
Measurement Unit (IMU), un GPS, un baromètre, un magnétomètre, deux inclino-
mètres, un capteur d'incidence et un capteur de dérapage.
Tous les capteurs utilisés appartiennent à l'une des deux grandes catégories sui-
vantes [Aldon 2001] :
 Les capteurs proprioceptifs qui délivrent leurs mesures par rapport à ce qu'ils
perçoivent localement du déplacement du véhicule dans l'espace. Ces mesures
ne dépendent pas des conditions environnementales dans lesquelles évolue
l'engin.
 Les capteurs extéroceptifs qui prennent leurs mesures par rapport à l'environ-
nement global du mobile. Ces informations correspondent à des observations
par rapport à un référentiel absolu attaché à l'environnement.
Tous les capteurs de l'Avion Jaune donnent une information sur le mouvement
du véhicule en ce sens ils sont proprioceptifs. Néanmoins, mis à part l'IMU, ils se
basent sur des caractéristiques de l'environnement pour déduire cette information.
Les capteurs autres que l'IMU peuvent donc être considérés comme extéroceptifs.
Suivant sa technologie, un capteur produisant des informations de type vecteur,
fournit ces informations dans un repère donné. On distingue au moins deux repères :
 un repère lié au véhicule, appelé le repère avion et
 un repère lié à la terre, appelé le repère terrestre.
La Figure 2.9 illustre dans le plan vertical le lien entre ces deux repères.
De manière générale, une matrice de rotation Rrot (cf. Annexe A) permet de pas-
ser des coordonnées exprimées dans le repère terrestre à des coordonnées exprimées
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Figure 2.9  Repère avion
dans le repère avion.
2.2.2.1 Centrale inertielle
Par déﬁnition, une IMU est composée de trois accéléromètres et de trois gyro-
mètres permettant de mesurer, dans un repère lié au véhicule, la force spéciﬁque
ainsi que sa vitesse de rotation {p, q, r}. La force spéciﬁque est la somme des forces
extérieures autres que gravitationnelles divisée par la masse ma.
Il est possible de calculer une estimation de l'accélération {ax, ay, az} et du
facteur de charge {nx, ny, nz} à partir de la force spéciﬁque. En eﬀet, la relation
entre l'accélération et la force spéciﬁque est donnée par l'équation 2.2 et la relation
entre le facteur de charge et la force spéciﬁque est donnée par l'équation 2.3 :
~a = ~g +
~Fext
ma
(2.2)
~n = −1
g
~Fext
ma
(2.3)
Où
~Fext
ma
correspond à la force spéciﬁque, ~n =
nxny
nz
 est le facteur de charge,
~a =
axay
az
 est l'accélération, et ~g = g
 − sin θcos θ sinφ
cos θ cosφ
 est la constante gravitationnelle
exprimée dans le repère avion.
Par intégration de l'accélération et de la vitesse de rotation, l'IMU est capable
d'estimer la vitesse linéaire {u, v, w} dans le repère avion, la position {x, y, z} et
l'orientation {φ, θ, ψ} du mobile relativement à une situation initiale.
Les accéléromètres et les gyromètres sont des capteurs purement proprioceptifs.
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Les informations qu'ils fournissent sont importantes pour la commande du drone.
Cependant, la précision des informations obtenues par intégration se dégrade conti-
nuellement au cours du temps si elles ne sont pas recalées par d'autres informations,
ce qui les rend peu ﬁables et même inutilisables comme unique référence à long
terme.
2.2.2.2 Système de positionnement par satellite
Le GPS est l'un des systèmes de positionnement par satellite. Un tel système
permet de déterminer la position absolue {x, y, z} d'un objet grâce à des signaux
émis par une constellation de satellites. Ce système comporte 24 satellites répartis
de façon à pouvoir en observer simultanément au moins de 4 à 8 en tout point
du globe. Le GPS mesure aussi la vitesse dans le repère terrestre {Vx, Vy, Vz} par
eﬀet Doppler. A partir de la vitesse actuelle et de celle mesurée au pas précédant,
le GPS est capable de déterminer l'accélération du véhicule {ax, ay, az} exprimée
dans le repère terrestre. Néanmoins ces informations sont bruitées car obtenues par
dérivation.
2.2.2.3 Baromètre
Le baromètre est utilisé pour calculer l'altitude du véhicule z. L'instrument me-
sure une diﬀérence de pression atmosphérique par rapport à un niveau de référence,
généralement celui de la mer. Un modèle atmosphérique est alors utilisé pour déduire
l'altitude à partir de la diﬀérence de pression.
2.2.2.4 Magnétomètre
Le magnétomètre ou compas permet de calculer l'angle de lacet ψ. Cet instru-
ment donne une direction de référence, généralement le nord magnétique, sur le plan
horizontal. Dans le cas de l'Altimum 4, le compas est électronique. L'angle de lacet
est mesuré par diﬀérence entre la direction de l'engin et la direction de référence.
2.2.2.5 Inclinomètre
Un inclinomètre ou clinomètre est un capteur permettant de mesurer des angles
par rapport au plan horizontal. L'inclinomètre est ﬁxé sur un système et permet
de déterminer l'angle d'inclinaison par rapport à la ligne horizontale. L'avion jaune
possède deux inclinomètres, un mesurant l'angle de tangage θ et un mesurant l'angle
de roulis φ. L'inclinomètre fournit une relation linéaire entre l'angle à mesurer et le
signal de sortie.
2.2.2.6 Sondes d'incidence et de dérapage
Les sondes d'incidence et de dérapage permettent de relever respectivement la
mesure d'angle d'incidence local α et d'angle de dérapage local β. Ces angles corres-
pondent à la valeur de l'angle existant entre le vent relatif et l'axe de référence des
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sondes. La sonde d'incidence est placée dans le plan {x, y} du véhicule et la sonde
de dérapage dans le plan {x, z} du véhicule.
2.2.2.7 Autres capteurs
D'autres instruments, absents sur l'Altimum 4, peuvent être présents sur d'autres
drones :
 les tubes Pitot qui mesurent les pressions statiques et totales ;
 les capteurs de température qui mesurent les températures statiques et to-
tale ;
 les capteurs à ultrasons qui mesurent la distance du véhicule par rapport au
sol ;
 les radioaltimètres qui mesurent la hauteur d'un aéronef par rapport au sol
ou à la surface de l'eau ;
 les caméras.
Ces capteurs peuvent fournir des mesures d'autres variables d'intérêt. La vitesse
air peut être reconstruite grâce aux capteurs de pression et de température, la vitesse
calibrée peut être calculée à partir des capteurs de pression. De plus, le traitement
d'images fournies par les caméras peut donner des indications sur la vitesse grâce
au ﬂot optique et sur la position grâce à la reconnaissance d'amers.
2.2.2.8 Des capteurs complémentaires
Comme le montre le Tableau 2.2, le GPS et l'IMU sont complémentaires en ce
qui concerne la mesure de la position. Le GPS permet de recaler périodiquement
la localisation obtenue par la mesure de l'IMU. En sens contraire, les mesures GPS
ne sont obtenues qu'à relativement basse fréquence, rendant nécessaire la fusion
avec l'IMU qui permet d'estimer ce qui se passe entre deux points GPS. Ainsi,
pour améliorer signiﬁcativement la précision, une fusion de données est nécessaire
entre les mesures du GPS et de l'IMU. Le GPS fournit des positions et vitesses
régulières ; l'IMU, qui mesure l'accélération et la rotation, lui est complémentaire.
C'est pourquoi l'Altimum 4, comme la majorité des drones, est équipé d'un IMU en
complément du GPS.
GPS IMU
Précision à long terme Bonne Mauvaise
Précision à court terme Mauvaise Bonne
Tableau 2.2  Avantages et désavantages du GPS et de l'IMU pour la mesure de la
position
Par ailleurs, l'association du GPS et de l'IMU à d'autres capteurs permet d'avoir
des informations plus précises sur le système. Par exemple, l'utilisation d'un baro-
mètre permet d'avoir une redondance au niveau de l'altitude du drone et donc une
meilleure précision. Pour utiliser au mieux l'ensemble des mesures, une solution
consiste à eﬀectuer une fusion de données avec les diﬀérents capteurs.
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2.2.3 Modèle de simulation
Un modèle dynamique non linéaire a été développé sous Simulink. Ce modèle
comprend diﬀérents sous-modèles [Lesprier 2015b] :
 la cinématique du système ;
 la dynamique de propulsion du moteur et de l'hélice ;
 la dynamique des actionneurs des surfaces mobiles ;
 les coeﬃcients aérodynamiques identiﬁés ;
 les forces et moments aérodynamiques ;
 les eﬀets environnementaux avec les conditions atmosphériques et le vent.
Sur la Figure 2.10, la connexion entre les diﬀérents sous-modèles est montrée.
Les variables rouges correspondent aux entrées : les actionneurs et le vecteur vent.
Les variables bleues correspondent aux sorties mesurées par les capteurs disponibles.
Les variables noires ne sont pas mesurées mais sont indispensables pour calculer la
dynamique du système ; Va correspond à la vitesse air, qd à la pression dynamique,
F à la somme des forces et M à la somme des moments. Pour plus d'informations
sur le modèle, voir l'Annexe A.
δx, δl, δr
Dynamique
actionneurs
W
Vent &
Atmosphère
α, β
Va
qd
Forces &
Moments
F
ax, ay, az
M
Dynamique
u, v, w
Vx, Vy, Vz
p, q, r
Cinématique
φ, θ, ψ
x, y, z
Figure 2.10  Structure du modèle Simulink
Un modèle d'état linéaire peut être obtenu par linéarisation de ce modèle Simu-
link autour d'un point de vol.
2.2.3.1 Éléments essentiels du modèle complet
On présente ici les éléments principaux concernant le modèle complet ; sa pré-
sentation détaillée est reportée en annexe A.
L'état, le vecteur d'entrée et le vecteur de sortie sont les suivants :
x = [u v w p q r x y z φ θ ψ E δe δa]
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u = [δx δ
1
l δ
2
l δ
1
r δ
2
r wx wy wz]
z = [p q r asx asy asz ψ φ θ α β zB x y z Vx Vy Vz]
Où E correspond au moteur, δe à la profondeur, δa à l'aileron, {wx, wy, wz}
correspondent aux composantes du vent et as = − ~Fextma correspond au signe près à
la force spéciﬁque.
Les sorties ont été ordonnées en fonction de la fréquence d'acquisition des cap-
teurs comme montré sur le Tableau 2.3.
Composant IMU Magnétomètre Inclinomètre/Sonde Baromètre GPS
Fréquence 100Hz 20Hz 10Hz 9Hz 4Hz
Tableau 2.3  Fréquence des diﬀérentes capteurs
Remarque 2.3
Les entrées et les sorties du modèle de la littérature ne correspondent pas parfai-
tement à l'Altimum 4 réel. En eﬀet, certaines composantes comme Va, u, v ou w
ne sont pas mesurées par les capteurs disponibles, par conséquent ces variables
ne sont pas considérées pour la sortie z. De plus, les redondances des élevons
absentes du modèle de départ sont prises en compte.
2.2.3.2 Modèle longitudinal
Comme indiqué plus haut, le développement de la méthode est réalisé avec un
modèle de complexité et représentativité croissantes. Dès lors, un modèle unique-
ment longitudinal est utilisé pour certaines simulations. Il est en eﬀet classique de
considérer que pour de petits mouvements autour d'un équilibre, les dynamiques
longitudinales et latérales sont découplées. Si on suppose que la dynamique longitu-
dinale peut être découplée de la dynamique latérale, les hypothèses suivantes sont
faites pour modéliser la dynamique longitudinale :
 la vitesse latérale est nulle, v = 0
 les vitesses angulaires de roulis et de lacet sont nulles, p = 0 et r = 0
 la position latérale est nulle, y = 0
 les angles de cap et de gîte sont nuls, ψ = 0 et φ = 0
Les variables déﬁnissant l'état latéral (v, p, r, y, ψ et φ) ne sont alors pas
considérées. L'état, le vecteur d'entrée et le vecteur de sorties deviennent donc les
suivants :
x = [u w q x z θ E δe]
u = [δx δl δr wx wz]
z = [q asx asz θ α zB x z Vx Vz]
Remarque 2.4
Pour le modèle longitudinal, il est supposé que les deux élevons gauches sont
contrôlés par le même actionneur. La même hypothèse est faite pour les deux
élevons droits.
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2.3 Scénarios de panne pour le drone Altimum 4
2.3.1 La phase d'atterrissage
Les phases de décollage et d'atterrissage sont les deux phases les plus critiques
de par la proximité du drone vis à vis du sol. Ainsi, de façon à ﬁxer un scénario,
la méthode est évaluée en considérant le cas où le drone est en phase d'atterrissage
et qu'une panne survient. La Figure 2.11 permet d'illustrer le type de problème
rencontré lorsqu'une panne survient si la loi de commande n'a pas été conçue pour
traiter ce problème. La loi de commande est généralement conçue pour le cas où le
système est nominal. Or si une panne survient, cette loi n'est pas capable de la gérer
et la trajectoire ne peut plus être suivie, comme montré sur la Figure 2.11 avec la
trajectoire bleue.
z
x
trajectoire désirée
trajectoire sans FTC
trajectoire avec FTC
faute
Figure 2.11  Exemple de trajectoires avec et sans FTC pour un scénario d'atter-
rissage avec l'apparition soudaine d'une faute
Le problème considéré consiste donc à déﬁnir une loi de commande FTC permet-
tant d'assurer le suivi d'une trajectoire de référence malgré la survenue de pannes,
comme montré sur la Figure 2.11 avec la trajectoire rouge.
Concernant la reconﬁguration en cas de panne actionneur, on distingue deux
types de problèmes à résoudre ; la reconﬁguration en cas de panne actionneurs re-
dondants, comme par exemple pour une panne élevon, et la reconﬁguration en cas
de panne actionneurs non-redondants, comme par exemple pour une panne moteur.
Une panne capteur peut être traitée en utilisant des capteurs redondants s'ils sont
disponibles ou en reconstruisant la valeur à partir des mesures des autres capteurs
et des connaissances sur le modèle du drone. La panne capteur n'implique pas né-
cessairement une reconﬁguration.
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2.3.2 Les types de fautes envisagés
Les fautes du système de commande ne sont pas étudiées. En eﬀet, sans redon-
dance de carte électronique, il est diﬃcile de compenser la faute grâce à l'utilisation
d'une méthode FTC qui par conséquent ne permet pas de contribuer à un niveau
de sécurité acceptable.
Les fautes des composants ne sont pas non plus étudiées. Elles sont généralement
très graves, par conséquent il est diﬃcile de trouver un contrôleur permettant d'avoir
des performances acceptables. De plus, il est diﬃcile mathématiquement de modéli-
ser ce type de fautes. Par exemple, si une partie de l'aile du drone est arrachée en vol
il est diﬃcile de prévoir la dynamique de vol du drone résultante. Par conséquent,
une solution souvent envisagée pour ce type de pannes, est de réaliser un crash en
douceur par exemple avec l'aide d'un parachute. A cause de la diﬃculté à gérer ces
pannes avec une méthode FTC, les fautes des composants ne sont pas traitées.
Les scénarios se focalisent donc sur les fautes actionneurs et capteurs. D'après la
section 2.1.3.1, les actionneurs peuvent tomber en panne de diﬀérentes façons. Les
pannes oscillatoires étant rares [Goupil 2010], elles ne sont pas étudiées ici. De plus,
lorsque l'actionneur est ﬂottant, il est diﬃcile d'avoir un modèle mathématique,
ce type de panne n'est donc pas non plus traité. On se focalise sur les fautes de
type blocage, biais ou perte d'eﬃcacité pour les actionneurs. Concernant les fautes
capteurs, celles-ci sont sujettes à diﬀérents types de fautes en fonction de leurs
mécanismes. Parmi les types de fautes évoqués à la section 2.1.3.2, il est rare pour
un capteur d'être sujet à l'ensemble de ces fautes. Ainsi pour les capteurs, les pannes
étudiées sont les suivantes : les biais, les dérives, les blocages et les pertes d'eﬃcacité.
Pour des raisons d'observabilité, il est supposé que le GPS ne peut pas tomber en
panne (cf. Section 4.2.6.2).
Par ailleurs, on traite le cas où une seule panne arrive à la fois, l'hypothèse étant
basée sur le fait que pour des pannes indépendantes le produit des probabilités de
pannes associé à la conjonction de celles-ci est bien plus faible que chaque probabilité
de panne prise individuellement. De plus, on souhaite traiter les cas où l'on peut
ﬁnir la mission, ce qui paraît plus diﬃcile avec des cas de pannes multiples. Au vue
de la redondance matérielle existante sur le drone utilisé, si plusieurs pannes arrivent
en même temps, la solution la plus probable sera le crash. Finalement, les pannes
permanentes et intermittentes vont être traitées.
2.4 Conclusion
La méthode que l'on souhaite développer lors de cette thèse doit posséder les ca-
ractéristiques suivantes. D'un point de vue technique, on souhaite traiter un nombre
varié de pannes uniques ; des pannes actionneurs et capteurs de diﬀérents types. Pour
les actionneurs, les blocages, les biais et les pertes d'eﬃcacité sont étudiés. Pour les
capteurs, les blocages, les biais, les pertes d'eﬃcacité et les dérives sont considérés.
De plus, on souhaite aussi bien gérer les pannes permanentes que les pannes in-
termittentes. D'un point de vue opérationnel, on souhaite développer une méthode
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peu coûteuse pour pouvoir l'embarquer en temps réel et qui puisse être aisément
certiﬁable.
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Résumé
L
a commande tolérante aux fautes est un thème qui a suscité de nombreuses
études au cours des dernières décennies. Ce chapitre vise à présenter un
état de l'art concernant ce domaine. Dans un premier temps, des notions de
base seront abordées concernant les diﬀérentes approches possibles. Par la
suite, l'état de l'art vise en particulier à présenter les diﬀérentes méthodes
existantes concernant la commande tolérante aux fautes active et indirecte.
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3.1 La commande tolérante aux fautes
Les systèmes complexes dépendent de systèmes de commande sophistiqués pour
répondre aux exigences de performance et de sécurité. Une commande en boucle
fermée classique peut aboutir à des performances non satisfaisantes et même à une
instabilité du système en cas de dysfonctionnement des actionneurs, des capteurs
ou des autres composantes du système. De nombreux systèmes de commandes sont
sujets aux défaillances de composants. Ainsi, en raison de la demande croissante de
ﬁabilité et de sécurité dans les systèmes complexes, des approches FTC voient le
jour pour surmonter ce problème. En eﬀet, une méthode FTC vise à maintenir la
stabilité du système, ainsi que d'obtenir des performances acceptables en présence
de fautes. Au cours de ces dernières années, de nombreuses recherches ont été faites
sur ce sujet [Zhang 2008] et notamment pour des drones [Sadeghzadeh 2011].
3.1.1 Les méthodes passives
Généralement, les méthodes FTC sont classées en deux types : on distingue les
méthodes passives des méthodes actives [Jiang 2012]. Dans le cas des méthodes
actives, le système réagit face aux fautes en reconﬁgurant sa structure ou les para-
mètres de sa loi de commande. Dans le cas de la tolérance passive, le système est
construit de manière à obtenir la meilleure robustesse face aux fautes, sans détec-
tion ou identiﬁcation de ces fautes ni même adaptation à ces fautes. Il n'y a donc
pas de modiﬁcation de la structure ou des paramètres du contrôleur en réaction à la
faute. Dans ce cas, des défaillances possibles sont étudiées en même temps que le cas
nominal. L'objectif est de synthétiser un seul contrôleur ﬁxe qui fonctionne le mieux
possible malgré l'occurrence de fautes. Ce contrôleur doit permettre de maintenir la
stabilité et un certain niveau de performance malgré la présence de fautes.
Les méthodes passives sont généralement basées sur la théorie de la commande
robuste. Parmi celle-ci, on trouve diﬀérentes approches ; la commande par mode
glissant, en anglais Sliding Mode Control (SMC) [Merheb 2013] ; la méthode H∞
[Yang 2001] ; la méthode Linéaire Quadratique (LQ) [Veillette 1995] [Yang 2000].
La technique SMC fait partie des commandes dites à structure variable. Elle
s'applique à la fois aux systèmes linéaires et aux systèmes non linéaires. Cette tech-
nique a l'avantage d'être robuste aux perturbations externes et aux incertitudes
ou variations des paramètres. L'idée de base de la commande par mode glissant
est constituée de deux étapes ; amener le système sur un hyperplan de commutation
stable, la surface de glissement, et converger sur la surface de glissement vers le point
d'équilibre désiré. La technique SMC a la capacité de maintenir une performance
désirée en cas de faute sans module FDD, ce qui en fait une méthode très utilisée
pour les méthodes FTC passives [Merheb 2013]. Merheb propose deux commandes
tolérantes aux fautes basées sur la théorie SMC. La première commande peut tolérer
une perte d'eﬃcacité du moteur jusqu'à 50%, alors que la seconde peut tolérer une
perte d'eﬃcacité du moteur jusqu'à 55%. Les deux commandes permettent d'amé-
liorer le suivi de trajectoire mais une petite erreur au niveau des angles augmente
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avec l'intensité de la panne.
La techniqueH∞ fait partie des commandes d'optimisation. Elle prend en compte
une déﬁnition mathématique des contraintes en ce qui concerne le comportement
attendu en boucle fermé. C'est une méthode très utilisée pour la commande robuste,
par conséquent elle est très utilisée pour les méthodes passives. Il existe une procé-
dure pour concevoir un contrôleur ﬁable en cas de pannes actionneurs et capteurs
qui peuvent être modélisées par un facteur d'échelle et une perturbation [Yang 2001].
Ce contrôleur garantit une stabilité asymptotique et des performances H∞ en mode
nominal et en mode dégradé. Cependant, en cas de pannes totales d'un capteur, la
performance H∞ ne peut plus être garantie.
La commande LQ fait partie des commandes par retour d'état. Elle garantit une
certaine robustesse en boucle fermée. Une procédure pour concevoir un contrôleur
tolérant aux pannes d'actionneurs se base sur la méthode LQ [Veillette 1995]. Cette
procédure permet bien d'augmenter la ﬁabilité du contrôleur mais peut détériorer
la performance en mode nominal. Un contrôleur basé sur la méthode LQ garantit
une stabilité asymptotique malgré la présence de panne actionneurs [Yang 2000].
Cependant, seules les pertes d'eﬃcacité sont considérées.
Les approches actives et passives utilisent les redondances du système mais la
diﬀérence vient de la manière de les utiliser. La diﬀérence entre les deux méthodes
est exposée sur la Figure 3.1.
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Figure 3.1  Espace des solutions admissibles pour les méthodes passive et active
[Jiang 2012]
Pour chaque cas de faute, il est supposé qu'il y a un espace de solution admissible
dans lequel il existe un ou des contrôleurs ; c'est à dire un ensemble de contrôleurs
présentant des performances acceptables étant donné la faute. Dans le cas de l'ap-
proche active, il y a un contrôleur dans chaque espace. Ce contrôleur peut être
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construit à partir d'une solution optimale, comme montré sur la Figure 3.1, mais
aussi à partir d'une solution sous-optimale. L'existence de ces solutions dépend des
contraintes et des techniques d'optimisation utilisées. Un nouveau contrôleur est
mis en place par le processus de reconﬁguration pour compenser les eﬀets dus à
la faute. Dans le cas de l'approche passive, l'objectif est de trouver un contrôleur
présent au niveau de l'intersection des diﬀérentes espaces. Sur la Figure 3.1, cette
zone correspond à la zone rayée. Cependant, si une faute a un ensemble de solutions
admissibles ne présentant pas d'intersection avec cette zone rayée, le contrôleur ne
permettra plus d'obtenir des performances acceptables. Par ailleurs, dans certains
cas, il n'existe pas de zone commune à l'ensemble des espaces, et il est alors impos-
sible de construire un contrôleur unique répondant à l'ensemble des fautes.
Il est en général plus diﬃcile pour une méthode passive d'obtenir de bonnes
performances pour chaque type de fautes qu'avec une méthode active. En eﬀet,
avec les méthodes passives, il n'y a pas d'adaptation face à la faute mais un unique
contrôleur qui fonctionne le mieux possible globalement, ce qui est plus compliqué
que d'autoriser une adaptation à la situation. De plus, pour les méthodes passives la
solution pour chaque type de faute est généralement sous-optimale alors qu'avec les
méthodes actives, la solution optimale peut être obtenue. Par exemple, sur la Figure
3.1 la partie hachurée ne contient pas de solutions optimales, la solution choisie
est donc sous-optimale pour chaque type de faute. La stabilité est la principale
considération dans une approche passive. Puisqu'une méthode passive n'inclut pas
de mécanisme de reconﬁguration, il n'y a pas de transitoires dus aux commutations
de contrôleur qui peuvent déstabiliser le système, mais uniquement des transitoires
dus aux fautes. Par ailleurs, le contrôleur ﬁxe d'une approche passive est conçu pour
un certain type de fautes, il n'est donc pas possible de prédire le comportement du
système pour un type de fautes non considéré lors de la conception du contrôleur. Le
système peut donc seulement tolérer un nombre limité de fautes qui sont supposées
connues lors de la conception du contrôleur. Le contrôleur est robuste pour les fautes
supposées. Par conséquent, pour traiter de nombreuses pannes, il est un peu risqué
de se baser sur une méthode passive [Patton 1997].
ce qu'il faut retenir
Étant donné les limitations relatives aux méthodes passives, le travail de cette
thèse s'inscrit dans le cadre des méthodes actives. Par conséquent, l'état de
l'art relatif aux méthodes passives n'est pas développé de manière détaillée
ici et la suite de cette section vise à présenter les méthodes actives.
3.1.2 Les méthodes actives
Diﬀérentes classiﬁcations existent concernant les méthodes FTC actives. Géné-
ralement les méthodes sont classiﬁées en deux catégories : les méthodes qui com-
prennent une banque de contrôleurs non-adaptatifs et qui commutent entre eux en
fonction de la faute détectée, et les méthodes qui possèdent un seul contrôleur adap-
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tatif capable de compenser diﬀérents types de fautes. Il est également possible de
distinguer les méthodes FTC basées sur une détection explicite des fautes, appelées
approches indirectes, des méthodes qui ne passent pas par cette détection, appelées
méthodes directes.
3.1.2.1 Les approches adaptatives
Ces approches utilisent un contrôleur dont les gains changent pour assurer des
performances acceptables en cas de fautes. Dans le cas de méthodes adaptatives
directes les modiﬁcations des gains du contrôleur sont calculées à partir de la com-
mande et des mesures sans pour autant passer par une reconstitution des paramètres
de fautes [Kim 2003] [Ye 2006] [Xiao-Zheng 2009].
La technique de commande adaptative avec modèle de référence est adaptée aux
approches adaptatives directes. Le but est d'avoir la sortie du système proche de la
sortie du modèle de référence. Le modèle de référence permet donc de calculer l'erreur
entre la sortie réelle du système et la sortie du modèle de référence. Cette erreur
est ensuite utilisée par le système de commande pour adapter le gain du contrôleur.
Cette technique a été appliquée aux fautes actionneurs [Kim 2003]. Le contrôleur
permet de tolérer diﬀérents types de pannes actionneurs, celles-ci étant modélisées à
l'aide d'une série polynomiale. Les résultats numériques démontrent une adaptabilité
rapide malgré la panne actionneur. De plus, la stabilité est prouvée grâce à la théorie
de Lyapunov. D'autres techniques utilisent des règles d'adaptation directes. Une
méthode développe un contrôleur adaptatif pour lequel les paramètres adaptatifs
sont estimés en ligne [Xiao-Zheng 2009]. Le modèle de fautes actionneurs permet de
couvrir les blocages, ainsi que les pertes d'eﬃcacité. Le contrôleur développé permet
de garantir la stabilité du système. Une autre méthode considère un contrôleur
adaptatif qui se base sur l'estimation en ligne d'une faute éventuelle et sur l'ajout
d'un nouveau contrôleur pour réduire les eﬀets des fautes [Ye 2006]. Cette méthode
permet de continuer à suivre la trajectoire malgré la présence de pertes d'eﬃcacité
sur les actionneurs. L'eﬃcacité de la méthode est démontrée sur des simulations.
Contrairement à l'adaptation directe, l'adaptation indirecte inclut un processus
de détection et d'isolation de la faute. La détection permet de surveiller l'apparition
de fautes, l'isolation permet de localiser la faute et l'identiﬁcation permet d'estimer
l'amplitude de la faute. Dans la littérature, on retrouve ce processus sous le nom
de détection et d'isolation de la faute, en anglais Fault Detection and Isolation
(FDI). Lorsque que la faute est en plus identiﬁée, le processus se nomme détection
et diagnostic de faute, en anglais Fault Detection and Diagnosis (FDD). Les gains
du contrôleur sont alors calculés en fonction des paramètres de fautes. Sur la Figure
3.2, on peut voir à gauche 3.2a un exemple d'adaptation directe et à droite 3.2b un
exemple d'adaptation indirecte.
Le bloc FDD permet également de surveiller l'état du système. Il existe aussi
deux types de FDD, les méthodes FDD passives et les méthodes FDD actives [Du-
card 2009]. Un FDD passif ne prend aucune action et attend qu'une faute apparaisse,
alors qu'un FDD actif teste le système en eﬀectuant des man÷uvres tests ou en in-
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Figure 3.2  Exemples de méthodes d'adaptation : FDD : Détection et diagnostic
de faute, pointillés FDD actif
jectant des entrées tests aux commandes d'actionneurs. Une fois la faute détectée,
isolée et identiﬁée, une action appropriée doit être prise pour la sécurité du drone.
3.1.2.2 Les méthodes de commutation
Sur la Figure 3.3, on peut voir des exemples d'approches basées sur la commu-
tation de contrôleurs.
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Contrôleur1
Contrôleur2
...
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(a) Méthode directe
Système
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Mécanisme de
reconﬁguration
Contrôleur1
Contrôleur2
...
ContrôleurN
+
+
(b) Méthode indirecte
Figure 3.3  Exemples de méthodes de commutation FDD : Détection et diagnostic
de faute, pointillés FDD actif
En ce qui concerne les méthodes directes, on a par exemple la falsiﬁcation de
contrôleur qui consiste à calculer pour chaque contrôleur le signal d'erreur qui aurait
conduit à la commande observée et à sélectionner le contrôleur correspondant au
signal le plus faible [Ingimundarson 2008].
En ce qui concerne les méthodes indirectes, le mécanisme de reconﬁguration,
la méthode FDD et les contrôleurs doivent être compatibles pour pouvoir mener à
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bien les tâches de commande. Basée sur cette architecture, les méthodes de recon-
ﬁguration doivent prendre en compte les critères suivants pour obtenir de bonnes
performances [Zhang 2008] :
 développer une méthode FDD eﬃcace ;
 développer des contrôleurs qui permettent d'obtenir la stabilité du système
et des performances acceptables en boucle fermée ;
 développer un système de reconﬁguration qui minimise les eﬀets dus aux
transitions entre contrôleurs.
Une faute peut rendre le système instable, et par conséquent le temps disponible
pour réagir face à la faute est limité. Ce temps correspond au temps critique de
réaction. Si le temps de réaction est plus long que le temps critique de réaction,
le système atteint un état d'erreur irréparable. Le temps total de réaction d'une
méthode active FTC dépend :
 du temps nécessaire au FDD pour obtenir les informations sur la faute et ;
 du temps nécessaire au mécanisme de reconﬁguration pour déployer le nou-
veau système de commande.
Les méthodes de reconﬁguration qui possèdent un bloc FDI ou FDD peuvent être
référencées sous diﬀérents noms dans la littérature, notamment on retrouve souvent
les méthodes de détection et d'identiﬁcation des fautes et de reconﬁguration Fault
Detection Identiﬁcation and Reconﬁguration (FDIR).
ce qu'il faut retenir
La présence d'un bloc FDD permet, au-delà de la pure tolérance aux fautes,
de présenter des explications sur le comportement du système à un opérateur.
Ceci est un avantage certain des méthodes indirectes sur les méthodes directes.
La suite de cette analyse de l'état de l'art se focalise donc sur les méthodes
indirectes, les modèles qu'elles utilisent, le développement de leur FDD et
l'adaptation ou le choix en ligne de leur contrôleur.
3.2 Modélisation des systèmes et de leurs fautes
Le choix de reconstituer les paramètres de fautes conduit naturellement à s'inté-
resser à la modélisation de celles-ci et à l'intégration de tels modèles avec le modèle
du système en absence de fautes.
3.2.1 Systèmes à état continu
La communauté Automatique utilise des modèles continus pour représenter le
comportement des systèmes. Elle se base principalement sur la représentation de sys-
tèmes continus, qui fait intervenir des variables pouvant prendre toute valeur réelle.
L'évolution d'états continus est dirigée par le temps. Suivant les auteurs, le pro-
blème est abordé pour une modélisation à temps continu ou pour une modélisation
à temps discret.
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Les fautes dans un système sont généralement classiﬁées en trois types : les fautes
actionneurs, les fautes capteurs et les fautes composants. Partant d'une modélisation
à temps et états continus linéaire et stationnaire (cf. Annexe B), une modélisation
permettant de représenter ces diﬀérents types de faute peut être proposée selon les
équations [Hwang 2010] :
x˙(t) = (A+Ac)x(t) + (B +Bc)u(t) +Bfa(t) +w(t) (3.1)
z(t) = (C + Cc)x(t) + (D +Dc)u(t) + fs(t) + v(t) (3.2)
Où fa représente les fautes actionneurs, fs représente les fautes capteurs et Ac,
Bc, Cc et Dc représentent les fautes composants.
Les fautes capteurs et actionneurs sont modélisées par des fautes additives (cf.
Figure 3.4 (a)) alors que les fautes composants sont modélisées par des fautes mul-
tiplicatives (cf. Figure 3.4 (b)), c'est à dire qu'elles sont modélisées comme des
changements au niveau des matrices du système [Mahmoud 2003]. Les fautes cap-
teurs et actionneurs interviennent au niveau des sorties et des entrées respectivement
mais elles ne modiﬁent pas la dynamique propre du système. A l'inverse, les fautes
composants modiﬁent la dynamique du système. Par exemple, si un trou apparaît
sur une aile d'un drone à aile ﬁxe, les coeﬃcients aérodynamiques vont être changés
et le drone n'aura plus la même dynamique.
(a)
+
+
fa
X Xa = X + fa
(b)
A
fm
X Xm = (A+ fm)X
Figure 3.4  (a) Faute additive, (b) Faute multiplicative
Il existe diﬀérent types de modélisation pour les pannes actionneurs et capteurs,
c'est à dire pour les vecteurs fa(t) et fc(t).
En temps continu, une faute actionneur peut être modélisée en utilisant une série
polynomiale et un processus de bruit aléatoire de la façon suivante [Kim 2003] :
uf (t) = b0 + b1u(t) + b2u
2(t) + · · ·+ n(t) (3.3)
Où les termes bi correspondent aux coeﬃcients de fautes et n(t) correspond au
processus de bruit. Le terme b0 agit comme une perturbation et le terme b1 détermine
l'eﬃcacité de l'actionneur. Les termes d'ordre plus élevés bj , j ≥ 2 représente les
eﬀets non linéaires. Cette modélisation est simple et permet de représenter diﬀérents
types de fautes. Si il n'y a pas de fautes, la situation nominale est obtenue avec b1 = 1
et les autres termes nuls. Si l'actionneur est bloqué, le terme b0 représente la valeur
à laquelle il est bloqué et les autres termes sont nuls. Le cas où l'actionneur est
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ﬂottant peut être modélisé en mettant l'ensemble des termes à zéro à l'exception de
n(t). Encore, en choisissant 0 < b1 < 1 et les autres termes nuls, la modélisation
représente une perte d'eﬃcacité.
En temps discret, il est courant de modéliser les pannes actionneurs comme des
pertes d'eﬃcacité de 100γ% [Wu 1998] [Wu 2000] [Zhang 2002] :
ufk = (1− γk)uk (3.4)
Ou comme des pertes d'eﬃcacité et des blocages [Caliskan 2016] :
ufk = δk + (1− γk)uk (3.5)
En temps continu comme en temps discret, les fautes capteurs sont généralement
modélisées avec des biais [Hwang 2010] :
zf (t) = z(t) + δ(t) (3.6)
3.2.2 Systèmes à état discret
A plus haut niveau, le comportement d'un ensemble de variables à dynamiques
continues peut être vu comme un système à état discret. La communauté Intelligence
Artiﬁcielle utilise des modèles discrets ou logiques pour décrire le système. Elle se
base principalement sur l'utilisation de variables pouvant prendre un nombre ﬁni
de valeurs. Parmi les systèmes discrets, il existe les systèmes à événements discrets,
en anglais Discrete Event Systems (DES). Les DES ne sont pas régis par le temps,
comme pour les systèmes continus, mais par des événements au ﬁl du temps. La
transition d'état discret est déclenchée par l'événement. Les événements peuvent
être contrôlables ou spontanés, observables ou non observables. De plus, un DES
est composé d'un certain nombre de modes de fonctionnement, les états discrets.
Plusieurs formalismes existent pour représenter les DES (cf. Annexe C). Les plus
connus sont :
 les automates ou machines à état ﬁnis, et
 les chaînes de Markov.
Sampath fournit une méthodologie pour construire les DES adaptés au diagnostic
de panne [Sampath 1996]. Les fautes dans un modèle discret sont généralement
modélisées de deux façons ; par un événement ou par un mode. Les événements non-
observables peuvent correspondre à des fautes. La Figure 3.5 montre un exemple de
modélisation de fautes sur un DES. Les événements a, b et c correspondent à des
événements observables alors que f correspond à un événement non observable, ici
une faute. De plus, l'état 4 correspond à un mode de faute étant donné que celui-ci
est atteint une fois la faute apparue.
Un DES fournit donc une séquence d'événements permettant de passer d'un
mode, nominal ou dégradé, à un autre. Les observations des événements viennent
d'un espace discret. Néanmoins, les problèmes complexes ont souvent un espace
d'observation plus riche, posant un problème pour les DES classiques. Par exemple,
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Figure 3.5  Exemple de modélisation de fautes sur un DES
les capteurs fournissent des mesures dans un espace d'observation continu. Ce pro-
blème peut être approché en imposant une discrétisation de l'espace d'observation,
qui peut être sous-optimal pour la prise de décision. Cependant, il est possible de
partitionner l'espace d'observation de façon à séparer uniquement les observations
ne donnant pas la même politique [Hoey 2005].
3.2.3 Systèmes hybrides
La modélisation discrète fait abstraction de la dynamique continue du système
et des bruits des capteurs. La modélisation hybride permet de pallier ce problème.
Un système hybride comprend un processus continu interagissant avec un processus
discret. Typiquement, un modèle hybride prend en compte, d'une part, un certain
nombre de modes de fonctionnement, c'est-à-dire un mode nominal et des modes
dégradés, et d'autre part, à l'intérieur de chaque mode un ensemble de paramètres
variables. L'état continu du système évolue selon la dynamique continue associée au
mode courant du système. Les changements de modes sont décrits par un système
à événements discrets. Un changement de modes est marqué par l'occurrence d'un
événement interne ou externe au système, par exemple, l'apparition soudaine d'une
faute. Les fautes peuvent donc être modélisées, d'une part, par des paramètres de
fautes pour la partie continue, et d'autre part, par des événements et des modes
pour la partie discrète.
La modélisation hybride peut être réalisée :
 soit par combinaisons explicites des dynamiques discrètes et continues, c'est-
à-dire une continuité par morceaux,
 soit par des dynamiques intrinsèquement hybrides, c'est-à-dire que l'évolution
est basée sur des informations continues et discrètes.
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3.2.3.1 Systèmes hybrides à états discrets entiers
Un système hybride peut être déﬁni de la façon suivante [Branicky 1998] :
x˙(t) = f(x(t), q(t),u(t)) (3.7)
q(t) = ν(x(t), q(t−),u(t)) (3.8)
où x(t) ∈ Rn,u(t) ∈ Rl, q ∈ Q ' {1, · · · , N}, f(., q, .) : Rn × Rl → Rn est la
dynamique continue du système et est supposée globalement Lipschitz continue et
ν : Rn × Q × Rl → Q est la dynamique discrète de commutation où t− représente
un instant inﬁnitésimalement proche de t et précédent t.
A partir de ce modèle, la stabilité des systèmes hybrides a été étudiée ; au sens
de Lyapunov à l'aide de fonctions de Lyapunov multiples et au sens de Lagrange
grâce à la théorie des systèmes de fonctions itérées [Branicky 1998]. Diﬀérents théo-
rèmes permettent donc de garantir la stabilité des systèmes hybrides. Cependant,
l'existence de théorèmes permettant, dans certaines situations, d'obtenir une loi de
commande avec de bonnes propriétés de stabilité, de performances et de robustesse
ne doit pas masquer la diﬃculté existante pour en obtenir dans le cas général. Par
ailleurs, un point particulièrement délicat vient du basculement entre les diﬀérents
modes de fonctionnement. En eﬀet, il faut pouvoir gérer la transition pour ne pas
rendre le système instable.
Diﬀérents formalismes existent pour les systèmes hybrides à états discrets en-
tiers. Les automates hybrides sont souvent utilisés pour modéliser les fautes [Hen-
zinger 2000] [Chanthery 2013].
3.2.3.2 Systèmes mixtes à dynamique continue et logique
Pour des systèmes avec des logiques discrètes et des dynamiques continues il
est nécessaire d'établir comment construire des propositions logiques à partir des
événements possibles concernant la dynamique continue. L'idée est de mettre les
propositions logiques sous la forme d'inégalités linéaires comprenant des variables
continues, dans le but de les utiliser comme des contraintes dans des problèmes d'op-
timisation mathématique. Ainsi, à partir de la description standard d'un système, les
propositions logiques sont transformées en équations présentant une certaine dyna-
mique, similaire à ce qui est réalisé pour la partie continue, mais avec des contraintes
additionnelles issues des variables logiques.
Une approche très utilisée consiste à utiliser une modélisation de système mixte
à dynamique continue et logique, en anglais Mixed Logic Dynamical (MLD). Cette
méthode s'adapte parfaitement au problème car elle intègre des variables logiques,
des dynamiques continues et des contraintes de fonctionnement.
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La forme générale d'un système MLD est la suivante [Mignone 2002] :
x(k + 1) = Ax(k) +B1u(k) +B2δ(k) +B3z(k) (3.9)
y(k) = Cx(k) +D1u(k) +D2δ(k) +D3z(k) (3.10)
E2δ(k) + E3z(k) ≤ E1u(k) + E4x(k) + E5 (3.11)
où x ∈ Rnc × {0, 1}nl , correspond aux parties continues et binaires de l'état,
u ∈ Rlc ×{0, 1}ll correspond aux parties continues et binaires de la commande, y ∈
Rmc ×{0, 1}ml correspond aux parties continues et binaires de la sortie, δ ∈ {0, 1}rl
correspond à la partie binaire de la variable auxiliaire et z ∈ Rrc correspond à la
partie continue de la variable auxiliaire.
3.3 Détection et diagnostic de faute
Concernant le diagnostic, on distingue généralement deux approches du diagnos-
tic : l'approche FDI/FDD et l'approche DX, de l'anglais Diagnosis [Cordier 2004].
L'approche FDI/FDD utilise les modèles continus alors que l'approche DX utilise
les modèles discrets ou logiques. Cette section traite en grande partie le problème de
détection et de diagnostic pour des modèles continus, et donc l'approche FDI/FDD.
L'approche DX et l'approche hybride font l'objet d'une sous-section 3.3.7.
Le principe de la détection et du diagnostic de faute est montré sur la Figure
3.6. Il repose sur une comparaison entre un modèle simulé et le système réel.
Système réel
Comportement
observé
Modèle
Comportement
simulé
Comparaison
et détection
d'incohérences
Diagnostic
Figure 3.6  Principe du FDD
Le bloc FDI ou FDD est très important pour obtenir de bonnes performances.
Un bloc FDD a trois objectifs :
 La détection de la faute, qui indique que quelque chose ne va pas dans le
système et qui fournit des informations sur l'occurrence de la faute et l'instant
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d'apparition de la faute ;
 l'isolation de la faute, qui détermine quel composant, capteur ou actionneur
est en faute ;
 l'identiﬁcation de la faute, qui détermine l'intensité et le type de la faute.
La détection de la faute nécessite normalement un modèle représentant le com-
portement nominal du système, alors que l'isolation et l'identiﬁcation de la faute né-
cessite aussi un modèle représentant le comportement du système en cas de pannes.
Un schéma FDD doit être précis et rapide. Cependant, le temps pris par le pro-
cessus FDD dépend de la nature de la faute. Lorsqu'une faute apparaît, le temps de
reconﬁguration est limité avant d'arriver à un point de non-retour. Les caractéris-
tiques désirables pour un système FDD sont les suivantes :
 minimiser le temps de détection des situations anormales ;
 ne pas déclencher de fausses alarmes ;
 fournir les informations nécessaires concernant la faute.
Pour remplir l'ensemble de ses objectifs, une méthode FDD peut être passive
ou active. Une méthode FDD est dite active lorsqu'elle déclenche une excitation au
niveau du système pour pouvoir détecter, isoler et identiﬁer la faute. Une solution
consiste à envoyer des signaux excitants au niveau de la commande. Cette méthode
est souvent utilisée pour l'identiﬁcation de systèmes et notamment en aéronautique
(cf. Section 3.3.5).
3.3.1 Classiﬁcation des méthodes
Dans la littérature il existe diﬀérentes classiﬁcations. Généralement et comme
indiqué sur la Figure 3.7, les méthodes FDD sont classiﬁées en deux types ; les
méthodes basées modèles et les méthodes basées données.
Ici, on s'intéresse aux méthodes quantitatives basées sur les modèles. Ces mé-
thodes sont particulièrement adaptées dans le cas où un modèle physique ou un
modèle de comportement est disponible. Or, comme discuté au Chapitre 2, un mo-
dèle du drone est disponible. Concernant les autres méthodes, le lecteur peut se
référer à des articles de synthèse pour plus de détails [Gao 2015a] [Gao 2015b].
À partir d'un modèle continu du système, les méthodes basées modèle com-
prennent deux étapes : la génération de résidus et l'évaluation de ces résidus à l'aide
d'un outil de décision.
3.3.2 Génération de résidus
La génération de résidus permet d'obtenir des informations sur le système et
donc de détecter et localiser les fautes. Ces résidus représentent les incohérences
entre le comportement observé du système réel et le comportement simulé du modèle
mathématique du système. Un résidu est donc un signal temporel qui dépend du
vecteur d'entrée u(t) et des mesures z(t) [Hwang 2010].
r(t) = g(u(t), z(t)) (3.12)
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Figure 3.7  Classiﬁcation des méthodes FDD [Zhang 2008] : Légende : MC/MCR :
Moindres Carrés (Recursifs), ACP : Analyse en composantes principales, MCP :
Moindres Carrés Partiels
Un résidu est associé à une diﬀérence résultant de la comparaison de mesures de
capteurs z(t) à des valeurs calculées analytiquement de la variable considérée dans
le système modélisé, par exemple les estimations des mesures ẑ(t) :
r(t) = z(t)− ẑ(t) (3.13)
L'analyse des résidus permet de détecter la présence ou non de fautes. Dans le cas
d'un système idéal sans faute, sans incertitude et sans bruit, ces derniers devraient
être nuls et évoluer de manière signiﬁcative lors de l'apparition d'une faute. En
réalité, les résidus sont constitués d'un grand nombre de phénomènes physiques tels
que du bruit, des perturbations ou encore, dans certains cas, de fautes. Pour détecter
une faute, un résidu doit posséder les caractéristiques suivantes :
 avoir une moyenne nulle en condition nominale, c'est à dire sans faute ;
 être peu sensible aux bruits, aux perturbations ou aux incertitudes du modèle
dans le but de maximiser la sensibilité aux fautes.
Pour isoler une faute, les résidus doivent être capables de diﬀérencier l'eﬀet de
fautes par des composants diﬀérents. Dans la littérature, il y a deux approches
pour générer des résidus qui facilitent l'isolation des fautes. L'approche du résidu
directionnel permet de générer un vecteur de résidus qui se dirige dans une direction
spéciﬁque propre à chaque type de fautes. L'autre approche est celle du résidu
structuré pour laquelle chaque vecteur de résidus est conçu de façon à être sensible
à une faute et peu sensible au reste. Cette méthode est aussi connue sont le nom de
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signature de fautes.
À partir du modèle continu du système, deux types de techniques sont employées
pour réaliser le diagnostic du système : les techniques à base de redondances analy-
tiques et les techniques à base d'estimateurs (cf. Section 3.3.2.2).
3.3.2.1 La redondance analytique
Les techniques basées sur les relations de redondance analytique sont souvent
appliquées dans le cadre du diagnostic de systèmes continus [Cordier 2004]. Une re-
lation de redondance analytique est une équation dans laquelle toutes les variables
inconnues ont été remplacées par des expressions ne faisant intervenir que des va-
riables observées. Ces méthodes se basent sur la génération de résidus du modèle
pour déterminer les valeurs pertinentes à mesurer. La redondance analytique peut
prendre deux formes :
 La redondance directe porte sur les mesures instantanées des capteurs et se
base sur des relations algébriques statiques liant les diﬀérents signaux.
 La redondance temporelle porte sur les mesures antécédentes des capteurs et
des entrées et se base sur l'utilisation de relations dynamiques.
L'approche la plus classique est celle dite de l'espace de parité [Patton 1991]. Le
principe de cette approche est de réécrire les équations du modèle analytique du sys-
tème de manière à obtenir des relations de redondances analytiques [Maquin 1997].
Ces relations ont pour propriété de ne lier que des grandeurs disponibles en ligne.
Les méthodes par espace de parité consistent à projeter les estimations des résidus
dans un espace binaire aﬁn de reconnaitre ce qu'on appelle des signatures des fautes.
Les signatures de fautes sont des vecteurs d'indicateurs booléens représentatifs de
chaque mode de fonctionnement du système. Les relations de parité peuvent uti-
liser à la fois des relations de redondance directe et des relations de redondance
temporelle.
3.3.2.2 Les méthodes d'estimation
Les techniques à base d'estimateurs consistent à estimer les valeurs des variables
d'état à partir du modèle et d'un ensemble d'observations sur le système. Dans ces
techniques, on utilise la représentation d'état du système (cf. Annexe B). On utilise
la fonction d'évolution du modèle continu pour calculer une estimation de l'état x̂
qui est ensuite corrigée en fonction de la diﬀérence entre la sortie estimée ẑ, calculée
avec la fonction de sortie, et le vecteur des sorties mesurées ẑ.
Pour la FTC, il est intéressant d'avoir une estimation de l'état et des paramètres
de fautes. Techniquement, cela revient à ajouter les paramètres à estimer dans le
vecteur des variables d'état. L'estimation de l'état peut être utilisée pour la concep-
tion du contrôleur. De plus, en cas de fautes capteurs, l'estimation de l'état est
nécessaire pour pouvoir reconstruire la mesure en faute et pour poursuivre le vol en
sécurité. L'estimation des paramètres est aussi importante pour pouvoir compenser
les fautes actionneurs. En eﬀet, l'estimation nous permet d'évaluer l'intensité de la
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faute et donc de réagir en fonction. Par conséquent, on s'intéresse plus particulière-
ment aux méthodes d'estimation de l'état et de paramètres de fautes. On retrouve
diﬀérentes méthodes d'estimation de l'état et des paramètres sur la Figure : 3.8 :
 les variantes des observateurs ;
 les ﬁltres particulaires ;
 les variantes du ﬁltre de Kalman ;
 les méthodes d'optimisation.
Méthodes d'Estimation
de l'état et de paramètres
Méthodes Stochastiques Méthodes Déterministes
Filtres
Gaussiens
Filtres non
Gaussiens
Observateurs
à modes
glissants
Observateurs
Adaptatifs
Méthodes
d'optimisation
Filtres
de Kalman
Filtres
Particulaires
RNDDR MHE EKF AKF TSKFUKF
Figure 3.8  Classiﬁcation des méthodes d'estimation de l'état et de paramètres :
Légende : RNDDR Recursive Nonlinear Dynamic Data Reconciliation, MHE : Mo-
ving Horizon Estimation, EKF : Extended Kalman Filter, AKF : Augmented Kalman
Filter, TSKF : Two-Stage Kalman Filter, UKF : Unscented Kalman Filter
Dans les variantes des observateurs, on retrouve les observateurs à modes glis-
sants [Tan 2002] et les observateurs adaptatifs [Wang 1996]. Le principe des ap-
proches basées sur les observateurs est d'estimer les variables du système grâce à un
observateur, tel que l'observateur de Luenberger. Cette approche fonctionne pour
les cas déterministes, contrairement aux autres méthodes (ﬁltre de Kalman, ﬁltres
particulaires et méthodes d'optimisation) qui fonctionnent pour les cas stochas-
tique. Les méthodes déterministes traitent le problème d'estimation en considérant
uniquement la moyenne des signaux. Les méthodes stochastiques s'intéressent à la
description de la densité de probabilité des variables aléatoires. Il est intéressant
d'avoir la densité de probabilité, notamment pour avoir des informations sur la pré-
cision de l'estimation de l'état et des paramètres de fautes. Pour faire le lien entre
les états continus et discrets, ces informations peuvent être utilisées, les méthodes
stochastiques sont donc préférées aux méthodes déterministes.
Le ﬁltre particulaire a été introduit par Gordon en 1993 [Gordon 1993]. Cette ap-
proche s'appuie sur une technique de Monte-Carlo séquentielle. Dans les ﬁltres par-
ticulaires, la distribution de croyances se compose d'un ensemble ﬁni de particules,
représentant chacune une valeur possible de l'état du système. Durant une étape de
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prédiction bayésienne, chaque particule est mise à jour avec la fonction d'évolution
du modèle à laquelle est ajouté un bruit aléatoire. Une étape de correction associe
alors un poids à chaque particule en fonction de l'erreur entre sa sortie estimée et les
observations sur le système, puis utilise ce poids pour ré-échantillonner l'ensemble
des particules. Le ré-échantillonnage consiste à sélectionner les particules ayant les
poids les plus élevés pour former la nouvelle distribution de particules estimant l'état
courant du système. Aucune hypothèse n'est faite sur la densité a posteriori. Elle est
donc applicable à des modèles non linéaires et des bruits quelconques, contrairement
aux ﬁltres de Kalman qui fonctionnent avec des bruits Gaussiens. Néanmoins, cette
méthode nécessite une puissance de calcul importante.
Parmi les algorithmes stochastiques appliqués aux systèmes impliquant des va-
riables aléatoires à densités de probabilités gaussiennes, plusieurs découlent du ﬁltre
de Kalman [Kalman 1960] [Kalman 1961]. La première variante correspond au ﬁltre
de Kalman étendu, en anglais Extended Kalman Filter (EKF), qui s'applique aux
systèmes non-linéaires. Ces ﬁltres utilisent une étape de prédiction et une étape de
correction. La phase de prédiction utilise l'état estimé de l'instant précédent pour
produire une estimation de l'état courant. Dans l'étape de mise à jour, les mesures
de l'instant courant sont utilisées pour corriger l'état prédit dans le but d'obtenir
une estimation plus précise. Pour le lecteur peu familier avec ce sujet, l'Annexe D
présente les bases du ﬁltre de Kalman.
Concernant les ﬁltres gaussiens, on retrouve des méthodes d'optimisation. L'al-
gorithme d'estimation à horizon glissant, en anglais Moving Horizon Estimation est
décrit par Robertson en 1996 [Robertson 1996]. Cet algorithme a été comparé aux
ﬁltres de Kalman et aux ﬁltres particulaires [Rawlings 2006]. C'est une méthode
eﬃcace pour des problèmes d'estimations en ligne de systèmes linéaires contraints.
Cependant, les applications en temps réel sur des systèmes non-linéaires nécessitent
une puissance calculatoire importante ce qui limite son utilisation. L'algorithme de
rapprochement de données dynamique non-linéaire récursif, en anglais Recursive
Nonlinear Dynamic Data Reconciliation combine l'eﬃcacité d'un ﬁltre EKF avec
un problème d'optimisation [Vachhani 2005]. L'état estimé prédit et la matrice de
covariance de l'erreur qui lui est associée sont donnés par les mêmes équations que
celles de l'EKF tandis que la mise à jour des états par les mesures s'obtient par le
résultat d'un problème d'optimisation.
3.3.3 Des variantes du ﬁltre de Kalman
3.3.3.1 Le ﬁltre de Kalman augmenté
Dans le cadre de l'estimation conjointe d'états et de paramètres, il est possible
d'avoir recours à des ﬁltres de Kalman augmentés, en anglais Augmented Kalman
Filter (AKF) [Keller 1997]. Il est commun d'augmenter le vecteur d'état du problème
d'origine par les paramètres. Le ﬁltre estime donc les paramètres additionnels et le
vecteur d'état.
Ce ﬁltre a été développé de façon à pouvoir traiter le cas de système dynamique
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avec biais. On considère le système d'équations linéaires à temps discret suivant :
xk+1 = Axk +Buk + Fbk +w
x
k (3.14)
bk+1 = bk +w
b
k (3.15)
zk = Cxk +Gbk + vk (3.16)
Où bk ∈ Rnb est le vecteur de biais de magnitude inconnue. Les matrices F et
G permettent de prendre en compte le vecteur biais dans la dynamique du système.
wxk , w
b
k et vk sont gaussiens, centrés et décorrélés :
E

wxkwbk
vk
[wxj wbj vj]
 =
Qxk 0 00 Qbk 0
0 0 Rk
 δkj (3.17)
On pose :
A =
[
A F
0 Il
]
, B =
[
B
0
]
et C =
[
C G
]
.
Le système augmenté est décrit par les équations suivantes :
Xk+1 = AXk +Buk +wk (3.18)
zk = CXk + vk (3.19)
Où Xk =
[
xk
bk
]
, wk =
[
wxk
wbk
]
et Qk =
[
Qxk 0
0 Qbk
]
δkj
Il est possible d'appliquer un ﬁltre de Kalman classique à ce système augmenté :
Xˆk+1|k = AXˆk|k +Buk (3.20)
Pk+1|k = APk|kA
T
+Qk (3.21)
µk+1 = zk+1 − zˆk+1|k = zk+1 − CXˆk+1|k (3.22)
Kk+1 = Pk+1|kC
T
(CPk+1|kC
T
+Rk+1)
−1 (3.23)
Xˆk+1|k+1 = Xˆk+1|k +Kk+1µk+1 (3.24)
Pk+1|k+1 = Pk+1|k −Kk+1CPk+1|k (3.25)
Remarque 3.1
La matrice de covariance Pk|k peut se décomposer en matrice par bloc de la
façon suivante :
Pk|k =
[
P xk|k P
xb
k|k
P bxk|k P
b
k|k
]
(3.26)
Où P xk|k est la matrice de covariance de l'état, P
b
k|k est la matrice de covariance
des paramètres de fautes, P xbk|k et P
bx
k|k sont les matrice de covariance du couplage
entre l'état et les paramètres de fautes.
Cette méthode est eﬃcace quand le nombre de paramètres est relativement faible
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par rapport au nombre de variables d'état du problème d'origine ; dans ce cas, la
taille du vecteur d'état n'est pas signiﬁcativement augmentée. Quand le nombre de
paramètres est comparable au nombre de variables d'états d'origine, le temps de
calcul du ﬁltre peut devenir excessif.
3.3.3.2 Le ﬁltre de Kalman à deux étages
Le ﬁltre de Kalman à deux étages, en anglais Two Stage Kalman Filter (TSKF),
a été développé pour éviter le temps de calcul excessif du AKF. Friedland a déve-
loppé une nouvelle méthode séparant l'estimation du biais inconnu de l'estimation
de la dynamique du système [Friedland 1969]. L'idée de ce ﬁltre est de découpler
le ﬁltre en deux ﬁltres parallèles, un basé sur l'hypothèse que le biais n'existe pas,
un autre qui fournit une estimation du vecteur biais. La sortie du premier ﬁltre est
alors corrigée avec la sortie du second ﬁltre. Pour ce ﬁltre le biais est constant mais
inconnu. Une extension de cette technique considère le cas d'un biais dont l'évolu-
tion est modélisée par un bruit blanc qui est décorrélé du bruit d'état [Ignagni 1990].
Cependant, ce ﬁltre est sous-optimal. Alouani [Alouani 1993] a considéré le cas d'un
biais modélisé par un bruit blanc Gaussien corrélé avec le bruit d'état. L'optimalité
de ce ﬁltre est obtenue quand une contrainte algébrique est satisfaite sur la cor-
rélation entre le bruit du biais et le bruit d'état. Hsieh [Hsieh 1995] a développé
une autre variante de ce ﬁltre contenant un ﬁltre sans biais modiﬁé conduit par
une entrée externe pour compenser le bruit biais-état. Cependant l'optimalité de la
solution n'est pas prouvée. En 1997, une solution optimale est proposée par Keller
et Darouach [Keller 1997] sous la condition spéciﬁque que le bruit d'état et le bruit
du biais sont décorrélés.
On considère la même représentation d'état que pour le ﬁltre AKF 3.14, 3.15,
3.16 et on suppose aussi que wxk , w
b
k et vk sont gaussiens, centrés et décorrélés 3.17.
Le ﬁltre optimal de Kalman à deux étages peut être décrit par les équations
suivantes :
xˆk+1|k = x˜k+1|k + βk+1|kbk+1|k (3.27)
xˆk+1|k+1 = x˜k+1|k+1 + βk+1|k+1bk+1|k+1 (3.28)
P xk+1|k = P˜
x
k+1|k + βk+1|kP
b
k+1|kβ
T
k+1|k (3.29)
P xk+1|k+1 = P˜
x
k+1|k+1 + βk+1|k+1P
b
k+1|k+1β
T
k+1|k+1 (3.30)
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avec un ﬁltre d'état modiﬁé sans biais :
x˜k+1|k+1 = x˜k+1|k + K˜xk+1µ˜k+1 (3.31)
P˜ xk+1|k+1 = (I− K˜xk+1C)P˜ xk+1|k (3.32)
K˜xk+1 = P˜
x
k+1|kC
T G˜−1k+1 (3.33)
µ˜k+1 = zk+1 − Cx˜k+1|k (3.34)
G˜k+1 = CP˜
x
k+1|kC
T +Rk+1 (3.35)
x˜k+1|k = Ax˜k|k +Buk + rkbk|k − βk+1|kbk|k (3.36)
P˜ xk+1|k = AP˜
x
k|kA
T +Qxk + rkP
b
k|kr
T
k − βk+1|kP bk+1|kβTk+1|k (3.37)
et un ﬁltre optimal du biais :
bk+1|k = bk|k (3.38)
P bk+1|k = P
b
k|k +Q
b
k (3.39)
bk+1|k+1 = bk|k +Kbk+1(µ˜k+1 −Hk+1|kbk|k) (3.40)
Kbk+1 = P
b
k+1|kH
T
k+1|k(Hk+1|kP
b
k+1|kH
T
k+1|k + G˜k+1)
−1 (3.41)
P bk+1|k+1 = (I−Kbk+1Hk+1|k)P bk+1|k (3.42)
et ﬁnalement des équations de couplage :
Hk+1|k = G+ Cβk+1|k (3.43)
βk+1|k+1 = βk+1|k − K˜xk+1Hk+1|k (3.44)
rk = Aβk|k + F (3.45)
βk+1|k = rkP bk|k(P
b
k+1|k)
−1 (3.46)
Le terme βk+1|k permet de prendre en compte le couplage entre l'état et les
paramètres de fautes. En eﬀet, βk+1|k est déﬁnie dans la preuve [Keller 1997] par
l'équation suivante :
βk+1|k = P xbk+1|kP
b
k+1|k
−1
(3.47)
Remarque 3.2
Pour pouvoir traiter les non-linéarités, ce ﬁltre a été étendu sous le nom de ﬁltre
de Kalman à deux étages étendu, en anglais Two Stage Extended Kalman Filter
(TSEKF) [Kim 2009]. Comme dans le cas de l'EKF, le ﬁltrage est sous optimal.
3.3.3.3 Le ﬁltre TSKF adaptatif
Les précédents ﬁltres modélisent les biais par des marches aléatoires. Par consé-
quent, les ﬁltres ne sont pas conçus pour gérer des biais sujets à des changements
abruptes ce qui est souvent le cas des fautes actionneurs ou capteurs. Pour y re-
médier, on peut avoir recours à des méthodes adaptatives comme dans le cas du
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ﬁltre adaptatif TSKF avec facteur d'oubli [Wu 1998]. Une mesure complémentaire
est prise en compte pour modiﬁer le TSKF de façon à ce que l'estimé devienne
plus sensible aux variations brutales. L'idée est de permettre à l'algorithme récursif
d'oublier l'information passée de façon à ce que le ﬁltre soit plus apte à reconnaître
un changement dans le système. Pour cela, l'algorithme introduit un facteur d'oubli
λ au niveau de la prédiction de la covariance du biais :
P bk+1|k =
P bk|k
λ
+Qbk, 0 < λ ≤ 1 (3.48)
Dans ce cas, l'ancienne information est oubliée uniformément dans le temps et
dans l'espace puisque la division par λ revient à augmenter P b. La prédiction de la
covariance ne doit pas être trop grande ou trop petite. La technique utilisée est de
sélectionner des facteurs d'oublis qui forcent la covariance à rester entre certaines
bornes :
σminI ≤ P bk+1|k ≤ σmaxI, 0 < σmin < σmax <∞ (3.49)
Soit le développement dyadique de P bk|k donné par :
P bk|k =
l∑
i=1
αik|ke
i(ei)T (3.50)
Où α1k|k, · · · , αlk|k sont les valeurs propres de P bk|k et e1k, · · · , elk sont les vecteurs
propres correspondants avec ‖ e1k ‖= · · · =‖ elk ‖= 1.
La prédiction de la covariance P bk+1|k peut être remplacée par l'équation suivante
dans le ﬁltre TSKF classique :
P bk+1|k =
l∑
i=1
αik|k
λik
ei(ei)T +Qbk, 0 < λ
i
k ≤ 1 (3.51)
Le facteur d'oubli λik est choisi de la façon suivante :
λik =
{
1, αik|k > αmax
αik|k(αmin +
αmax−αmin
αmax
αik|k)
−1, αik|k ≤ αmax
(3.52)
En insérant des facteurs d'oublis, l'algorithme perd son optimalité mais il est
maintenant plus sensible aux changements brusques. Cette méthode est eﬃcace et a
été appliquée dans diﬀérents cas ; pour des pertes d'eﬃcacités actionneurs [Wu 1998]
[Wu 2000] [Zhang 2002], pour des pertes d'eﬃcacité et des blocages actionneurs
[Caliskan 2016] et pour des fautes capteurs [Zhang 1999b] [Kim 2009] [Wu 2006].
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3.3.3.4 Les autres variantes
D'autres approches ont été développées de façon à être sensible aux pannes.
L'approche multi-modèle nommée l'estimation adaptative multi-modèle, en anglais
Multiple Model Adaptive Estimation, (MMAE) s'est imposée comme une solution
eﬃcace pour l'estimation. L'algorithme MMAE a été présenté en 1976 par Athans
[Athans 1976]. Cet algorithme utilise plusieurs ﬁltres de type ﬁltre de Kalman en
parallèle. Chaque ﬁltre fait une hypothèse concernant le modèle du système pour
estimer l'état et les paramètres inconnus. Les sorties de chaque ﬁltre sont ensuite
combinées selon les vraisemblances de leurs hypothèses respectives - déterminées
à partir des résidus des ﬁltres - pour fournir une seule estimation de l'état et des
paramètres inconnus. Cette approche utilise des sous-modèles homogènes, c'est-à-
dire qu'ils partagent la même structure et le même espace d'état. La Figure 3.9
illustre le fonctionnement de l'algorithme MMAE. Les éléments ri, Pi, x̂i et µi
correspondent respectivement aux résidus, aux matrices de covariance de l'erreur
d'estimation d'état, aux estimations de l'état et aux poids associés aux états xi.
Filtre basé
sur le modèle 1
Filtre basé
sur le modèle 2
Filtre basé
sur le modèle N
...
Mise à jour du
modèle de probabilités
×
×
×
. . .
Σ
u
y xˆ1
xˆ2
xˆN
...
xˆ
µ1 µ2
µN
r1, P1
r2, P2
rN , PN
Figure 3.9  Schéma de principe de l'algorithme MMAE
De nombreux travaux utilisent cette méthode pour la détection de fautes sur
les aéronefs [Menke 1995] [Maybeck 1999] [Ducard 2008]. Néanmoins, les approches
multi-modèle nécessitent une puissance calculatoire importante dû à l'implémenta-
tion de plusieurs ﬁltres en parallèle, avec parfois la nécessité d'un grand nombre de
modèles pour décrire l'ensemble des conﬁgurations possibles. Ainsi, cette approche
peut être utilisée uniquement pour certaines applications et elle est conçue pour des
pannes capteurs et actionneurs connues.
Une autre approche consiste à adapter les matrices de bruit Q et R en les mul-
tipliant par une variable dépendant du temps. Généralement, une adaptation de la
matrice Q permet de détecter des fautes actionneurs alors que l'adaptation de la
matrice R permet de détecter des fautes capteurs. En eﬀet, une faute actionneur
impacte l'équation d'état alors qu'un panne faute capteur impacte l'équation de
mesure. Il est possible d'adapter la matrice de bruit en utilisant un seul facteur mul-
tiplicatif [Hu 2003]. Hu et al ont développé deux algorithmes adaptatifs permettant
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à un ﬁltre de Kalman d'être plus robuste aux changements soudains du mouvement
du véhicule et aux erreurs de mesures. Néanmoins pour les systèmes complexes il est
préférable d'utiliser plusieurs facteurs multiplicatifs, l'eﬀet d'une faute n'étant pas
le même sur chaque état [Geng 2008]. Il faut donc examiner attentivement l'eﬀet
de chaque faute sur chaque état pour construire les facteurs multiplicatifs de façon
à pondérer l'adaptation pour chaque état. Ces deux approches considèrent unique-
ment l'adaptation de la matrice de bruit Q et l'adaptation de R n'est pas étudiée
[Hu 2003] [Geng 2008]. A l'inverse, il est possible d'étudier l'adaptation de la matrice
R pour robustiﬁer le ﬁltre de Kalman face aux erreurs de mesures [Hajiyev 2007].
L'algorithme développé fournit des résultats précis quand les mesures sont saines
et quand celles-ci sont en panne. Il est aussi possible d'adapter les matrices Q et R
pour détecter les fautes capteurs et actionneurs [Hajiyev 2013]. L'adaptation de la
matrice R dépend d'une matrice de facteurs et rend le ﬁltre plus robuste face aux
fautes capteurs. De façon similaire à l'adaptation de la matrice R, l'adaptation de
la matrice Q rend le ﬁltre plus robuste face aux fautes actionneurs.
Finalement, une approche utilise un ﬁltre de Kalman à trois étapes [Gillijns 2007].
Contrairement au ﬁltre TSKF, l'état n'est pas augmenté avec le biais et aucune hy-
pothèse n'est faite sur la dynamique du biais, celle-ci étant en général inconnue.
L'état étant supposé non biaisé, si une erreur apparaît au niveau de l'innovation, le
biais en est la cause. L'estimation du biais se fait donc à partir de l'innovation. Cette
approche a été adaptée pour des systèmes non linéaires et appliquée à l'estimation
de fautes capteurs [Lu 2015].
3.3.4 Estimation d'état sous contraintes
Soit un système non linéaire à temps discret (cf. Annexe B) soumis à la contrainte
suivante :
Dkxk ≥ dk (3.53)
Une manière de résoudre le problème de contraintes d'inégalités est d'utiliser
la technique d'activation de la limite contrainte [Sircoulomb 2008]. Cela consiste à
tester à chaque instant k les inégalités. Pour la ime inégalité, deux scénarios sont
envisageables :
 l'inégalité est vériﬁée donc la contrainte n'est pas prise en compte ;
 l'inégalité n'est pas vériﬁée, on applique une contrainte d'égalité à la borne :
Di,kxk = di,k ;
L'approche par projection permet d'estimer de manière optimale sous contraintes
sur l'état [Sircoulomb 2008]. Le principe consiste à résoudre le problème d'optimi-
sation sous contrainte suivant :
min
xck
((xck − xnck )TPnck −1(xck − xnck )) s.t. Dkxck = dk (3.54)
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La solution de 3.54 est donnée par les équations suivantes :
xck = x
nc
k + Lk(dk −Dkxnck ) (3.55)
P ck = (I− LkDk)Pnck (I− LkDk)T (3.56)
Lk = WkD
T
k (DkWkD
T
k )
−1 (3.57)
Si Wk = I, le ﬁltre contraint est sous optimal au sens du minimum de variance.
Si Wk = Pnck alors le ﬁltre contraint est à variance minimale.
3.3.5 Signaux facilitant l'estimation des paramètres
Dans l'aéronautique, il est classique d'envoyer un signal doublet pour exciter le
système [Raol 2004]. C'est un signal correspondant à une série de paliers alternatifs
(cf. Figure 3.10). Ce signal excite une large bande de fréquence et est utilisé pour
exciter le mode longitudinal. Un autre signal classique pour exciter le système est
le signal 3211 [Raol 2004]. C'est un signal correspondant à une série de paliers
alternatifs dont les durées satisfont le ratio 3,2,1,1 (cf. Figure 3.10). Il est préféré
aux doublets car il excite un spectre dynamique plus large dans une courte période
tout en étant facile à générer.
A
∆T
∆T
Signal doublet
A
3∆T
2∆T
∆T
∆T
Signal 3211
Figure 3.10  Signaux excitants
3.3.6 Tests statistiques
Une fois les résidus générés, il faut déterminer si une faute est apparue et, si
c'est le cas, la localiser. Pour cela, des tests statistiques sont généralement eﬀectués
sur les résidus. Le problème peut être formulé comme un processus permettant de
tester un changement au niveau d'un paramètre η du système. Une décision est prise
à chaque pas de temps sur les deux hypothèses suivantes [Hwang 2010] :
H0 : η = η0 (3.58)
H1 : η = η1 6= η0 (3.59)
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Où l'hypothèse nulle H0 considère le paramètre η comme nominal, et l'hypothèse
alternative H1 considère le paramètre η comme en faute.
En réalité, quatre situations peuvent être considérées :
 l'hypothèse H0 est vraie et H0 a été choisie ;
 l'hypothèse H1 est vraie et H1 a été choisie ;
 l'hypothèse H0 est vraie mais H1 a été choisie, ce qui correspond à une fausse
alarme ;
 l'hypothèse H1 est vraie mais H0 a été choisie, ce qui correspond à une panne
non détectée.
De nombreuses approches statistiques existent pour la détection de fautes [Bas-
seville 1993] [Gustafsson 2000]. La façon la plus simple est de déterminer un seuil
sur les résidus à partir duquel il est décidé qu'une faute est apparue. De cette ma-
nière, seules les fautes générant une amplitude supérieure à un certain niveau seront
détectées. Les seuils doivent être dimensionnés de façon à avoir une faible proba-
bilité de fausse alarme et une bonne probabilité de détection. Des méthodes plus
sophistiquées existent :
 la méthode du seuil adaptatif ;
 le test de Student (cf. Annexe E) ;
 le test du χ2 (cf. Annexe E) ;
 le test séquentiel du rapport de probabilité, Sequential Probability Ratio Test
(SPRT) ;
 l'algorithme de somme cumulative, CUmulative SUM (CUSUM) ;
 le rapport de vraisemblance généralisée, Generalized Likehood Ratio (GLR).
3.3.6.1 Le test SPRT et l'algorithme CUSUM
Le SPRT est un test d'hypothèse séquentiel développé par Wald [Wald 1945].
Soit une séquence d'observations z0, z1, · · · , zk. Le test SPRT calcule la somme
cumulative du logarithme du rapport de vraisemblance suivant :
Sk = Sk−1 + log
p(z0, · · · , zk|H1)
p(z0, · · · , zk|H0) (3.60)
Où p(z0, · · · , zk|H) est la densité de probabilité conditionnelle de l'observation,
qui dépend du paramètre η.
La règle d'interruption est la suivante :
 si Sk ≥ b, H1 est accepté ;
 si Sk ≤ a, H0 est accepté ;
 sinon le test continu.
Les paramètres a et b dépendent des probabilités de fausse alarme et de pannes
non détectées.
Page est le premier à avoir introduit l'algorithme CUSUM [Page 1954]. L'algo-
rithme CUSUM est équivalent à un test SPRT répété. Le test est recommencé tant
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que la décision est prise en faveur de H0. La règle d'interruption devient la suivante :
Sk = max(0, Sk−1 + log
p(z0, · · · , zk|H1)
p(z0, · · · , zk|H0)) (3.61)
La décision est prise en faveur de H1 quand Sk ≥ b.
Plusieurs variantes de cet algorithme ont été développées en fonction du nombres
d'hypothèses et des contraintes d'opération en ligne ou hors ligne [Basseville 1993]
[Gustafsson 2000].
Contrairement à l'approche du seuil, le test SPRT et l'algorithme CUSUM per-
mettent de détecter des changements brutaux, tel que des biais, mais aussi des
petits changements, tel que des dérives. En eﬀet, il est diﬃcile de trouver un seuil
unique permettant de détecter des petits changements mais aussi d'éviter les fausses
alarmes.
3.3.6.2 L'algorithme GLR
L'algorithme GLR a été introduit par Willsky et Jones dans les années 70
[Willsky 1976]. Il permet de tester les hypothèses 3.58 et 3.59 quand le paramètre
η1 est inconnu. Dans ce cas, il y a deux inconnues indépendantes ; le temps d'appa-
rition et la valeur du paramètre η1. L'approche standard est d'utiliser le maximum
de vraisemblance généralisé de ces deux paramètres, et donc de calculer une double
maximisation :
Sk = max
0≤j≤k
max
η1
Skj (η1) (3.62)
avec Skj (η1) =
∑k
i=j log
p(z0,··· ,zi|H1)
p(z0,··· ,zi|H0) est le rapport de vraisemblance pour les
observations du temps j au temps k.
La règle d'interruption est la suivante :
 si Sk ≥ b, H1 est accepté ;
 si Sk ≤ b, H0 est accepté ;
3.3.7 Méthodes discrètes et hybrides
La plupart des techniques FDD fonctionnent avec des systèmes continus, néan-
moins certains travaux portent sur les techniques FDD pour des systèmes qui contiennent
des états discrets uniquement ou qui contiennent des états discrets avec des états
continus, c'est-à-dire des systèmes hybrides.
3.3.7.1 Les méthodes discrètes
Le diagnostic de faute à partir des DES est un domaine de recherche actif.
Diﬀérentes méthodes ont été développées au cours de ces dernières années [Zay-
toon 2013]. Sampath fournit un concept de base en proposant une approche DES au
problème de diagnostic de panne [Sampath 1995]. L'approche se base sur le modèle
d'un automate classique où les fautes sont prises en compte au niveau des modes
et au niveau des événements non observables. Le problème de diagnostic consiste
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à déterminer quelle faute, s'il y en a, explique la séquence d'événements observés
en se basant sur le modèle du système. Il faut donc construire un observateur qui
considère les diﬀérentes séquences possibles à partir des événements observables. Par
exemple, sur la Figure 3.11, (b) représente l'observateur du système (a). a, b et c
représentent des événements observables et f et uo représentent des événements non
observables. L'observateur est initialisé à l'état {1} puisque 1 correspond à l'état
initial de l'automate. L'événement c active l'état 2 qui n'est pas diﬀérentiable de
l'état 4 à cause de l'événement faute inobservable f . L'observateur se déplace donc à
l'état estimé {2, 4}. Ici, le seul événement observable est a qui active l'état 3, si l'état
précédent était 2 ; l'état 5, si l'état précédent était 4, qui n'est pas diﬀérentiable de
l'état 6 à cause de l'événement inobservable uo. L'événement a mène donc à l'état
{3, 5, 6} où le prochain événement observable est a ou b. On construit ainsi de suite
l'observateur.
1
2 4
3 5 6
c
ab
f
ab
uo
a a
(a)
{1}
{2, 4}
{3, 5, 6}
{4}
{5, 6}
c
a b
a
a b
(b)
Figure 3.11  (a) Automate à 6 états, (b) Son Observateur [Zaytoon 2013]
Cette méthodologie est appropriée pour les fautes capteurs et actionneurs. Néan-
moins, la construction d'observateur peut entraîner à un grand nombre d'états en
fonction de la complexité du système. De plus, établir la séquence permettant de
diagnostiquer la faute n'est pas toujours une chose aisée. A partir de l'observateur
de la Figure 3.11, il est facile de détecter l'occurrence de l'événement f si la sé-
quence est c, a puis de nouveau a. Cependant si la séquence est c, puis a, puis b,
l'observateur ne peut pas conclure que l'événement f est apparu car cette séquence
peut correspondre à la transition entre 2 et 3, qui n'implique pas l'événement f ou
bien à la transition entre 4 et 5 qui implique l'événement f en amont. Le diagnostic
de faute n'est donc pas toujours évident.
Par ailleurs, les systèmes discrets permettent généralement de traiter les fautes
drastiques, telles que les blocages d'actionneurs ou les pertes totales de capteurs.
Ils ne contiennent pas assez d'informations pour traiter les fautes partielles, telles
que les dérives ou les pertes d'eﬃcacité. Ces informations sont en général détaillées
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dans des variables continues. Pour pouvoir traiter les deux problèmes, les systèmes
hybrides ont vus le jour.
3.3.7.2 Les méthodes hybrides
Avec l'utilisation de systèmes hybrides pour l'estimation et la détection de panne,
les modes de fautes du système sont modélisés comme les états discrets du système
hybride.
Les approches multi-modèles ont fait leur apparition dans de nombreux domaines
et se sont imposées comme des solutions eﬃcaces pour la détection. On retrouve no-
tamment l'interaction multi-modèle, en anglais Interacting Multiple Model, (IMM)
[Zhang 1998] [Zhang 1999a] [Zhang 2001]. Le système est représenté comme un
système hybride stochastique ; le processus discret représente les changements para-
métriques et/ou structurels possibles dus aux fautes, et le processus continu repré-
sente l'état du système. L'approche IMM utilise donc des sous-modèles hétérogènes,
c'est-à-dire ayant des structures et des espaces d'états diﬀérents. Cette approche
considère diﬀérents modes de fonctionnements, un fonctionnement nominal et un
ou plusieurs fonctionnements dégradés. Ces modes, c'est-à-dire le processus discret,
sont modélisés par une chaîne de Markov, par conséquent la probabilité de tran-
sition entre chaque mode est explicitement connue. Le changement abrupt dû à
la faute est explicitement modélisé par la commutation d'un mode à un autre. La
Figure 3.12 illustre le principe de l'algorithme IMM. Les éléments ri, Pi, x̂i et µi
correspondent respectivement aux résidus, aux matrices de covariance de l'erreur
d'estimation d'état, aux estimations de l'état et aux poids associés aux états xi. Les
notations P 0i et x
0
i correspondent aux matrices de covariance et aux estimations de
l'état après l'étape d'interaction, qui consiste à corriger les états obtenus au pas de
temps k à partir des pondérations µi.
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Figure 3.12  Schéma de principe de l'algorithme IMM
Les méthodes multi-modèles ont de bonnes performances, parfois supérieurs aux
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méthodes plus classiques. Elles se sont imposées comme des solutions eﬃcaces pour
la détection de panne simple. Elles permettent une modélisation du système avec
des paramètres de pannes spéciﬁques. Chaque sous-modèle correspond à un cas de
panne particulier et l'étude des résidus à chaque pas de temps permet de détermi-
ner le sous modèle le plus probable et donc le cas de panne le plus probable au
regard des mesures et des entrées du système. Par ailleurs, l'approche IMM a été
étendu à des systèmes non-linéaires en utilisant des ﬁltres particulaires au sein de
son architecture [Boers 2003] [Blom 2007]. Une autre approche consiste à utiliser
des systèmes hybrides à sauts markoviens. Cette technique est une variante de l'al-
gorithme IMM. Elle peut être appliquée à des systèmes linéaires [Blom 1988], mais
aussi à des systèmes non-linéaires [Doucet 2001].
Une autre approche consiste à modéliser le système hybride sous forme d'auto-
mates hybrides. Les fautes progressives sont modélisées à l'aide du processus continu
et les fautes abruptes avec le processus discret [Zhao 2005]. Le modèle hybride est
utilisé pour générer hors ligne une table des symptômes de fautes qui est ensuite
transformée en arbre de décision qui est utilisé par le diagnostic en ligne.
Une autre approche consiste à coupler une méthode de diagnostic standard pour
les systèmes continus, la méthode d'espace de parité, et une méthode de diagnostic
standard pour les systèmes discrets [Bayoudh 2008] [Chanthery 2013]. La méthodo-
logie du diagnostic hybride peut être décomposée entre trois parties :
 le diagnostic de la partie continue du système,
 la discrétisation de la partie continue en événements discrets pour enrichir la
partie discrète du système, et
 le diagnostic de la partie discrète du système.
Finalement, une approche considère le problème FDI en utilisant un automate
hybride, qui combine un automate avec des modèles continus [Cocquempot 2004].
Deux types de modèles sont utilisés ; le modèle nominal qui permet de détecter une
faute et les modèles dégradés qui permettent d'identiﬁer la faute grâce à la méthode
de l'espace de parité. Un exemple prenant en compte la faute de deux capteurs
permet de mettre en avant l'eﬃcacité de la méthode.
3.4 Les méthodes de reconﬁguration pour la FTC indi-
recte
Le but de la reconﬁguration du système de commande est de compenser l'eﬀet
d'une panne de l'un des composants. Il est important de déterminer l'action de
commande la plus appropriée suivant le type de panne dans le but d'assurer la
sécurité du système. Cette action peut être eﬀectuée en reconﬁgurant le contrôleur en
ligne. Le bloc de reconﬁguration doit être compatible avec le bloc FDD. Cependant,
la plupart des études traitent les deux blocs de façon séparée [Patton 1997]. Lunze et
Richter classiﬁent les méthodes de reconﬁguration selon la Figure 3.13 [Lunze 2008].
Comme évoqué à la Section 2.1.4, la redondance matérielle n'est pas souhaitée
pour des drones.
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Figure 3.13  Classiﬁcation des méthodes de reconﬁguration
Les méthodes d'apprentissage appartiennent à la famille des approches utilisant
l'Intelligence Artiﬁcielle. On retrouve les techniques suivantes ; les réseaux de neu-
rones, les systèmes experts ou encore la logique ﬂoue.
3.4.1 Les méthodes de restructuration
Le problème de restructuration commence à partir de la solution du contrôleur
conçue pour le mode nominal. Il faut donc dans un premier temps concevoir un
contrôleur permettant d'obtenir une bonne stabilité et de bonnes performances en
situation nominale. Le but de la restructuration est de pouvoir garder les mêmes
performances qu'en mode nominal. Pour cela, il existe deux approches. La première
consiste à trouver un contrôleur qui en boucle fermée permet d'obtenir le même
comportement qu'avec la boucle fermée nominale. Dans ce cas, la loi de commande
est adaptée en ligne. A l'opposé, la seconde approche essaye de cacher la faute au
contrôleur nominal, ainsi les signaux d'entrée et de sortie du composant en panne
sont reconﬁgurés.
La suite de cette section consiste à présenter diﬀérentes techniques de restruc-
turation. La première sous-section présente la technique de masquage des fautes.
Les autres sous-sections présentent des techniques de restructuration du contrô-
leur ; la technique d'allocation de la commande, en anglais Control Allocation (CA),
plusieurs techniques par retour d'état ainsi que deux techniques basées sur la com-
mande prédictive. Cependant, de nombreuses autres techniques de restructuration
du contrôleur existent pour contrôler un système [Zhang 2008]. On retrouve la mé-
thode du séquencement de gain qui propose diﬀérentes lois de commandes pour dif-
férents points de fonctionnement donnés, pour réaliser une loi de commande globale.
On trouve aussi la commande classique PI/PID (Proportionnel, Intégral, Dérivé) où
un régulateur PI peut être utilisé pour compenser des fautes actionneurs de type
blocage ou de type perte d'eﬃcacité [Caliskan 2016].
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3.4.1.1 Les méthodes de masquage des fautes
Les méthodes de masquage de faute permettent de garder le contrôleur nomi-
nal, de donc de conserver la structure du contrôleur. L'idée est de cacher la faute
au contrôleur nominal. Pour cela, un module de reconﬁguration est inséré entre le
système en faute et le contrôleur nominal. Le module de reconﬁguration est équi-
valent à un bloc qui crée des actionneurs et des capteurs virtuels [Rotondo 2015]
[Rotondo 2014].
Une méthode consiste à masquer les fautes actionneurs et capteurs en adaptant
les outils virtuels du contrôleur au lieu d'adapter ce contrôleur [Rotondo 2014]. Il est
également possible d'utiliser des mesures virtuelles, c'est-à-dire des mesures estimées
pour cacher la faute. L'estimateur est alors construit de façon à ce que l'estimation
des sorties soient insensibles aux eﬀets des fautes [Wu 2006].
3.4.1.2 L'allocation de commande
Le principe de la technique CA est le suivant : une commande virtuelle est
générée par le contrôleur. Cette commande virtuelle est passée à l'allocation de
commande qui connaît les bornes et l'eﬃcacité de chaque actionneur sur le signal
de commande. La technique CA fournit des lois explicites qui permettent d'avoir
des opérations rapides avec une faible puissance calculatoire. De plus, elle permet
de compenser les fautes actionneurs sans avoir besoin de modiﬁer la structure des
lois de commandes. Cependant, ceci entraîne aussi le désavantage de ne pas prendre
en compte la dynamique et les limitations des actionneurs après une faute. Par
conséquent, le contrôleur essaye d'atteindre les performances du système nominal
même si l'actionneur n'est pas capable de l'eﬀectuer.
La technique CA est utilisée pour reconﬁgurer un système de commande en
cas de faute d'une surface de commande de type blocage ou ﬂottant [Ducard 2008]
[Ducard 2009]. Le contrôleur génère une commande virtuelle v =
[
CL CM CN
]T
déﬁnissant les couples de roulis, de tangage et de lacet désirés. Cette commande
virtuelle est passée à l'allocation de commande qui prend en compte les bornes de
chaque actionneur ainsi que leur eﬃcacité à produire un couple. Un problème d'op-
timisation contraint est alors résolu en ligne pour générer les signaux de commandes
envoyés aux actionneurs. L'allocation de commande permet de distribuer les mo-
ments désirés parmi l'ensemble des actionneurs. Il doit donc avoir l'information de
santé des surfaces de commande. La méthode utilisée consiste à remplacer les li-
mites de la surface de commande en panne par sa valeur de blocage estimée. Ainsi,
la technique CA peut générer des signaux de commande adaptés.
Une autre approche propose de compenser des pannes actionneurs simulta-
nées grâce à une architecture combinant la technique CA et la technique SMC
[Wang 2017]. La technique CA permet de redistribuer le signal de commande selon
les actionneurs fonctionnels, alors que la technique SMC permet d'ajuster le gain
du contrôleur pour stabiliser le système.
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3.4.1.3 La commande par retour d'état
La commande par retour d'état permet de modiﬁer le comportement en boucle
fermée d'un système dynamique donné par une représentation d'état. La commande
s'écrit sous la forme suivante :
u = Kx (3.63)
Ainsi, un système linéaire nominal en boucle fermée peut s'écrit sous la forme sui-
vante :
x˙ = (A+BK)x z = x (3.64)
Pour la commande tolérante aux fautes, le but des commandes par retour d'état est
de générer un gain Kf qui stabilise la dynamique du système en faute :
x˙ = (Af +BfKf )x z = x (3.65)
La technique LQ et la technique de placement de la structure propre, en anglais
Eigenstructure Assignment (EA) sont les plus utilisées pour concevoir des contrô-
leurs pour les systèmes multi-entrées, multi-sorties.
La commande LQ permet de calculer la matrice de gains d'une commande par
retour d'état. Cette technique minimise un critère de performance, quadratique en
l'état x et la commande u, qui prend en compte l'énergie de x et celle de u. Le but
est de ramener aussi rapidement que possible l'état à sa valeur d'équilibre tout en
respectant les contraintes du système. La commande LQ possède de bonnes proprié-
tés de robustesse. Lorsqu'une faute est identiﬁée, un nouveau contrôleur est conçu
en recalculant le gain Kf à partir du modèle en faute, c'est à dire avec les matrice
Af et Bf :
Kf = R
−1BTf Pf (3.66)
0 = Q+AfPf + PfAf − PfBTf R−1BfPf (3.67)
Pour plus d'informations sur le calcul du gain, le lecteur peut se référer à l'annexe
F.
L'idée de la technique EA est de placer la structure du système, les pôles, de
manière appropriée. Si les spéciﬁcations du système sont données sous forme de
structure propre, la technique EA peut maintenir la stabilité et atteindre exactement
la performance désirée. Puisque la stabilité et le comportement dynamique de la
boucle fermée du système sont régis par la structure propre du système, en cas de
faute, le but est d'avoir la structure propre du système en faute aussi proche que
possible de celle du système nominal. Ainsi, chaque degré de liberté du gain Kf est
utilisé de façon à minimiser la distance entre les vecteurs propres obtenus et ceux
désirés :
λ(Af +BfKf ) = λ(A+BK) (3.68)
Où λ(·) représente les valeurs propres d'une matrice.
Ces deux techniques peuvent aussi bien être utilisées pour les approches passives
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[Veillette 1995] [Yang 2000], que pour les approches actives [Wu 2000] [Zhang 2001]
[Zhang 2002]. Dans le cas de perte d'eﬃcacité, la faute intervient sur la matrice B.
En utilisant les informations fournit par le module FDD, la matrice Bf est estimée
et le contrôleur est conçu automatiquement en se basant sur la technique LQ ou
EA.
La technique Pseudo Inverse essaye d'atteindre la performance du système no-
minal en calculant une approximation inverse d'une matrice. La commande Pseudo
Inverse calcule Kf de façon à minimiser la norme matricielle de la diﬀérence entre
(A + BK) et (Af + BfKf ). La solution du gain est obtenue à partir de la pseudo
inverse de Bf :
Kf = B
+
f (A+BK −Af ) (3.69)
La stabilité de la boucle fermée n'est pas garantie. Pour faire façon à ce manque
de garantie, Gao and Antsaklis ont développé la méthode Pseudo Inverse modiﬁée
[Gao 1991]. La méthode Pseudo Inverse est combinée avec la méthode CA pour
reconﬁgurer un drone octorotor en cas de multiples pannes au niveau des moteurs ou
des hélices [Saied 2017]. Deux approches pour compenser les fautes actionneurs ont
été proposées [Theilliol 2008] ; la première est basée sur la méthode Pseudo Inverse
pour garantir performance et stabilité du système et la seconde considère l'ajout
d'un terme à la loi de commande nominale. De plus, dans le but de réduire l'énergie
utilisée pour compenser la faute, la référence est modiﬁée pendant la transition.
Remarque 3.3
L'approche par retour d'état suppose que l'état x est connu. Or l'état est rare-
ment entièrement connu. Il est alors nécessaire d'utiliser un estimateur d'état de
manière à le reconstruire.
3.4.1.4 La commande prédictive
La commande prédictive, en anglaisModel Predictive Control (MPC), repose sur
le modèle dynamique aﬁn d'anticiper le comportement futur du système. Cette tech-
nique est intuitive et facile à comprendre. Elle a l'avantage de prendre en compte les
contraintes sur les variables du système comme par exemple les taux de saturation
des actionneurs. L'idée de base est la suivante ; à chaque instant, le but est d'éla-
borer une séquence de commande futures qui minimise une fonction de coût sur un
horizon H grâce à la prédiction des variables du système et d'appliquer le premier
élément de cette séquence au système. La commande MPC est bien adaptée au pro-
blème de suivi de trajectoires, pour lesquels la trajectoire à suivre est parfaitement
connue à l'avance. La prise en compte des fautes est en général faite en ajoutant
des contraintes d'inégalités sur des positions et des taux limites. De cette façon, les
redondances peuvent être exploitées et le système peut être stabilisé.
La commande MPC a pour avantage d'être applicable aux systèmes linéaires,
non-linéaires mais aussi aux systèmes mixtes à dynamique continue et logique [Mi-
gnone 2002]. Bien que, sa complexité de calcul augmente très vite avec le nombre
de décisions possibles, elle permet des stratégies de reconﬁguration utilisant la re-
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dondance des composants pour compenser la défaillance des systèmes. Plusieurs al-
gorithmes permettant de résoudre le problème pour des systèmes hybrides linéaires
associent des composants à des variables du modèle. Le fait de pouvoir optimiser par
rapport à une variable correspond alors au fait d'utiliser le composant correspondant
[Tsuda 2001].
La commande prédictive stochastique, en anglais Stochastic Model Predictive
Control (SMPC), considère des modèles dynamiques qui correspondent à des réa-
lisations possibles d'une variable aléatoire. Une probabilité est associée à chaque
réalisation possible. Ainsi le contrôleur va prendre en compte la probabilité d'avoir
plusieurs réalisations futures possibles [Bernardini 2009]. Cette méthode peut être
adaptée aux fautes, en considérant les actionneurs ou les capteurs comme des va-
riables aléatoires pouvant avoir plusieurs réalisations possibles : une réalisation no-
minale et des réalisations dégradées.
3.4.2 Les méthodes de commutation
Les méthodes de commutation traitent du choix d'un contrôleur à partir d'une
liste prédéﬁnie de contrôleurs. Les contrôleurs sont développés hors ligne pour un
nombre ﬁni de cas de pannes. Le choix du contrôleur se fait en ligne de façon à
choisir le meilleur contrôleur suivant la situation courante. Il est donc nécessaire
d'utiliser un outil de décision en ligne, généralement une technique d'optimisation.
Les méthodes multi-modèles comprennent un ensemble de contrôleurs. Il est donc
nécessaire d'avoir un mécanisme qui permet ; soit de choisir le signal de commande
le plus adapté à la faute ; soit de faire une combinaison entre les diﬀérents signaux de
commande. Les méthodes de commutation préférées en FTC sont ; la commutation
et l'adaptation de modèle multiple, en anglais MMST : Multiple Model Switching
and Tuning (MMST) [Boskovic 2001], la commande adaptative multi-modèles, en
anglais Multiple Model Adaptive Control (MMAC) [Maybeck 1991] et celle associée
à l'IMM [Zhang 2001].
Avec la méthode MMST, la dynamique de chaque scénario de faute est décrite à
l'aide de son propre modèle. Chaque modèle a un contrôleur associé. Le système est
reconﬁguré en choisissant la paire modèle/contrôleur la plus appropriée à chaque pas
de temps. Pour cela, un critère Ji, qui correspond à l'erreur entre la sortie du modèle
i et la mesure du vecteur z, est calculé à chaque instant, pour chaque modèle. Le
modèle i qui fournit le critère Ji le plus faible est le plus représentatif via à via du
système réel et donc le contrôleur i est activé. La technique MMST a l'avantage
d'être simple. Cependant, elle est limitée à des scénarios de fautes prédéﬁnies ; elle
n'est pas capable de gérer les pannes non envisagées et elle n'est pas capable de gérer
les pannes multiples. De plus, le nombre de paires modèle/contrôleur peut devenir
excessif.
La méthode MMST peut être implémentée en construisant un contrôleur pour
chaque modèle. Ceux-ci correspondent à un mode nominal et des modes de pannes
[Boskovic 2001]. Chaque contrôleur est ensuite conçu avec la technique Pseudo In-
verse. Ainsi, la loi de commande est explicitement donnée. L'aspect adaptation est
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réalisé par l'ajout d'une matrice de CA au système de commande [Boskovic 2001].
Lorsque le module FDD est réalisé avec la méthode IMM, il est courant d'avoir un
ensemble de contrôleurs associés aux diﬀérents modèles pour accomplir la tâche de
reconﬁguration. Pour N modes et N contrôleurs associés à chaque mode, le signal de
commande est calculé en faisant une combinaison des signaux de commande à partir
des probabilités de modes [Zhang 2001]. Ainsi, la commande a la forme suivante :
uk =
N∑
i=1
µik(Lirk −Kix̂ik|k) (3.70)
Où x̂ik|k correspond à l'estimation de l'état du ime modèle ; Ki et Li sont les
gains de contre-réaction et de consigne du ime modèle ; µik correspond à la probabilité
de mode du ime modèle.
Dans ce contexte, les gains Ki sont construits avec les techniques LQ, pour le
contrôleur nominal, et EA, pour les contrôleurs pour les modes de fautes. Les gains
Li sont construits en utilisant le théorème de la valeur ﬁnale pour améliorer la
performance en régime permanent.
L'implémentation de la méthode MMAC comprend également une combinaison
des signaux de commande à partir des probabilités de modes [Maybeck 1991].
3.5 Conclusion
Cet état de l'art permet tout d'abord de situer l'approche relative à la démarche
suivie ici, c'est-à-dire de situer les méthodes de FTC actives et indirecte dans le
contexte général de la FTC. Il indique également que la FTC présente un caractère
transverse par rapport aux méthodes continues, discrètes et hybrides existantes.
La partie de l'état de l'art dédiée à la FDD indique que l'estimation conjointe
de l'état et des paramètres liés aux fautes est une approche attractive pour celle-
ci. De part le nombre de pannes que l'on souhaite traiter lors de cette thèse, les
méthodes multi-modèles ne semblent pas adaptées. A l'inverse, les variantes du
ﬁltre de Kalman semble bien adapté pour ce problème, néanmoins des verrous le
concernant demandent à être levés ; en particulier les limites d'observabilité et les
sauts brusques de paramètres de fautes.
La partie de l'état de l'art dédiée à la reconﬁguration indique des pistes intéres-
santes concernant la CA, le MPC et le SMPC. Ces pistes peuvent être combinées ou
comparées. En particulier l'état de l'art ne permet pas de trancher entre une FTC
adaptative basée sur la restructuration et une FTC basée sur la commutation. Il
est fort probable que la combinaison des deux approches soit intéressante pour tirer
proﬁt des avantages de chacune, c'est-à-dire avoir un nombre limité de contrôleur
tout en gardant des contrôleurs adaptatifs pratiques, c'est-à-dire simple à concevoir
et le plus générique possible.
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Résumé
C
e chapitre vise à décrire l'architecture de la méthode active de commande
tolérante proposée, ainsi qu'à déﬁnir le cadre de modélisation associé.
L'architecture de la méthode combine les approches de type commutatif et
adaptatif. De plus, l'objectif de la méthode est de pouvoir prendre avantage
des approches utilisant les techniques d'Automatique classique de celles ex-
ploitant les méthodes d'Intelligence Artiﬁcielle. Ainsi ce chapitre décrit les
cadres de modélisation continus et discrets utilisés pour cette méthode.
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4.1 Structure générale de la méthode combinant les mé-
thodes indirectes de commutation et d'adaptation
Dans cette section, le principe général de la méthode FTC est décrit. Cette
méthode est développée pour traiter le problème d'atterrissage d'un drone en panne,
cependant ce chapitre est, autant que possible, général de façon à la rendre applicable
à d'autres systèmes. La méthode proposée est présentée sur la Figure 4.1.
Système
FDD et
Estimation
d'état
Mécanisme de
commutation
Gains et consigne
fonction des
paramètres de faute
Contrôleur1
Contrôleur2
...
ContrôleurN
Adaptation de
la commande
Figure 4.1  Méthode proposée combinant la commutation et l'adaptation
La méthode possède donc quatre caractéristiques :
 elle est indirecte, c'est-à-dire qu'elle prend en compte une méthode FDD ;
 la méthode FDD développée est active, c'est-à-dire qu'elle excite le système
pour pouvoir accomplir sa tâche, d'où un bloc d'adaptation de la commande ;
 elle combine les approches adaptatives et commutatives, c'est-à-dire qu'elle
commute entre plusieurs contrôleurs adaptatifs ;
 tous les contrôleurs se basent sur la même estimation d'état et peuvent pré-
senter des consignes dépendantes des paramètres de fautes ;
 le mécanisme de reconﬁguration a une période d'échantillonnage Tr alors que
la méthode FDD et les contrôleurs sont échantillonnés avec une période Ts
égale à la période d'échantillonnage du système.
La méthode proposée est indirecte dans le but de concevoir plus facilement les
contrôleurs. En eﬀet, lorsque l'on connait la panne du système, c'est à dire son temps
d'apparition, sa localisation et son amplitude, le contrôleur ainsi conçu devrait être
plus performant. Par ailleurs, la méthode FDD est active dans le but de résoudre
d'éventuels problèmes d'observabilités.
La méthode combine les approches adaptatives et commutatives dans une ar-
chitecture unique de façon à réduire les désavantages de ces deux méthodes. En
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eﬀet, lorsqu'il y a de nombreux types de pannes à gérer, il est diﬃcile de développer
un unique contrôleur adaptatif permettant d'être performant face à l'ensemble des
fautes. Cependant, avoir un contrôleur pour chaque type de panne peut aussi avoir
certains inconvénients. En eﬀet, la conception de l'ensemble des contrôleurs peut
nécessiter beaucoup de temps, et l'implémentation de ces contrôleurs est plus fasti-
dieuse. L'objectif de coupler les méthodes adaptatives et commutatives (cf. Section
3.1.2) est donc d'avoir un faible nombre de contrôleurs adaptatifs, faciles à concevoir.
L'échantillonnage Tr du mécanisme de reconﬁguration est diﬀérent de Ts dans
le but de minimiser la puissance de calcul nécessaire. En eﬀet, ce mécanisme peut
être coûteux et donc il est intéressant d'avoir une période Tr plus grande que Ts.
Le pas de temps associé à l'échantillonnage Ts est noté k alors que le pas de temps
associé à l'échantillonnage Tr est noté κ.
4.2 Modélisation à états continus
Modèle dynamique
non-linéaire continu
Modèle dynamique
linéaire continu
Linéarisation
Modèle dynamique
linéaire discret
Discrétisation
Modèle dynamique
linéaire discret
avec fautes
Ajout des modèles
de fautes
Figure 4.2  Étapes d'obtention du modèle à état continu
Le point de départ considère une représentation d'état non linéaire à temps
continu. A partir de ce modèle non-linéaire, trois étapes, représentées sur la Figure
4.2, sont nécessaires pour obtenir un modèle plus adapté à la synthèse d'un ﬁltre et
à la conception de contrôleurs :
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1. Dans un premier temps, ce modèle peut être linéarisé autour d'un point de
fonctionnement en faisant l'hypothèse de petits mouvements autour de ce
point. Cette linéarisation est réalisée non seulement pour un point de fonc-
tionnement mais aussi pour des paramètres donnés. Ainsi, après linéarisation,
le modèle peut être représenté par un système d'état linéaire stationnaire à
temps continu (cf. Annexe B, équations B.3 B.4).
2. Dans un second temps, pour des facilités d'implémentation, le modèle est
discrétisé dans le temps, le modèle peut donc être représenté par un système
d'état linéaire stationnaire à temps discret (cf. Annexe B, équations B.11
B.12). Il faut faire attention à respecter le théorème de Shannon au moment
de choisir la période d'échantillonnage Ts.
3. Finalement, à ce modèle sont ajoutés les modèles de fautes. Ces ajouts doivent
prendre en compte l'identiﬁabilité des paramètres de fautes. Le modèle ob-
tenu permet alors la synthèse d'un ﬁltre et le calcul de contrôleurs.
4.2.1 Représentation d'état du modèle dynamique sans faute
Le modèle linéarisé à la période d'échantillonnage Ts est décrit par les équations
suivantes :
xk+1 = Axk +Buk +wk
x (4.1)
yk = Cxk (4.2)
zk = yk + vk (4.3)
Où xk ∈ Rn correspond à l'état ; uk ∈ Rl correspond au signal de commande ;
wk ∈ Rn correspond aux erreurs de modélisation ; vk ∈ Rm correspond aux bruits
de mesures ; yk ∈ Rm correspond aux sorties ; zk ∈ Rm correspond aux mesures.
4.2.1.1 Contrôlabilité et redondance d'actionneurs
Le système est un système discret à paramètres invariants dans le temps, c'est-à-
dire que les matrices A, B et C ne varient pas au court du temps. Il est nécessaire de
préalablement vériﬁer la contrôlabilité du système en utilisant le critère de Kalman
(cf. Annexe B). De plus, en cas de panne il faut s'assurer que la panne ne rend
pas le système non contrôlable. Si la panne apparaît sur un actionneur redondant,
le système va rester contrôlable, mais si la panne apparaît sur un actionneur non-
redondant, il est possible de rendre le système non contrôlable. Il est donc également
nécessaire d'identiﬁer les redondances entre couples ou ensembles d'actionneurs en
s'appuyant sur les déﬁnitions 4.1 et 4.2.
Déﬁnition 4.1 (Redondance entre deux actionneurs)
Soit le système déﬁni par les équations 4.1 et 4.2, et sa matrice de fonction de
transfert G(z) ∈ Rm×l. Deux actionneurs, c'est-à-dire deux entrées uik et ujk, sont
dits redondants si la ie`me et la j e`me colonne de la fonction de transfert de G(z)
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sont linéairement dépendantes.
Déﬁnition 4.2 (Redondance entre plusieurs actionneurs)
Soit le système déﬁni par les équations 4.1 et 4.2, et sa matrice de fonction de
transfert G(z) ∈ Rm×l. Il y a des redondances entre des actionneurs si la fonction
de transfert de G(z) n'est pas de rang plein.
Les deux déﬁnitions se basent sur la matrice de transfert du système. Si la matrice
B possède deux colonne linéairement dépendantes, alors la fonction de transfert
possède deux colonnes linéairement dépendantes (Déﬁnition 4.1). La réciproque n'est
pas forcément vraie. Le même raisonnement est possible pour la déﬁnition 4.2.
4.2.1.2 Observabilité
Il est également nécessaire de vériﬁer l'observabilité du système avec tous ses
capteurs et pour toutes les possibilités de ne pas utiliser un des capteurs. L'obser-
vabilité du système étudié est essentielle. Elle permet de s'assurer que chacun des
états déﬁnissant le système est bien déﬁni en fonction des entrées et des sorties
disponibles. Dans un système à paramètres invariants, l'observabilité est évaluée
facilement à partir du critère de Kalman (cf. Annexe B).
4.2.2 Modélisation des fautes actionneurs
Le modèle choisi pour les fautes actionneurs possède trois caractéristiques :
 il se situe en amont d'une éventuelle dynamique de l'actionneur,
 il est de type aﬃne comme celui de l'équation 3.5 et,
 il s'applique aux variables du modèle non-linéaire du système.
Notons Uk le signal de commande pour le modèle non linéaire. La modélisation
pour les fautes d'actionneur proposée se présente selon l'équation suivante :
Ufk
i
= bi0k + (1− bi1k)U ik (4.4)
Où Ufk
i
correspond au mouvement physique eﬀectué par le ime actionneur pour
le modèle non linéarisé, bi0k et b
i
1k correspondent aux paramètres de fautes associés
au ime actionneur.
Avec ce cadre, diﬀérents types de fautes sont modélisés :
 Si il n'y a pas de faute, bi0k = 0 et b
i
1k = 0 ;
 si l'actionneur est bloqué à une valeur δ0, bi0k = δ0 et b
i
1k = 1 ;
 Si un biais d'une valeur δ0 apparaît au niveau de l'actionneur, bi0k = δ0 et
bi1k = 0 ;
 Si l'actionneur est en perte d'eﬃcacité, bi0k = 0 et b
i
1k ∈]0, 1[.
Cependant, cette équation convient pour un modèle non linéarisé. Les relations
entre les variables du modèle linéarisé et celles du modèle non linéarisé sont les
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suivantes :
U ik = u
i
k + u
∗i (4.5)
Uf
i
k = u
f i
k + u
∗i (4.6)
Où u∗i est la valeur d'équilibre de la ime commande. Comme le modèle est
linéarisé pour un état d'équilibre nominal, c'est à dire sans faute, ce terme apparaît
de la même manière dans les équations 4.5 et 4.6.
En remplaçant les équations 4.5 et 4.6 dans l'équation 4.4, on obtient la relation
suivante :
ufk
i
= bi0k + (1− bi1k)uik − bi1ku∗i (4.7)
La sortie ufk correspond au mouvement physique eﬀectué par l'actionneur à u
∗
prés, qui est limitée selon l'amplitude de l'actionneur. Donc, ufk , et uk sont bornées
[u,u] avec u = U − u∗ et u = U − u∗.
La Figure 4.3 décrit la structure générale du modèle linéarisé avec fautes action-
neurs. F1 est la fonction permettant de modéliser les fautes d'actionneurs, F1(uik) =
ufk
i
. Pour un modèle linéarisé, la modélisation de la faute se présente donc selon
l'équation 4.7.
F1 B +
+
+ 1
z
A
C F2 +
+uk u
f
k
wxk
xk yk y
f
k
vk
zk
Modèle nominal
Figure 4.3  Modélisation du système avec fautes actionneurs et capteurs
Remarque 4.1
Le terme bi1ku
∗i de l'équation 4.7 n'apparait pas lorsque le modèle initial est
linéaire.
Les fautes actionneurs envisagées sont des biais, des blocages et des pertes d'eﬃ-
cacités. D'après la modélisation choisie, pour ces trois types de fautes, les paramètres
de fautes b0 et b1 sont constants, exceptés à l'apparition de la faute où ils subissent
un saut de valeur. La connaissance de ces paramètres de fautes est indispensable
pour pouvoir compenser la faute. En eﬀet, ces paramètres fournissent une informa-
tion sur le type de faute ; il n'est pas possible de savoir si l'actionneur est bloqué ou
en perte d'eﬃcacité et il est alors plus facile de calculer des gains de retour d'état
estimé permettant de compenser la faute.
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4.2.3 Modélisation des fautes capteurs
Le modèle choisi pour les fautes capteurs possède trois caractéristiques :
 il se situe en amont du bruit de mesure,
 c'est un biais, équivalent discret de celui de l'équation 3.6 et,
 il s'applique aux variables du modèle non-linéaire du drone.
Notons Yk le vecteur de sortie pour le modèle non linéarisé. La modélisation
pour les fautes de capteurs proposée dans cette thèse se présente selon les équations
suivantes :
Y fk
i
= ci0k + Y
i
k (4.8)
Zfk
i
= Y fk
i
+ vik (4.9)
Où Y fk
i
correspond au modèle de sortie sans bruit en cas de faute, Zfk
i
correspond
aux mesures eﬀectué par le ime capteur en faute pour le modèle non linéarisé, ci0k
correspond au paramètre de faute associés au ime capteur.
Avec ce cadre, contrairement aux fautes actionneurs, il est supposé que le para-
mètre de faute ci0k peut varier au cours du temps. Diﬀérents types de fautes sont
alors modélisés : les biais, les dérives, ainsi que les blocages.
 Si il n'y a pas de faute, ci0k = 0 ;
 Si un biais d'une valeur δ0 apparaît au niveau du capteur, ci0k = δ0 ;
Cependant, cette équation convient pour un modèle non linéarisé.
Les relations entre les variables du modèle linéarisé et celles du modèle non
linéarisé sont les suivantes :
Y ik = y
i
k + z
∗i (4.10)
Y f
i
k = y
f i
k + z
∗i (4.11)
Où z∗i est la valeur d'équilibre de la ime mesure physique. Comme le modèle est
linéarisé pour un état d'équilibre nominal, c'est à dire sans faute, ce terme apparaît
de la même manière dans les équations 4.10 et 4.11.
En remplaçant les équations 4.10 et 4.11 dans l'équation 4.13, on obtient la
relation suivante :
zfk
i
= ci0k + y
i
k + v
i
k (4.12)
La sortie zfk correspond à la mesure eﬀectué par le capteur.
La Figure 4.3 décrit la structure générale du modèle linéarisé avec fautes cap-
teurs. F2 est la fonction permettant de modéliser les fautes capteurs, F2(yik) = y
f
k
i
.
Pour un modèle linéarisé, la modélisation de la faute se présente selon l'équation
4.12.
Les fautes capteurs sont modélisées de façon diﬀérente à celles des actionneurs.
Contrairement aux paramètres b0 et b1, le paramètre de faute c0 peut varier au cours
du temps. Les fautes capteurs ne sont pas modélisées comme les fautes actionneurs
pour plusieurs raisons. En supposant une modélisation similaire à celle des fautes
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actionneurs, l'équation de sortie s'écrirait de la façon suivante :
zfk
i
= ci0k + (1− ci1k)zik − ci1kz∗i (4.13)
L'équation 4.13 possède un terme non linéaire −ci1kzik, l'utilisation d'un estima-
teur non linéaire est donc nécessaire avec cette modélisation. De plus, cette modéli-
sation rend le système peu observable. Pour un système non-linéaire, il faut regarder
localement l'observabilité (cf. Annexe B). Autour du vecteur d'état x0 = 0 et du
vecteur d'entrée u = −Kx0 = 0, le système n'est pas observable.
Par ailleurs, contrairement aux fautes actionneurs, la connaissance du type de
fautes n'est pas nécessaire pour les fautes capteurs. En eﬀet, une faute capteur n'a
pas besoin d'être compensée par un autre capteur. On va chercher à reconstruire la
valeur de l'état grâce à la dynamique du modèle. Finalement il est néfaste d'augmen-
ter la dimension du vecteur des variables à estimer avec des paramètres de fautes
c1, car ceci augmente le coût calculatoire.
4.2.4 Observabilité théorique du système augmenté avec les para-
mètres de fautes
L'ajout de paramètres de fautes peut détériorer l'observabilité du système. Par
conséquent l'observabilité du système augmenté avec les paramètres de fautes doit
elle aussi être évaluée. Le système d'état prenant en compte les fautes actionneurs
et capteurs est décrit par les équations suivantes :
xk+1 = Axk +Buk +Bb0k +Dkb1k +wk
x (4.14)
zk = Cxk + c0k + vk (4.15)
avec Dk = D(uk) = B.diag{−uk − u∗}.
Les valeurs des paramètres de fautes b0, b1 et c0 sont inconnues, par ailleurs,
pour prendre en compte la possibilité de variations, l'évolution de ces paramètres
est modélisée à l'aide de marches aléatoires :
b0k+1 = b0k +w
b0
k (4.16)
b1k+1 = b1k +w
b1
k (4.17)
c0k+1 = c0k +w
c0
k (4.18)
Notons b =
[
b0 b1 c0
]T
. Pour étudier l'observabilité du système, on écrit le
système précédent sous la forme d'un système augmenté :
xk+1 = A
aug
k x
aug
k +B
auguk +wk (4.19)
zk = C
augxaugk + vk
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avec Aaugk =

A B Dk O
O I O O
O O I O
O O O I
, Baug =

B
O
O
O
, Caug = [C O O I], xaugk =

xk
b0k
b1k
c0k
 et wk =

wxk
wb0k
wb1k
wc0k
.
Dans ce cas, le système est un système discret à paramètres variants dans le
temps. En eﬀet, dans ce cas la matrice Aaugk dépend du temps.
Alors que l'analyse de l'observabilité est plutôt simple pour les systèmes discret à
temps invariant, l'analyse pour des systèmes à temps variant est complexe et prend
en compte l'évaluation du grammien d'observabilité (cf. Annexe B). Le calcul du
grammien d'observabilité est fait numériquement plutôt que de façon analytique. Par
conséquent, il est plus diﬃcile d'étudier l'observabilité du système et d'en déduire
des règles générales.
Ici, la matrice Caug est invariante dans le temps, donc le grammien d'observabi-
lité s'exprime de la façon suivante :
Wo(k0, k0 + s) =
s∑
i=0
ΦT (k0 + i, k0)C
augTCaugΦ(k0 + i, k0)) (4.20)
où Φ est la matrice de transition (i > 0) :
Φ(k0 + i, k0) = A
aug
k0+i−1A
aug
k0+i−2 · · ·A
aug
k0
(4.21)
Φ(k0, k0) = I (4.22)
D'après l'écriture par bloc de Aaugk , la matrice de transition peut s'exprimer de
la façon suivante :
Φ(k0 + i, k0) =

As
∑i
j=1A
i−jB
∑i
j=1A
i−jDk0+j−1 O
O I O O
O O I O
O O O I
 (4.23)
Le grammien d'observabilité est le suivant :
Wo(k0, k0 + s) =

Λ1,1 Λ1,2 Λ1,3 Λ1,4
ΛT1,2 Λ2,2 Λ2,3 Λ2,4
ΛT1,3 Λ
T
2,3 Λ3,3 Λ3,4
ΛT1,4 Λ
T
2,4 Λ
T
3,4 Λ4,4
 (4.24)
avec
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Λ1,1 =
s∑
i=0
Ai
T
CTCAi (4.25)
Λ1,2 =
s∑
i=1
Ai
T
CTC(
i∑
j=1
Ai−j)B (4.26)
Λ1,3 =
s∑
i=1
Ai
T
CTC(
i∑
j=1
Ai−jDk0+j−1) (4.27)
Λ1,4 =
s∑
i=0
Ai
T
CT (4.28)
Λ2,2 = B
T
s∑
i=1
(
i∑
j=1
Ai−j)TCTC(
i∑
j=1
Ai−j)B (4.29)
Λ2,3 = B
T
s∑
i=1
(
i∑
j=1
Ai−j)TCTC(
i∑
j=1
Ai−jDk0+j−1) (4.30)
Λ2,4 = B
T
s∑
i=1
(
i∑
j=1
Ai−j)TCT (4.31)
Λ3,3 =
s∑
i=1
(
i∑
j=1
Ai−jDk0+j−1)
TCTC(
i∑
j=1
Ai−jDk0+j−1) (4.32)
Λ3,4 =
s∑
i=1
(
i∑
j=1
Ai−jDk0+j−1)
TCT (4.33)
Λ4,4 =
s∑
i=0
I (4.34)
Le système est observable si le grammien d'observabilité est inversible, c'est-à-
dire si le déterminant est non nul. Le déterminant du grammien d'observabilité est
non nul si aucune ligne (ou colonne) n'est une combinaison linéaire des autres lignes
(ou colonnes).
La matrice
[
Λ1,1 Λ1,2 Λ1,3 Λ1,4
]
ne possède pas de lignes proportionnelles.
En eﬀet, la paire (A,C) est observable et donc Λ1,1 ne possède pas de lignes pro-
portionnelles.
Mathématiquement, on peut constater au niveau du grammien d'observabilité
que les paramètres b0 associés à des actionneurs redondants ne peuvent être iden-
tiﬁables. En eﬀet, si la matrice B possède au moins deux colonnes qui forment
une combinaison linéaire entre elles, la matrice
[
ΛT1,2 Λ2,2 Λ2,3 Λ2,4
]
possède au
moins deux lignes qui forment une combinaison linéaire entre elles et donc le détermi-
nant du grammien d'observabilité est nul. Il faut donc choisir un ou des b0 communs
pour les actionneurs redondants. Pour cela, il est nécessaire de calculer le rang de
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la matrice formée par les colonnes de B associées aux actionneurs redondants. Ce
rang fournit le nombre de b0 à considérer dans le modèle.
Mathématiquement, on peut constater au niveau du grammien d'observabilité
que les paramètres b1 associés à des actionneurs redondants sont plus diﬃcile-
ment diﬀérentiables que pour un actionneur non redondant. En eﬀet, si la ma-
trice Dk0+j−1 possède au moins deux colonnes proportionnelles entre elles, la ma-
trice
[
ΛT1,3 Λ
T
2,3 Λ3,3 Λ3,4
]
possède au moins deux lignes proportionnelles et donc
le déterminant du grammien d'observabilité est nul. Sachant que Dk0+j−1 vaut
−B.diag{uk0+j−1 + u∗}, il faut envoyer une commande diﬀérente pour les action-
neurs redondants pour rendre identiﬁable les paramètres b1 associés aux actionneurs
redondants. Ainsi, sans aucune excitation au niveau des commandes, il n'est pas pos-
sible de diﬀérencier les deux actionneurs.
Pour l'identiﬁabilité des paramètres c0, on regarde les colonnes du grammien
d'observabilité et notamment les colonnes de Λ.,1 et de Λ.,4. Si le produit de matrices
CAj , ∀j donne des colonnes identiques à la matrice identité I, alors Λ.,1 et Λ.,4 auront
des colonnes proportionnelles et le grammien ne sera donc pas inversible. La matrice
C peut se décomposer en deux matrices : C =
[
Co Cio
]T
. Où Co correspond aux
lignes de la matrice C associées aux mesures pouvant être en panne sans entraver
l'observabilité du système, et Cio correspond aux lignes de la matrice C associées
aux mesures dont la panne fait perdre l'observabilité du système.
4.2.5 Représentation d'état du modèle dynamique avec fautes
Le système d'état prenant en compte les fautes actionneurs et capteurs est décrit
par les équations suivantes :
xk+1 = Axk +Buk + Eb0k +Dkb1k +wk
x (4.35)
zk =
[
Co
Cio
]
xk +
[
I
O
]
c0k + vk (4.36)
où Dk = B.diag{−uk−u∗} et E est la matrice formée à partir de combinaisons
linéaires des colonnes de B associées aux actionneurs redondants.
Avec b =
[
b0 b1 c0
]T
, le système peut s'écrire sous la forme suivante :
xk+1 = Axk +Buk +
[
E Dk O
]
bk +wk
x (4.37)
bk+1 = bk +w
b
k (4.38)
zk =
[
Co
Cio
]
xk +
[
O O I
O O O
]
bk + vk (4.39)
4.2.6 Application au drone Altimum 4
4.2.6.1 Analyse du modèle dynamique sans faute
Le modèle Simulink présenté en Section 2.2.3 a été conçu à partir d'équations non
linéaires correspondantes à une représentation d'état non-linéaire à temps continu
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(cf. Annexe B, équations B.1 B.2). Pour appliquer la méthode à un scénario d'at-
terrissage du drone Altimum 4, le modèle est linéarisé pour le point de vol suivant :
une vitesse air de 20m/s et une pente de −3◦. Les matrices numériques A, B et C
obtenues pour le modèle complet et le modèle longitudinal sont données en Annexe
A.
Remarque 4.2
Sur l'Altimum 4, la dynamique la plus rapide correspond à celle des élevons. La
fréquence de coupure des élevons est de 12Hz. Pour respecter le théorème de
Shannon, l'échantillonnage doit être d'au moins 24Hz. La fréquence de pilotage
est de 50Hz, la période d'échantillonnage Ts choisie est donc de 1/50s.
Contrôlabilité et redondances des actionneurs :
Que ce soit avec le modèle longitudinal ou avec le modèle complet de l'Altimum
4, le système est contrôlable d'après le critère de Kalman (cf. Annexe B). Sur le
modèle longitudinal de l'Altimum 4 (cf. Annexe A), les deux élevons δl et δr sont
redondants, les colonnes de B associées aux élevons sont identiques. Le moteur est
un actionneur non-redondant. Sur le modèle complet de l'Altimum 4 (cf. Annexe
A), les quatre élevons δ1l , δ
2
l , δ
1
r et δ
2
r sont redondants, les colonnes de B associées
aux élevons forment deux combinaisons linéaires. Le moteur est un actionneur non-
redondant.
Observabilité :
Que ce soit avec le modèle longitudinal ou avec le modèle complet de l'Altimum
4, le système est observable d'après le critère de Kalman (cf. Annexe B). Avec le
modèle longitudinal, si l'on perd la mesure du GPS de la position x, le système
devient inobservable. Si l'on perd la mesure x, le rang de la matrice d'observabilité
devient n − 1. Avec le modèle complet, on observe le même phénomène sur les
mesures du GPS des positions x et y. Que ce soit avec le modèle longitudinal ou
avec le modèle complet, ce phénomène n'est pas présent sur la mesure de position
z. En eﬀet, la position z est redondante, il y a la mesure du GPS et la mesure
du baromètre. Ainsi si l'on perd l'une des deux mesures, le système est toujours
observable. Cependant, si l'on perd les deux mesures, le système est inobservable.
Pour les autres mesures, il est possible de les perdre sans pour autant rendre le
système inobservable, le rang de la matrice du critère de Kalman reste de n. Ainsi
par la suite, on suppose le GPS fonctionnel pour des raisons d'observabilité. Par
conséquent, pour le modèle longitudinal, on a Co = C1:6. et Cio = C7:10., pour le
modèle complet, on a Co = C1:12. et Cio = C13:18..
4.2.6.2 Identiﬁabilité des paramètres c0 de la position
L'inobservabilité du système sans les mesures des positions x, et y pour le modèle
complet, est simple à démontrer. En utilisant le modèle complet, et en supposant
que seule la mesure de la position du GPS, x, y et z peut tomber en panne, les
matrices augmentées sont les suivantes :
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Aaug =
[
A On,3
O3,n I3
]
et Caug =
[
Co Om−3,3
Cio I3,3
]
En utilisant les valeurs numériques des matrices A et C de l'Annexe A et en
utilisant le critère de Kalman, le rang de la matrice d'observabilité est de 16 ce
qui n'est pas égal à n = 18 (15 états et 3 paramètres c0). Le système n'est donc
pas observable. Ainsi pour des raisons d'observabilité, le GPS est supposé ﬁable ; le
modèle doit indiquer que le GPS ne peut pas tomber en panne, c'est-à-dire qu'il n'y
a pas de paramètres de fautes c0 associés aux mesures du GPS, et aucun scénario
ne va simuler des pannes GPS lors de la validation de l'algorithme. Il est possible de
supposer le GPS en panne si la mesure de la position est redondante, par exemple
si deux GPS sont présents sur le drone. Il existe aussi des méthodes, tel que le GLR
présenté en Section 3.3.6.2, permettant de détecter les pannes GPS. L'utilisation de
ces possibilités est discuté lors du Chapitre 9.
Concernant la mesure de l'altitude zB du baromètre, on peut supposer que celle-
ci peut tomber en panne. En eﬀet, la mesure est redondante avec celle du GPS que
l'on suppose fonctionnel, il est donc possible d'associer un paramètre de faute c0 à
la sortie zB tout en restant observable.
4.2.6.3 Identiﬁabilité des paramètres b0 des actionneurs redondants
La non identiﬁabilité des biais est montrée sur le modèle longitudinal. En utili-
sant le modèle longitudinal et en supposant que seuls les actionneurs peuvent tomber
en panne avec des biais, les matrices augmentées sont les suivantes :
Aaug =
[
A B
O3,n I3
]
et Caug =
[
C Om,3
]
En utilisant les valeurs numériques des matrices A, B et C de l'Annexe A, et en
utilisant le critère de Kalman, le rang de la matrice d'observabilité est de 10 ce qui
n'est pas égal à n = 11 (8 états et 3 paramètres b0). Le système n'est donc pas obser-
vable. Ce résultat était attendu mathématiquement et physiquement. Physiquement,
l'eﬀet des élevons est strictement équivalent sur le drone. Mathématiquement, la ma-
trice B possède deux colonnes identiques pour les élevons, il n'est donc pas possible
de diﬀérencier les paramètres b0 associés aux deux élevons.
Pour le modèle longitudinal, le rang de la matrice
[
B.2 B.3
]
est de 1. On prend
donc un seul b0 pour modéliser les biais des deux élevons, la matrice E est donc la
suivante : E =
[
B.1 B.2
]
.
Pour le modèle complet, les colonnes de B associées aux quatre élevons forment
une combinaison linéaire entre elles. Le rang de la matrice formée par ces quatre
colonnes est de 2. Le rang étant de 2, la dimension de l'espace des eﬀets des ac-
tionneurs est de 2, donc on peut associer à chacune un paramètre b0, qui sera ainsi
observable. Deux paramètres sont choisis, be0 qui correspond au biais sur l'élévateur
virtuel et un ba0 qui correspond au biais sur l'aileron virtuel. Ces paramètres sont
4.3. Modélisation à états discrets 81
associés aux colonnes suivantes :
Be = −B.2 −B.3 −B.4 −B.5 (4.40)
Ba = B.2 +B.3 −B.4 −B.5 (4.41)
La matrice E est donc la suivante : E =
[
B.1 Be Ba
]
.
4.3 Modélisation à états discrets
Le choix du contrôleur dans le mécanisme de commutation présenté sur la Figure
4.1 correspond à une action discrète décidée à chaque instant κ. Ce choix peut
dépendre du contrôleur actuellement utilisé, c'est-à-dire d'un état discret. Il peut
également dépendre des valeurs et des incertitudes courantes des paramètres de
pannes. En faisant l'hypothèse que des ensembles de valeurs de paramètres de pannes
peuvent être représentés de manière abstraite par un mode, on peut déﬁnir un
problème de décision discret basée sur des états discrets. D'un instant à l'instant
suivant, le mode peut changer de manière non déterministe et on ne l'observe pas
directement. Le problème de reconﬁguration nécessite une prise de décision en vol.
C'est pourquoi on choisit d'utiliser le cadre des processus de décision Markovien
partiellement observable, en anglais Partially Observable Markov Decision Process
(POMDP) comme modélisation à états discrets.
Un POMDP (cf. Annexe C) prend en compte des états, des actions, une fonction
de coût, une transition de probabilité entre les états, des observations ainsi qu'une
probabilité d'observation. Chaque ensemble est déﬁni ci-dessous de façon à être
adapté au problème de commutation de contrôleur.
4.3.1 États, Actions et Récompenses
Diﬀérents modes m sont considérés ; le mode nominal et les modes dégradés. Par
exemple, un mode dégradé correspond à un actionneur ou à un capteur en panne.
Chaque mode m a un contrôleur associé c qui est construit de façon à obtenir la
meilleure performance dans ce mode. Il est possible d'avoir un contrôleur associé à
plusieurs modes, ainsi le nombre de contrôleurs est inférieur ou égal au nombre de
modes. Un état s est déﬁni par un mode m et un contrôleur c : s = {m, c}. Il y a
donc ncontroleur × nmode états.
Une action a consiste à sélectionner un contrôleur c pour le pas suivant. La
dynamique du système est présentée sur la Figure 4.4.
La transition entre contrôleurs est déterministe alors que la transition entre les
modes est probabiliste.
Un POMDP prend en compte une fonction de coût qui permet d'avoir une ré-
compense à chaque pas de temps. Comme montré sur la Figure 4.5, cette récompense
dépend de l'état courant, de l'état précédent, ainsi que de l'action. Contrairement
au cadre POMDP classique, la fonction de coût n'est pas stationnaire.
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mk
ck
ak
mk+1
ck+1
ak+1
mk+2
ck+2
· · ·
déterministe
probabiliste
Figure 4.4  Dynamique discrète du système
sk
ak
rk
sk+1
ak+1
rk+1
sk+2 · · ·
Figure 4.5  Récompense du système
Remarque 4.3
La transition entre contrôleurs est déterministe puisqu'on considère que le contrô-
leur choisi est eﬀectivement enclenché car on ne considère pas la possibilité d'une
faute ici. Néanmoins, avec le formalisme POMDP, il est possible de considérer
cette possibilité de faute.
4.3.2 Probabilités de transition
La forme générale des probabilités de transition entre les états p(s′|s, a) dépend
de l'action. Contrairement à un POMDP classique, le problème considéré ici est plus
simple, la probabilité de transition ne dépendant pas des actions p(s′|s). En eﬀet,
le fait de sélectionner un contrôleur plutôt qu'un autre ne change pas la probabilité
d'un composant de tomber en panne. De plus, comme montré sur la Figure 4.4,
la dynamique des contrôleurs est déterministe et les transitions entre les modes ne
dépendent pas des contrôleurs. On s'intéresse donc uniquement aux probabilités
entre les modes p(m′|m), qui sont stationnaires.
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La matrice de transition Tm entre les modes est la suivante :
Tm =
 p(m0|m0) · · · p(m0|mnmode−1)... . . . ...
p(mnmode−1|m0) · · · p(mnmode−1|mnmode−1)
 (4.42)
La Figure 4.6 montre un exemple pour un cas où il y a trois modes.
m0
m1
m2
p(m0|m0)
p(m1|m0)
p(m2|m0)
p(m1|m1)
p(m0|m1)
p(m2|m1)
p(m2|m2)
p(m0|m2)
p(m1|m2)
Figure 4.6  Exemple de graphe de transition entre modes
Pour déﬁnir un modèle réaliste, la matrice de transition Tm doit :
 soit considérer la documentation des actionneurs et des capteurs qui peuvent
contenir des informations sur les taux de défaillances ;
 soit se baser sur des études concernant la défaillance des actionneurs et cap-
teurs en général.
4.3.3 Observations et probabilités d'observation
Le mode courant n'est pas connu, néanmoins il est possible d'avoir certaines ob-
servations liées au mode courant. Les observations d'un POMDP classique viennent
d'un ensemble discret, cependant ici, l'observation ω est basée sur l'information du
processus continu issue de l'estimation des paramètres de fautes ω = {b̂}.
La probabilité d'observation est égale à la probabilité d'avoir l'observation ω
sachant l'état s, p(ω|s). Ici encore, le problème peut être simpliﬁé en considérant
uniquement la probabilité d'avoir l'observation ω sachant le mode m, p(ω|m), puis-
qu'elle ne dépend pas du choix du contrôleur. Comme ω correspond aux estimations
des paramètres de fautes, pour calculer la probabilité d'observation, il faut faire des
hypothèses sur la distribution des paramètres de fautes bi.
Pour chaque mode, il faut déﬁnir une loi de probabilité pour l'observation ayant
fm pour densité de probabilité. La densité de probabilité doit être paire vis à vis de
l'erreur entre b et b̂ de façon à ce que les paramètres de fautes puisse être échangés
avec leurs estimations. On peut alors faire l'hypothèse que p(b|ω) = p(ω|b).
Les probabilités d'observation sont calculées en intégrant sur le domaine d'ob-
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servation la quantité suivante :
p(ω|m) =
∫
fm(b)p(ω|b)db (4.43)
où fm(b) dépend du mode.
Dans le but de concevoir un schéma d'estimation capable de déterminer le mode
courant le plus probable, diﬀérentes hypothèses sont faites sur la distribution des
paramètres de fautes, pour chaque mode.
4.3.3.1 Probabilité d'observation en supposant les paramètres de fautes
dépendant entre eux
Dans le cas où les paramètres de fautes sont dépendants, il faut utiliser une loi
de probabilité multi-variée. On fait l'hypothèse que ω suit une loi multi-normale
paramétrée par le vecteur b et par la matrice semi-déﬁnie positive Σ (cf. Annexe
E) :
p(ω|b) = 1
(2pi)N/2|Σ|1/2 exp
− 1
2
((ω−b)TΣ−1(ω−b)) (4.44)
Il faut maintenant faire des hypothèses sur la fonction fm pour chaque mode.
Les hypothèses prises sont présentées dans le Tableau 4.1. Dans le cas du mode
nominal, les paramètres de fautes doivent être rigoureusement égaux à zéro, donc
ici proches de zéro. Dans le cas où le ie`me capteur est en panne, le paramètre de
faute associé ci0 peut prendre n'importe quelle valeur alors que les autres paramètres
de fautes doivent être proches de zéro. Dans le cas de mode où le ie`me actionneur
est en panne, les paramètres de fautes associés bi0 ∈ R|J(i)|, où bi0 est le vecteur des
bj0 associés au i
e`me actionneur et J(i) correspond aux indices des éléments de b0
qui sont associés au ie`me actionneur, et bi1 peuvent prendre n'importe quelle valeur
alors que les autres paramètres de fautes doivent être proches de zéro. Si le ie`me
actionneur est un actionneur non redondant, alors un seul paramètre de faute b0 lui
est associé et donc |J(i)| = 1. Si le ie`me actionneur est un actionneur redondant,
alors plusieurs paramètres de fautes b0 peuvent lui être associé et donc |J(i)| ≥ 1.
Mode fm(b)
Nominal
∏nb0
j δ(b
j
0)
∏nb1
j δ(b
j
1)
∏nc0
j δ(c
j
0)
ime capteur en panne
∏nb0
j δ(b
j
0)
∏nb1
j δ(b
j
1)
∏nc0
j\i δ(c
j
0)
ime actionneur en panne
∏nb0
j\J(i) δ(b
j
0)
∏nb1
j\i δ(b
j
1)
∏nc0
j δ(c
j
0)
Tableau 4.1  Hypothèse sur la fonction fm pour chaque type de mode
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4.3.3.2 Probabilité d'observation en supposant les paramètres de fautes
indépendant entre eux
Pour simpliﬁer les calculs de probabilité en ligne, on peut supposer que les pa-
ramètres de fautes sont indépendants entre eux. On peut alors modiﬁer l'expression
de la probabilité d'observation :
p(ω|m) =
nb∏
j
∫
fm(b
j)p(b̂j |bj)dbj (4.45)
Dans ce cas, il est nécessaire d'avoir nb lois normales. Chaque paramètre de faute
b̂i suit une loi normale de moyenne bi et d'écart-type σb (cf. Annexe E) :
p(b̂i|bi) = 1
σb
√
2pi
e
− 1
2
( b̂
i−bi
σb
)2
(4.46)
Les hypothèses faites pour la fonction fm sont les mêmes que précédemment (cf.
Tableau 4.1).
Dans le cas du mode nominal, la probabilité d'observation est la suivante :
p(ω|m) =
nb∏
j
1√
2piσbj
e
− 1
2
( b̂
j
σ
bj
)2
(4.47)
Dans le cas où le ime actionneur est en panne, la probabilité d'observation est
la suivante :
p(ω|m) =
nb0∏
j\J(i)
1√
2piσ
bj0
e
− 1
2
(
b̂
j
0
σ
b
j
0
)2 nb1∏
j\i
1√
2piσ
bj1
e
− 1
2
(
b̂
j
1
σ
b
j
1
)2 nc0∏
j
1√
2piσ
cj0
e
− 1
2
(
ĉ
j
0
σ
c
j
0
)2
(4.48)
Dans le cas où le ime capteur est en panne, la probabilité d'observation est la
suivante :
p(ω|m) =
nb0∏
j
1√
2piσ
bj0
e
− 1
2
(
b̂
j
0
σ
b
j
0
)2 nb1∏
j
1√
2piσ
bj1
e
− 1
2
(
b̂
j
1
σ
b
j
1
)2 nc0∏
j\i
1√
2piσ
cj0
e
− 1
2
(
ĉ
j
0
σ
c
j
0
)2
(4.49)
Remarque 4.4
Pour calculer la probabilité d'observation, la covariance des paramètres de fautes
est nécessaire. Il faut donc utiliser une méthode stochastique pour l'estimation
de l'état et des paramètres de fautes.
4.3.4 Application au drone Altimum 4
Pour le modèle complet, respectivement longitudinal, de l'Altimum 4, on déﬁnit
15, respectivement 9, modes ; un mode nominal, un mode lorsque le moteur est en
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panne, un mode lorsque l'un des élevons est en pannes et 12, respectivement 6,
modes dégradés capteurs, un pour chaque capteur en panne.
Que ce soit avec le modèle longitudinal ou avec le modèle complet, on déﬁnit
3 contrôleurs ; un contrôleur nominal pour le mode nominal et les modes dégradés
capteurs, un contrôleur capable de gérer les pannes moteur et un contrôleur capable
de gérer les pannes élevons.
Concernant la matrice de transition Tm, les valeurs suivantes sont prises pour la
calculer :
 le moteur a un taux de défaillance de 10−7 ;
 les élevons ont un taux de défaillance de 10−8 ;
 les capteurs ont un taux de défaillance de 10−6 ;
 les actionneurs et les capteurs ont un taux de réparation de 10−9.
Le taux de réparation permet de prendre en compte les pannes intermittentes
dans la modélisation.
Remarque 4.5
On choisit d'avoir un mode pour chaque capteur en panne. Ce choix permet
notamment de présenter des explications à un opérateur sur le comportement
du système. Il est néanmoins possible d'avoir un mode global prenant en compte
le mode nominal et les modes dégradés capteurs étant donné que le contrôleur
associé à ces modes est le même : le contrôleur nominal.
4.4 Conclusion
L'architecture générale de la méthode de FTC proposée présente trois fonctions
principales :
 une FDD fournissant une estimation de l'état et des paramètres de fautes,
 une adaptation de gains de retour d'état estimé dépendante des paramètres
de fautes, et
 un mécanisme de commutation.
L'estimation et l'adaptation de gains doivent se baser sur un modèle linéaire à
temps discret qui prend en compte les fautes alors que le mécanisme de commutation
peut se baser soit sur un modèle POMDP qui considère le résultat de l'estimation non
seulement en terme de moyenne mais aussi en terme de variance, soit directement sur
le modèle linéaire, soit sur les deux. Les chapitres suivants sont dédiés à l'utilisation
de ces modèles pour assurer les trois fonctions.
Cette méthode générique a fait l'objet d'une publication [Boche 2016].
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Résumé
C
e chapitre vise à présenter la méthode de détection et diagnostic de fautes.
L'observabilité du système étant vériﬁée, la première partie de ce chapitre
vise à présenter l'estimateur développé. Cet estimateur est un ﬁltre de Kalman
adapté de façon à pouvoir estimer aussi les paramètres de fautes subissant
des discontinuités, c'est à dire de façon à rendre le ﬁltre sensible aux sauts
de panne. La seconde partie décrit la méthode permettant le déclenchement
de l'excitation rendant le système plus observable de façon temporaire. Fi-
nalement, la troisième partie présente la technique permettant de détecter et
d'identiﬁer la faute.
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5.1 Développement d'un ﬁltre de Kalman adaptatif avec
réouverture de la covariance
5.1.1 La méthode d'estimation retenue : le ﬁltre de Kalman adap-
tatif
Parmi les méthodes d'estimation présentées à la Section 3.3.2.2, le ﬁltre de Kal-
man a été retenu au vu de ses avantages. Son coût de calcul est modéré, comparé
à d'autres méthodes envisageables, et peut être encore réduit grâce au traitement
séquentiel des mesures. Ce ﬁltre et ses variantes semblent combiner facilité d'implé-
mentation et qualité de l'estimation. Ils sont donc choisis pour traiter le problème
de FDD relatif à cette thèse.
Les types de pannes que l'on souhaite traiter sont équivalentes à des sauts de
valeurs au niveau des paramètres de fautes ce qui n'est pas considéré dans les hypo-
thèses sous-jacentes au ﬁltre de Kalman. En eﬀet, les ﬁltres de Kalman, tels que les
ﬁltres TSKF, AKF, EKF ou ETSKF, ne sont pas adaptés aux changements soudains
au niveau des paramètres de fautes puisqu'ils ne couvrent pas un tel comportement.
Il faut donc adapter le ﬁltre de façon à traiter les discontinuités, c'est à dire les
sauts au niveau des paramètres de fautes. Comme présenté à la Section 3.3.3, il
existe des variantes permettant de résoudre le problème de pannes. Les approches
multi-modèles ne sont pas retenues à cause de leur coût calculatoire trop impor-
tant. La méthode retenue est donc celle du ﬁltre de Kalman adaptatif. L'estimation
de grandeurs telles que des états est ainsi rendue possible tout en assurant une
surveillance des principaux capteurs et actionneurs.
Parmi les ﬁltres adaptatifs permettant de gérer les pannes, il existe le ﬁltre adap-
tatif TSKF de Wu décrit au paragraphe 3.3.3.3. Ce ﬁltre a montré a donné de bons
résultats pour l'estimation de paramètres d'eﬃcacité b1. Néanmoins, ici on souhaite
estimer des biais b0 et des paramètres d'eﬃcacité b1. Or, avec ces paramètres com-
binés, le signal de commande uk doit varier et être excité continuellement pour
permettre à l'estimateur de distinguer b0 et b1, même pour des paramètres associés
à un actionneur non-redondant. Cette méthode n'est pas adaptée à notre applica-
tion pour deux raisons ; il n'est pas souhaitable de devoir exciter une commande non
redondante et il n'est pas possible d'avoir conﬁance en l'estimation des paramètres
de fautes. En eﬀet, avec les facteurs d'oublis, l'ancienne information est oubliée
uniformément dans le temps et dans l'espace, ce qui revient à avoir une grande co-
variance, et donc peu de conﬁance en l'estimation des paramètres de fautes, tout au
long de la simulation. Donc l'utilisation de facteurs d'oublis au niveau de la prédic-
tion de la covariance des paramètres de fautes n'est pas acceptable pour le calcul
des probabilités de modes (cf. Section 4.3.3).
L'adaptation proposée ici se base sur le principe suivant. Quand un capteur
ou un actionneur tombe en panne, l'estimateur va délivrer une estimation erronée
qui va tôt ou tard augmenter la valeur de l'innovation, c'est-à-dire l'erreur entre
la mesure du capteur et la sortie estimée. Lorsque cette erreur est importante, la
prédiction de la matrice de covariance P bk|+1|k est mise à jour de façon à oublier
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les informations antérieures et permettre une estimation des paramètres de fautes.
Cette mise à jour revient à dire au ﬁltre de ne pas faire conﬁance à l'estimation
courante des paramètres de fautes et donc de lui laisser une chance de se corriger.
Remarque 5.1
L'adaptation a été testée sur les ﬁltres linéaires AKF et TSKF. Néanmoins, la
méthode est facilement transposable aux ﬁltres non-linéaires EKF et ETSKF.
Les sections suivantes permettent de présenter le principe du ﬁltre développé.
La première section présente le principe permettant d'isoler la provenance de la
faute. La seconde section présente l'adaptation eﬀectuée au niveau de la covariance
des paramètres de fautes. La troisième section présente le principe permettant de
contraindre les valeurs des paramètres de fautes. Et ﬁnalement la dernière section
propose une méthode pour régler le ﬁltre de Kalman développé.
5.1.2 Utilisation de signatures de pannes pour isoler la faute
5.1.2.1 Principe général
De façon à ne pas oublier l'ensemble des informations sur la prédiction de la
matrice de covariance des paramètres de fautes P bk|+1|k, le principe des signatures
de fautes est utilisé de façon à isoler les fautes possibles sur le système. Par ailleurs,
cette isolation des fautes permet aussi d'envoyer le signal excitant 3211 lorsque la
panne possible est celle d'un actionneur redondant.
Les signatures de fautes se basent sur des résidus. Un résidu est construit pour
chaque mesure disponible sur le système à partir de la valeur courante de l'innovation
et de la matrice de covariance fournie par le ﬁltre :
rik+1 = µ
i
k+1(Ci.Pk+1|kC
T
i. +Rii)µ
i
k+1 (5.1)
Lorsqu'une faute apparaît, le résidu peut augmenter rapidement ou lentement.
Si la faute est abrupte, le résidu va augmenter rapidement. Cependant, le résidu
peut aussi augmenter doucement par exemple lorsqu'un capteur dérive ou à cause
de la dynamique du système. Dans le but de détecter les deux types de fautes, les
seuils des résidus sont basés sur l'algorithme CUSUM présenté en Section 3.3.6.1.
Les résidus sont plus ou moins impactés en fonction du capteur ou de l'action-
neur en panne. Il est donc nécessaire de construire une matrice liant les pannes des
composants et les résidus. Dans cette matrice, la valeur 1 pour une signature signiﬁe
que l'une ou plusieurs des expressions suivantes sont vraies :
k+1∑
j=k+1−nCS
rij > t(i, nCS), nCS = {0, · · · , 5} (5.2)
Où t(i, nCS) est le seuil de la ith mesure, associé à la somme cumulative de nCS
résidu dans le temps.
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Pour les capteurs, les signatures de panne sont faciles à obtenir ; une panne
capteur impacte uniquement la mesure de ce capteur, c'est donc le résidu associé
au capteur en panne qui capte l'erreur. Pour les actionneurs, il faut s'intéresser à la
dynamique du système pour pouvoir déﬁnir les signatures de panne. Les signatures
déﬁnies peuvent se baser sur des résultats obtenus en simulation et sur les équations
diﬀérentielles permettant de modéliser le système. Néanmoins, les signatures des
actionneurs doivent être adaptées pour chaque système. Par ailleurs, les actionneurs
redondants ont la même signature de panne. En eﬀet, ceux-ci étant redondants, ils
ont le même eﬀet sur le système.
5.1.2.2 Signatures de pannes pour l'Altimum 4
Les signatures de fautes pour le modèle complet sont données sur le Tableau 5.1.
Signature
Composant rp rq rr rasx rasy rasz rzB rφ rθ rψ rα rβ
Moteur 0 0 0 1 0 0 0 0 0 0 0 0
Elevons 0 1 0 0 0 1 0 0 0 0 0 0
Elevons 1 1 0 0 0 0 0 0 0 0 0 0
IMU p 1 0 0 0 0 0 0 0 0 0 0 0
IMU q 0 1 0 0 0 0 0 0 0 0 0 0
IMU r 0 0 1 0 0 0 0 0 0 0 0 0
IMU asx 0 0 0 1 0 0 0 0 0 0 0 0
IMU asy 0 0 0 0 1 0 0 0 0 0 0 0
IMU asz 0 0 0 0 0 1 0 0 0 0 0 0
Baromètre zB 0 0 0 0 0 0 1 0 0 0 0 0
Inclinomètre φ 0 0 0 0 0 0 0 1 0 0 0 0
Inclinomètre θ 0 0 0 0 0 0 0 0 1 0 0 0
Inclinomètre ψ 0 0 0 0 0 0 0 0 0 1 0 0
Capteur α 0 0 0 0 0 0 0 0 0 0 1 0
Capteur β 0 0 0 0 0 0 0 0 0 0 0 1
Tableau 5.1  Signatures de fautes pour le modèle complet
Sur le Tableau 5.1, il y a deux lignes pour les élevons. Ces deux lignes corres-
pondent en fait à un ou, soit on a la signature prenant en compte rq et rasz , soit on
a la signature prenant en compte rp et rq. De plus, comme attendu, tous les élevons
ont la même signature de pannes.
Pour les actionneurs, il faut s'intéresser à la dynamique du drone pour pouvoir
déﬁnir les signatures de panne. Les signatures déﬁnies ici se basent sur des résultats
obtenus en simulation et sur les équations diﬀérentielles permettant de modéliser le
drone. L'Annexe A fournit les équations diﬀérentielles ainsi que les matrices A, B et
C du modèle linéarisé utilisées lors des simulations. En se basant sur ces matrices,
il est possible d'expliquer les signatures de pannes des actionneurs. L'actionneur
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moteur a une dynamique lente, par conséquent on s'intéresse uniquement à son eﬀet
direct, c'est-à-dire à l'eﬀet qu'on peut observer sur la mesure via la matrice C.
D'après la matrice C, l'état δx a un eﬀet sur la mesure de l'accélération spéciﬁque
horizontale asx. C'est donc le résidu associé au capteur asx de l'IMU qui capte en
premier une panne moteur. Les actionneurs élevons ont des dynamiques rapides,
par conséquent on s'intéresse à leur eﬀet direct et à leur eﬀet indirect, c'est-à-dire à
l'eﬀet qu'on peut observer sur l'état via la matrice A. D'après la matrice C, l'eﬀet
prédominant provient de l'état δe sur la mesure de l'accélération spéciﬁque verticale
asz. D'après la matrice A, l'état δe a un eﬀet prédominant sur l'état q et l'état δa
a un eﬀet prédominant sur l'état p. Par conséquent, une panne élevon impacte les
mesures p, q et asz. C'est donc les résidus associés aux capteurs asz, q et p de l'IMU
qui captent en premier une panne élevon.
Que ce soit pour le modèle longitudinal ou le modèle complet, chaque composant
a sa propre signature de faute, excepté pour le moteur et le capteur asx de l'IMU. En
eﬀet, pour ces deux fautes l'accélération spéciﬁque asx est impactée en premier lieu.
Pour pallier l'ambiguïté soulevée par ces deux composants, la mesure du capteur
asx est ignorée -sa mesure n'est plus considérée dans le ﬁltre- durant au moins 2s si
cette signature de faute est obtenue. Cette action permet de distinguer une panne
moteur, d'une panne sur le capteur asx de l'IMU grâce au résidu rVx : si rVx dépasse
son seuil, le moteur est supposé en panne ; si le résidu reste en dessous de son seuil,
le capteur mesurant asx est supposé en panne. En eﬀet, une panne moteur a un eﬀet
indirect sur la vitesse Vx. D'après la matrice A, une panne moteur impacte l'état u.
Il est possible que plusieurs résidus dépassent leurs seuils et donc que plusieurs
fautes soient supposées. Comme l'hypothèse de panne unique est faite, les résidus
qui dépassent leurs seuils sont comparés en fonction de leur intensité pour choisir le
composant supposé en panne. Pour cela, le résidu ayant la plus grande magnitude
vis à vis du rapport entre le résidu et son seuil est choisi.
Les seuils sont déterminés de façon expérimentale en utilisant un ﬁltre de Kalman
classique, c'est-à-dire sans paramètre de faute, sans apparition de panne. 500 simu-
lations sont réalisées avec des séquences de bruits de mesures diﬀérentes à chaque
fois et pour lesquelles les résidus sont calculés. Les seuils sont alors calculés de la
façon suivante :
 le seuil t(i, 0) est égal à la valeur maximale du résidu i obtenue parmi les 500
simulations et
 le seuil t(i, nCS) est égal à la valeur maximale de la somme consécutive de
nCS − 1 résidu i obtenue parmi les 500 simulations.
Ainsi, ces seuils sont supposés ne pas être franchis lorsqu'il n'y a pas de panne.
Remarque 5.2
Lorsque la signature de panne est celle d'un élevon, le signal 3211 est envoyé au
niveau des commandes redondantes.
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5.1.3 Adaptation de la covariance du ﬁltre
5.1.3.1 Adaptation du ﬁltre AKF
La prédiction de la matrice de covariance est de la forme suivante :
Pk+1|k =

Vx1 · · · Cx1,b10 · · · Cx1,b11 · · · Cx1,c10 · · · Cx1,cnc00
...
. . . · · · · · · · · · · · · · · · · · · ...
Cb10,x1
... Vb10 · · · Cb10,b11 · · · Cb10,c10 · · · Cb10,cnc00
...
...
...
. . . · · · · · · · · · · · · ...
Cb11,x1
... Cb11,b10
... Vb11 · · · Cb11,c10 · · · Cb11,cnc00
...
...
...
...
...
. . .
... · · · ...
Cc10,x1
... Cc10,b10
... Cc10,b11
... Vc10 · · · Cc10,cnc00
...
...
...
...
...
...
...
. . . · · ·
C
c
nc0
0 ,x
1 · · · Ccnc00 ,b10 · · · Ccnc00 ,b11 · · · Ccnc00 ,c10 · · · Vcnc00

(5.3)
Où Vx correspond à la variance de la variable x et Cx,y correspond à la covariance
des variables x et y.
Lorsqu'un composant est supposé en panne, les variances et les covariances des
paramètres de fautes associés au composant sont mise à jour. Les covariances sont
mises à zéros alors que la valeur des variances sont augmentées.
Par exemple, si un actionneur est associé aux paramètres de fautes b10 et b
1
1, la
mise à jour est faite de la façon suivante :
P resetk+1|k =

Vx1 · · · 0 · · · 0 · · · Cx1,c10 · · · Cx1,cnc00
...
. . . · · · · · · · · · · · · · · · · · · ...
0
... νb10 · · · 0 · · · 0 · · · 0
...
...
...
. . . · · · · · · · · · · · · ...
0
... 0
... νb11 · · · 0 · · · 0
...
...
...
...
...
. . .
... · · · ...
Cc10,x1
... 0
... 0
... Vc10 · · · Cc10,cnc00
...
...
...
...
...
...
...
. . . · · ·
C
c
nc0
0 ,x
1 · · · 0 · · · 0 · · · Ccnc00 ,c10 · · · Vcnc00

(5.4)
Où νb10 et νb11 valent :
νb10 = (
umax − umin
5
)2 (5.5)
νb11 = (
1
5
)2 (5.6)
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Ces valeurs ont été choisies de façon à couvrir l'ensemble des cas de panne
possible. D'après la règle des 5 sigmas, l'estimation de b11 doit respecter la règle
suivante :
b11 − 5σ ≤ b̂11 ≤ b11 + 5σ (5.7)
b11 peut prendre sa valeur entre 0 et 1, ainsi le saut maximal qui peut apparaître
au niveau de ce paramètre de faute est de 1. Supposons qu'à l'instant où la panne
survient b̂11 = 0 et b
1
1 = 1. Alors, pour respecter la règle des 5 sigmas, il faut que :
1− 5σ = 0 (5.8)
D'où la valeur de νb11 . Le raison pour le choix de νb10 est équivalent.
La valeur de νci0 est choisie de façon arbitraire. En eﬀet, les capteurs peuvent
en théorie prendre n'importe quelle valeur réelle, il est donc diﬃcile de couvrir
l'ensemble des cas de panne possible. On prend donc νci0 = (
1
5)
2.
5.1.3.2 Adaptation du ﬁltre TSKF
Avec le ﬁltre TSKF, la prédiction de la matrice de covariance des paramètres
de fautes P bk+1|k est séparée de la matrice de covariance de l'état. La matrice de
covariance P bk+1|k est de la forme suivante :
P bk+1|k =

Vb10 · · · Cb10,b11 · · · Cb10,c10 · · · Cb10,cnc00
...
. . . · · · · · · · · · · · · ...
Cb11,b10
... Vb11 · · · Cb11,c10 · · · Cb11,cnc00
...
...
...
. . .
... · · · ...
Cc10,b10
... Cc10,b11
... Vc10 · · · Cc10,cnc00
...
...
...
...
...
. . . · · ·
C
c
nc0
0 ,b
1
0
· · · C
c
nc0
0 ,b
1
1
· · · C
c
nc0
0 ,c
1
0
· · · V
c
nc0
0

(5.9)
De façon similaire au ﬁltre AKF, lorsqu'un composant est supposé en panne, les
variances et les covariances des paramètres de fautes associés au composant sont mise
à jour. Les covariances sont mises à zéros alors que les variances sont augmentées.
Par exemple, si un actionneur est associé aux paramètres de fautes b10 et b
1
1, la
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mise à jour est faite de la façon suivante :
P bk+1|k
reset
=

νb10 · · · 0 · · · 0 · · · 0
...
. . . · · · · · · · · · · · · ...
0
... νb11 · · · 0 · · · 0
...
...
...
. . .
... · · · ...
0
... 0
... Vc10 · · · Cc10,cnc00
...
...
...
...
...
. . . · · ·
0 · · · 0 · · · C
c
nc0
0 ,c
1
0
· · · V
c
nc0
0

(5.10)
Contrairement au ﬁltre AKF, d'autres paramètres doivent être mis à jour lorsque
la matrice de covariance P bk+1|k est mise à jour. En eﬀet d'après les équations du
ﬁltre TSKF (cf. Section 3.3.3.2), il faut faire la mise à jour des paramètres suivants :
 βk+1|k qui dépend de la matrice de covariance P bk+1|k ;
 P˜ xk+1|k qui dépend de la matrice de covariance P
b
k+1|k et de la prédiction de
la matrice βk+1|k ;
 x˜k+1|k qui dépend de la prédiction de la matrice βk+1|k ;
 xˆk+1|k qui dépend de la prédiction de l'état modiﬁé sans biais x˜k+1|k et ;
 µ˜k+1 qui dépend aussi de la prédiction de l'état modiﬁé sans biais x˜k+1|k.
Remarque 5.3
Avec le modèle complet de l'Altimum 4, le nombre de paramètres de fautes (20
paramètres de fautes) est relativement élevé par rapport au nombre de variables
d'état du problème d'origine (15 états). Le ﬁltre peut donc être coûteux en temps
de calcul. L'utilisation du ﬁltre TSKF semble plus adaptée au problème.
5.1.4 Application de contraintes
Le paramètre de faute b1 ∈ [0, 1]nb1 est borné. Or avec les ﬁltres de Kalman,
aucune contrainte ne peut être appliquée sur le paramètre b1. Pour de meilleures
performances au niveau du ﬁltre, il est possible de contraindre ce paramètre, prenant
ainsi en compte une connaissance exogène sur le système.
L'approche par projection permet d'estimer de manière optimale sous contraintes
sur l'état (cf. Section 3.3.4). Les variable bi1 du vecteur b1 sont testées à chaque pas
de temps. Trois scénarios sont envisageables :
 0 ≤ bi1 ≤ 1, l'inégalité est vériﬁée donc la contrainte n'est pas prise en compte ;
 bi1 < 0, l'inégalité n'est pas vériﬁée, on applique une contrainte d'égalité à la
borne : bi1 = 0 ;
 bi1 > 1, l'inégalité n'est pas vériﬁée, on applique une contrainte d'égalité à la
borne : bi1 = 1.
Si une ou plusieurs variables bi1 ne respectent pas l'inégalité, il est possible de
construire une matrice Dk et un vecteur dk de façon à appliquer la contrainte d'éga-
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lité :
Dk

xk|k
b0k|k
b1k|k
c0k|k
 = dk (5.11)
La solution de la contrainte d'égalité est donnée par les équations suivantes (cf.
Section 3.3.4) :
xck|k = x
nc
k|k + Lk(dk −Dkxnck|k) (5.12)
Lk = P
nc
k|kD
T
k (DkP
nc
k|kD
T
k )
−1 (5.13)
L'équation de contrainte associée à la covariance (cf. Équation 3.56) n'est pas
prise en compte. Cette équation corrige la matrice de covariance en diminuant sa va-
leur. L'eﬀet est donc inverse à celui que l'on souhaite appliquer lorsque l'on suppose
l'apparition d'une faute. Ainsi, la prise en compte de cette équation peut annuler
l'eﬀet permettant de rendre le ﬁltre sensible aux fautes.
L'application des contraintes au ﬁltre TSKF peut se faire grâce aux trois équa-
tions suivantes :
bck|k = b
nc
k|k + L
b
k(d
b
k −Dbkbnck|k) (5.14)
Lbk = P
b
k|k
nc
Dbk
T
(DbkP
b
k|k
nc
Dbk
T
)−1 (5.15)
xck|k = x˜k|k + βk|kb
c
k|k (5.16)
Où
Dbk
b0k|kb1k|k
c0k|k
 = dbk (5.17)
5.1.5 Réglage du ﬁltre de Kalman
Le travail de réglage du ﬁltre de Kalman est un passage délicat pour assurer
le bon fonctionnement du ﬁltre. Il faut donc choisir les valeurs des matrices de
covariance du bruit de mesure R et du bruit de processus Qx et Qb, ainsi que les
valeurs des états à l'instant initial x0|0 et b0|0 et de la conﬁance qu'on leur associe
au travers de la matrice de covariance des erreurs d'estimation P0|0 et P b0|0.
La matrice R traduit la conﬁance que l'on associe aux mesures. Elle dépend
donc des spéciﬁcations associées aux capteurs utilisés. Les valeurs des écarts types
σ étant connues, R est déﬁnie de la façon suivante :
R = diag[σ2p, σ
2
q , σ
2
r , σ
2
asx
, σ2asy , σ
2
asz
, σ2ψ, σ
2
φ, σ
2
θ , σ
2
α, σ
2
β, σ
2
zB
, σ2x, σ
2
y , σ
2
z , σ
2
Vx , σ
2
Vy , σ
2
Vz , ]
(5.18)
avec σp = 0.3675deg/s, σq = 0.216deg/s, σr = 0.2313deg/s, σasx = 0.0035,
σasy = 0.0035, σasz = 0.1, σψ = 0.5deg, σφ = 0.1deg, σθ = 0.1deg, σα = 0.2deg,
σβ = 0.2deg, σzB = 0.1m, σx = 0.1m, σy = 0.1m, σz = 0.1m, σVx = 0.0274m/s,
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σVy = 0.0391m/s, σVz = 0.0711m/s
La matrice R étant connue, le bon fonctionnement du ﬁltre va dépendre du
réglage de la matrice Q et de l'état initial. Si la matrice Q n'est pas bien réglée,
l'erreur entre l'état réel et l'état estimé sera incohérente avec la matrice de covariance
estimée. Il est donc important de vériﬁer cette propriété.
La matrice de bruit du processus Qx est plus délicate à obtenir. Elle traduit la
conﬁance que l'on associe au modèle de prédiction. Ainsi, deux cas s'oﬀrent à nous :
 le cas où les mesures sont générées à partir du modèle linéarisé et
 le cas où les mesures sont générées à partir du modèle non linéaire.
Lorsque que les mesures sont générées à partir du modèle linéarisé, il n'y a
théoriquement aucune erreur liée à la modélisation, la matrice Q devrait donc être
nulle. Néanmoins, l'utilisation d'une matrice Q nulle dans un ﬁltre de Kalman donne
très peu de poids aux mesures, ce qui n'est pas acceptable pour la gestion des pannes.
Une matrice Q arbitraire est alors choisie :
Qx = ts× 0.0012 × In (5.19)
La matrice du processus des fautes Qb est elle aussi choisie de façon arbitraire :
Qb = ts× 0.00012 × Inb (5.20)
Lorsque que les mesures sont générées à partir du modèle non linéaire, les erreurs
viennent de la linéarisation. Pour quantiﬁer ses erreurs, les deux modèles linéaire et
non linéaire sont simulés en parallèle, comme sur la Figure 5.1, et l'erreur entre les
deux états permet alors d'avoir un écart-type.
u
W Modèle
non linéaire
xnl
Modèle
linéaire
−
+
u∗
−+
x∗
xl
z−1
−
+
Erreur
Figure 5.1  Évaluation de l'erreur de linéarisation
Le modèle non linéaire peut prendre en compte l'eﬀet du vent W . Néanmoins,
on suppose ici que le vent est nul. L'erreur dépend de la commande u. Pour être
robuste, il faut choisir une commande qui va s'éloigner de la commande d'équilibre.
Il est possible de vériﬁer la cohérence des valeurs obtenues pour Qx. D'après
les équations du ﬁltre de Kalman l'erreur d'estimation x − x̂ est une gaussienne
centrée en zéro, de variance P . Une façon de régler la matrice Qx est de minimiser
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la quantité suivante :
J = ||P − 1
n− 1
n∑
i=1
(x− x̂)(x− x̂)T ||2 (5.21)
Dans le cas où on utilise un ﬁltre de Kalman étendu, la matrice Qx peut être
calculée grâce à l'équation suivante :
Q = F uk Cov(u)F
u
k
T (5.22)
Où F uk =
∂f
∂u |xˆk|k,uk
Il faut maintenant choisir les valeurs des états à l'instant initial x0|0 et b0|0. L'état
initial x0|0 est choisi nul, le modèle étant linéarisé autour d'un point d'équilibre. Le
vecteur initial des paramètres de fautes b0|0 est aussi choisi nul. En eﬀet, on suppose
que l'on commence la simulation sans faute. Il faut maintenant choisir la conﬁance
qu'on leur associe au travers des matrice de covariance P0|0 et P b0|0. Il est classique
de prendre :
P0|0 = 10PN |N (5.23)
Où PN |N correspond à la valeur de convergence de la covariance en cas de simu-
lation sans panne.
5.2 Développement d'une méthode active
5.2.1 Excitation des commandes redondantes pour l'observabilité
Pour exciter les commandes redondantes et rendre identiﬁable les paramètres
de fautes b1, un signal excitant est ajouté au signal de commande. Le signal utilisé
est un signal 3211 (cf. Section 3.3.5). Cependant, il n'est pas souhaitable d'avoir
cette excitation en permanence. Celle-ci est donc envoyé à des moments astucieux,
c'est-à-dire lorsque la signature des actionneurs redondants est obtenue, de façon à
rendre le système plus observable de façon ponctuelle.
La structure du système de commande est comme montrée sur la Figure 5.2.
Quand une excitation sur le système est requise, le signal 3211 est ajouté aux signaux
de contre réaction et de consigne.
uck est la commande obtenue à partir ; de la contre-réaction qui réagit en fonction
de l'erreur présente sur l'état et ; d'une consigne qui permet de compenser les fautes.
Ak correspond à l'amplitude A du signal excitant 3211 sk quand il est présent et vaut
zéro le reste du temps. Finalement uk correspond au signal envoyé aux actionneurs.
La commande uck est saturée de façon à laisser passer le signal 3211 quel que
soit la commande. Le signal de commande est le suivant :
uik = f(u
ci
k, s
i
k, Ak) = min{ui −Ak,max{ui +Ak, ucik}}+ sik (5.24)
La plupart du temps, le système ne requière aucune excitation. Dans ce cas, le
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b̂0k, b̂1k
x̂k
Consigne
Contre réaction
+
+
uck
Signal excitant sk
+
+
uk
Actionneurs
Excitation envoyée
par le FDD
Ak
Figure 5.2  Structure du système de commande
signal sik est nul, l'amplitude Ak est nulle et le signal de commande est le suivant :
uik = min{ui,max{ui, ucik}} (5.25)
Dans le cas où le signal excitant sk est présent, il n'est pas souhaitable de rendre
le système instable. Le signal excitant doit donc permettre de rendre les paramètres
de fautes identiﬁables sans avoir d'eﬀet néfaste sur le système, ce qui n'est pas un
objectif trivial.
Remarque 5.4
Il n'est pas nécessaire de rajouter un deuxième saturateur avant les actionneurs.
En eﬀet, avec la saturation construite, le signal uk est déjà contraint entre les
bornes de l'actionneur [u,u].
5.2.2 Excitation des commandes pour l'Altimum 4
On propose de construire le signal de façon à avoir un eﬀet nul sur les dynamiques
longitudinales et latérales, c'est-à-dire avoir δe = 0 et δa = 0.
Dans le cas du modèle longitudinal, il faut satisfaire l'équation suivante :
−(1− b21)s2k − (1− b31)s3k
2
= 0 (5.26)
Le signal excitant choisi est le suivant :
sk =
 0(1− b31)S3211
−(1− b21)S3211
 (5.27)
Dans le cas du modèle complet, il faut satisfaire les équations suivantes :
−0.5(1− b21)s2k − 0.5(1− b31)s3k − 0.5(1− b41)s4k − 0.5(1− b51)s5k
2
= 0 (5.28)
0.4(1− b21)s2k + 0.6(1− b31)s3k − 0.4(1− b41)s4k − 0.6(1− b51)s5k
2
= 0 (5.29)
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Le signal excitant choisi est le suivant :
sk =

0
0.6(1− b31)(1− b41)(1− b51)S3211
−0.4(1− b21)(1− b41)(1− b51)S3211
−0.6(1− b21)(1− b31)(1− b51)S3211
0.4(1− b21)(1− b31)(1− b41)S3211
 (5.30)
Remarque 5.5
Le nombre d'équations permettant de déﬁnir l'excitation des commandes est
égal au rang de la matrice formée par les colonnes de la matrice B associées aux
actionneurs redondants.
5.3 Utilisation des données de l'estimation pour la dé-
tection et le diagnostic des fautes
Lorsque la détection de faute est basée sur des résidus, il est courant d'avoir des
fausses alarmes lorsque l'un des résidus dépasse son seuil sans qu'il y ait une erreur
-ce qui par nature peut arriver, avec une probabilité faible mais non nulle. Pour
robustiﬁer la détection contre les fausses alarmes, la méthode FDD développée se
base sur la modélisation discrète et donc sur la probabilité de mode.
Avec la modélisation discrète, à chaque période de temps k, le système est dans
un état s ∈ S (par exemple l'état nominal ou un état de panne de l'actionneur i). Une
action est prise (par exemple utilisation du contrôleur nominal), ce qui conduit le
système à un nouvel état s′ ∈ S. Cet état s′ n'est pas connu mais des observations,
les estimations des paramètres de fautes, permettent d'estimer cet état. On peut
construire un vecteur, nommé état de croyance ρk, composé des probabilités d'être
dans un certain état. Ce vecteur est mis à jour grâce à la règle de Bayes pour chaque
état ρk(s) en fonction de l'action choisie et de l'observation.
ρa,ωk+1(s) =
p(ω|s)p(s|ρk, a)
p(ω|ρk, a) (5.31)
Avec
{
p(s|ρk, a) =
∑
s′ p(s|s′, a)ρk(s′)
p(ω|ρk, a) =
∑
s′ p(ω|s′)p(s′|ρk, a)
Comme expliqué à la Section 4.3 on est dans un cas particulier où les actions n'ont
pas d'inﬂuence sur les probabilités des états, et il est donc possible de s'intéresser
uniquement à l'état de croyance des modes :
ρωk+1(m) =
p(ω|m)p(m|ρk)
p(ω|ρk) (5.32)
Avec
{
p(m|ρk) =
∑
m′ p(m|m′)ρk(m′)
p(ω|ρk) =
∑
m′ p(ω|m′)p(m′|ρk)
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Ainsi la détection de la panne prend en compte ; l'état précédent du système,
c'est-à-dire l'état de croyance à l'instant k et la probabilité d'observation. Or, comme
vu à au Chapitre 4, la probabilité d'observation dépend des valeurs d'estimation des
paramètres de fautes, mais aussi de la conﬁance qu'on leurs associe.
L'état de croyance a plusieurs objectifs :
 détecter et isoler la panne ;
 robustiﬁer la détection face aux fausses alarmes ;
 être utilisé pour le choix du contrôleur.
5.4 Conclusion
La Figure 5.3 montre le processus de détection et d'identiﬁcation de la faute.
Système
Filtre
adaptatif
Probabilité
de modes
Génération
de signaux
excitants
uku
c
k z
FDD actif
Ak sk
+
+
Adaptation de
la commande
FDD et Estimation de l'état
Figure 5.3  Schéma du processus de détection et d'identiﬁcation de la faute
Pour la méthode FDD développée, on utilise des ﬁltres de Kalman adaptatif,
le ﬁltre AKF et TSKF. Néanmoins, il est envisageable d'utiliser d'autres types de
ﬁltres, tant que celui-ci calcule une distribution de probabilités pour les paramètres
de fautes. En eﬀet, la méthode de détection développée utilise la covariance de
l'estimation pour calculer une probabilité de mode, et pour ensuite détecter la faute.
Ainsi, l'utilisation d'une méthode d'estimation déterministe, telle qu'un observateur,
n'est donc pas envisageable dans notre étude. Pour une meilleure précision, il est
possible d'utiliser un ﬁltre permettant de traiter les systèmes non linéaires. L'EKF
et l'ETSKF, version non linéaire du ﬁltre de Kalman et du TSKF, sont facilement
adaptables à la méthode FDD développée.
Par ailleurs, la méthode FDD doit être facilement transférable à un autre système
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complexe, c'est-à-dire qu'elle doit être facile à implémenter et simple à ajuster. Une
adaptation complète pour chaque application n'est pas acceptable d'un point de vue
industriel. Pour la méthode développée, il faut pour chaque système :
 déﬁnir les paramètres de fautes en fonction de l'observabilité du système ;
 régler le ﬁltre de Kalman, c'est-à-dire la matrices R en fonction des capteurs
disponibles, la matrice Q de façon à avoir un bon fonctionnement pour le
ﬁltre, ainsi que l'état initial x0|0 et P0|0 ;
 déﬁnir les signatures de fautes pour le système ;
 régler les seuils permettant de déﬁnir ces signatures de fautes.
Les adaptations à eﬀectuer pour un autre système complexe sont par consé-
quent assez peu nombreuses pour la méthode développée. Il est donc envisageable
de l'appliquer à un autre système.
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Résumé
C
e chapitre vise à valider notre méthode de détection et diagnostique de
fautes. Dans un premier temps, la méthode est validée en générant les
mesures à partir du modèle linéaire. Ces simulations permettent de valider la
méthode lorsque le modèle disponible du système est très représentatif de la
réalité, c'est-à-dire lorsqu'il y a peu d'incertitude. Dans un second temps, la
méthode est validée en générant les mesures à partir du modèle non linéaire.
Le but est d'évaluer la méthode face aux incertitudes de modèle.
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Avant d'implémenter le code sur le système réel, des simulations sont eﬀectuées
en utilisant le logiciel Matlab/Simulink pour tester la méthode. Aﬁn de générer des
mesures, le modèle de simulation développé sur Simulink est utilisé. Par la suite, les
courbes peuvent provenir de deux types de simulations : soit en ayant des mesures
générées par le modèle non linéaire, soit en ayant des mesures générées par le modèle
linéarisé autour d'un point de vol. Néanmoins, il est précisé dans chaque cas la nature
de la simulation.
6.1 Démonstration expérimentale de la pertinence du
modèle de fautes
Deux principaux résultats sont montrés ici :
 la non identiﬁabilité des biais b0 associés à des actionneurs redondants, c'est-
à-dire l'impossibilité de diﬀérencier les b0 ;
 l'identiﬁabilité partielle des facteurs d'échelle b1 associés à des actionneurs
redondants, c'est-à-dire la nécessité d'exciter le système pour rendre les b1
diﬀérentiable.
Les résultats montrés dans cette section ont été obtenus en utilisant le ﬁltre
TSKF et en générant les mesures à partir du modèle linéarisé.
6.1.1 Identiﬁabilité des paramètres b0 des actionneurs redondants
Il est possible d'observer la non identiﬁabilité des b0 des actionneurs redondants
lors d'une simulation. La simulation utilisée est la suivante : avec le modèle longi-
tudinal, l'élevon gauche tombe en panne au bout de 10s avec un biais de 0.2. Les
paramètres de faute b0 associés aux élevons sont alors comme montrés sur la Figure
6.1.
La valeur du biais de b20 est partagée, au niveau de l'estimation, sur les deux
paramètres b20 et b
3
0, ce qui est bien conforme avec le résultat obtenu avec le critère
de Kalman. De plus, la covariance reste élevée, ce qui traduit aussi un manque
d'observabilité. Ainsi, il n'est pas utile d'avoir plusieurs paramètres b0.
6.1.2 Identiﬁabilité des paramètres b1 des actionneurs redondants
Les paramètres b1 sont partiellement identiﬁables, il faut les exciter pour les
rendre identiﬁable. A partir d'une simulation, diﬀérentes méthodes peuvent mon-
trer cette indentiﬁabilité partielle. La simulation utilisée est la suivante : avec le
modèle longitudinal, l'élevon gauche tombe en panne au bout de 10s avec une perte
d'eﬃcacité de 80%. La Figure 6.2 montre l'estimation des paramètres b1 sans en-
voyer de signal excitant et la Figure 6.3 montre l'estimation des paramètres b1 en
envoyant le signal excitant.
Sans le signal excitant, la valeur du facteur d'échelle de b21 est partagée, au niveau
de l'estimation, sur les deux paramètres b21 et b
3
1, ce qui traduit bien l'inobservabilité
du système. De plus, la covariance reste élevée, ce qui traduit aussi un manque
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Figure 6.1  Paramètres de fautes b0 associés aux élevons
d'observabilité. A l'opposé, avec le signal excitant, l'estimation des paramètres b21 et
b31 est la bonne. De plus, la covariance est signiﬁcative réduite après la réouverture,
ce qui traduit une bonne observabilité.
L'observabilité peut aussi être traduite via le calcul du grammien. Le grammien
Wo(k0, k0 + s), avec s = 3 et k0 étant le temps à partir duquel le signal 3211 est
envoyé, vaut 4.1010. A contrario, sans le signal 3211, au même instant, le grammien
vaut 6.10−15.
6.2 Critères d'évaluation
6.2.1 Critère d'évaluation quantitative pour l'estimation
Dans un premier temps, il faut vériﬁer que le ﬁltre de Kalman est bien réglé. Pour
cela, la matrice de bruit Q doit être bien adaptée au problème. En statistique, la
règle des trois sigmas indique que pour une loi normale, la quasi-totalité (99, 73%)
des valeurs se situent dans un intervalle centré autour de la moyenne et dont les
bornes se situent à 3 écarts-types de part et d'autre. Ainsi, dans le cas du ﬁltre
de Kalman, il faut que l'erreur entre l'état réel et l'état estimé se situent dans les
bornes [−3√P , 3√P ]. Si le ﬁltre respecte cette condition, on dit qu'il est intègre.
Dans un second temps, il faut vériﬁer qu'une mauvaise initialisation de x0|0 et P0|0
n'a pas d'impact important sur le reste de la simulation et que le ﬁltre de Kalman
ﬁnit bien par converger.
Une fois, l'estimateur bien réglé, il est important d'évaluer sa précision quant à
l'estimation de l'état et des paramètres de fautes. Une façon courante de caractériser
la précision d'un estimateur consiste à calculer l'erreur quadratique moyenne, en
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Figure 6.2  Paramètres de fautes b1 associés aux élevons sans signal excitant
anglais Root Mean Squared Error (RMSE). La formule est la suivante :
RMSE =
√√√√ 1
N
N∑
i=1
(xi − x̂i)2 (6.1)
Où N correspond au nombre de valeurs recueillies au cours d'une simulation et
x correspond à un état ou à un paramètre de faute.
Il est nécessaire d'évaluer dans un premier temps la précision du ﬁltre dans le cas
nominal, c'est à dire sans panne capteur ou actionneur. Dans un second temps, il faut
évaluer la précision du ﬁltre en cas de panne. Dans ce cas, deux cas se distinguent ;
les pannes actionneurs et les pannes capteurs.
6.2.1.1 Critère d'évaluation en cas de pannes actionneurs
Les pannes actionneurs sont simulées grâce à l'équation mathématique suivante :
uf = B0 + (1−B1)u−B1u∗ (6.2)
Les paramètres de fautes estimés b̂0 et b̂1 correspondent aux paramètres B0
et B1 respectivement. Il est donc possible de calculer les erreurs d'estimation de
ces paramètres. Par ailleurs, il est important que le ﬁltre soit précis au niveau de
ces paramètres de faute, de façon à pouvoir les utiliser pour la reconﬁguration du
contrôleur.
Il faut aussi vériﬁer l'intégrité du ﬁltre. Lorsqu'une panne survient, le ﬁltre doit
estimer précisément les paramètres de fautes b0 et b1 de façon à retrouver un état
nominal, c'est-à-dire non biaisé. Ainsi, en cas de panne, l'erreur entre l'état réel et
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Figure 6.3  Paramètres de fautes b1 associés aux élevons avec le signal excitant
l'état estimé doit rester dans les bornes [−3√P , 3√P ], où P est la variance en cas
nominal.
6.2.1.2 Critère d'évaluation en cas de pannes capteurs
Les pannes capteurs sont simulées grâce à deux équations mathématiques. En
cas de blocage, l'équation est la suivante :
zf = C0 − z∗ (6.3)
Pour les autres types de pannes, l'équation est la suivante :
zf = C0 + (1− C1)(Cx)− C1z∗ + v (6.4)
L'estimation de la mesure dépend des paramètres suivant :
ẑ = ĉ0 + Cx̂ (6.5)
Comme on peut le constater en comparant les deux équations précédentes, le pa-
ramètres de faute estimé ĉ0 ne correspond pas aux paramètres C0 et C1. Ainsi, pour
les capteurs, il n'est pas possible de calculer le RMSE des paramètres estimés. Néan-
moins, l'erreur d'estimation de la mesure peut être calculée. Pour pouvoir évaluer
la précision du ﬁltre en cas de pannes capteurs, il est aussi nécessaire de comparer
l'état réel du système avec son estimation et de vériﬁer l'intégrité du ﬁltre.
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6.2.2 Critère d'évaluation quantitative pour la détection et l'iden-
tiﬁcation
La méthode FDD doit être performante et robuste. L'évaluation de la méthode
est basée sur un ensemble de déﬁnitions et d'équations présentées ci-dessous.
Les paramètres de temps ont les déﬁnitions suivantes :
 tfaute est l'instant où la faute apparaît.
 tde´tection est l'instant où la faute est détectée par la méthode FDD.
 TD est la durée nécessaire à la détection de la faute, c'est-à-dire le temps
entre l'instant d'apparition et l'instant de détection, TD = tde´tection − tfaute.
Avec ces déﬁnitions, l'évaluation quantitative est déﬁnie à partir des quatre cri-
tères suivants :
1. La performance du temps de détection déﬁnie par le temps nécessaire à la
détection de la faute TD.
2. Le taux de fausse alarme (FA), déﬁnie par le ratio entre le nombre de cas de
fausse alarme nFA et le nombre total de simulations Monte Carlo nMC pour
lesquelles il n'y a pas de faute :
FA% =
nFA
nMC
100 (6.6)
3. Le taux de non détection, en anglais Missed Detection rate (MD), déﬁnie
par le ratio entre le nombre de non détection nMD et le nombre total de
simulations Monte Carlo nMC :
MD% =
nMD
nMC
100 (6.7)
4. Le taux de mauvaise identiﬁcation (MI), déﬁnie par le ratio entre le nombre
de mauvaise identiﬁcation nMI et le nombre total de simulations Monte Carlo
nMC :
MI% =
nMI
nMC
100 (6.8)
5. Le temps d'exécution (en µs), c'est-à-dire le coût de fonctionnement d'une
méthode FDD dans un environnement temps-réel.
Remarque 6.1
Concernant la détection, on suppose qu'une panne est détectée et identiﬁée
lorsque que la probabilité du mode associée est supérieure à 0.5.
6.3 Validation sur mesures générées à partir du modèle
linéaire
Le but de cette section est d'évaluer la méthode lorsque le modèle du système
disponible est très proche de la réalité. En générant les mesures à partir du modèle
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linéaire, on se place dans un cas où le modèle est parfaitement connu. L'incertitude
provient uniquement du bruit des capteurs. Le modèle utilisé a été linéarisé pour
une trajectoire de descente, c'est-à-dire pour une vitesse air de 20m/s et une pente
de −3◦. Les matrices A, B et C utilisées sont déﬁnies dans l'Annexe A
6.3.1 Cas où l'on considère uniquement les pannes actionneurs
Dans le cas où l'on considère uniquement les pannes actionneurs, le tableau des
signatures de fautes est considérablement simpliﬁé comme montré sur le Tableau
6.1.
Signature
Composant rp rq rr rasx rasy rasz rzB rφ rθ rψ rα rβ
Moteur 0 0 0 1 0 0 0 0 0 0 0 0
Elevons 0 1 0 0 0 1 0 0 0 0 0 0
Elevons 1 1 0 0 0 0 0 0 0 0 0 0
Tableau 6.1  Signatures de fautes actionneurs pour les actionneurs
Le moteur a donc une signature unique, la panne du capteur asx n'étant plus
considérée. De plus, les fautes considérées pour les actionneurs sont des pannes
soudaines, qui vont par conséquent être observées rapidement par les résidus. Ainsi
lorsque l'on considère uniquement les pannes actionneurs, l'algorithme CUSUM n'est
pas utilisé et un seuil unique est utilisé. Ainsi dans le Tableau 6.1, la valeur 1 pour
une signature signiﬁe que l'expression suivante est vraie :
rik+1 > t(i, 0) (6.9)
6.3.1.1 Comportement en mode nominal
Pour valider le ﬁltre en cas de pannes, diﬀérents scénarios de pannes sont testés.
Pour chaque type de panne, par exemple une perte d'eﬃcacité actionneur, 500 (ou
100) simulations sont réalisées avec une séquence de bruits sur les capteurs diﬀérente
pour chaque simulation. Pour avoir une base de comparaison, 500 simulations sont
réalisées en mode nominal avec 500 séquences de bruits sur les capteurs et cela pour
chaque ﬁltre : le TSKF, l'AKF et l'AKF séquentiel.
Ces simulations permettent d'évaluer le taux de FA. Quel que soit le ﬁltre utilisé,
sur les 500 simulations, il n'y a pas de fausse alarme, ainsi le taux est nul, FA% = 0.
De plus, le ﬁltre est intègre pour l'ensemble des simulations. Le ﬁltre donne donc de
bons résultats dans le mode nominal.
6.3.1.2 Intérêt des contraintes sur les paramètres b1 pour l'estimation
Le but de cette section est de montrer l'intérêt de contraindre les paramètres
de fautes b1 entre 0 et 1. Les résultats montrés lors de cette section proviennent de
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simulations réalisées avec le ﬁltre adaptatif TSKF prenant en compte les contraintes
sur b11 et le ﬁltre adaptatif TSKF sans prise en compte les contraintes. Pour plus
de visibilité sur les courbes, la comparaison entre le ﬁltre contraint et le ﬁltre non
contraint est réalisée pour 100 simulations pour chaque type de panne.
Remarque 6.2
Les résultats provenant des simulations utilisant le ﬁltre adaptatif AKF contraint
et non contraint sont semblables à ceux montrés lors de cette section.
Le scénario suivant est utilisé : lors d'un atterrissage une panne permanente
survient sur un actionneur à 10s ; la simulation se termine au bout de 100s. La
panne peut être un biais, une perte d'eﬃcacité ou un blocage. Les ﬁgures suivantes
montrent l'erreur RMSE calculé après l'apparition de la faute, en régime établi,
c'est-à-dire une seconde après l'apparition de la faute, de 11s à 100s.
Lors des simulations, il y aura diﬀérents cas possibles :
 les cas de non détections MD ;
 les cas de détections pour lesquels il n'y a pas eu de réouverture de la cova-
riance DssRC et
 les cas de détections pour lesquels il y a eu une réouverture de la covariance
DacRC .
Simulations de pannes élevon 1 :
Les Figures 6.4 et 6.5 montrent les erreurs d'estimation des paramètres de fautes
associés aux élevons, c'est-à-dire b20, b
3
0, b
2
1, b
3
1, b
4
1 et b
5
1, en cas de perte d'eﬃcacité
de l'élevon 1.
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Figure 6.4  Erreur d'estimation en cas de perte d'eﬃcacité élevon 1 sur 100 simu-
lations
Les erreurs d'estimation sur b20 et b
3
0 sont très faibles ; inférieures à 0.005 pour b
2
0
et inférieures à 0.0035 pour b30. On remarque néanmoins des erreurs plus importantes
pour de petites pertes d'eﬃcacité (inférieures à 13.5%). De plus, pour ces paramètres
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Figure 6.5  Erreur d'estimation en cas de perte d'eﬃcacité élevon 1 sur 100 simu-
lations
la diﬀérence entre le ﬁltre contraint et non contraint est très faible. Les erreurs
d'estimations sur les paramètres b21, b
3
1, b
4
1 et b
5
1 sont légèrement plus élevées. Pour
les paramètres b41 et b
5
1, les erreurs sont plus importantes avec le ﬁltre ne prenant pas
en compte les contraintes, entre 0 et 0.08 pour b41 et entre 0 et 0.07 pour b
5
1. Alors que
pour le ﬁltre contraint, les erreurs valent entre 0 et 0.008 pour b41 et entre 0 et 0.01
pour b51. Pour le paramètre b
3
1, l'erreur est aussi légèrement supérieure avec le ﬁltre
non contraint mais reste inférieure à 0.04. Finalement, pour le paramètre b21 associé
à l'élevon 1 en panne, l'erreur est plus importante pour des petites pertes d'eﬃcacité
(inférieures à 13.5%). Entre 0% et 13.5%, l'erreur augmente de façon linéaire avec la
perte d'eﬃcacité. Ces simulations correspondent à des détections sans réouverture
de la covariance. Pour les autres simulations, l'erreur sur b21 est faible (inférieures à
0.08 pour le ﬁltre non contraint et inférieures à 0.06 pour le ﬁltre contraint).
Concernant la détection, il y a plusieurs cas. Pour 14 simulations pour lesquelles
on a des faibles pertes d'eﬃcacité, il y a, que ce soit avec le ﬁltre contraint ou avec
le ﬁltre non contraint :
 quatre MD (pour des pertes d'eﬃcacité entre 0.8% et 1.9%) pour lesquelles
il n'y a pas eu de réouverture de la covariance
 dix détections sans réouverture de la covariance (pour des pertes d'eﬃcacité
entre 3.3% et 13.5%).
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Dans le premier cas, les MD sont trop faibles pour être détectées. Dans le second
cas, les valeurs des paramètres de fautes dévient légèrement de zéro en gardant
une covariance faible, d'où la détection malgré de mauvaises valeurs d'estimation.
Malgré tout, ces 14 simulations correspondent à des très faibles pertes d'eﬃcacité
qui auront par conséquent un très faible impact sur le comportement du drone.
Les 86 autres simulations correspondent à des détections après réouverture de
la covariance. La Figure 6.6 montre le temps de détection en fonction de la perte
d'eﬃcacité. Les temps de détection sont semblables avec les deux ﬁltres, le contraint
et le non contraint.
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Figure 6.6  Temps de détection en cas de perte d'eﬃcacité élevon 1 sur 96 simu-
lations
Le temps de détection est inférieur à 0.5s entre 0% et 13% de perte d'eﬃcacité.
Ces temps de détection correspondent au cas où la covariance n'est pas réouverte.
Malgré la non réouverture, l'estimation des paramètres de fautes dévient légèrement
de zéro, en gardant une covariance assez faible et par conséquent en étant plutôt
conﬁant concernant la valeur. La détection d'une panne dépend de la valeur de
l'estimation du paramètre de fautes mais aussi de la conﬁance que l'on associe à
cette valeur. Ainsi, dans le cas où la covariance n'est pas réouverte à cause d'une
faible perte d'eﬃcacité, la panne est détectée, malgré une faible valeur de l'estimation
du paramètre de fautes, mais grâce à une valeur assez faible de la covariance. Après
13% de perte d'eﬃcacité, la covariance est réouverte. Ainsi entre 13% et 25% de
perte d'eﬃcacité, la valeur de l'estimation du paramètre de fautes est assez faible
et la covariance est élevée à cause de la réouverture. Ainsi la détection est assez
tardive, le temps que la covariance diminue suﬃsamment pour détecter la panne.
Après 25% de perte d'eﬃcacité, la valeur de l'estimation du paramètre de fautes est
suﬃsamment grande pour pouvoir détecter rapidement (TD ≤ 2s) la panne malgré
une covariance assez grande. Après 30% de perte d'eﬃcacité, le temps de détection
est inférieur à 0.5s.
Les Figures 6.7 et 6.8 montrent les erreurs d'estimation des paramètres de fautes
associés aux élevons en cas de blocage de l'élevon 1.
Les erreurs d'estimation sur b20 et b
3
0 sont faibles. Excepté cinq simulations, les
erreurs sont inférieures à 0.005 pour b20 et inférieur à 0.004 pour b
3
0. De plus, la
diﬀérence entre le ﬁltre contraint et non contraint est très faible. Les erreurs d'es-
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Figure 6.7  Erreur d'estimation en cas de blocage élevon 1 sur 100 simulations
timations sur les paramètres b21, b
3
1, b
4
1 et b
5
1 sont légèrement plus élevées. Pour les
paramètres b41 et b
5
1, les erreurs sont plus importantes avec le ﬁltre ne prenant pas
en compte les contraintes, entre 0 et 0.12 pour b41 et entre 0 et 0.09 pour b
5
1. Alors
que pour le ﬁltre contraint, les erreurs valent entre 0 et 0.012 pour b41 et entre 0 et
0.017 pour b51. Pour le paramètre b
3
1, l'erreur est aussi légèrement supérieure avec le
ﬁltre non contraint mais reste inférieure à 0.07 pour 99 simulations. Pour le ﬁltre
contraint, l'erreur est inférieure à 0.05 pour 98 simulations. Finalement, pour le
paramètre b21 associé à l'élevon 1 en panne, l'erreur est plus importante pour des
blocages proches de la valeur d'équilibre. Excepté les simulations pour lesquelles le
blocage est proche de la valeur d'équilibre, l'erreur sur b21 est faible (inférieures à
0.11 pour le ﬁltre non contraint et inférieures à 0.06 pour le ﬁltre contraint).
Pour les simulations ayant des erreurs plus importantes, quatre correspondent
à des valeurs de blocage proche de la valeur d'équilibre ( 0.1326, 0.1361, 0.1058 et
0.1107 pour une valeur d'équilibre de 0.125). Les deux autres simulations, qui ont
une valeur de blocage de −0.3387 et −0.3363, ont une erreur plus importante à
cause d'une période de transition plus longue, c'est-à-dire que le ﬁltre met plus de
temps à converger vers les bonnes valeurs.
La covariance est réouverte pour l'ensemble des simulations et il n'y a pas de
MD que ce soit avec ou sans contrainte. Cependant, avec le ﬁltre contraint, il y a
2 détections tardives (TD = [33.52 28.32]), et avec le ﬁltre non contraint, il y a
une détection tardive (TD = 28.42). Ces détections tardives interviennent pour des
valeurs de blocage proches de celle de l'équilibre. La Figure 6.9 montre le temps de
détection des autres simulations en fonction du blocage.
Le temps de détection est très rapide pour toutes les simulations. Il reste néan-
moins plus long lorsque l'on se rapproche d'un blocage autour de la valeur de trim.
Les Figures 6.10 et 6.11 montrent les erreurs d'estimation des paramètres de
fautes associés aux élevons en cas de biais sur l'élevon 1.
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Figure 6.8  Erreur d'estimation en cas de blocage élevon 1 sur 100 simulations
Les erreurs d'estimation sur b20 et b
3
0 sont faibles, inférieures à 0.0015 pour b
2
0
et inférieur à 0.0011 pour b30. De plus, la diﬀérence entre le ﬁltre contraint et non
contraint est très faible. Les erreurs d'estimations sur les paramètres b21, b
3
1, b
4
1 et
b51 sont légèrement plus élevées. Les erreurs sont plus importantes avec le ﬁltre ne
prenant pas en compte les contraintes, entre 0 et 0.1 pour b21, entre 0 et 0.06 pour b
3
1,
entre 0 et 0.15 pour b41 et entre 0 et 0.11 pour b
5
1. Alors que pour le ﬁltre contraint,
les erreurs valent entre 0 et 0.014 pour b21, entre 0 et 0.012 pour b
3
1, entre 0 et 0.014
pour b41 et entre 0 et 0.008 pour b
5
1.
Concernant la détection, il n'y a pas de MD que ce soit avec le ﬁltre contraint
ou avec le ﬁltre non contraint. Cependant, la covariance n'est pas réouverte pour 4
simulations qui correspondent à des biais très faibles et qui auront, par conséquent,
peu d'eﬀet sur le comportement du drone. La covariance est réouverte pour les 96
simulations restantes. La Figure 6.12 montre le temps de détection en fonction du
biais.
Le temps de détection est très rapide pour l'ensemble des simulations, excepté
pour une simulation avec le ﬁltre contraint pour un biais très faible (TD = 74.44s)
qui n'apparaît pas sur la Figure 6.12. Le temps de détection est plus long lorsque l'on
se rapproche d'un biais proche de zéro. De plus, pour les biais entre ±0.2, le temps
de détection avec le ﬁltre non contraint est plus rapide qu'avec le ﬁltre contraint.
Pour des biais supérieurs à ±0.2, le temps de détection est inférieur à 0.06s.
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Figure 6.9  Temps de détection en cas de blocage élevon 1 sur 99 simulations avec
le ﬁltre non contraint et sur 98 simulations avec le ﬁltre contraint
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Figure 6.10  Erreur d'estimation en cas de biais élevon 1 sur 100 simulations
Contrairement aux pannes moteur (cf. Annexe H), des pannes élevons peuvent
entraîner une réouverture inappropriée de la covariance des paramètres de fautes
associés au moteur. La Figure 6.13 montre les erreurs d'estimation des paramètres
de fautes associés au moteur en cas de blocage de l'élevon 1.
Avec le ﬁltre contraint, il y a 29 réouvertures inappropriées. Les erreurs d'es-
timation des paramètres de fautes associés au moteur sont alors plus importantes
mais elles restent assez faibles, inférieures à 0.004 pour b10 et inférieures à 0.012 pour
b11. Avec le ﬁltre non contraint, il y a 41 réouvertures inappropriées et les erreurs
d'estimation deviennent beaucoup plus importantes, inférieures à 0.05 pour b10 et
inférieures à 0.18 pour b11.
Les ﬁgures montrant les erreurs d'estimation des paramètres de fautes associés
au moteur en cas de biais et en cas de perte d'eﬃcacité sur l'élevon 1 sont montrées
en Annexe H. Quel que soit la panne élevon, si il y a une réouverture inappropriée sur
les paramètres de fautes du moteur, le ﬁltre contraint permet d'avoir une meilleure
précision.
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Figure 6.11  Erreur d'estimation en cas de biais élevon 1 sur 100 simulations
Remarque 6.3
Les courbes pour les pannes des autres élevons sont semblables à celle montrées
pour l'élevon 1.
Simulations de pannes moteur :
Les courbes et les explications de la comparaison entre le ﬁltre TSKF non
contraint et contraint en cas de panne moteur sont présentées en Annexe H. De
façon générale, les deux ﬁltres donnent des résultats à peu près similaires. Le ﬁltre
TSKF contraint donne néanmoins de meilleurs résultats pour des faibles pannes,
c'est-à-dire pour des faibles pertes d'eﬃcacité, pour des blocages proches de la va-
leur d'équilibre et pour des faibles biais. Cependant, le temps de détection est légè-
rement plus rapide avec le ﬁltre non contraint. Les simulations fournissent donc des
résultats similaires à ceux obtenus en cas de pannes de l'élevon 1.
Conclusion
Concernant la détection, il est important de noter que pour l'ensemble des si-
mulations, il n'y a pas eu une seule MI. En eﬀet, en cas de pannes moteur, une
panne élevon n'a jamais été identiﬁé et inversement. Ainsi, le taux de MI est nul,
MI% = 0. Le nombre de MD est faible, il y 20 MD pour le ﬁltre contraint et 11
MD pour le ﬁltre non contraint. De plus, les MD correspondent à des fautes très
faibles et qui auront par conséquent un très faible impact sur le comportement du
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Figure 6.12  Temps de détection en cas de biais élevon 1 sur 100 simulations
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Figure 6.13  Erreur d'estimation en cas de blocage élevon 1 sur 100 simulations
drone. Parmi les pannes assez faibles, il y a quelques détections tardives, c'est-à-dire
supérieures à 5s. Il y a 12 détections tardives pour le ﬁltre contraint et 22 détections
tardives pour le ﬁltre non contraint. Ces détections tardives ne sont pas satisfai-
santes. Ainsi, pour les résultats non satisfaisants, c'est-à-dire pour les MD et les
détections tardives (> 5s), le taux est semblable pour les deux ﬁltres. Néanmoins,
ces résultats étant obtenus pour des faibles pannes, ils n'auront pas un eﬀet néfaste
pour le drone. Les autres simulations correspondent à des détections rapides. Le
ﬁltre non contraint est légèrement plus rapide au niveau de la détection mais les
résultats avec le ﬁltre contraint sont proches et tout à fait satisfaisants.
Concernant l'estimation, le ﬁltre est plus précis avec les contraintes sur b1, que ce
soit pour les pannes moteur ou les pannes élevons. De plus, il est important d'avoir
une bonne précision au niveau des paramètres de fautes actionneurs dans le but de
pouvoir les utiliser pour compenser les fautes au niveau du système de commande.
Ainsi, par la suite, le ﬁltre utilisé prendra en compte les contraintes sur b11.
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ce qu'il faut retenir
L'application de contraintes sur le paramètre de faute b1 permet d'avoir une
meilleure précision de l'estimation au niveau des paramètres de fautes et no-
tamment en cas de pannes sur un actionneur redondant. En eﬀet, la contrainte
sur b1 permet de limiter le nombre de combinaisons linéaires possibles.
6.3.1.3 Comparaison entre les diﬀérents ﬁltres contraints
Avec la méthode développée, il est possible d'utiliser les ﬁltres AKF et TSKF
classiques, mais aussi le ﬁltre AKF séquentiel. Les simulations réalisées à la Section
précédente 6.3.1.2 avec le ﬁltre TSKF contraint ont aussi été réalisées pour le ﬁltre
AKF contraint et pour le ﬁltre AKF contraint séquentiel. Les résultats obtenus au
niveau de la précision du ﬁltre sont semblables pour les trois ﬁltres.
Concernant les taux de détection, 7500 simulations ont été lancées pour les cal-
culer. Ces taux ont été calculés en réalisant pour chaque actionneur :
 500 simulations en cas de perte d'eﬃcacité comprise entre 0% et 100% ;
 500 simulation en cas de blocage compris entre u et u ;
 500 simulation en cas de biais compris entre u∗ − u et u∗ − u.
Le Tableau 6.2 montre les taux de détections pour les trois ﬁltres.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈
]0.5, 1]s (%)
TD ≤
0.5s (%)
Filtre
TSKF
1.67% 2.55% 3.13% 3.89% 88.76%
Filtre
AKF
1.73% 2.81% 4.4% 5% 86.06%
Filtre
AKF sé-
quentiel
1.53% 1.23% 4.41% 5.29% 87.54%
Tableau 6.2  Récapitulatif des détections
Les taux de détection sont semblables. Par ailleurs, pour chaque ﬁltre, le taux
de mauvaise identiﬁcation est nul.
Cependant, l'intégrité du ﬁltre n'est pas respectée pour certains cas. En cas de
pannes moteur, l'intégrité est toujours respectée. Pour les ﬁltres AKF et TSKF, les
cas suivants ne respectent pas l'intégrité du ﬁltre : les blocages proches de la valeur
d'équilibre pour les élevons 1 et 3. L'intégrité n'est pas respecté sur les états w, p, q
et δe. La Figure 6.14 montre les erreurs RMSE sur ces états en fonction de la perte
d'eﬃcacité sur l'élevon 3.
Les simulations pour lesquelles le seuil 3σ est dépassé ne sont pas intègres. Ces
simulations correspondent à des cas de blocage très proche de la valeur d'équilibre.
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Figure 6.14  Erreurs RMSE sur l'état en cas de blocage sur l'élevon3
Pour le ﬁltre AKF séquentiel, les cas suivants ne respectent pas l'intégrité du
ﬁltre : les faibles pertes d'eﬃcacité, entre 10% et 20%, pour l'élevon 2 et 4. L'intégrité
n'est pas respecté sur les états u, w, p, q, δe et δa. La Figure 6.15 montre les erreurs
RMSE sur ces états en fonction de la perte d'eﬃcacité sur l'élevon 4.
Les simulations pour lesquelles le seuil 3σ est dépassé ne sont pas intègres. Ces
simulations correspondent à des cas où la covariance n'est pas réouverte, pour des
pertes d'eﬃcacité comprises entre 10% et 20%. Comme la covariance n'est pas ré-
ouverte, les paramètres de faute ainsi que l'état vont chercher à compenser l'erreur
dû à la panne, d'où l'apparition d'un faible biais au niveau de l'état.
ce qu'il faut retenir
Quel que soit le ﬁltre utilisé, le taux de FA et le taux de MI sont nuls. De
plus, le taux de MD est faible, entre 1% et 2% et correspond à des pannes
de faibles amplitudes et la plupart des détections sont très rapides.
6.3.1.4 Inﬂuence du choix de Q
Dans cette section, les simulations ont été réalisées avec le ﬁltre AKF contraint.
Le but est de voir l'inﬂuence des matrices Qx et Qb sur la précision du ﬁltre ainsi
que sur le taux de détection.
Inﬂuence de la matrice Qx :
Deux types de simulations ont été lancés :
 100 simulations avec Qx = 2× 10−8In et Qb = 2× 10−10Inb et
 100 simulations avec Qx = 2× 10−6In et Qb = 2× 10−10Inb .
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Figure 6.15  Erreurs RMSE sur l'état en cas de perte d'eﬃcacité sur l'élevon4
Le Tableau 6.3 montre les taux de détection en cas de pannes du moteur et en
cas de pannes de l'élevon 1, en fonction de la matrice de bruit Qx.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈
]0.5, 1]s (%)
TD ≤
0.5s (%)
Moteur Qx =
2× 10−8
5.67% 0% 6.33% 8% 80%
Moteur Qx =
2× 10−6
9.33% 7% 10.33% 12.33% 61%
Élevon1 Qx =
2× 10−8
1% 3.33% 3% 2% 90.67%
Élevon1 Qx =
2× 10−6
2.33% 1.33% 5% 5% 86.33%
Tableau 6.3  Taux de détections pour diﬀérentes matrices Qx
Lorsque l'on a moins conﬁance dans le modèle, le temps de détection est plus
lent et il y a plus de MD notamment en cas de pannes moteur. Malgré tout, les
MD et les détections tardives correspondent à des pannes faibles, tels que de petites
pertes d'eﬃcacité ou de petits biais. De plus, le taux de mauvaise identiﬁcation reste
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nul lorsque l'on a moins conﬁance dans le modèle.
Concernant la précision de l'estimation, les erreurs RMSE sur les paramètres
de fautes associés au moteur b10 et b
1
1 sont plus élevées en cas de perte d'eﬃcacité
moteur et en cas de blocage moteur comme montrées sur la Figure 6.16. Pour les
autres types de pannes, les erreurs sont semblables.
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Figure 6.16  Comparaison de l'erreur avec Qx = 2e−8 et Qx = 2e−6
Il est aussi important de noter qu'il n'y a pas de réouvertures inappropriées de
la covariance lorsque Qx = 2 × 10−6 alors qu'il y en a lorsque Qx = 2 × 10−8 (cf.
Section 6.3.1.2).
Concernant l'intégrité, le ﬁltre avec Qx = 2 × 10−6 est intègre pour l'ensemble
des simulations.
Inﬂuence de la matrice Qb :
Deux types de simulations ont été lancés :
 100 simulations avec Qx = 2× 10−8In et Qb = 2× 10−10Inb et
 100 simulations avec Qx = 2× 10−8In et Qb = 2× 10−8Inb .
Le Tableau 6.4 montre les taux de détection en cas de pannes du moteur et en
cas de pannes de l'élevon 1, en fonction de la matrice de bruit Qb.
Lorsque l'on a moins conﬁance dans les paramètres de faute, le temps de dé-
tection est légèrement plus lent et il y a plus de MD. Malgré tout, les MD et les
détections tardives correspondent à des pannes faibles, tels que de petites pertes
d'eﬃcacité ou de petits biais. De plus, le taux de mauvaise identiﬁcation reste nul
lorsque l'on a moins conﬁance dans le modèle.
Concernant la précision de l'estimation, les erreurs RMSE sur l'ensemble des
paramètres de fautes sont légèrement plus élevées. En eﬀet, celle-ci sont plus bruitées.
La valeur de Qb ne change pas l'intégrité. L'intégrité n'est pas respectée pour
des blocages proches de la valeur d'équilibre.
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MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈
]0.5, 1]s (%)
TD ≤
0.5s (%)
Moteur Qb =
2× 10−10
5.67% 0% 6.33% 8% 80%
Moteur Qb =
2× 10−8
8% 0.33% 3.33% 7% 81.33%
Élevon1 Qb =
2× 10−10
1% 3.33% 3% 2% 90.67%
Élevon1 Qb =
2× 10−8
5.33% 2.67% 5% 3% 84%
Tableau 6.4  Taux de détections pour diﬀérentes matrices Qb
ce qu'il faut retenir
Une matrice de bruit Qx plus élevée, c'est-à-dire avec plus d'incertitudes,
entraîne une détérioration de la précision de l'estimation et une augmentation
du temps de détection.
6.3.1.5 Cas des pannes intermittentes
Cas d'une panne intermittente de 10s :
Sur 100 simulations de pannes de types pertes d'eﬃcacité du moteur, il y a une
FA, c'est à dire que la panne est détectée de façon permanente. En eﬀet, pour
cette simulation, les estimations des paramètres de fautes b10 et b
1
1 sont mauvaises
au cours de la simulation, b10 converge vers 0.2162 et b
1
1 converge vers 0.776. Or, ces
fausses estimations permettent d'obtenir une commande équivalente à la commande
d'équilibre, par conséquent le drone n'est pas impacté par cette mauvaise estimation.
Parmi les 99 autres simulations, il y a 12MD et 87 détections temporaires. Le temps
de détection du retour au mode nominal est plus long pour des pertes d'eﬃcacité
supérieures à 60%, comme montrée sur la Figure 6.17. En eﬀet, lorsque le moteur
est en perte d'eﬃcacité d'une valeur supérieure à 60%, la commande du moteur
est en saturation pour pouvoir compenser la panne. Lorsque l'actionneur redevient
fonctionnel, la commande reste en saturation le temps que le drone rattrape la
trajectoire, ainsi il est diﬃcile de détecter un retour au mode nominal à ce moment
là. Par conséquent, plus la perte d'eﬃcacité est importante, plus le drone s'éloigne de
la trajectoire, plus la commande reste en saturation le temps que le drone rattrape
la trajectoire, plus le temps de détection du retour au mode nominal est long.
Sur les 100 simulations de pannes de types blocage du moteur, il y a 100 détec-
tions temporaires. De façon similaire aux pertes d'eﬃcacité moteur, la saturation de
la commande rend le temps de détection du retour au mode nominal plus long. Plus
la commande se bloque à une valeur loin de la valeur d'équilibre, plus le temps de
détection du retour au mode nominal est long, comme montrée sur la Figure 6.17.
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Figure 6.17  Temps de détection en cas de panne intermittente de 10s
Sur les 100 simulations de pannes de types biais sur moteur, il y a 4 MD et
96 détections temporaires. Le temps de détection du retour au mode nominal est
légèrement plus long que le temps de détection de la panne mais reste inférieur à 1s
pour 95% des cas.
Pour les pannes élevons, le temps de détection du retour au mode nominal est
semblable au temps de détection de la panne. La Figure 6.18 montre le temps de
détection en cas de panne intermittente sur l'élevon 1.
Cas général d'une panne intermittente de durée variable :
Les résultats sont similaires pour des pannes intermittentes de temps diﬀérents.
Néanmoins, plus la panne intermittente est courte, moins il y aura de détection.
En eﬀet, les pannes intermittentes de Xs sont détectées uniquement si la panne est
détectée en moins de Xs.
ce qu'il faut retenir
Un retour à la normal après une panne est géré de la même façon qu'une
panne. Ainsi, une panne intermittente peut être traitée par la méthode FDD.
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Figure 6.18  Temps de détection en cas de panne intermittente de 10s
6.3.2 Cas où l'on considère uniquement les pannes capteurs
Dans le cas où l'on considère uniquement les pannes capteurs, le tableau des
signatures de fautes est simpliﬁé comme montré sur le Tableau 6.5.
Le capteur asx a donc une signature unique, la panne moteur n'étant plus consi-
dérée. De plus, contrairement aux actionneurs, les dérives sont des pannes courantes
sur les capteurs. Ainsi, l'algorithme CUSUM est pris en compte lors des simulations
suivantes.
6.3.2.1 Comportement en mode nominal
500 simulations sont réalisées en mode nominal avec 500 séquences de bruits sur
les capteurs et cela pour chaque ﬁltre : l'AKF et l'AKF séquentiel.
Ces simulations permettent d'évaluer le taux de FA. Quel que soit le ﬁltre utilisé,
sur les 500 simulations, il n'y a pas de fausse alarme, ainsi le taux est nul, FA% = 0.
Néanmoins il y a 36 réouvertures inappropriées de la covariance des paramètres de
fautes associés aux capteurs pour le ﬁltre AKF et 32 réouvertures pour le ﬁltre
séquentiel. Le Tableau 6.6 montre le nombre de réouverture inappropriées associée
à chaque paramètre de faute c0. Il faut noter qu'il n'y a pas de réouverture de la
covariance pour les paramètres de faute associés aux capteurs r et zB.
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Signature
Composant rp rq rr rasx rasy rasz rzB rφ rθ rψ rα rβ
IMU p 1 0 0 0 0 0 0 0 0 0 0 0
IMU q 0 1 0 0 0 0 0 0 0 0 0 0
IMU r 0 0 1 0 0 0 0 0 0 0 0 0
IMU asx 0 0 0 1 0 0 0 0 0 0 0 0
IMU asy 0 0 0 0 1 0 0 0 0 0 0 0
IMU asz 0 0 0 0 0 1 0 0 0 0 0 0
Baromètre zB 0 0 0 0 0 0 1 0 0 0 0 0
Inclinomètre φ 0 0 0 0 0 0 0 1 0 0 0 0
Inclinomètre θ 0 0 0 0 0 0 0 0 1 0 0 0
Inclinomètre ψ 0 0 0 0 0 0 0 0 0 1 0 0
Capteur α 0 0 0 0 0 0 0 0 0 0 1 0
Capteur β 0 0 0 0 0 0 0 0 0 0 0 1
Tableau 6.5  Signatures de fautes pour les capteurs
Composant p q r asx asy asz ψ φ θ α β zB
AKF 3 7 0 1 3 4 4 2 2 6 4 0
AKFsq 3 6 0 1 3 4 3 1 3 5 3 0
Tableau 6.6  Nombres de réouverture inappropriées de la covariance des paramètres
de fautes c0
De plus, le ﬁltre est intègre pour l'ensemble des simulations. Le ﬁltre donne donc
de bons résultats dans le mode nominal.
6.3.2.2 Analyse des résultats en utilisant le ﬁltre AKF
Le scénario suivant est utilisé : lors d'un atterrissage, une panne permanente
survient sur un capteur à 10s ; la simulation se termine au bout de 100s. La panne
peut être un biais, une perte d'eﬃcacité, un blocage ou une dérive. Le ﬁltre utilisé
lors de cette section est le ﬁltre AKF avec Qx = 2 × 10−8In et Qb = 2 × 10−10Inb .
Les ﬁgures suivantes montrent l'erreur RMSE calculé après l'apparition de la faute,
en régime établi, c'est-à-dire une seconde après l'apparition de la faute, de 11s à
100s.
Simulations de perte d'eﬃcacité :
Bien que l'on souhaite traiter les cas de pertes d'eﬃcacité pour l'ensemble des
capteurs, il est diﬃcile pour certains capteurs de détecter la panne. En eﬀet, le
modèle du drone a été linéarisé pour une certaine valeur d'équilibre, pour laquelle
certaines valeurs des mesures à l'équilibre sont nulles. Dans le cas où la mesure
à l'équilibre est nulle, l'équation mathématique permettant de simuler les pertes
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d'eﬃcacité capteurs (cf. Section 6.2.1.2) devient :
zf = Cx− c1Cx+ v (6.10)
L'estimation ĉ0 est donc équivalente à un bruit centré en zéro (−c1Cx+v). Avec
la méthode de détection développée, il est diﬃcile de détecter une panne sur un bruit
centré en zéro. En eﬀet, une panne est détectée lorsque la valeur du paramètre de
faute s'éloigne de zéro. Avec un bruit centré en zéro, la valeur de ĉ0 restera proche
de zéro, en oscillant autour de zéro. Ainsi, en fonction de la valeur de ĉ0, la panne
va être détectée de façon intermittente, comme montré sur la Figure 6.19.
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Figure 6.19  État de croyance en cas de perte d'eﬃcacité de 79% au niveau du
capteur q
Ainsi, il est diﬃcile de détecter une perte d'eﬃcacité sur une mesure qui est très
proche de zéro. C'est le cas pour les mesures suivantes : les mesures des vitesses
angulaires p, q et r, la mesure de l'accélération spéciﬁque latérale asy, et les mesures
des angles ψ, φ et β. Malgré la diﬃculté de détection, l'intégrité du ﬁltre est respectée
sur les mesures. L'intégrité est aussi respectée sur l'état excepté en cas de panne sur
φ et sur r. En cas de perte d'eﬃcacité sur φ, l'intégrité de l'état φ n'est pas toujours
respectée (pour 4 simulations). En cas de perte d'eﬃcacité sur r, l'intégrité de l'état
v et r n'est pas toujours respectée pour des pertes d'eﬃcacité supérieures à 60%. De
plus, sur 100 simulations de perte d'eﬃcacité de φ, il y a uneMI temporaire de asy.
Malgré tout, l'intégrité sur les mesures étant respectée, l'estimation est suﬃsamment
précise pour avoir un bon comportement au niveau de la trajectoire du drone.
Pour les capteurs ayant une valeur d'équilibre diﬀérente de zéro, il est plus facile
de détecter les pertes d'eﬃcacités. Les mesures concernés sont : les mesures de
l'accélération spéciﬁque horizontale et verticale asx et asz, les mesures des angles
θ et α et la mesure de la position verticale zB. Pour ces simulations, l'intégrité du
ﬁltre est toujours respectée sur les mesures. L'intégrité de l'état n'est pas toujours
respectée. En cas de perte d'eﬃcacité sur asx, l'intégrité des états u, z et E n'est pas
toujours respectée. En cas de perte d'eﬃcacité sur zB, l'intégrité de l'état z n'est
pas respectée pour des faibles pertes d'eﬃcacité. La Figure 6.20 montre les erreurs
d'estimation sur les états u, z et E en cas de perte d'eﬃcacité du capteur asx. Bien
que l'intégrité ne soit pas respectée, les erreurs au niveau de ces états sont faibles.
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Figure 6.20  Erreur d'estimation en cas de perte d'eﬃcacité sur asx sur 100
simulations
Concernant la détection, le Tableau 6.7 récapitule les taux de détections pour
les diﬀérents capteurs.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD = 0s
(%)
p, q, r, asy,
ψ, φ, β
/ / / / /
asx 0% 8% 7% 17% 71%
asz 0% 0% 0% 0% 100%
θ 4% 0% 16% 29% 51%
α 0% 3% 8% 23% 66%
zB 0% 0% 0% 0% 100%
Tableau 6.7  Taux de détection en cas de perte d'eﬃcacité
Parmi les 100 simulations sur asx, 15 détections se font sans réouverture de la
covariance. Celles-ci correspondent aux temps de détection supérieurs à 1s. De plus,
parmi ces 15 simulations, 3 prennent en compte une MI temporaire. Dans un pre-
mier temps, la panne détectée provient du capteur θ, puis la panne détectée devient
le capteur asx. Pour les simulations modélisant des perte d'eﬃcacité sur asz et celles
modélisant des pertes d'eﬃcacité sur zB, le temps de détection est toujours immédiat
TD = 0. Pour les simulations modélisant des pertes d'eﬃcacité sur θ, il y a unique-
ment 4MD qui correspondent à des pertes d'eﬃcacité très faibles (inférieures à 2%).
Les 16 simulations ayant un temps de détection supérieur à 1s correspondent à des
détections sans réouverture de la covariance. De façon similaire, les 11 simulations
modélisant des pertes d'eﬃcacité sur α ayant un temps de détection supérieur à 1s
correspondent à des détections sans réouverture de la covariance. De façon générale,
le temps de détection diminue lorsque la perte d'eﬃcacité augmente.
Simulations de biais :
En cas de biais sur n'importe quel capteur, l'intégrité sur les mesures est toujours
respectée. De plus, l'intégrité sur les états est elle aussi toujours respectée, exceptée
pour deux cas de biais sur φ. En cas de faibles biais sur φ (0.33◦ et −0.35◦), l'intégrité
6.3. Validation sur mesures générées à partir du modèle linéaire 129
n'est pas respectée sur l'état φ, l'erreur est légèrement supérieure au 3σ. De plus,
pour ces deux simulations, il y a des MI temporaires. Dans un premier temps, la
panne détectée provient du capteur r, puis la panne détectée devient le capteur φ.
Concernant la détection, le Tableau 6.8 récapitule les taux de détections pour
diﬀérents capteurs en cas de biais.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD = 0s
(%)
p 0% 0% 2% 4% 94%
q 0% 0% 1% 3% 96%
r 0% 0% 2% 2% 96%
asx, asy, asz 0% 0% 0% 0% 100%
ψ 0% 0% 3% 9% 88%
φ 0% 2% 0% 1% 97%
θ 0% 0% 0% 2% 98%
α, β 0% 0% 0% 3% 97%
zB 0% 1% 0% 6% 93%
Tableau 6.8  Récapitulatif des détections en cas de biais
Quel que soit le capteur, il n'y a pas de MD. Pour le capteur zB, la simulation
ayant un temps de détection supérieur à 5s correspond à un biais très faible, de
−0.0476m pour laquelle il n'y a pas eu de réouverture de la covariance. Il y a aussi
deux détections tardives en cas de faibles biais sur φ, de 0.33◦ et de −0.35◦, qui
correspondent là aussi à des simulations pour lesquelles il n'y a pas eu de réouverture
de la covariance. Les autres simulations donnent des temps de détections rapides. De
façon générale, le temps de détection est légèrement plus lent pour des biais proche
de zéro. Cependant, la plupart des détections sont immédiates.
Simulations en cas de blocage :
En cas de blocage sur n'importe quel capteur, l'intégrité sur les mesures est tou-
jours respectée. L'intégrité sur l'état n'est pas respectée pour certaines simulations
en cas de blocage sur r, sur asx, sur φ et sur θ. Pour les autres simulations, l'inté-
grité de l'état est respectée. En cas de blocage sur r, les états v et r ne sont jamais
intègre. En cas de blocage sur asx, les états u et E ne sont jamais intègre. En cas
de blocage sur θ, l'état θ n'est jamais intègre. Finalement, en cas de blocage sur φ,
l'état φ n'est jamais intègre. De plus, en cas de blocage à 1.15◦ du capteur φ, il y
a une MI temporaire de r. La Figure 6.21 montre la valeur des erreurs dans le cas
où les états ne sont pas intègres.
Concernant la détection, le Tableau 6.9 récapitule les taux de détections pour
les diﬀérents capteurs en cas de blocage.
Il n'y a deMD quel que soit le blocage. Mais il y a quelques détections tardives.
Comme remarqué sur le Tableau 6.9, en cas de blocage sur le capteur p, il y a 13
détections tardives. Ces détections tardives correspondent à des blocages compris
entre −0.1rad/s et 0.1rad/s. En cas de blocage, le paramètre de faute ĉ0 est équi-
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Figure 6.21  Erreur d'estimation en cas de blocage sur diﬀérents capteurs sur 100
simulations
valent à un bruit blanc autour de la valeur de blocage. Ainsi, si le blocage est proche
de zéro, certaines valeurs de ĉ0 vont elle aussi être proche de zéro, dans quel cas,
le mode nominal sera détecté par intermittence. Les détections tardives du capteur
p correspondent en réalité à des détections de la panne par intermittence comme
montré sur la Figure 6.22.
Il serait logique d'avoir autant de détections tardives sur les capteurs q et r.
Cependant les bruits de ces capteurs sont plus faibles que celui du capteur p. Ainsi,
le même phénomène est observé mais pour des valeurs de blocage plus faible : entre
−0.01rad/s et 0.01rad/s. Il y a alors uniquement 6 détections tardives pour q et 2
détections tardives pour r. De façon similaire, les détections tardives sur les autres
capteurs, tels que φ, asz et θ, correspondent en réalité à des détections intermittentes,
dû au même phénomène que sur p.
De façon générale, le temps de détection est légèrement plus lent pour des blo-
cages proches de l'équilibre. Néanmoins, la plupart des détections sont immédiates.
Remarque 6.4
Le blocage du baromètre a une particularité. Par exemple, lors de l'atterrissage,
à 95m d'altitude le baromètre se bloque à une valeur de 70m. La panne est
détectée très rapidement et le drone continue son atterrissage. Lorsque le drone
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MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD = 0s
(%)
p 0% 13% 0% 0% 87%
q 0% 6% 0% 0% 94%
r 0% 2% 0% 3% 95%
asx, asy 0% 0% 0% 0% 100%
asz 0% 2% 0% 0% 98%
ψ 0% 0% 5% 4% 91%
φ 0% 5% 0% 0% 95%
θ 0% 2% 0% 0% 98%
α 0% 0% 2% 3% 95%
β 0% 0% 0% 4% 96%
zB 0% 0% 0% 4% 96%
Tableau 6.9  Récapitulatif des détections en cas de blocage
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Figure 6.22  État de croyance en cas de blocage à 0.0794 au niveau du capteur p
atteint l'altitude de 70m, il est possible que le drone détecte un retour à la normal
mais de façon temporaire. En eﬀet, la panne est de nouveau détectée lorsque le
drone continue sa descente.
Simulations en cas de dérive :
En cas de dérive, l'intégrité sur les mesures est toujours respectée, exceptée pour
la mesure de Vy en cas de fortes dérives sur φ, comme montrée sur la Figure 6.23.
L'intégrité sur l'état est respectée sur les capteurs p, q, asy, ψ, α et β. Pour les
autres capteurs, l'intégrité n'est pas toujours respectée sur l'ensemble des états. En
cas de faibles dérives sur asx, les états u, w, x, z et E ne sont pas intègre pour de
faibles dérives. En cas de faibles dérives sur asz, les états u, w, x, z et q ne sont pas
intègre là aussi pour de faibles dérives. En cas de dérive sur φ, les états v, p, r, y
et φ sont de plus en plus biaisés lorsque la pente de la dérive augmente. En cas de
dérive sur θ, les états u, q, x, z et θ ne sont pas intègre pour des pentes de dérive
importante. En cas de dérive sur r, l'intégrité des états r et φ n'est pas toujours
respectée. En cas de dérive sur zB, l'intégrité de l'état z n'est pas respectée pour de
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Figure 6.23  Erreur sur la mesure Vy en cas de dérive sur le capteur φ
faibles biais. Ainsi, en cas de dérives, il y a quelques problèmes d'intégrité. Malgré
tout, l'intégrité sur les mesures étant respectée, la trajectoire du drone reste proche
de la trajectoire de référence.
Par ailleurs, en cas de dérives il y a de nombreuses MI qui restent malgré tout
temporaire (< 1s pour la plupart). Il y 9 MI sur r (capteur φ détecté), 1 sur asx
(capteur θ détecté), 1 sur asz (capteur θ détecté), 13 sur θ (capteur asz détecté) et
92 sur φ (capteur r détecté).
De façon générale, une faible dérive, c'est-à-dire proche du taux nul, est plus
longue à être détectée. Le Tableau 6.10 montre les taux de détections pour les
diﬀérents capteurs en cas de dérive.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD = 0s
(%)
p 0% 23% 77% 0% 0%
q 0% 9% 91% 0% 0%
r 0% 15% 85% 0% 0%
asx 0% 0% 6% 94% 0%
asy 0% 0% 3% 97% 0%
asz 0% 0% 5% 95% 0%
ψ 0% 38% 62% 0% 0%
φ 0% 58% 42% 0% 0%
θ 0% 3% 97% 0% 0%
α 0% 10% 90% 0% 0%
β 0% 11% 89% 0% 0%
zB 0% 4% 15% 81% 0%
Tableau 6.10  Récapitulatif des détections en cas de dérive
ce qu'il faut retenir
Il n'y a pas de FA mais il est possible d'avoir des MI temporaires. Il y a très
peu deMD et la plupart des détections sont immédiates, excepté pour les cas
de dérives. Les dérives sont plus lentes à être détectées et entraîne quelques
problèmes d'intégrité, c'est-à-dire que l'état est légèrement biaisé.
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6.3.2.3 Inﬂuence du choix de Qb
Les matrices Qx et Qb choisies sont arbitraires, ainsi cette section a pour but de
montrer l'inﬂuence de ces matrices. Comme vu lors de la Section précédente, il y
a quelques problèmes d'intégrités notamment en cas de dérives sur les capteurs. Il
peut alors être intéressant d'augmenter la matrice Qb pour laisser aux paramètres
de fautes, plus de liberté de mouvement. Ainsi les dérives sont plus faciles à capter
et l'état devrait moins dériver et donc être moins biaisé.
Les simulations de la section précédente ont été rejouées avec la même matrice
Qx = 2× 10−8In et une matrice Qb = 2× 10−8Inb plus élevée.
De façon générale, le temps de détection n'est pas vraiment impacté par le choix
de la matrice Qb. Le Tableau 6.11 montre les diﬀérents taux de détection en fonction
de la matrice Qb.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD = 0s
(%)
Qb = 2 ×
10−8Inb
0.48% 3.48% 15% 10.5% 70.5%
Qb = 2 ×
10−10Inb
0.08% 4.48% 14.8% 10.1% 70.6%
Tableau 6.11  Taux de détections en cas de pannes capteurs sur 4800 simulations
Les taux de détection ayant un temps de détection inférieur à 5s sont semblables.
Il y a légèrement plus deMD avec la matrice Qb plus élevée mais le taux de détection
tardives est inférieur. Par ailleurs, alors qu'il y avait des MI temporaires avec Qb =
2 × 10−10Inb (123 dont 92 en cas de dérive sur φ), il n'y a plus de MI avec une
matrice Qb plus élevée.
Concernant l'estimation, avec une matrice Qb plus élevée, il n'y a plus de pro-
blème d'intégrité sur la mesure Vy en cas de dérive sur φ et il y a moins de problèmes
d'intégrité sur l'état. Contrairement à la section précédente,
 l'intégrité de l'état en cas de perte d'eﬃcacité sur r, asx, φ et θ est respectée ;
 l'intégrité de l'état en cas de biais sur φ est respectée ;
 l'intégrité de l'état en cas de blocage sur φ et de θ est respectée ;
 l'intégrité de l'état en cas de dérive sur r et θ est respectée.
Ainsi certains problèmes d'intégrité sont réglés, mais certains persistent :
 en cas de faibles perte d'eﬃcacité sur zB, des problèmes d'intégrité sont
toujours présents sur l'état z ;
 en cas de blocage sur r des problèmes d'intégrité sont toujours présents sur
les états v et r et en cas de blocage sur asx des problèmes d'intégrité sont
toujours présents sur l'état E (mais l'état u est maintenant intègre) ;
 en cas de dérive sur asx, sur asz, sur φ et sur zB des problèmes d'intégrité
persistes.
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ce qu'il faut retenir
Une valeur pour les termes de Qb équivalente à celle des termes de Qx permet
d'améliorer l'intégrité du ﬁltre et le temps de détection n'est pas pour autant
dégradé.
6.3.3 Cas où l'on considère les pannes actionneurs et capteurs
Le but de cette section est de montrer l'impact sur la précision de l'estimation,
ainsi que sur le temps de détection, suite à la prise en compte des paramètres de
fautes actionneurs et capteurs. Dans cette section, le ﬁltre utilisé est le ﬁltre AKF
séquentiel.
6.3.3.1 Comportement en mode nominal
500 simulations sont réalisées en mode nominal avec 500 séquences de bruits sur
les capteurs. Ces simulations permettent d'évaluer le taux de FA. Sur les 500 simu-
lations, il n'y a pas de fausses alarmes. Ainsi le taux est nul, FA% = 0%. Néanmoins
il y a 31 réouvertures inappropriées de la covariance associés aux capteurs ; 3 pour
p, 6 pour q, 3 pour asy, 3 pour asz, 5 pour ψ, 3 pour φ, 5 pour α et 3 pour β. Il
n'y a donc pas de réouverture de la covariance pour les capteurs r, asx, θ et zB. Par
ailleurs, le ﬁltre est intègre pour l'ensemble des simulations. Le ﬁltre donne donc de
bons résultats dans le mode nominal.
6.3.3.2 Comportement en cas de pannes
Dans cette section la matrice Qx utilisée est égale à Qx = 2×10−8In. La matrice
Qb vaut Qb = 2× 10−10Inb .
Simulations de pannes moteur :
L'allure des courbe est similaire à celles présentées lors de la Section 6.3.1.2. La
précision de l'estimateur en cas de perte d'eﬃcacité ou de biais est très bonnes et
semblables au cas où l'on considère uniquement les pannes actionneurs. En cas de
blocage d'une valeur supérieure à 0.5, l'erreur d'estimation sur le paramètre b11 est
plus importante comme on peut le voir sur la Figure 6.24.
L'erreur est importante pour des blocages élevés pour deux raisons. Contrai-
rement au cas où l'on considérait uniquement les actionneurs, la covariance des
paramètres de faute s'ouvre plus tardivement. En eﬀet, il faut attendre de voir l'ef-
fet de la panne sur la mesure du capteur Vx avant de pouvoir ouvrir la covariance.
Pendant ce temps, le système de commande tente de compenser l'eﬀet de la panne
en mettant la commande en saturation. Ainsi lorsque la covariance des paramètres
de faute associé au moteur est réouverte, la commande est déjà en saturation, il est
donc diﬃcile d'évaluer précisément la valeur des paramètres de fautes.
Contrairement au cas où l'on considérait uniquement les actionneurs, il est im-
portante de noter qu'il y a 11 MI temporaires des élevons ; 1 pour les pertes d'eﬃ-
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Figure 6.24  Erreur sur les paramètres de fautes associés au moteur en cas de
blocage sur 99 simulations
cacité, 1 en cas de blocage et 9 en cas de biais. Le taux est donc de MI% = 3.67%.
Pour le cas de perte d'eﬃcacité, la MI n'est pas due à une réouverture inapproprié
de la covariance. Les élevons sont détectés en panne entre 12.36s et 13.3s. Comme
la covariance des paramètres de fautes associées au moteur est ouverte plus tardi-
vement, les paramètres de fautes des élevons vont essayer de compenser la faute en
dérivant légèrement de zéro. Les autres MI, c'est-à-dire celles en cas de blocage ou
de biais, sont dues à des réouvertures inappropriées de la covariance des paramètres
de fautes associées aux élevons. Néanmoins ces MI durent moins de 1s (détection
temporaire entre 10s et 11s), par conséquent elles auront peu d'impact. En eﬀet, la
tâche de décision est activée avec une période de 1s. Or à 11s, le moteur est bien
détecté en panne.
Le Tableau 6.12 montre les taux de détection en cas de pannes du moteur avec le
ﬁltre prenant en compte uniquement les paramètres de fautes actionneurs (Fact) et
celui prenant en compte les paramètres de fautes actionneurs et capteurs (Fact/cap).
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈
]0.5, 1]s (%)
TD ≤
0.5s (%)
Fact 4.67% 1.33% 6.33% 7.67% 80%
Fact/cap 6% 7% 18% 1% 68%
Tableau 6.12  Taux de détections en cas de pannes moteur sur 300 simulations
De façon générale, le temps de détection est plus long avec le ﬁltre Fact/cap
qu'avec le ﬁltre Fact. En eﬀet, avec le ﬁltre Fact/cap il faut attendre de voir l'impact
sur la vitesse Vx. Le taux de détection pour lesquels TD < 0.5s correspondent à des
pannes importantes qui auront pas conséquent un impact quasiment immédiat sur
la vitesse Vx. Pour les pannes moins importantes, le temps de détection est plus lent
avec le ﬁltre Fact/cap, le temps de voir l'impact sur la vitesse Vx.
Simulations de pannes élevon1 :
L'allure des courbe est similaire à celles présentées lors de la Section 6.3.1.2. La
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précision de l'estimateur en cas de perte d'eﬃcacité, de blocage ou de biais est très
bonne et semblables au cas où l'on considère uniquement les pannes actionneurs.
Contrairement au cas où l'on considérait uniquement les actionneurs, il est im-
portante de noter qu'il y a 180MI temporaires des capteurs ; 96 pour les pertes d'ef-
ﬁcacité, 42 en cas de blocage et 42 en cas de biais. Le taux est très élevé,MI% = 60%.
Parmi les 180 MI, 27 correspondent à des MI temporaires du capteur q et 153 cor-
respondent à des MI temporaires des capteurs asz. Ces MI ont le désavantage de
retarder le temps de détection des élevons comme on peut le voir sur le Tableau
6.13.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈
]0.5, 1]s (%)
TD ≤
0.5s (%)
Fact 1% 2.33% 3% 2.67% 91%
Fact/cap 1% 4.67% 6.33% 1% 87%
Tableau 6.13  Taux de détections en cas de pannes élevon1 sur 300 simulations
Simulations de pannes capteur :
Pour les pannes capteurs, les simulations réalisées avec le ﬁltre prenant en compte
les paramètres de fautes actionneurs et capteurs (Fact/cap) sont plutôt semblables
aux simulations réalisées avec le ﬁltre prenant en compte uniquement les paramètres
de fautes capteurs (Fcap) excepté pour le capteur asx.
Pour le capteur asx, il est évident que le ﬁltre ne peut pas donner le même
résultat. En eﬀet, lorsqu'une panne est supposée, celui-ci est mis en quarantaine
pendant 2s de façon à pouvoir distinguer les pannes moteur des pannes asx. Le
temps de détection est forcément plus long avec le ﬁltre Fact/cap. Le Tableau 6.14
montre la diﬀérence obtenue au niveau des temps de détection.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD =
0s (%)
Fcap 0% 2% 3.25% 27% 67.75%
Fact/cap 0.25% 4% 95.75% 0% 0%
Tableau 6.14  Taux de détections en cas de pannes du capteur asx sur 400 simula-
tions
La MD correspond en réalité à une MI permanente du moteur, c'est-à-dire
que le moteur est détecté en panne. Cette simulation correspond à une dérive très
faible, par conséquent le seuil de panne n'est pas dépassé et les paramètres de fautes
associés au moteur dévient légèrement de zéro pour compenser la faute. De plus, il
y a 7 MI temporaires du moteur, 3 en cas de dérive et 4 en cas de pertes d'eﬃcacité.
Ces MI peuvent avoir un impact sur la tâche de décision du contrôleur. Ces impacts
sont étudié au Chapitre 8.
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Remarque 6.5
Il est possible d'avoir desMI temporaires des élevons ou du moteur pour d'autres
cas de pannes capteur. En cas de blocage sur φ, il y a une MI des élevons ; cette
MI est inférieur à 1s. En cas de dérive sur p, il y a 78 MI des élevons. En cas de
dérive sur asz, il y a 6 MI temporaires sur les élevons. L'impact de ces MI est
étudié au Chapitre 8.
ce qu'il faut retenir
La prise en compte des pannes capteurs et actionneurs entraîne une augmen-
tation des MI temporaires qui restent pour la plupart inférieure à 1s et qui
auront par conséquent peu d'impacts sur le comportement du drone. La pré-
cision de l'estimation est très peu dégradée. Cependant, comme attendu, les
temps de détection en cas de pannes moteur et en cas de pannes du capteur
asx sont dégradés. Ces deux types de pannes ayant la même signature de
faute, il faut attendre d'observer ou non une erreur sur la vitesse Vx pour
pouvoir discriminer la panne.
6.4 Validation sur mesures générées à partir du modèle
non linéaire
En utilisant le modèle non linéaire pour générer les mesures, on se rapproche
de la réalité mais on augmente l'incertitude au niveau du ﬁltre de Kalman. Les
incertitudes peuvent provenir des bruits des capteurs mais aussi des approximations
dues aux linéarisations. Le but de cette section est d'évaluer la méthode face aux
incertitudes de modèle, ce mot recouvrant toutes les diﬀérences et sources d'erreur
existant entre le comportement du système et son modèle : par exemple les non
linéarités ou les imprécisions de paramètres. Par ailleurs, pour être plus ﬁdèle à la
réalité, les ﬁltres utilisés lors de cette section sont séquentiels de façon à mettre à
jour l'estimation uniquement lorsque les mesures sont reçues.
6.4.1 Cas où l'on considère uniquement les pannes actionneurs
6.4.1.1 Utilisation du ﬁltre AKF séquentiel
Pour cette section deux types de simulations ont été réalisées :
 Celles pour lesquelles les mesures sont générées avec un modèle simpliﬁé au
niveau des élevons, c'est-à-dire que les élevons sont modélisés uniquement
avec un premier ordre.
 Celles pour lesquelles les mesures sont générées avec un modèle plus réa-
liste au niveau des élevons, c'est-à-dire que les élevons sont modélisés par la
combinaison d'un retard, d'une saturation en vitesse et d'un premier ordre.
Ces deux types de simulations ont deux matrices Qx diﬀérentes. En eﬀet, la
matrice Qx est calculé selon la méthode décrite dans la Section 5.1.5. La matrice
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Qx obtenue avec le modèle simpliﬁé a des termes de faible valeur pour l'ensemble
des états. Celle obtenue avec le modèle complexe possède deux termes assez élevés :
0.0062 pour l'état p et 0.0013 pour l'état δa.
En cas de pannes moteur, les résultats sont semblables avec ces deux modélisa-
tions. En eﬀet, la modélisation n'impacte pas l'actionneur moteur. Par conséquent,
les résultats des cas de pannes moteur montrés ci-après sont tirés du modèle pre-
nant en compte le modèle le plus réaliste. En cas de pannes élevons, il est intéressant
de comparer les deux résultats étant donné que le modèle linéaire, celui utilisé par
l'AKF, modélise la dynamique des élevons avec un unique premier ordre.
Simulations de pannes moteur :
Pour des fautes importantes, c'est-à-dire des fautes pour lesquelles le contrôleur
n'arrive pas à ramener à l'état à son état d'équilibre, la méthode FDD ne parvient
plus à estimer correctement les paramètres de faute et l'état n'est plus intègre. C'est
le cas pour les fautes suivantes :
 les blocages et
 les pertes d'eﬃcacité supérieures à 70%.
En eﬀet, lorsque l'on s'éloigne trop du point d'équilibre, le modèle linéaire uti-
lisé dans l'AKF n'est plus suﬃsamment représentatif du modèle non linéaire. Par
conséquent diﬀérents seuils vont être dépassés, les paramètres de fautes du moteur
et des élevons vont être modiﬁés sans jamais converger vers une valeur satisfaisante.
Pour les autres types de pannes, l'estimation réussie à converger vers une valeur. La
Figure 6.25 montre les erreurs sur les paramètres de fautes associés au moteur en
cas de perte d'eﬃcacité et en cas de biais sur le moteur.
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Figure 6.25  Erreurs sur les paramètres de fautes associés au moteur en cas de
perte d'eﬃcacité et de biais sur le moteur
Ces erreurs sont plus importantes que lorsque les mesures sont générées par
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le modèle linéaire. Néanmoins, le temps de détection est semblable au cas où les
mesures sont générées par le modèle linéaire. Le temps de détection est plus long
pour des faibles pertes d'eﬃcacité, ainsi que pour des faibles biais, ce qui correspond
bien aux résultats obtenus lors de la Section précédente. Il y a 7 détections tardives,
pour des pertes d'eﬃcacité entre 1.8% et 6.5%. Les autres temps de détection sont
montrés sur la Figure 6.26.
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Figure 6.26  Temps de détection en cas de perte d'eﬃcacité et de biais sur le
moteur
Simulations de pannes élevon 1 :
De façon similaire au moteur, pour des fautes importantes, c'est-à-dire des fautes
pour lesquelles le contrôleur n'arrive pas à ramener à l'état à son état d'équilibre,
la méthode FDD ne parvient plus à estimer correctement les paramètres de faute
et l'état n'est plus intègre. C'est le cas pour les blocages à des valeurs inférieures à
−0.2rad.
Le but est aussi de voir l'impact d'une modélisation simpliﬁée des actionneurs
sur l'estimation des paramètres de fautes. Les erreurs sont, quel que soit la panne,
plus importantes lorsque les mesures sont générées à partir du modèle prenant en
compte une modélisation plus complexe. Par exemple, la Figure 6.27 montre les
erreurs obtenues avec les deux types de modélisation pour les mesures (◦ pour le
modèle complexe et × pour le modèle simpliﬁé).
Les erreurs sont supérieures et assez importantes lorsque les mesures sont gé-
nérées à partir du modèle prenant en compte une modélisation plus complexe. Au
vu des résultats obtenus, il est donc important de modéliser le retard ainsi que la
saturation en vitesse au niveau du modèle linéaire pour avoir une estimation précise
des paramètres de fautes élevons.
De plus, comme on peut le voir sur la Figure 6.27, il y a desMD pour des pertes
d'eﬃcacité inférieures à 60% avec le modèle complexe alors qu'il n'y en a pas avec
le modèle simpliﬁé. En eﬀet, il est diﬃcile de détecter les pannes car la covariance
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Figure 6.27  Erreurs sur les paramètres de fautes associés aux élevons en cas de
perte d'eﬃcacité de l'élevon 1 - c : modèle complexe - s : modèle simpliﬁé
est très grande, ce qui traduit un manque de conﬁance en la valeur estimée. Cette
covariance est grande car la matrice Qx est importante pour les termes p et δa.
ce qu'il faut retenir
Deux faits sont à retenir des simulations précédentes. Premièrement, le ﬁltre
n'est pas adapté si l'on s'éloigne de la valeur d'équilibre. Or en se plaçant dans
des cas pannes, le drone est amené à s'éloigner de l'équilibre. Pour pallier ce
problème, il faut utiliser un ﬁltre étendu. Deuxièmement, la modélisation de
la dynamique actionneur utilisée dans le ﬁltre doit être représentative de la
réalité pour avoir une bonne précision au niveau de l'estimation.
6.4.1.2 Utilisation du ﬁltre EKF séquentiel
Le ﬁltre EKF utilise les équations de l'Annexe A avec le modèle simpliﬁé au
niveau des élevons, c'est-à-dire avec un premier ordre. Ces équations doivent être
discrétisées dans le temps pour pouvoir être utilisées. On fait le choix de discrétiser
les équations diﬀérentielles avec la méthode d'Euler au premier ordre avec une fré-
quence de 200Hz. Au niveau du ﬁltre EKF, ces équations discrétisées sont bouclées
4 fois pour se ramener à 50Hz. Cette étape est nécessaire pour pouvoir capter l'eﬀet
immédiat des élevons sur les autres états du système.
Remarque 6.6
La méthode d'Euler au premier ordre est utilisée de façon à limiter la taille des
6.4. Validation sur mesures générées à partir du modèle non linéaire141
équations. Néanmoins il serait nécessaire d'avoir une discrétisation avec un ordre
plus élevé -ou avec une autre méthode telle que Runge-Kutta- pour avoir une
meilleure précision.
Simulations de pannes moteur :
Contrairement au ﬁltre AKF, le ﬁltre EKF arrive à converger vers une valeur
lorsque le drone est sujet à des pannes importantes. La Figure 6.28 montre les erreurs
sur les paramètres de fautes associés au moteur en cas de pannes moteur.
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Figure 6.28  Erreurs sur les paramètres de fautes associés au moteur en cas de
pannes moteur
Le ﬁltre EKF permet non seulement de converger vers une valeur mais aussi
d'obtenir une meilleure précision au niveau des paramètres de fautes. De façon
similaire aux résultats obtenus avec le modèle linéaire, il y a quelque MD pour
des pannes faibles, c'est-à-dire pour de faibles pertes d'eﬃcacité et pour de faibles
biais. Le temps de détection est lui aussi semblable à celui obtenu avec le modèle
linéaire.
Remarque 6.7
Pour des pertes d'eﬃcacité supérieures à 85%, le système, représenté ici par le
modèle non linéaire, devient instable. Néanmoins, avant de devenir instable, la
méthode FDD détecte la panne et arrive à converger vers une valeur précise
pour les paramètres de fautes. C'est aussi le cas pour des blocages à une valeur
supérieure à 0.5.
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Simulations de pannes élevon 1 :
Contrairement à l'actionneur moteur qui a une dynamique lente τ = 0.4, les ac-
tionneurs élevons ont une dynamique rapide τ = 0.013. La discrétisation des équa-
tions diﬀérentielles au premier ordre a peu d'impact au niveau de l'eﬀet du moteur
sur les autres états étant donné sa dynamique lente. Au contraire, les élevons ayant
une dynamique rapide, une discrétisation des équations diﬀérentielles au premier
ordre peut entraîner des erreurs au niveau de la modélisation des eﬀets immédiats
des élevons sur les autres états. Le but ici est de comparer les résultats obtenus avec
l'AKF, qui se base sur un modèle qui discrétise les équations diﬀérentielles avec la
méthode Runge-Kutta d'ordre 4, et les résultats obtenus avec l'EKF. La Figure 6.29
montre les erreurs sur les paramètres de fautes associés aux élevons en cas de pertes
d'eﬃcacité sur l'élevon 1 avec le ﬁltre AKF et avec le ﬁltre EKF.
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Figure 6.29  Erreurs sur les paramètres de fautes associés aux élevons en cas de
pertes d'eﬃcacité sur l'élevon 1
Comme le montre la Figure, le ﬁltre AKF est plus précis. Par conséquent, la
méthode de discrétisation utilisée pour les équations diﬀérentielles n'est pas adaptée
à la dynamique des élevons.
ce qu'il faut retenir
Le ﬁltre EKF permet bien d'estimer les paramètres de fautes, même lorsque
l'on s'éloigne de l'équilibre. Cependant, la méthode de discrétisation des équa-
tions diﬀérentielles représentant le système doit être adaptée au dynamique
rapide des actionneurs pour pouvoir représenter le plus ﬁdèlement possible
les eﬀets immédiats sur les autres états du système.
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6.4.2 Cas où l'on considère uniquement les pannes capteurs
Les résultats de cette section proviennent de simulations pour lesquelles les me-
sures sont générées avec le modèle plus réaliste au niveau des élevons, c'est-à-dire
que les élevons sont modélisés par la combinaison d'un retard, d'une saturation en
vitesse et d'un premier ordre.
Les résultats des simulations avec l'AKF ou l'EKF sont assez semblables à ceux
obtenus avec le modèle linéaire excepté pour le capteur p. Pour ce capteur, le temps
de détection est beaucoup plus lent. Le Tableau 6.15 montre les temps de détection
obtenus avec le modèle linéaire Flin et ceux obtenus avec le modèle non linéaire
Fnnlin.
MD% TD > 5s
(%)
TD ∈]1, 5]s
(%)
TD ∈]0, 1]s
(%)
TD =
0s (%)
Flin 0% 12% 26.33% 1.33% 60.33%
Fnnlin 3.33% 41.67% 1.67% 51.33% 1.2%
Tableau 6.15  Taux de détections en cas de pannes du capteur p sur 300 simulations
Bien que le temps de détection soit moins bon, le ﬁltre reste intègre. Le temps
de détection est moins bon à cause de la matrice Qx. En eﬀet, lorsque l'on utilise
les mesures générées avec le modèle plus réaliste au niveau des élevons, la valeur
associée à l'état p est importante 0.0062, contre 2 × 10−8 avec le modèle linéaire.
Ainsi, lorsque la covariance du paramètre de faute associé à p est réouverte, il est
diﬃcile par la suite de diminuer cette valeur étant donné le manque de conﬁance
que l'on a dans l'état p. Ainsi, malgré une bonne estimation du paramètre de faute
associé à p, il est plus diﬃcile de détecter la panne à cause d'un manque de conﬁance,
c'est-à-dire à cause d'une covariance élevée.
ce qu'il faut retenir
S'il y a beaucoup d'incertitudes sur l'état entre le modèle utilisé pour l'es-
timation et le modèle réel, le temps de détection est dégradé au niveau des
capteurs. Une valeur de Qx grande traduit un manque de conﬁance qui em-
pêche une diminution rapide de la covariance associées aux paramètres de
fautes.
6.5 Conclusion
Lors de cette section, deux types de résultats ont été établis ; ceux pour lesquels
les mesures sont générées avec le modèle linéaire et ceux pour lesquels les mesures
sont générées avec le modèle non linéaire.
Dans le premier cas, c'est-à-dire lorsque l'on utilise le modèle linéaire pour gé-
nérer les mesures, on se place dans un cas où le modèle du drone disponible est très
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proche de la réalité. Les simulations donnent de très bons résultats ; l'estimation est
précise et la détection rapide.
Dans le second cas, c'est-à-dire lorsque l'on utilise le modèle non linéaire, on
se place dans un cas où le modèle disponible est moins précis et plus éloigné de la
réalité. Les simulations réalisées permettent d'évaluer la méthode face à diﬀérents
types d'incertitudes qui peuvent alors nuire au bon fonctionnement de la méthode
FDD développée. Dans un premier temps, il est important de noter qu'un ﬁltre de
Kalman étendu est nécessaire pour détecter les pannes importantes. En eﬀet, en cas
de pannes importantes, le drone s'éloigne de son état d'équilibre, par conséquent
le modèle linéarisé n'est plus suﬃsamment représentatif de la réalité et le ﬁltre
AKF n'arrive plus à converger. Dans un second temps, les simulations réalisées avec
l'AKF ont montré qu'il était important d'avoir un modèle représentant précisément
la dynamique des élevons. En cas d'incertitudes au niveau des élevons dues à une
simpliﬁcation de la dynamique des élevons, l'estimation des paramètres de fautes
associés aux élevons n'est pas précise. Dans un troisième temps, les simulations
réalisées avec l'EKF ont montré qu'il était important de choisir une méthode de
discrétisation adaptée aux dynamiques rapides da façon à représenter ﬁdèlement
l'eﬀet immédiat des élevons sur les états de l'avion. Par conséquent, les incertitudes
de modèle impact la précision de l'estimation. L'impact d'une estimation moins
précise sur la trajectoire du drone est évalué au Chapitre 8.
Cette méthode FDD a été améliorée au fur et à mesure de la complexiﬁcation
du modèle et a fait l'objet de publications :
 la méthode a dans un premier temps été appliqué en faisant l'hypothèse qu'un
seul actionneur pouvait tomber en panne [Boche 2018],
 la méthode a ensuite été appliqué en faisant l'hypothèse que les deux action-
neurs redondants pouvaient tomber en panne [Boche 2017a],
 la méthode a ensuite été appliqué en faisant l'hypothèse que tous les action-
neurs pouvaient tomber en panne [Boche 2017b],
 ﬁnalement la méthode a été appliquée en faisant l'hypothèse que tous les
actionneurs pouvaient tomber en panne ainsi que certains capteurs.
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Résumé
C
e chapitre vise à présenter le système de reconﬁguration de la méthode
proposée. Dans un premier temps, les diﬀérents contrôleurs conçus pour
cette méthode sont présentés. Un contrôleur nominal et des contrôleurs adap-
tatifs pour les modes dégradés sont développés en se basant sur la méthode
LQR. Par la suite, la logique permettant de changer de contrôleur est dé-
taillée. Diﬀérentes variantes sont présentées.
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7.1 Principe du système de reconﬁguration
Le but d'un système de reconﬁguration est d'améliorer la performance du sys-
tème en cas de panne tout en conservant une performance acceptable quand le
système est nominal. Un ensemble de contrôleurs par retour d'état estimé est donc
développé pour couvrir une bonne performance pour les diﬀérents modes. Pour le
mode nominal, le contrôleur est conçu de façon à optimiser un certain critère. Pour
les modes de pannes, trois cas sont considérés :
 les modes de pannes qui correspondent à des pannes capteurs. Dans ce cas,
il est supposé que, malgré la présence d'une faute, le ﬁltre de Kalman utilisé
pour la détection et le diagnostic de faute est suﬃsamment robuste pour
fournir une estimation de l'état non biaisée. Dans ce cas, le contrôleur nominal
reste valide pour cette situation.
 les modes de pannes qui correspondent à des pannes d'actionneurs redon-
dants. Ici, le gain du contrôleur nominal peut être utilisé. Cependant, la
distribution du signal de commande doit considérer les paramètres de fautes
de l'actionneur dans le but de compenser l'action de l'actionneur en panne
en utilisant le ou les actionneurs redondants.
 les modes de pannes qui correspondent à des pannes d'actionneurs non-
redondants. Dans ce cas, un nouveau contrôleur doit être conçu.
7.2 Déﬁnition de l'indicateur de performance
Un des objectifs d'une FTC est de maintenir la performance au meilleur niveau
malgré les pannes. Cette performance peut être déﬁnie de plusieurs façon ; elle peut
prendre en compte par exemple la stabilité, le suivi de consigne, le rejet de per-
turbations ou encore le temps de réponse. Une façon de la déﬁnir est le critère J∞0
avec :
Jk
′′
k =
k′=k′′∑
k′=k
αk
′
(xk′
TQpxk′ + uk′
TRpuk′) (7.1)
L'équation 7.1 correspond à un critère mixte état-commande avec un facteur de
réduction α ∈]0, 1[.
Un facteur de réduction est utilisé de manière à avoir un indicateur ﬁni sur un
horizon inﬁni même dans les cas de pannes. En eﬀet, pour les pannes les moins graves
on peut s'attendre à arriver à maintenir l'état xk à zéro au prix d'une commande uk
non nulle. C'est-à-dire que le terme uk′TRpuk′ , serait de toute manière supérieur à
une constante. De plus, pour les pannes les plus graves, on peut s'attendre à ne pas
pouvoir maintenir l'état xk à zéro.
Pour l'atterrissage de l'Altimum 4, le but en cas de pannes actionneurs est
d'adapter la commande de façon à ce que le drone suive toujours sa trajectoire
de référence et donc la pente γ. La position horizontale x and la position verticale
z sont liées par la relation suivante : z = tan(γ)x. En cas d'incapacité à maintenir
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tous les états à zéro, la priorité est donnée au maintien de la pente et donc à des
pondérations nulles pour tous les états à l'exception de x et z et à des pondérations
proportionnelles entre x et z. Donc, pour le modèle longitudinal, la matrice Qp est
choisie de la façon suivante : Qp = diag{0, 0, 0, tan2(γ), 1, 0, 0, 0, 0}. Pour le modèle
complet, il est aussi souhaitable de ne pas dévier de la trajectoire latérale. Une pon-
dération est donc rajoutée à l'état y. La matrice Qp est choisie de la façon suivante :
Qp = diag{0, 0, 0, 0, 0, 0, tan2(γ), 1, 1, 0, 0, 0, 0, 0, 0}.
La matrice Rp est choisie de la façon suivante : Rp = 0.1Il. En choisissant des
valeurs trop faibles pour Rp, le système est moins excité. Or le système est partiel-
lement observable, il est donc favorable d'avoir une légère excitation permanente
au niveau des commandes. En choisissant des valeurs trop élevées Rp, on prend
le risque d'abimer les actionneurs sur le long terme. Ainsi, on choisit des valeurs
intermédiaires pour la matrice Rp.
7.3 Conception des contrôleurs
Il faut construire le signal de commande permettant d'avoir la meilleure per-
formance. Dans cette section, les signaux uck et uk, décrit sur la Figure 5.2, sont
déﬁnis.
7.3.1 Conception du contrôleur nominal
D'après le critère de Kalman (cf. Annexe B), le système est commandable. Le
gain K est calculé en minimisant le critère de performance J∞0 . Cette optimisation
revient à appliquer la méthode LQR avec un facteur de réduction α (cf. Annexe F).
Dans ce cas, le gain K est calculé avec l'équation classique de Riccati appliquée à
la paire (
√
αA,
√
αB) et la commande est la suivante :
uck = −Kx̂k (7.2)
L'estimation de l'état x̂k est utilisée à la place de l'état xk car celui-ci n'est pas
entièrement mesurable.
Ainsi, le contrôleur nominal du modèle longitudinal est le suivant :
uk =
 f(−K1.x̂k, 0, 0)f(−K2.x̂k, S3211, Ak)
f(−K2.x̂k,−S3211, Ak)
 (7.3)
Où KT = [KT1.K
T
2.K
T
2.], S3211 est le signal d'entré 3211 qui est ajouté quand une
faute élevon est suggérée.
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Pour le contrôleur nominal du modèle complet, la commande est la suivante :
uk =

f(−K1.x̂k, 0, 0)
f(−K2.x̂k, 0.6S3211, Ak)
f(−K3.x̂k,−0.4S3211, Ak)
f(−K4.x̂k,−0.6S3211, Ak)
f(−K5.x̂k, 0.4S3211, Ak)
 (7.4)
Où KT = [KT1.K
T
2.K
T
3.K
T
4.K
T
5.], S3211 est le signal d'entré 3211 qui est ajouté
quand une faute élevon est suggérée.
7.3.2 Conception d'un contrôleur adaptatif pour les fautes d'ac-
tionneurs redondants
Dans le cas où l'actionneur en panne est redondant, le système reste contrôlable.
Une panne d'un actionneur va être compensée par le ou les autre(s) actionneur(s)
avec lesquels il est redondant. Un seul contrôleur est conçu pour traiter les pannes
d'actionneurs redondants. Ce contrôleur permet d'améliorer les performances pour
les pannes de types blocage, perte d'eﬃcacité ou biais. Le contrôleur est conçu de
façon à approcher l'équation suivante :
ufk = −Kx̂k (7.5)
Où ufk est déﬁni par l'équation 4.7.
En eﬀet, dans chaque cas de panne, il est souhaitable d'avoir un comportement
similaire à la situation nominale. Le rôle du contrôleur est alors de mimer la situation
nominale. Ainsi pour la construction des contrôleurs, le gain du contrôleur nominal
K est utilisé et l'on cherche à compenser la faute en ajoutant des termes adaptatifs.
7.3.2.1 Cas où l'actionneur en panne a un eﬀet proportionnel à un ou
plusieurs autre(s) actionneur(s)
Pour le modèle longitudinal, les deux élevons ont strictement le même eﬀet, c'est-
à-dire que B.2 = B.3. Les gains associés aux élevons sont donc les mêmes, K2. = K3..
La démonstration du contrôleur est faite pour un cas plus général, dans le cas où les
actionneurs ne sont pas identiques mais proportionnels et que l'actionneur en panne
est proportionnel avec plusieurs autres actionneurs.
Supposons ufk
j
en panne et I l'ensemble des commandes redondantes avec ufk
j
:
I = {i/∃ηi,Ki. = ηiKj.}.
D'un côté, avoir le même retour qu'en l'absence de fautes implique :
ufk
j
+
∑
i∈I
ufk
i
= −Kj.x̂k − (
∑
i∈I
Ki.)x̂k
= −(1 +
∑
i∈I
ηi)Kj.x̂k (7.6)
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D'un autre côté, la déﬁnition de la commande implique :
ufk
j
+
∑
i∈I
ufk
i
= bj0 + (1− bj1)ujk − bj1uj0 +
∑
i∈I
(bi0 + (1− bi1)uik − bi1ui0) (7.7)
En combinant (7.6) et (7.7), on déﬁnit Φ par l'expression suivante qui doit être
nulle :
Φ = (1 +
∑
i∈I
ηi)Kj.x̂k + b
j
0 + (1− bj1)ujk − bj1uj0 +
∑
i∈I
(bi0 + (1− bi1)uik − bi1ui0) (7.8)
Dès lors, le problème d'optimisation à résoudre pour maintenir l'action de com-
mande sous régime de panne tout en minimisant l'énergie de commande, est le
suivant :
min
ujk,u
i
k
1
2((u
j
k)
2 +
∑
i∈I(u
i
k)
2)
s.t. Φ = 0
(7.9)
La commande optimisant (7.9) est donc :
ujk = −λ(1− bj1) uik = −λ(1− bi1) (7.10)
Où λ vaut :
λ =
(bj0 − bj1uj0 +
∑
i∈I b
i
0 −
∑
i∈I(b
i
1u
i
0) + (1 +
∑
i∈I ηi)Kj.x̂k)
((1− bj1)2 +
∑
i∈I(1− bi1)2)
(7.11)
Les paramètres de fautes n'étant pas connus, leur estimation est utilisée dans le
système de commande. Dans le cas du modèle longitudinal, les élevons u2k et u
3
k sont
redondants. En considérant l'ajout des signaux excitants déﬁnis à la Section 5.2.1,
le contrôleur pour les pannes élevons est :
uk =
 f(−K1.x̂k, 0, 0)f(−λ(1− b̂21), (1− b̂31)S3211, Ak)
f(−λ(1− b̂31),−(1− b̂21)S3211, Ak)
 (7.12)
Avec λ :
λ =
(b̂20 − b̂21u20 − b̂31u30 + 2K2.x̂k)
((1− b̂21)2 + (1− b̂31)2)
(7.13)
Il est important de noter que, vu la forme de l'équation 7.13, la commande uk
comprend non seulement une contre réaction de l'état estimé mais aussi un terme
constant.
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7.3.2.2 Cas où l'actionneur en panne a un eﬀet qui est une combinaison
linéaire avec plusieurs autres actionneurs
Pour le modèle complet, les quatre élevons sont redondants et deux équations
permettent d'établir les relations entre ces élevons 2.1. La démonstration du contrô-
leur est faite pour un cas plus général dont l'hypothèse est la suivante :
δa =
∑
i∈I aiu
f
k
i
δe =
∑
i∈I eiu
f
k
i
(7.14)
Où l'ensemble I correspond aux actionneurs redondants.
D'un côté, avoir le même retour qu'en l'absence de fautes implique :
δa =
∑
i∈I
aiu
f
k
i
= −
∑
i∈I
aiKi.x̂ (7.15)
δe =
∑
i∈I
eiu
f
k
i
= −
∑
i∈I
eiKi.x̂ (7.16)
D'un autre côté, la déﬁnition de la commande implique :
δa =
∑
i∈I
aiu
i
k =
∑
i∈I
ai(b
i
0 + (1− bi1)uik − bi1ui0) (7.17)
δe =
∑
i∈I
eiu
i
k =
∑
i∈I
ei(b
i
0 + (1− bi1)uik − bi1ui0) (7.18)
En combinant les équations 7.15 et 7.17, respectivement 7.16 et 7.18, Φa, res-
pectivement Φe, sont déﬁnis comme suit :
Φa =
∑
i∈I
ai(b
i
0 + (1− bi1)uik − bi1ui0) +
∑
i∈I
aiKi.x̂ (7.19)
Φe =
∑
i∈I
ei(b
i
0 + (1− bi1)uik − bi1ui0) +
∑
i∈I
eiKi.x̂ (7.20)
Le problème d'optimisation à résoudre est :
min
uik
1
2
(
∑
i∈I
(uik)
2) (7.21)
s.t. Φe = 0
Φa = 0
La commande optimisant le problème est donc :
uik = −(eiλ+ aiµ)(1− bi1) (7.22)
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Où λ et µ valent :
λ =
Ce
∑
i∈I a
2
i (1− bi1)2 − Ca
∑
i∈I aiei(1− bi1)2∑
i∈I a
2
i (1− bi1)2
∑
i∈I e
2
i (1− bi1)2 − [
∑
i∈I aiei(1− bi1)2]2
(7.23)
µ =
Ca
∑
i∈I e
2
i (1− bi1)2 − Ce
∑
i∈I aiei(1− bi1)2∑
i∈I a
2
i (1− bi1)2
∑
i∈I e
2
i (1− bi1)2 − [
∑
i∈I aiei(1− bi1)2]2
(7.24)
Avec Ce et Ca :
{
Ce =
∑
i∈I ei(Ki.x̂+ b
i
0 − bi1ui0)
Ca =
∑
i∈I ai(Ki.x̂+ b
i
0 − bi1ui0)
Ici aussi, il est possible de remarquer que, vu la forme de Ce et Ca, la commande
présente en plus de la contre réaction de l'état estimé un terme constant.
Dans le cas du modèle complet, les élevons u2k, u
3
k, u
4
k et u
5
k sont redondants. Les
coeﬃcients ei ont la même valeur −0.25, alors que les coeﬃcients ai ont des valeurs
diﬀérentes, respectivement 0.2, 0.3, −0.2 et −0.3 (cf. Équation 2.1). En considérant
l'ajout des signaux excitants déﬁnis à la Section 5.2.1, le contrôleur pour les pannes
élevons est :
uk =

f(−K1.x̂k, 0, 0)
f(−(−0.25λ+ 0.2µ)(1− b̂21), 0.6(1− b̂31)(1− b̂41)(1− b̂51)S3211, Ak)
f(−(−0.25λ+ 0.3µ)(1− b̂31),−0.4(1− b̂21)(1− b̂41)(1− b̂51)S3211, Ak)
f(−(−0.25λ− 0.2µ)(1− b̂41),−0.6(1− b̂21)(1− b̂31)(1− b̂51)S3211, Ak)
f(−(−0.25λ− 0.3µ)(1− b̂51), 0.4(1− b̂21)(1− b̂31)(1− b̂41)S3211, Ak)

(7.25)
7.3.3 Conception d'un contrôleur adaptatif pour les fautes d'ac-
tionneurs non redondants
Dans le cas où l'actionneur en panne n'est pas redondant, le système n'est pas
forcément contrôlable. Si l'actionneur est en perte d'eﬃcacité, le système est tou-
jours contrôlable. Cependant, si l'actionneur est bloqué à une certaine position, le
système n'est plus contrôlable. Cependant, il est possible d'améliorer la trajectoire
en utilisant les autres actionneurs. Le système est toujours stabilisable (cf. Annexe
B) et donc la méthode LQR peut toujours être appliquée.
Supposons la paire (A,B) stabilisable. Supposons ufk
j
un actionneur non redon-
dant en panne qui a la forme suivante : b0 +(1−b1)ujk−b1uj0 et supposons les autres
actionneurs en cas nominal.
Donc l'équation d'état s'écrit sous la forme suivante :
xk+1 = Axk +
[
B.,1 · · · (1− b1)B.,j · · · B.,p
]
uk +B.,j(b0− b1uj0) +wk (7.26)
Le terme B.,j(b0−b1uj0) n'est pas considéré dans la théorie du LQR réduit. Dans
le théorème suivant, il est montré que ce terme additionnel implique un signal vk
qui s'ajoute au retour d'état.
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Théorème 7.1 (LQR réduit avec un terme additionnel)
Soit le système à contrôler décrit par l'équation linéaire suivante :
xk+1 = Axk + Euk + F (7.27)
L'indice de performance associé est la fonction quadratique suivante :
J∞0 =
k=∞∑
k=0
αk(xk
TQxk + uk
TRuk) (7.28)
La commande optimisant l'indice de performance est la suivante :
uk = −α(R+ αETPE)−1ETPAxk − α(R+ αETPE)−1ET [PF − v] (7.29)
Avec : P = Q + αAT [P − αPE(αETPE + R)−1ETP ]A et v = αAT (Id +
αPER−1ET )−1(v − PF )
La preuve de ce théorème est donnée en Annexe F.
Dans le cas du modèle longitudinal, le contrôleur pour les pannes moteur est le
suivant :
uk =
 f(−K1.x̂k + v1, 0, 0)f(−K2.x̂k + v2, S3211, Ak)
f(−K2.x̂k + v3,−S3211, Ak)
 (7.30)
Dans le cas du modèle complet, le contrôleur pour les pannes moteur est le
suivant :
uk =

f(−K1.x̂k + v1, 0, 0)
f(−K2.x̂k + v2, 0.6S3211, Ak)
f(−K3.x̂k + v3,−0.4S3211, Ak)
f(−K4.x̂k + v4,−0.6S3211, Ak)
f(−K5.x̂k + v5, 0.4S3211, Ak)
 (7.31)
Hors-ligne, le gain K et le terme additionnel v sont calculés pour diﬀérentes
valeurs de b10 et b
1
1. En eﬀet, pour calculer K et v, l'équation de Riccati doit être
résolue et celle-ci dépend des paramètres de fautes b10 and b
1
1. Pour éviter un temps
de calcul en ligne trop long, ces valeurs sont interpolées en ligne suivant l'estimation
de b10 and b
1
1.
7.4 Utilisation de méthodes d'optimisation pour sélec-
tionner le contrôleur
7.4.1 Hypothèses du processus de prise de décision
Les méthodes de prise de décision nécessitent une puissance calculatoire im-
portante, il faut donc limiter ce temps de calcul de façon à pouvoir embarquer
l'algorithme sur le drone.
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Comme précisé au Chapitre 4, le mécanisme de reconﬁguration permettant de
sélectionner le contrôleur est échantillonné avec une valeur Tr plus importante que
pour l'échantillonnage de l'estimateur ou du contrôleur Ts. Il faut prendre Tr plus
grand que le temps nécessaire pour eﬀectuer le code associé au mécanisme de re-
conﬁguration. Néanmoins, il ne faut pas choisir Tr trop grand de façon à ne pas
dégrader la stabilité du système. En eﬀet, si une faute intervient, il faut être capable
de la compenser le plus rapidement possible et donc de sélectionner rapidement le
meilleur contrôleur.
La prise de décision se base sur une prédiction de l'évolution du système sur un
horizon H. Un exemple de l'ensemble des solutions possibles pour cette prédiction
est montré sur la Figure 7.1.
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•
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k + 2
· · ·
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•
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k +H − 1
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•
•
k +H
Contrôleur 1
Contrôleur 2
Contrôleur N
Figure 7.1  Espace de recherche pour N contrôleurs, sachant que le contrôleur
courant est le contrôleur 1
A l'instant k+ i, il est possible d'estimer l'état du système xk+i|k, les paramètres
de fautes bk+i|k ainsi que l'état de croyance ρk+i grâce au modèle dynamique du
système. Le système étant modélisé avec un modèle échantillonné à Ts, la prédiction
est réalisée avec l'échantillonnage Ts. Néanmoins la prise de décision est réalisé avec
un échantillonnage Tr. Il faut donc que l'indice k soit un multiple de l'indice κ,
c'est-à-dire κ = kTs/Tr.
L'arbre correspondant à la Figure 7.1 possède NH feuilles et un raisonnement de
type Programmation Dynamique où l'état serait uniquement le contrôleur demande
H × N2 calculs. Néanmoins, si l'on considère les modes, l'état ne se réduit pas au
contrôler, ce qui peut entraîner une puissance calculatoire très importante. Deux
solutions peuvent réduire le cout calculatoire :
 avoir un horizon H faible ou
 réduire l'espace de recherche.
Il est possible de réduire l'espace de recherche comme montré sur la Figure 7.2.
On suppose que le contrôleur est changé à l'instant k + 1 uniquement.
En eﬀet, le vecteur des paramètres de fautes b étant modélisé comme une marche
aléatoire, la valeur de la prédiction à l'instant k+i est la même que celle à l'instant k,
bk+i|k = bk|k. Ainsi sans information sur l'évolution future des paramètres de fautes,
il est peu probable qu'il soit intéressant de changer plusieurs fois de contrôleurs.
Notons que cela n'empêche pas que, suite à de nouvelles informations, le contrôleur
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Figure 7.2  Espace de recherche simpliﬁé pour N contrôleurs, sachant que le
contrôleur courant est le contrôleur 1
soit changé de nouveau plus tard.
7.4.2 Utilisation du formalisme POMDP
7.4.2.1 Principe
Un POMDP est un processus de décision. La partie discrète étant modélisée avec
le formalisme du POMDP, il est intéressant d'utiliser ce processus pour la tâche de
prise de décision quant au choix du contrôleur.
Dans le but d'utiliser le cadre du POMDP classique, il est nécessaire de discré-
tiser l'espace d'observation continue pour retrouver une observation discrète. Soit
{Ω1, ...,Ω|Ω|} une partition de l'espace continu dans lequel le paramètre ω évolue.
La probabilité d'avoir le paramètre dans un ensemble Ωi est donnée par :
p(Ωi|m) =
∫
ω∈Ωi
p(ω|m)dω (7.32)
Le but est de construire une politique qui minimise le coût. L'équation C.3,
représentant le problème à résoudre pour un POMDP classique, est adapté à notre
problème, où l'on souhaite minimiser le coût et où les actions n'ont aucune inﬂuence
sur les probabilités de modes. Le problème à résoudre pour un espace de recherche
complet (cf. Figure 7.1) devient :
Vk′(ρ, c) = min
a∈A
rk′(ρ, c, a) + γ
|Ω|∑
i=1
p(Ωi|ρ)Vk′+1(ρΩi , a) k′ ≥ k (7.33)
Où γ ∈ [0, 1[ est un facteur de réduction, et
rk′(ρ, c, a) =
∑
m[Rk′(m, a) + P (c, a)]ρ(m)
p(Ωi|ρ) = ∑m′ p(Ωi|m′)∑m p(m′|m)ρ(m)
ρΩ
i
(m′) = p(Ω
i|m′)∑m p(m′|m)ρ(m)
p(Ωi|ρ)
La fonction de coût prend en compte deux termes ; un coût Rk′(m, a) associé au
fait d'être dans un mode m avec un contrôleur donné par l'action a et une pénalité
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P (c, a) due aux changements de contrôleurs, c'est-à-dire de passer du contrôleur c de
l'état s au contrôleur sélectionné par l'action a. Si l'action a sélectionne le contrôleur
courant, la pénalité est nulle.
L'équation 7.33 est initialisé à Vk+H(ρ, c) = mina∈A rk+H(ρ, c, a), ce qui corres-
pond au coût immédiate. Le problème est ensuite résolu par programmation dyna-
mique et nécessite un coût calculatoire important, ce qui implique un horizon H
assez faible.
Comme expliqué à la Section 7.4.1, l'espace de recherche est simpliﬁé selon la
Figure 7.2. Avec cette espace de recherche, l'action a choisie est la même sur l'horizon
H. Il est donc possible de construire une fonction de valeur pour chaque action a.
Notons V a la fonction de valeur associée à l'action a :
V ak′(ρ) = rk′(ρ, c, a) + γ
|Ω|∑
i=1
p(Ωi|ρ)V ak′+1(ρΩ
i
) k′ => k (7.34)
La fonction de coût prend en compte le terme de pénalité uniquement à l'instant
k, c'est-à-dire au seul instant où il est possible de changer de contrôleur. Pour les
instants k′ > k, la pénalité P (c, a) est nulle car c = a. L'équation récursive 7.34 est
initialisée par V ak+H = rk+H(ρ, a, a). Le problème à résoudre devient plus simple ;
l'action a minimisant le coût est celle donnant la plus petite valeur pour la fonction
de valeur V ak (ρ) :
min
a∈A
V ak (ρ) (7.35)
Le calcul récursif décrit sur l'équation 7.34 a la propriété de générer des fonctions
convexes et linéaires pour chaque horizon. Chaque fonction est ainsi déterminer
par un hyperplan. La fonction de valeur peut alors s'écrire sous la forme V ak′(ρ) =∑
m ρ(m)α
a
k′(m). Où α
a
k est l'hyperplan associé à l'action a à l'horizon k. La fonction
de valeur peut alors s'écrire sous la forme :
V ak′(ρ) = rk′(ρ, c, a) + γ
|Ω|∑
i=1
p(Ωi|ρ)
∑
m
ρΩ
i
(m)αak′+1(m) k
′ >= k (7.36)
Par déﬁnition, ρΩ
i
(m) = p(Ω
i|m)p(m|ρ)
p(Ωi|ρ) et
∑|Ω|
i=1 p(Ω
i|m) = 1, la fonction de valeur
vaut :
V ak′(ρ) = rk′(ρ, c, a) + γ
|Ω|∑
i=1
p(Ωi|ρ)
∑
m p(Ω
i|m)p(m|ρ)αak′+1(m)
p(Ωi|ρ) (7.37)
= rk′(ρ, c, a) + γ
|Ω|∑
i=1
∑
m
p(Ωi|m)p(m|ρ)αak′+1(m) (7.38)
= rk′(ρ, c, a) + γ
∑
m
p(m|ρ)αak′+1(m) (7.39)
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7.4.2.2 Partitionnement de l'espace
L'espace continu doit être partitionné si l'on souhaite faire une recherche sur
l'espace complet et utiliser l'équation 7.33. Deux choix sont possibles :
 faire une discrétisation a priori de l'espace d'observation, ou
 partitionner l'espace continu de façon à regrouper les observations entraînant
la même prise de décision.
Une action est nécessaire lorsqu'une panne actionneur apparaît. Lorsqu'une
panne capteur apparaît, on suppose que le ﬁltre de Kalman est suﬃsamment ro-
buste pour gérer la panne, aucune action n'est donc nécessaire. Les observations qui
nous intéressent sont donc les paramètres de fautes associés aux actionneurs, bi0 et
bi1. On veut alors partitionner en trois zones d'observations :
 une zone pour laquelle l'action à eﬀectuer est a1, c'est-à-dire de choisir le
contrôleur c1, le contrôleur nominal ;
 une zone pour laquelle l'action à eﬀectuer est a2, c'est-à-dire de choisir le
contrôleur c2, le contrôleur pour les pannes moteur et ;
 une zone pour laquelle l'action à eﬀectuer est a3, c'est-à-dire de choisir le
contrôleur c3, le contrôleur pour les pannes élevons.
7.4.2.3 Construction de récompenses hors-ligne
Contrairement au POMDP classique, la fonction de coût n'est pas stationnaire.
A chaque instant k, la fonction de coût prend en compte deux termes, Rk(m, a)
et P (c, a). La pénalité de changement de contrôleur P (c, a) est ajouté dans le but
d'éviter les changements de contrôleur sans aucune raison sérieuse et pour prendre
en compte le fait qu'un changement de contrôleur présente toujours un risque. Le
coût immédiat Rk(m, a) est calculé hors ligne grâce à l'indice de performance de la
façon suivante :
Rk(m, a) = J
k
k (7.40)
Pour compenser un horizon H faible, un coût longue est utilisée à l'instant
k +H :
Rk+H(m, a) = J
N
k+H (7.41)
La pénalité P (c, a) est choisie de façon arbitraire ; P (ci, ai) = 0 et P (ci, aj) = 0.1,
∀i 6= j
La Figure 7.3 et la Figure 7.4 montre l'évolution des récompenses instantanées
Rk(m, a) et des récompenses cumulées Rk+H(m, a).
Ces récompenses sont obtenues en faisant une moyenne sur diﬀérentes simula-
tions. Dans le cas où on est en mode nominal m0, 100 simulations nominal ont été
réalisées pour chaque contrôleur. Dans le cas où le moteur est en panne, c'est-à-dire
en mode m1, 200 simulations -100 simulations de biais et 100 simulations de perte
d'eﬃcacité- ont été réalisées pour chaque contrôleur. Dans le cas où l'un des élevons
est en panne, c'est-à-dire en mode m2, 300 simulations -100 simulations de biais,
100 simulations de perte d'eﬃcacité et 100 simulations de blocage- ont été réalisées
pour chaque contrôleur.
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Figure 7.3  Courbes des récompenses instantanées en fonction du mode et du
contrôleur
Remarque 7.1
Pour le calcul des récompenses, les indicateurs de performance en cas de blocage
et en cas de pertes d'eﬃcacité supérieures à 70% sur le moteur ne sont pas pris
en compte. En eﬀet, pour ces cas, le drone n'est plus contrôlable et les valeurs des
indicateurs de performance deviennent importantes. Malgré tout le contrôleur
conçu pour les pannes moteur fournit de meilleurs résultats pour ces cas de
pannes aussi.
Les récompenses immédiates (cf. Figure 7.3) sont quasiment stationnaires. Le
début de la simulation correspond en réalité à une période de transition due à
une initialisation de la commande u à zéro. Il est donc possible de remplacer ces
récompenses non stationnaires par des récompenses stationnaires qui correspondent
aux valeurs en régime établi. Le Tableau 7.1 récapitule les valeurs stationnaires des
récompenses instantanées.
Dans le cas nominal, les trois récompenses sont équivalentes. En eﬀet, avec une
bonne estimation des paramètres de fautes, c'est-à-dire proche de zéro en mode
nominal, les trois contrôleurs sont équivalents. Néanmoins, il est préférable d'avoir le
contrôleur nominal en mode nominal. En eﬀet, celui-ci ne dépend pas de l'estimation
des paramètres de fautes, qui peut être source d'erreurs.
7.4.2.4 Limite de la méthode
Un exemple pour un problème à deux dimensions est exposé en Annexe G.
Cette annexe montre comment calculer les α-vecteurs avec l'espace de recherche
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Figure 7.4  Courbes des récompenses cumulées en fonction du mode et du contrô-
leur
Mode/Contrôleur {m0, c0} {m0, c1} {m0, c2}
Rk(m, a) 9.2× 10−4 9.2× 10−4 9.2× 10−4
Mode/Contrôleur {m1, c0} {m1, c1} {m1, c2}
Rk(m, a) 2.1× 10−2 1.1× 10−2 2.1× 10−2
Mode/Contrôleur {m2, c0} {m2, c1} {m2, c2}
Rk(m, a) 7.2× 10−3 7.2× 10−3 2.9× 10−3
Tableau 7.1  Valeurs stationnaires des récompenses instantanées
simpliﬁé et l'espace de recherche complet. L'utilisation du processus POMDP avec
l'espace de recherche complet (cf. Figure 7.1) présente un désavantage important : ce
processus nécessite une puissance calculatoire importante par conséquent l'horizon
d'optimisation est assez faible. Deux processus sont coûteux :
 le calcul des probabilités p(Ωi|m) et
 l'optimisation de l'équation 7.33.
L'utilisation du processus POMDP avec l'espace de recherche simpliﬁé (cf. Figure
7.2) est beaucoup moins coûteux. Premièrement, le calcul des probabilités p(Ωi|m)
n'est pas nécessaire et l'optimisation de l'équation 7.35 est moins coûteuse.
Néanmoins cette méthode présente certaines limites, notamment au niveau des
récompenses. Les récompenses sont basées sur des calculs hors-ligne, en faisant une
récompense moyenne sur l'ensemble des situations envisagées. De plus, la pénalité de
changement de contrôleur est arbitraire et ne représente pas parfaitement la réalité.
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Une solution permettant de pallier ces problèmes est d'utiliser le modèle dynamique
du système en ligne pour prédire le comportement futur du drone.
7.4.3 Utilisation du formalisme MPC
7.4.3.1 Principe
Le formalisme MPC permet de prédire le comportement futur du système grâce
au modèle dynamique du drone. Ici, le formalisme MPC est utilisé pour prédire l'évo-
lution de l'état en fonction de l'action choisi. De façon à limiter le coût calculatoire,
l'espace de recherche simpliﬁé montré sur la Figure 7.2 est utilisé.
A chaque instant, |A|, c'est-à-dire le nombre d'actions possibles, coûts sont cal-
culés en ligne, un pour chaque action :
Ik+Hk (a) =
H∑
k′=1
αk+k
′
(xk+k′|k(a)
TQlqrxk+k′|k(a) + uk+k′(a)
TRlqruk+k′(a)) (7.42)
Où a indique le contrôleur pour lequel le coût est calculé.
Par ailleurs la prédiction est réalisée sur un horizon H. Pour compenser le fait
que la prédiction est réalisée sur un horizon ﬁni, un coût ﬁnal est ajouté. Pour cela,
les récompenses longues calculées hors ligne sont utilisées (cf. Section 7.4.2.3). Le
coût ﬁnal est le suivant :
Rk+H(m, c, a) = J
N
k+H + P (c, a) (7.43)
Le problème à résoudre est le suivant :
min
a∈A
[
∑
m
ρk+H|k+H(m)Rk+H(m, a) + Ik+Hk (a)] (7.44)
L'action a minimisant le problème est choisie.
7.4.3.2 Limite de la méthode
Les paramètres de fautes étant modélisés comme des marches aléatoires, la pré-
diction de ceux-ci ne change pas : bk+1 = bk. Cette méthode ne considère donc pas
l'évolution future des paramètres de fautes.
De façon similaire, l'estimation de l'état de croyance ρk+H|k+H(m) ne considère
pas l'évolution future des paramètres de fautes.
7.4.4 Utilisation du formalisme SMPC
7.4.4.1 Principe
Pour pallier la limite de la méthode précédente, il peut être intéressant d'utiliser
le formalisme stochastique MPC.
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Soit {Ω1, ...,Ω|Ω|} une partition de l'espace continu dans lequel le paramètre ω
évolue. La probabilité d'avoir le paramètre dans un ensemble Ωi est donnée par :
p(Ωi|m) =
∫
ω∈Ωi
p(ω|m)dω (7.45)
Pour le formalisme SMPC, l'équation d'état peut être réécrite de la façon sui-
vante :
xk+1(Ωi) = x
Ωi
k+1 = Axk +Buk + F (Ωi)bk (7.46)
Où F (Ωi) est une matrice dont les valeurs dépendent de l'ensemble Ωi.
Le problème SMPC est formulé à chaque pas de temps de la façon suivante :
V (a) =
H∑
j=1
|Ω|∑
i=1
piik+jα
k+j(xΩik+j
T
(a)Qlqrx
Ωi
k+j(a) + u
T
k+j(a)Rlqruk+j(a)) (7.47)
Où piik+j est la probabilité d'avoir les paramètres de fautes dans un ensemble
donné Ωi, piik+j =
∑
m p(Ω
i|m)ρk+j|k+j(m), uk+j(a) est la commande qui est issue
du contrôleur sélectionné par l'action a et xΩik+j(a) est son état associé.
De façon similaire à la méthode précédente, un coût ﬁnal est ajoutéRk+H(m, c, a).
Ainsi, le problème a résoudre est le suivant :
min
a∈A
[r(ρk+H|k+H , a) + V (a)] (7.48)
Où r(ρk+H|k+H , a) =
∑
mRk+H(m, a)ρk+H|k+H .
7.4.4.2 Application à l'Altimum 4
Pour le modèle complet de l'Altimum 4, trois ensemble sont choisis permettant
de déﬁnir la fonction F (Ωi) de la façon suivante :
F (Ω1) = O
F (Ω2) =
[
B.1 O Dk.1 O O
]
F (Ω3) =
[
O Be Ba O Dk.2:5 O
]
Le partitionnement de l'espace continu est fait de façon à avoir :
 Ω1 l'ensemble pour lequel il n'y a pas de faute ;
 Ω2 l'ensemble pour lequel le moteur est en panne ;
 Ω3 l'ensemble pour lequel l'un des élevons est en panne.
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Résumé
C
e chapitre vise à évaluer la capacité de la méthode à suivre une trajectoire
d'atterrissage. Dans un premier temps, les performances obtenues avec
cette méthode sont mise en avant. Pour cela, la performance de la méthode
est comparée à celle d'une commande classique LQR. Dans un second temps,
l'impact d'une commande linéaire pour un système non-linéaire est analysé.
Finalement, l'impact d'une mauvaise estimation des paramètres de fautes sur
le suivi de trajectoire est analysé.
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8.1 Critère d'évaluation
8.1.1 Critère d'évaluation quantitative pour la reconﬁguration
L'évaluation quantitative est déﬁnie à partir des critères suivants :
1. Le temps de reconﬁguration TR déﬁnie par le temps nécessaire à la reconﬁ-
guration du système de commande une fois la panne apparue.
2. Le temps de reconﬁguration TD→R déﬁnie par le temps nécessaire à la re-
conﬁguration du système de commande une fois la panne détectée. Ce temps
peut être négatif si le système de commande est reconﬁguré avant la détection
de la panne.
3. Le taux de mauvaise sélection du contrôleur, c'est à dire la sélection d'un
contrôleur dégradé alors que le système est nominal ou la sélection du mauvais
contrôleur en cas de panne.
De plus, il faut vériﬁer que le temps de calcul du mécanisme de reconﬁguration
est bien inférieur à Tr, c'est-à-dire à 1s.
8.1.2 Critère d'évaluation quantitative pour le suivi de trajectoire
L'évaluation quantitative est faite à partir de l'indicateur de performance ayant
permis la construction des contrôleurs 7.1. On déﬁnit deux indicateurs :
 l'indicateur d'énergie au niveau de la commande : Ju =
∑N
k=0 α
k(uk
TRpuk)
 l'indicateur de suivi de trajectoire : Jx =
∑N
k=0 α
k(xk
TQpxk)
Dans un premier temps, il faut vériﬁer que la méthode FTC ne dégrade pas la
performance en cas de fonctionnement nominal par rapport à une loi de commande
classique. Les contrôleurs de la méthode FTC étant construits à partir de la méthode
LQR, la méthode FTC est comparée à une loi de commande LQR classique avec
facteur de réduction (cf. Annexe F). Cette loi de commande nécessite l'estimation
de l'état : celle-ci est calculée en parallèle par un ﬁltre de Kalman classique.
Dans un second temps, il faut analyser le comportement du drone en cas de
panne. Deux points sont à analyser :
 Il faut vériﬁer que la méthode FTC améliore bien la performance par rapport
à une loi de commande classique.
 Il faut vériﬁer qu'en cas de panne la performance est équivalente à celle
obtenue en cas nominal.
8.2 Étude comparative entre la méthode FTC dévelop-
pée et une loi de commande classique
Le but de cette section est de comparer :
 Une loi de commande classique prenant en compte un ﬁltre de Kalman et
une commande LQR et
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 la méthode FTC développée prenant en compte la méthode FDD développée
ainsi la reconﬁguration du système de commande.
Les simulations de cette section sont réalisées avec les mesures générées à partir
du modèle linéaire. De plus, le ﬁltre AKF séquentiel est utilisé avec le modèle complet
prenant en compte les fautes actionneurs et capteurs.
8.2.1 Comportement en mode nominal
La commande tolérante aux fautes doit améliorer les performances en cas de
pannes actionneurs et capteurs mais elle ne doit pas dégrader pour autant la per-
formance en cas de fonctionnement nominal. Ainsi, 500 simulations ont été réalisées
avec 500 séquences de bruit diﬀérentes. La Figure 8.1 montre les valeurs des indi-
cateurs de performances Jx et Ju obtenues avec une commande LQR classique et
celles obtenues avec notre méthode FTC.
S4equence de Bruit
0 100 200 300 400 500
J x
2
4
6
8
10
12
LQR
FTC
S4equence de Bruit
0 100 200 300 400 500
J u
0.35
0.4
0.45
0.5
0.55
0.6
0.65
LQR
FTC
Figure 8.1  Indicateur de performance en cas de simulations sans panne
Les valeurs des indicateurs de performance Jx et Ju sont semblables pour chaque
séquence de bruit. Le Tableau 8.1 donne la valeur moyenne des indicateurs de per-
formance Jx et Ju en fonction de la méthode utilisée.
LQR FTC
Jx 5.5917 6.0633
Ju 0.4512 0.4889
Tableau 8.1  Valeurs moyennes sur 500 simulations des indicateurs de performance
La commande FTC dégrade légèrement la performance en cas de fonctionnement
nominal. En eﬀet, la commande FTC prend en compte l'état du système augmenté
avec les paramètres de fautes ce qui entraîne plus d'incertitudes au niveau de l'esti-
mation de l'état. Par conséquent, la commande u est plus bruité et donc l'état réel
est plus bruité.
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Par ailleurs, avec la méthode FTC, le contrôleur nominal est bien conservé pour
l'ensemble des simulations, quel que soit l'outil de décision utilisé. En eﬀet, il n'y
a pas de FA au niveau des actionneurs, par conséquent il n'y a aucune raison de
changer le contrôleur.
Remarque 8.1
En fonctionnement nominal, les valeurs des indicateurs de performances Jx et
Ju sont les mêmes quel que soit l'outil de décision utilisé (POMDP, MPC ou
SMPC) et quel que soit l'horizon utilisé.
8.2.2 Comportement en cas de pannes actionneurs
8.2.2.1 Indicateurs de performances en cas de pannes actionneurs
Lors de cette section, les simulations ont été réalisées en utilisant la méthode de
décision SMPC avec un horizon de 5. La Figure 8.2 montre les valeurs des indicateurs
de performances en cas de perte d'eﬃcacité du moteur inférieures à 70% et en cas
de biais sur le moteur.
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Figure 8.2  Indicateur de performance en cas de simulations avec panne moteur
L'indicateur de performance Ju augmente avec la perte d'eﬃcacité, que ce soit
avec la commande LQR ou avec la commande FTC. En eﬀet, il faut dans les deux
cas fournir plus d'énergie au niveau des actionneurs pour compenser la panne. Avec
la commande LQR, bien que l'actionneur soit sollicité pour compenser la panne,
l'indicateur de performance Jx augmente avec la perte d'eﬃcacité ce qui montre que
la commande LQR n'arrive pas à compenser entièrement la panne. Au contraire,
avec la commande FTC, l'indicateur Jx reste à peu près constant pour toutes pertes
d'eﬃcacité inférieures à 70%.
Les résultats obtenus en cas de biais sont similaires. Avec la commande LQR,
bien que l'actionneur soit sollicité pour compenser la panne, l'indicateur de perfor-
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mance Jx augmente avec l'intensité du biais ce qui montre que la commande LQR
n'arrive pas à compenser entièrement la panne. Au contraire, avec la commande
FTC, l'indicateur Jx est constant pour tous biais compris entre −0.55 et 0.27.
Pour les pertes d'eﬃcacité supérieures à 70%, le drone n'est plus contrôlable ; la
commande du moteur est en saturation par conséquent il n'est plus possible d'amé-
liorer le suivi de trajectoire du drone. Ainsi les valeurs obtenus pour les indicateurs
de performance Jx augmentent à partir d'une perte d'eﬃcacité de 70%. En cas de
blocage moteur, le drone n'est plus contrôlable. Les valeurs obtenus pour les indica-
teurs de performance Jx sont très grandes et augmentent lorsque la valeur de blocage
s'éloigne de celle d'équilibre. Néanmoins, l'indicateur Jx associé à la méthode FTC
reste inférieur à l'indicateur Jx associé au contrôleur LQR.
La Figure 8.3 montre les valeurs des indicateurs de performances en cas de pannes
de l'élevon1.
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Figure 8.3  Indicateur de performance en cas de simulations avec panne élevon
Quel que soit le type de panne, la FTC améliore considérablement l'indicateur
de performance Jx. Pour la FTC, sa valeur est à peu près constante quel que soit la
panne. Avec la commande LQR, l'indicateur Jx augmente avec la perte d'eﬃcacité,
ainsi qu'avec l'intensité du biais. Quel que soit le blocage, la commande LQR n'ar-
rive pas à gérer la panne. De plus, contrairement à la panne moteur, l'indicateur de
performance Ju est lui aussi considérablement réduit. En eﬀet, avec la commande
LQR, le contrôleur va chercher à compenser la panne en grande partie avec l'éle-
von en panne, alors qu'avec la commande FTC, le contrôleur est conçu de façon à
minimiser l'énergie de l'ensemble des élevons.
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Remarque 8.2
On avait vu à la Section 6.3.1.2 que l'estimateur était moins précis et que la
détection était moins rapide pour des pannes faibles. On voit ici que ces erreurs
n'ont pas d'impact sur la trajectoire. Le contrôleur nominal est robuste face aux
pannes faibles.
8.2.2.2 Comparaison du temps de reconﬁguration entre les trois mé-
thodes de décision
Les simulations ont été réalisées avec les trois méthodes de décision et avec
diﬀérents horizon :
 la méthode POMDP avec un horizon de 5 ;
 la méthode MPC avec un horizon de 5, de 10, de 20, de 50 et de 100 ;
 la méthode SMPC avec un horizon de 5, de 10 et de 20.
Remarque 8.3
Un horizon plus important pour l'outil POMDP ne changera pas le résultat. La
récompense instantanée est stationnaire par conséquent, en utilisant l'espace de
recherche réduit, cela revient à déplacer les α-vecteurs vers le haut sans changer
le point d'intersection.
Comparaison des valeurs de l'indicateur de performance Jx :
Le Tableau 8.2 indique les valeurs moyennes de l'indicateur de performance Jx.
La valeur moyenne est calculée pour des cas où l'on peut toujours compenser la
panne, c'est-à-dire lorsque le système est toujours contrôlable et que la commande
n'est pas en saturation ; pour des pertes d'eﬃcacité moteur inférieures à 70%, pour
des biais moteur compris entre−0.55 et 0.27, pour des pertes d'eﬃcacité élevon, pour
des blocages élevon compris entre −0.2 et 0.44 et pour des biais élevon compris entre
−0.3 et 0.5.
Jx Eﬃcacité
Moteur
Biais
Moteur
Eﬃcacité
Elevon1
Blocage
Elevon1
Biais
Elevon1
POMDPh=5 8.2499 9.0785 7.6913 8.6552 7.9152
MPCh=5 8.2461 9.0759 7.6928 8.6615 7.9167
MPCh=10 8.2459 9.0695 7.6951 8.6672 7.9166
MPCh=20 8.2316 9.0682 7.6986 8.6762 7.9166
MPCh=50 8.2154 9.0645 7.7046 8.7186 7.9187
SMPCh=5 8.1162 8.9710 7.6874 7.7595 7.3591
SMPCh=10 8.1162 8.9710 7.6895 8.0196 7.5088
Tableau 8.2  Valeur moyenne de l'indicateur de performance Jx
Quel que soit les méthodes ou les horizons, les valeurs sont à peu près semblables.
Avec l'outil SMPC et un horizon de 5, on obtient les meilleurs valeurs pour l'indica-
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teur de performance. Les valeurs de Jx sont plus élevées que dans le cas nominal. En
eﬀet, même si le contrôleur réussit à ramener le drone sur sa trajectoire de référence,
il y a une période de transition pendant laquelle le drone va légèrement dévier de
sa trajectoire. Cette période de transition peut être divisée en deux parties : la pre-
mière partie qui correspond au temps de reconﬁguration pendant laquelle le drone
va s'éloigner de sa trajectoire de référence et la deuxième partie qui correspond au
temps nécessaire pour ramener le drone sur sa trajectoire de référence.
Temps de Reconﬁguration TR :
Pour la plupart des simulations, le contrôleur est changé dès que la panne détecté
et que le mécanisme de reconﬁguration est appelé. Par exemple si la panne est détecté
à 10.8s, le contrôleur est changé à 11s. Pour quelques simulations, le mécanisme de
reconﬁguration ne propose pas la même reconﬁguration en fonction des méthodes
de décision et en fonction des horizons utilisés. D'où les valeurs moyennes diﬀérentes
obtenues pour Jx dans le Tableau 8.2. Les outils basés sur le formalisme MPC et
SMPC prennent en compte les valeurs courantes des paramètres de fautes ce qui
permet parfois de reconﬁgurer le système avant même d'avoir détecté la panne. Par
ailleurs, l'outil SMPC, avec un horizon de 5 ou de 10, permet de reconﬁgurer le
système en cas de MD de la panne. En cas de perte d'eﬃcacité moteur, il y a 11
MD et pour ces 11 MD le système est reconﬁguré. En cas de biais moteur, il y a
1 MD et pour cette MD le système est reconﬁguré. C'est pourquoi on obtient la
meilleure valeur moyenne pour l'indicateur Jx.
Cas où le mauvais contrôleur est sélectionné :
Comme montré à la Section 6.3.3.2, il y a des MI temporaires des élevons en
cas de panne moteur. Le problème est donc de savoir si le contrôleur c2 associé
aux élevons est sélectionné temporairement ou non et si cela a un impact sur les
indicateurs de performance. En cas de perte d'eﬃcacité moteur, il y a une MI
temporaire. Quel que soit l'outil choisi, le contrôleur c2 est sélectionné pendant 1s.
Cependant, cette mauvaise sélection n'a pas d'impact important sur la trajectoire
du drone. En cas de blocage du moteur, il y a une MI temporaire. Cette MI étant
très courte, quel que soit l'outil choisi, le contrôleur c2 n'est pas sélectionné. En cas
de biais sur le moteur, il y a 9 MI temporaires. Là aussi, les MI sont très courtes,
ainsi quel que soit l'outil choisi, le contrôleur c2 n'est pas sélectionné.
ce qu'il faut retenir
La FTC permet bien d'obtenir des performances acceptables sur le critère Jx
et cela quel que soit la panne jusqu'à la limite de la saturation de l'actionneur.
A l'opposé, le critère Ju augmente avec l'intensité de la panne, cela pour
obtenir des performances acceptables sur Jx.
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8.2.3 Comportement en cas de pannes capteurs
8.2.3.1 Indicateurs de performances en cas de pannes capteurs
Les résultats montrés lors de cette section utilisent l'outil de décision POMDP
avec un horizon de 5.
Simulations de perte d'eﬃcacité :
Comme expliqué à la Section 6.3.2.2, il est diﬃcile de détecter les pertes d'eﬃca-
cité des capteurs ayant une valeur d'équilibre nulle. Deux cas sont donc diﬀérenciés :
 les pertes d'eﬃcacité des capteurs p, q, r, asy, ψ, φ et β, ayant une valeur
d'équilibre nulle.
 les pertes d'eﬃcacité des capteurs asx, asz, θ, α et zB, ayant une valeur
d'équilibre diﬀérente de zéro.
Dans le premier cas, les valeurs des indicateurs de performances Jx et Ju ob-
tenues avec le LQR sont semblables à celles obtenues avec la méthode FTC. De
plus, les valeurs moyennes de Jx et Ju sont équivalentes à celles obtenues en cas
nominal. En eﬀet, une perte d'eﬃcacité sur une valeur d'équilibre nulle ne change
pas le comportement du drone. Dans le deuxième cas, les valeurs des indicateurs
de performances sont plus élevées avec le LQR. La Figure 8.4 montre la valeur des
indicateurs de performances en cas de perte d'eﬃcacité sur asx.
Perte d'e/cacit4e
0 0.2 0.4 0.6 0.8
J x
#104
0
2
4
6
LQR
FTC
Perte d'e/cacit4e
0 0.2 0.4 0.6 0.8
J u
0
1
2 LQR
FTC
Perte d'e/cacit4e
0 0.2 0.4 0.6 0.8 1
J x
0
100
200
FTC
Perte d'e/cacit4e
0 0.2 0.4 0.6 0.8 1
J u
0.4
0.5
0.6
0.7
FTC
Figure 8.4  Indicateur de performance en cas de simulations avec perte d'eﬃcacité
sur asx
Avec la méthode LQR, les valeurs des indicateurs de performance Jx et Ju aug-
mentent avec la perte d'eﬃcacité. Avec la méthode FTC, la valeur de Ju est constante
avec une valeur moyenne de 0.5 -équivalente celle obtenue dans le cas nominal- et
la valeur de Jx augmente avec des petites pertes d'eﬃcacité. Cette zone correspond
au cas où la covariance du paramètres de fautes associé au capteur asx n'est pas
réouverte. Comme la covariance n'est pas réouverte, la panne est compensée par le
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paramètre de faute et par l'état x, d'où une valeur plus grande pour Jx. Pour les
cas où la covariance est réouverte, la valeur moyenne de Jx est équivalente à celle
obtenue dans le cas nominal.
La Figure 8.5 montre la valeur des indicateurs de performances en cas de perte
d'eﬃcacité sur zB.
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Figure 8.5  Indicateur de performance en cas de simulations avec perte d'eﬃcacité
sur zB
Avec la méthode LQR et la méthode FTC, les valeurs des indicateurs de perfor-
mance Jx et Ju augmentent avec la perte d'eﬃcacité. Cependant, avec la méthode
FTC, Jx et Ju augmentent beaucoup moins fortement.
Pour les autres capteurs α, asz et θ, avec le LQR les valeurs des indicateurs de
performance Jx et Ju augmentent avec la perte d'eﬃcacité, alors qu'avec la méthode
FTC développée, les valeurs moyennes des indicateurs de performance Jx et Ju sont
équivalentes à celles obtenues dans le cas nominal.
Simulations de biais :
Les biais sur les capteurs donnent des résultats similaires quel que soit le capteur
en panne. La Figure 8.6 montre la valeur des indicateurs de performances en cas de
biais sur φ.
De façon générale, c'est-à-dire quel que soit le capteur, avec le LQR les valeurs
des indicateurs de performance Jx et Ju augmentent avec l'amplitude du biais, alors
qu'avec la méthode FTC développée, les valeurs restent à peu près constantes. Les
valeurs moyennes des indicateurs de performance Jx et Ju sont légèrement supé-
rieures à celles obtenues en mode nominal. Le Tableau 8.3 répertorie les valeurs
moyennes de Jx et Ju pour les diﬀérents capteurs.
Simulations de blocage :
Les blocages sur les capteurs donnent des résultats similaires quel que soit le
capteur en panne. La Figure 8.7 montre la valeur des indicateurs de performances
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Figure 8.6  Indicateur de performance en cas de simulations avec biais sur φ
p q r asx asy asz ψ φ θ α β zB
Jx 5.9 5.9 6.0 6.2 5.9 6.0 6.2 6.0 5.9 5.9 5.9 6.2
Ju 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Tableau 8.3  Valeur moyenne des indicateurs de performance sur 100 simulations
de biais
en cas de blocage sur le baromètre zB.
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Figure 8.7  Indicateur de performance en cas de simulations avec blocage sur zB
De façon générale, c'est-à-dire quel que soit le capteur, avec le LQR les valeurs
des indicateurs de performance Jx et Ju augmentent lorsque la valeur de blocage
s'éloigne de la valeur d'équilibre, alors qu'avec la méthode FTC développée, les
valeurs des indicateurs de performance Jx et Ju restent constantes. Pour la plupart
des capteurs, les valeurs moyennes de Jx et de Ju sont équivalentes à celles obtenues
dans le cas nominal. La valeur moyenne de Jx est légèrement plus élevée pour les
capteurs asx, ψ, θ et zB. Le Tableau 8.4 répertorie les valeurs moyennes de Jx et Ju
pour ces capteurs.
En cas de blocage sur zB, l'indicateur de performance Jx augmente légèrement
pour des blocages proches de la valeur d'équilibre. De plus, il y a une simulation pour
laquelle le drone ne suit pas tout à fait la trajectoire et pour laquelle l'indicateur Jx
est élevé (Jx = 666). Pour ce blocage, la valeur est très proche de celle d'équilibre,
l'erreur du capteur est partagé sur l'estimation du paramètre de faute associé au
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p q r asx asy asz ψ φ θ α β zB
Jx 5.9 5.9 6.0 6.8 5.9 6.2 7.3 6.2 6.5 5.9 5.9 7.9
Ju 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.6 0.5 0.5 0.5 0.5
Tableau 8.4  Valeur moyenne des indicateurs de performance sur 100 simulations
de blocage
capteur zB et l'état z. Par conséquent, il y a une erreur au niveau de la trajectoire.
L'erreur ﬁnal est de −0.45m ce qui reste acceptable.
Simulations de dérive :
Les simulations de dérives sur les capteurs α, β, q et asy donnent des résultats
similaires. Avec la méthode LQR, les valeurs de Jx et Ju augmentent avec la pente
de la dérive. Avec la méthode FTC, les indicateurs de performance Jx et Ju sont
constants ; les valeurs moyennes sont proches de celles obtenues dans le cas nominal.
Pour les simulations de dérives sur les capteurs p, r, ψ, θ et zB, les valeurs de l'indi-
cateur de performance Jx sont plus importantes mais toujours à peu près constante
en fonction de la dérive. Le Tableau 8.5 répertorie les valeurs moyennes de Jx et Ju
pour ces capteurs.
p q r asy ψ θ α β zB
Jx 10 6.0 13 5.9 36 23 5.9 5.9 17
Ju 0.6 0.5 0.5 0.5 0.6 0.5 0.5 0.5 0.5
Tableau 8.5  Valeur moyenne des indicateurs de performance sur 100 simulations
de dérive
Remarque 8.4
On a vu à la Section 6.3.3.2, qu'il y avait 78 MI temporaires des élevons en
cas de dérives sur p. Sur 68 simulations, le contrôleur c2 associé aux élevons
est sélectionné de façon permanente. Cependant au vu de la valeur moyenne
obtenue pour Jx et Ju, on peut voir que cela a peu d'impact sur la trajectoire
du drone. En eﬀet, les paramètres de fautes associés aux élevons sont faibles et
par conséquent, le contrôleur c2 est quasiment équivalent au contrôleur nominal.
Les simulations de dérives sur les capteurs asx et asz sont semblables. L'erreur
est plus importante pour des dérives faibles. La Figure 8.8 montre la valeur des
indicateurs de performances en cas de dérive sur le capteur asz.
Les valeurs de Jx et Ju obtenues avec la méthode LQR augmentent avec la
pente de la dérive et sont toujours plus grandes que celles obtenues avec la méthode
FTC. Avec la méthode FTC, les valeurs de Jx sont plus importantes pour de faibles
dérives. De plus, on a vu à la Section 6.3.3.2, qu'il y avait 6 MI temporaires des
élevons en cas de dérive sur asz. Parmi ces 6 simulations qui correspondent à des
dérives très faibles, 5 sélectionnent le contrôleur c2 et cela de façon permanente après
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Figure 8.8  Indicateur de performance en cas de simulations avec dérive sur asz
l'apparition de la panne. Ces simulations ont des valeurs de Jx plus élevées, entre
70 et 103. L'erreur ﬁnale sur la trajectoire reste faible, il y a une erreur maximum
de 0.15m sur x et sur z.
Pour les dérives sur asx, on a vu à la Section 6.3.3.2, qu'il y avait une MI
permanente et 3MI temporaires du moteur en cas de faibles dérives sur asx. Pour ces
4 simulations le contrôleur c1 associé au moteur est sélectionné de façon permanente
après l'apparition de la panne. Parmi ces 4 simulations, 2 ont du mal à converger et
ont une valeur de Jx élevée (Jx = 13 × 103 et Jx = 48 × 103). L'erreur ﬁnale de la
position est d'environ −2m sur x et de 5m sur z. Cette erreur n'est pas excessive,
cependant pour une simulation plus longue, l'erreur continuerait à augmenter ce qui
n'est pas acceptable sur du long terme. Pour les deux autres simulations, l'erreur
est beaucoup plus faible Jx = 75 et Jx = 134, ce qui correspond à une erreur ﬁnale
de 0.1m sur z. Hormis ces 4 simulations, les indicateurs de performance sont bons,
la valeur moyenne de Jx est de 8.6 et la valeur moyenne de Ju est de 0.5.
Les dérives sur φ donnent des résultats diﬀérents. La Figure 8.9 montre la valeur
des indicateurs de performances en cas de dérive sur le capteur φ.
Les valeurs de Jx et Ju obtenues avec la méthode LQR augmentent avec la pente
de la dérive et sont toujours plus grandes que celles obtenues avec la méthode FTC.
Avec la méthode FTC, les valeurs de Jx et Jz augmentent elles aussi avec la pente de
la dérive mais moins fortement. Pour une dérive de −0.25◦/s, l'indicateur Jx est de
2500. L'erreur ﬁnale est de 0.9m sur la position verticale y, ce qui reste acceptable.
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Figure 8.9  Indicateur de performance en cas de simulations avec dérive sur φ
ce qu'il faut retenir
La FTC donnent bien de meilleures performances qu'avec la méthode LQR
quel que soit le capteur et quel que soit le type de panne. Pour la plupart des
cas, les critères Jx et Ju sont proches de ceux obtenus dans le cas nominal, ce
qui montre bien un recouvrement total malgré la panne. La méthode FTC a
néanmoins plus de diﬃculté avec les cas de dérive, ce qui est cohérent avec les
problèmes d'intégrité rencontrés lors de l'estimation. Pour les cas de blocage,
de biais et de perte d'eﬃcacité, l'estimateur est suﬃsamment précis pour ne
nécessiter aucune action en cas de pannes capteurs. La méthode pourrait être
améliorée pour les cas de dérive.
8.3 Impact d'un système de commande basé sur une mé-
thode linéaire
Les simulations de la section précédente utilisent le modèle linéaire du drone pour
générer les mesures et le ﬁltre AKF est utilisé. Ici, les mesures sont générées avec le
modèle non linéaire du drone modélisant les élevons avec un unique premier ordre
et le ﬁltre EKF est utilisé. On se place donc dans un cadre non linéaire. Cependant,
le système de commande est basé sur un modèle linéaire. Le but de cette section est
donc de voir l'impact de l'utilisation de contrôleurs linéaires sur la trajectoire du
drone en cas de panne.
Le système de commande développé au Chapitre 7 se décompose en deux parties :
les contrôleurs et la tâche de décision. Les contrôleurs sont basés sur la méthode LQR
et nécessitent par conséquence un modèle linéaire. Ainsi, les matrices A et B utilisées
proviennent du modèle linéaire du drone (cf. Annexe A).
Concernant la tâche de décision sur le choix du contrôleur, trois outils ont été
développés :
 l'outil basé sur le formalisme POMDP qui nécessite seulement la connaissance
des probabilités de modes ;
 l'outil basé sur le formalisme MPC qui nécessite la connaissance de l'équation
d'état et qui peut par conséquent être adapté à un modèle non linéaire ;
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 l'outil basé sur le formalisme SMPC qui nécessite la connaissance de l'équa-
tion d'état et qui peut lui aussi être adapté à un modèle non linéaire.
Les simulations montrées lors de cette section utilisent l'outil basé sur le for-
malisme POMDP. Dans le cas nominal, les valeurs moyennes des indicateurs de
performances Jx et Ju sont de respectivement 6.0684 et 0.1756.
8.3.1 Comportement en cas de pannes élevons
La Figure 8.10 montre les valeurs des indicateurs de performance en cas de
pannes élevons.
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Figure 8.10  Indicateur de performance en cas de panne sur l'élevon 1
La performance Jx est légèrement supérieure au cas nominal. En eﬀet, il faut
prendre en compte la période de transition après l'apparition de la panne. En cas de
perte d'eﬃcacité, la valeur moyenne de Jx est de 6.5532, en cas de blocage, la valeur
est de 6.2075 et en cas de biais, la valeur est de 6.2192. Le contrôleur est donc bien
adapté au système non linéaire malgré l'apparition de panne lors de sa trajectoire
de descente.
8.3.2 Comportement en cas de pannes moteur
Contrairement au contrôleur développé pour les pannes élevons, le contrôleur
développé pour les pannes moteur dégrade la performance en cas de pannes moteur.
La Figure 8.11 montre les valeurs des indicateurs de performance en cas de pannes
moteur.
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Figure 8.11  Indicateur de performance en cas de panne sur le moteur
D'après la Figure 8.11, l'indicateur de performance Jx est plus élevé que dans le
cas nominal. De plus, on remarque que la performance Jx est plus élevé pour des très
faibles pertes d'eﬃcacité et pour des biais très faibles. Excepté ces 4 simulations, les
valeurs de Jx sont à peu près constantes ; la moyenne en cas de perte d'eﬃcacité est
de 51.4622 et la moyenne en cas de biais est de 55.2396. Ces valeurs plus importantes
sont dues à une période de transition plus longue. La Figure 8.12 montre l'erreur
entre la position et la position de référence en cas de biais moteur de −0.3.
Sur la Figure 8.12 on peut voir que le drone met 40s avant de rattraper sa
trajectoire de référence, d'où une valeur plus élevée pour la performance Jx.
ce qu'il faut retenir
Le contrôleur développé pour les pannes moteur réussit plus diﬃcilement à
ramener le drone sur sa trajectoire.
8.4 Impact d'une mauvaise estimation sur le suivi de
trajectoire
A la Section 6.4.1.1, on a vu qu'une mauvaise modélisation de la dynamique des
élevons entraînait des erreurs d'estimation. Le but de cette section est de savoir si le
drone arrive à suivre sa trajectoire malgré l'apparition d'une panne élevon et d'une
mauvaise estimation des paramètres de faute élevons.
Lors de cette section, les mesures sont générées à partir du modèle non linéaire
modélisant les élevons avec le modèle complexe. Le ﬁltre utilisé est le même qu'à la
Section 6.4.1.1, c'est-à-dire le ﬁltre AKF séquentiel.
Cas de perte d'eﬃcacité :
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Figure 8.12  Erreur sur la trajectoire en cas de biais de −0.3 sur le moteur
La Figure 8.13 montre les erreurs d'estimation des paramètres de faute associés
aux élevons en cas de perte d'eﬃcacité sur l'élevon 1.
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Figure 8.13  Erreur sur l'estimation des paramètres de faute élevons en cas de
perte d'eﬃcacité sur l'élevon 1
La Figure 8.14 montre la valeur des indicateurs de performance en fonction de
la perte d'eﬃcacité sur l'élevon 1.
Bien que les erreurs soient importantes, l'indicateur de performance Jx est ac-
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Figure 8.14  Indicateur de performance en cas de perte d'eﬃcacité sur l'élevon 1
ceptable. Pour des pertes d'eﬃcacité supérieures à 20%, l'indicateur est à peu près
constant et a une valeur moyenne de 7.8423 ce qui est équivalent au cas nominal.
On remarque notamment une simulation sur la Figure 8.13, pour une perte d'eﬃca-
cité de 80.46%, pour laquelle l'estimation est très éloignée de la réalité. Pour cette
simulation, l'indicateur de performance vaut 5.666.
Cas de blocage :
La Figure 8.15 montre les erreurs d'estimation des paramètres de faute associés
aux élevons en cas de blocage sur l'élevon 1.
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Figure 8.15  Erreur sur l'estimation des paramètres de faute élevons en cas de
blocage sur l'élevon 1
La Figure 8.16 montre la valeur des indicateurs de performance en fonction de
la valeur du blocage sur l'élevon 1.
Sur la Figure 8.16, on remarque 3 simulations qui ont une valeur de Jx beau-
coup plus élevée que pour les autres simulations. Pour ces simulations la période de
transition est assez longue. La Figure 8.17 montre l'erreur sur la trajectoire pour la
simulation ayant un indicateur de performance de 781.
Lorsque la panne apparaît à 10s, le drone s'écarte de sa trajectoire. La transition
est de 40s avant que le drone arrive à rattraper sa trajectoire de référence, d'où une
valeur importante pour l'indicateur Jx. Pour les autres simulations, les valeurs de
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Figure 8.16  Indicateur de performance en cas de blocage sur l'élevon 1
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Figure 8.17  Erreur sur la trajectoire en cas de blocage de l'élevon 1 à 0.2485
Jx sont proches de celles du cas nominal.
Cas de biais :
La Figure 8.18 montre les erreurs d'estimation des paramètres de faute associés
aux élevons en cas de biais sur l'élevon 1.
La Figure 8.19 montre la valeur des indicateurs de performance en fonction du
biais sur l'élevon 1.
De façon similaire au blocage, on remarque 5 simulations pour lesquelles l'indi-
cateur de performance Jx est plus élevé. Pour ces simulations, le temps de transition
est assez long, d'environ 40s avant que le drone n'arrive à rattraper sa trajectoire.
Pour les autres simulations, les valeurs de Jx sont proches de celles du cas nominal.
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Figure 8.18  Erreur sur l'estimation des paramètres de faute élevons en cas de
biais sur l'élevon 1
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Figure 8.19  Indicateur de performance en cas de biais sur l'élevon 1
ce qu'il faut retenir
Bien que l'estimation ne soit pas très précise, on obtient des bonnes valeurs
pour le critère Jx. Ce phénomène est dû à la redondance des élevons. Les
paramètres de fautes des élevons sont partiellement identiﬁables, par consé-
quent il est possible que les paramètres de faute convergent vers une valeur
diﬀérente de celle attendue. L'eﬀet dynamique sur le drone est correctement
estimé, ce qui permet d'avoir un contrôleur qui oﬀre de bonnes performances,
même si l'imputation des erreurs aux actionneurs peut être erronée. En eﬀet,
le contrôleur associé aux pannes élevons prend en considération la redondance
et la combinaison linéaire existant entre les élevons.
8.5 Conclusion
Ce chapitre permet de mettre en avant les avantages de la méthode FTC propo-
sée. Dans un premier temps, l'avantage d'une méthode FTC sur une méthode LQR
est mis en avant. Contrairement à une commande classique LQR, la méthode per-
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met d'obtenir, quel que soit le type de panne, des performances acceptables sur le
critère Jx. Pour les pannes capteurs, le critère Ju reste lui aussi acceptable. Pour les
pannes actionneurs, le critère Ju augmente avec l'intensité de la panne, mais cette
détérioration du critère Ju est nécessaire pour obtenir des performances acceptables
sur le critère Jx. La méthode est cependant peu eﬃcace pour certaines pannes ac-
tionneurs qui sont très importantes et qui sont diﬃcile à améliorer à cause de la
saturation en commande.
Dans un second temps, la méthode a été testée face à des incertitudes de linéa-
risation. En eﬀet, les contrôleurs ont été construits à partir d'un modèle linéaire
de l'Altimum 4, alors que le système est non linéaire. Le contrôleur nominal et le
contrôleur conçu pour les pannes élevons ne dégradent pas la performance du critère
Jx. Au contraire, le contrôleur conçu pour les pannes moteur est légèrement impacté
par les eﬀets de linéarisation ; celui-ci est plus lent à rattraper la trajectoire du drone
après l'apparition d'une faute.
Finalement, la méthode a été testée face à des incertitudes d'estimation au niveau
des paramètres de fautes associés aux élevons. Malgré une mauvaise estimation, le
critère Jx fournit de bonnes performances. En réalité, l'estimation n'est pas la bonne
mais l'eﬀet dynamique du drone est correctement estimée. Le contrôleur conçu pour
les élevons prend en compte la redondance des actionneurs, ce qui permet d'obtenir
de bonnes performances même si l'imputation des erreurs aux actionneurs peut être
erronée.
La méthode POMDP a été appliqué dans deux articles ayant fait l'objet de
publications [Boche 2018], [Boche 2017a] et la méthode MPC a été appliqué dans
un article ayant fait l'objet d'une publication [Boche 2017b].
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9.1 Conclusions
Dans ce mémoire, une méthode générique de commande tolérante aux fautes
active et indirecte est développée. Celle-ci se base sur des cadres de modélisation
discret et continu. La modélisation continue proposée permet non seulement d'esti-
mer l'état et les paramètres de fautes mais aussi de calculer les contrôleurs. L'objectif
de la modélisation discrète est de prendre une décision en ligne quant au contrôleur à
utiliser. L'estimation continu permet d'avoir plus d'informations sur la faute qu'avec
une modélisation discrète, alors que celle-ci permet de prendre en compte des pro-
babilités de panne et de mettre en ÷uvre des techniques d'optimisation qui sont
plus adaptées à la tâche de décision. La méthode développée nécessite un module de
détection et de diagnostic actif. Ce module doit prendre en compte un estimateur de
l'état et des paramètres de faute, ainsi qu'un estimateur des probabilités de modes
pour détecter et identiﬁer la panne. L'estimateur des probabilités de modes nécessite
l'estimation des moyennes des paramètres de fautes, ainsi que de leur matrice de
covariance. Par conséquent, l'estimateur de l'état et des paramètres de fautes doit
être adapté.
L'estimation de l'état et des paramètres de fautes se base sur un ﬁltre de Kal-
man. Celui-ci a été adapté pour une prise en compte des changements abrupts que
peuvent subir les paramètres de fautes lorsque les pannes apparaissent. Les ﬁltres
AKF, TSKF et EKF ont été utilisés. La précision de l'estimateur ainsi que la ca-
pacité de détection et d'identiﬁcation du module FDD ont été évalués. L'évaluation
en simulation montre que, lorsque l'écart entre le modèle utilisé par la FTC et la
réalité est faible, la méthode proposée donne de très bons résultats. Le fait d'utili-
ser un modèle linéaire pour un processus non linéaire ne dégrade pas ces résultats.
Par contre une dynamique des actionneurs trop grossièrement modélisée, retards et
saturations négligés, conduit à des dégradations importantes.
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Le système de reconﬁguration développé utilise plusieurs contrôleurs basés sur
la méthode LQR, un pour le fonctionnement normal et les cas de pannes capteurs,
un pour les pannes moteur et un pour les pannes élevons. De plus, les contrôleurs
développés pour les modes dégradés sont adaptatifs en fonction de l'estimation des
paramètres de fautes. Une optimisation en ligne permet alors de choisir le contrôleur
le plus adapté.
L'évaluation en simulation de l'aptitude de la méthode à suivre une trajectoire
de descente malgré l'apparition d'une panne sur un drone à voilure ﬁxe, indique que
lorsqu'il y a peu d'incertitudes au niveau du modèle et de l'estimation les fautes
sont corrigées eﬃcacement. Finalement, en ce qui concerne les fautes élevons, le fait
d'utiliser une dynamique des actionneurs grossièrement modélisée et donc d'avoir
une mauvaise estimation des paramètres de fautes n'empêche pas de suivre la tra-
jectoire désirée.
Bien que la méthode ait été développée pour un drone à voilure ﬁxe, celle-
ci pourrait être utilisable pour tous autres systèmes complexes, tels qu'un octo-
rotor ou un avion, tant qu'un modèle est disponible pour ce système. La méthode
pourrait par ailleurs être plus eﬃcace si des capteurs étaient disponibles au niveau
des actionneurs. Une signature de panne unique pourrait alors être disponible pour
le moteur, ce qui permettrait de diﬀérencier immédiatement les pannes moteur, des
pannes capteur de l'accélération spéciﬁque horizontale.
9.2 Perspectives
Avant de proposer des améliorations à la méthode développée, nous allons dis-
cuter des étapes restantes avant de pouvoir implémenter la méthode sur le drone.
9.2.1 Amélioration du modèle
Comme discuté au Chapitre 6, le modèle doit être suﬃsamment proche de la
réalité pour avoir une bonne estimation. Le modèle du drone utilisé pour appliquer
notre méthode ne constitue pas un modèle dynamique complet. Il serait intéressant
de modéliser le retard, ainsi que la saturation en vitesse des élevons pour avoir de
meilleurs résultats au niveau de la méthode d'estimation.
De plus, les simulations réalisées ne prennent pas en compte la possibilité de
vent. Une solution serait d'augmenter le système du drone dans l'estimateur avec
des états vent pour avoir une estimation en ligne du vent. Ceci peut néanmoins
poser un problème d'observabilité ; par exemple être capable de distinguer un biais
moteur d'un vent contraire ou favorable à la trajectoire du drone.
9.2.2 Amélioration de la méthode
Dans la suite de cette étude, de nombreux développements sont envisageables.
Premièrement, des choix ont été faits pour la méthode développée. Pour l'estimation
de l'état et des paramètres de fautes, on a choisi d'utiliser les ﬁltres AKF, TSKF
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et EKF. D'autres estimateurs pourraient néanmoins être envisagés tels que le ﬁltre
UKF ou le ﬁltre particulaire. De façon similaire, on a fait le choix de baser les
contrôleurs sur la méthode LQR. Néanmoins d'autres types de commande peuvent
être envisagés tels que la méthode EA ou la méthode PI. Par ailleurs, pour obtenir
de meilleures performances, il est possible de construire des contrôleurs prenant en
compte les saturations des actionneurs, par exemple en utilisant une méthode anti
wind up.
Deuxièmement, la stabilité des contrôleurs dégradés n'a pas été prouvée mathé-
matiquement. Expérimentalement, aucune simulation n'a fait preuve d'instabilité
sur le système. Il faudrait néanmoins prouver la stabilité de ces contrôleurs, par
exemple à l'aide d'une fonction de Lyapunov [Branicky 1998].
Troisièmement, le GPS est supposé fonctionnel lors de cette étude pour une
raison d'observabilité. Une solution pour pallier au manque d'observabilité consiste
à rajouter des mesures de la position. Ces mesures peuvent venir d'un autre GPS
ou d'une caméra mais l'ajout d'un autre capteur sur le drone n'est pas toujours
envisageable. L'intégration de la mesure de l'accélération de l'IMU peut être une
solution en cas de pannes GPS temporaires. En eﬀet, celle-ci se dégrade au cours
du temps sans recalage. Une autre solution consiste à utiliser la méthode du GLR
[Lundin 2017]. Celle-ci pourrait être utilisée en parallèle de notre méthode.
Quatrièmement, dans notre étude, nous avons considéré seulement les pannes
uniques. Des scénarios de pannes multiples peuvent être envisagés. L'ajout des
pannes multiples entraînerait l'ajout d'autres modes dégradés, tel qu'une panne
élevon avec une panne capteur, mais aussi un mode de crash, pour lequel le drone
n'est plus contrôlable et pour lequel la meilleure solution serait un crash en dou-
ceur, par exemple avec l'arrêt du moteur et l'ouverture d'un parachute. La Figure
9.1 montre comment le mode crash pourrait être inséré.
Mode Nominal
Mode Dégradé 1 Mode Dégradé 2 Crash
Figure 9.1  Exemple de système prenant en compte un mode Crash
Finalement, le cadre POMDP conduit à discrétiser de manière relativement ar-
bitraire l'espace des paramètres de fautes et à calculer des probabilités pour chaque
élément de cette discrétisation. L'apprentissage d'un classiﬁcateur basé sur un ré-
seau de neurones présentant les moyennes et covariances des paramètres de fautes
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en entrée et le mode estimé en sortie pourrait être une alternative intéressante à la
méthode actuelle. Par ailleurs, un coût élémentaire analytique plutôt que numérique
rendrait la méthode plus générique et moins dépendante de simulations hors ligne.
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Cette annexe fournit dans un premier temps les équations ayant permis de
construire le modèle Simulink de l'Altimum 4. Dans un second temps, elle présente
le modèle linéarisé continu, et les paramètres associés, utilisés lors des simulations.
A.1 Équations générales
Les équations présentées ici sont issues d'une modélisation de mécanique du vol
assumant certaines hypothèses [Lesprier 2015b].
A.1.1 Équations dynamiques et cinématiques
Soit V = [u v w]T , Ω = [p q r]T , X = [x y z]T et Φ = [φ θ ψ]T .
V˙ =
F
ma
−Ω× V (A.1)
Ω˙ = I−1(M −Ω× IΩ) (A.2)
X˙ = R−1rotV (A.3)
Φ˙ = TrotΩ (A.4)
Où ma correspond à la masse du drone, I à la matrice d'inertie, R
−1
rot et Trot aux
matrices de rotation, et × au produit vectoriel.
On a :
R−1rot =
cosψ cos θ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφsinψ cos θ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ cos θ sinφ cos θ cosφ

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et
Trot =
1 sinφ tan θ cosφ tan θ0 cosφ − sinφ
0 sinφ(cos θ)−1 cosφ(cos θ)−1

A.1.2 Moments et Forces
Le moment au centre de gravité résulte de la poussée et des actions aérodyna-
miques :
M =
 0zengFx
0
+ qdSL
 ClCm
Cn
 (A.5)
Où zeng est la distance verticale entre le centre de gravité et la position du mo-
teur, Fx est la poussée, qd = 0.5ρVa est la pression dynamique, S est la surface
de référence, L = diag(La, Lo, La) prend en compte les longueurs latérales La et
longitudinales Lo de référence, Cl, Cm et Cn correspondent aux coeﬃcients aérody-
namiques de moment.
La force F résulte de la poussée Feng, des actions aérodynamiques Fa et du
poids Fg :
F = Feng + Fg + Fa (A.6)
Feng =
Fx0
0
 (A.7)
Fg = mag
 − sin θcos θ sinφ
cos θ cosφ
 (A.8)
Fa = qdS
cosα 0 − sinα0 1 0
sinα 0 cosα
−CDCY
−CL
 (A.9)
Où CD est le coeﬃcient de trainée, CY est le coeﬃcient latéral et CL est le
coeﬃcient de portance.
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A.1.3 Coeﬃcients aérodynamiques
Les coeﬃcients aérodynamiques sont donnés par les expressions suivantes :
CL = CL0 + CLαα+ CLq
q
Va
+ CLδe δe (A.10)
CY = CYββ + CLp
p
Va
+ CLr
r
Va
+ CLδa δa (A.11)
CD = CD0 + CDCLC
2
L (A.12)
Cl = Clββ + (Clpp+ Clrr)
La
Va
+ Clδa δa (A.13)
Cm = Cm0 + Cmαα+ Cmqq
Lo
Va
+ Cmδe δe (A.14)
Cn = Cnββ + (Cnpp+ Cnrr)
La
Va
+ Cnδa δa (A.15)
où δe et δa sont les déﬂexions de profondeur et d'ailerons virtuels équivalentes
aux déﬂexions élevons :
δa =
0.4δ1l +0.6δ
2
l −0.4δ1r−0.6δ2r
2 δe = −
0.5δ1l +0.5δ
2
l +0.5δ
1
r+0.5δ
2
r
2
(A.16)
et α et β sont respectivement l'incidence et le dérapage.
A.1.4 Élevons
Les commandes des élevons prennent en compte :
 un retard pur td
 une dynamique du premier ordre τδ
 des saturations en vitesse et en position.
A.1.5 Moteur et hélice
La commande de poussée δx présente une dynamique du premier ordre :
δ˙xf =
1
τδx
(δx − δxf ) (A.17)
La vitesse du moteur Rm et la force Fx sont déﬁnies par une approximation
polynomiale :
Rm = r00 + r10δxf + r01Va + r20δ
2
xf + r11δxfVa + r02V
2
a (A.18)
Fx = f00 + f20R
2
m + f11RmVa + f02V
2
a (A.19)
A.2 Modèle complet
Le modèle linéaire utilisé lors de cette thèse est linéarisé pour le point de vol
suivant : une vitesse air de 20m/s et une pente de −3◦. Les matrices A, B, et C
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continues sont les suivantes.
x = [u v w p q r x y z φ θ ψ E δe δa]
T ,
u = [δx δ
1
l δ
2
l δ
1
r δ
2
r ]
T ,
y = [p q r asx asy asz ψ φ θ α β zB x y z Vx Vy Vz]
T
A =

−0.18 0 0.67 0 −1.3 0 0 0 0 0 −9.8 0 11 0.59 0
0 −0.24 0 1.6 0 −20 0 0 0 9.8 0 0 0 0 −0.6
−0.57 0 −5.1 0 11 0 0 0 0 0 −0.27 0 0 −16 0
0 −0.59 0 −47 0 2.9 0 0 0 0 0 0 0 0 187
0.5 0 −5.4 0 −5.1 0 0 0 0 0 0 0 −4.4 −68 0
0 0.65 0 −0.77 0 −0.69 0 0 0 0 0 0 0 0 2.6
1 0 0.03 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 −1.6 0 20 0 0 0
−0.03 0 1 0 0 0 0 0 0 0 −20 0 0 0 0
0 0 0 1 0 0.03 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −2.5 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −77 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −77

B =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
2.5 0 0 0 0
0 −19 −19 −19 −19
0 15 23 −15 −23

C =

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0.18 0 −0.67 0 −0.32 0 0 0 0 0 0 0 −11 −0.59 0
0 0.24 0 0.04 0 −0.06 0 0 0 0 0 0 0 0 0.6
0.57 0 5.1 0 8.6 0 0 0 0 0 0 0 0 16 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
−0.004 0 0.05 0 0 0 0 0 0 0 0 0 0 0 0
0 0.05 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
1 0 0.03 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 −1.6 0 20 0 0 0
−0.03 0 1 0 0 0 0 0 0 0 −20 0 0 0 0

A.3 Modèle longitudinal
Pour le modèle longitudinal, les matrices suivantes sont utilisées
x = [u w q x z θ E δe]
T ,
u = [δx δl δr]
T ,
y = [q asx asz θ α zB x z Vx Vz]
T
A =

−0.18 0.67 −1.3 0 0 −9.8 11 0.59
−0.57 −5.1 11 0 0 −0.27 0 −16
0.5 −5.4 −5.1 0 0 0 −4.4 −68
1 0.03 0 0 0 1 0 0
−0.03 1 0 0 0 −20 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 −2.5 0
0 0 0 0 0 0 0 −77

B =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
2.5 0 0
0 −38 −38

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C =

0 0 1 0 0 0 0 0
0.18 −0.67 −0.32 0 0 0 −11 −0.59
0.57 5.1 8.6 0 0 0 0 16
0 0 0 0 0 1 0 0
−0.004 0.05 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
1 0.03 0 0 0 1 0 0
−0.03 1 0 0 0 −20 0 0


Annexe B
Représentations d'état
Sommaire
B.1 Modèles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
B.1.1 Représentation d'état des systèmes non linéaires . . . . . . . 196
B.1.2 Représentation d'état des systèmes linéaires . . . . . . . . . . 196
B.2 Stabilité, observabilité et contrôlabilité d'un système . . . . 197
B.2.1 Stabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
B.2.2 Déﬁnitions de la contrôlabilité et de l'observabilité . . . . . . 197
B.2.3 Contrôlabilité et observabilité des systèmes discrets linéaire à
paramètres invariants . . . . . . . . . . . . . . . . . . . . . . 198
B.2.4 Contrôlabilité et observabilité des systèmes discrets linéaire à
paramètres variants . . . . . . . . . . . . . . . . . . . . . . . 198
B.2.5 Contrôlabilité et observabilité des systèmes discrets non-linéaires199
Cette annexe détaille dans une première section diﬀérentes représentations d'état
pour des systèmes à dynamique continue. Pour les diﬀérentes représentations, plu-
sieurs variables interviennent :
 x ∈ Rn le vecteur d'état ;
 u ∈ Rl le vecteur d'entrée ;
 z ∈ Rm le vecteur de sortie ;
 w ∈ Rn le vecteur du bruit d'état, lié aux incertitudes du modèle d'évolution ;
 v ∈ Rm est le vecteur du bruit de mesures.
Certaines représentations peuvent ne pas prendre en compte des entrées, du bruit
d'état ou du bruit de mesures. Par la suite, les représentations sont exposées avec
l'ensemble des variables sachant que l'on peut considérer certaines variables comme
nulles.
La deuxième section de cette annexe rappelle les bases de l'étude de la stabilité,
de l'observabilité et de la contrôlabilité d'un système. Pour plus d'informations sur
la contrôlabilité et l'observabilité, le lecteur peut lire des publications de référence
[Chen 1995] [Hermann 1977].
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B.1 Modèles
B.1.1 Représentation d'état des systèmes non linéaires
La représentation d'un système non linéaire est de la forme :
x˙(t) = f(x(t),u(t), t) +w(t) (B.1)
z(t) = h(x(t),u(t), t) + v(t) (B.2)
B.1.2 Représentation d'état des systèmes linéaires
Pour les systèmes linéaires, la représentation d'état est matricielle. Quatre ma-
trices sont présentes :
 A ∈ Rn×n la matrice d'état ;
 B ∈ Rn×l la matrice de commande ;
 C ∈ Rm×n la matrice d'observation ou de sortie ;
 D ∈ Rm×l la matrice d'action directe.
Certaines représentations peuvent considérer soit la matrice B, soit la matrice
D, soit les deux matrices nulles.
B.1.2.1 Représentation d'état à temps continu
Il existe deux types de représentation, les représentations stationnaires et non-
stationnaires. Dans le premier cas, les paramètres sont invariants dans le temps,
c'est-à-dire que les matrice A, B, C et D sont invariantes. Dans le cas d'une repré-
sentation non-stationnaire, les paramètres varient dans le temps, c'est à dire que les
matrices A(t), B(t), C(t) et D(t) dépendent du temps.
La représentation d'un système linéaire stationnaire est de la forme :
x˙(t) = Ax(t) +Bu(t) +w(t) (B.3)
z(t) = Cx(t) +Du(t) + v(t) (B.4)
La représentation d'un système linéaire non-stationnaire est de la forme :
x˙(t) = A(t)x(t) +B(t)u(t) +w(t) (B.5)
z(t) = C(t)x(t) +D(t)u(t) + v(t) (B.6)
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B.1.2.2 Représentation d'état à temps discret
Il est possible de discrétiser avec une période d'échantillonnage Ts un système
linéaire à temps continu. Les matrices deviennent les suivantes :
Ad = exp
ATs (B.7)
Bd =
∫ Ts
0
expAtBdt (B.8)
Cd = C (B.9)
Dd = D (B.10)
La représentation d'un système linéaire stationnaire est de la forme :
xk+1 = Adxk +Bduk +wk (B.11)
zk = Cdxk +Dduk + vk (B.12)
où k ∈ N.
La représentation d'un système linéaire non-stationnaire est de la forme :
xk+1 = Akxk +Bkuk +wk (B.13)
zk = Ckxk +Dkuk + vk (B.14)
B.2 Stabilité, observabilité et contrôlabilité d'un système
B.2.1 Stabilité
Pour des systèmes linéaires, l'analyse des pôles permet de conclure sur la stabilité
entrée-sortie du système.
 Un système à temps continu est stable si, et seulement si tous ses pôles sont
à partie réelle strictement négative.
 Un système à temps discret est stable si, et seulement si tous ses pôles ont
un module strictement inférieur à 1.
B.2.2 Déﬁnitions de la contrôlabilité et de l'observabilité
Déﬁnition B.1 (Contrôlabilité d'un système discret)
Un système à temps discret est contrôlable si pour tout état initial x0 et tout
état ﬁnal xf il existe un entier ﬁni k1 > 0, une séquence d'entrées u0, ..., uk−1
telles que xk1 = xf .
Déﬁnition B.2 (Observabilité d'un système discret)
Un système à temps discret est observable si pour un état initial inconnu x0,
il existe un entier ﬁni k1 > 0 de façon à ce que la connaissance de la séquence
d'entrée uk et de la séquence de sortie zk de k = 0 à k1 suﬃse à déterminer
l'état initial x0.
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B.2.3 Contrôlabilité et observabilité des systèmes discrets linéaire
à paramètres invariants
Soit le système discret linéaire à paramètres invariants dans le temps :
xk+1 = Axk +Buk (B.15)
zk+1 = Cxk+1 (B.16)
Théorème B.1 (Contrôlabilité : Critère de Kalman)
Le système discret, ou la paire (A,B) est contrôlable si et seulement si la matrice
de contrôlabilité C est de rang plein.
rangC = rang
[
B AB · · · An−1B] = n (B.17)
Théorème B.2 (Observabilité : Critère de Kalman)
Le système discret, ou la paire (A,C) est observable si et seulement si la matrice
d'observabilité O est de rang plein.
rangO = rang

C
CA
...
CAn−1
 = n (B.18)
B.2.4 Contrôlabilité et observabilité des systèmes discrets linéaire
à paramètres variants
Soit le système discret linéaire à paramètres variants dans le temps :
xk+1 = Akxk +Bkuk (B.19)
zk+1 = Ckxk+1 (B.20)
L'évaluation de l'observabilité du système se base sur les concepts de matrice de
transition et de grammien d'observabilité.
Déﬁnition B.3 (Matrice de transition)
La matrice de transition du système xk+1 = Akxk est solution de
Φ(k + 1, k0) = AkΦ(k, k0) (B.21)
avec Φ(k0, k0) = I
Pour k = k0 + s, s > 0, la solution peut être obtenue directement avec :
Φ(k0 + s, k0) = Ak0+s−1Ak0+s−2 · · ·Ak0 (B.22)
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Théorème B.3 (Contrôlabilité d'un système discret à paramètres variants)
La paire (Ak, Bk) est contrôlable pour tout entier ﬁni k0 si et seulement si il
existe un entier ﬁni k1 > k0 de façon à ce que le grammien de contrôlabilité,
matrice n× n
Wc(k0, k1) =
k1∑
i=k0
Φ(k1, i)BiB
T
i Φ
T (k1, i) (B.23)
où Φ(i, k1) est la matrice de transition de xk+1 = Akxk, soit non singulier.
Pour k1 = k0 + s, s > 0, le grammien de contrôlabilité peut être obtenu directe-
ment avec :
Wc(k0, k0 + s) =
s∑
i=0
Φ(k1, k0 + i)BiB
T
i Φ
T (k1, k0 + i)) (B.24)
Théorème B.4 (Observabilité d'un système discret à paramètres variants)
La paire (Ak, Ck) est observable à tout entier ﬁni k0 si et seulement si il existe
un entier ﬁni k1 > k0 de façon à ce que le grammien d'observabilité, matrice
n× n
Wo(k0, k1) =
k1∑
i=k0
ΦT (i, k0)C
T
i CiΦ(i, k0) (B.25)
où Φ(i, k0) est la matrice de transition de xk+1 = Akxk, est non singulier.
Pour k1 = k0 + s, s > 0, le grammien d'observabilité peut être obtenue directe-
ment avec :
Wo(k0, k0 + s) =
s∑
i=0
ΦT (k0 + i, k0)C
T
i CiΦ(k0 + i, k0)) (B.26)
Remarque B.1
Il existe une autre méthode qui consiste à modéliser le système comme un sys-
tème linéaire par morceaux [Goshen-Meskin 1992].
B.2.5 Contrôlabilité et observabilité des systèmes discrets non-
linéaires
Dans le cas des systèmes non-linéaires à plusieurs entrées et plusieurs sorties,
aucune solution générale aux problèmes d'observabilité et de contrôlabilité n'existe.
Il est possible de regarder localement l'observabilité et la contrôlabilité.
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Soit le système discret linéaire à paramètres variants dans le temps :
xk+1 = f(xk,uk) (B.27)
zk+1 = h(xk+1) (B.28)
Théorème B.5 (Contrôlabilité local d'un système non-linéaire)
Le système discret est localement contrôlable en x0 si et seulement si la matrice
de contrôlabilité C(x0) est de rang plein.
rangC(x0) = rang
[
f1(x0) f1f2(x0) · · · f1 · · · fn(x0)
]
= n (B.29)
Où fi(xk) = f(xk,ui)
Théorème B.6 (Observabilité local d'un système non-linéaire)
Le système discret est localement observable en x0 si et seulement si la matrice
d'observabilité O(x0) est de rang plein.
rangO(x0) = rang

dh(x0)
dLfh(x0)
...
dLn−1f h(x0)
 = n (B.30)
Où Lfh = dhf est la dérivée de Lie et L
n−1
f h = (L
n−2
f h)f
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C.1 Les automates
Un automate est un dispositif reproduisant en autonomie une séquence d'ac-
tions prédéterminées sans l'intervention humaine, le système fait toujours la même
chose, ou s'adapte à des conditions environnementales perçues par l'intermédiaire
de capteurs.
Un automate ﬁni A = {S,E, T, s0} est composé de [Sampath 1995] :
 S, un ensemble ﬁni d'états,
 E, un ensemble ﬁni d'événements,
 T : S × E → S, la fonction de transition d'états, et
 s0, l'état initial, élément de S.
C.2 Les modèles de Markov
Les modèles de Markov sont des automates probabilistes qui se basent sur l'hy-
pothèse de Markov : "l'information utile pour la prédiction du futur est entièrement
contenue dans l'état présent du processus et n'est pas dépendante des états anté-
rieurs". Diﬀérents formalismes existent pour les modèles de Markov. Les modèles de
cette famille sont montrés dans le Tableau C.1.
Une chaîne de Markov est un processus à temps discret, ou à temps discret et
à espace d'états discret. On s'intéresse plus particulièrement aux chaînes de Mar-
kov à espace d'états discret. C'est un processus stochastique possédant la propriété
suivante :
Déﬁnition C.1 (Chaîne de Markov)
Le processus stochastique (Xn)n≥0 à valeurs dans S ensemble ﬁni ou dénom-
brable est une chaîne de Markov si ∀n ∈ N, ∀x0, · · · , y ∈ S,
202 Annexe C. Systèmes à événements discrets
Aucune action au ni-
veau des transitions
Action au niveau des
transitions
États observables Chaînes de Markov MDP
États partiellement observables HMM POMDP
Tableau C.1  Formalismes Markoviens : Légende : Processus de décision markovien,
en anglais Markov Decision Process (MDP), Modèle de Markov caché, en anglais
Hidden Markov Model (HMM), Processus de décision markovien partiellement ob-
servable, en anglais Partially Observable Markov Decision Process (POMDP)
P(Xn+1 = y|X0 = x0, · · · , Xn = xn) = P(Xn+1 = y|Xn = xn)
Les chaînes de Markov permettent de modéliser des systèmes dont l'évolution
est incertaine. La fonction probabiliste permet donc d'exprimer la loi d'évolution
du modèle, sous la forme d'une matrice de probabilité. Les transitions à venir sont
incertaines de l'utilisateur mais les états d'une exécution sont connus.
Les systèmes pour lesquels les états d'une exécution sont inconnus de l'utilisateur
et seul certains paramètres sont connus de l'utilisateur peuvent être modélisés par
des modèles de Markov caché, Hidden Markov Model (HMM). Un HMM est un
quadruplet {S, T,Ω, O} où :
 S = {s0, ...s|S|−1} est l'ensemble ﬁni des états possibles du système,
 T : S × S → [0; 1] est la fonction de transition du système,
 Ω = {ω0...ω|Ω|−1} est un ensemble de symboles observables, et
 O : S × Ω→ [0; 1] une fonction d'observation qui à un état donné associe la
probabilité d'observer un symbole donné.
Les chaînes de Markov ont été étendues pour des systèmes dépendants d'actions
au cours du temps. On retrouve les processus de décision markovien, en anglais
Markov Decision Process (MDP) dérivés des chaînes de Markov, et les processus de
décision markovien partiellement observable, en anglais Partially Observable Markov
Decision Process (POMDP) dérivés des HMM [Puterman 2014].
C.3 Les processus de décision Markovien
C.3.1 Processus MDP
Un MDP est un modèle stochastique où un agent prend des décisions et où les
résultats de ses actions sont aléatoires. C'est un quadruplet {S,A, T,R} où :
 S = {s0, ...s|S|−1} est l'ensemble ﬁni des états possibles du système,
 A = {a0, ...a|A|−1} est l'ensemble ﬁni des actions,
 T : S × A × S → [0; 1] est la fonction de transition du système en réaction
aux actions, et
 R : S ×A× S → R est la fonction de récompense.
À chaque étape, le processus est dans un certain état s, et l'agent choisit une
action a. La probabilité que le processus arrive à l'état s′ est décrite par la fonction
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de transition d'états T qui satisfait la propriété de Markov. Finalement, quand le
processus passe de l'état s à l'état s′ avec l'action a, l'agent gagne une récompense R.
La diﬀérence par rapport aux chaînes de Markov est l'addition des actions choisies
par l'agent et des récompenses gagnées par l'agent. S'il n'y a qu'une seule action à
tirer dans chaque état et que les récompenses sont égales, le processus de décision
markovien est une chaîne de Markov.
L'objectif est d'amener le système dans un état considéré comme bénéﬁque, en
évitant de lui faire traverser des états néfastes, à partir d'un ensemble d'actions
possibles sur le système. Il faut donc trouver à chaque pas la meilleure action. On
se retrouve face à un problème d'optimisation. Résoudre le problème d'optimisation
pour un MDP consiste à trouver une stratégie maximisant la somme des récompenses
attendue. L'équation suivante représente le principe de résolution du problème par
Programmation Dynamique :
V (s) = max
a∈A
[
∑
s′
T (s′|s, a)(R(s, a, s) + γV (s′))] (C.1)
où γ est un facteur de réduction et la fonction V (·) représente le gain espéré
total pour chaque état.
C.3.2 Processus POMDP
Les POMDP sont des HMM particuliers, dans lesquels on dispose d'actions pro-
babilistes. Un POMDP est un tuple {S,A, T,R,Ω, O} où :
 S = {s0, ...s|S|−1} est l'ensemble ﬁni des états possibles du système,
 A = {a0, ...a|A|−1} est l'ensemble ﬁni des actions,
 T : S × A × S → [0; 1] est la fonction de transition du système en réaction
aux actions,
 R : S ×A× S → R est la fonction de récompense,
 Ω = {ω0...ω|Ω|−1} est un ensemble de symboles observables, et
 O : S × Ω→ [0; 1] une fonction d'observation qui a un état donné associe la
probabilité d'observer un symbole donné.
Un MDP n'inclut pas d'observations car l'agent connait toujours l'état courant
du système. Un POMDP ne connait pas l'état courant mais a accès à des observa-
tions lui permettant d'estimer l'état courant. Ainsi, à chaque pas de temps, un état
de croyance est mis à jour de la façon suivante :
ρa,ω(s′) =
O(ω|s′)Pr(s′|ρ, a)
O(ω|ρ, a) (C.2)
Où{
Pr(s′|ρ, a) = ∑s T (s′|s, a)ρ(s)
O(ω|ρ, a) = ∑s′′ O(ω|s′′)Pr(s′′|ρ, a)
De façon similaire au MDP, le but est de construire une politique qui maximise le
coût R. Un POMDP peut être formulé comme un MDP où chaque état de croyance
est un état.
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L'équation suivante représente le principe de résolution du problème par Pro-
grammation Dynamique :
Vk(ρ) = max
a∈A
[r(ρ, a) + γ
∑
ω
O(ω|ρ, a)Vk+1(ρa,ω)] (C.3)
Où γ ∈ [0, 1[ est un facteur de réduction, r(ρ, a) = ∑s∑s′ R(s, a, s′)p(s′|s, a)ρ(s)
et V (·) est le gain espéré total fonction de la croyance.
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Cette annexe détaille le principe du Filtre de Kalman. Les ﬁltres de Kalman
sont construits sur la base d'un algorithme récursif en deux étapes : une étape de
prédiction et une étape de mise à jour (ou correction). La phase de prédiction utilise
l'état estimé de l'instant précédent pour produire une estimation de l'état courant.
Dans l'étape de mise à jour, les mesures de l'instant courant sont utilisées pour
corriger l'état prédit dans le but d'obtenir une estimation plus précise. Les équations
du ﬁltre de Kalman sont présentées lors de la première section. Les équations du
ﬁltre étendu sont présentées lors de la deuxième section.
D.1 Le ﬁltre de Kalman pour les systèmes linéaires
D.1.1 L'approche classique
Le ﬁltre de Kalman permet d'estimer l'état d'un système dynamique linéaire à
partir d'une série de mesures bruitées. C'est un ﬁltre récursif, c'est à dire que pour
estimer l'état courant, seule l'estimation de l'état précédent et les mesures actuelles
sont nécessaires. Le ﬁltre de Kalman permet de prendre en compte les incertitudes
liées aux états et aux mesures. Il permet de résoudre le problème d'estimation en
temps continu et discret. Seule la synthèse discrète est considérée ici.
On considère la représentation d'équations linéaires à temps discret (cf. Annexe
B). en considérant D nulle. Il est supposé que les vecteurs de bruits wk et vk sont
stationnaires et correspondent à des processus gaussiens à moyenne nulle ayant pour
covariance :
E
{
wkw
T
j
}
= δkjQk E
{
vkv
T
j
}
= δkjRk, E
{
vkw
T
j
}
= 0, ∀k, j (D.1)
Où δkj est le symbole de Kronecker.
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Les erreurs liées au système et celles liées aux observations sont non-corrélées.
La densité de probabilité de la variable aléatoire représentant l'état initial est une
Gaussienne de covariance P0|0 centrée en xˆ0|0 .
La phase de prédiction est déﬁnie par les deux équations suivantes :
xˆk+1|k = Axˆk|k +Buk (D.2)
Pk+1|k = APk|kAT +Qk (D.3)
D.2 et D.3 correspondent respectivement à la moyenne et à la covariance de la
prédiction de l'état.
La phase de mise à jour est déﬁnie par les équations suivantes :
µk+1 = zk+1 − zˆk+1|k = zk+1 − Cxˆk+1|k (D.4)
Kk+1 = Pk+1|kCT (CPk+1|kCT +Rk+1)−1 (D.5)
xˆk+1|k+1 = xˆk+1|k +Kk+1µk+1 (D.6)
Pk+1|k+1 = Pk+1|k −Kk+1CPk+1|k (D.7)
D.4 correspond au vecteur d'innovation, c'est à dire à la diﬀérence entre les
observations mesurées et prédites D.5 correspond au gain de Kalman optimal, D.6
et D.7 correspondent respectivement à la moyenne et à la covariance de l'estimation
mise à jour de l'état.
Remarque D.1
Le terme CPk+1|kCT + Rk+1 correspond à la matrice de covariance associée au
vecteur d'innovation.
D.1.2 Une approche séquentielle pour le traitement des observa-
tions
Pour beaucoup de systèmes, l'ensemble des capteurs ne fournissent pas les me-
sures au même instant. La fréquence des mesures dépend du capteur utilisé. Pour
pallier ce problème, il est possible d'utiliser une approche séquentielle lors de l'étape
de correction. Cette approche permet aussi de réduire le coût calculatoire du ﬁltre de
Kalman en s'aﬀranchissant de l'étape d'inversion matricielle présente dans l'équa-
tion D.5. Néanmoins, la covariance du bruit R doit être diagonale pour pouvoir
utiliser cette approche.
Les diﬀérentes composantes de l'observation courante zk sont traitées selon la
procédure suivante :
 l'étape d'initialisation : x̂0k+1 = x̂k+1|k et P
0
k+1 = Pk+1|k
 l'itération de i allant de 1 à m mesures disponible à l'instant k + 1 :
Kik+1 = P
i−1
k+1C
T
i. (Ci.P
i−1
k+1C
T
i. +Riik+1)
−1 (D.8)
xˆik+1 = xˆ
i−1
k+1 +K
i
k+1(z
i
k+1 − Ci.xˆi−1k+1) (D.9)
P ik+1 = P
i−1
k+1 −Kik+1Ci.P i−1k+1 (D.10)
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 la correction ﬁnale : x̂k+1|k+1 = x̂mk+1 et Pk+1|k+1 = P
m
k+1
D.2 Le ﬁltre de Kalman pour les systèmes non-linéaires
D.2.1 Le ﬁltre de Kalman étendu
La première variante correspond à l'EKF qui permet d'estimer l'état d'un sys-
tème non-linéaire. Cette approche a été généralisée par Breakwell et Jazwinski [Jaz-
winski 2007] en 1970 et consiste à recourir à un développement en série de Taylor,
limité au premier ordre, du système non-linéaire d'origine autour de l'état estimé.
Le ﬁltrage est sous-optimal mais de très bonnes performances sont tout de même
obtenues sous l'hypothèse de bruits gaussiens et en présence de faibles non-linéarités.
Pour le ﬁltre EKF, les modèles d'évolution et d'observation n'ont pas besoin
d'être des fonctions linéaires de l'état mais peuvent être des fonctions quelconques.
On considère le système d'équations non-linéaires à temps discret (cf. Annexe B)
avec u = 0 dans l'équation de sortie. Là encore, les bruits d'états et de mesures w
et v qui entrent dans le modèle sont supposés gaussiens, centrés et décorrélés.
La fonction f peut être utilisée pour calculer l'état prédit à partir de l'état es-
timé précédent et, semblablement, la fonction h peut être employée pour calculer
l'observation prédite de l'état prédit. Cependant, f et h ne peuvent pas être appli-
qués directement au calcul de la covariance : des matrice de dérivées partielles, les
Jacobiennes Fk et Hk, sont calculées.
À chaque instant, les Jacobiennes sont évaluées pour les commandes courantes et
les états estimés courants. Ces matrices peuvent être employées dans les équations
du ﬁltre de Kalman. Ce processus linéarise essentiellement la fonction non linéaire
autour de l'estimation courante.
La phase de prédiction est déﬁnie par les deux équations suivantes :
xˆk+1|k = f(xˆk|k,uk) (D.11)
Pk+1|k = FkPk|kF Tk +Qk (D.12)
La phase de mise à jour est déﬁnie par les équations suivantes :
µk+1 = zk+1 − zˆk+1|k = zk+1 − h(xˆk+1|k) (D.13)
Kk+1 = Pk+1|kHTk (HkPk+1|kH
T
k +Rk+1)
−1 (D.14)
xˆk+1|k+1 = xˆk+1|k +Kk+1µk+1 (D.15)
Pk+1|k+1 = Pk+1|k −Kk+1HkPk+1|k (D.16)
Où Fk et Hk sont déﬁnies comme étant les Jacobiennes respectivement associées
à f et g autour des vecteurs d'état estimés xˆk|k et xˆk+1|k :
Fk =
∂f
∂x
|xˆk|k,uk (D.17)
Hk =
∂h
∂x
|xˆk+1|k (D.18)
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Les limites associées au ﬁltre EKF proviennent de son étape de linéarisation
recourant à un développement en série de Taylor au premier ordre. Dans le cas de
fortes non linéarités, cette approximation peut s'avérer insuﬃsante et conduire à la
propagation d'erreurs pouvant impacter la stabilité du ﬁltre.
D.2.2 Le ﬁltre de Kalman non parfumé
Des outils mathématiques ont vu le jour pour adapter le ﬁltrage de Kalman aux
systèmes présentant de fortes non-linéarités. On retrouve le ﬁltre de Kalman non
parfumé, en anglais Unscented Kalman Filter (UKF) [Julier 2004]. Le principe est le
même que celui du ﬁltre EKF, néanmoins la méthode de linéarisation est modiﬁée.
Ce ﬁltre est basé sur la transformée non parfumée, une fonction mathématique
permettant d'estimer le résultat de l'application d'une transformation non-linéaire
à une distribution caractérisée par un ensemble ﬁni de points d'échantillonnage
déterministes pour calculer sa valeur moyenne et sa covariance. Avec l'UKF, il n'est
pas nécessaire de calculer les jacobiennes.
L'UKF donne en général de meilleurs résultats que l'EKF cependant, la diﬀérence
est faible [Chowdhary 2010], [Rhudy 2013]. Cet avantage de l'UKF sur l'EKF est
restreint à des cas d'applications fortement non linéaires. Dans le cas de faibles non
linéarités, les erreurs commises par l'EKF et l'UKF sont quasiment similaires.
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Cette annexe détaille la loi normale, la loi normale multidimensionnelle, ainsi
que les tests de décision associés à la loi normale.
E.1 Loi normale
La loi normale est une loi de probabilité continue qui dépend de deux paramètres :
son espérance, ou sa moyenne, µ et son écart type, σ. La densité de probabilité de
la loi normale est donnée par :
f(x) =
1
σ
√
2pi
exp−
1
2
(x−µ
σ
)2 (E.1)
Lorsqu'une variable aléatoire X suit la loi normale, elle est dite gaussienne ou
normale et il est habituel d'utiliser la notation avec la variance σ2 : X ∼ N (µ, σ2)
E.2 Loi normale multivariée
La loi normale multi-variée est une généralisation multidimensionnelle de la loi
normale. La loi multi-normale est paramétrée par un vecteur µ ∈ RN représentant
son centre et une matrice semi-déﬁnie positive Σ ∈ RN×N . La densité de probabilité
de la loi multi-normale est donnée par :
f(x) =
1
(2pi)N/2|Σ|1/2 exp
− 1
2
((x−µ)TΣ−1(x−µ)) (E.2)
Où |Σ| est le déterminant de Σ.
Cette loi est habituellement notée N (µ, Σ).
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E.3 Le test de Student et le test du χ2
Le test de Student, ou test t, s'applique lorsque que le signal étudié suit une
loi de distribution gaussienne et que l'on cherche un niveau de conﬁance ﬁxé. Le
principe est de déterminer si la valeur η d'une population de distribution Normale
et d'écart type σ non connu est égale à la valeur η0 de l'hypothèse nulle H0.
Soit X une série de valeurs x0, · · · , xn−1 de taille n de la population, de moyenne
x et d'écart-type s. La comparaison de la moyenne observée x à la valeur d'hypothèse
η0 est donnée par la variable t :
t =
x− η0
s/
√
n
(E.3)
avec s =
√
1
n−1
∑n−1
i=0 (xi − x)2
Selon l'hypothèse nulle H0, la variable t suit une loi de Student à n−1 degrés de
liberté. Pour rejeter ou non l'hypothèse nulle H0, on peut ensuite utiliser une table
des valeurs de la distribution de loi de Student pour voir si la valeur de la statistique
est supérieure au quantile à 95%, ce qui correspondant à un risque de 5%.
Contrairement au test du χ2, ce test est applicable uniquement si la série de
valeurs X suit une loi Normale d'écart-type inconnu. Le principe du test du χ2 est
similaire à celui du test de Student. Il permet de vériﬁer si un échantillon d'une
variable aléatoire X donne des observations comparables à celle d'une loi de proba-
bilité déﬁnie a priori selon l'hypothèse nulle H0. Pour ce test, l'ensemble des valeurs
que peut prendre x est découpé en N classes. Ainsi, la probabilité empirique que X
appartienne à la classe j < N est comparée à la probabilité théorique d'y appartenir.
Annexe F
Méthode LQR
Sommaire
F.1 Théorème LQR . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
F.2 Thèoreme LQR réduit . . . . . . . . . . . . . . . . . . . . . . 212
F.3 Théorème LQR réduit avec terme additionnel . . . . . . . . 213
Cette annexe détaille la méthode LQR ; les deux premières sections présentent
le théorème LQR et le théorème LQR réduit [Bertsekas 1995] et la troisième section
présente le théorème LQR réduit avec terme additionnel développé dans cette thèse.
F.1 Théorème LQR
Théorème F.1 (LQR)
Soit le système à contrôler décrit par l'équation linéaire suivante :
xk+1 = Axk +Buk (F.1)
Considérons le critère quadratique suivant, qui prend en compte l'objectif
conjoint de réduire l'état et la commande au cours du temps :
J∞0 =
k=∞∑
k=0
(xk
TQxk + uk
TRuk) (F.2)
La commande linéaire minimisant l'indice de performance est :
uk = −(R+BTPB)−1BTPAxk (F.3)
Avec : P = Q+AT [P − PB(BTPB +R)−1BTP ]A
Remarque F.1
La démonstration du LQR est équivalente à celle du LQR réduit, montrée dans
la section suivante, en prenant α = 1.
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F.2 Thèoreme LQR réduit
Théorème F.2 (LQR réduit)
Soit le système à contrôler décrit par l'équation linéaire suivante :
xk+1 = Axk +Buk (F.4)
Considérons le critère quadratique suivant, qui prend en compte l'objectif
conjoint de réduire l'état et la commande au cours du temps :
J∞0 =
k=∞∑
k=0
αk(xk
TQxk + uk
TRuk) (F.5)
La commande linéaire minimisant l'indice de performance est :
uk = −α(R+ αBTPB)−1BTPAxk (F.6)
Avec : P = Q+ αAT [P − αPB(αBTPB +R)−1BTP ]A
Démonstration : La fonction Hamiltonienne associée est :
Hk =
1
2
αk(xTkQxk + u
T
kRuk) + µ
T
k+1(Axk +Buk) (F.7)
Où µk est le vecteur adjoint. L'équation récurrente est la suivante :
µk =
∂Hk
∂xk
= αkQxk +A
Tµk+1 (F.8)
La condition de stationnarité est :
0 =
∂Hk
∂uk
= αkRuk +B
Tµk+1 (F.9)
Selon l'équation F.9,
uk = −α−kR−1BTµk+1 (F.10)
Le système Hamiltonien est obtenu en combinant les équations (F.4), (F.9) et
(F.10) : [
xk+1
µk
]
=
[
A −α−kBR−1BT
αkQ AT
] [
xk
µk+1
]
(F.11)
Supposons que µk soit de la forme :
µk = α
kPkxk (F.12)
Remplacer (F.12) dans la première équation de (F.11) donne :
xk+1 = (Id+ αBR
−1BTPk+1)−1Axk (F.13)
Remplacer (F.12) et (F.13) dans la second équation de F.11 donne :
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[−Pk +Q+ αATPk+1(Id+ αBR−1BTPk+1)−1A]xk = 0 (F.14)
Cette équation doit être valable pour toutes les valeurs de l'état xk, donc le
terme entre crochets doit s'annuler. En utilisant le lemme d'inversion matriciel :
Pk = Q+ αA
T [Pk+1 − αPk+1B(αBTPk+1B +R)−1BTPk+1]A (F.15)
La solution pour un horizon inﬁni de P est :
P = Q+ αAT [P − αPB(αBTPB +R)−1BTP ]A (F.16)
Finalement, à partir des équations (F.10), (F.12) et (F.4) avec Pk+1 = P :
uk = −α(R+ αBTPB)−1BTPAxk (F.17)
En déﬁnissant A =
√
αA et B =
√
αB,
P = Q−ATPB[BTPB +R]−1BTPA+ATPA (F.18)
L'équation (F.18) correspond à l'équation classique de Riccati appliquée à la
paire (A,B).
Théorème F.3 (Inversion Matricielle)
Soit A, B, C et D des matrices. La relation suivante est vraie :
(A−1 +BCD)−1 = A−AB(DAB + C−1)−1DA (F.19)
F.3 Théorème LQR réduit avec terme additionnel
Théorème F.4 (LQR réduit avec un terme additionnel)
Soit le système à contrôler décrit par l'équation linéaire suivante :
xk+1 = Axk + Euk + F (F.20)
L'indice de performance associé est la fonction quadratique suivante :
J∞0 =
k=∞∑
k=0
αk(xk
TQxk + uk
TRuk) (F.21)
La commande optimisant l'indice de performance est la suivante :
uk = −α(R+ αETPE)−1ETPAxk − α(R+ αETPE)−1ET [PF − v] (F.22)
Avec : P = Q + αAT [P − αPE(αETPE + R)−1ETP ]A et v = αAT (Id +
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αPER−1ET )−1(v − PF )
Démonstration : La fonction Hamiltonienne associée est :
Hk =
1
2
αk(xTkQxk + u
T
kRuk) + µ
T
k+1(Axk + Euk + F ) (F.23)
Où µk est le vecteur adjoint. L'équation récurrente est la suivante :
µk =
∂Hk
∂xk
= αkQxk +A
Tµk+1 (F.24)
La condition de stationnarité est :
0 =
∂Hk
∂uk
= αkRuk + E
Tµk+1 (F.25)
Selon l'équation F.25,
uk = −α−kR−1ETµk+1 (F.26)
Le système Hamiltonien est obtenu en combinant les équations (F.20), (F.25)
et (F.26) : [
xk+1
µk
]
=
[
A −α−kER−1ET
αkQ AT
] [
xk
µk+1
]
+
[
F
0
]
(F.27)
Supposons que µk soit de la forme :
µk = α
k(Pkxk − vk) (F.28)
Remplacer (F.28) dans la première équation de (F.27) donne :
xk+1 = (Id+αER
−1ETPk+1)−1Axk+(Id+αER−1ETPk+1)−1[αER−1ETvk+1+F ]
(F.29)
Remplacer (F.28) et (F.29) dans la second équation de F.27 donne :
[−Pk +Q+ αATPk+1(Id+ αER−1ETPk+1)−1A]xk
+[αATPk+1(Id+ αER
−1ETPk+1)−1αER−1ETvk+1
+αATPk+1(Id+ αER
−1ETPk+1)−1F + vk − αATvk+1] = 0 (F.30)
Cette équation doit être valable pour toutes les valeurs de l'état xk, donc les
termes entre crochets doivent s'annuler individuellement. En utilisant le lemme
d'inversion matriciel (cf. Annexe F) :
Pk = Q+ αA
T [Pk+1 − αPk+1E(αETPk+1E +R)−1ETPk+1]A (F.31)
et
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vk = αA
Tvk+1 − αATPk+1(Id+ αER−1ETPk+1)−1αER−1ETvk+1
− αATPk+1(Id+ αER−1ETPk+1)−1F (F.32)
La solution pour un horizon inﬁni de P et de v sont :
P = Q+ αAT [P − αPE(αETPE +R)−1ETP ]A (F.33)
et
v = αAT (Id+ αPER−1ET )−1(v − PF ) (F.34)
Finalement, à partir des équations (F.26), (F.28) et (F.20) avec Pk+1 = P et
vk+1 = v :
uk = −α(R+ αETPE)−1ETPAxk − α(R+ αETPE)−1ET [PF − v] (F.35)
En déﬁnissant A =
√
αA et E =
√
αE,
P = Q−ATPE[ETPE +R]−1ETPA+ATPA (F.36)
L'équation (F.36) correspond à l'équation classique de Riccati appliquée à la
paire (A,E).
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Cette annexe illustre la résolution d'un problème à deux dimensions dans un
premier temps avec l'espace de recherche simpliﬁé, dans un second temps avec l'es-
pace de recherche complet. Cette illustration permet notamment de mettre en avant
la complexité de calcul avec l'espace de recherche complet.
G.1 Paramètre du problème
Pour illustrer cette méthode, le système est simpliﬁé à deux modes et à un
horizon H = 2. En deux dimensions, les hyperplans αak sont des droites ce qui est
facile à illustrer. Supposons que l'on a :
 deux modes, un mode nominal m1 et un mode dégradé m2 où l'élevon droit
est en panne ;
 l'état de croyance ρ = [ρ(m1) ρ(m2)]T avec ρ(m2) = 1− ρ(m1) ;
 deux actions, a1 qui sélectionne le contrôleur nominal c1 et a2 qui sélectionne
le contrôleur pour le mode dégradé c2 ;
 quatre coût, Rk′(m1, a1) associé à l'état {m1, c1}, Rk′(m1, a2) associé à l'état
{m1, c2}, Rk′(m2, a1) associé à l'état {m2, c1} et Rk′(m2, a2) associé à l'état
{m2, c2}. Les valeurs des récompenses utilisées sont celles du Tableau G.1.
Indice k k + 1 k + 2
Rk′(m1, a1) 0.15 0.1 0.05
Rk′(m1, a2) 0.25 0.2 0.15
Rk′(m2, a1) 1.1 1.05 1
Rk′(m2, a2) 0.3 0.25 0.2
Tableau G.1  Valeurs des récompenses pour les indices allant de k à k + 2
La pénalité de changer de contrôleur vaut P (c1, a2) = P (c2, a1) = 0.1. Le facteur
218 Annexe G. Exemple de POMDP à deux dimensions
de réduction vaut γ = 0.75. La matrice de transition entre les modes est la suivante :
Tm =
[
1− e−8 e−9
e−8 1− e−9
]
A l'instant k, le contrôleur courant est le contrôleur c1.
G.2 Cas avec l'espace de recherche simpliﬁé
L'espace de recherche simpliﬁé est associé à l'équation 7.39.
 Initialisation à k + 2 : V ak+2(ρ) =
∑
mRk+2(m, a)ρ(m)
Les droites αak+2(m) sont donc égales à Rk+2(m, a). La Figure G.1 représente
les deux fonctions de valeurs V a1k+2 et V
a2
k+2. Les deux droites se coupent en ρ(m1) =
0.8889 avec une valeur de 0.1556.
Etat de croyance ;(m1)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
V a1k+2
V a2k+2
−0.95ρ(m
1 ) +
1
−0.05ρ(m1) + 0.2
Figure G.1  Fonctions de valeur V a1k+2 et V
a2
k+2
 Itération à k+1 : utiliser l'équation récursif 7.39 en remplaçant αak+2(m) par
son expression : V ak+1(ρ) =
∑
mRk+1(m, a)ρ(m) + γ
∑
m p(m|ρ)Rk+2(m, a)
En ressemblant les termes en ρ(m1) et les termes en ρ(m2), on trouve l'expression
pour les droites αak+1(m) : α
a
k+1(m) = Rk+1(m, a) + γ
∑
m′ Rk+2(m
′, a)p(m′|m). La
Figure G.2 représente les deux fonctions de valeurs V a1k+1 et V
a2
k+1. Les deux droites
se coupent en ρ(m1) = 0.8889, comme pour k + 2, avec une valeur de 0.3222.
 Itération à k : utiliser l'équation récursif 7.39 en remplaçant αak+1(m) par son
expression :
V ak (ρ) =
∑
m
[Rk(m, a) + P (c1, a)]ρ(m)
+ γ
∑
m
p(m|ρ)[Rk+1(m, a) + γ
∑
m′
Rk+2(m
′, a)p(m′|m)]
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Etat de croyance ;(m1)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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1.4
1.6
1.8
V a1k+1
V a2k+1
V a1k+2
V a2k+2
−1.6625ρ(m
1 ) +
1.8
−0.0875ρ(m1) + 0.4
Figure G.2  Fonctions de valeur V a1k+1 et V
a2
k+1
En ressemblant les termes en ρ(m1) et les termes en ρ(m2), on trouve les expres-
sions suivante pour les droites αa1k (m) et α
a2
k (m) :
αa1k (m) = Rk(m, a1) + γ
∑
m′
Rk+1(m
′, a1)p(m′|m)
+ γ2
∑
m′′
∑
m′
Rk+2(m
′, a1)p(m′|m′′)p(m′′|m)
αa2k (m) = Rk(m, a1) + P (c1, a2) + γ
∑
m′
Rk+1(m
′, a1)p(m′|m)
+ γ2
∑
m′′
∑
m′
Rk+2(m
′, a1)p(m′|m′′)p(m′′|m)
La Figure G.3 représente les deux fonctions de valeurs V a1k et V
a2
k . Les deux
droites se coupent en ρ(m1) = 0.8408 avec une valeur de 0.6028.
Ainsi, si ρ(m1) est supérieur à 0.8408 l'action a1 sera choisi, sinon l'action a2 est
choisi.
G.3 Cas avec l'espace de recherche complet
L'espace de recherche complet est associé à l'équation 7.33.
 Initialisation à k + 2 : Vk+2(ρ, c) = mina∈A
∑
m[Rk+2(m, a) + P (c, a)]ρ(m)
Deux choix sont alors possibles : c = c1 et c = c2, ces deux choix sont montrés
sur la Figure G.4 :
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Etat de croyance ;(m1)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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1.5
2
2.5
V a1k
V a2k
V a1k+1
V a2k+1
V a1k+2
V a2k+2
−2.1969ρ(m
1 ) +
2.45
−0.1156ρ(m1) + 0.7
Figure G.3  Fonctions de valeur V a1k et V
a2
k
Etat de croyance ;(m1)
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0.6
0.7
0.8
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Etat de croyance ;(m1)
0 0.2 0.4 0.6 0.8 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
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1.1
V a1k+2(;; c2)
V a2k+2(;; c2)
ρΩ
1
(m1)ρ
Ω2(m1) ρ
Ω(m1)
Figure G.4  Fonctions de valeur V ak+2(c)
Les expressions de V ak+2(ρ, c) sont les suivantes :
V a1k+2(ρ, c1) =
∑
m
Rk+2(m, a1)ρ(m)
V a2k+2(ρ, c1) =
∑
m
[Rk+2(m, a2) + P (c1, a2)]ρ(m)
V a1k+2(ρ, c2) =
∑
m
[Rk+2(m, a1) + P (c2, a1)]ρ(m)
V a2k+2(ρ, c2) =
∑
m
[Rk+2(m, a2)]ρ(m)
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 Itération à k + 1 : V ak+1(ρ, c) = rk+1(ρ, c, a) + γ
∑|Ω|
i=1 p(Ω
i|ρ)Vk+2(ρΩi , a)
Il est possible de partitionner l'espace d'observation de façon à rassembler les ob-
servations conduisant à la même action. Ici, il y a deux actions donc deux espaces
d'observations Ω1 et Ω2 sont construits.
Pour l'action a1, il faut utiliser sur les fonctions de la Figure de gauche de G.4
associées au contrôleur c1, V
a1
k+2(ρ, c1) qui minimise le coût pour l'observation Ω
1
et V a2k+2(ρ, c1) qui minimise le coût pour l'observation Ω
2 et les remplacer par leur
expression :
V a1k+1(ρ, c) = rk+1(ρ, c, a1) + γ[p(Ω
1|ρ)
∑
m
Rk+2(m, a1)ρ
Ω1(m)
+ p(Ω2|ρ)
∑
m
[Rk+2(m, a2) + P (a2, c1)]ρ
Ω2(m)] (G.1)
Sachant que ρΩ
i
(m) = p(Ω
i|m)p(m|ρ)
p(Ωi|ρ) ,
V a1k+1(ρ, c) = rk+1(ρ, c, a1) + γ[
∑
m
Rk+2(m, a1)p(Ω
1|m)p(m|ρ)
+
∑
m
[Rk+2(m, a2) + P (a2, c1)]p(Ω
2|m)p(m|ρ)] (G.2)
Pour l'action a2, il faut utiliser sur la fonction de la Figure de droite de G.4
associées au contrôleur c2, V
a2
k+2(ρ, c2) qui minimise le coût pour les observations Ω
1
et Ω2 et la remplacer par son expression :
V a2k+1(ρ, c) = rk+1(ρ, c, a1) + γ[p(Ω
1|ρ)
∑
m
[Rk+2(m, a2)]ρ
Ω1(m)
+ p(Ω2|ρ)
∑
m
[Rk+2(m, a2)]ρ
Ω2(m)] (G.3)
Sachant que ρΩ
i
(m) = p(Ω
i|m)p(m|ρ)
p(Ωi|ρ) et p(Ω
1|m) + p(Ω2|m) = 1,
V a2k+1(ρ, c) = rk+1(ρ, c, a1) + γ[
∑
m
[Rk+2(m, a2)]p(m|ρ)] (G.4)
On se retrouve de nouveau dans un cas où l'on a deux choix, c1 et c2. Il faut
procéder de la même manière pour avoir V a1k (ρ, c) V
a2
k (ρ, c). A l'instant k, un seul
choix est possible, le contrôleur courant qui est dans cette exemple le contrôleur c1.
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Les résultats montrés lors de cette annexe proviennent de simulations réalisées
avec le ﬁltre adaptatif TSKF prenant en compte les contraintes sur b11 et le ﬁltre
adaptatif TSKF sans prise en compte les contraintes. Pour plus de visibilité sur les
courbes, la comparaison entre le ﬁltre contraint et le ﬁltre non contraint est réalisée
pour 100 simulations pour chaque type de panne.
Le scénario suivant est utilisé : lors d'un atterrissage une panne permanente
survient sur un actionneur à 10s ; la simulation se termine au bout de 100s. La
panne peut être un biais, une perte d'eﬃcacité ou un blocage. Les ﬁgures suivantes
montrent l'erreur RMSE calculé après l'apparition de la faute, en régime établi,
c'est-à-dire une seconde après l'apparition de la faute, de 11s à 100s.
H.1 Pannes moteur
La Figure H.1 montre les erreurs d'estimation des paramètres de fautes associés
au moteur, c'est-à-dire b10 et b
1
1, en cas de perte d'eﬃcacité au niveau du moteur.
Les erreurs d'estimation diminuent de façon exponentielle lorsque la perte d'ef-
ﬁcacité augmente. Une moins bonne précision dans des petites pertes d'eﬃcacité
est néanmoins moins grave pour le comportement du drone. Alors qu'une bonne
précision en cas de fortes pertes d'eﬃcacité est importante pour un recouvrement
total du comportement du drone. Pour des pertes d'eﬃcacité supérieure à 30%, les
erreurs sont très faibles ; inférieur à 0.01 pour b10 et inférieur à 0.02 pour b
1
1. Glo-
balement, le ﬁltre est plus précis avec les contraintes sur b1, notamment pour des
pertes d'eﬃcacité inférieur à 30%.
Concernant la détection des pannes, il y a plusieurs cas. Pour les 12 simulations
ayant une très faible perte d'eﬃcacité, c'est-à-dire inférieure ou égale à 10.2%, on
observe diﬀérents résultats. Pour le ﬁltre avec contrainte, il y a :
 une MD (pour une perte d'eﬃcacité de 0.51%) pour laquelle il n'y a pas eu
de réouverture de la covariance ;
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Perte d'e/cacit4e de 100x%
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Perte d'e/cacit4e de 100x%
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M
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r
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0.1
0.15
0.2
MD c
DssRC c
DacRC c
MD nc
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DacRC nc
Figure H.1  Erreur d'estimation en cas de perte d'eﬃcacité moteur sur 100 simu-
lations
 une détection sans réouverture de la covariance (pour une perte d'eﬃcacité
de 1.32%) ;
 dix MD (pour des pertes d'eﬃcacité entre 3.3% et 10.2%) pour laquelle il y
a eu une réouverture de la covariance.
Dans le premier cas, la MD est dû à une trop faible valeur de la perte d'eﬃcacité.
Dans le deuxième cas, la détection se fait grâce à une valeur légèrement plus élevée
et une covariance faible. Dans le troisième cas, les valeurs des pertes d'eﬃcacité
restent faibles mais il y a une réouverture de la covariance, entraînant un manque
de conﬁance en la valeur estimée et par conséquent des non-détections.
Pour le ﬁltre non contraint, il y a :
 une MD (pour une perte d'eﬃcacité de 0.51%) pour laquelle il n'y a pas eu
de réouverture de la covariance ;
 une détection sans réouverture de la covariance (pour une perte d'eﬃcacité
de 1.32%) ;
 cinq MD (pour des pertes d'eﬃcacité entre 3.3% et 10.2%) pour laquelle il
y a eu une réouverture de la covariance.
 six détections tardives, TD = [73.56 50.9 41.4 40.04 24.32 24.14], (pour
des pertes d'eﬃcacité entre 3.5% et 7.6%).
Contrairement au ﬁltre contraint, le ﬁltre non contraint réussit à détecter six pannes
supplémentaires. Néanmoins, les détections tardives ne sont pas non plus satisfai-
santes.
Les 88 autres simulations correspondent à des détections rapides grâce à la ré-
ouverture de la covariance des paramètres de fautes associés au moteur. Les temps
de détection de ces simulations sont montrés sur la Figure H.2.
Le temps de détection est plus rapide pour des fortes pertes d'eﬃcacité. Pour
une perte d'eﬃcacité supérieure à 30%, le temps de détection est inférieur à 0.5s
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Perte d'e/cacit4e de 100x%
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
T
D
0
0.5
1
1.5
2 TD c
TD nc
Figure H.2  Temps de détection en cas de perte d'eﬃcacité moteur sur 89 simu-
lations (1 sans réouverture de la covariance et 88 avec réouverture de la covariance)
pour le ﬁltre contraint et inférieur à 0.22s pour le ﬁltre non contraint. Pour une
perte d'eﬃcacité supérieure à 70%, le temps de détection est inférieur à 0.1s pour
le ﬁltre contraint et le ﬁltre non contraint.
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Figure H.3  Erreur d'estimation en cas de blocage moteur sur 99 simulations
La Figure H.3 montre les erreurs d'estimation des paramètres de fautes associés
au moteur en cas de blocage moteur pour uniquement 99 simulations. En eﬀet, une
simulation parmi les 100 a une valeur de blocage très proche de celle de l'équilibre,
ainsi l'estimation est plus diﬃcile pour ce cas. Pour des questions de visibilité, elle
a été enlevée des Figures H.3 et H.4, néanmoins le déroulement de la simulation est
expliquée. Lors de cette simulation, l'erreur au niveau des résidus n'est pas suﬃsam-
ment importante et par conséquent la covariance n'est pas réouverte. Néanmoins,
la valeur de l'estimation b10 va légèrement dériver de zéro en gardant une covariance
petite, d'où la détection de la panne à 7.44s. La panne est détectée mais les valeurs
des paramètres de fautes ne sont pas les bonnes. L'erreur RMSE sur b10 est de 0.29
et l'erreur sur b11 est de 0.995. Pour cette panne, le moteur est bloqué proche de sa
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valeur d'équilibre, par conséquent cette panne n'a pas d'inﬂuence sur le comporte-
ment du drone, ce qui la rend très peu observable, d'où une mauvaise estimation
pour les paramètres de fautes.
Les 99 autres simulations correspondent à des détections avec réouverture de la
covariance. Ainsi, il n'y a pas de MD que ce soit avec ou sans les contraintes sur
b1. Les erreurs d'estimation sont plus importantes autour de la valeur d'équilibre
mais restent plutôt faibles. Lorsque l'on s'éloigne de la valeur d'équilibre, les erreurs
deviennent très faibles, inférieures à 0.005 pour b10 et inférieures à 0.04 pour b
1
1.
Globalement, le ﬁltre est plus précis avec les contraintes sur b1, notamment sur b11
pour des blocages supérieurs à 0.6.
La Figure H.4 montre le temps de détection en cas de blocage moteur.
Blocage
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
T
D
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0.5
1
1.5
2
TD c
TD nc
u$
Figure H.4  Temps de détection en cas de blocage moteur sur 99 simulations
Le temps de détection est plus important autour de la valeur d'équilibre mais
reste inférieur à 2s. De plus, le temps de détection est similaire, que ce soit avec le
ﬁltre contraint ou non contraint.
La Figure H.5 montre les erreurs d'estimation des paramètres de fautes associés
au moteur en cas de biais sur le moteur.
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Figure H.5  Erreur d'estimation en cas de biais moteur sur 100 simulations
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Pour le ﬁltre prenant en compte les contraintes, il y a :
 cinq MD (pour des biais compris entre −0.0265 et 0.0218) pour lesquelles il
y a eu une réouverture de la covariance ;
Il n'y a pas de détection car les valeurs des biais sont trop faibles et la covariance
est élevée.
Pour le ﬁltre ne prenant pas en compte les contraintes, il y a :
 une MD (pour un biais de 0.0324) pour laquelle il y a eu une réouverture de
la covariance ;
 quatre détections tardives TD = [63.16 47.74 27.16 10.46], pour les-
quelles il y a eu une réouverture de la covariance (pour des biais entre
−0.012% et 0.033%).
Ces 5 simulations correspondent à des biais très faibles, et qui sont par conséquent
moins dramatiques pour le comportement du drone.
Les 95 autres simulations correspondent à des détections avec réouverture de la
covariance. Les erreurs d'estimation sont plus importantes lorsque le biais est proche
de zéro. Pour un biais inférieur à −0.2, les erreurs deviennent très faibles, inférieures
à 0.005 pour b10 et b
1
1. Globalement, le ﬁltre est plus précis avec les contraintes sur b1,
notamment pour des biais faibles. Avec le ﬁltre contraint, les erreurs sont inférieures
à 0.006 pour b10 et inférieures à 0.013 pour b
1
1.
La Figure H.6 montre le temps de détection en cas de biais moteur.
Biais
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4
T
D
0
1
2
3
TD c
TD nc
Figure H.6  Temps de détection en cas de biais moteur pour 95 simulations
Le temps de détection est plus important autour de zéro. Le temps de détection
du ﬁltre sans contraint est légèrement plus rapide pour des biais compris entre −0.2
et 0. Si le biais est supérieur à ±0.2, le temps de détection est inférieur à 0.1s.
Remarque H.1
Les erreurs d'estimation des paramètres de fautes associés aux élevons, c'est-à-
dire b20, b
3
0, b
2
1, b
3
1, b
4
1 et b
5
1, restent faibles en cas de panne moteur, de l'ordre
de 10−5, c'est pourquoi leurs erreurs ne sont pas tracées ici. Ces erreurs restent
faibles car il n'y a pas de réouverture de la covariance de ces paramètres lors de
panne moteur.
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H.2 Pannes élevons
La Figure H.7 montre les erreurs d'estimation des paramètres de fautes associés
au moteur en cas de perte d'eﬃcacité de l'élevon 1.
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Figure H.7  Erreur d'estimation en cas de perte d'eﬃcacité élevon 1 sur 100
simulations
Avec le ﬁltre contraint, il y a 6 réouvertures inappropriées. Les erreurs d'estima-
tion des paramètres de fautes associés au moteur sont alors plus importantes mais
elles restent assez faibles, inférieures à 0.005 pour b10 et inférieures à 0.016 pour b
1
1.
Avec le ﬁltre non contraint, il y a seulement 2 réouvertures inappropriées, cepen-
dant les erreurs d'estimation deviennent beaucoup plus importantes, inférieures à
0.06 pour b10 et inférieures à 0.2 pour b
1
1.
La Figure H.8 montre les erreurs d'estimation des paramètres de fautes associés
au moteur en cas de biais sur l'élevon 1.
Avec le ﬁltre contraint, il y a 36 réouvertures inappropriées. Les erreurs d'es-
timation des paramètres de fautes associés au moteur sont alors plus importantes
mais elles restent assez faibles, inférieures à 0.004 pour b10 et inférieures à 0.011 pour
b11. Avec le ﬁltre non contraint, il y a 33 réouvertures inappropriées et les erreurs
d'estimation deviennent beaucoup plus importantes, inférieures à 0.07 pour b10 et
inférieures à 0.24 pour b11.
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Figure H.8  Erreur d'estimation en cas de biais élevon 1 sur 100 simulations
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Méthodes indirectes d'adaptation et de décision pour la sécurisation du vol des drones à
voilure ﬁxe
Résumé De par l'augmentation de leur utilisation, la sécurisation du vol des drones devient de plus en plus
importante. La commande tolérante aux fautes peut alors contribuer à l'obtention d'un niveau de sécurité
acceptable. Le but de cette thèse est de développer et d'appliquer au vol des drones à voilure ﬁxe une méthode
de commande tolérante aux fautes basée d'une part sur une représentation de systèmes à l'aide de modèles
décrivant des évolutions continues et d'autre part sur la représentation de systèmes à l'aide de modèles discrets
ou logiques. Ainsi la première contribution de cette recherche est le développement d'une méthode générique
de commande tolérante aux fautes utilisant les cadres de modélisation discret et continu. L'idée consiste à
combiner une modélisation continue permettant d'estimer l'état et les paramètres de fautes et une modélisation
discrète permettant de prendre une décision en ligne quant au contrôleur à utiliser. L'estimation continue permet
d'avoir plus d'informations sur la faute qu'avec une modélisation discrète, alors que celle-ci prend en compte
des probabilités de panne et des techniques d'optimisation qui sont plus adaptées à la tâche de décision. La
seconde contribution concerne le développement et la validation d'une méthode active permettant de détecter
et de diagnostiquer la faute. Un ﬁltre de Kalman sensible aux sauts de panne pour l'estimation de l'état et
des paramètres de fautes est développé. Pour la détection et le diagnostic de la panne, l'idée a été d'utiliser les
données de l'estimation de façon probabiliste. Une fois la faute détectée et identiﬁée, le système de commande
doit réagir pour pouvoir compenser cette faute. Le troisième contribution porte donc sur l'amélioration du suivi
de la trajectoire par reconﬁguration du système de commande. Les méthodes de commutation et d'adaptation
sont combinées, aﬁn de limiter le nombre de contrôleurs en utilisant des contrôleurs adaptatifs pour les modes
dégradés, tout en ayant des contrôleurs faciles à concevoir. Des techniques d'optimisation sont alors utilisées de
façon à prendre une décision en ligne quant au choix du contrôleur. Finalement, la méthode développée doit être
vériﬁée avant de pouvoir être implémentée sur un drone. La dernière contribution est l'évaluation de la capacité
de la méthode à faire suivre une trajectoire d'atterrissage en cas de pannes capteurs ou actionneurs grâce à un
modèle de drone.
Mots-clés : Drone, Adaptation, Reconﬁguration, Commande tolérante aux fautes, Détection et Diagnostic
de fautes, Estimation
Indirect adaptive and decisionnal methods to secure the ﬂight of ﬁxed-wing UAVs
Abstract Major security risks appear with the increase of the number of UAV in the air space. Thus, UAV
security is more and more important and Fault Tolerant Control (FTC) methods could support the achievement
of acceptable security level. The aims of this research is to develop and apply to a ﬁxed wing UAV a FTC
method which combines a continuous representation of the system and discrete or logical models. Thus, the
ﬁrst contribution of this thesis is the development of a generic fault tolerant control method which uses discrete
and continuous frameworks. The idea was to combine a continuous framework to estimate the state and fault
parameters and a discrete framework to take on line a decision about the controller. The continuous estimation
provides more knowledge on the fault whereas a discrete model allows the use of diﬀerent optimization tools
which are more suited for the decision task. The second contribution is the development and the validation of
an active method for fault detection and diagnosis. For its potential, a Kalman ﬁlter is adapted in order to be
sensitive to abrupt faults and used for state and fault parameters estimation. These estimates are then used in a
probabilistic way to detect and identify the fault. Once the fault is detected, the control system should react to
compensate the fault. Thus, the third contribution of this thesis is the improvement of the trajectory tracking by
reconﬁguration of the control system. The aim is to combine switching and adaptive methods in order to limit
the number of controllers by using adaptive controllers for degraded modes while having convenient controllers.
Optimization tools are then used to take the decision about the controller to use. Finally, the method has to be
validated before being implemented on line. The last contribution is the evaluation of the ability of the method
to control the UAV trajectory despite the apparition of actuator or sensor faults during a landing approach.
Keywords : UAV, Adaptation, Reconﬁguration, Fault Tolerant Control, Fault Detection and Diagnosis, Es-
timation
