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Abstract
The purpose of this paper is to clarify the relationship between the successive minima and
the slopes of a hermitian vector bundle on the spectrum of the ring of integers of an algebraic
number ﬁeld. The main result is a lower and an upper bound for each successive minimum in
terms of the corresponding slope.
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1. Introduction
The successive minima of a lattice with respect to a convex set are classical invariants
in Minkowski’s theory of Geometry of Numbers. More recently, Bost [2] introduced
a certain kind of slopes in Arakelov geometry. He pointed out that the slopes and
the successive minima of a hermitian vector bundle on SpecZ are somehow related.
A more precise statement about their relationship was made in [8]. Namely, if i
denote the successive minima and ̂i the slopes of a hermitian vector bundle on the
spectrum of the ring of integers of a number ﬁeld K , then Soulé [8] stated that there
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exist two constants a and b, depending only on the rank N of the vector bundle, such
that
| log i + ̂i |aK + b[K : Q] for all 1 iN,
where K and [K : Q] are the discriminant and the degree of the number ﬁeld K ,
respectively. In this paper we explicitly compute such constants a and b by establishing
a lower and an upper bound for log i + ̂i . To explain our results we have to review
Bost’s construction of the slopes of a hermitian vector bundle.
Let OK be the ring of integers of an algebraic number ﬁeld K , and let S∞ be the set
of complex embeddings of K . A hermitian vector bundle E on SpecOK corresponds
to a pair (E, h), where E is a projective OK -module of ﬁnite rank and h is a family
(h)∈S∞ of hermitian scalar products h on the complex vector spaces E = E⊗OK,
C, which are invariant under complex conjugation.
For a hermitian line bundle L on SpecOK the normalised Arakelov degree is deﬁned
as
d̂egL = [K : Q]−1

log (L/sOK)− ∑
∈S∞
log ‖s‖

 ,
where s is any nonzero element of L, and ‖ ‖ is the norm associated to the scalar
product on L. By the product formula, this real number does in fact not depend on the
choice of the element s ∈ L; see [6,10]. For a hermitian vector bundle E of arbitrary
rank we put
d̂egE = d̂eg(detE),
where detE = (detE, det h). As usual, detE denotes the top exterior power ∧rkE E
of E and det h is the metric on detEC canonically induced by the metric on EC.
Still following Bost [2, Appendix A], every submodule F of E can be made into
a hermitian subbundle F of E by restricting, for each  ∈ S∞, the hermitian scalar
product on E to F. We then may consider the set
A(E) = {(rk F, d̂egF ) ∈ N× R | F subbundle of E}.
This subset of R2 is bounded from above [4], so the upper boundary of the convex hull
A¯(E) of A(E) is a polygon that contains the points (0, 0) and (rkE, d̂egE). Hence
there is a continuous, piecewise linear and concave function
PE : [0, rkE] → R
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with PE(0) = 0, PE(rkE) = d̂egE and such that
A¯(E) = {(x, y) ∈ R× R | 0xrkE, yPE(x)}.
Now, for each i ∈ {1, . . . , rkE}, the ith slope ̂i (E) of E is deﬁned as the slope of
PE in the interval ]i − 1, i[⊂ R, i.e.
̂i (E) = PE(i)− PE(i − 1).
It is obvious that the slopes deﬁne a decreasing sequence of real numbers which sum
up to d̂egE.
The graph of PE is called the canonical polygon of E. It was introduced by Stuhler
[9] and Grayson [4], who were inspired by an analogue construction for vector bundles
over projective curves due to Harder and Narasimhan [5]. Moreover, Stuhler [9] and
Grayson [4] observed that every hermitian vector bundle E on SpecOK admits a
ﬁltration in the following way:
Let i1 < · · · < iN−1 be the points of discontinuity of the derivative of PE in the
interval ]0, rkE[. Then for each k ∈ {1, . . . , N − 1} there exists a unique subbundle
Ek of rank ik of E such that
PE(ik) = d̂egEk.
Furthermore, each Ek is a direct summand of E, and they form a chain
0 =: E0E1E2 · · ·EN−1EN := E.
This ﬁltration is called the Harder–Narasimhan–Stuhler–Grayson (or shorter, the canon-
ical) ﬁltration of E.
This completes our review of Bost’s concept of slopes in Arakelov geometry, and we
go on to describe the successive minima of a hermitian vector bundle E on SpecOK .
We let ER denote the real subspace of EC = ⊕∈S∞ E that is invariant under the
complex conjugation acting upon EC, and we identify E with its image under the
embedding E → ER, s → s⊗1. This allows us to view E as an OK -lattice in the real
vector space ER. The successive minima of E are then simply the successive minima
of the OK -lattice E with respect to the bounded symmetric convex set
T (E) =
{
x ∈ ER | max
∈S∞
‖x‖ < 1
}
,
where ‖ ‖ is the norm associated to the scalar product on E. Formally, for each
i ∈ {1, . . . , rkE}, the real number
i (E) = inf{ > 0 | E ∩ T (E) contains i K-linearly independent elements}
is called the ith successive minimum of E.
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Since E is a discrete subgroup of ER and T (E) is open and bounded, it follows
that the successive minima satisfy
0 < 1(E)2(E) · · · rkE(E) <∞.
Furthermore, with each i (E) we may associate an element ai ∈ E such that a1, . . . , ai
are linearly independent and such that i (E) = max∈S∞ ‖ai‖.
In the next two sections we are going to compare the successive minima and the
slopes of a hermitian vector bundle E on SpecOK . First we are looking for a lower
bound for log i (E)+ ̂i (E).
2. Lower bound
Our ﬁrst step towards a lower bound is
Lemma 1. Let E be a hermitian vector bundle on SpecOK . Then
log 1(E) − ̂1(E).
Proof. Let a be an element in E with max∈S∞ ‖a‖ = 1(E), then
d̂eg(aOK) = [K : Q]−1

log (aOK/aOK)− ∑
∈S∞
log ‖a‖

  − log 1(E).
On the other hand, it follows immediately from the deﬁnition of the slopes that
̂1(E) d̂eg(aOK), which completes the proof. 
This lemma enables us to prove
Theorem 1. For every hermitian vector bundle E on SpecOK and for each i ∈
{1, . . . , rkE} one has
log i (E) − ̂i (E).
Proof. Let 0 = E0E1E2 · · ·EN−1EN = E be the canonical ﬁltration of
E, and let i ∈ {1, . . . , rkE}. Then there is some k ∈ {0, . . . , N − 1} such that ik =
rkEk < irkEk+1 = ik+1. Next, we note that the submodules of E/Ek are precisely
the modules of the form F/Ek for a submodule F of E with Ek ⊂ F ⊂ E. Hence,
if (E/Ek)C is endowed with the quotient metric canonically induced by the metric on
EC, then d̂eg(F/Ek) = d̂egF − d̂egEk . Therefore, it follows from the construction of
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the canonical ﬁltration of E that
̂i (E) = ̂ik+1(E) =
d̂egEk+1 − d̂egEk
ik+1 − ik = ̂1(E/Ek). (1)
On the other hand, we claim that
i (E)ik+1(E)1(E/Ek). (2)
The left inequality is obvious since i ik + 1. To show the right inequality, we recall
that the successive minima of E provide us with ik + 1 linearly independent elements
a1, . . . , aik+1 of E, which satisfy
ik+1(E) max∈S∞
‖aj‖, j = 1, . . . , ik + 1.
But rkEk = ik , so at least one of the elements a1, . . . , aik+1 does not belong to Ek .
We let aj0 /∈ Ek be such an element and denote by aj0 = 0 its class modulo Ek . Then
1(E/Ek) max
∈S∞
‖aj0‖E/Ek,.
Since ‖aj0‖E/Ek,‖aj0‖E,, for all  ∈ S∞, it follows that
log 1(E/Ek) log max
∈S∞
‖aj0‖E/Ek, log max∈S∞ ‖aj0‖E, log ik+1(E),
which establishes (2). Combining Lemma 1 with (1) and (2) yields the theorem. 
In fact both cases, log i (E) = −̂i (E) and log i (E) > −̂i (E), respectively, can
occur. This will be illustrated by the following two examples.
Example 1. In our ﬁrst example we take E = OnK , and we equip each E = Cn
with the standard hermitian scalar product. Then one veriﬁes that 1(E) = 2(E) =
· · · = n(E) = 1 and that d̂egE = 0. Applying the preceding theorem yields ̂i (E)
− log i (E) = 0. But ∑ni=1 ̂i (E) = d̂egE = 0, so we conclude that
0 = log i (E) = −̂i (E), i = 1, . . . , n.
Example 2. Here we consider the free Z-module E = Z(1, 0) + Z( 12 ,
√
3
2 ) and we
endow E ⊗Z C = C2 with the standard hermitian scalar product. Then one easily
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sees that 1(E) = 2(E) = 1 and that d̂egE = − log(
√
3
2 ) > 0. Since d̂egE/2 >
− log 1(E), we have ̂1(E) = ̂2(E) = d̂egE/2, therefore
0 = log 2(E) = log 1(E) > −̂1(E) = −̂2(E) = 12 log(
√
3/2).
As the last example shows, even in simple cases it can happen that the logarithm of
a successive minimum is strictly bigger than the negative of the corresponding slope.
Therefore it would be nice to have also an upper bound for their difference. This is
the subject of the next section.
3. Upper bound
Unsurprisingly, the main ingredient for the upper bound is Minkowski’s second theo-
rem, which gives bounds for the product of the successive minima in terms of the vol-
umes of the convex set and the lattice. For further use, we have to translate Minkowski’s
theorem into the language of Arakelov geometry. We introduce the constant
C(n,K) = [K : Q]−1
(
n(r1 + r2) log 2+ n2 log |K | − r1 logVn − r2 logV2n
)
,
where r1 and r2 are the number of real and complex places of K , respectively, where
Vm is the ordinary Lebesgue volume of the m-dimensional unit ball in Rm (m = n, 2n),
and K is the discriminant of K. Then our version of the upper bound in Minkowski’s
second theorem takes the form
Theorem 2. The successive minima of a hermitian vector bundle E on SpecOK satisfy
log 1(E)+ · · · + log rkE(E) − d̂egE + C(rkE,K).
This theorem is part of Theorem 1.2. of [8]. But as we could not ﬁnd a detailed
proof of it in the literature, we give a proof of Theorem 2 here.
Proof. We put n = rkE and d = [K : Q]. Moreover, we let
Qi (E) = inf{ > 0 | E ∩ T (E) contains i Q-linearly independent elements}
denote the successive minima of E considered as a Z-lattice in the real vector space
ERRnd . Then Minkowski’s second theorem (see [3, Chapter VIII, Theorem V]) states
that
Q1 (E) · · · Qnd(E)vol T (E)2ndvolE.
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Here vol denotes the Haar measure on the real vector space ER which is induced by the
euclidean scalar product
∑
∈S∞ h on ER. Since out of d + 1 Q-linearly independent
elements of E there are at least two K-linearly independent, we deduce
(
1(E) · · · n(E)
)d
vol T (E)2ndvolE; (3)
see also [1, Theorem 3] and [11, Corollary to Theorem 1].
In order to compute the volume of the convex set T (E), we need some more nota-
tions. Recall that the complex nonreal embeddings of K come in pairs 1, ¯1, . . . , r2 ,
¯r2 : K → C of complex conjugate embeddings. We put S2 = {1, . . . , r2} and let
S1 ⊂ S∞ denote the set of real embeddings of K . Now, the invariance of the metric
h = (h)∈S∞ and of ER under complex conjugation implies that for all x ∈ ER and
all  ∈ S∞ we have ‖x‖ = ‖x‖¯. Hence there is a decomposition
T (E) =
⊕
∈S1
T(E)⊕
⊕
∈S2
T(E),
where T(E) = {x ∈ E∩ER | ‖x‖ < 1} is the unit ball with respect to the euclidean
scalar product h on the n-dimensional real vector space E∩ER if  ∈ S1, and where
T(E) = {x ∈ (E × E¯) ∩ ER | ‖x‖ = ‖x‖¯ < 1} is the ball of radius
√
2 with
respect to the euclidean scalar product h+h¯ on the 2n-dimensional real vector space
(E × E¯) ∩ ER if  ∈ S2. Therefore
vol T (E) = V r1n (2nV2n)r2 . (4)
On the other hand, applying the Riemann–Roch formula for hermitian vector bundles
on SpecOK [7, Chapter III, (8.2)] together with (8.3) and (3.3) of [7, Chapter III] yields
− log volE = d · d̂egE − n
2
log |K |. (5)
Combining (3), (4), and (5) establishes the theorem. 
From this formulation of Minkowski’s second theorem we get the desired upper
bound.
Theorem 3. For every hermitian vector bundle E on SpecOK and for each i ∈
{1 . . . , rkE} one has
log i (E) − ̂i (E)+
i
rkE
C(rkE,K).
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Proof. Let 0 = E0E1E2 · · ·EN−1EN = E be the canonical ﬁltration of
E, and let i ∈ {1, . . . , rkE}. Then there is some k ∈ {1, . . . , N} such that ik−1 =
rkEk−1 < irkEk = ik . Applying Theorem 2 and the fact that j (E)j (Ek),
j = 1, . . . , i, we get
i−1∑
j=1
log j (E)+ (ik + 1− i) log i (E)
ik∑
j=1
log j (Ek) − d̂egEk + C(ik,K). (6)
Since Ek belongs to the canonical ﬁltration of E, it follows that ̂j (Ek) = ̂j (E),
j = 1, . . . , ik . Therefore,
d̂egEk =
ik∑
j=1
̂j (E) =
i−1∑
j=1
̂j (E)+ (ik + 1− i)̂i (E). (7)
Combining (6) and (7) yields
(ik + 1− i) log i (E) −
i−1∑
j=1
(̂
j (E)+ log j (E)
)− (ik + 1− i)̂i (E)+ C(ik,K).
Applying Theorem 1 leads to
log i (E) − ̂i (E)+
C(ik,K)
ik + 1− i ,
which together with the fact that (ik + 1 − i) ik/i and that C(n,K)/n grows in n,
implies the theorem. 
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