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Abstract
Wepresent different techniques for reducing the number of states and transitions in nondeterministic
automata.These techniques are based on the two preorders over the set of states, related to the inclusion
of left and right languages. Since their exact computation is NP-hard, we focus on polynomial
approximations which enable a reduction of the NFA all the same. Our main algorithm relies on a ﬁrst
approximation, which can be easily implemented by means of matrix products with an O(mn3) time
complexity, and optimized to anO(mn) time complexity, wherem is the number of transitions and n is
the number of states. This ﬁrst algorithm appears to bemore efﬁcient than the known techniques based
on equivalence relations as described by Lucian Ilie and Sheng Yu. Afterwards, we brieﬂy describe
some more accurate approximations and the exact (but exponential) calculation of these preorders by
means of determinization.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
By NFA reduction algorithms, we mean algorithms which from a given NFA produce a
smaller equivalent NFA w.r.t. the number of states. Actually, the main algorithms given in
this paper also reduce the number of transitions, so that there is no ambiguity about which
complexity measure is considered as being reduced. Among automata which recognize a
given regular language L, the problem of computing one or every minimal NFA w.r.t. the
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number of states has been shown to be NP-hard in [10]. Indeed, known algorithms like
in [11,12,4] are quite not practicable. Our present aim is to provide reduction algorithms
which have a polynomial complexity w.r.t. the initial number of states in the given NFA.
Such algorithms may be useful, for instance, to prevent or moderate the blow up during
the determinization of the NFA, or to speed up either its straightforward simulation, or its
simulation based on a partial determinization [14,5].
Except for the method of Brzozowski [3], and the incremental algorithm of Watson
and Daciuk [13], the classical reduction algorithms for DFAs, e.g. in [6], are based on an
equivalence relation over the set of statesQwhich converges step by step toward the coarsest
equivalence relation such that all states contained in one equivalence class have the same
right language.
Whereas, equivalence relations are fully appropriate to the DFAs, the related relations
for NFAs seem to be preorders. Our new reduction methods are based on the two preorders−→⊆ and←−⊆ deﬁned by q−→⊆p (resp. q←−⊆p) if the right (resp. left) language of q is included
in the right (resp. left) language of p.
ValentinAntimirov has given a containment calculus for regular expressions, in the form
of a term-rewriting system [2]. Once transposed into our context, this system gives us an
inductive calculus of −→⊆ and←−⊆ . See the deﬁnitions of −→⊆ n and←−⊆ n in Section 6.
Unfortunately, computing the exact relations−→⊆ and←−⊆ is known to beNP-hard, see e.g.
[7], and indeed, the inductive construction of←−⊆ n and −→⊆ n in Section 6 has an exponential
time and space complexity. So, the major part of our paper is devoted to a ﬁrst-order
approximation of←−⊆ and−→⊆ , which can be computed in timeO(mn)wherem is the number
of transitions, and n is the number of states. Indeed, this ﬁrst approximation is at least as
efﬁcient as the best results obtained with equivalence relations by Ilie and Yu [8], in the
sense that every equality detected by the equivalence relation is detected by our preorders
through double inclusion. We provide a simple example where our approximations are
strictly more efﬁcient. Moreover, we give a detailed algorithm based on matrix products,
which can be easily parallelized in the case of the O(mn3) version [9]. Our algorithm
can also be easily modiﬁed in order to compute the equivalence relation given by Lucian
Ilie and ShengYu, so that we provide an O(mn) time complexity implementation of their
algorithm.
After having presented a general framework for the merging operation over automata in
Section 2, the Section 3 brieﬂy describes the reduction technique based on equivalence rela-
tions. Section 4 introduces the preorders relatedwith the inclusion of left and right languages
and their application to detecting states which can be merged. Section 5 dwells on the ﬁrst
order approximation which can be computed in timeO(mn). Section 6 mentions higher or-
der approximations whose complexity increases as they get more accurate. Section 7 sums
up the different reduction techniques deduced from the above-mentioned approximations,
and ﬁnally, Section 8 discusses the problem of computing the exact preorders.
2. Deﬁnitions and basic properties
Let X be a ﬁnite set, its cardinal is denoted |X|, and we let 2X denote its power set.
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An automaton is a quintuple A =< Q,, , I, F > where Q is a ﬁnite set of states,  is
the alphabet,  : Q× 
→ 2Q is the transition function, I (resp. F) is a subset of Q whose
elements are the initial states (resp. ﬁnal states). The function  is extended to 2Q×∗ 
→
2Q by letting for all E ⊆ Q and a ∈ , (E, a) = ⋃q∈E (q, a) and by the following
recursive deﬁnition: we let (E, ε) = E and for all w ∈ ∗, (E, aw) = ((E, a), w).
The language recognized by A, denoted L(A) is the set {w ∈ ∗ | (I, w) ∩ F = ∅}. Two
automata A and B are said to be equivalent if L(A) = L(B).
An automaton A is deterministic if it has a unique initial state and for all q ∈ Q, a ∈ ,
we have
∣∣(q, a)∣∣ = 1. In the following, DFA stands for deterministic ﬁnite automaton, and
NFA stands for nondeterministic ﬁnite automaton.
Let A =< Q,, , I, F > be an NFA.
Deﬁnition 1. The left language of a state q, denoted ←−L A(q) is the set {w ∈ ∗ | q ∈
(I, w)}.
Symmetrically, the right language of a state q, denoted −→L A(q) is the set {w ∈ ∗ |
(q,w) ∩ F = ∅}.
Deﬁnition 2. The reverse automatonofA, denoted byA, is the quintuple< Q,, , F, I >
where q ′ ∈ (q, a) iff q ∈ (q ′, a) for all q, q ′ ∈ Q and a ∈ .
Deﬁnition 3. Let q ∈ Q. The fan out of q is denoted −→q and deﬁned by −→q = {(a, q ′) ∈
 × Q | q ′ ∈ (q, a)}. Symmetrically, the fan in of q is denoted ←−q and deﬁned by←−q = {(q ′, a) ∈ Q×  | q ∈ (q ′, a)}.
The elements of the fan in and fan out of q are called arrows.
Reduction algorithmswhich are considered in the following are algorithmswhich proceed
by merging some states of the original NFA. Let us introduce a general framework for this
kind of manipulation.
Deﬁnition 4. Let q and p be two states ofA.We letmerge(A, q, p) stand for an automaton
obtained from A by merging q and p, that is, p is deleted and some arrows are added
to ←−q and −→q , so that ←−L merge(A,q,p)(q) = ←−L A(q) ∪ ←−L A(p) and −→L merge(A,q,p)(q) =−→L A(q)∪−→L A(p).We deﬁne a relation∼ onQ by letting q ∼ p if and only ifmerge(A, q, p)
is equivalent to A.
Whatever we know about A, we can always build merge(A, q, p) by adding←−p to←−q and
adding −→p to −→q .
Proposition 5. Let q, p ∈ Q, we have q ∼ p if and only if←−L A(q) · −→L A(p) ⊆ L(A) and
←−L A(p) · −→L A(q) ⊆ L(A).
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Proof. An automaton B recognizes L(A) if and only if for all u, v ∈ ∗, we have
u · v ∈ L(A)⇐⇒
[
(∃q ′ ∈ QB) u ∈ ←−L B(q ′) ∧ v ∈ −→L B(q ′)
]
Hence the result. 
In particular, the relation ∼ is well deﬁned: it is independent of the choice of merge
(A, q, p). Unfortunately, it is trivially not an equivalence relation.
3. Equalities of left and right languages
Aﬁrst reduction algorithm is obtained by adapting theMoore’s algorithm (which concerns
the minimization of DFAs) to the case of NFAs. It has been described by Ilie andYu in [8].
Deﬁne the equivalence relation ≡ on Q by letting q ≡ p if and only if −→L (q) = −→L (p).
Indeed,≡ is the Nerode equivalence. Let≡0 be another equivalence relation onQ contained
in ≡, that is, q ≡0 p implies q ≡ p. Then, for all q, p ∈ Q, we have q ≡0 p ⇒ q ∼ p,
that is, q and p can be merged as soon as q ≡0 p.
Such a relation≡0 can be computed as the coarsest equivalence relation onQ that satisﬁes
the two following axioms:
(1) For all q ∈ F and p ∈ Q\F , we have q ≡0 p.
(2) Let q, p ∈ Q and a ∈ ,
q ≡0 p ⇒
[
(∀q ′ ∈ (q, a))(∃p′ ∈ (p, a)) q ′ ≡0 p′
]
.
Let q, p, q ′, p′ ∈ Q, and suppose that q ≡0 p and q ′ ≡0 p′. Then we still have q ′ ≡0 p′ in
the automaton merge(A, q, p), so that the merging operations can be successively applied
in any order and lead to a k-state automaton where k is the number of equivalence classes
for ≡0.
A dual relation can be obtained the same way by considering left languages instead of
right languages.
4. Inequalities of left and right languages
We shall see in this section that using preorders instead of equivalence relations gives
better results for nondeterministic automata. Let us recall that a relation is a preorder if and
only if it is both reﬂexive and transitive. An antisymmetric preorder is a partial order, and
a symmetric preorder is an equivalence relation.
Deﬁnition 6. Let −→⊆ and←−⊆ be two preorders on Q deﬁned by letting q−→⊆p if and only if−→L (q) ⊆ −→L (p), and q←−⊆p if and only if←−L (q) ⊆←−L (p).
Deﬁnition 7. Let R and R′ be two relations on Q. The relation R is said to be smaller than
R′ if for all q, p ∈ Q, qRp implies qR′p.
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This partial order coincides with the inclusion if the relations are considered as subsets
ofQ×Q.
Proposition 8. Let q and p be two states of A. Let −→⊆ 0 and ←−⊆ 0 be two relations on Q
respectively smaller than −→⊆ and ←−⊆ . We have q ∼ p as soon as one of the following
conditions holds:
(1) q−→⊆ 0p and p−→⊆ 0q,
(2) q←−⊆ 0p and p←−⊆ 0q,
(3) q−→⊆ 0p and q←−⊆ 0p,
(4) p−→⊆ 0q and p←−⊆ 0q.
Proof. Trivial from Proposition 5. 
Such relations −→⊆ 0 and←−⊆ 0 are said to be approximations of the inequality relations −→⊆
and←−⊆ .
When merging two states q and p which satisfy one of the conditions of Proposition 8,
the relations −→⊆ 0 and←−⊆ 0 should be updated in order to remain smaller than −→⊆ and←−⊆ in
the automaton obtained by merging. Let us enumerate the conditions of Proposition 8 and
give the associated reduction operations:
(1) In merge(A, q, p), add←−p to←−q , and let←−⊆ 0 ←←−⊆ 0\{(q, p′) | p′ ∈ Q, p←−⊆ 0p′}.
(2) In merge(A, q, p), add −→p to −→q , and let −→⊆ 0 ←−→⊆ 0\{(q, p′) | p′ ∈ Q, p−→⊆ 0p′}.
(3) Compute merge(A, p, q).
(4) Compute merge(A, q, p).
5. First-order appoximation of inequalities
Let −→⊆ 1 be the greatest preorder on Q which satisﬁes the two following axioms:
(1) For all q ∈ F and p ∈ Q\F , we have q−→⊆ 1p.
(2) Let q, p ∈ Q and a ∈ ,
q
−→⊆ 1p ⇒
[
(∀q ′ ∈ (q, a))(∃p′ ∈ (p, a)) q ′−→⊆ 1p′
]
.
Proposition 9. The relation −→⊆ 1 is smaller than −→⊆ .
Proof. We shall prove by induction on the length of the word w that for all q, p ∈ Q,[
q
−→⊆ 1p ∧ w ∈ −→L (q)
]
⇒ w ∈ −→L (p).
Let q−→⊆ 1p and ε ∈ −→L (q). Since q ∈ F , the ﬁrst axiom of −→⊆ 1 implies that p ∈ F and
ε ∈ −→L (p).
Now, let q−→⊆ 1p and aw ∈ −→L (q), where a ∈ , w ∈ ∗ and q, p ∈ Q. There exists
q ′ ∈ (q, a) such thatw ∈ −→L (q ′). The second axiom implies that there exists p′ ∈ (p, a)
such that q ′−→⊆ 1p′. By induction, we have w ∈ −→L (p′), hence aw ∈ −→L (p). 
Symmetrically, we have a preorder ←−⊆ 1, smaller than ←−⊆ , obtained by considering the
reverse automaton.
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Fig. 1. States 1 and 2 have the same right language.
Indeed, reducing A by simply using the ﬁrst-order approximations −→⊆ 1 and←−⊆ 1 with the
conditions 1 and 2 of Proposition 8 is at least as efﬁcient as reducing A by using the relation
≡0 of Section 3:
Proposition 10. Let q, p ∈ Q such that q ≡0 p.We have q−→⊆ 1p and p−→⊆ 1q.
Proof. Actually, the constraint “R is a preorder” is weaker than “R is an equivalence rela-
tion”, and the axioms of −→⊆ 1 are weaker than the axioms of ≡0. 
We can see on Fig. 1 an example where −→⊆ 1 and←−⊆ 1 are strictly more efﬁcient than ≡0.
We easily verify that 1−→⊆ 12 and 2−→⊆ 11, though we do not have 1 ≡0 2.
5.1. Implementation of the ﬁrst-order approximation
Consider the semigroupM2(n) of n×n-matrices over the boolean semiring. This semi-
group is partially ordered: a matrix A is smaller than a matrix B iff Ai,j = 1 ⇒ Bi,j = 1
for all i, j . Consider that the set Q is equal to {1, 2, . . . , n}, so that each function from Q to
Q, as well as each binary relation R on Q, is naturally associated with a matrix X inM2(n)
by letting Xi,j = 1⇐⇒ jRi, which is the same as Xi,j = 1⇐⇒ i ∈ R(j).
Let X0 be the matrix associated with the relation F × (Q\F). For all a ∈ , let a be
the matrix associated with the application q 
→ (q, a) and let ta be the transposition of
a inM2(n). Indeed, ta is associated with q 
→ (q, a).
LetMN(n) be the semiring of n× n-matrices over the semiring of natural integers. Let
‘.’ be the matrix product inM2(n) and ‘◦’ be the matrix product inMN(n). Let X be a
matrix inMN(n) and V be a vector ofNn, we denote by XV the matrix ofM2(n) deﬁned
by
X
V
i,j = 1 if Xi,j = Vj ,
= 0 otherwise.
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Fig. 2. Principle of the recursive construction of ⊆1.
For all a ∈ , let V (a) ∈ Nn be deﬁned by
V (a)q =
∣∣(q, a)∣∣ (∀q ∈ Q)
Let a , be deﬁned for all X ∈M2(n) by a(X) = ta.(X ◦ a)V (a) +X.
Proposition 11. Let X be the transposition of the matrix associated with the relation −→⊆ 1.
X is the smallest matrix which is a ﬁx point for all a (a ∈ ) and is greater than tX0.
Proof. Let R be a relation onQ. For all a ∈ , we let
Aa(R) ≡
[
(∀q, p ∈ Q) [(∃q ′ ∈ (q, a))(∀p′ ∈ (p, a)) q ′Rp′] ⇒ qRp] .
Let X be the transposition of the matrix associated with R. For all q, p ∈ Q, (X ◦ a)q ′,p
is the number of states p′ such that p′ ∈ (p, a) and q ′Rp′. If this number is equal to∣∣(p, a)∣∣, that is, if
(
X ◦ aV (a)
)
q ′,p
is equal to 1, then we have q ′Rp′ for all p′ ∈ (p, a).
Hence, for all q, p ∈ Q,
(
ta.X ◦ aV (a)
)
q,p
= 1 is equivalent to (∃q ′ ∈ (q, a))(∀p′ ∈
(p, a)) q ′Rp′. So, X is a ﬁx point for a if and only if Aa(R).
Now, let X be the transposition of the matrix associated with −→⊆ 1. We know from the
axioms of −→⊆ 1 that −→⊆ 1 is the smallest relation onQ which contains F × (Q\F) and such
that Aa(
−→⊆ 1) for all a ∈ . Hence, X is the smallest matrix which is a ﬁx point for all a
and contains tX0. 
Fig. 2 illustrates the Proof. Let q ′Rp′ for all states p′ in the ﬁgure. Then (q, p) is added
to R because (∃q ′ ∈ (q, a))(∀p′ ∈ (p, a)) q ′Rp′.
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The following algorithm is then straightforward:
Let us digress and get back on the ﬁrst relation ≡0. Indeed, ≡0 can be computed by a
slightly different algorithm:
• Line 1, replace X ← tX0 by X ← Sym(tX0) where Sym stands for the symmetric
closure.
• Line 4, replace X ← a(X) by X ← Sym(a(X)).
• The algorithm ends with X associated with ≡0.
5.2. Complexity
Let m be the number of transitions in A. Hence, the average number of non-zero coefﬁ-
cients in the matrices a and ta is m/||.
The number of iterations is bound by n2. On the other hand, Line 4 consists in two sparse
matrix products, so that its complexity is bound by O(m/||n), and we get an O(mn3)
overall complexity. The implemention of Line 4 using matrix products may be interesting
for parallelization, using standard parallelization techniques for matrix product [9].
But indeed, the matrix X is increasing, so that during the whole algorithm, there are less
than n2 non-zero coefﬁcients added to X. We can verify that a is linear for all a, in the
sense that for any two matrices X1 and X2, we have a(X1 + X2) = a(X1) + a(X2).
Here is the algorithm that details Line 4 ofAlgorithm FIRSTORDER. For all a ∈ wemaintain
two boolean (n× n)-matricesMa and Na which are initially set to zero.
[
X ← a(X)
]
(a,Ma,Na,X)
 Auxiliary:M ′a : n× n matrix
1 Begin
2 M ′a ← Ma
3 Ma ← (X −Na) ◦ aV (a) +Ma
4 Na ← X
5 X ← ta.(Ma −M ′a)+X
6 End
For each a ∈ , the two following assertions hold during the whole algorithm FIRST ORDER:
Ia ≡
[
Ma = Na ◦ aV (a)
]
and Ja ≡
[
X ta.Ma
]
.
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Assertion Ja is conserved from one iteration step to another because X is increasing. The
conservation of Ia through Lines 3 and 4 is due to the linearity of matrix product. At Line
5, Ja gives X taM ′a , so that by linearity, Line 5 is equivalent to X ← ta.Ma +X, that
is, X ← a(X). Hence the correctness of the algorithm.
Let a ∈  and let ki (resp. li) be the number of non-zero coefﬁcients in matrix (X−Na)
at Line 3 (resp. matrix (Ma−M ′a) at Line 5) of the ith iteration. The matricesX andMa are
both increasing, so that
∑
i ki and
∑
i li are both lower than n2. Hence the total complexity
of matrix products is lower than mn. The calculation of X − Na and Ma − M ′a can be
performed by maintaining the list of added non-zero coefﬁcients. On the other hand, the
total number of iterations is bound by n2.
Hence, the ﬁrst-order approximation preorders can be computed with a space complexity
of O(n2) and a time complexity of O(mn).
6. Higher-order approximations
For all ﬁnite sets X and all k ∈ N, we let Pk(X) stand for {P ⊆ X | |P | k}.
For all k1, let −→⊆ k be the relation between Q and Pk(Q) that is the greatest relation
which satisﬁes the two following axioms:
(1) q−→⊆ kP for all q ∈ F and P ∈ Pk(Q\F).
(2) Let q ∈ Q, P ∈ Pk(Q) and a ∈ ,
q
−→⊆ kP ⇒
[
(∀q ′ ∈ (q, a))(∃P ′ ∈ Pk((P, a)) q ′−→⊆ kP ′
]
.
Let q, p ∈ Q, we note q−→⊆ kp instead of q−→⊆ k{p}, and we shall consider the trace of−→⊆ k on Q2 as the relation {(q, p) ∈ Q | q−→⊆ kp}. For the case k = 1, we recover our ﬁrst
relation −→⊆ 1.
Proposition 12. The trace of −→⊆ k onQ2 is smaller than or equal to −→⊆ for all k1.
Proof. We shall prove by induction on the length of the word w that for all q ∈ Q and
P ∈ Pk(Q), having q−→⊆ kP and w ∈ −→L (q) implies w ∈ −→L (p) for some p ∈ P .
Let ε ∈ −→L (q). Since q ∈ F , the ﬁrst axiom of −→⊆ k implies that there exists p ∈ P ∩ F ,
hence ε ∈ −→L (p).
Now, let aw ∈ −→L (q). There exists q ′ ∈ (q, a) such thatw ∈ −→L (q ′). The second axiom
implies that there exists P ′ ⊆ (P, a), with ∣∣P ′∣∣ k, such that q ′−→⊆ kP ′. By induction, we
have w ∈ −→L (p′) for some p′ ∈ P ′, hence, let p in P such that p′ ∈ (p, a), we have
aw ∈ −→L (p). 
The trace of −→⊆ k on Q2 is increasing w.r.t. k and reaches −→⊆ . Indeed, the trace of −→⊆ n is
equal to −→⊆ .
7. Reduction methods
Let ←−⊆ 0 and −→⊆ 0 be, respectively, two approximations of ←−⊆ and −→⊆ . One can simply
apply Proposition 8. This method reduces the number of states as well as the number of
transitions.
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If one aims to reduce the number of states, without considering the number of transitions,
the relations ←−⊆ 0 and −→⊆ 0 can be grown ﬁrst in the following way. Let q and p such that
q
−→⊆ 0p, the fan in ←−p can be added to the fan in ←−q . Then (p, q) can be added to ←−⊆ 0.
Symmetrically, if q←−⊆p, then −→p can be added to −→q , and then (p, q) can be added to −→⊆ 0.
Hence we have the following algorithm:
If we have computed the approximations←−⊆ k and−→⊆ k for some k2, then we can consider
merging one state q with a set of states P :
Deﬁnition 13. Let q ∈ Q and P ⊆ Q, we deﬁne the automatonmerge(A, q, P ) obtained
fromA by deleting q and adding−→q to each−→p (p ∈ Q), and adding←−q to each←−p (p ∈ P).
Proposition 14. Let q ∈ Q and P ⊆ Q. The automaton merge(A, q, P ) is equivalent to
A as soon as one of the following conditions is veriﬁed:
(1) q−→⊆ kP and for all p ∈ P , p−→⊆ kq.
(2) q←−⊆ kP and for all p ∈ P , p←−⊆ kq.
This kind of reduction was pointed out byAmilhastre et al. [1] for the case of homogeneous
languages, that is, languages which are contained in h for some h ∈ N. Let k = n in
Proposition 14 and consider that L(A) is an homogeneous language, a pair (q, P ) which
satisﬁes condition 1 is called a union reduction by Amilhastre et al.
8. Computing the exact inequality relations
Let kn, computing the relations−→⊆ k and←−⊆ k has a polynomial complexity w.r.t. n, but
the complexity grows exponentially w.r.t. k, which is unavoidable since computing −→⊆ and←−⊆ is known to be NP-hard [7]. Nevertheless, −→⊆ and←−⊆ may be computed if we are able
to determinize A and A with a reasonable complexity. Of course, proceeding this way does
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not make sense if our aim is to prevent a combinatorial blow up during the determinization
by ﬁrst reducing A.
This method is a straightforward application of the notion of characteristic events, which
can be found in [11] and is reformulated in a way closer to our context in [4].
Let A =< QA,, A, IA, FA > be the minimal DFA of L obtained by subset deter-
minization from A, so that states of A are subsets of Q. Let B =< QB,, B, IB, FB >
be the minimal DFA of L obtained by subset determinization from A, so that states of B
are also subsets of Q.
For all q ∈ Q, let (q) = {P ∈ QA | q ∈ P } and (q) = {P ∈ QB | q ∈ P }.
Proposition 15. Let q, p ∈ Q, we have q−→⊆p if and only if (q) ⊆ (p) and q←−⊆p if and
only if (q) ⊆ (p).
This property leads to anO(n2N)-time complexity algorithm for computing←−⊆ and −→⊆ ,
where N = max(|QA| , |QB|).
9. Practical tests
We have carried out some tests for the ﬁrst approximation, using randomly generated
automata. For randomautomata, the average reduction ratio is correlatedwith the probability
that two given right or left languages are equal. This probability decreases exponentially
while the size of the alphabet or the size of the automaton is increasing, which appears on the
tests. Reduction of NFAs, like reduction of DFAs, makes sense only if one is manipulating
automata with a high level of redundancy, which is the case in most of applications. Tests
with random automata just make the comparison possible between reduction by equivalence
relations and reduction with ﬁrst-order preorders in the most general case. Preorders appear
to be at least twice more efﬁcient. Figs. 3 and 4 give, respectively, results with a 2- and a
3- letter alphabet. The reduction algorithm that is considered is the algorithm REDUCTION
deprived of Lines 2–7.
10. Conclusion
We would like to mention ﬁrst that these reduction techniques work well with some
slightly different deﬁnitions of automata, like labeled transition systems with ﬁnite recog-
nition, which are automata without ﬁnal states. Recognized words are words that do not
cause a deadlock.
Our opinion is that the most interesting algorithm is the one based on the ﬁrst-order
approximation, which has a reasonable worst case complexity, and should prove to be very
fast in practice. To our knowledge, this algorithm is the most efﬁcient one in this level
of performance. Higher-order approximations may be useful if one really cares about the
succinctness of the NFA.
We tried to be the most exhaustive as we could in the domain of reduction bymeans of the
preorders related to regular inequalities. But this does not exhaust the realm of reduction
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Fig. 3. Tests on randomly generated automata over a 2-letter alphabet.
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Fig. 4. Tests on randomly generated automata over a 3-letter alphabet.
heuristics. In particular, we restrained us to algorithms which only proceed by merging
states. Studies about the full minimization of NFAs [11,12,4] revealed that to reduce an
NFA, we also have to split some states, in order to merge them differently. Heuristics in
this domain may overﬂow the imagination, but we can hardly expect them to produce a fast
algorithm.
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