














































































This paper considers a general class of nonlinear rational-expectations models in
which policymakers seek to maximize an objective function that may be household
expected utility. We show how to derive a target criterion that is: (i) consistent with
the models structural equations, (ii) strong enough to imply a unique equilibrium, and
(iii) optimal, in the sense that a commitment to adjust the policy instrument at all dates
so as to satisfy the target criterion maximizes the objective function. The proposed
optimal target criterion is a linear equation that must be satised by the projected
paths of certain economically relevant target variables. It takes the same form at
all times and generally involves only a small number of target variables, regardless
of the size and complexity of the model. While the projected path of the economy
requires information about the current state, the target criterion itself can be stated
without reference to a complete description of the state of the world. We illustrate the
application of the method to a nonlinear DSGE model with staggered price-setting, in
which the objective of policy is to maximize household expected utility.
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Forecast targeting has become an increasingly popular approach, both to the organiza-
tion of monetary policy deliberations and to communication with the public about monetary
policy decisions, at central banks around the world. In this approach, a contemplated for-
ward path for policy is judged correct to the extent that quantitative projections for one
or more economic variables, conditional on the contemplated policy, conform to a target
criterion.1 The present paper considers whether the conditions required for the conduct of
policy to maximize welfare can be cast in the form of such a target criterion.2 We consider
a fairly general class of stabilization problems, in which the set of possible equilibrium evo-
lutions of the economy is determined by a system of forward-looking structural equations,
representing optimizing behavior on the part of the private sector. (Our abstract framework
need not apply only to monetary policy, though that is the leading example that motivates
our formulation of the problem.)
We show that it is possible quite generally to choose a target criterion with two important
properties. First, we seek a target criterion that is consistent with the structural equations,
and that at the same time is strong enough to imply a determinate forward path for the
economy. Thus we must verify that there exists an evolution that satises the target criterion,
looking forward from any possible situation that may have been reached, and also that the
evolution consistent with the target criterion is unique. Second, we seek a target criterion
such that the state-contingent evolution determined by the criterion is optimal, in the sense
of maximizing an ex ante expected welfare criterion.
It might be thought that a su¢ cient solution to this problem would simply be to com-
pute the optimal state-contingent evolution of all endogenous variables, under an optimal
commitment chosen at some initial date t0; and to refer to the solution to this problem at
any later date t to determine what forward path for policy from date t onward is consistent
1For further discussion and examples, see, e.g., Svensson (1997, 2005) and Woodford (2007).
2This has previously been shown to be possible in special examples in Svensson and Woodford (2005) and
Giannoni and Woodford (2005). The present exposition o¤ers a simpler expression for the optimal target
criterion than in our previous attempt at a general theory, in Giannoni and Woodford (2003a), in additional
to allowing a considerably more general class of possible objectives for policy, so that the present approach
can be applied to problems, like the one in section 4, where the objective of policy is assumed to be the
maximization of household utility.
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with the optimal equilibrium. In practice, however, such a once-and-for-all description of the
optimal evolution under all possible situations that can ever arise will be impractical, even
for decision-making within an institution like a central bank, let alone for communication
with the public about the basis for policy decisions.
Policymakers have a great deal of information about the specic situation that has arisen,
once it arises, without having any corresponding ability to list all of the situations that may
arise very far in advance. The target criterion that we seek is accordingly one that allows
a forward path for policy to be selected at each date, looking forward from the particular
situation that has arisen at that date, without any reference to all of the paths that the
economy might have taken but has not.
Moreover, the target criterion that we propose can be stated without a complete de-
scription of the state of the world in which it is to be applied. The target criterion is a
linear equation that must be satised by the projected paths of certain target variables;
while a determination of the forward path of policy required for the economys evolution to
satisfy the criterion will involve ne-grained information about the current state, the target
criterion itself (which takes the same form at all times and involves only a small number of
target variables) can be stated without reference to such a complete description of the state.
The methods that we use to derive the optimal target criterion are related to methods
used in the literature on (discrete-time, stochastic) optimal control, but our approach di¤ers
in important respects. In the standard theory of optimal control (e.g., Anderson and Moore,
1979; Hansen and Sargent, 2010), a policy equation is derived that species a vector of
policy instruments (or controls) as a function of a state vector that includes a complete
description of both current disturbances and all information available at a given point in
time about future disturbances. When the theory is extended to deal with optimal policy
choice subject to forward-looking constraints, the policy equation species the instruments as
functions not only of the state vector but also of a vector of Lagrange multipliers measuring
the value of inducing alternative expectations about conditions at an earlier date.3
The characterization we that seek is instead independent of the choice of the instruments
3Important early expositions of this approach include Backus and Dri¢ ll (1986) and Currie and Levine
(1993).
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of policy  for example, the optimal target criterion for monetary stabilization policy takes
the same form, regardless of whether the central bank is expected to use a short-term nominal
interest rate as its policy instrument, or the money supply, in a model where one of the
structural relations can be used to determine the money supply required to achieve a given
equilibrium interest rate and vice versa  and instead species only a relationship that
policy should aim to bring about among target variablesthat can be inuenced by policy.
Moreover, we seek a relationship that can be stated without reference to the complete state
vector (which in practical applications must be a very large state vector, if one that can even
be written down), and that involves only economically relevant target variables variables
for which quantitative projections have meaning independent of the particular model of the
economy that may be used to produce the projections  rather than abstract concepts such
as the Lagrange multipliers associated with a particular optimization problem.
The paper is organized as follows. Section 1 presents the general class of nonlinear op-
timization problems including both backward-looking and forward-looking constraints with
which we are concerned. Section 2 derives a local linear approximation to the optimal equi-
librium dynamics in such a problem, and states some important algebraic properties of the
coe¢ cients of the equations describing these dynamics. (Here we generalize standard re-
sults from the theory of optimal control to a case in which the controls and their e¤ects are
not specied.) Section 3 then gives the general form of the optimal target criterion, and
establishes that it does indeed determine a (locally) unique equilibrium that coincides with
the optimal evolution characterized in section 2. Section 4 illustrates the application of the
method to a nonlinear DSGE model with staggered price-setting. Section 5 concludes.
1 A General Nonlinear Framework
We consider a general nonlinear forward-looking model describing the behavior of the private
sector and a general objective function for the policy authority, as in the analysis of Benigno
andWoodford (2008). In this section, we derive nonlinear rst-order conditions for the policy
problem, and use these to dene the steady state around which our local analysis of optimal
stabilization in response to shocks is conducted.
3
1.1 The Model
Consider the following optimal policy problem. The policy authority seeks to determine
which state-contingent evolution of the m-dimensional vector of endogenous variables fytg




t t0 (yt; t) ; (1.1)
where 0 <  < 1;  (y; ) is a twice continuously di¤erentiable function in all of its arguments,
and t is a vector of exogenous disturbances. We assume that yt includes variables determined
at date t or possibly before. The evolution of these variables must satisfy the n constraints
F (yt; t; yt 1) = 0 (1.2)
Et [g (yt; t; yt+1)] = 0 (1.3)
each period. Here F () and g () are respectively k-dimensional and n k-dimensional vector-
valued functions, twice continuously di¤erentiable with respect to all of their arguments,
where 0  k  n: The vector of exogenous disturbances t is assumed to evolve according to
some bounded stochastic process (specied further below).
In order to state certain technical regularity conditions below, it is useful to state condi-
tion (1.2) in a more general form when t = t0; instead writing
F
 
yt0 ; t0 ; yt0 1

= Ft0 ; (1.4)
where Ft0 is a vector of k small quantities that may di¤er from zero.
4 The model structural
relations then consist of equation (1.2) for each period t > t0; equation (1.3) for each t  t0;
and equation (1.4), for given initial conditions yt0 1; Ft0 ; and a given exogenous process ftg
for the disturbances.
We assume that n < m  2n. The rst inequality is necessary in order for there to
be at least one direction each period in which it is possible for policy to continuously vary
4The idea is that we wish to consider perturbations of the initial conditions for the policy problem that do
not necessarily correspond to changes in the specied values for yt0 1 and t0 . The point of the distinction
is that we wish to consider optimal policy in the case of non-zero values of Ft0 even when specifying that
the process ftg is equal to  with probability one at all times.
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equilibrium values of one or more of the endogenous variables; the second (which simplies
the algebraic structure of our problem,5 while it is not essential for our methods) implies
that the number of independent dimensions of policy is not too large relative to the number
of endogenous variables in the model. For example, in many classic treatments of monetary
stabilization policy, policy choice is assumed to be one-dimensional (the choice of the money
supply, or of one nominal interest rate, each period), so that m = n+1;6 and this is the case
for which we present the most thorough analysis.
Note that in this formulation of the optimal policy problem, we do not specify the instru-
mentsof policy, and write a set of structural equations that should completely determine
the evolution of the endogenous variables under any given evolution of the instruments.7
Instead, equations (1.2)(1.4) represent the conditions that must be satised in equilibrium
under any possible policy (as a result of optimizing private behavior), which may or may
not even involve all of the intended instruments of policy; the existence of instruments under
the control of the policy authority is represented by the incompleteness of the set of equa-
tions (1.2)(1.4) relative to the number of endogenous variables to be determined. (Because
n < m; the variables yt are surely not uniquely determined by the structural relations, even
if some subset of them may be, as discussed in Proposition 2 below.) We do not specify the
way in which the available instruments of policy must be adjusted in order to bring about
a given state-contingent evolution of the endogenous variables, but we assume that the set
of equations (1.2)(1.4) represents a complete set of constraints, so that any evolution of
the variables yt consistent with these equations (and satisfying certain bounds, as discussed
further below) can in fact be achieved under some policy.
We proceed in this way in order to make it clear that the optimal target criterion does
not depend on the choice of the instrument of policy that is adjusted in order to comply
with the target criterion. For example, the instrument of monetary policy might be either
a short-term nominal interest rate, or the quantity of base money (to consider two familiar
5See discussion following Assumption 2 below.
6See, for example, Clarida et al., (1999), Giannoni and Woodford (2003b), or Benigno and Woodford
(2005).
7This is an important di¤erence between our current approach and the characterization of optimal policy
in Giannoni and Woodford (2003a).
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cases). The model structural relations may include an equilibrium relation linking these two
variables (the condition required in order for the demand for money at the given interest
rate to equal the supply of money), but no equation specifying the central banks operating
target for either variable. The structural relation may be taken to determine the implied
nominal interest rate, if the quantity of money is the instrument (as in traditional textbook
accounts); or it may be taken to determine the endogenous quantity of base money, if the
interest rate is the central banks instrument (as in the case of most actual central banks).
The optimal target criterion that the central bank should seek to satisfy is the same in either
case, and depends only on the set of structural relations (possibly including the coe¢ cients
of the money-demand relation).
In addition, we assume that the policymaker considers only paths for the economy con-





= gt0 ; (1.5)
where gt0, which may depend on the exogenous state at date t0 and on predetermined
variables, is chosen according to a self-consistent rule (as discussed further below). If we
were instead to consider the problem of maximizing (1.1) subject only to constraints (1.2)
(1.4) and the initial conditions yt0 1 and Ft0, the optimal solution would in general not involve
a constant value of yt even in the absence of random disturbances (in the case that k < n;
so that one or more of the structural equations is forward-looking). As a consequence, the
unconstrained optimal (or Ramsey) policy cannot generally be described by a time-invariant
policy rule; a target criterion designed to implement this policy would have to be indexed
by the time that has elapsed since the date at which the optimization was performed.8
Here we consider the simpler problem of characterizing policy that is optimal subject
to a particular kind of pre-commitment of the form (1.5). Self-consistencyof the initial
pre-commitment means that gt0 is determined by a rule which is also satised for all t  t0
under the policy that solves this optimization problem, so that the policy chosen can be
8Even more problematic for our purposes, it would not be possible to compute a linear approximation
to optimal policy by linearizing around steady-state values of the endogenous variables; it would instead
be necessary to linearize around a non-constant path for the variables yt, greatly increasing the number of
derivatives that would have to be evaluated in order to apply such an approach.
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viewed as fullling a commitment that would optimally have been made at an earlier date.9
Formally, we require that gt0 be determined by a function of the form gt0 = g(t0 ; et0 1),
where et0 1 is some vector of su¢ cient statistics for the history of the endogenous variables
up until period t0   1,10 with the property that under the optimal policy subject to these
pre-commitments,
g(yt 1; t 1; yt) = g(t; et 1)
in each period t > t0 as well.
Choice of an initial pre-commitment of this kind results in a problem for which the
solution is a steady state (yt = y for all t  t0, for some vector y) in the absence of
random disturbances (i.e., in the case in which t =  with certainty for all t), and we can
approximate optimal policy in the case of small enough disturbances by linearizing around
this steady state. Moreover, the constrained-optimal policy (hereafter simply called optimal
policy) can be described by a time-invariant rule for the determination of yt as a function
of exogenous and pre-determined state variables, and as a consequence it is possible to
implement the policy using a time-invariant target criterion.
1.2 Nonlinear First-Order Conditions for Optimal Policy
We wish to characterize the state-contingent evolution fytg for t  t0 that maximizes (1.1)
subject to the constraints (1.2)(1.5). A Lagrangian for this (exact) nonlinear optimal policy
problem is given by
Lt0 = Vt0 + Et0
1X
t=t0
t t0 [0tF (yt; t; yt 1) + 
0










 (yt; t) + 
0






9We have elsewhere called this a policy that is optimal from a timeless perspective. See Woodford
(1999, 2003), Giannoni and Woodford (2003a) and Benigno and Woodford (2008) for further discussion.
10This vector may include not only lagged values yt0 j ; but also lagged forecasts Et0 jyt0 j+k; for arbitrary
j; k  1: See section 3.3 for a precise specication.
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where t and t are vectors of Lagrange multipliers of dimensions k and n  k respectively,
associated with the constraints (1.2)(1.3) for any date t  t0;11 and  10t0 1 is the vector
of multipliers associated with the constraints (1.5). Di¤erentiating with respect to yt we
obtain the m rst-order conditions (FOCs)
D1 (yt; t) + 
0














at each date t  t0; where Dj denotes the vector of partial derivatives with respect to the
jth argument of the function considered.






yt+1; yt; t+1; t

't+1
   1 I 0  yt; yt 1; t; t 1't = 0; (1.8)
where 't+1 is an n-dimensional vector, and A
 




yt; yt 1; t; t 1

are







yt+1; yt; t+1; t
 
24 D3F  yt+1; t+1; yt




yt; yt 1; t; t 1
 






These FOCs are necessarily satised by the optimal equilibrium, if one exists, but a solution
to the FOCs is not necessarily an optimum. We shall assume, however, that an optimum
satisfying the FOCs does exist; and under further assumptions stated below, a bounded
solution to the FOCs will also necessarily correspond to an optimum.
Note that (1.6) is also the Lagrangian for an alternative problem, the problem of choosing







11To be more precise, t0 is the vector of multipliers associated with constraints (1.4).
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subject to the constraints (1.2)(1.4) for dates t  t0: In this alternative formulation, the
vector t0 1 is part of the data dening the problem, just as the vector gt0 is in the problem
stated earlier. Since the Lagrangian for this alternative problem is the same, the set of
rst-order conditions is also identical to the ones given above. Therefore, any solution to
the rst type of problem for some choice of the vector gt0 is also a solution to a problem of
the second type for some choice of the vector t0 1, and vice versa. The modication of the
policy authoritys objective as in (1.9) is an alternative way of requiring it to take account
of the value to a policymaker at an earlier time of being able to anticipate a particular kind
of policy from date t0 onward.12
If an optimal steady state (an optimum in which yt = y for all t, under the assumption


















A   1 I0 ' = 0; (1.12)












for j = 1; 2; 3; and
A  A  y; y; ;  ;
I  I  y; y; ;  :
We shall suppose that such a steady state exists; in fact, we make the more specic assump-
tion stated below.
Assumption 1 (a) Let a vector  of steady statevalues of the exogenous disturbances be
given. Then there exist vectors y 2 Rm and ' 2 Rn such that if yt0 1 = y; t0 1 =  [ '2];
Ft0 = 0 and t =  with certainty for all t  t0 1; the optimal policy [the one that maximizes
(1.9) subject to constraints (1.2)(1.4)] involves yt = y with certainty for all t  t0:
(b) Moreover, for any small enough neighborhood Ny of y; there exist neighborhoods N
of ; N of ; NF of 0, and N2  Ny such that for any yt0 1 2 N2; t0 1 2 N; Ft0 2 NF ;
12This alternative way of requiring the policymaker to internalize the consequences of a prior commitment
is used, for example, in Marcet and Marimon (1998), Khan et al. (2003), and Svensson and Woodford (2005).
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and a disturbance vector t =  for all t  t0   1, the optimal policy involves yt 2 Ny with
yt ! y as t!1: Moreover, there exists a sequence of multipliers f'tg consistent both with
the specied initial conditions and with the FOCs (1.8) for all t  t0; such that 't 2 NN
for all t  t0, and 't ! ' as t ! 1: Finally, the convergence is exponential: there exists
 > 1 such that
lim
t!1
t(yt   y) = 0; lim
t!1
t('t   ') = 0 (1.13)
for any initial conditions in the specied set.
(c) There also exists a neighborhood Ng of the vector g  g(y; ; y) and a di¤eomorphism
 : N N2 NF ! Ng N2 NF
with the properties
2(; y; F ) = y; 3(; y; F ) = F ;
such that for any t0 1 2 N; a path fytg for t  t0 maximizes (1.9) in the case of this
vector of multipliers, initial conditions (yt0 1; Ft0), and a specication that t =  for all t,
if and only if it maximizes (1.1) subject to the initial pre-commitments (1.5), where gt0 =
1(t0 1; yt0 1; Ft0), and the same initial conditions (yt0 1; Ft0). Moreover, the matrix   
D( ) is non-singular.
Assumption 1 implies not only that a steady state exists, but that in the case of any
initial conditions close enough to consistency with the steady state and no stochastic distur-
bances, the optimal equilibrium will remain forever near this steady state, and converge to
it asymptotically (indeed, at an exponential rate). We also assume that the Lagrange mul-
tipliers associated with the optimal policy remain forever near their steady-state values and
converge exponentially as well. It then follows that for any small enough neighborhoods of
the steady state (as specied in the statement of the assumption), there must exist a neigh-
borhood N of ; such that the optimal dynamics will also involve yt 2 Ny and 't 2 NN
for all t  t0 as long as t 2 N for all t  t0   1; though of course there is no convergence
to the steady state in the stochastic case. This makes it possible for us to analyze optimal
stabilization policy in response to small enough disturbances through a purely local analysis
of equilibria in which the endogenous variables yt remain forever near the steady-state values
y and the multipliers f'tg remain forever near the steady-state values ':
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Assumption 1(c) implies that in the case of all initial conditions close enough to consis-
tency with the steady state (which is to say, all of those with which we shall be concerned
in this paper), there is a unique problem of the rst type (dened by a vector of pre-
commitments gt0) corresponding to each problem of the second type (dened by a vector of
initial Lagrange multipliers t0 1), and vice versa. The additional stipulation that the map-
ping  has a non-singular Jacobian matrix is only a slight strengthening of the assumption
that the mapping is invertible near the steady state; this is necessary to allow us to assert
a similar equivalence between the linearized versions of the conditions that characterize the
two kinds of optimal plans.
Assumption 1 implies the existence of steady-state values (y; ') that satisfy conditions
(1.12), associated with the given stationary vector of values  for the exogenous states, and
further implies the existence of a solution to the FOCs, in which the variables yt and 't
remain forever near their steady-state values, in the case of any small enough perturbations
in the initial conditions. It is these local solutions to the FOCs (1.8) that we wish to
further characterize, through the linear approximation presented in the next section. Under
relatively weak regularity conditions, we show that there must be at most one solution to the
FOCs that remains forever near the steady state, which solution must (by Assumption 1) be
the optimal equilibrium. Hence it su¢ ces to nd a target criterion with the property that
a path for the endogenous variables that is feasible under some policy, that remains forever
within the neighborhood Ny; and that fullls the target criterion at all times (i) exists in the
case of all initial conditions near enough to consistency with the steady state and all small
enough disturbances, and (ii) must also satisfy the FOCs in all periods, in order for us to
conclude that fulllment of the target criterion is necessary and su¢ cient for the intended
future evolution of policy to be optimal, again in the case of all initial conditions near enough
to consistency with the steady state and all small enough disturbances.
We do not here seek to provide more fundamental assumptions under which Assumption
1 is necessarily valid. In practice it is relatively straightforward in applications to verify
the existence of a steady-state solution to the FOCs (1.12). It is also straightforward to
evaluate the second-order conditions [SOCs] that tell whether this solution represents a local
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welfare optimum, discussed further in section 2.2.1 below,13 and to analyze convergence to
the steady state in the deterministic case for initial conditions close enough to consistency
with the steady state, as these involve algebraic properties of the derivatives of the functions
dening the problem, evaluated at the steady-state values of their arguments. The more
di¢ cult question is verication of the global optimality of the local optimum represented
by a solution to the FOCs and SOCs. We do not address this here, but assume that it is
satised in an application of interest.
Finally, note that while we assume the existence of an optimal steady statein the sense
that optimal policy involves constant values of the endogenous variables in the absence of
random disturbances, we do not assume that the steady state near which we conduct our
analysis is an undistorted steady state. That is, we do not assume that in the absence of
disturbances and under suitable initial conditions, there would exist a policy that achieves
the unconstrained maximum of the function (y; ) each period. Our methods are applicable
to problems in which there exist distortions, the severity of which depends on policy, but
that cannot be eliminated at all times by any policy. For example, in the application treated
in section 4, the steady-state level of output may be ine¢ ciently low, owing either to market
power or to tax distortions, even under the optimal monetary policy.
2 Linear Approximation of the Optimal Equilibrium
Dynamics
As long as we are interested solely in small enough perturbations of the steady-state policy
problem, of the kind described in Assumption 1, we can approximate the optimal solution
for yt as a function of the initial conditions (yt0 1; t0 1;
Ft0 ;t0 1) and the history of dis-
turbances (t0 ; : : : ; t) by a linear function of these variables, where the coe¢ cient on each
variable represents the partial derivative of the optimal yt with respect to that variable,
with all partial derivatives evaluated at the steady state referred to in Assumption 1. And
as usual, the implicit function theorem allows us to calculate these derivatives by solving
13Benigno and Woodford (2008) present an alternative formulation of the SOCs that has some advantages
from a computational standpoint.
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linearized versions of the conditions that describe an optimum, where the linearizations are
all computed at the steady-state solution.14
Local approximation of the optimal equilibrium dynamics thus requires us to solve a
system of linear di¤erence equations consisting of linearizations of two sets of nonlinear
equations: the structural equations (1.2)(1.4) on the one hand, and the rst-order conditions
(1.8) on the other. The linearized structural equations are also relevant for deriving a linear
approximation to the equilibrium dynamics consistent with a given target criterion. We turn
to this system of equations rst.
2.1 Approximation of the Model Structural Equations
We linearize the system of structural equations (1.2)(1.4) around the steady-state values of
the arguments (yt = y and t =  for all t), where y is the optimal steady state (assumed to
exist in Assumption 1) in the case of the constant vector  for the exogenous variables. We
will denote the deviations from steady-state values by ~yt  yt   y; ~t  t   ; and derive
local approximations for the case in which terms of both these kinds are small. Specically,
we consider the family of stochastic processes
t =
 + ut
indexed by a parameter   0; where futg is some bounded process (held xed as we consider
variations in ). We wish to characterize optimal monetary policy for the case in which 
is su¢ ciently small (though still positive), by computing solutions for the state-contingent
evolution of all endogenous variables that are accurate up to an error that is at most of
size O(2): To economize on notation, we shall assume that the disturbances ftg evolve in
accordance with a linear rst-order vector autoregressive process,15 so that
Et~t+1 = %~t; (2.1)
where % is a matrix such that jj%jj < 1:
14See Woodford (2003, Appendix A.3) or Benigno and Woodford (2008) for further discussion.
15Note that this allows for serial correlation of arbitrary complexity in the disturbance processes, as long
as the vector t is assumed to include a su¢ cient number of lagged disturbances.
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2.1.1 The Linearized Structural Equations
We rst recall that F (yt; t; yt 1) = 0 is a k-dimensional vector-valued function, and that




= 0: A rst-order approximation of the structural equations (1.2)
yields
D1F  ~yt +D3F  ~yt 1 +D2F  ~t = 0 (2.2)
for all t > t0; omitting terms that are merely of second order. In the initial period, we
correspondingly have
D1F  ~yt0 +D3F  ~yt0 1 +D2F  ~t0 = Ft0 : (2.3)
It will often be convenient to break these equations into two separate sets of equations,
corresponding to the implications for variables forecasted a period in advance on the one
hand, and the implications for surprise changes in variables on the other. Using (2.1), we
note that (2.2) implies that
D1F  Et~yt+1 +D3F  ~yt +D2F%  ~t = 0 (2.4)
for any t  t0; and that





for any t > t0: Conversely, we can show that these two sets of equations imply (2.2) for all
t > t0: Hence we can equivalently write the system of linearized structural equations (2.2)
as equations (2.3)(2.5).
Similarly, the structural equations (1.3) can be approximated by
D3g  Et~yt+1 +D1g  ~yt +D2g  ~t = 0 (2.6)
for all t  t0: We note for future reference that the initial pre-commitment (1.5) can also be
linearized as
D3g  ~yt0 +D1g  ~yt0 1 +D2g  ~t0 1 = gt0 : (2.7)
(This is not a structural relation that is required to hold when computing the equilibrium
evolution consistent with a given target criterion, but it is an additional constraint to be
imposed when solving for the optimal equilibrium dynamics.)
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Structural equations (2.4) and (2.6) can then be combined into the matrix equation
IEt~yt+1 = A~yt + C~t (2.8)





In terms of this notation, equation (2.5) can be written as





for all t > t0; where I1   D1F is the km matrix consisting of the rst k rows of I; and
D  D2F ; and equation (2.3) can be written as
I1~yt0 = A1~yt0 1 + D~t0    Ft0 ; (2.10)
where A1  D3F is the km matrix consisting of the rst k rows of A: Thus the complete
system of linearized structural equations can alternatively be written as (2.8)(2.10), given
that the exogenous disturbances satisfy (2.1).
2.1.2 Regularity Conditions
Our analysis relies upon some further properties of the matrices of coe¢ cients of the lin-
earized structural relations. Here we state these additional assumptions and discuss some
of their implications. The assumptions are not too restrictive, but allow us to simplify our
analysis and the statement of our results in important respects.
The linearized structural equations are valid only locally, so that it makes sense to con-
sider only solutions to these equations that are bounded, i.e., that satisfy the bound
jj~yjj  ess sup
tt0
j~ytj < 1: (2.11)
We shall state our further regularity conditions in terms of the matrices I and A.




is of full column rank, i.e., of rank m.
(b) In addition, the matrix pencil I    A is of rank n. Hence its rows are linearly
independent; that is, there exists no vector '() 6= 0 of polynomial functions of  such that
'()0[ I    A] = 0 (2.13)
for all : Moreover, there exists no vector ' 6= 0 such that
'0[ I    A] = 0: (2.14)
Assumption 2(a) requires that m  2n; as mentioned earlier; thus the number of inde-
pendent dimensions along which policy can be varied is not too great, relative to the number
of dimensions of variation that are possible in the endogenous variables. However, in the
case that m  2n; the assumption holds for generic matrices of coe¢ cients I and A. If
Assumption 2(a) did not hold, the vector yt would involve redundant state variables, that
could be eliminated altogether, as far as the structural equations (2.8) are concerned. These
variables may not actually be redundant, because they might nonetheless matter for equa-
tions (2.9)(2.10); but we abstract from this complication here, and instead assume that it
is possible to write the system in terms of a vector of m endogenous variables for which
Assumption 2(a) is satised.
Assumption 2(b) similarly implies that there is no redundancy among the separate struc-
tural equations (2.8); it is a stronger form of linear independence assumption, since it also
excludes the possibility that some equation in the system (2.8) is implied by conditional
expectations of leads of other equations in the system. The further stipulation in the last
sentence is the algebraic condition required for uniqueness of the steady-state Lagrange mul-
tipliers ' associated with the optimal steady state y around which we conduct our local
analysis.
Assumption 2(a) could equivalently be stated as a property of the pencil I    A: there
exists no constant vector y 6= 0 such that
[ I    A] y = 0
for all : But it is not possible to make a similar statement about the nonexistence of
polynomial solutions; for the fact that m > n implies that there must exist polynomial
16
functions y() such that
[ I    A] y() = 0 (2.15)
for all . Assumption 2(a) implies only that all such solutions must be of order greater than
zero in :
2.2 Approximation of the First-Order Conditions
We similarly linearize the nonlinear rst-order conditions (1.8) around the steady-state values
of all variables (which now includes the specication that 't = ' for all t). Proceeding as in
the previous section, we introduce the notation ~'t = 't   ' for deviations from the steady-
state vector of multipliers. As shown in Appendix B, the linearized version of equations (1.8)









A   1 IL0 ~'t+1i+ Et hB (L) ~t+1i ; (2.16)
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t 1   
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 ImD2 (D1F )0+  0 









0  L2 +  0 
 ImD2 (D3F )0 :
The fact that ~'2;t = t 1    means that these multipliers are determined a period in
advance (unlike the elements of ~'1;t). Hence a further requirement for consistency of the
multipliers f~'tg with an optimal plan is that
~'2;t   Et 1~'2;t = 0 (2.17)
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for all t > t0: In addition, ~'2;t0 is given as an initial condition (in the case of the modied
problem dened by a vector of initial multipliers t0 1). Alternatively, we adjoin the lin-
earized version of an initial pre-commitment (2.7) to the set of structural equations, and
leave the vector ~'2;t0 to be determined endogenously.
2.2.1 Second-Order Conditions
We shall make use of a further regularity condition, involving the matrices R and S; in
addition to the regularity conditions involving the matrices I and A stated above. This
is a second-order condition for the optimality of the steady state that represents a slight
strengthening of the conditions already implicit in Assumption 1.
Let fyig be a bounded sequence of vectors of dimension m, not all equal to zero, such
that
Iy0 = 0; Ayi   Iyi+1 = 0 for all i  0: (2.18)
Then let us consider a perturbation of the path f~ytg, replacing ~y+i with
~y+i + "yi
for all i  0 and an arbitrary date   t0; while leaving ~yt unchanged for all dates t <  .
Here " is an arbitrary small quantity. The path f~ytg remains consistent with the linearized
structural equations (2.8)(2.10), and continues to satisfy the bound jj~yjj <1, for any value
of ": Then for any small enough value of j"j, this also approximates a feasible perturbation
under the exact structural relations (1.2)(1.4), up to an error of order O(j"j2).
In order for the original path f~ytg to have been optimal, no such perturbation can increase
the value of the Lagrangian (1.6). In particular, given our assumption of the optimality of the
steady state in which yt = y for all t, no such perturbation of the steady state can increase
the value of the Lagrangian. In the case of any small enough value of j"j; the increase in the












regardless of the date  ,16 where all derivatives are evaluated at the steady state. Hence a
16See section C.2 of the Appendix for details of this calculation.
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su¢ cient condition for such a perturbation of the steady-state policy to be welfare-reducing,













We can now state the additional regularity condition that we shall invoke.
Assumption 3 In the case of any non-zero bounded sequence fyig such that (2.18) is sat-
ised, (2.19) also holds.
These are second-order conditions for the optimality of the steady state dened by (1.12).
Technically, Assumption 3 is not implied by Assumption 1 as stated above, as that would
only require a weak inequality in (2.19). The present assumption is, however, only a slight
strengthening of the one already implicit in Assumption 1.
2.3 Determinacy of the Solution to the FOCs
We now show that there is a unique bounded (or determinate) solution to the nonlinear
FOCs for the optimal policy problem. We have already assumed that there exists a bounded
optimal equilibrium path (Assumption 1), and since the FOCs are necessary for optimality,
there must exist a bounded solution to the FOCs. The goal of the present section is to show
that there can be only one bounded solution to the FOCs. It will follow from this result
that in the case of a bounded solution, the FOCs are also su¢ cient for optimality.
As usual, for the analysis of determinacy it su¢ ces that we demonstrate the existence
of a unique bounded solution to the linearized versions of the equations for which we seek
to demonstrate the existence of a locally unique solution. We therefore consider the system
of equations consisting of the linearized structural equations (2.8)(2.10) together with the
linearized FOCs (2.16)(2.17).
We now state our rst important result.
Proposition 1 Suppose that Assumptions 1, 2(b) and 3 are satised. Then for any initial
conditions ~yt0 1; Ft0 ; any specication of the initial Lagrange multipliers ~t0 1; and any ex-
ogenous disturbance process f~tg satisfying jj~jj <1 where the norm is dened as in (2.11),
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there exists a unique solution to the system consisting of the linearized structural equations
(2.8)(2.10) and the FOCs (2.16)(2.17) for all t  t0 with the property that jj~yjj <1 and
jj~'jj <1:
The proof is in Appendix A. Note that this unique solution to the linearized FOCs
represents a local linear approximation to an optimal plan, that is, to a plan that coincides
(up to an error of order O(2)) with a plan that maximizes the modied objective function
(1.9) dened by the initial multipliers ~t0 1; for the specied initial conditions. Hence any
solution to the system of FOCs with the property that jj~yjj < 1 represents a local linear
approximation to an optimal plan.
Using Assumption 1(c), we immediately obtain as a further corollary that there also
exists a unique bounded solution to the system of FOCs augmented by the linearization
of the initial pre-commitments (2.7), for any choice of gt0 ; and that any bounded solution
to this system of FOCs represents a local linear approximation to a plan that is optimal
in the sense of maximizing (1.1) subject to the initial pre-commitments. These results
follow immediately from Proposition 1, given the existence of an invertible linear relationship
between specications of t0 1 and specications of gt0 :
2.4 Essential vs. Inessential Variables
As we now show, in the somewhat special case that the equilibrium relations (2.8) are
decomposable into two sub-systems of a particular type, some of the endogenous variables
are determined independently of any policy choices. We call such variables inessential.To
show this, we make the following technical assumptions.
Assumption 4 Suppose that there exist non-singular matrices P (n n) and Q (mm)
such that
I    A = P 0
24 J1   B1 0
0 J2   B2
35Q0 (2.20)
where J1; B1 are (n  q)(m  q) and J2; B2 are qq square matrices, for some 0 < q < n:




















are non-singular square matrices ((n  q) (n  q) and q  q; respectively), and the blocks24 U 01 0
0 X 01
35 ;
24 U 02 0
0 X 02
35
are k  n; and (n  k) n respectively.
(b) Moreover, the characteristic polynomial
P (; )  det[J2   B2]
can be factored as







where 0  k2  q is the number of rows of X 01 in (2.21), c 6= 0; and the complex numbers
fi; jg satisfy jij < 1 for all i; jjj <  for all j.






2 are of dimensions
U 01|{z}; U 02|{z}; X 01|{z}; X 02|{z};
(k1  ~n) ((~n  k1) ~n) (k2  q) ((q   k2) q)
where ~n  n  q > 0; 0  k1  k; 0  k2  q; and k1 + k2 = k:
If a decomposition of the form (2.20) exists, the system of equations (2.8) can equivalently



















35   P 10 C:
Note that y1;t; y

2;t are two independent vectors of endogenous variables (of lengths m q and
q; respectively), that we may refer to as the essentialand inessentialendogenous variables
respectively.17 Each of the subsystems (2.23) and (2.24) involves only one of these sets of
endogenous variables. Thus the system (2.8) decomposes into two independent systems of
equations for the two distinct sets of endogenous variables. Assumption 4(a) states that if
such a decomposition of the system (2.8) is possible, then it is also possible to decompose








The content of (2.9) is unchanged if we pre-multiply both sides by T1 (since T1 is non-
singular). But (2.20)(2.21) imply that
T1 I1 =





24 U 01J1 0
0 X 01J2
35Q0



















for all t > t0; where 24 1
2
35  T1 D:














~t0   2;t0 (2.28)
17As explained below, the inessential variables are not necessarily variables that are not needed for a
description of the exact equilibrium dynamics implied by the model; they are redundant only for a description
of the linearized dynamics.
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for period t0; where 24 1;t0
2;t0
35  T1 Ft0 :
Thus the system of structural equations (2.8)-(2.10) can equivalently be written as two inde-










Note that Assumption 4 applies only in the case that a decomposition of the form (2.20)
exists for some 0 < q < n; we do not assume that this is the case, and indeed, for generic nm
matrices I and A; none exists. Rather than simply excluding the possibility of inessential
state variables, however, we consider the more general case in which such a decomposition
can be possible, but only in the case that the complete set of linearized structural equations
(2.8)(2.10) is decomposable into two independent systems. One might think that, in such




; and write the model





case it would su¢ ce to assume that a decomposition of the from (2.20) is never possible (once
redundant state variables have been eliminated). However, it may be possible to decompose
the linearized structural equations even when the original nonlinear structural equations are
not similarly decomposable.
This possibility is illustrated by our analysis of the exact New Keynesian model in section
4. In that model, the dynamics of the index of price dispersion are, to rst order, independent
of the evolution of any of the other endogenous aggregate variables, so that this variable is
inessentialin our terminology. However, this does not mean that the evolution of the index
of price dispersion is independent of the other variables (and independent of monetary policy)
in the exact model; variations in the rate of ination a¤ect the index of price dispersion,
but rst-order variations in ination cause only second-order variations in the index of price
dispersion. We show below that this is a case in which Assumption 4 holds, though a
decomposition of the form (2.20) exists.
In the case that a decomposition of the from (2.20) exists, the subsystem consisting of
equations (2.24), (2.26) and (2.28) represents q structural equations per period to determine
the q inessentialvariables. Thus there is no scope for adjustment of any of these q variables
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as a policy decision. We state Assumption 4 only for the case in which q > 0; since in the
case that q = 0, there are no inessential variables about which such an assumption needs to
be stated. We can also neglect the case of a decomposition of the form (2.20) with q = n; as
this would violate Assumption 2(a): the matrix (2.12) would be of at most rank n < m.
The following consequence of Assumption 4(b) is useful in what follows.
Lemma 1 Suppose that a decomposition of the matrix pencil I    A of the form indicated
by (2.20) exists, and that Assumptions 2 and 4 are satised. Then there exist non-singular
matrices N2; R2; (of dimensions q  q) such that
N 02 (J2   B2)R02 =
24 I   G0 0
0 H 0   I
35 (2.29)
where G is of dimension k2  k2 and H is of dimension (q   k2) (q   k2) ; all eigenvalues
of the matrix G have modulus less than 1; and all eigenvalues of the matrix H have modulus
less than :
The proof of this result is given in Appendix A.
In order to establish that the subsystem consisting of equations (2.24), (2.26) and (2.28)
does indeed determine the q endogenous variables fy2;tg; one additional regularity condition
is needed. Lemma 1 implies that the stable subspace of the system (2.24) is of the right
dimension for determinacy; but we also need an assumption that guarantees consistency
between the initial conditions (2.26) or (2.28) and the stable subspace of the system (2.24).
Assumption 5 Suppose that a decomposition of the matrix pencil I    A of the form indi-






Note that this condition will be satised by a generic matrices satisfying our other assump-
tions; it would follow from (though is weaker than) an assumption that J2 is of full rank.
Given these assumptions, we can now show that the variables fy2tg must be una¤ected by
policy.
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Proposition 2 Let the linearized structural equations (2.8)-(2.10) satisfy Assumptions 2,
4, 5, and let the exogenous disturbances f~tg satisfy jj~jj <1. Then if there exists a decom-
position of the form (2.20) for some q > 0; there is a unique solution fy2tg to the subsystem
consisting of equations (2.24), (2.26) and (2.28) for all periods t  t0 such that jjy2jj <1:
Hence in the case of any equilibrium f~ytg consistent with (2.8)-(2.10) and such that jj~yjj <1,
the evolution of the inessentialvariables fy2tg must be the same, independent of any policy
choices.
The proof is in Appendix A. It follows that target criteria need be formulated only for
the evolution of the essential variables fy1tg, and that in addressing the issues both of
determinacy of equilibrium and of the optimality of the implied equilibrium, it su¢ ces to
consider the implications for the essential variables of the target criteria together with the
structural equations (2.23), (2.25) and (2.27).
3 The Optimal Target Criterion
We now turn to the main topic of our paper, the construction of an optimal target criterion.
Our task is to show that there exists a criterion that, when conjoined with the linearized
structural relations (2.8)(2.10), determines a unique bounded solution for the endogenous
variables f~ytg, and that the equilibrium evolution that it determines represents a local linear
approximation to an optimal plan, by which we mean a plan that maximizes (1.9) for some
initial Lagrange multipliers t0 1 that are determined by a self-consistent rule, or that max-
imizes (1.1) subject to some initial pre-commitments (1.5) determined by a self-consistent
rule. Our method is to construct a target criterion, involving only the endogenous variables
f~ytg, that is fullled each period if and only if the linearized FOCs are satised, where the
FOCs in question are those associated with some self-consistent selection of the initial La-
grange multipliers or of the initial pre-commitments. Then the determinacy of equilibrium
under the target criterion will follow from Proposition 1, as will the fact that the equilibrium




Let us recall that the linearized FOCs (2.16)(2.17) can be written in the form
Et
h 
A  I 1L0 ~'t+1i =  t    t ; (3.1)
~'2;t   Et 1~'2;t = 0; (3.2)
where we now dene a vector of (endogenous) target variables






and time-varying (exogenous) target valuesfor them





Recall also that (3.1) must hold for all t  t0; while (3.2) must hold for all t > t0:We add in
addition the requirement that ~'2;t0 be equal to some given vector of initial multipliers
~t0 1,
unless we add linearized initial pre-commitments of the form (2.7) to determine ~'2;t0 :
Here the target variables  t summarize the ways in which variations in the endogenous
variables ~yt are relevant to verication of whether the FOCs are satised or not; hence policy
need only be concerned with the projected paths of these particular variables. Moreover, the
target variables only enter the FOCs through their di¤erence with respect to the exogenously
varying target values  t ; hence policy need only be concerned with the extent to which the
target variables are projected to di¤er from their respective target values.
In general, the target variables may be linear combinations of the entire vector of endoge-
nous variables ~yt. However, there is one case of practical interest in which they necessarily
involve only a subset of the variables that are simultaneously determined by the structural
model. Consider the case in which the policy objective is a quadratic function
(yt; t) =  
1
2
(qt   qt )0W (qt   qt ); (3.3)
where W is a symmetric, positive denite matrix, where qt  w0yt is a subset of the en-
dogenous variables and qt  q(t) is a vector of exogenous targets for the variables qt.
The matrix w0 is m m; where m may be much smaller than m, in the case of a policy
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institution with a fairly complex model of the economy but a relatively simple stabilization
objective (that may, for example, reect its legislative mandate).
Let us suppose furthermore that the targets are achievable in steady state; this means
that in the case that t =  at all times, there would exist a constant vector y of values for
the endogenous variables satisfying (1.10)(1.11) and
w0y = q(): (3.4)
In this case, a simple characterization of the target variables and target gaps is possible.
Lemma 2 Suppose that the objective of policy is a quadratic function (3.3), that the targets
q(t) are achievable in steady state, in the sense that there exists a vector y satisfying
conditions (1.10)(1.11) and (3.4), and that Assumption 2(b) is satised. Then the target
variables  t are all linear combinations of the m variables qt   q, where q  w0y are the
steady-state values of the variables qt: Moreover, the target gaps appearing on the right-
hand side of (3.1) are equal to
 t    t = wW (qt   qt ) +O(2) (3.5)
to rst order, which means that the linearized FOCs (3.1) can be expressed entirely in terms
of the m target variables fqt   qt g and the Lagrange multipliers f~'tg.
The proof is in Appendix A. In this special case, at least, the optimal target criterion can
be expressed purely as a restriction upon the evolution of the m target variables fqt   qt g.
Regardless of whether the special assumptions required for Lemma 2 are satised, the
linearized FOCs (3.1) can be expressed in a canonical form.
Lemma 3 Under Assumption 2 there necessarily exist non-singular matrices P (n n) and
Q (mm) such that
 
A  I0 = Q
26666664





0    Mp () 0
0    0 B02   J 02
37777775P (3.6)
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where p = m n  1; for each i = 1; :::; p; Mi () is an (i+1) i matrix pencil of the form
Mi () 
26666666664




. . . 0
...
. . . 
0 0    1
37777777775
(3.7)





The proof is in Appendix A.









= ^ 1i;t; (i = 1; :::; p) (3.8)
B02Et'^2;t+1    1J 02'^2;t = ^ 2;t; (3.9)
where we partition the vectors














conformably with the partition of the matrix in (3.6). We thus reduce the FOCs to separate
blocks of equations relating subsets of the Lagrange multipliers to particular subsets of
the target variables. Furthermore, each of the blocks of equations other than (3.9) has a
particular simple form.
3.2 Essential vs. Inessential Target Variables
Note that (3.6) is a decomposition of the form (2.20). Assumption 4 then allows us to










are invertible matrices, and dene24 V1
V2
35  h U1 U2 i 1 ;
24 W1
W2
35  h X1 X2 i 1 : (3.10)
where the blocks V1; V2; W1; and W2 are of dimensions
V1|{z}; V2|{z}; W1|{z}; W2|{z};
(k1  ~n) ((~n  k1) ~n) (k2  q) ((q   k2) q)
where again, ~n  n   q > 0; k1 + k2 = k: This additional notation allows us to decompose
the system of equations (3.2) in a way conformable with our decomposition of (3.1).












for all t > t0:
The proof is in Appendix A.
In the case that our problem is to maximize the modied objective (1.9) dened by a
vector of initial multipliers t0 1; we can also partition the initial conditions implied by
the initial multipliers. The requirement that ~'2;t0 =
~t0 1 holds if and only if both sets of
conditions
V2 '^1;t0 = 1;t0 1 (3.13)
W2 '^2;t0 = 2;t0 1 (3.14)
hold, where we dene 24 1;t
2;t
35 = t  (T 12 )0 ~t:
Here t0 1 is an alternative representation of the initial multipliers t0 1; and 1;t0 1 and
2;t0 1 are respectively the rst ~n   k1 elements and the last q   k2 elements of the vector
t0 1: The multipliers 1;t correspond to the ~n   k1 forward-looking constraints among the
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structural equations governing the evolution of the m  q essentialvariables y1;t, while the
multipliers 2;t correspond to the q   k2 forward-looking constraints among the structural
equations that determine the q inessentialvariables y2;t:
Thus it is possible to decompose the complete system of rst-order conditions (3.1)
(3.2) into two independent subsystems, one involving only the variables '^1;t and the other
involving only the variables '^2;t: The rst subsystem consists of the conditions (3.8) that
must hold for all t  t0; conditions (3.11), that must hold for all t > t0; and condition
(3.13). The second subsystem consists of the conditions (3.9), that must hold for all t  t0;
conditions (3.12), that must hold for all t > t0; and condition (3.14).
In fact, the second subsystem of FOCs necessarily has a bounded solution (where again
the norm is the one dened in (2.11)), regardless of the evolution of the target variables.





such that jj'^2jj < 1 that satises conditions (3.9) for all t  t0,
(3.12) for all t > t0; and the initial condition (3.14), regardless of the evolution of the
target variables f^ 2;tg (assuming only that jj^ 2jj < 1, where the norms for both multipliers
and target variables are dened as in (2.11)). Hence necessary and su¢ cient conditions for
the existence of a process f~'tg such that jj~'jj < 1 that satises conditions (3.1) for all
t  t0 and (3.2) for all t > t0, consistent with given initial multipliers ~t0 1; are that the




with jj'^1jj <1 that satises
conditions (3.8) for all t  t0; (3.11) for all t > t0; and the initial condition (3.13).
The proof is in Appendix A. Accordingly, our problem reduces to the design of a target
criterion involving the variables f^ 1;tg which is necessary and su¢ cient for the existence of
a bounded process f'^1;tg with the properties listed in the proposition.
3.3 Implications of the Target Criterion in the Case of Unidimen-
sional Policy
We now specialize the problem by restricting our attention to the case in which there is a
single dimension of policy variation each period, so that p = m n = 1: (Note that this case
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covers conventional analyses of monetary stabilization policy, where the single dimension of
policy choice corresponds to a target for a short-term nominal interest rate or for the money
supply each period.) In this case, there is only a single block of equations of the form (3.8),
and we shall drop the i subscript for the remainder of this section.
We rst state the restrictions on the process f^ 1;tg that are required in order for there to
exist a bounded process f'^1;tg consistent with (3.8). (These conditions are in turn necessary,
though not su¢ cient, for satisfaction of the complete set of linearized FOCs.) Let us rst
dene the ~n (~n+ 1) matrix polynomial
  () 
26666664
1 0    0
( ) 1 0    0
...
. . . . . .
...
( )~n 1    ( ) 1 0
37777775
and the ~n+ 1-dimensional vector polynomial
 ()0 
h
1 ( )    ( )~n
i
:






We can then establish the following useful result.




specied for all t  t0 satisfy (3.8) for all t  t0











Etzt+~n = 0 (3.17)
for all t  t0, where the implied process fztg is dened by (3.15).
The proof is in Appendix A. This result implies that a bounded process for the target
variables f^ 1;tg is consistent with condition (3.8) if and only if the evolution of fztg satises
(3.17); for given any bounded process satisfying (3.17), (3.16) denes a bounded process
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f'^1;tg which will satisfy (3.8). It remains then only to ask what additional restrictions are
required in order for the implied process f'^1;tg to satisfy conditions (3.11) and (3.13) as well.
Condition (3.17) is thus an example of a target criterion that is necessary for policy to be
optimal, but that is not in general su¢ cient for optimality; it is not in general a su¢ ciently
restrictive condition to uniquely determine a forward path for the economy, either. Thus
the target criterion that we seek must be stronger (except in special cases) than (3.17), but
must imply (3.17). As it happens, the desired criterion can also be stated as a restriction
upon the evolution of the scalar target variable zt; albeit a stronger condition than (3.17).
In order to state this criterion, it is useful to dene a vector of revisions at date t to the
forecast path of the target variable,
wt 
26666664









( ) 1 wt ( ) 2 wt 1 : : : ( ) (~n k1) wt (~n k1 1)

; (3.19)
where wt is the vector consisting of the rst k1 rows of wt: (Note that 
t is a null matrix
unless 0 < k1 < ~n; if k1 = 0; 
t has no rows, while if k1 = ~n; it has no columns.)
The optimal target criterion can be expressed more simply if we assume one further






where V21 is of dimension (~n  k1) k1 and V22 is of dimension (~n  k1) (~n  k1) : We can
now state our nal regularity condition.
Assumption 6 The submatrix V22 is non-singular (detV22 6= 0).
Note that for any k1 < ~n, this assumption holds for a generic non-singular matrix V . The
usefulness of this assumption is that it implies that any ~n-dimensional vector v such that
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V2v = 0 (i.e., vector that is a linear combination of the columns of U1) can be reconstructed




35 g rst k1 elements







   V  122 V21:
We now state the optimal target criterion: this is the requirement that at each date
t  t0; the projected evolution of the process fztg must be such that
Etzt+k1 = ( ) k1tr[
t]: (3.20)
In evaluating this criterion in any period t, the references to forecasts at date t 1 and earlier
are understood to refer to policy authoritys historical forecasts, whether or not they were
made on the basis of an expectation regarding policy in period t and later that corresponds
to current policy intentions. (In particular, forecasts dated t0 1 may not be consistent with
the policy regime that is adopted beginning in period t0, but the target criterion refers to
these historical forecasts nonetheless.) The set of paths for the target variables f^ 1;tg from
period t0 onward that are consistent with the target criterion depends on a vector of initial
conditions et0 1; which includes the historical forecast revisions wt0 j for 1  j  ~n  k1  1;
the historical forecasts corresponding to the rst k1 rows of Et0 1[ (L
 1)^ 1;t0 ]; and the
historical path of the target variables ^ 1;t0 j for 1  j  ~n  k1:18
Note that if k1 < ~n; satisfaction of (3.20) for all t  t0 implies that
Etzt+~n = Et[Et+~n k1zt+~n]
= ( ) k1tr[Et
t+~n k1 ] = 0
18The vectors wt0 j are columns of 
t0 (and of 
t for the next few periods as well); the forecasts
Et0 1[ (L
 1)^1;t0 ] are needed to dene the forecast revisions wt0 ; that also constitute a column of 
t0
and of subsequent 
t; and the lagged variables ^1;t0 j are needed to determine the value of zt0+k1 ; as well
as the value of zt+k1 for the next few periods, in addition to the evolution of the target variables from t0
onward.
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for any t  t0; using the fact that Et wt+j = 0 for any t  t0 and any j  1: But if k1 = ~n; 
t
is a null matrix, and (3.20) also implies that Etzt+~n = 0 in this case as well. Hence the target
criterion (3.20) implies condition (3.17), although (except when k1 = ~n) it is not implied by
it. In fact, one can show that this stronger target criterion is also a necessary condition for
optimality, at least in the case of initial pre-commitments of a particular sort.19
Proposition 4 Given Assumption 6 and any initial conditions et0 1; there exists a vector of
initial Lagrange multipliers 1;t0 1, such that any processes f^ 1;tg and f'^1;tg for t  t0 that
satisfy conditions (3.8) for all t  t0; (3.11) for all t > t0; and the initial condition (3.13),
must also satisfy the target criterion (3.20) for all t  t0:
The proof of this proposition is also given in Appendix A. To be more specic, the vector
of initial Lagrange multipliers with the asserted property is
1;t0 1  V22t0 1 + V2Et0 1[ (L 1)^ 1;t0 ]; (3.21)
where t 1 is the vector whose jth element is equal to




using the notation 0j for the jth row of the matrix : Note that each element of 1;t0 1
is a linear function of the vector of initial conditions et0 1 dened above. Proposition 4
is established by showing that for this specication of the initial multipliers, the Lagrange
multipliers dened by (3.16) satisfy conditions (3.11) and (3.13) if and only if the evolution
of the target variables is consistent with (3.20) for each t  t0:
The rule (3.21) for selection of initial Lagrange multipliers as a function of the initial
condition et0 1 is an example of a self-consistent rule, because of the following result.
Lemma 6 Suppose that Assumption 6 holds and let the bounded processes f^ 1;tg and f'^1;tg
for t  t0 satisfy conditions (3.8) for all t  t0; (3.11) for all t > t0; and the initial condition
19In the case of more general specications of the initial pre-commitments and/or the initial Lagrange
multipliers 1;t0 1; we can also show that it is necessary that (3.20) be satised for all t after some nite
date; but this extension of Proposition 4 is not necessary for the subsequent discussion, and hence is omitted.
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(3.13), where the initial Lagrange multipliers are given by (3.21). Then in each period t  t0;
V2 '^1;t = 1;t 1; (3.23)
where
1;t 1  V22t 1 + V2Et 1[ (L 1)^ 1;t]: (3.24)
The proof is in Appendix A. Since conditions (3.13) and (3.21) are just specializations
to period t0 of the more general relations (3.23) and (3.24), it follows that the proposed
rule for assigning the initial Lagrange multipliers is self-consistent. Because of Proposition
2(c), this assignment of the initial Lagrange multipliers as a function of the initial condition
corresponds to a rule for assigning initial pre-commitments gt0 as a function of the initial
condition (and the economys state in period t0), that will also represent a self-consistent
rule, in the sense dened earlier.
Proposition 4 implies that fulllment of the target criterion is a necessary condition for
fulllment of the FOCs, and hence a necessary condition for optimality, in the case of a
problem involving initial pre-commitments of the kind just discussed. But consistency of the
paths of the target variables with the target criterion (3.20) is also su¢ cient for satisfaction
of the FOCs, as established by the following result.
Proposition 5 Suppose that Assumption 6 holds and that the evolution of the target vari-
ables f^ 1;tg for t  t0 satises the target criterion (3.20) for all t  t0; given the initial
conditions et0 1: Then there exists a Lagrange multiplier process f'^1;tg for t  t0 that sat-
ises conditions (3.8) for all t  t0; (3.11) for all t > t0; and the initial condition (3.13),
where the vector 1;t0 1 is dened by (3.21).
The proof of this result as well is in Appendix A. The Lagrange multiplier process referred
to in the proposition is given by (3.16). Since (3.20) implies (3.17), as noted above, it follows
directly from Lemma 5 that these multipliers satisfy (3.8) for all t  t0: It then remains only
to show that (3.11) and (3.13) are satised as well, by reversing the steps used to derive
(3.20) from these conditions in the proof of Proposition 4.
Combining Proposition 5 with Proposition 3, one sees that in the case of any bounded
process f^ tg consistent with the target criterion (3.20) for all t  t0; there necessarily exists
35
a bounded multiplier process f'^tg for t  t0 such that satises conditions (3.1) for all t  t0
and (3.2) for all t > t0, and that is consistent with given initial multipliers ~t0 1; as long
as the vector ~t0 1 is consistent with (3.21). Moreover, since by Proposition 1(a), there is
a unique bounded solution to these equations consistent with the given initial multipliers,
there must be a unique bounded process f^ tg consistent with the target criterion (3.20) for
all t  t0: (If there were multiple paths f^ tg consistent with the target criterion, each of
these would have to correspond to a di¤erent solution to the FOCs consistent with the same
initial multipliers (3.21).20 But this would contradict Proposition 1(a).)
Hence the target criterion (3.20) determines a unique bounded solution for the equilibrium
evolution of the endogenous variables, and by Proposition 1(b), the evolution determined
by this criterion represents a local linear approximation to the optimal evolution, under the
modied problem dened by initial Lagrange multipliers (3.21). Finally, this way of choosing
the initial multipliers as a function of the initial conditions et0 1 is self-consistent, by Lemma
6. We thus obtain our main conclusion.
Proposition 6 Suppose that Assumptions 16 are satised.
(a) Then the requirements that the evolution of the endogenous variables f~ytg for t  t0
be consistent with the target criterion (3.20) for all t  t0, and satisfy the bound jj~yjj <1;
where the norm is dened as in (2.11), determine a unique solution for the path of these
variables, given any initial conditions et0 1:
(b) Moreover, the unique solution determined by these criteria represents a local linear
approximation to the evolution fytg that maximizes the modied objective function (1.9), in
the case of initial conditions close enough to consistency with the steady state and disturbance
processes under which t remains always close enough to , if the initial Lagrange multipliers
t0 1 are given by
t0 1 =  + T
0
2t0 1;
where the multipliers 1;t0 1 are given by (3.21), and the multipliers 2;t0 1 (if this is not a
null vector) may be chosen arbitrarily.
20Note that the initial multipliers 2;t0 1 can be chosen arbitrarily, and so could be chosen to be the same
in the case of each of these solutions.
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(c) The rule (3.21) for the selection of the initial multipliers is self-consistent, in the
sense that (3.24) holds for all t  t0 in the linear approximation to the solution to the above
problem. Hence the equilibrium determined by the target criterion (3.20) is optimal from a
timeless perspective.
4 Application: Optimal Policy in an Exact New Key-
nesian Model
To illustrate how the proposed optimal target criterion can be derived in a nonlinear model
in which the objective of policy is assumed to be the maximization of household utility, we
consider the exact New Keynesian model presented in Benigno and Woodford (2005). While
this very stylized model abstracts from a number of the frictions often included in larger-
scale models used for empirical analysis or for practical policy recommendations, its relative
simplicity allows us to illustrate clearly how to derive the optimal target criterion in a fully
analytical fashion, and provides intuition about the proposed target criterion.
4.1 Model
We now provide a very succinct description of the model, leaving the details to Appendix
E. In this model, each household seeks to maximize its lifetime utility which depends in a
time-separable fashion on consumption of an aggregate of all goods and (negatively) on the
amount of labor supplied. Each di¤erentiated good is supplied by a single monopolistically
competitive producer who uses labor as the only variable input. As Benigno and Woodford
(2005) show, the utility of the representative household, which is also the policymakers
welfare objective function, can be expressed in the form (1.1) where the period t utility can
be written as
 (yt; t) = U(Yt;t; t)  u (Yt; t)  v (Yt; t)t;
where Yt is aggregate production of the composite good, t is a measure of price dispersion,
and t is a vector of exogenous variables (including shocks to technology, preferences, and
scal policy). Here both the utility from consumption and the disutility of labor supply have
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been expressed as functions of the total quantity produced; the disutility of labor supply also
depends on price dispersion, as this a¤ects the composition of output and hence the labor
required to produce a given amount of the composite good.
The producers are wage takers on the labor market and choose their prices to maximize
the present discounted value of future prots. As in Calvos (1983) model of staggered
pricing, we assume that producers x the prices of their goods for a random interval of
time, with a constant fraction  2 [0; 1) of prices remaining unchanged in any given period.
Aggregating the producers optimal pricing decisions yields a short-run aggregate supply









where t  Pt=Pt 1 is the gross ination rate and the variables Ht and Kt are given by the
recursive expressions














Here & t 2 [0; 1) is an exogenous sales tax rate; wt  1 is an exogenous wage markup factor;
 > 1 is the elasticity of substitution across individual goods; and !  0 is the elasticity of
the function vY with respect to increases in output. The law of motion of the measure of
price dispersion is further given by
t = t 1
(1+!)







While the optimal intertemporal allocation of householdsexpenditures determines period-
t output as a function of expectations of future output, ination and the nominal interest
rate, this doesnt constitute a constraint on the policy problem, as the central bank can
always choose a nominal interest rate that satises this equation. As a result, the only rel-
evant constraints facing the policymaker are given by (4.1)(4.4), describing the necessary
connections between the evolution of aggregate real activity, ination, and price disper-
sion. Using (4.1) to substitute for the variable t, we can express the resulting restrictions
by a system of the form (1.2)(1.3), where the vector of endogenous variables is given by
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yt  [Yt;t; Ht; Kt]0 ; F is a single function, and g is a pair of functions. We thus have
m = 4 endogenous variables, n = 3 equilibrium restrictions per period, and k = 1 of these
restrictions involves only contemporaneous or past variables. It is also useful to note that in
this model, the functions g take the special form
g(yt; t; yt+1) = g(Yt; t)  Zt + (Zt+1);
where Zt  [Ht; Kt]0 is a subset of the endogenous variables, and g and  are vectors of
nonlinear functions, each with two elements.
4.2 Characterizing the Optimal Target Criterion
By computing the nonlinear FOCs that characterize optimal policy, we show in Appendix
E that an optimal steady state exists, in which the price level remains stable so that t =
 = 1 and price dispersion is zero (t =  = 1). We then log-linearize the nonlinear
structural equations and FOCs around these steady-state values of the endogenous variables,
and compute the canonical decomposition of the matrix pencil A   I: This allows us to
compute our target criterion.
It is easy to verify that the pencil A  I satises Assumption 2. We show in Appendix
E that the minimal degree associated with A   I is ~n = 2: It then follows from Lemma 3
that there exist nonsingular matrices P and Q of dimensions 3  3 and 4  4 respectively
that satisfy  
A  I0 = Q
24 M () 0
0 B02   J 02
35P







and B02   J 02 is a matrix pencil of dimension 1 1; with B2 =  < 1; and J 02 = 1:
Given the dimension of J2; B2; and the fact that jB2j < 1; it follows that q = k2 = 1;
so that the model has one inessential variable. Interestingly, while the model involves one
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predetermined endogenous variable, namely the price dispersion measure t; this variable
turns out to be inessential in the models linearized dynamics. Hence, while k = 1 in the
model, the number of predetermined variables when the system of equation is written only
in terms of essentialvariables is k1 = 0:
Since k1 = 0; the general optimal target criterion (3.20) reduces to
zt = 0:












Q 1 ( t    t ) :
To obtain the target gaps  t    t , we evaluate the second derivatives of F () ; g () and
the objective function  () at the steady state. As shown in Appendix E, the optimal target
criterion takes the form
(1  L)[t +  (xt   xt 1)] = 0; (4.5)
where xt  log(Yt=Y t ) is an output gaprelative to a target level of output; Y t is a function
of the exogenous disturbances implicitly dened by the equation
UY (Y

t ; 1; t) + 
0gY (Y t ; t) = 0; (4.6)
where  is the steady-state vector of Lagrange multipliers associated with the forward-
looking constraints. In the case that the exible-price steady-state level of output is e¢ -
cient,21 then the zero-ination steady state level of output Y is e¢ cient, and  = 0: In this
special case, Y t is simply the utility-maximizing level of output given technology, preferences
and government purchases at any point in time (dened by the FOC UY (Y t ; 1; t) = 0). It
also corresponds in this case to the exible-price equilibrium level of output, if the distortion
21This would in general require a negative steady-state sales tax &; to o¤set the distortion due to market
power on the part of the monopolistically competitive producers. See Woodford (2003, chap. 6) for further
discussion of this case.
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factors & t and wt are set equal to their steady-state values. More generally, Y

t is not quite
the same as either the e¢ cient level of output or the exible-price equilibrium level of output,
but is closely related to both of them.
Condition (4.5) requires that eventually
t + (xt   xt 1) = 0 (4.7)
each period.22 Thus optimal policy can be characterized as a form of exible ination
targeting, in which deviations of the ination rate from its optimal long-run value (zero)
must at all times be in proportion to projected changes in the output gap. In Appendix E,
we characterize the optimal value of the coe¢ cient of proportionality  in terms of model
parameters. Unless both the degree of ine¢ ciency of steady-state output and the share of
output consumed by the government are large,  will be a positive coe¢ cient. In this case,
the target criterion is similar to that implied by the kind of linear-quadratic policy problem
analyzed by authors such as Clarida et al. (1999). But here, both the denition of the
output gapand the weight  to be put on changes in the output gap are derived from the
micro-foundations of the model, rather than an ad hoc quadratic objective function for the
central bank; and the optimal target criterion involves additional transitory dynamics.
5 Concluding Remarks
We have considered a general class of nonlinear rational-expectations models in which poli-
cymakers seek to maximize an objective function. We have proposed a procedure to derive
a target criterion that is: (i) consistent with the models structural equations, (ii) strong
enough to imply a unique equilibrium, and (iii) optimal, in the sense that a commitment to
adjust the policy instrument at all dates so as to satisfy the target criterion maximizes the
22In the case of small initial price dispersion, ^t0 1 = O(2); as assumed in Benigno and Woodford (2005),
it is possible to choose the initial lagged Lagrange multipliers in a self-consistent way and obtain a modied
policy problem under which optimal policy will satisfy (4.7) from period t0 onward. However, that method
cannot be extended to deal with non-trivial levels of initial price dispersion (of order O()) without requiring
transitory departures of the left-hand side of (4.7) from its long-run value for most initial conditions, as
implied by the target criterion derived here.
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objective function.
Some general remarks are possible on the form of the optimal target criterion (3.20).
We have established quite generally that there is a single composite target variable zt such
that the target criterion can be expressed purely in terms of projections for the evolution of
this variable. (This depends, however, on our assumption that policy can vary equilibrium
outcomes along only one dimension per period.)
In general, the target criterion (3.20) has both backward-looking and forward-looking
elements. The degree to which it has one character or the other depends on the degree to
which the structural equations of the model are backward- or forward-looking. When the
models constraints are purely forward-looking  or more precisely, when the reduced system
of equations written in terms of the essentialstate variables contains no backward-looking
structural relations (2.25), so that k1 = 0  the criterion (3.20) reduces to
zt = 0:
In this case the optimal target criterion is necessarily purely backward-looking, i.e., it is a
linear relation between current and past values of the target variables ^ 1;t. This is the case
illustrated by the example in section 4.
If, instead (as is more generally the case), lagged variables enter the structural equations,
the optimal target criterion involves forecasts as well, for a nite number of periods into the
future. In the opposite polar case in which the models constraints are purely backward-
looking (i.e., they do not involve expectations)  or at least this is true when the model is
written in terms of the essential variables only, so that k1 = ~n  then the criterion (3.20)
takes the form
Etzt+~n = 0:
Since zt+~n involves elements of ^ 1;t+j for 0  j  ~n; in this case the optimal target criterion
is purely forward-looking, in the sense that it involves only the projected paths of the target
variables ^ 1;t in current and future periods. In the intermediate cases, the target criterion
involves both forecasts of target variables at least one period in the future and at least one
lag of the target variables (as well as, in general, forecasts from one or more prior periods).
The number of periods that the criterion requires one to look into the future is greater the
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larger is k1 (and in this sense, the more backward-looking the model dynamics), and the
number of periods from which past values remain relevant to the target criterion is greater
the greater is ~n  k1 (and in this sense, the more forward-looking the model dynamics).
While we have noted that the target criterion can quite generally be stated in terms
of projections for a single composite target variable zt, this variable will generally involve
the paths (with di¤ering lags) of all of the essential state variables y1;t: However, there
is a special case in which the target criterion need only involve the projections for a small
number of economically meaningful variables, regardless of the complexity of the structural
model. This is the case in which the objective function (1.1) is purely quadratic, as assumed
in the hypotheses of Lemma 2. While this is unlikely to be true in a microfounded model in
which the objective of policy is taken to be the maximization of household expected utility,
central banks are often interested in policies that are optimal from the point of view of some
quadratic loss function involving a small number of targets, though a very complex model
of the economy may be used to evaluate how well alternative policies achieve this objective.
In the case that Lemma 2 applies, the composite target variable zt is a linear function of the
paths of the m target variables qt   qt that appear in the quadratic objective (3.3).
The procedure to derive an optimal target criterion has been illustrated in the context
of a simple nonlinear model, but it can be readily derived in larger empirical models using
existing numerical techniques. The optimal target criterion has been derived here in the
context of models in which policy can vary equilibrium outcomes along only one dimension
per period (p = 1): The setup proposed can however accommodate cases in which policy can
vary the equilibrium along multiple dimensions. In such cases, there would be p > 1 target
criteria to satisfy each period. We leave the detailed analysis of this general case for future
work.
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A Proof of Lemmas and Propositions
A.1 Proof of Proposition 1
Here we show that there exists a unique bounded solution to the system of equations con-
sisting of the linearized structural equations (2.8)(2.10) together with the linearized FOCs
(2.16)(2.17). If we adjoin to these equations the identities
~yt = ~yt; (A.1)
Et~'t+1 = Et~'t+1; (A.2)
then the system consisting of (2.8), (2.16), and (A.1)(A.2) can be rewritten in matrix form
as
MEtdt+1 = Ndt   Nsst; (A.3)































Here we use the fact that S is symmetric to obtain M11 = M 011:
In addition to conditions (A.3), the process fdtg must satisfy (2.9) and (2.17), and thus
Fd [dt   Et 1dt] = Fs [st   Et 1st] (A.5)
for all t > t0; where Fd is the (m+ n) 2(m+ n) matrix
Fd 
24 S2 0 0 00 0 0 I1
0 Im 0 0
35 ;
using the notation
S2  [0 In k]
for the (n   k)  n matrix that selects the last n   k elements of any n-vector. (The rst
n  k rows correspond to conditions (2.17), the next k rows correspond to conditions (2.9),
and the nal m rows state that the elements of ~yt 1 cannot be a¤ected by surprises in period
t.)
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In period t0; the process must satisfy (2.10) and hence
Fd dt0 = ft0 ; (A.6)
where ft0 is a vector of m+ n initial conditions
ft0 
24 ~t0 1A1~yt0 1 + D~t0    Ft0
~yt0 1
35 ;
all of which are either predetermined or exogenous.
The following lemmas establish useful properties of the matrix pencil M    N:
Lemma 7 Given Assumptions 2(b) and 3, the matrix pencil M   N is regular; that is, its
determinant is non-zero for at least some complex .
Proof. The determinant of M    N can be expressed as follows:
det
 
M    N = det  M11 +  1 M 012 M12
I  I

= det ( I)  det   M11 +  1 M 012  M12 ( I) 1
=  ( 1)n+m  det  M11 +  1 M 012 +  1 M12
=  ( 1)n+m  det

0 A   1 I
A0    1 I 0 S +  1R0 + R

: (A.7)
The matrix pencil M    N is regular provided that its determinant is non-zero for at least
some complex .
Suppose the determinant is instead zero for all : This means that there must exist
nite-order vector polynomials (' () ; y ()) such that
0 A   1 I






for all  6= 0; and (' () ; y ()) are not both equal to zero for all : In addition, the solution
cannot involve y () = 0: For if there exists a function ' () Pki=0 'ii satisfying (A.8) with
y () = 0; one must have

A0    1 I 0' () = 0: But this would imply that the function
' ()  Pki=0 'k ii must satisfy (2.13), violating Assumption 2(b). Hence we must have
y () 6= 0: Writing y ()  P1i=0 yii (where all but a nite number of the yi are zero), the
rst line of (A.8) implies that the sequence fyig satises the hypotheses of Assumption 3.





S +  1R0 + R

y () = 0
for all : Writing this expression in the form
Pk+1
j = (k+1) j
j; where k is the order of y () ;
it follows that we must have j = 0 for all j: In particular, we must have 0 = 0: But 0 is
just the left-hand side of (2.19), so this violates Assumption 3. It follows that det
 
M    N
cannot be zero for all :
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where for any i, the complex numbers i and i are not both equal to zero. Let s be the
number of factors for which i 6= 0 and ji=ij < 1: There must then be 2m+2n  s factors
for which i 6= 0 and ji=ij  1:
This implies that the matrices M and N can be decomposed as stated in the following
lemma.
Lemma 8 Given Assumptions 2(b) and 3, there must exist non-singular 2(m+n)2(m+n)
real matrices U; V such that













 is a (2m+2n s) (2m+2n s) real matrix for which all eigenvalues have modulus
less than or equal to 1 while  is an s s real matrix for which all eigenvalues have modulus
less than 1:
Proof. Under Assumptions 2(b) and 3, Lemma 7 implies that M  N is a real regular matrix
pencil of dimensions (2m+ 2n)(2m+ 2n) : It follows from Theorem 3 of Gantmacher (1959,
Chap. 12), or its version for a real canonical form proved in Appendix D, that there exist
real invertible matrices ~U; V of dimensions (2m+ 2n) (2m+ 2n) such that











where ~G is an invertible matrix of the real Jordan form and ~H is a real nilpotent matrix of
the Jordan form.
Let us factor the polynomial det

 M    N as in (A.9) and let  (0    2m+ 2n) be
the number of factors (i  i) for which the complex numbers i = 0; while the numbers
i are necessarily nonzero. (Note that since the eigenvalues of M    N are the quantities
i=i; these  factors correspond to the  inniteeigenvalues of M  N .) The existence of
a decomposition of the form (A.11) implies that the factors of the characteristic polynomial
det

 M    N in (A.9) are the same as those of
det
h







Since ~H is nilpotent, det
h
I    ~H
i
must correspond to the  factors for which the i = 0
and i 6= 0: The matrix pencil I    ~H is thus of dimensions   : This implies that the
matrix pencil  ~G  I is of dimensions (2m+ 2n  ) (2m+ 2n  ) and its determinant
is the product of the 2m+2n  factors (i  i) for which the complex numbers i 6= 0:
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(The matrix ~G has thus 2m+2n   eigenvalues denoted by i=i; all nite). Among these
factors, let there be 2m+2n  s of them (with 0  s  ) for which i 6= 0 and ji=ij  1,
so that there are s    factors for which i 6= 0 and ji=ij > 1: The latter s    factors
necessarily have i 6= 0 and ji=ij < 1.




where ~G1 2 R(s )(s ) is a block-diagonal matrix with eigenvalues satisfying ji=ij > 1;
i 6= 0; and ~G2 2 R(2m+2n s)(2m+2n s) is a block-diagonal matrix with eigenvalues satisfying
ji=ij  1; i 6= 0: Since all eigenvalues of ~G1 are nonzero, the matrix ~G1 is non-singular.
Combining the s  factors associated with ~G1 with the  factors associated with the matrix
pencil I    ~H constitutes s factors for which i 6= 0 and ji=ij < 1:
It follows that the 2 (n+m) 2 (n+m) real matrix
U 
24 I 0 00 ~G 11 0
0 0 I2m+2n s
35 ~U
is non-singular and satises (A.10), where 
  ~G2 is a (2m+ 2n  s)(2m+ 2n  s) block-
diagonal matrix in real Jordan form with blocks corresponding to the factors of (A.9) for
which ji=ij  1: This implies that
k
k  1: (A.12)





is a s  s block-diagonal matrix in real Jordan form with 
zero eigenvalues (i.e., the eigenvalues of ~H corresponding to the  factors (i  i) for
which i = 0), and another s   eigenvalues corresponding to the roots i 6= 0; ji=ij < 1:
Thus all s eigenvalues of  satisfy ji=ij < 1; so that
kk < 1: (A.13)
Because the inequality (A.13) is strict, there also exist values  > 1 such that
kk < 1: (A.14)
In what follows, we shall consider a value of  > 1 that is small enough for both (1.13) and
(A.14) to hold.





 g s rows






where V1 and V2 are respectively 2 (n+m)  s and 2 (n+m)  (2m+ 2n  s) matrices: It






form a basis for












where  t is of dimension s and t is of dimension 2m+ 2n  s. The vectors ( t; t) can be
uniquely re-constructed from the vector dt, and vice versa.
The decomposition (A.10) denes stable and unstable subspaces for the matrix pencil
M    N: In particular, for any   1, let us dene the  stable subspace D as the set of
values dt0 for which there exists a deterministic sequence fdtg for t  t0 consistent with this
value of dt0, satisfying
Mdt+1 = Ndt (A.17)
for all t  t0; and such that
lim
t!1
tdt = 0: (A.18)
(In the case that  = 1; we shall call D  D1 simply the stable subspace.) We then have the
following result regarding the dimension of this linear space.
Lemma 9 Given Assumptions 2(b) and 3, let D be the -stable subspace of the matrix
pencil M    N corresponding to a value of  such that (A.14) holds. Then D is a linear
space of dimension s, the dimension of the square matrix  in (A.10).
Proof. Under Assumptions 2(b) and 3, Lemma 8 holds, and we can then rewrite (A.10) as:
U1 M V1 = Is; U1 M V2 = 0 (A.19)
U2 M V1 = 0; U2 M V2 = 
 (A.20)
and
U1 N V1 = 
0; U1 N V2 = 0 (A.21)
U2 N V1 = 0; U2 N V2 = I2m+2n s: (A.22)




M V1 N V2







(Here we use the fact that because U and V are non-singular, we know that unique inverses
exist.)
We can then pre-multiply the equations in (A.10) by U 1, using (A.23), to obtain:
M V2 = N V2
 (A.24)
M V1
0 = N V1: (A.25)
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We can similarly post-multiply the equations in (A.10) by V  1, using (A.23), to obtain:
0 U1 M = U1 N (A.26)
U2 M = 
U2 N: (A.27)
Because U 1 and V  1 must be non-singular matrices, we observe from (A.23) that M V1;
N V2; M
0 U 01; and N
0 U 02 must each be matrices of full rank.
Pre-multiplying (A.17) by U2 and using (A.27), we obtain

U2 Ndt+1 = U2 Ndt
for each t  t0: Then using (A.16) to substitute for dt on both sides of this equation, and
using (A.22), we obtain

t+1 = t;








for arbitrary k  1: Then in the case of any sequence fdtg satisfying (A.18), (A.12) implies
that the right-hand side of (A.29) converges to zero for large k. Hence we must have t = 0
for all t  t0 in the case of any such sequence. Thus dt must be a vector of the form dt = V1 t
for all t.
Pre-multiplying (A.17) by U1 and again using (A.16) to substitute for dt, one can similarly
show that
 t+1 = 
0 t
for all t  t0: Given a vector  t0, this law of motion can be solved for the complete sequence
f tg and hence for the implied sequence fdtg: Since
t t = (
0)t t0t0 t0
for any t, it follows from (A.14) that (A.18) must be satised. Hence the  stable subspace
D consists of all vectors of the form dt0 = V1 t0 for some vector  t0. Since V is invertible,
this linear space must be of dimension s (the number of columns of V1).
We turn now to a further characterization of the dimension s. Since M   N is a regular
pencil, a pair (; ) determines an eigenvalue  of M  N if det[ M  N ] = 0 and   = 0:
(In particular, a pair (; ) determines an innite eigenvalue of M  N if det[ M  N ] = 0;
and  6= 0;  = 0:) Because of the symmetries in the elements of the matrices M and N , the
eigenvalues of the pencil M    N also satisfy the following symmetry.23
23This demonstration that the eigenvalues come in reciprocal pairsextends to our environment a stan-
dard result in the theory of linear-quadratic optimal control (e.g., Hansen and Sargent, 2010, chap. 8).
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Lemma 10 Given Assumptions 2(b) and 3, the set of values of  = = for which det[ M 
 N ] = 0 is such that if  belongs to the set, so do the numbers  1; and the complex
conjugates  and  1: In particular, if the equation holds for  = 0 (and arbitrary ), then
it also holds for  = 0 (and arbitrary ).
Proof. Given Assumptions 2(b) and 3, Lemma 7 implies that the matrix pencil M    N is
regular. Hence the matrix pencil M   N^ where N^  1=2 N is also regular. Let us dene








M 0J M = N^ 0JN^;
so that the transposed matrix pencil ( M N^)0 is symplectic. It follows that the generalized
eigenvalues of the transposed pencil ( M  N^)0 are symmetric with respect to the unit circle
(see Theorems 4 and 5 of Pappas, Laub and Sandell, 1980): if  2 C is a generalized
eigenvalue of the real matrix pencil ( M  N^)0, then so are  1 and the complex conjugates
;  1: In particular, if  = 0 is an eigenvalue of ( M   N^)0; so is  =1:
Since det[ M   N^ ] = det[ M 0   N^ 0] for all ; it follows that if  2 C is an eigenvalue of
( M N^), then so are  1 and the complex conjugates ;  1: Moreover, det[ M N^ ] = 0
if and only if det[ M   1=2 N ] = 0: Hence  is a generalized eigenvalue of ( M    N) if
and only if  1=2 is a generalized eigenvalue of the transformed pencil ( M   N^). It then
follows that  1; ; and  1 must also be generalized eigenvalues of ( M    N):
Lemma 11 Given Assumptions 1(b), 2(b) and 3, the dimension of the square matrix  in
the decomposition (A.10) must be exactly s = m + n: Hence the matrix pencil M    N
has exactly m + n generalized eigenvalues satisfying jj <  and another m + n generalized
eigenvalues (some of which may be innite) satisfying jj > 1; and the stable subspace D is
of dimension m + n: The dimension of the square matrix 
 is also m + n; and this matrix
satises
k
k < : (A.30)
Proof. Assumption 1(b) implies that for any initial conditions close enough to consistency
with the optimal steady state, there must exist a solution to the rst-order conditions (for
the deterministic case in which t =  at all times) in which (1.13) holds. It follows that for
arbitrary initial conditions ft0 ; there must be a sequence fdtg satisfying the linearized FOCs
(A.17) for all t  t0; such that dt0 is consistent with (A.6), and such that ftdtg is a bounded
sequence.24 It is then furthermore possible to choose a  > 1 (possibly slightly smaller than
the  referred to in Assumption 1(b)) such that (A.18) is satised. For a small enough choice
of  > 1, (A.14) must hold as well. Hence there must exist  > 1 for which (A.14) holds, and
24Note that convergence in the exact nonlinear dynamics only implies that the sequence must not explode
in the linearized dynamics, since the rate of convergence might asymptotically decrease to zero.
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such that for any initial conditions ft0, there exists a vector dt0 in the  stable subspace D
consistent with (A.6).
It follows from our characterization of the  stable subspace in the proof of Lemma 9
that there must exist a vector  t0 such that
[Fd V1]  t0 = ft0 : (A.31)
It is easily seen that any values for the m + n elements of ft0 can be arranged through a
suitable specication of the n k elements of ~t0 1; the k elements of Ft0 ; and them elements
of ~yt0 1: Hence the right-hand side of (A.31) can be any element of R
m+n: Then in order for
a solution to exist for arbitrary initial conditions, it is necessary that
rank Fd V1 = m+ n: (A.32)
This requires that s  m+ n:
We further note that the decomposition (A.10) implies that the generalized eigenvalues
of the pencil M    N consist of the 2m + 2n   s eigenvalues i of the matrix 
 and the
reciprocals of the s eigenvalues j of the matrix : Lemma 10 implies that for each eigenvalue
j of ; j must also be a generalized eigenvalue of the pencil M   N ; and since jjj < 1;
this must be a generalized eigenvalue with modulus less than ; and therefore an eigenvalue
of 
 rather than the reciprocal of any eigenvalue of : Hence for each eigenvalue j of ;
j must be an eigenvalue of 
: This requires that 
 be of at least the dimension of ; and
hence that s  m + n: Therefore s = m + n exactly. The matrix 
 is of dimension m + n;
and its eigenvalues all satisfy jj < ; which implies (A.30).
Finally, it follows that [Fd V1] must be a non-singular square matrix, so that (A.31) can be
solved for  t0 for any specication of the initial conditions ft0. Since the largest eigenvalue
of  must have a modulus strictly less than 1; any initial condition of the form dt0 = V1 t0
gives rise to a sequence fdtg satisfying (A.18) for  = 1. Hence this linear space of dimension
m+ n corresponds to the stable subspace.
In the proof of Lemma 11, it has already been established that for any initial conditions
ft0 ; there exists a deterministic solution fdtg to the linearized FOCs that converges expo-
nentially to the steady state for large t. This result can then be directly extended to the
case of bounded uctuations in the exogenous disturbances f~tg; yielding the result stated
in the proposition.
Given a bounded stochastic process f~tg for the exogenous disturbances and a vector
ft0 of initial conditions, we are interested in stochastic processes fdtg such that (i) fdtg is
bounded; (ii) (A.3) is satised for all t  t0; (iii) (A.5) is satised for all t > t0; and (iv) dt0
satises (A.6). Pre-multiplying (A.3) by U2; we can show as in the proof of Lemma 9 that

U2 NEtdt+1 = U2 Ndt   U2 Nsst;
or equivalently that
Et[(I   
L 1) U2 Ndt] = U2 Nsst:
Using (A.16) to substitute for dt; this can alternatively be written
Et[(I   
L 1)t] = U2 Nsst: (A.33)
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Because of (A.30), the operator I 
L 1 is invertible on the linear space of bounded processes
ftg, so that for any disturbance process such that jjsjj < 1; (A.33) has a unique solution
such that jjjj <1; given by
t = Et[(I   
L 1) 1 U2 Nsst]: (A.34)
Similarly, pre-multiplying (A.3) by U1 and using (A.16) to substitute for dt yields
Et t+1 = 
0 t   U1 Nsst: (A.35)
Using (A.16) to substitute for dt in (A.5), and shifting the time index by one period, yields
Fd V1 [ t+1   Et t+1] = Fs [st   Et 1st]  Fd V2 [t+1   Ett+1]
for each t  t0: Since Fd V1 is an invertible square matrix (as shown in the proof of Lemma
11), this can be solved uniquely for  t+1. Substituting expression (A.35) for the conditional
expectation Et t+1 in this equation, and the solution (A.34) for both t+1 and its conditional
expectation, we obtain a law of motion of the form
 t+1 = 
0 t + rt+1 (A.36)
for all t  t0; where frtg is a process satisfying jjrjj <1 that has been uniquely determined
as a function of the evolution of the exogenous disturbances.
Finally, using (A.16) to substitute for dt0 in (A.6) we obtain
Fd V1 t0 = ft0   Fd V2t0 :
Using the solution (A.34) to substitute for t0 in this equation, the invertibility of Fd
V1
implies that this equation has a unique solution for  t0 for any specication of the initial
conditions ft0 and the process for the exogenous disturbances. Given this initial condition
for  t0 ; the law of motion (A.36) can then be integrated forward, yielding a unique solution
for the evolution of f tg for all t  t0: It follows from (A.14) and the fact that jjrjj < 1
that this solution will satisfy jj jj <1: Our solutions for the processes ft;  tg then imply
a unique solution for the process fdtg; using (A.16), and the bounds satised by the two
solutions imply that jjdjj <1 as well. Hence there is a unique solution satisfying this bound.
QED.
A.2 Proof of Lemma 1
There is no vector '^2 () 6= 0 such that '^2 ()0 [J2   B2] = 0 for all : For if there did, the
vector






would satisfy (2.13), and this would violate Assumption 2. This implies that the pencil
J2   B2 must be of rank q; which (since it is a square pencil of dimension q  q) implies
that it is a regular pencil.
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It follows from Theorem 3 of Gantmacher (1959, Chap. 12), or its version for a real
canonical form proved in Appendix D, that J2 B2 can be reduced to a strictly equivalent
pencil of the form 
Il   G^0 0
0 H^ 0   Iq l

(A.37)
where G^0 2 Rll (0  l  q) is a nilpotent matrix of the Jordan form (i.e., with ones on the
rst super diagonal and zeros everywhere else), and H^ 0 2 R(q l)(q l) is a block-diagonal
matrix of the real Jordan form. We can without loss of generality arrange the Jordan blocks






where the invertible matrix H^11 contains the eigenvalues with modulus greater than or equal
to ; and H contains only eigenvalues with modulus less than . Premultiplying the pencil
(A.37) by the invertible block-diagonal matrix24 Il 0 00 (H^ 011) 1 0
0 0 Iq k2
35








have modulus less than or equal to  1 and all eigenvalues of H have modulus less than .
It remains only to determine the dimensions of G and H:
The existence of a decomposition of the form (2.29) implies that the factors of the char-
acteristic polynomial P (; ) dened in Assumption 4 are the same as those of
det [I   G0]  det [H 0   I] :
This implies the existence of a factorization of the form (2.22), where the fig are the
eigenvalues of G and the fjg are the eigenvalues ofH: It follows that Gmust be of dimension
k2 k2 and H must be of dimension (q   k2) (q   k2) : Finally, since by Assumption 4(b),
jij < 1 for all i; all eigenvalues of G must have modulus strictly smaller than 1:
A.3 Proof of Proposition 2
Premultiplying (2.24) by N 02 yields the pair of equations
Etx1;t+1 = G
0x1;t +N 021 2~t (A.38)
H 0Etx2;t+1 = x2;t +N 022 2~t (A.39)






  R 12 0 y2t; (A.40)
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conformably with the partition of xt:
Because all eigenvalues of H 0 have modulus less than , and f~tg is bounded for all dates





(H 0)jN 022 2Et~t+j: (A.41)
Then in any period t, given the past, current and expected future values of the exogenous
disturbance process, and given the lagged expectations of J2Et 1y2t; equation (2.26) deter-
mines the value of X 01J2y

2;t; while equation (A.41) determines the value of x2t and hence of















to solve for J2y2;t; where all elements of the matrix on the right-hand side have been com-
puted. Since the matrix on the left-hand side is invertible by Assumption 5, this system has
a unique solution for J2y2;t: Using this solution, we can in turn solve for





Combining this solution for x1t with (A.41), we have a unique solution for the entire
vector xt; given values of J2Et 1y2;t and the evolution of the exogenous disturbances. And
given the value of xt in any period, equations (A.38) and (A.39) uniquely determine the












Thus starting from given initial conditions J2Et0 1y

2;t0
; we can uniquely solve for xt0 ; use
this to uniquely solve for J2Et0y

2;t0+1
; use this to uniquely solve for xt0+1; and so on recur-
sively, eventually obtaining a unique solution for the entire process fxtg ; and hence a unique
solution for the entire process fy2tg ; using the relation y2t = R02xt:
This solution fy2tg is the only solution such that jjy2jj < 1; if any solution exists. But
one easily veries that it is indeed such a solution. By construction, (2.26) is satised each
period, and also both (A.38) and (A.39), which su¢ ce to imply that (2.24) is satised each
period. Moreover, the fact that all eigenvalues of G have modulus less than 1 implies that
the process fxtg constructed in this way satises jjxjj < 1; so that the associated process
fy2tg satises jjy2jj <1: Hence all conditions for a solution are satised.
A.4 Proof of Lemma 2
Using the denition of qt and the fact that the matrix W is symmetric, we may rewrite the
objective function (3.3) as









D1 (yt; t) =  











0 = wW [Dq (t)] :





using (3.4) and (A.42). It then follows from (1.12) that
'0
 
I    A = 0:
Assumption 2(b) then implies that ' = 0; so that S; R and B (L) reduce to
S =  wWw0; R = 0; B (L) = wW Dq    L:
The target variables and target values are then given by
 t = wWw
0~yt = wW (qt   q) ;






where q  w0y: Performing a rst-order approximation to q (t) ; we obtain









  ~t +O(2)




  ~t = qt   q +O(2):
Using this, we can express the target gaps t    t as
 t    t = wW (qt   q) + wW (qt   q) +O(2) = wW (qt   qt ) +O(2):
A.5 Proof of Lemma 3
The fact that the pencil A   I is of rank n < m implies that the columns are linearly
dependent, i.e., that there exists y () such that
A  I y () = 0 (A.43)
for all ; though by Assumption 2, y () is of order greater than zero. Let 1  1 be the
minimal order of solution y () that exists to (A.43). (A solution of nite order 1 necessarily
exists.) Then Theorem 4 of Gantmacher (1959, chap. 12) implies that the pencil A  I is





2   J (1)2

where B(1)2   J (1)2 is a pencil for which the equation
[B
(1)
2   J (1)2 ] y^(1) () = 0 (A.44)
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has no solution of order less than 1:
If (A.44) nonetheless has a nonzero solution of minimal order 2  1; then Theorem 4
of Gantmacher can be applied again to the pencil B(1)2   J (1)2 : Proceeding in this way, one
eventually transforms the pencil A  I into a pencil of the form shown in (3.6), where the
sequence of indices satises
p  :::  2  1  1;
and [B2   J2] is a pencil for which the equation
[B2   J2] y^ () = 0
has no nonzero solution, i.e., the columns are linearly independent.
By the same argument as in the proof of Lemma 1, Assumption 2 implies that there is
also no vector '^ () 6= 0 such that
'^ ()0 [B2   J2] = 0;
i.e., the rows of the pencil are also linearly independent. Hence [B2   J2] must be a square
pencil of some dimension q  q: (Note that it is possible that q = 0; i.e., that B2 and J2 are
null matrices.)
Adding up the columns of the matrix in (3.6), one observes that
pX
i=1
i + q = n:
Adding up the rows, one similarly observes that
pX
i=1
(i + 1) + q = m;
from which it follows that the number of Mi blocks must equal p = m  n:
This theorem implies that there exist nonsingular square matrices P; Q of dimensions
n n and mm respectively that satisfy (3.6).
A.6 Proof of Lemma 4
Suppose that (3.2) holds for any period t > t0; and suppose that Assumption 2 holds. Lemma
3 then implies that there exist matrices P;Q that dene the decomposition (3.6), i.e., a
decomposition of the form (2.20). Assumption 4 then allows us to decompose conditions



















U1 0 U2 0





































Equations (A.45) and (A.46) respectively imply that



























and dene the matrices V1; V2; W1; and W2 as in (3.10). Note that it follows from these
denitions that
V1U1 = Ik1 ; V1U2 = 0; V2U1 = 0; V2U2 = I~n k1 (A.49)
W1X1 = Ik2 ; W1X2 = 0; W2X1 = 0; W2X2 = Iq k2 : (A.50)
Premultiplying (A.47) by V2 yields (3.11); premultiplying (A.48) by W2 yields (3.12). Hence
(3.11)-(3.12) must hold for all t > t0:























which implies (3.2). Hence (3.2) must hold for all t > t0:
A.7 Proof of Proposition 3
In order to prove Proposition 3, we make use of a further preliminary result.
Lemma 12 Suppose that there exist matrices P;Q that dene a decomposition of the form











Proof. Let x be an arbitrary vector of length q, partitioned as in (A.40). By Assumption
5, knowing the values of the vectors X 01J2R
0




2x allows one to reconstruct









Since the elements of [0 I] N 02J2R
0
2x = H
0x2 provide information only about the elements of
x2, it must be that each of the k2 independent directions of variation of the elements of x1
a¤ects the elements of X 01J2R
0
2x in an independent direction. Thus Assumption 5 implies
that the k2  k2 matrix







Next, let '^ be another arbitrary vector of length q, and let






















Then in the case that
'^ = X1 f (A.53)
for some vector f of length k2; it follows that '1 = 
0f; where  is dened in (A.52).
Because  (and hence 0) is invertible, if for any '^ of the form (A.53), '1 = 0, it
follows that f = 0 and hence that '^ = 0: But it follows from (A.50) that a vector '^ has
a representation of the form (A.53) if and only if W2'^ = 0: Hence if any vector '^ satises
both W2'^ = 0 and '1 = 0; it must satisfy '^ = 0: Alternatively, if it satises both the linear
restrictions W2'^ = 0 and [I 0]R2J 02'^ = 0; it must be a zero vector. It follows from this that
the matrix (A.51) must be invertible.
We may now proceed with the proof of Proposition 3. Let f^ 2;tg be any process satisfying
jj^ 2jj < 1: Because (3.6) is a decomposition of the form (2.20), Lemma 1 guarantees that
if Assumption 2 and 4 are satised, then there exist non-singular matrices N2; R2 such that
(2.29) holds. Then premultiplying (3.9) by R2 and using (2.29) yields
'1t = GEt'1;t+1    1t; (A.54)
Et'2;t+1 = (














Because all eigenvalues of G have modulus less than 1; (A.54) has a solution for f'1tg such





Then in any period t, the value of
'1t = [I 0]R2J
0
2'^2t
is given by (A.56), while the value of W2'^2t is given by (3.12). Thus the values of both '1t
and W2'^2t are given as functions of variables that are exogenous and/or predetermined in
period t: But Lemma 12 implies that the mapping from the linear space of vectors '^ to the
values of '1 and W2'^ is an isomorphism, so this system of equations can be uniquely solved
for the value of '^2t: We thus obtain a unique solution for '^2t as a linear function of Et 1'^2t
and the Et 1;t+j for j  0:
This solution for '^2t allows us to solve for '2t; and substituting this into (A.55) yields a






Hence we can solve for the complete vector Et't+1 as a linear function of Et 1'^2t and the
exogenous state. Alternatively, we can solve for Et'^2;t+1 = N2Et't+1 as a linear function of
Et 1'^2t and the exogenous state. Thus starting from an initial condition Et0 1'^2t0 ; we can
solve for '^2t0 and Et0'^2;t0+1; using this solution we can solve for '^2;t0+1 and Et0+1'^2;t0+2; and
so on
recursively.
Thus it is possible to solve for the complete evolution f'^2tg for all t  t0; given the
initial condition Et0 1'^2t0 and the evolution of the exogenous state. By construction (A.54)
and (A.55) are satised for each t  t0; which implies that (3.9) is satised for each t  t0:
Likewise, (3.12) is satised for each t > t0 by construction. Thus we obtain a process
f'^2tg that satises both (3.9) for all t  t0 and (3.12) for all t > t0: Moreover, because all
eigenvalues of  1H have modulus less than 1; (A.55) implies that the constructed solution
satises jj'^2jj <1:
A.8 Proof of Lemma 5
Consider the case of unidimensional policy so that i = p = 1; and thus i = ~n:





while the j-th element (for 2  j  ~n) can be written as
 1'^(j)1;t = ^
(j)
1;t   Et'^(j 1)1;t+1 : (A.58)
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for each 1  j  ~n; where  j () is the j-th row of the matrix polynomial   () : This gives
the vector of conditions (3.16).


















which implies (3.17). Here we use the fact that
 ()0 = ( )~n e0~n+1    1 ~n   1
where e0~n+1 is a 1 (~n+ 1) vector of the form e0~n+1  [0:::0 1] : Thus both (3.16) and (3.17)
must hold in all periods t  t0:
To prove the converse, suppose that the processes f^ 1;tg and f'^1;tg satisfy (3.16) and
(3.17) in all periods t  t0: Condition (3.16) implies (A.59) for each 1  j  ~n; which in turn
implies condition (A.57), and condition (A.58) for each 2  j  ~n: These are just the rst ~n
elements of the vector of FOCs (3.8). Condition (3.17) implies (A.61), which together with
the case j = ~n of (A.59) implies (A.60). This is just the (~n+ 1)-st element of the vector of
FOCs (3.8). Thus the entire vector of conditions (3.8) must hold in each period t  t0.
A.9 Proof of Proposition 4
To prove Proposition 4, it will be useful to appeal to the following Lemma.
Lemma 13 Suppose that the processes f^ 1;tg and f'^1;tg satisfy (3.16) for all t  t0: Then
for any 1  j  ~n; and any t  t0;











taken to refer to the historical expectations Et0 1[ 
j(L 1)^ 1;t0 ].
Proof. Using the denition (3.15) we have










1;t+j 1    1^ (2)1;t+j 2 + :::+
   1j 1 ^ (j)1;ti
=









Here, the rst equality uses the denition of  ()0 ; and the fact that Et^ 1;t k = Et 1^ 1;t k
for any k  1: The second equality uses the denition of   () ; denotes by  j () its j-
th row. The third equality uses (3.16). In the case that t = t0; the replacement of
Et 1 [ j (L 1) ^ 1;t] by Et 1'^
(j)





We may now proceed with the proof of Proposition 4. Condition (3.8) implies that (3.16)
and (3.17) must hold for all t  t0, using Lemma 5. The fact that (3.16) holds implies that
(A.62) must also hold for all t  t0; using Lemma 13.















Here the second line uses (A.62) to replace the rst term on the right-hand side of the rst
line, and uses (3.17) to eliminate the second term.





structed from its rst k1 elements, using








for any t  t0 + 1; where '1;t is the vector consisting of the rst k1 elements of '^1;t: Using



















= ( ) k1 tr [
t] ;
which establishes (3.20). Here we use the notation 0j for the j-th row of  and the notation

jt for the j-th column of 
t: In addition, the second line uses Lemma 13 to substitute for















t + Et0zt+k1 ; (A.66)
where the second line is obtained using the same reasoning as was used to derive (A.63) and
(A.65).
For the given historical expectations et0 1; let 1;t0 1 be given by (3.21) where t0 1 is
the vector whose j-th element is given by (3.22). With this denition, (3.13) together with
















which can alternatively be written
[ ( I~n k1)]wt0 = t0 1; (A.67)
using Lemma 13 and denition (3.18).
For any 1  j  ~n  k1; the j-th row of (A.67) can be written
0j wt0   ( )k1+j [Et0zt0+k1+j 1   Et0 1zt0+k1+j 1]





























so that (3.20) is satised for each t0  t < t0 + ~n   k1: Since we have already shown that
(3.20) holds for any t  t0 + ~n  k1; it follows that (3.20) is satised for each t  t0:
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A.10 Proof of Lemma 6
For period t0; conditions (3.23) and (3.24) hold by assumption, given the initial condition
(3.13) and the initial Lagrange multipliers (3.21): Next, (3.8) implies '^1;t = Et[ (L
 1)^ 1;t]
at all dates t  t0, by Lemma 5. Using this, conditions (3.11) in turn imply that
V2 '^1;t = V2Et 1'^1;t = V2Et 1[ (L
 1)^ 1;t]
for all t > t0: Equation (3.23) thus holds in all period t  t0; where 1;t 1 is given by (3.24)
in period t = t0; and
1;t 1 = V2Et 1[ (L 1)^ 1;t]
for all t > t0: To prove that (3.24) holds at all dates, we need to show that V22t 1 = 0 for
all periods t > t0:
Given the initial Lagrange multipliers 1;t0 dened in (3.21) and using Proposition 4
implies that (3.20) must hold at all dates t  t0: Condition (3.20) then implies that for any
t  t0 and any 1  j  ~n  k1;













( ) i 0j+i wt i: (A.68)
Using this to substitute for Et 1zt+k1+j 1 in (3.22), we obtain
jt 1 = 
0
jEt 1 wt = 0
for all t > t0; and any 1  j  ~n k1: It follows that t 1 = 0; and hence that V22t 1 = 0 for
all t > t0.
A.11 Proof of Proposition 5
Let the process f'^1;tg be given by (3.16) for all t  t0: Note that if k1 < ~n; satisfaction of
(3.20) for all t  t0 implies that
Etzt+~n = Et[Et+~n k1zt+~n] = ( ) k1tr[Et
t+~n k1 ] = 0
for any t  t0; using the fact that Et wt+j = 0 for any t  t0 and any j  1: But if k1 = ~n;

t is a null matrix, and (3.20) also implies that Etzt+~n = 0 in this case as well. Hence the
target criterion (3.20) implies condition (3.17). Then by Lemma 5, the fact that (3.16) and
(3.17) hold for all t  t0 implies that (3.8) holds for all t  t0:






for any t  t0 and any 1  j  ~n  k1: It follows that for all t > t0 and all 1  j  ~n  k1:




( ) [zt   Et 1zt]
...
( )k1 [Etzt+k1 1   Et 1zt+k1 1]










Premultiplying by V2 implies in turn that






for any t > t0: For the process f'^1;tg given by (3.16) for all t  t0; we can apply Lemma 13





for all t  t0: Since V2wt = 0 for any t > t0; equation (3.11) must hold for all t > t0:
To show that the initial condition (3.13) also holds, where the vector 1;t0 1 is dened





for any 1  j  ~n   k1: Subtracting 0j wt0 + ( )k1+j Et0 1zt0+k1+j 1 on both sides (where
again expectations taken at date t0   1 denote historical forecasts) yields
 0j wt0 + ( )k1+j [Et0zt0+k1+j 1   Et0 1zt0+k1+j 1] =  jt0 1
where jt0 1 is the j-th element of the vector t0 1; dened in (3.22). Since the previous
expression holds for any 1  j  ~n  k1; we may rewrite it in matrix form as
[  I~n k1 ]wt0 =  t0 1;













after premultiplying on both sides by V22. Using (3.16) to replace '^1;t0 with Et0 [ (L
 1)^ 1;t0 ]
on the right-hand side yields the initial condition (3.13), where the vector 1;t0 1 is dened
by (3.21).
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B Linearization of the FOCs
In this section, we provide a linearization of the rst-order conditions (1.8).
B.1 Linearizing (D1 (yt; t))
0 :
We note that (D1 (yt; t))
0 is a (m 1) vector-valued function: A rst-order approximation






0 (yt   y) +D2 (D1)0  t   +O(2):
B.2 Linearizing (D1F (yt; t; yt 1))
0 t:
To approximate the vector functions (D1F (yt; t; yt 1))
0 t, recall that the matrix function
(D1F (yt; t; yt 1))
0 is (m k) and t is a (k  1) vector. It will be convenient to rewrite
(D1F (yt; t; yt 1))
0 t as follows
(D1F (yt; t; yt 1))
0 t = vec












(D1F (yt; t; yt 1))
0 :






























where ~t = t : Next, the (km 1) function vec

(D1F (yt; t; yt 1))




(D1F (yt; t; yt 1))
0 = vec (D1F )0+ @vec (D1F )0
@y0t















(yt 1   y) +O(2)
which can be written as
vec

(D1F (yt; t; yt 1))
0 = vec (D1F )0+D1 (D1F )0 ~yt+D3 (D1F )0 ~yt 1+D2 (D1F )0 ~t+O(2):
A rst-order approximation of (D1F (yt; t; yt 1))
0 t is thus given by
































0+D1 (D1F )0 ~yt +D3 (D1F )0 ~yt 1 +D2 (D1F )0 ~tg
+O(2)
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Note that several elements of the last two lines are of orderO(2): They can thus be omitted as









0 = vec Im (D1F )0 
= (D1F )
0 ; we can rewrite










0 ~yt +D3 (D1F )0 ~yt 1 +D2 (D1F )0 ~tg
+(D1F )
0  + (D1F )
0 ~t +O(2):
B.3 Linearization of the FOCs
Having linearized the two vectors described above, we are now prepared to provide a rst-


















































0 ~yt 1 +D3 (D3g)0 ~yt +D2 (D3g)0 ~t 1o
+(D1)
0 + (D1F )
0  +  (D3F )
0  + (D1g)
0  +  1 (D3g)
0  +O(2):
Using the fact that in steady state
0 = (D1)
0 + (D1F )
0  +  (D3F )
0  + (D1g)
0  +  1 (D3g)
0 ;





































 Im  1D3 (D1g)0







 ImD2 (D1F )0+  0 









0  L2 +  0 
 ImD2 (D3F )0 :
Using this, we can rewrite the approximation to the rst-order conditions as:





0 Et~t+1 + (D1g)
0 ~t + (D1F )
0 ~t + 
 1 (D3g)
0 ~t 1 +O(2)






A   1 IL0 ~'t+1i+O(2):
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These conditions further reduce to (2.16), using the following lemma.
Lemma 14 If  () ; F () and g () are twice continuously di¤erentiable, then S is a symmetric
matrix (i.e., S = S 0) and Ry = R0:








0 = n0 
 ImD3 (D1F )0o0 :












264 @F1=@y1;t 1    @Fk=@y1;t 1... ...

































By Youngs theorem, if F () is twice continuously di¤erentiable, then @2Fj= (@yk;t 1@yl;t) =














































+   + m @2Fk@y1;t@y1;t 1    1 @
2F1
@ym;t@y1;t 1




+   + m @2Fk@y1;t@y2;t 1 1 @
2F1
@ym;t@y2;t 1






+   + m @2Fk@y1;t@ym;t 1    1 @
2F1
@ym;t@ym;t 1
+   + m @2Fk@ym;t@ym;t 1
377775 :
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264 @F1=@y1;t    @Fk=@y1;t... ...
@F1=@ym;t    @Fk=@ym;t
375
@y0t 1

















































+   + m @2Fk@y1;t@y1;t 1    1 @
2F1
@ym;t@y1;t 1






+   + m @2Fk@y1;t@ym;t 1    1 @
2F1
@ym;t@ym;t 1
+   + m @2Fk@ym;t@ym;t 1
3775



















0 = n0 
 ImD3 (D1F )0o0 ; it is then easy







0 =  0 
 ImD3 (D1g)0	0 :
It follows that Ry = R0:








0 = n0 







0 =  0 
 ImDj (Djg)0	0
for j = 1; 3; and D1

(D1)
0 = D1 (D1)0	0 : This implies that the matrix S is symmetric.
C Second-Order Conditions
We now perform a second-order approximation of the Lagrangian (1.6) around the optimal
steady state. This involves a second-order approximation of each of the three terms in the
square brackets of (1.6), evaluating the derivatives at the optimal steady state.
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C.1 Second-Order Approximation of the Lagrangian
A second-order approximation of the function  (yt; t) yields



























A second-order approximation of the function 0tF (yt; t; yt 1) yields















































 ImD2 (D1F )0 0 









 InD2 (D2F )0 0 









 ImD2 (D3F )0 0 
 ImD3 (D3F )0 (D3F )0
D1F D2F D3F 0
3777775
has ji blocks of the form




tF (yt; t; yt 1))]
0	
evaluated at the optimal steady state, where the indices j; i = 1; :::4; refer respectively to
the vectors yt; t; yt 1; t; and where n is the dimension of the vector t: This approxima-





= 0 in the optimal steady state. To obtain the derivatives Hji (0tF (yt; t; yt 1)) ;
for j; i = 1; 2; 3; we use
Hji (0tF (yt; t; yt 1)) = Dj


















 I)  vec
 





[DiF (yt; t; yt 1)]
0	 :




; we proceed similarly, replac-
ing F ( ) with g ( ) and t with t 1:
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Expanding this expression, recognizing that each quadratic term is a scalar so that it is
equal to its transpose, and using the denitions of the matrices A, I and C in (2.8), and of





























 InD2 (D2F )0 ~t +  12 ~0t 1  0 
















































0+  1  0 










0 ~t0 +  1  0 
 ImD2 (D1g)0 ~t0 1o+O(3):
In deriving this expression, we use the properties of the transposes discussed in the proof








0 = n0 
 ImD2 (D1F )0o0 :
In this approximation of the Lagrangian, we note that the terms in the rst two lines are
either a constant, or functions only of exogenous disturbances, so that they are independent
of the path of endogenous variables (hence of the policy chosen at date t0). Furthermore,
the steady-state condition (1.12) implies that the term in square brackets in the third line
is equal to zero, thereby cancelling the terms that are linear in ~yt: In addition, the last two
rows involve terms independent of any policy chosen at date t0; and terms of third order or
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(D2F ) ~t0 + 
 1 ~0t0 1 (D2g)
~t0 1 + tip+O(3)
where tip denotes terms independent of policy chosen at date t0.
C.2 Perturbation of the Lagrangian Around the Optimal Steady
State
As discussed in section 2.2.1, we consider a perturbation of the path fytg from its optimal
steady state equilibrium, maintaining the other vectors t; t;t unchanged. The perturba-
tion is such that ~y"t = ~yt for all t < ; and an arbitrary date   t0; while ~y"+i = ~y+i + "yi
for all i  0: Here fyig is a bounded sequence of vectors of dimension m, not all equal to
zero, such that
Iy0 = 0; Ayi   Iyi+1 = 0 for all i  0; (C.1)
and " is a random quantity, the value of which is determined only at date  : (In the case
that " is determined at date  = t0; then it turns out that " is a deterministic quantity).
The perturbed path f~y"tg remains consistent with the linearized structural equations
(2.8)(2.9) as long as the random variable " has conditional mean zero as of date    1
(regardless of the state of the world at that date). If we let " be some mean-zero bounded
random variable with unit variance multiplied by a scale factor j"j, then for any small enough
value of j"j, then this also approximates a feasible perturbation under the exact structural
relations (1.2)(1.4), up to an error of order O(j"j2).


































S (~y+i + "yi) + R











(D2F ) ~t0 + 
 1 ~0t0 1 (D2g)
~t0 1 + tip+O(j; "j3):
The increase in the Lagrangian due to the perturbation can thus be expressed as





















A   1 IL0 ~'+i+1 +B (L) ~+i+1i "o
+O(j; "j3):
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Since the linearized rst-order conditions (2.16) imply that the term in square brackets in
the second line is of second order, this term becomes of third order once multiplied by "; so
that the increase in the Lagrangian due to the perturbation reduces to













 j"j2 +O(j; "j3):
D Real Kronecker Canonical Form
The following theorem adapts Gantmachers (1959) proof of Theorem 3 (Chap. 12, vol. 2)
to the case of a real Kronecker canonical form of regular matrix pencils.
Theorem 7 Real Kronecker canonical form. Consider the matrix pencil A I^, with A; I^ 2
Rnn: Suppose that its characteristic polynomial det[A  I^]; of order n  k; for 0  k  n;
















where ~H 2 Rkk is a nilpotent matrix of the Jordan form (i.e., with ones on the rst super
diagonal and zeros everywhere else), and ~G 2 R(n k)(n k) is a block-diagonal matrix of the
real Jordan form. Each of the diagonal blocks of ~G is either of the form26666664
i 1 0 0
0 i 1
. . .
. . . . . . . . . 0
. . . . . . 1
0 0 i
37777775 (D.1)
where i 2 R; or 26666664
Mi I2 0 0
0 Mi I2
. . .
. . . . . . . . . 0
. . . . . . I2
0 0 Mi
37777775 (D.2)






with i; i 2 R. Furthermore, the n k nite eigenvalues (including their algebraic multiplic-
ity) of the matrix pencil A I^ are equal to eigenvalues (including their algebraic multiplicity)
of the matrix pencil ~G  I:
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Proof. Note that P () = (A   I^) is a regular pencil since A; I^ are square matrices and
det[A I^] is not identically zero. Then there exists a number c 2 R such that A1  A  cI^
2 Rnn satises jA1j 6= 0:We represent the given pencil in the form P () = A cI^ (  c) I^
= A1 (  c) I^ ; and multiply it on the left by A 11 to obtain A 11 P () = I (  c)A 11 I^ : By
similarity transformation into a real Jordan canonical form (Laub (2005), p. 83), there exists
an invertible matrix T 2 Rnn such that A 11 I^ = TfJ0; ~JgT 1 where fJ0; ~Jg 2 Rnn denotes
a block diagonal matrix in which J0 is a nilpotent Jordan matrix, and ~J = fJ1; J2; :::; Jqg
is a real, block diagonal matrix which satises det ~J 6= 0; with each block being of the form
(D.1) in the case that i are real eigenvalues of A
 1
1 I^ ; and of the form (D.2) in the case of
complex conjugate eigenvalues i = i  i of A 11 I^ :
Using this we can put the pencil in the form
A 11 P () = I   (  c)TfJ0; ~JgT 1
or equivalently
T 1A 11 P ()T = fI + cJ0   J0; I + c ~J    ~Jg:
Multiplying on the right by f(I + cJ0) 1; ~J 1g we have25
T 1A 11 P ()Tf(I + cJ0) 1; ~J 1g = fI    (I + cJ0) 1 J0; ( ~J 1 + cI)  Ig:
By a similarity transformation, we can write (I + cJ0)
 1 J0 = T0 ~HT 10 where T0 is a real




is a Jordan matrix in
which the submatrices H(u) of order u are have ones on the rst superdiagonal and zeroes in
all other elements. (This is because J0, and hence (I + cJ0)
 1 J0; are nilpotent and that all
eigenvalues of a nilpotent matrix are always 0).




on the left and fT0; Ig on the
right, we get
~U(A  I^) ~V = fT 10 T0   T 10 J0 (I + cJ0) 1 T0; ( ~J 1 + cI)  Ig
= fI    ~H; ~G  Ig
where ~U  fT 10 ; IgT 1A 11 ; ~V  Tf(I + cJ0) 1 ; ~J 1gfT0; Ig; and ~G  ~J 1 + cI are real
matrices. Given that the matrices ~U and ~V are non-singular, the matrix pencils (A   I^)
and fI  ~H; ~G Ig are strictly equivalent (see Denition 1, Gantmacher, 1959, Chap. 12).
It follows from Theorem 2 of Gantmacher (1959, Chap. 12) that these two matrix pencils
have the same (niteand innite) elementary divisors. Since all k innite elementary
divisors of (A I^) are associated with I   ~H; and the n  k nite elementary divisors are
associated with ~G I; the n k nite eigenvalues (including their algebraic multiplicity) of
the matrix pencil A I^ are equal to the eigenvalues (including their algebraic multiplicity)
of the matrix pencil ~G  I: Thus ~H is of dimensions k k while ~G is (n  k) (n  k) :













= I     J 10 + cI 1 = I     J 10 (I + cJ0) 1 = I    (I + cJ0) 1 J0:
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We have thus shown that for any real regular pencil A   I^, there exist real matrices











where ~G is an invertible matrix of the (real) Jordan form and ~H is an nilpotent matrix of
the Jordan form.
E Target Criterion in Model of Section 4
E.1 Some Details on the Model

















is a Dixit-Stiglitz aggregate of consumption of each of a
continuum of di¤erentiated goods, with an elasticity of substitution  > 1; and ht(j) is the
quantity supplied of labor of type j. Each di¤erentiated good is supplied by a single mo-
nopolistically competitive producer who uses labor of a particular type. The representative
household supplies all types of labor. The preference functions are assumed to be of the form
















are exogenous disturbance processes included in the vector t;
which is assumed to be bounded up to some date T; and constant for all t > T:
Each specialized good is produced according to the production function
yt (i) = Atht (i)
1=
where At is an exogenously varying technology factor (also included in the vector t), and
 > 1: Implicitly, we consider other factors of production such as the capital stock as
being constant or exogenously varying. Aggregate output Yt in turn relates to consumption
according to
Yt = Ct +Gt
where Gt denotes exogenous government demand for the composite good and is also included
in the vector t:
As Benigno and Woodford (2005) show, the utility of the representative household, which
is also the policymakers welfare objective function, can be expressed in the form (1.1) where
the period t utility is
 (yt; t) = U(Yt;t; t)  u (Yt; t)  v (Yt; t)t; (E.1)
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where
u (Yt; t)  ~u (Yt  Gt; t) ; v (Yt; t)  ~v((Yt=At) ; t)
express utility as functions of aggregate output and have the properties  1   uY Y Y =uY =
















is a Dixit-Stiglitz price index.
The producers are wage takers on the labor market and choose their prices to maximize
the present discounted value of future after-tax nominal prots. As in Calvos (1983) model
of staggered pricing, we assume that producers x the prices of their goods for a random
interval of time, and that a constant fraction  2 [0; 1) of prices remain unchanged in any
given period. As shown in Benigno and Woodford (2005), since all suppliers that revise their






















   1  vY (YT ; T )  YT  (PT=Pt)
(1+!)
#
and & t 2 [0; 1) is an exogenous tax rate on sales revenues and wt  1 is an exogenous markup
factor on the labor market.
The price index in turn evolves according to a law of motion
Pt =

(1  ) p1 t + P 1 t 1
1=(1 )
: (E.3)









wheret  Pt=Pt 1 is the gross ination rate. This expression is a short-run aggregate supply
relation between ination and output, given the current disturbances t and expected future
ination, output, and disturbances.












We assume that the government imposes lump-sum taxes on households so as to guarantee
its intertemporal solvency regardless of monetary policy actions. In addition, we abstract
from monetary frictions that would generate a demand for money, and assume that the
policymaker can control the riskless short-term nominal interest rate and that the lower
bound on nominal interest rates never binds. While the optimal intertemporal allocation of
householdsexpenditures determines period-t output as a function of expectations of future
output, ination and the nominal interest, this doesnt constitute a constraint on the policy
problem as the central bank can always choose a nominal interest rate that satises this
equation. As a result, the only relevant constraints facing the policymaker are given by
(E.4) and (E.5). While the former prevents the central bank from simultaneously stabilizing
ination and output, the latter determines the evolution of the price dispersion, i.e., a key
source of welfare losses.
It will be convenient to rewrite the expressions for Ht; Kt in recursive form as in (4.2),
(4.3), and to use (E.4) to substitute for the variable t from the system. The resulting
restrictions (E.5), (4.2)(4.3) can then be expressed as in (1.2)(1.3) where
F (yt; t; yt 1)   t + f (t 1; Zt) (E.6)
g (yt; t; yt+1)  g(Yt; t)  Zt + (Zt+1) (E.7)
where




















































and the vector of endogenous variables is given by yt  [Yt;t; Ht; Kt]0 ; while Zt  [Ht; Kt]0
is a subset of the endogenous variables.
E.2 Steady State
We now show that an optimal steady state exists in which the ination rate is zero ( = 1).





or, in this model,
   + f   ; Z = 0 (E.8)
g( Y ; )  Z + ( Z) = 0 (E.9)
UY
 
Y ; ; 

+ gY ( Y ; )
0  = 0 (E.10)
U
 











0  +  Z( Z)0   I2  = 0; (E.12)
76
where Z = [ H; K]0 together with the steady-state versions of equation (E.4). We proceed by
conjecturing that the solution involves  = 1, and showing that a solution can be constructed
that satises all of the equations just listed.
We rst observe that (E.4) implies that a steady state with  = 1 must satisfy H = K:
Given this, (E.8) requires that  = 1; so that there is zero price dispersion. Condition (E.9)










































Since Z( Z)0 has an eigenvector [ 1; 1]0; with eigenvalue 1=; (E.14) is satised if and only
if 2 =  1:






gY ( Y ; ) =













1 =  2 = 	
(1  &) (! +  1) ;
where




is a measure of the degree of ine¢ ciency of the steady-state output level Y . Here we use
the fact that UY = uY   vY = 	uY and uY Y   vY Y =  uY YY (! (1 	) +  1) : (The rst of
these equations explains our interpretation of 	 as a measure of the degree of ine¢ ciency: a
positive value of 	 indicates that utility would be increased by raising Y ; maintaining zero
price dispersion and hence an equal level of production of each of the di¤erentiated goods.)
E.3 Canonical Decomposition of A  I
Evaluating the derivatives of F () and g () at the steady state, we can then construct the







24 0  0 0a21 0  1 0


















a21 = (1  &)uY
 
1   1 ; a31 = (1  &)uY (1 + !) :
The matrix pencil A   I pencil satises Assumption 2. We rst determine the minimal
degree associated with the matrix pencil A   I: Following Gantmacher (1959, chap. 12,
p. 30), the minimal degree of the matrix pencil A   I is the least value of the index l for
which the rank of the matrix
Ml =
l+1z }| {26666664
A 0    0
 I A ...
0  I . . . 0
...
. . . A
0 0     I
37777775
satises
rank (Ml) < (l + 1)m:
We observe that rank(M0) = 4 = (0 + 1) 4; rank(M1) = 8 = (1 + 1) 4, but that rank(M2) =
11 < (2 + 1) 4 = 12: The minimal degree of the matrix pencil A  I is therefore ~n = 2, so
that q = n  ~n = 1.
It follows from Lemma 3 that there exist nonsingular matrices P and Q of dimensions
3 3 and 4 4 respectively that satisfy





0 0 B02   J 02
3775P:
These matrices are given by
Q 1 =
2664
1 0 a21 a31
 (1 + ) 0 q23 q24
2 0 0 0
0 1 0 0
3775 ; P =
24 0 a21 (+ 1)  q23 a31 (+ 1)  q240 2a21 2a31
 0 0
35
where rank(Q 1) = 4 and rank(P ) = 3; and q23; q24 satisfy q23   q24 =  (a21   a31) : We
also have B2 =  and J2 = 1:
E.4 Target Variables
When evaluating the second derivatives of F () ; g () and the objective function  () at the
optimal steady state, the target variables  t and the target values  t are given by







 I4D2 (D1g)0	 ~t;
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0+ D1 (D1F )0+  0 
 I4 D1 (D1g)0+  1D3 (D3g)0	
=
24 UY Y + 0gY Y UY 012UY 0 012






















Here, we use properties of the second derivatives of F () and g (): D3

(D3F )



























where gY Y = @gY ( Y ; )=@Y; gY  = @gY ( Y ; )=@
















where ZZ = @vec
 
Z( Z)






 I4D2 (D1g)0	 =
24 UY  + 0gY U
021
35 ;
we can express the target gaps as
 t    t =  
24
 
UY Y + 
0gY Y

~Yt + UY ~t +
 




UY ~Yt +  fZ
 
; Z


















Linearizing the relationship implicitly dening Y t ; (4.6), we have
UY Y ~Y











where ~Y t = Y

t   Y : This allows us to rewrite the rst element of  t    t as 
UY Y + 
0gY Y

Y xt + UY ~t;
where xt = log (Yt=Y t ) =

~Yt   ~Y t

= Y +O(2) measures the welfare-relevant output gap.
The target gaps  t    t can further be simplied, by noting that a linear approximation of
(E.4) yields
t =   1  

























so that the target gaps can be rewritten as
 t    t =  
266664
 
UY Y + 
0gY Y

Y xt + UY ~t
UY ~Yt +  fZ
 
; Z
0 Et ~Zt+1 + U~t




t   K (1 )(1+!) ~t 1





t   K (1 )(1+!) ~t 1

377775 : (E.15)
E.5 Optimal Target Criterion
Since k1 = 0; the general optimal target criterion (3.20) reduces to
0 = zt 







Q 1 ( t    t ) :
Combining this with (E.15), we obtain
0 =

1  (1 + )L+ L2 0 a21   q23 1L a31   q24 1L

( t    t )
= (1  L) (1  L)
 
UY Y + 
0gY Y

Y xt + UY ~t















using (q23   q24) =  (a21   a31) to obtain the last equality.
Noting furthermore that a rst-order approximation of (E.6) around the optimal steady
state yields










(1  L) ~t = 0
for all t, we observe that the variable ~t drops out from the target criterion, so that (E.16)
reduces to
0 = (1  L)
 
UY Y + 
0gY Y











0 = (1  L) (t +  (1  L)xt) ;
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where the weight  on changes in output gap uctuations is given by
 =
 




(a21   a31)  (! + 1)

1   K
 = ! +  1 +	(1   1)  	 1( Y = C 1)!+ 1
 (! +  1 +	(1   1)) : (E.17)
To obtain the second equality in (E.17), we use (E.13) and the properties of the prefer-





 1 + Y = C

and vY Y Y
Y 2
vY
= ! (!   1) : We thus obtain the
representation (4.5) for the optimal target criterion, as stated in the text.
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