This paper builds upon earlier work of the authors in formulating the one-bit compressed sensing (OBCS) problem as a problem in probably approximately correct (PAC) learning theory. It is shown that the solution to the OBCS problem consists of two parts. The first part is to determine the statistical complexity of OBCS by determining the Vapnik-Chervonenkis (VC-) dimension of the set of half-spaces generated by sparse vectors. The second is to determine the algorithmic complexity of the problem by developing a "consistent" algorithm. In this paper, we generalize the earlier results of the authors by deriving both upper and lower bounds on the VC-dimension of half-spaces generated by sparse vectors, even when the separating hyperplane need not pass through the origin. As with earlier bounds, these bounds grow linearly with respect to with the sparsity dimension and logarithmically with the vector dimension,
I. INTRODUCTION
The field of "compressed sensing" has become very popular in recent years, with an explosion in the number of papers. In the interests of brevity, only a few references are cited here. A recent volume [1] is a compendium of articles on a variety of topics. The first paper in this volume [2] is a survey of the basic results in compressed sensing. Another paper [3] provides a very general framework for sparse regression that can be used, among other things, to analyze compressed sensing algorithms. Each of these papers contains an extensive bibliography. A recent book [4] contains a thorough discussion of virtually aspect of compressed sensing theory.
In OBCS, the objective is to recover an unknown sparse vector x, using measurements of the form sign( a i , x ) or sign( a i , x + b i ). In an earlier paper [5] , we studied the case where b i = 0, and interpreted the OBCS problem as a problem in probably approximately correct (PAC) learning theory, which is a well-established branch of statistical learning theory. A key concept in PAC learning is the Vapnik-Chervonenkis (VC-) dimension associated with the problem, which gives both upper and lower bounds on the statistical complexity of the problem. In earlier work [5] , we derived upper and lower bounds on the VC-dimension in the case where the measurements are of the form sign( a i , x ). These bounds are extended to the case of measurements of the form sign( a i , x + b i ). Using PAC learning theory, it is possible to find bounds on the number of measurements required Eren to reconstruct the unknown vector x to arbitrary accuracy, provided it is possible to construct an algorithm that is "consistent" or at least "asymptotically consistent." In this paper we suggest how to modify the well-known support vector machine (SVM) algorithm to achieve an asymptotically consistent algorithm. However, the asymptotic consistency of the proposed algorithm still needs to be proved.
II. BRIEF REVIEW OF PAC LEARNING THEORY
OBCS is aligned closely with the most basic version of PAC learning, known as concept learning, which is now briefly reviewed. For more details see [8] , [9] , [6] . Concept learning has the following "ingredients":
• A family of probability measures P on X. If P = P * , the set of all probability measures on X, then the problem is known as "distribution-free" learning.
Learning takes place as follows: A fixed but unknown set T ∈ C, known as the "target concept," is chosen. If P consists of more than one probability measure, a fixed but unknown probability measure P ∈ P * is also chosen. Then random samples {c 1 , c 2 , . . .} are generated. In the basic version of PAC learning studied in [6] , [7] , [8] , these samples are i.i.d. with distribution P . The case where the sample sequence can exhibit dependence is studied in [9] . For each sample c i , an "oracle" returns the value I T (c i ), where T is the fixed but unknown target concept. Therefore the data available to the learner consists of the set of "labelled samples"
In other words, an algorithm is any systematic procedure for taking a set of labelled samples and returning an element of the concept class C. The issue of whether A m is efficiently computable is ignored in statistical learning theory. The concept
is called the "hypothesis" generated by the first m samples when the target concept is T and the sample sequence is c = (c 1 , . . . , c m ). In the interests of reducing clutter, we shall use G m in the place of G m (T ; c) unless the full form is needed for clarity. Note that A m is a deterministic map, but G m is random because it depends on the random learning sequence {c i }.
To measure how well the hypothesis G m approximates the unknown target concept T , we use the generalization error
where ∆ denotes the symmetric difference between two sets, that is,
is the probability that a testing sample chosen at random according to the probability measure P is misclassified by the hypothesis.
The key quantity in PAC learning theory is the learning rate, defined by
Therefore r(m, ) is the worst-case measure, over all target concepts, of the set of "bad" samples c = (c 1 , . . . , c m ) for which the corresponding hypothesis G m has a generalization error larger than a prespecifie threshold . Note that the product probability measure P m is used if the learning samples are i.i.d. If they have some dependence, then P m should be the replaced by the joint probability measure of the first m samples.
Definition 1: An algorithm {A m } is said to be probably approximately correct (PAC) if r(m, ) → 0 as m → ∞, for every fixed > 0. The concept class C is said to be PAC learnable under the family of probability measures P is there exists a PAC algorithm.
One of the most useful concepts in PAC learning theory is defined next.
Definition 2: A set S ⊆ X of finite cardinality is said to be shattered by the concept class C if, for every subset B ⊆ S, there exists a concept A ∈ C such that S ∩ A = B. The Vapnik-Chervonenkis-or VC-dimension of the concept class C is the largest integer d such that there exists a set S of cardinality d that is shattered by C.
Therefore a concept class C has VC-dimension d if two statements hold: (i) There exists a set of cardinality d that is shattered by C, and no set of cardinality larger than d is shattered by C. If there exist sets of arbitarily large cardinality that are shattered by C, then its VC-dimension is defined to be infinite.
If a concept class has finite VC-dimension, then it is PAC learnable under every probability distribution on X; in other words, a concept class with finite VC-dimension is distribution-free PAC learnable. To state the relevant results, we introduce the notion of consistency. An algorithm is said to be "consistent" if it classifies all the training samples correctly. In other words, an algorithm is consistent if the hypothesis G m produced by the algorithm has the property that I T (a i ) = I Gm (a i ) for all i and m. Note that a consistent algorithm always exists if the axiom of choice is assumed. However, in some situations, it is NP-hard or NP-complete to find a consistent algorithm. We shall later however in OBCS the existence of a consistent algorithm can be estabished easily. With the notion of consistency in place, we have the following very fundamental result.
Theorem 1: ( [10] ; see also [9, Theorem 7.8] ) Suppose a concept class C has finite VC-dimension. Then C is PAC learnable for every probability measure on X. Suppose that d is an upper bound for VC−dim(C), and let {A m } be any consistent algorithm. Then, no matter what the underlying probability measure is, the learning rate is bounded by
where e denotes the base of the natural logarithm. Therefore
samples are chosen.
III. MAIN RESULTS
Throughout, n is some fixed and large integer. For x ∈ R n , let supp(x) denote the support of a vector, and let Σ k denote the set of k-sparse vectors in R n ; that is,
The basic problem in OBCS can be stated as follows: Suppose x ∈ R n is k-sparse, that is, x ∈ Σ k , where both n and k are known integers with k n. Is it possible to generate random vectors a i ∈ R n such that x can be approximated from the linear measurements y i = sign( a i , x )? Clearly the measurements y i are invariant under a transformation of the type x ← αx for all α > 0. So in this version of OBCS, at best one can recover only the direction of the vector x and not its magnitude. To overcome this shortcoming, the problem is reformulated as follows: Is it possible to generate random vectors a i ∈ R n and random numbers b i ∈ R such that x can be approximated from the linear measurements y i = sign( a i , x ) + b i ?
In order to embed the problem of one-bit compressed sensing into the framework of concept learning, we proceed as follows. Given an unknown vector x ∈ R n , define
Thus the OBCS problem can be posed as that of determining the unknown vector x given the measurements sign( a i , x + b i ), i = 1, . . . , m. Moreover, the one-bit measurement sign( a i , x ) equals 2I H(x) (a i , b i ) − 1, where I H(x) (·) denotes the indicator function of the half-space H(x). This is a PAC learning problem where the various entities are as follows:
• The underlying space Xwould be R n . • The σ-algebra S would be the Borel σ-algebra on R n . • The concept class C would be the collection of all half-
as x varies over Σ k , the set of k-sparse vectors in R n , • The family of probability measures P would be P * , the family of all probability measures on R n . The main enabler of the PAC approach to OBCS is an explicit estimate of the VC-dimension of half-spaces generated by k-sparse vectors. The following theorem is stated in [5] :
Theorem 2: Let H n k denote the set of half-spaces H n k (x) in R n generated by k-sparse vectors, as defined in (2), when b = 0. Then k(1+ log 2 (n/k) ) ≤ VC−dim(H n k ) ≤ 2k log 2 (en) .
(3) Now we state the following theorem: Theorem 3: Let H n k denote the set of half-spaces H n k (x) in R n generated by k-sparse vectors, as defined in (2) . Then k(1+ log 2 (n/k) ) ≤ VC−dim(H n k ) ≤ 2(k+1) log 2 (en) .
IV. DISCUSSION
In this paper, a bound on the VC-dimension of half-spaces generated by sparse vectors has been extended from the case of half-spaces passing through the origin to arbitrary halfspaces. This extended bound permits the analysis of the onebit compressed sensing (OBCS) problem from the case of measurements of the form y i = sign( a i , x ) where x is an unknown sparse vector, to the case of measurements of the form y i = sign( a i , x +b i ). In the former case, it is possible to recover only the direction of the unknown vector s but not the magnitude, because the measurements are invariant under a scale change of the form x ← αx for every α > 0. In the latter case, it is potentially possible to recover the vector x completely. It now remains to study various approaches to construct algorithms that are consistent or asymptotically consistent. This will be explored in future work.
