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Abstrakt
Tato práce se zabývá teoretickým popisem, návrhem a implementací programu pro sledo-
vání barevných objektů pomocí robota. Při zpracování obrazu je použit wrapper knihovny
OpenCV – EmguCV. Aplikace komunikuje s robotem a navádí jej tak, aby sledoval zadaný
barevný objekt. Program je implementován v jazyce C#.
Abstract
This work focuses on theoretical description, proposal and implementation of a program for
coloured object tracking by a robot. Picture processing uses wrapper of OpenCV library –
EmguCV. The application communicates with the robot and guides it to track a specified
coloured object. The program is implemented in C# language.
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Kapitola 1
Úvod
Hlavním cílem této bakalářské práce je navrhnout a implementovat konzoli, která bude
komunikovat s mobilním robotem, zpracovávat snímaný obraz a navádět robota tak, aby
sledoval zadané barevné objekty.
Návrh a implementace se skládá ze dvou částí. První část se věnuje implementaci kon-
zole, druhá část se zabývá zpracováním obrazu a hledá v něm barevné objekty.
Kapitola 2 popisuje teoretické znalosti nutné pro implementaci zadaného projektu, ka-
pitola 3 popisuje návrh programu a kapitola 4 detailní popis implementace programu. V ka-
pitole 5 je aplikace podrobena testům a v kapitole 6 jsou shrnuty výsledky této práce.
Motivace
S rozvojem technologií se práce člověka stále více nahrazuje prací robota. Od poloviny
minulého století nastává právě v oblasti robotiky velký rozmach a pomalu se blíží doba,
kdy budou roboti samostatně vykonávat většinu běžných prací.
Aby robot plně zastoupil lidský faktor, je nutné jej vybavit různými typy senzorů, které
by nahrazovaly lidské smysly. A jeden ze smyslů je právě zrak. Roboti zatím nedokáží plně
využít vidění ke klasifikaci problémů a jejich řešení, dokáží však využít vidění k předem
naplánovaným úkolům. Takový úkol může být právě sledování objektů. Identifikovat objekt
a sledovat jej může být pro člověka v některých případech složitý úkol, je tedy žádoucí
existence takových robotů, kteří tento úkol dokáží splnit. Tyto vlastnosti lze využít v mnoha
oborech, kterými jsou například bezpečnost nebo kosmonautika.
Zadání práce
Cílem práce je nastudovat algoritmy, které se zabývají sledováním objektů a využít k tomu
knihovnu OpenCV. Dalším bodem je prostudovat komunikaci s WI-FI kamerou umístěnou
na robotovi Surveyor. Pomocí získaných znalostí navrhnout program, který bude sledovat
barevné objekty pomocí kamery. Navržený program následně implementovat a otestovat
jeho úspěšnost.
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Kapitola 2
Teoretický rozbor
V této kapitole je rozebrán teoretický základ jednotlivých částí projektu důležitých pro
pozdější návrh a implementaci aplikace. První část kapitoly obsahuje teorii ke zpracování
obrazu, další část se věnuje knihovně OpenCV a jejímu wrapperu EmguCV. Poslední část
popisuje robota, na kterém je projekt implementován.
2.1 Zpracování obrazu
Tato sekce popisuje teoretický podklad pro hledání barevných objektů v obraze. Pro hledání
objektů je využit pouze HSV barevný model. Pokročilejší techniky hledání objektů v obraze
lze najít v [3].
Barevné prostory
Barvy, které se používají pro vytváření obrazu, jsou tvořeny kombinací několika základních
barev z barevného spektra. Barvy v RGB prostoru lze vyjádřit barevným vektorem,
jehož složky nabývají hodnot z intervalu 〈0, 1〉. Někdy bývají také uváděny v celočíselném
rozsahu 0 − 255, což odpovídá kódování každé ze složek RGB v jednom bajtu. Hodnota
0 znamená, že složka není zastoupena, maximální hodnota indikuje, že složka nabývá své
největší intenzity.
Složíme-li červenou, zelenou a modrou barvu v plné intenzitě, získáme barvu bílou, po-
dobně získáme stupně šedi skládáním všech tří barev se shodnou intenzitou. Pokud bychom
chtěli převést různobarevný obraz na šedotónový, nemůžeme použít prostý průměr barev-
ných složek. Jelikož oko vnímá různým způsobem intenzitu jednotlivých barevných složek,
používá se pro výpočet jasu empirický vztah
I = 0.29R+ 0.587G+ 0.114B. (2.1)
Barevný rozsah můžeme v prostoru RGB zobrazit prostorově jako jednotkovou krychli
umístěnou v osách označených postupně r, g a b. Počátek souřadnic odpovídá černé barvě,
zatímco vrchol [1, 1, 1] odpovídá barvě bílé. Vrcholy krychle, které leží na osách, předsta-
vují základní barvy a zbývající vrcholy reprezentují doplňkové barvy ke každé ze základních
barev.
Každému barevnému vektoru v prostoru RGB odpovídá v této reprezentaci jeden bod
krychle. Fialová barva, která je získána součtem červené a modré, je znázorněna bodem
o souřadnicích [1, 0, 1]. Odstíny šedi odpovídají bodům na diagonále krychle spojující černý
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a bílý vrchol [10].
Barevný prostor HSV definuje barvu trojicí složek, které však nepředstavují základní
barvy. Třemi paramtery jsou barevný tón (H, hue), sytost (S, saturation) a jasová hodnota
(V, value). Barevný tón označuje převládající spektrální barvu, sytost určuje příměs jiných
barev a jas je určen množstvím bílého světla. Pro zobrazení prostoru se používá šestiboký
jehlan (obrázek 2.1), jehož vrchol leží v počátku soustavy souřadnic HSV. Souřadnice s a v
se mění od 0 do 1, souřadnice h reprezentuje úhel a nabývá hodnot z intervalu 〈0°, 360°〉.
Vrchol jehlanu představuje černou barvu, jas roste směrem k podstavě a střed podstavy
reprezentuje barvu bílou. Sytost odpovídá relativní vzdálenosti bodu od osy jehlanu. Do-
minantní barvy tedy leží na plášti jehlanu, čisté barvy jsou po obvodu podstavy [2].
hodnota V
barevný tón H
sytost S
R(0°)
YG(120°)
C
B(240°) M
K
Obrázek 2.1: Geometrická reprezentace HSV prostoru
2.2 OpenCV
Knihovna OpenCV [9] je svobodná a otevřená multiplatformní knihovna pro manipulaci
s obrazem. Je zaměřena především na počítačové vidění a zpracování obrazu v reálném
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čase [6]. Zdrojový kód knihovny je napsaný v jazyce C a C++. Knihovna je platformně
nezávislá, lze ji používat pod operačními systémy Linux, Windows i Mac OS X.
Důraz je kladen na real-time aplikace, knihovna je také přizpůsobena na víceprocesorové
systémy a celkem obsahuje více než 500 funkcí pro zpracování obrazu a videa [1].
Knihovna OpenCV se skládá z několika částí:
 CXCORE obsahuje datové struktury, maticovou algebru, transformace dat, správu pa-
měti a zachytávání chyb,
 CV obsahuje funkce pro zpracování obrazu, detekci objektů a analýzu pohybu,
 MLL je část knihovny obsahující funkce pro strojové učení,
 HighGUI obsahuje funkce pro grafické uživatelské prostředí,
 CVCam je část, která obsahuje funkce pro obsluhu kamery.
Funkce použité pro hledání objektů
V této části jsou popsány funkce, které se v implementaci používají pro zpracování obrazu.
Funkce smooth blur se používá pro rozmazání obrazu a redukci šumu. Výhoda pou-
žití této funkce při hledání objektů je ta, že po aplikaci rozmazání zmizí z obrázku drobné
elementy, které vznikají například nekvalitním snímačem nebo snímáním za špatných svě-
telných podmínek. Také jsou díky rozmazání eliminovány ostré přechody objektů a nalezené
objekty pak mají tvary blízké reálným geometrickým objektům.
Pro převody obrázků do jiných barevných modelů se používá funkce convert. V imple-
mentaci tohoto projektu se využívá funkce pro převod z RGB barevného prostoru do HSV
prostoru. Matematicky se jednotlivé složky HSV vypočítají podle rovnice 2.2, ve které jsou
složky r, g a b červená, zelená a modrá barva, jejichž hodnoty jsou reálná čísla z intervalu
〈0, 1〉. Maximální hodnota se rovná největší z hodnot r, g a b. Minimální hodnota se rovná
nejmenší hodnotě z těchto složek [7].
h =

nedefinován, jestliže max = min
60°× g−bmax−min + 0°, jestliže max = rag ≥ b
60°× g−bmax−min + 360°, jestliže max = rag < b
60°× b−rmax−min + 120°, jestliže max = g
60°× r−gmax−min + 240°, jestliže max = b
s =
{
0, pokud max = 0
max−min
max = 1− minmax , jinak
v = max
(2.2)
Při výběru pixelů v obraze, které spadají do určitého intervalu, se využívá funkce
InRange. Tato funkce prochází každý pixel v obrázku a porovnává jej, zda patří do na-
staveného intervalu. Pokud pixel do intervalu patří, nastaví jeho hodnotu na 0xff, pokud
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nepatří, je jeho hodnota nastavena na 0.
Pro nalezení pozice objektu v obraze se používají funkce pro hledání kontur. Kontura
je seznam bodů, které reprezentují křivky v obraze. Je mnoho cest, jak tyto křivky repre-
zentovat, v OpenCV jsou reprezentovány v sekvencích. Každá sekvence obsahuje informaci
o pozici dalšího bodu křivky. Kontura v OpenCV je tedy sekvence bodů. Při použití funkce
pro hledání kontur cvFindContours je třeba nastavit mód vyhledávání kontur a také me-
todu jejich aproximace.
Módy vyhledávání jsou následující:
 CV RETR EXTERNAL vyhledává pouze krajní vnější kontury,
 CV RETR LIST vyhledá všechny kontury a vloží je do seznamu. Každá z těchto kontur
je svázána s ostatními pomocí odkazů na předchozí a následující konturu,
 CV RETR CCOMP vyhledá všechny kontury a zařadí je do dvouvrstvé hierarchie, kde
vrchní vrstva obsahuje hranice všech nalezených kontur, Spodní vrstva pak obsahuje
díry v konturách. Každá kontura, která obsahuje 2 vrstvy, je pak svázána s ostatními
pomocí odkazů na následující a předchozí konturu, Navíc však obsahuje odkaz díru
v kontuře (spodní vrstva), pokud ji obsahuje,
 CV RETR TREE vyhledá všechny kontury a zařadí je do hierarchie vnořených kontur.
Grafické zobrazení módů je na obrázku 2.2.
Aproximační metody kontur jsou následující:
 CV CHAIN CODE vrací kontury v Freemanově řetězovém kódování [1],
 CV CHAIN APPROX NONE překládá všechny body z řetězového kódu na body,
 CV APPROX SIMPLE komprimuje horizontální, vertikální a diagonální segmenty tak, že
nechává pouze jejich koncové body,
 CV CHAIN APPROX TC89 L1 a CV CHAIN APPROX TC89 KCOS aplikují jeden z Teh-Chino-
vých řetězových aproximačních algoritmů,
 CV LINK RUNS je odlišný algoritmus oproti výše uvedeným. Spojuje horizontální seg-
menty od počátku do konce. Jediný povolený vyhledávací mód u této metody je
CV RETR LIST.
Pokud je třeba kontury vykreslit, používá se funkce pro kreslení kontur cvDrawContours.
Při aplikaci funkce lze nastavit barvu vykreslení okrajových částí kontur i barvu vnitřních
kontur (díry). Dále lze nastavit úroveň, do které se budou kontury vykreslovat při použití
módů pro hledání kontur CV RETR CCOMP a CV RETR TREE [1].
EmguCV
Jelikož je celá aplikace naprogramována v jazyce C#, bylo třeba pro použití knihovny
OpenCV využít její wrapper. Nejvhodnějším wrapperem se ukázal být EmguCV [5].
Architektura wrapperu se skládá ze dvou vrstev. První vrstva obsahuje základní funkce
a struktury, které přímo odpovídají stejným funkcím a strukturám z OpenCV. Druhá vrstva
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c0
h00 h01c000 c010
h0000 h0100
c01000 c01001
CV_RETR_CCOMP CV_RETR_LIST
CV_RETR_TREE
CV_RETR_EXTERNAL
ﬁrst = c01000 - c01001 - c010 - c000 - c0
h0100 h0000 h01 h00
ﬁrst = c01000 - c01001 - h0100 - c010 - c000 - h01 - h00 - c0
ﬁrst = c0
h00 - h01
c000   c010
h0000   h0100
c01000 - c01001
ﬁrst = c0
Obrázek 2.2: Vyhledávací módy kontur
obsahuje funkce, které přinášejí výhody technologie .NET 1.
Při srovnání s ostatními wrappery knihovny OpenCV přináší EmguCV mnoho výhod.
Mezi hlavní výhody patří meziplatformní nezávislost. Tento wrapper je totiž naprogramo-
vaný a přeložený pomocí technologie Mono2. Lze jej tedy využívat v operačních systémech
Windows, Linux, Solaris a Mac OS X. Další výhoda je možnost využití ve více programo-
vacích jazycích. Mezi podporavané jazyky patří C#, VB.NET, C++ a IronPython.
2.3 Robot
Pro účely tohoto projektu je použit robot Surveyor SRV1q (obr 2.3) společnosti Surveyor
Corporation [8]. Jedná se o mobilního bezdrátového robota navrženého pro vykonávání
autonomních operací. Veškeré zdrojové kódy jsou open source3, je také zajištěna platformní
nezávislost. Firmware robota obsahuje i interpret jazyka C, lze tak spouštět předem napsané
skripty uložené ve flash paměti.
Hardwarové vybavení
Robot obsahuje procesor Analog Devices Blackfin BF537 pracující na frekvenci 500Mhz,
32MB SDRAM a 4MB Flash paměti, kterou lze využít na ukládání skriptů.
Pro snímání obrazu je robot vybaven kamerou Omnivision OV7725, která disponuje roz-
lišeními od 160x128 do 1280x1024 pixelů. Snímaný obraz je kódován v JPEG kompresi.
Komunikace s robotem probíhá pomocí bezdrátové sítě, robot obsahuje Lantronix Match-
port standardu WLAN 802.11g. Dostupnost signálu je 100 metrů uvnitř budov, 1000m na
volném prostranství.
1http://cs.wikipedia.org/wiki/.NET
2http://www.mono-project.com/main page
3software s otevřeným zdrojovým kódem
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Obrázek 2.3: Robot Surveyor SRV1q
Robot se pohybuje pomocí pásů, pro lepší ovládání je osazen čtyřmi motory. Rychlost ro-
bota se dá měnit zasíláním příkazů a pohybuje se od 20 do 40 centimetrů za sekundu. Dále
robot obsahuje 2 lasery, které se mimo jiné dají použít pro měření vzdálenosti objektů.
Firmware
Základní firmware robota obsahuje funkce pro snímání obrazu z kamery v rozlišeních
1280x1024, 640x480, 320x256 a 160x128 pixelů. Každý snímek je kódován v JPEG kom-
presi, jsou tak sníženy nároky na množství přenášených dat a robot může rychleji reagovat
na změny v obraze. Firmware dále obsahuje funkce pro základní operace s obrazem, které
však nebudou v tomto projektu využity. Pro ovládání pohybu robota disponuje firmware
funkcemi pro ovládání PWM4 a PPM5 rozhraní. Dále obsahuje vestavěný interpet jazyka
C. Veškeré skripty lze spouštěť přímo z Flash paměti (In-Application-Programming).
Pro nahrávání souborů obsahuje firmware XMODEM protokol.
4pulzně šířková modulace
5pulzně poziční modulace
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Firmware je veřejně dostupný na datovém úložišti společnosti Google6. Lze jej překládat
pomocí Blackfin Compiler and Debugger Toolchains. Návod na zkompilování a nahrání
firmwaru do robota je popsán v dodatku B. Verze firmwaru, na kterém bude fungovat tento
projekt, je obsažena na přiloženém CD (dodatek A).
Komunikace s robotem
Robot funguje jako TCP/IP server. Po připojení klienta čeká na požadavky, ty zpracovává
a vrací klientovi odpovědi. Jako příkazy se používají ASCII znaky, které jsou robotem
vykonány a klientovi je vrácena odpověď dvojího typu. První možností je odpověď pevné
délky. Ta začíná jedním znakem #, dále následuje text odpovědi. Pokud však za prvním
znakem # následuje druhý znak #, jedná se o odpověď různé velikosti. Tato možnost platí
speciálně pro snímání obrazu z kamery. Klientská konzole zašle robotovi znak I, robot
sejme obraz z kamery a vrátí odpověď. Je však třeba počítat s časovou prodlevou několik
milisekund, než robot odpověď zpracuje, sejme obraz a zakóduje jej do JPEG komprese.
Odpověď je pak ve tvaru ##IMJxs0s1s2s3..., kde x označuje velikost obrazu v pixelech –
1 = 80x64, 3 = 160x120, 5 = 320x240, 7 = 640x480 a 9 = 1280x1024. s0s1s2s3 odpovídá
velikosti přijímaných dat v bajtech. Celková velikost dat se vypočte podle vzorce 2.3.
velikost = s0 ∗ 2560 + s1 ∗ 2561 + s2 ∗ 2562 + s3 ∗ 2563 (2.3)
Po prvních deseti bajtech, které obsahují hlavičku s informacemi, pak následují data ob-
sahující samotný obrázek. Pokud po zaslání žádosti o sejmutí obrázku nepřijde odpověď,
znamená to, že je kamera právě zaneprázdněna. V tomto případě je třeba posílat požadavek
opakovaně, dokud nepřijde odpověď.
Po zapnutí robota se automaticky spustí příkaz V, který zpět klientovi vrací verzi firm-
waru. Typicky je po spuštění zpoždění 2 vtěřiny, behěm kterého se kamera a senzory inici-
alizují.
Pomocí příkazů lze ovládat pohyb robota tak, že po zaslání příkazu robot vykonává pohyb
do té doby, než dostane nový příkaz. Nebo lze nastavit rychlost pro jednotlivé motory a
dobu, po jakou bude jízdu vykonávat. Další příkazy slouží pro změnu rychlosti jízdy, pro
nastavení velikosti a kvality snímaného obrazu, dále robot obsahuje příkazy pro ovládání
laserů, pro ukládání a spouštění skriptů na FLASH paměti, příkazy pro vestavěné funkce
na zpracování obrazu, neuronové sítě a interpret jazyka C.
Seznam ASCII příkazů včetně jejich popisu je v dodatku C.
6http://code.google.com/p/surveyor-srv1-firmware
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Kapitola 3
Návrh programu
Tato kapitola popisuje návrh celého programu včetně popisu konzole, způsobu komunikace
mezi počítačem a robotem, snímání a zpracování obrazu. Dále je v této kapitole popsána
metoda pro hledání objektů v obraze. Implementovaný program se může v některých částech
lišit podle toho, jak se podařilo tento návrh implementovat.
3.1 Konzole
Konzole je aplikace zprostředovávající komunikaci mezi uživatelem a robotem. V této sekci
jsou navrženy všechny části konzole, které zajišťují komunikaci mezi uživatelem, připojení
k robotovi a plnění zadaných úkolů. Dále je popsán návrh, jak bude robot sledovat objekty
a jezdit za nimi.
Vzhled aplikace
Aplikace se bude skládat pouze z jednoho hlavního formulářového okna. Toto okno bude
obsahovat všechny potřebné prvky pro ovládání pohybu robota, zobrazování obrazu a také
nastavení parametrů pro sledování objektů. Velikost okna bude pevně daná, ideálně co
nejmenší, aby se dala aplikace spouštět i na menších mobilních zařízeních, které disponují
menším rozlišením, jako jsou například netbooky, palmtopy a ostatní mobilní zařízení.
Hlavní okno bude jako stěžejní prvek obsahovat komponentu zobrazující obrázky. Její
velikost se bude odvíjet od velikosti snímaného obrazu. Pod ní budou tlačítka pro veškeré
režimy jízdy. Firmware robota Surveyor porporuje 11 režimů jízdy, které jsou popsány
v dodatku C. Dále zde budou tlačítka pro změnu rychlosti jízdy a tlačítko pro zapnutí a
vypnutí laserů.
Na pravé straně okna budou ve vrchní části prvky obsluhující připojení k robotovi –
IP adresa a port, na které se počítač k robotovi připojí. Níže pak budou komponenty
nastavující parametry pro sledování objektů. Grafické rozvržení aplikace je na obrázku 3.1.
Komunikace s robotem
Jak již bylo uvedeno, robot funguje jako TCP server. Aplikace se k němu připojí a bude
s ním komunikovat pomocí zasílání a přijímání příkazů. Příkazy zasílané z aplikace do
robota budou jednoduché ASCII znaky. Obslouženy budou všechny funkce pro ovládání
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hlavní okno programu
ovládání jízdy robota
připojení k robotovi
prvky nastavující
parametry pro
sledování objektů
x
zobrazení informací
snímky z kamery
Obrázek 3.1: Návrh hlavního okna programu
jízdy robota a pro snímání obrazu. Zbytek funkcí není třeba pro potřeby tohoto projektu
implementovat.
Aplikace vždy odešle robotovi ASCII znak, počká, až jej robot zpracuje, a následně
přijme odpověď. Odpovědi mohou být dvojího typu. První jsou krátká potvrzení vykonané
činnosti jako je například změna směru jízdy. Druhý typ je odpověď obsahující nějakou
informaci. V tomto projektu jde o zjištění aktuální verze firmwaru a především o sejmutý
obrázek.
Jelikož při snímání obrazu robot neodesílá pouze data s obrázkem, ale také hlavičku
s informacemi o velikosti a rozlišení obrázku, je třeba tuto odpověď dále zpracovat.
Ovládání jízdy robota
Jízda robota bude implementována pomocí metod, které budou zasílat jednotlivé příkazy
robotovi. Tyto metody se budou dále používat při ovládání robota pomocí klávesnice nebo
jiných zařízení a také se budou používat při autonomní jízdě za sledovaným objektem.
Robota bude možno ovládat primárně pomocí tlačítek a klávesnice. Jako rozšíření je
možno naimplementovat ovládání jízdy pomocí herních zařízení jako jsou joystick, joypad
a volant. Ovládání pomocí klávesnice bude obsluhovat jednoduchý konečný automat, který
vyhodnotí stisknuté tlačítko a spustí příšlušnou funkci pro pohyb. Při ovládání pomocí
klávesnice bude třeba detekovat nejen stisknutí tlačítka, ale také uvolnění tlačítka. Při
stisknutí se robot rozjede avšak pokud by se nedetekovalo uvolnění, jel by robot stále
stejným směrem, dokud by se nestisklo jiné tlačítko. Při uvolnění je tedy třeba zavolat funkci
pro zastavení jízdy. Robot se tak bude ovládat stejně jako auta například v počítačových
hrách simulujících automobilové závody.
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Robot se nebude ovládat pomocí šipek, protože ty fungují ve formuláři jako přepínač
prvků, ale pomocí kláves používaných v počítačových hrách, tedy W A S D pro základní
směry pohybu. K otáčení robota budou sloužit klávesy Q E Z X 1 21.
Pro implementaci ovládání pomocí herních ovladačů se využije knihovna DirectX 2 [4].
Snímání obrázků
Jelikož je třeba, aby robot snímal a odesílal obrázky v pravidelných krátkých intervalech,
bude žádost o sejmutí implementována ve stále se opakující smyčce. Po stisknutí tlačítka,
které zapíná kameru, se spustí smyčka, která bude opakovaně zasílat ASCII příkaz I. Po
zpracování odpovědi se získaný obrázek zpracuje funkcemi pro hledání objektů. Výsledný
obrázek, ve kterém budou vyznačeny nalezené objekty, se pak zobrazí v hlavním okně
programu.
Pokud nastane při snímání chyba nebo pokud je kamera zaneprázdněna, přeskočí se
zpracování odpovědi a v dalším cyklu smyčky se bude znovu odesílat žádost o sejmutí
obrázku. Dále bude hlavní okno programu obsahovat tlačítko pro sejmutí a uložení jednoho
snímku. Tato operace bude probíhat stejným způsobem jako snímání ve smyčce, ovšem po
zpracování se obrázek nezobrazí v hlavním okně, ale otevře se formulář pro uložení souboru
na disk počítače.
Kvalita snímku půjde nastavit na stupnici od 1 do 8, kde 1 značí nejkvalitnější a 8
nejméně kvalitní obrázek. Toto nastavení také ovlivňuje rychlost snímání a odesílání snímků
z robota.
Zpracování chyb
Aby bylo zajištěno co možná největší autonomní chování robota, je třeba potlačit všechny
chyby, které nemají zásadní vliv na sledování objektů. Při výskytu méně závažných chyb
je třeba ukončit probíhající požadavek a soustředit se na zasílání opětovného požadavku,
dokud nebude robotem zpracován. Tyto méně závažné chyby budou zobrazeny pouze ve
spodní části programu jako textová zpráva, nebude tak při ovládání robota nutno potvrzovat
jejich výskyt, například jako při zobrazení dialogového okna čekajícího na reakci uživatele.
Závažnější chyby, například chyba spojení s robotem, budou znamenat ukončení činnosti
programu a uživatel se bude muset k robotovi znovu připojit.
3.2 Hledání objektů
Tato podkapitola popisuje návrh algoritmů pro hledání objektů v obraze. Jsou zde navrženy
režimy hledání a sledování objektů a způsob jízdy robota za nalezeným objektem.
Režimy určování hledaných objektů
Uživatel bude mít dvě možnosti, jak specifikovat barevný předmět, který chce robotem
sledovat. První možností bude, že si vybere z nabídky barvu a robot začne sledovat všechny
objekty dané barvy. Druhou možností bude, že uživatel v obraze určí předmět, který pak
bude robot sledovat.
1americké rozložení klávesnice
2http://msdn.microsoft.com/en-us/directx/default.aspx
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První možnost je tedy automatické určení objektu. V hlavním okně programu bude
umístěn rozbalovací seznam obsahující názvy barvy. Uživatel vybere jednu z nich a robot
pak bude hledat objekty této barvy. Dále již uživatel nebude nic nastavovat. Objekt, za
kterým se poté robot rozjede, bude vybrán na základě největšího obsahu z nalezených
objektů.
Manuální určení objektu je druhá možnost. Uživatel klikne myší do obrázku na objekt
který chce sledovat. Aplikace pomocí pozice myši zjistí barvu pixelu, na který uživatel
kliknul a bude dále sledovat objekty této barvy. Uživatel bude mít dále možnost pomocí
posuvníků měnit citlivosti při hledání objektů.
Režimy sledování objektů
Aby měl uživatel možnost si nejprve vybrat objekt pro sledování a pak až spustit samotné
sledování robotem, budou implementovány 3 na sebe navazující režimy zpracování obrazu.
První režim bude pouze snímat a zobrazovat obraz. Jakmile uživatel klikne na tla-
čítko, které zapne kameru, budou se v opakující se smyčce zasílat příkazy pro sejmutí
obrazu. Získaný obrázek bude ihned zobrazen v hlavním okně programu.
Druhý režim již bude po sejmutí obrázek dále zpracovávat. V tomto režimu se vyhodnotí
uživatelem nastavené hodnoty a zvýrazní se v obrázku i nalezené objekty. Uživatel má stále
možnost měnit citlivosti a nastavení parametrů pro hledání objektů, dokud mu nalezené
objekty nebudou vyhovovat. Všechny nalezené objekty budou obkresleny po obvodu světle
zelenou barvou a ten, který bude vyhodnocen jako objekt, za kterým se pak robot rozjede,
bude obepsán obdélníkem světle zelené barvy.
Jakmile bude uživateli vyhovovat nalezený barevný objekt, zmáčkne tlačítko pro jízdu
a spustí tím třetí režim. Robot se pak rozjede za objektem a bude jej sledovat.
Algoritmus pro hledání barevných objektů
Pro hledání barevných objektů v obraze se využije HSV barevný model (kapitola 2.1). Se-
jmutý obrázek se nejprve zbaví šumu pomocí rozmazání. Dále se převede z RGB barevného
modelu na HSV model. Následně bude každá složka tohoto modelu uložena jako samostatný
obrázek v odstínech šedi, kde hodnota jednotlivých pixelů bude odpovídat hodnotě dané
složky modelu. Aby byly z jednotlivých obrázků vybrány jen ty pixely, které odpovídají
hledané barvě, bude použita funkce, která porovnává jednotlivé pixely a pokud spadají do
zadaného rozsahu barev, nastaví jejich hodnotu na 0xFF, zbytek pixelů bude mít hodnotu
0. Z vytvořených 3 obrázků se pak udělá průnik, vznikne tak jeden obrázek, který bude
obsahovat pouze ty pixely, které na všech 3 obrázcích měly hodnotu 0xFF.
Na výsledný obrázek se použije funkce pro hledání kontur, pomocí které se zjistí po-
zice všech vybraných objektů. Ze všech nalezených kontur se do paměti uloží pouze body
z vrcholů obdélníka, který opisuje nalezený objekt. Aby byly všechny nalezené objekty
zobrazeny v obrázku a uživatel mohl měnit parametry pro hledání, pokud mu nevyho-
vují aktuálně nalezené objekty, budou všechny kontury vykresleny světle zelenou barvou.
Všechny nalezené kontury budou dále zpracovány funkcí, která vyhodnotí, jaký objekt se
bude následně robotem sledovat. Tento objekt bude v obrázku obepsán zeleným obdélní-
kem.
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Algoritmus pro nalezení správného objektu
Ze všech nalezených objektů je třeba vybrat ten, který buď uživatel označil, pokud používá
manuální režim hledání, nebo který je z nich největší. Nalezené objekty budou ohodnoceny
podle 3 kritérií a ten objekt, jenž bude mít ohodnocení nejlepší, pak bude robotem sledován.
Prvním kritériem bude obsah nalezeného objektu. Aktuální obsah každého objektu
bude porovnán s obsahem objektu, který byl vybrán v předchozím snímání. Nejvyšší oho-
dnocení dostane ten objekt, který bude mít rozdíl obsahů co nejmenší. Pokud se bude snímat
první obrázek a nebude existovat minule nalezený objekt, toto hodnocení bude vynecháno.
Druhým kritériem bude poloha nalezených objektů. Aktuálně nalezené objekty budou
porovnány s objektem vybraným pro sledování v přechozím snímání. Do porovnávání je
třeba zahrnout třetí kritérium, kterým je minulý směr jízdy robota. Ten objekt, který
bude mít rozdíl vzdálenosti na ose x nejmenší, bude ohodnocen nejlépe. Pokud bude robot
snímat obrázek poprvé a nebude tak existovat předchozí poloha nalezeného objektu, použije
se v manuálním režimu pro porovnání pozice na kterou uživatel kliknul myší. V případě že
bude robot v automatickém režimu, bude vybrán největší objekt.
Výsledné hodnocení se získá tak, že se pro každý objekt sečtou hodnoty udělené při
hodnocení prvního a druhého kritéria a objekt, který bude mít hodnocení nejvyšší, bude
následně vybrán a jeho pozice bude vrácena zpět jako výsledek metody.
Sledování objektu robotem
Pokud je aktivována jízda robota za objektem, rozjede se robot za objektem, který měl
nejvyšší ohodnocení. Směr jízdy se bude měnit podle pozice objektu v obraze. Robot bude
měnit režimy jízdy tak, aby udržel nalezený objekt uprostřed obrazu. Podle obsahu naleze-
ného objektu bude robot také určovat, kdy je již natolik blízko objektu, aby zastavil.
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Kapitola 4
Implementace
Tato kapitola obsahuje podrobný popis implementace celého projektu. Je rozdělena na dvě
části. První část se věnuje kompletní implementaci konzole, která komunikuje s robotem
a obsahuje všechny funkce potřebné pro realizaci sledování objektů. Druhá část popisuje
detailní implementaci algoritmů, které zajišťují zpracování obrazu a následné sledování
objektů robotem.
4.1 Konzole
V této sekci je popsána implementace konzole. Je zde popsáno grafické prostředí, dále
komunikace s robotem, především zpracování odpovědí. Další část této sekce se zabývá
pohybem robota, jeho ovládáním pomocí klávesnice a herního zařízení. V závěru je popsán
způsob zobrazení obrazu z robota.
4.1.1 Vzhled aplikace
Aplikace se skládá z jednoho hlavního formulářového okna, které obsahuje všechny prvky
potřebné pro ovládání robota a také pro nastavování barev, které budou robotem sledovány.
Na hlavním okně jsou umístěny tyto prvky:
 prvek zobrazující obraz snímaný robotem
 tlačítka ovládající jízdu robota
 tlačítka pro zrychlování nebo zpomalování jízdy
 tlačítko pro zapnutí/vypnutí laserů
 tlačítko pro zapnutí/vypnutí ovládání pomocí herního zařízení
 dvě textová pole pro zadání IP adresy a portu robota
 tlačítko pro připojení/ odpojení k robotovi
 dva popisky pro zobrazení stavu připojení a odpovědi na příkazy
 tlačítka pro snímání obrazu (pravidelné snímání, uložení jen jednoho obrázku)
 tlačítko s číselníkem pro nastavení kvality obrazu
16
 nabídka pro výběr režimu hledání
 rozbalovací nabídka obsahující barvy pro automatický režim
 posuvníky pro nastavení hodnot při manuálním režimu
Snímek aplikace je na obrázku 4.1.
Obrázek 4.1: Hlavní okno programu
Přístup k prvkům
Aby uživatel nemohl používat všechna tlačítka v případě, že například nebude robot při-
pojen, je naimplementována metoda enabled butt, která zajišťuje povolení přístupu k je-
dnotlivým prvkům v hlavním okně programu. Tato metoda buď povolí nebo zakáže přístup
k prvkům.
Při spuštění programu je standardně přístupné pouze tlačtíko připojit a textové for-
muláře na zadání IP adresy a portu. Pokud se aplikace k robotovi úspěšně připojí, jsou
dále zpřístupněna všechna tlačíka pro ovládání pohybu robota, zapínání a vypínání laseru
a připojení k hernímu zařízení. Dále tlačítka pro snímání obrazu a sejmutí obrázku pro
uložení. Lze také měnit nastavení kvality snímku a režim automatického nebo manuálního
hledání objektů. Obě textová pole jsou znepřístupněna.
Pokud uživatel zapne snímání obrazu z kamery, je dále zpřístupněno tlačítko pro hledání
objektů. Pokud je i to aktivováno, zpřístupní se poslední tlačítko na formuláři. To dá signál
robotovi, že se má za nalezeným objektem rozjet a sledovat jej.
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Zobrazování informací
K zobrazování informací, které robot zasílá aplikaci, slouží 3 prvky:
 obrázek picturebox1– zobrazuje grafická data
 textový popisek label1 – zobrazuje informaci, zda je robot připojen
 textový popisek label2 – zobrazuje veškeré textové odpovědi robota, dále pak chyby
vzniklé při běhu programu
Prvky nastavující parametry při hledání objektů
Hlavní okno obsahuje další prvky, pomocí kterých uživatel nastavuje parametry pro hle-
dání barevných objektů. V okně jsou tedy umístěny dva přepínače. Pomocí nich uživatel
vybírá, jaký režim hledání chce použít. Pokud je vybrán automatický režim, je zpřístup-
něna vysouvací nabídka, která obsahuje názvy základních barev. V manuálním režimu jsou
zpřístupněny 3 posuvníky, každý z nich určuje meze jednotlivých kanálů HSV prostoru.
4.1.2 Komunikace s robotem
Aplikace s robotem komunikuje pomocí zasílání a přijímání příkazů. Aby se počítač k ro-
botovi připojil, je třeba nastavit nové připojení počítač s počítačem. Poté budou robot
s počítačem pomocí bezdrátové sítě spojeni. V aplikaci se k robotovi připojuje jako k TCP
serveru. Je tedy implementováno socketové TCP/IP spojení. Robot má standardně nasta-
venou IP adresu na 169.254.0.10 a port na 1001. Síťová komunikace je naimplementována
jako objekt ntw z třídy Networks, který je ihned po spuštění aplikace vytvořen. Při komuni-
kaci s robotem se pak přistupuje k tomuto objektu a používají se metody v něm obsažené.
Po připojení zašle aplikace robotovi příkaz pro získání verze firmawaru – ASCII znak
V. Tím otestuje spojení a pokud se v textovém popisku ve spodní části okna zobrazí napří-
klad: Version - SRV-1 Blackfin w/picoC 0.93 10:27:32 - Jan 16 20101, je spojení
v pořádku navázáno. V případě, že k připojení nedošlo, zobrazí se chybová hláška. Pokud
se tato chyba opakuje, doporučuji robota vypnout a znovu zapnout.
Ukončení připojení
Jelikož jsou při běhu programu aktivní časovače a jsou využívány booleanové hodnoty
proměnných, je třeba všechny tyto prvky při ukončování připojení nastavit na počáteční
hodnoty. Jakmile dojde k ukončení spojení, je zastaven časovač timer1, který zajišťuje
pravidelné snímání obrazu, v případě, že je aktivní i druhý časovač, zajišťující určování
polohy herního zařízení, je i ten zastaven.
Všechny proměnné jsou pak nastaveny na počáteční hodnoty. Jedná se o informaci, zda
je aktivní herní zařízení, dále zda robot hledá objekty, sleduje je nebo má zapnutou kameru.
Je také změněna informace, zda byly již spuštěny motorky robota. Pokud robot zrovna
provádí nějaký pohyb, je jízda zastavena. Poté je ukončeno socketové spojení s robotem.
1veškerá implementace pracuje právě s touto verzí firmwaru, ta je uložena na přiloženém CD
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Odesílání a přijímání informací
Pokud je otevřeno socketové spojení s robotem, lze pomocí metody SendAndReceive() ode-
sílat příkazy a následně zpracovávat odpovědi na tyto příkazy. Tato metoda si nejprve zjistí
velikost posílaných dat, poté zkontroluje, zda byly již motorky spuštěny (bude vysvětleno
v kapitole 4.1.3). Data jsou pak odeslána robotovi.
Data jsou nyní přijímána do předem připraveného pole bajtů. V případě, že se nejedná
o obrázek, je načítání po načtení všech znaků ukončeno a odpověď se začne ihned zpracová-
vat. Pokud však odpoveď obsahuje obrázek, je při prvním načítání načtena pouze hlavička
obsahující informace o obrázku a dále je pak třeba načítat ve smyčce data do té doby, dokud
nedosáhnou velikosti obrázku uvedené v již zpracované hlavičce. Struktura hlavičky byla
popsána v kapitole 2.3.
Po načtení všech dat následuje oveření a zpracování přijatých dat. Data se dělí na dvě
skupiny:
1. data pevné délky – obsahují na začátku pouze jeden znak #
2. data různé délky – obsahují na začátku dva znaky #
Pokud se jedná o data pevné délky, je pomocí konečného automatu vybrána textová od-
pověď, která bude zobrazena v hlavním okně programu. Pokud se však jedná o data různé
délky, je dále zjištěno podle hodnot následujících bajtů, o jaká data se jedná. Jedná-li se
o obrázek, spustí se přijímání dat ve smyčce, která se opakuje, dokud nebude načtena ta-
ková velikost dat, jaká byla vypočítána z hlavičky. Poté se vymaže hlavička, tedy prvních
deset bajtů, a výsledná data jsou vrácena jako výsledek metody. V případě že se jedná
například o zjištění firmwaru, jsou smazány pouze první dva bajty obsahující znaky # a
zbytek odpovědi je pak vrácen jako výsledek metody.
4.1.3 Pohyb robota
V aplikaci jsou implementovány metody obsluhující všechny režimy jízd, které firmware
robota nabízí. Všechny se dají pohodlně volat z jakékoliv pozice programu, využívá je tak
ovládání pomocí tlačítek, kláves a herního zařízení. Dále tyto metody volá metoda, která
zajišťuje autonomní jízdu za nalezenými objekty. Režimy jízdy jsou následující:
 forward – jízda vpřed – metoda r forward()
 backward – jízda dozadu – metoda r backward()
 stop – zastavení jízdy – metoda r stop()
 drive left – jízda doleva – metoda r drive left()
 drive right – jízda doprava – metoda r drive right()
 drift left – posun2 doleva – metoda r drift left()
 drift right – posun doprava – metoda r drift right()
 back left – jízda vzad směrem doleva – metoda r back left()
 back right – jízda vzad směrem doprava – metoda r back right()
2pohyb pouze jednoho pásu – tzv. drift
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 rotate left – otočení na místě vlevo o 20°– metoda r rotate left()
 rotate right – otočení na místě vpravo o 20°– metoda r rotate right()
Při použití nějakého příkazu (vyjma stop a rotate) je činnost vykonávána do té doby, dokud
nepřijde nový příkaz.
Test motorků
V případě, že robot po spuštění ještě neprovedl žádný příkaz jízdy, je třeba motorky ”na-
startovat”. Výše uvedené příkazy totiž fungují až po aktivování motorků. V projektu je toto
implementováno pomocí booleanové proměnné motor, která signalizuje, zda již byly mo-
torky nastartovány. V případě, že nebyly, je robotovi zaslán příkaz M001. Jedná se o příkaz
určující rychlosti jednotlivých pásů a dobu vykonávání této rychlosti. První dvě čísla ozna-
čují rychlost jednotlivých pásů v hexadecimálním tvaru, třetí číslo označuje dobu, po jakou
bude robot vykonávat jízdu v milisekundách vynásobenou deseti. Úspěšnost nastartování
lze poznat podle toho, že motorky robota začnou mírně ”pískat”.
Rychlost jízdy
Aby bylo možno úspěšně sledovat objekty a jezdit za nimi, je důležité nastavit správnou
rychlost jízdy robota. Čím pomalejší jízda bude, tím více snímků robot před dosažením cíle
sejme a lépe určí jeho pozici. Toto pravidlo však neplatí pro rychle se pohybující cíle, které
nakonec robotu ujedou.
Jsou dva způsoby ovládání rychlosti jízdy. Prvním je zasílání příkazu Mxxx, který, jak
bylo uvedeno výše, nastaví rychlosti jednotlivých pásů a dobu vykonávání jízdy, pak zastaví.
To je však pro potřeby tohoto projektu nevýhodné, proto je naimplementována druhá
možnost jízdy. Ta má však tu nevýhodu, že vždy po zapnutí robota zůstane nastavena
standardní rychlost jízdy. Po připojení k robotovi je tedy automaticky rychlost jízdy snížena
zasláním pěti příkazů ”-”.
4.1.4 Ovládání
Jak bylo již uvedeno, pohyb robota lze ovládat několika způsoby. První způsob je pomocí
tlačítek v hlavním okně programu. Každé tlačítko má vlastní metodu, která je vykonána při
jeho stisknutí. Výběr tlačítek a jejich zařazení koresponduje s konzolí, která je ke stažení
na stránkách výrobce robota3.
Ovládání pomocí tlačítek má tu nevýhodu, že pro zastavení robota je nutno stisknout
tlačítko stop. To se však při testování ukázalo jako ne příliš vhodné řešení. Z tohoto důvodu
bylo naimplementováno také ovládání robota pomocí klávesnice.
Ovládání pomocí klávesnice
Aby bylo možno ovládat robota klávesnicí, jsou naimplementovány tyto dvě metody:
 Form1 KeyDown(object sender, KeyEventArgs e)
 Form1 KeyUp(object sender, KeyEventArgs e)
3http://www.surveyor.com/blackfin/SRV1Console.zip
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První metoda indikuje stisknutí klávesy. Pomocí hodnoty e.KeyValue je pak v konečném
automatu vybrán režim jízdy podle čísla stisknuté klávesy. Aby nedocházelo k opakova-
nému zasílání stejného příkazu, je při zjišťování klávesy zjištěn stav proměnné lockKey.
Tato proměnná ”zamyká”klávesy, pokud je zrovna nějaká stisknutá. Pokud tedy proměnná
lockKey nabývá hodnoty true, bude metoda ukončena bez změny režimu jízdy. V případě,
že by toto ošetření nebylo implementováno, bylo by robotovi v každé smyčce opakovaně
zaslán stejný příkaz, což by výrazně zahltilo komunikační protokol.
Metoda Form1 KeyUp(object sender, KeyEventArgs e) pak po uvolnění klávesnice
zašle robotovi příkaz, aby zastavil. Tento příkaz však platí pouze pokud byla uvolněna
tlačítka, která jsou využita pro pohyb (netýká se to například zapnutí/vypnutí laserů).
Robota lze ovládat způsobem používaným například u počítačových her v simulátorech
automobilových závodů. Nastavení tlačítek je následující4:
tlačítko funkce
W jízda vpřed
S jízda vzad
A jízda vlevo
D jízda vpravo
Q otočení o 20°doleva
E otočení o 20°doprava
Z jízda vzad vlevo
X jízda vzad vpravo
2 posun vlevo
3 posun vpravo
L zapnutí/vypnutí laserů
Ovládání pomocí herního zařízení
Jako rozšíření tohoto projektu bylo naimplementováno ovládání robota pomocí herního
zařízení. Podporovaná zařízení jsou:
 joystick
 joypad (gamepad)
 volant
Pro implementaci této části byla využita knihovna DirectX 5. Po stisknutí tlačítka, které
zapíná/vypíná ovládání pomocí herního zařízení, je zjištěn stav proměnné joystick. V pří-
padě, že je její hodnota false, spustí se metoda initJoy() umístěná v třídě Joystick. Tato
metoda si vytvoří seznam dostupných připojených zařízení a v případě, že jsou nějaká při-
pojena, vloží první zařízení do nového objektu. Pomocí metody SetCooperativeLevel()
nastaví interakci s hlavním oknem programu. Dále je toto herní zařízení nastaveno jako typ
joystick. Pomocí metody Acquire() je zařízení připojeno. V případě, že všechny tyto ope-
race proběhly v pořádku, vrací metoda initJoy() stav true a je spuštěn časovač timer2
zajišťující ovládání pomocí herního zařízení.
Při každém průběhu časovače je spuštěna metoda getJoyState(), která zjistí aktuální
pozici páky na souřadnicích x a y. Poté jsou tyto souřadnice předány jako parametry metodě
4americké rozložení klávesnice
5http://msdn.microsoft.com/en-us/directx/default.aspx
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getMotorCommand(), která podle souřadnic vybere režim jízdy, který pak robot vykoná.
Obě souřadnice jsou v intervalu 〈0, 65535〉. Režimy jízdy dle polohy páky na souřadnicích
jsou následující:
x y režim
0 – 21844 jízda vlevo
0 – 21844 21845 – 43689 posun vlevo
43690 – 65535 jízda zpět vlevo
0 – 21844 jízda rovně
21845 – 43689 21845 – 43689 zastavení
43690 – 65535 jízda dozadu
0 – 21844 jízda vpravo
43690 – 65535 21845 – 43689 posun vpravo
43690 – 65535 jízda zpět vpravo
Grafické znázornění poloh páky je na obrázku 4.2.
jízda vlevo
posun vlevo
jízda dozadu
vlevo
jízda dopředu
zastavení
jízda dozadu
jízda vpravo
posun vpravo
jízda dozadu
vpravo
x
y
0
21844
21844
43689
43689 65535
65535
páka
Obrázek 4.2: Režim jízdy v závislosti na poloze páky joysticku
Pokud je stisknuto tlačítko pro ovládání robota pomocí herního zařízení a proměnná
joystick obsahuje hodnotu true, ukončí se toto ovládání a je zastaven časovač timer2.
4.1.5 Snímání obrazu
Pro indikaci, zda je spuštěno snímání obrazu z kamery, slouží proměnná camera. V případě,
že je její hodnota true, je spuštěn časovat timer1, který v každé smyčce odešle robotovi
žádost o sejmutí jednoho snímku z kamery (zpracování odpovědi bylo popsáno v kapitole
4.1.2). Výsledek je uložen do proměnné typu MemoryStream, což je třída, která ukládá data
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přímo do paměti6. Z tohoto streamu je pak vytvořena bitmapa pomocí metody Bitmap().
Takto vytvořená bitmapa je pak buď dále zpracována metodami pro hledání objektů nebo
je přímo zobrazena v hlavním okně programu.
Při vypínání snímání kamery je třeba zastavit časovač. V případě, že robot vyko-
nává pohyb,je třeba jízdu zastavit a nastavit proměnnou indikující poslední režim jízdy
lastCommand na hodnotu, která odpovídá stavu ”zastaveno”. Následně se zjistí, zda robot
není v režimu, kdy autonomně jezdí za nalezenými objekty, pokud ano, je tento režim za-
staven a proměnná tracing je nastavena na false. Stejná operace se provede s proměnnou
finding, která indikuje, zda je zapnuté hledání a zobrazování nalezených objektů v obraze.
Data pro hledání objektů
V případě, že uživatel zmáčknul tlačítko, kterým se zapíná sledování a zobrazování naleze-
ných objektů, je v časovači timer1 po načtení obrázku z robota tento obrázek dále zpra-
cováván. Nejprve se připraví data pro ohodnocovací funkci (kapitola 4.2.3). Je vytvořena
nová datová struktura fObject, která obsahuje informace o minulém směru jízdy robota,
o obsahu a pozici minule nalezeného objektu.
Ihned po vytvoření objektu nalezeno, který bude obsahovat informace o minule sledo-
vaném objektu, je jako směr minulé jízdy zapsána hodnota proměnné lastCommand, která
je při inicializaci programu standardně nastavena na režim jízdy ”zastaveno”. Jako hodnota
minule nalezeného obsahu je zapsána hodnota proměnné lastArea, která je při inicializaci
nastavena na 0.
V případě, že je nastaven režim manuálního určování barevných objektů, jsou do ob-
jektu HSVgaps zapsány hodnoty jednotlivých posuvníků umístěných v hlavním okně pro-
gramu. Pokud je nastaven automatický režim vyhledávání objektů, je spuštěna metoda
setColors(), která zjistí z vysouvací nabídky, jaká barva je vybrána a do objektu HSVgaps
jsou pak zapsány příslušné hodnoty HSV intervalů pro vybranou barvu.
Hodnota minulé pozice nalezeného objektu se nastavuje těsně před inicializací metody,
která hledá objekty v obraze. Důvodem je, že při manuálním režimu uživatel klikne na
obrázek a vybere tak objekt, který chce sledovat. Tato pozice se tedy pak zapíše jako
minule nalezený objekt.
Zjišťování barev
Pokud chce uživatel sám určovat, který objekt se bude robotem sledovat, přepne si přepína-
čem na manuální režim. Aplikace pak čeká, až uživatel klikne myší na obrázek a vybere tím
daný objekt. Kliknutí je detekováno pomocí metody pictureBox1 Click(object sender,
EventArgs e). Ta v případě, že je skutečně vybrán manuální režim, zjistí pozici kurzoru
myši vzhledem k hlavnímu formulářovému oknu. Bod je pak vypočítán podle vzorce 4.1.
pozice = pozice myši s formulářem− pozice obrázku− pozice hlavního okna (4.1)
Ukládání a kvalita obrazu
V případě, že chce uživatel sejmout jeden obrázek a uložit jej na disk, je implementována
metoda, která pošle robotovi žádost o sejmutí obrázku, získaná data pak uloží do proměnné
typu MemoryStream, jak bylo popsáno výše, a výsledný získaný obrázek bude uložen na
pevný disk počítače.
6http://msdn.microsoft.com/en-us/library/system.io.memorystream.aspx
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Pro výběr cesty k uložení slouží prvek saveFileDialog. Ten je nastaven pro filtrování
JPEG obrázků. V případě, že uživatel vybere cestu, je na toto umístění uložen sejmutý
obrázek ve formátu JPEG7.
Pro nastavení kvality snímaného obrazu lze využít prvek numericUpDown1, jehož hodno-
ty jsou v intervalu 〈1, 8〉. Hodnota 1 značí nejkvalitnější obraz, 8 nejméně kvalitní obraz.
Při stisknutí tlačítka pro změnu kvality je robotovi poslán příkaz ve tvaru qX, kde X značí
číslo z číselníku. Při inicializaci programu je standardně nastavena hodnota 4. Pokud je
úroveň signálu při připojení k robotovi špatná a přijímaný obraz je poškozený, doporučuje
se snížit kvalitu obrazu.
4.2 Sledování objektů
V této sekci je detailně popsána implementace algoritmů, které zajišťují zpracování obrazu
s cílem nalézt barevné objekty a podle parametrů vybrat ten, který je pro sledování požado-
ván uživatelem a následně jej robotem sledovat. Nejprve jsou popsány datové struktury, se
kterými se v algoritmech pracuje, dále následuje podrobný popis algoritmu, který v obraze
hledá objekty. Všechny nalezené objekty jsou zpracovány algoritmem pro jejich ohodnoco-
vání, který je zde dále popsán. V závěru sekce je popsána implementace autonomní jízdy
za nalezeným objektem.
4.2.1 Operace s barvami
Aby bylo možno naimplementovat zpracování obrazu, bylo potřeba vytvořit několik dato-
vých struktur pro ukládání různých typů informací, které se při hledání objektů v obraze
používají.
Pro uložení pozicí jednotlivých nalezených objektů je vytvořena datová struktura s ná-
zvem rect. Ta v sobě uchovává celočíselné hodnoty pozic bodů obdélníka, který opisuje
nalezený objekt. Dále obsahuje metodu size(), která vypočítá obsah objektu a metodu
midpoint(), která vrací pozici středu nalezeného objektu. Další strukturou je obrPoz. Ta se
využívá jako typ, který vrací metoda hledající objekty v obraze. Obsahuje dva body, které
značí levý horní a pravý dolní vrchol obdélníka, který označuje nalezený objekt, za kterým
bude robot jezdit. Dále tato struktura obsahuje objekt Bitmap, ve kterém je uložen zpra-
covaný obrázek. Pro uchovávání celočíselných hodnot jednotlivých kanálů HSV prostoru je
vytvořena struktura hsv. Poslední naimplementovanou strukturou je struktura fObject. Ta
slouží pro uchovávání informací o objektu, který byl sledován v minulé smyčce zpracování
sejmutého obrázku. Obsahuje dvě celočíselné hodnoty, první značí obsah minule sledova-
ného objektu, druhá číselný režim jízdy, který robot při minulém snímání vykonával. Tato
struktura obsahuje jestě pozici Point, která označuje střed objektu, který byl sledován při
minulém snímání.
Zjištění barvy pixelu
Pokud uživatel pracuje v manuálním režimu hledání objektů, je třeba při kliknutí na obrázek
zjistit, jakou barvu má objekt, který uživatel označil. K tomuto účelu je vytvořena metoda
getHSV(). Jako parametry je předána pozice označeného bodu a také obrázek. Tato metoda
nejprve z obrázku odstraní šum a rozmaže jej pomocí funkce SmoothBlur(), následně je
7http://cs.wikipedia.org/wiki/JPEG
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obrázek převeden z RGB do HSV prostoru. Je vytvořen objekt ze struktury hsv a je naplněn
hodnotami jednotlivých kanálů z HSV pro vybraný pixel. Metoda pak tento objekt vrací
jako svou návratovou hodnotu. Zjištěná HSV hodnota barvy je pak spolu s intervaly pro
hledanou barvu použita jako parametr metody, která hledá barevné objekty.
HSV hodnoty barev
V případě, že uživatel pracuje v automatickém režimu, výbírá si již přednastavené barevné
HSV hodnoty. Všechny naimplementované barevné možnosti jsou shrnuty v následující
tabulce.
barva H S V interval H interval S interval V
červená 212 192 192 ±62 ±62 ±62
žlutá 30 152 152 ±10 ±103 ±103
zelená 55 138 138 ±25 ±117 ±117
modrá 100 138 138 ±20 ±117 ±117
růžová 147 138 138 ±27 ±117 ±117
Hodnoty H, S a V označují celé číslo z intervalu 〈0, 255〉, jejich intervaly pak číslo, které
se k následujícím hodnotám přičte a odečte a vznikne tak rozsah, který označuje pixely,
které do dané barvy náleží. Například pro žlutou barvu bude rozsah hodnot pro jednotlivé
kanály následující: H – 〈20, 40〉; S – 〈49, 255〉 a V – 〈49, 255〉.
4.2.2 Hledání objektů
Jádrem celého projektu je hledání barevných objektů v obraze. Algoritmy, které zpraco-
vávají sejmutý obraz a hledají v něm barevné objekty, jsou naimplementovány v třídě
ProcessImage, tato třída obsahuje deklarace výše zmíněných struktur, metodu pro zjištění
barvy pixelu, dále metodu pro hledání objektů a metodu pro ohodnocování objektů.
Metoda FindObject() má parametry obrázek Bitmap, dále hsv strukturu obsahující
barvu, která se bude hledat, hsv strukturu obsahující intervaly, podle kterých bude vy-
brán rozsah pixelů pro dané složky HSV modelu, strukturu fObject, ve které jsou uloženy
informace o objektu, který byl sledován při minulém snímání.
Algoritmus hledání objektů
Nejprve je do proměnné typu Image načten obrázek typu <Bgr, byte> (obrázek 4.3). Další
krok algoritmu je odstranění šumu a rozmazání objektů, barvy tak neobsahují ostré pře-
chody. Pro tuto operaci se použije funkce SmoothBlur(). Výsledek lze vidět na obrázku
4.4 Po rozmazání obrázku je vytvořena nová proměnná Image typu <Hsv, Byte> a do ní je
uložen zkonvertovaný obrázek. Nyní se již dále pracuje s obrázkem v HSV prostoru. Dalším
krokem je vytvoření pole obrázků typu <Gray, Byte> o třech prvcích. Každý prvek bude
obsahovat jeden kanál z HSV modelu. Obrázek je rozdělen funkcí Split() do těchto prvků.
Rozložené kanály jsou na obrázku 4.5.
Následuje výpočet intervalů pro jednotlivé složky HSV. Rozsah je vypočítán tak, že
od nastavené hodnoty pro každý kanál se nejprve odečte číslo udávající interval daného
kanálu. Tím ze získá spodní hranice rozsahu. Poté se k nastavené hodnotě přičte stejná
hodnota jako odčítaná a získá se vrchní hranice intervalu. V případě, že pro kanál Hue je
spodní hranice menší než 0 nebo horní hranice větší než 255, je potřeba vypočítat jednotlivé
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Obrázek 4.3: Krok 1: načtení obrázku
Obrázek 4.4: Krok 2: odstranění šumu a rozmazání obrázku
rozsahy zvlášť. První v intervalu 〈0, 255〉 a druhý 〈255, 0〉. Tyto hodnoty se týkají především
červené barvy, jejíž střed hue hodnoty je 0, při počítání intervalů je pak třeba zahrnout
zápornou hodnotu jako 255 + (hue - intervalHue) a kladnou jako hue + intervalHue.
Pokud jsou hodnoty rozsahů složek saturation a value menší než 0 nebo větší než 255, jsou
upraveny na tyto hraniční hodnoty.
Pro zobrazení pouze těch pixelů, které do vypočítaných rozsahů patří, je použita funkce
InRange(). Ta projde každý pixel obrázku a v případě, že tento pixel náleží do nastave-
ného rozsahu, změní jeho hodnotu na 0xff, pokud ne, nastaví jeho hodnotu na 0. Na ob-
rázku 4.6 jsou ukázané všechny tři kanály s pixely, které náležely do vypočítaného rozsahu.
V tomto příkladě byla nastavena jako barva červená s hodnotami rozsahů v intervalech:
hue ∈ 〈0, 20〉 ∪ 〈150, 255〉, saturation ∈ 〈130, 255〉 a value ∈ 〈130, 255〉.
Pokud jsou všechny tři kanály úspěšně zpracovány, je pomocí logického AND proveden
průnik všech kanálů do jednoho obrázku, ve kterém pak budou pouze ty pixely, které byly ve
všech třech kanálech společné. Na obrázku 4.7 je průnik předchozích tří kanálů z obrázku
4.6. Dalším krokem algoritmu je invertování barev. Funkce hledající obrázky pak bude
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hue saturation value
Obrázek 4.5: Krok 3: rozdělení obrázku na 3 kanály
hue saturation value
Obrázek 4.6: Krok 4: výběr pixelů z vypočítaného rozsahu
hledat černé objekty v obrázku. Invertovaný obrázek (4.8) se ještě před použitím funkce
pro hledání kontur opíše po obvodu bílým obdélníkem o tloušťce 1 pixel. Veškeré objekty,
které vystupují z obrazu, jsou tak ořezány. V případě, že by se přímo dotýkaly okraje
obrázku, nebyly by při hledání kontur zahrnuty.
Následuje použití funkce FindContours(), která hledá kontury v obraze dle zadaných
parametrů. Ještě před spuštěním je vytvořen seznam rects obsahující strukturu rect.
Je také vytvořen objekt typu MemStorage, do kterého se budou zpracovávaná data uklá-
dat. Jako parametr vyhledávací mód je nastaven CV RETR LIST. Všechny nalezené kontury
jsou pak vloženy do seznamu a pomocí příkazu HNext je lze všechny procházet. Parametr
určující aproximační metodu kontur je nastaven na CV CHAIN APPROX SIMPLE. Horizontální,
vertikální a diagonální segmenty jsou komprimovány tak, že zůstanou pouze jejich koncové
body.
Zpracovávány jsou nalezené objekty s obsahem větším než 20 jednotek a menším než
60000 jednotek. Všechny nalezené hraniční body kontur jsou vloženy do nově vytvořeného
pole a z tohoto pole jsou vybrány body určující vrcholy obdélníka, který je vložen do
seznamu rects. V Případě že režim sledování objektů je nastaven na sledování, ale ne
na jízdu, jsou ještě pomocí funkce cvDrawContours() vykresleny všechny kontury zelenou
barvou. Ukázka vykreslení je na obrázku 4.9
Seznam nalezených pozic obdélníků včetně dat o minule sledovaném objektu je nyní
zpracován metodou pro ohodnocování objektů (kapitola 4.2.3). Výsledný obdélník určený
touto metodou je pak vykreslen do obrázku zelenou barvou a obrázek (obr. 4.10) včetně
pozice nalezeného objektu je vrácen jako výsledek metody hledající barevné objekty.
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Obrázek 4.7: Krok 5: průnik kanálů
Obrázek 4.8: Krok 6: invertování barev
4.2.3 Vybírání cílových objektů
Protože metoda hledající barevné objekty nalezne všechny objekty dané barvy, je třeba
z nich vybrat ten, který pak bude robotem následně sledován. K tomuto účelu je naimple-
mentována metoda NajdiKonturu(), která zpracuje ze seznamu bodů obdélníka všechny
prvky, ohodnotí je podle několika kritérií a pak jako svou návratovou hodnotu vrátí sou-
řadnice objektu, jehož ohodnocení bylo nejlepší.
Ohodnocovací metoda
Parametry metody NajdiKonturu() jsou seznam obdélníků typu rect, dále obsah minule
sledovaného objektu a jeho pozice. Posledním parametrem je režim jízdy při posledním
snímání obrazu. Metoda vrací jako výsledek typ rect obsahující pozici objektu, který byl
vybrán metodou pro sledování robotem.
První krok algoritmu zjistí, zda je pozice minule sledovaného objektu nulová, v případě
že ano, jedná se o první snímání obrazu a automatický režim sledování. V takovém případě
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Obrázek 4.9: Krok 7: vykreslení všech kontur
Obrázek 4.10: Krok 8: vykreslení nalezeného objektu
jsou všechny prvky v seznamu procházeny v cyklu a je vybrán objekt s největším obsahem.
Ten je vrácen jako výsledek metody. V případě že je pozice nenulová, jedná se buď o první
snímání manuálního režimu a hodnoty pozice určují uživatelovo kliknutí nebo se jedná
o pozici minule sledovaného objektu.
Dalším krokem algoritmu je vytvoření pole celočíselných hodnot rating, které bude
obsahovat ohodnocení jednotlivých objektů. Následně je podle režimu jízdy v minulém
snímání změněna pozice objektu. V případě, že proběhl posun8 vpravo nebo vlevo, je
k pozici hledaného objektu na ose x přičteno nebo odečteno 80 pixelů. Pokud proběhla
jízda9 vlevo nebo vpravo, je k pozici na ose x přičtena nebo odečtena hodnota 20 pixelů.
V případě, že režim minulé jízdy byl pohyb vpřed nebo zastavení, pozice objektu se
nemění. Výsledné ohodnocení pozice objektu se vypočítá podle rovnice 4.2.
ohodnoceni[obj] = |(obj.stred.X−minulyObj.X) + (obj.stred.Y−minulyObj.Y)| (4.2)
8drift
9drive
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Dalším kritériem pro hodnocení je obsah. V případě, že minule sledovaný objekt má
nenulový obsah, je podle rovnice 4.3 přičteno k prvnímu ohodnocení druhé. Pokud je obsah
nulový, znamená to, že se jedná o první snímání a toto hodnocení se vypustí.
ohodnoceni[obj] + = |obj.obsah−minulyObj.obsah| (4.3)
Jakmile jsou všechny objekty ohodnoceny, následuje cyklus, který projde všechna oho-
dnocení a nalezne index toho, jehož číslo bylo nejmenší, tedy to, které se od hledaného lišilo
nejméně. Metoda pak vrací objekt rect ze seznamu rects s nalezeným indexem.
4.2.4 Jízda za objektem
V případě, že je aktivován třetí režim sledování, je tedy uživatelem stisknuto tlačítko GO, je
volána metoda TraceObj. tato metoda má jako parametry vrcholové body obdélníka, který
opisuje nalezený objekt. Algoritmus si nejprve vypočítá střed objektu vzhledem k celému
obrázku a dále zjistí, zda se objekt nenachází pod nebo nad zorným polem robota. V případě
že ano, je robot zastaven. Pokud délka objektu přesáhne na ose x 60 pixelů, je robot
zastaven. Značí to, že dostihnul sledovaný objekt.
Režimy jízdy
Aplikace má naimplementováno několik režimů jízd. Pro jejich správu je vytvořena pro-
měnná lastCommand, která v sobě uchovává číslo naposled vykonávaného režimu jízdy.
Program zasílá robotovi příkazy pro jízdu pouze v případě, že hodnota lastCommand je
od požadovaného režimu odlišná. Tím je zabráněno opakované zasílání stejných příkazů po
sobě.
Režimy jízdy jsou střídány podle pozice středu sledovaného objektu. Seznam režimů je
v následující tabulce. Grafické vyjádření je na obrázku 4.11.
číslo režimu metoda jízdy pozice středu na ose x
1 r drift left() 0 – 10
2 r drive left() 11 – 80
3 r forward() 81 – 240
4 r drive right() 241 – 310
5 r drift right() 311 – 320
6 r stop() –
4.3 Implementační prostředí
Aplikace byla naprogramována pomocí vývojového prostředí MS Visual Studio 2008 v jazyce
C#. K úspěšnému překladu v tomto vývojovém prostředí je nutné mít nainstalovány tyto
programy:
 OpenCV verze min. 2.010
 EmguCV verze min. 2.0.111
10http://sourceforge.net/projects/opencvlibrary
11http://sourceforge.net/projects/emgucv
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0
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230
240
>60
stop
stop
jízda rovně
jízda
vlevo
posun
vlevo
posun
vpravo
jízda
vpravo
stop
px0      10            80                                              240         310  320
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Obrázek 4.11: Režimy jízdy podle pozice středu objektu
 DirectX SDK verze August 200912
 .NET Framework verze 3.513.
Jako reference projektu jsou nastaveny tyto knihovny:
 Emgu.CV
 Emgu.Util
 Microsoft.DirectX
 Microsoft.DirectX.DirectInput.
Aplikace byla přeložena a testována na operačním systému MS Windows 7 32bit.
12http://msdn.microsoft.com/en-us/directx
13http://msdn.microsoft.com/en-us/netframework
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Kapitola 5
Testování
V této kapitole je popsáno testování naimplementované aplikace. V první části je podrobeno
testům především zpracování obrazu, dále je otestována úspěšnost ohodnocovací metody.
Poslední část se zabývá testováním jízdy robota.
5.1 Zpracování obrazu
Tato část popisuje testování kvality snímání obrazu a jeho následné zpracování při různých
světelných podmínkách.
Kvalita komprese
Při testování kvality snímků s různou úrovní JPEG komprese byl nasnímán jeden stejný
obrázek ve všech osmi režimech komprese. Úspěšnost nalezení dané barvy byla určena
pomocí součtu všech nalezených obsahů objektů. Jednotkou obsahu je pixel. HSV hodnoty
hledané barvy byly následující: H = 〈0, 20〉 ∪ 〈150, 255〉, S = 〈49, 255〉 a V = 〈49, 255〉.
kvalita q1 q2 q3 q4 q5 q6 q7 q8
obsah (px) 8041 8044 8093 8120 8143 8222 8197 8210
Tabulka 5.1: Nalezené plochy objektů při různých stupních komprese
Z tabulky 5.1 vyplývá, že při snižující se kvalitě obrazu se obsah všech nalezených ob-
jektů mírně zvyšuje. Příčinou je především pixelizace obrazu, která je vidět na obrázku 5.1.
Různé světelné podmínky
Testování za různých světelných podmínek ukazuje, jak algoritmus nachází objekty při různé
úrovni osvětlení. K testování byl využit stejný vzor jako v předešlém případě. Postupně byl
snižován jas okolí a obrázek opětovně snímán. V tabulce 5.2 jsou zaneseny jednotlivé na-
měřené hodnoty obsahů. Jednotkou obsahu je pixel. HSV hodnota hledané barvy je totožná
s předešlým testováním.
Jak ukazuje obrázek 5.2, při jasu okolí 20% byly nalezeny pouze 2 levé obdélníky. Tento
výsledek je dán změnou S a V složky při snižujícím se jasu obrázku.
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kvalita = 1                                                             kvalita = 8
Obrázek 5.1: Nalezení objektů při různé úrovni komprese
jas 100% 90% 80% 70% 60% 50% 40% 30% 20% 10%
obsah (px) 8120 8280 8507 8073 9641 9139 9789 5675 2126 29
Tabulka 5.2: Nalezené plochy objektů při různých světelných podmínkách
5.2 Ohodnocování objektů
Cílem testování v této sekci je především úspěšnost metody, která ohodnocuje nalezené ob-
jekty. Tato metoda byla podrobena testu při sledování statického i pohybujícího se objektu.
Při obou testech byly nastaveny stejné parametry pro nalezení zadané barvy objektu.
Statický objekt
Při testování úspěšnosti sledování statického objektu byl použit kulatý červený terčík, kolem
kterého byly v prostoru náhodně rozmístěny další červené objekty, které měly zmást robota
při jízdě. Ukázku z testování lze najít ve složce video na přiloženém CD. Bylo provedeno 20
testovacích jízd, hodnocení je tříbodové: symbol Xznačí úspěšnou jízdu, Ö značí neúspěšnou
jízdu a symbol  značí, že robot dosáhl cíle, ale během jízdy objekt minimálně jednou špatně
vyhodnotil. Naměřené hodnoty jsou v tabulce 5.3.
Z výsledku vyplývá, že úspěšnost sledování statického cíle je 75%. Neúspěch byl ve
většině případů způsoben tím, že sledovaný objekt se v zorném poli robota spojil s okolními
stejně barevnými předměty.
pokus 1 2 3 4 5 6 7 8 9 10
úspěch  X X X  X  X X 
pokus 11 12 13 14 15 16 17 18 19 20
úspěch X X X X  Ö  X X Ö
průměr 75%
Tabulka 5.3: Úspěšnost sledování statického objektu
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jas = 100%                                                             jas = 20%
Obrázek 5.2: Nalezení objektů při různé úrovni jasu
pokus 1 2 3 4 5 6 7 8 9 10
úspěch X X X Ö Ö X X Ö X X
pokus 11 12 13 14 15 16 17 18 19 20
úspěch Ö Ö X X X    Ö X
průměr 62,5%
Tabulka 5.4: Úspěšnost sledování pohybujícího se objektu
Pohybující se objekt
K testování pohybujícího se objektu byl použit stejný terčík jako v předchozím testu. Aby se
s ním dalo lépe manipulovat, byl připevněn na úzkou dřevěnou tyč. Cílem testu bylo navádět
robota tak, aby obkroužil objekt stejné barvy jako je terč. Stejně jako v předchozím testu
bylo provedeno 20 jízd a tabulka 5.4 ukazuje, že byla při stejném hodnocení naměřena
úspěšnost 62,5%.
Příčina poměrně nízké úspěšnosti je způsobena především kvůli pomalému snímání ka-
mery. Robot pomalu reaguje na rychlé pohyby terčíku.
5.3 Jízda robota
Předmětem testování této sekce je v jaké vzdálenosti od předmětu robot zastaví. Testování
proběhlo nejprve na základě snímané JPEG kvality, poté se zjišťovala závislost nastavení
délky pixelů (při jejiž dosažení robot zastaví) na reálné vzdálenosti od předmětu.
Zastavení v závislosti na kvalitě obrazu
V rámci testování bylo měřeno, v jaké vzdálenosti od objektu robot zastaví při různých
nastaveních kvality snímaného obrazu. Kvalita byla nastavena nejprve na hodnotu 1 (nej-
vyšší), poté na hodnotu 4 (střední kvalita) a v závěru na hodnotu 8 (nejnižší kvalita). Robot
automaticky zastaví, pokud objekt dosáhne délky 60 pixelů. U každé hodnoty kvality bylo
provedeno 20 měření.
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pokus 1 2 3 4 5 6 7 8 9 10
naměřeno (cm) 14 16 17 15 11 21 18 15 19 20
pokus 11 12 13 14 15 16 17 18 19 20
naměřeno (cm) 14 17 14 13 17 18 15 21 12 17
průměr 16,95 cm
Tabulka 5.5: Zastavení před objektem – nejvyšší JPEG kvalita
pokus 1 2 3 4 5 6 7 8 9 10
naměřeno (cm) 17 17 16 19 20 18 16 21 14 16
pokus 11 12 13 14 15 16 17 18 19 20
naměřeno (cm) 18 18 18 14 18 19 20 17 20 20
průměr 17,05 cm
Tabulka 5.6: Zastavení před objektem – střední JPEG kvalita
pokus 1 2 3 4 5 6 7 8 9 10
naměřeno (cm) 20 19 15 21 23 20 20 18 15 17
pokus 11 12 13 14 15 16 17 18 19 20
naměřeno (cm) 10 15 16 19 18 18 22 21 19 18
průměr 18,2 cm
Tabulka 5.7: Zastavení před objektem – nejnižší JPEG kvalita
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pokus 1 2 3 4 5 6 7 8 9 10
naměřeno (cm) 10 2 5 11 9 4 11 2 3 7
pokus 11 12 13 14 15 16 17 18 19 20
naměřeno (cm) 12 10 10 8 7 5 10 6 8 10
průměr 7,5 cm
Tabulka 5.8: Zastavení před objektem – délka 80 pixelů
pokus 1 2 3 4 5 6 7 8 9 10
naměřeno (cm) 27 34 32 26 28 26 22 27 32 29
pokus 11 12 13 14 15 16 17 18 19 20
naměřeno (cm) 24 25 27 24 29 10 25 24 30 28
průměr 26,45 cm
Tabulka 5.9: Zastavení před objektem – délka 40 pixelů
Z tabulky 5.5, která ukazuje test zastavení při nejvyšší kvalitně snímání, lze vyčíst, že
robot zastaví průměrně 16,95 cm před sledovaným objektem. Tabulka 5.6, která zobrazuje
vzdálenost od předmětu po zastavení při střední kvalitě snímání, ukazuje, že robot zastaví
průměrně jen o milimetr dále, než při nejvyšší kvalitně snímání. Větší rozdíl je však v tabulce
5.7, která ukazuje zastavení při nejméně kvalitním snímání. Rozdíl oproti předešlému tvoří
již více než 1 cm.
Výsledek pokusu ukazuje, že použití střední kvality snímání nemá oproti vyšší kvalitě
rozdílné hodnoty a je tak nejvhodnější pro použití v praxi. Se snižující se kvalitou robot
zastaví v delší vzdálenosti od objektu.
Zastavení v závislosti na velikosti objektu
Při tomto testu byla porovnána vzdálenost zastavení od objektu při různých nastaveních
délky pixelů sledovaných objektů. Všechny testy byly provedeny se střední kvalitou JPEG
komprese. Celkem byly provedeny 3 testy – pro délku objektu 80, 60 a 40 pixelů. Výsledek
testu pro 60 pixelů byl již použit v předchozím testováním a je v tabulce 5.6.
Tabulka 5.8 ukazuje délku zastavení před objektem v případě, že délka nalezeného ob-
jektu přesáhne 80 pixelů. Tabulka 5.9 pak ukazuje stejný případ, avšak pro délku nalezeného
objektu přesahující 40 pixelů.
Výsledek testování ukazuje, že rozdíl mezi jednotlivými vzdálenostmi je přibližně 10 cm.
Z toho vyplývá, že každý pixel velikosti objektu snižuje vzdálenost při zastavení přibližně
o půl centimetru.
V tabulce 5.10 je vypočítaná průměrná chyba, které se robot dopustí při zastavení před
objektem. Pokud je předem známa pozice objektu, lze porovnat požadovanou vzdálenost
zastavení se skutečnou vzdáleností zastavení od objektu. Celkem bylo provedeno 20 pokusů
se třemi požadovanými hodnotami vzdáleností. V prvním případě, kdy byla požadovaná
vzdálenost zastavení 7 cm před objektem, je průměrná chyba zastavení přibližně 2,33 cm.
Druhé měření s požadovanou vzdáleností 17 cm před objektem ukázalo průměrnou chybu
1 cm. V posledním měření, kdy byla požadovaná vzdálenost 27 cm, robot zastavil s průměr-
nou odchylkou 2,57 cm.
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pokus 1 2 3 4 5 6 7 8 9 10
požadovaná vzdálenost (cm) 7 7 7 7 7 7 17 17 17 17
skutečné zastavení (cm) 10 5 9 11 7 10 17 16 20 16
rozdíl (cm) 3 2 2 4 0 3 0 1 3 1
průměr 2,33 cm 1,00 cm
pokus 11 12 13 14 15 16 17 18 19 20
požadovaná vzdálenost (cm) 17 17 17 27 27 27 27 27 27 27
skutečné zastavení (cm) 18 18 17 27 32 28 22 32 25 27
rozdíl (cm) 1 1 0 0 5 1 5 5 2 0
průměr 2,57 cm
celkový průměr 1,95 cm
Tabulka 5.10: Zastavení před objektem – požadovaná a skutečná vzdálenost
Celková odchylka při zastavení ve všech pokusech činí 1,95 cm. Nejvýhodnější vzdále-
ností pro použití v praxi je podle testu 17 cm před objektem. Při této vzdálenosti zastavuje
robot s nejvyšší přesností. V programu je proto použita velikost objektu pro zastavení větší
než 60 pixelů, což odpovídá podle testů vzdálenosti 17 cm.
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Kapitola 6
Závěr
Výsledkem mé práce je konzole, která komunikuje s mobilním robotem a navádí jej tak,
aby sledoval zadané barevné objekty. Při práci jsem se zaměřil především na komunikaci
mezi počítačem a robotem, která se z počátku vývoje zdála být komplikovaná.
Hlavním bodem této práce je zpracování obrazu, k tomu jsem úspěšně využil knihovnu
OpenCV, především však její wrapper EmguCV. Největším úskalím bylo zajistit správné
určení nalezených objektů a výběr toho, který bude robotem sledován.
Díky konzoli, která umožňuje ovládání robota pomocí klávesnice a herního zařízení,
projevil o mou aplikaci zájem výrobce robota a po úplném dokončení by ji rád uveřejnil na
oficiálních stránkách jako alternativní konzoli pro ovládání robota Surveyor.
Jsem rád, že jsem díky této práci alespoň trochu vylepšil své znalosti v oblasti robotiky
a zpracování obrazu. Tato oblast mi přijde velmi zajímavá a rád bych se jí i v budoucnu
věnoval.
6.1 Možnosti rozšíření a další vývoj
Práce na tomto projektu mě bavila a určitě plánuji konzoli i metody pro hledání objektů
vylepšovat. Věcí, které je třeba vylepšit, je již teď mnoho. Největší pozornost si jistě zaslouží
třída, která se zabývá zpracováním obrazu. Metoda hledající objekty by se dala vylepšit
například o detekci hran, lépe by tak klasifikovala hranice objektů. Další vylepšení by se
dalo aplikovat v metodě, která ohodnocuje nalezené objekty. Přidáním dalších kritérií pro
hodnocení by se zvýšila úspěšnost výběru správného objektu. Za vyzkoušení by jistě také
stálo použití nějakého pokročilého alogritmu pro hledání objektů v obraze.
Projekt by se dal rozšířit o mnoho dalších funkcí. Jelikož většina moderních mobil-
ních telefonů obsahuje možnost WI-FI připojení, bylo by užitečné naprogramovat konzoli
a ovládání robota právě pomocí mobilního telefonu. Dalším rozšířením může být například
rozpoznávání textových příkazů v obraze a jejich vykonání robotem.
Zajímavé by také bylo implementovat hledání objektů přímo ve firmwaru robota, robot
by tak ihned po spuštění autonomně sledoval barevné objekty.
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Příloha A
Obsah CD
 src – adresář, obsahuje zdrojové kódy aplikace
– srv – adresář
– obj – adresář, obsahuje objekty pro překládání programu
– Properties – adresář, obsahuje data pro vývojové prostředí
– Form1.cs – zdrojový kód obsahující implementaci konzole
– Form1.Designer.cs – zdrojový kód obsahující rozvržení grafických prvků
– Form1.resx – soubor obsahující vložené objekty
– Joystick.cs – zdrojový kód obsahující metody pro ovládání herních zařízení
– Networks.cs – zdrojový kód obsahující metody pro síťovou komunikaci
– ProcessImage.cs – zdrojový kód obsahující metody zpracovávající obraz
– Program.cs – zdrojový kód obsahující hlavní třídu
– srv.csproj – projektový soubor vývojového prostředí
– srv.csproj.user – konfigurační informace vývojového prostředí
– srv.sln – projektový soubor vývojového prostředí
 bin – adresář, obsahuje spustitelný program
 library – adresář, obsahuje instalátory knihoven
 firmware – adresář, obsahuje firmware robota
 video – adresář, obsahuje praktické ukázky aplikace
 text – adresář, obsahuje zdrojové texty této zprávy
 README – soubor s návodem na instalaci a spuštění programu
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Příloha B
Instalace firmwaru robota
Tento projekt byl testován na robotovi, který měl nahraný firmware verze SRV-1 Blackfin
w/picoC 0.93 10:27:32 - Jan 16 2010. Binární soubor firmwaru je ve složce firmware
na přiloženém CD. V případě, že je třeba nahrát do robota firmware a starý nefunguje,
následující návod ukazuje, jak funkce robota obnovit:
1. stáhnout program ldr-utils1
2. stáhnout speciální verzi2 firmwaru pro rychlost 115kbps
3. pomocí terminálu se připojit na matchport robota na port 9999, v nabídce vybrat
Channel 1
4. Baudrate nastavit na 115200, flow control na 0, zbytek nastavení přeskočit a na-
stavení uložit
5. na robotovi oddělat jumper mezi piny 7 a 8 v bloku J1
6. v příkazové řádce spustit ldr -l -v srv1.ldr.recovery 169.254.0.10:10001
7. spojit jumperem piny 7 a 8
8. pomocí terminálu se připojit k robotovi na port 10001
9. napsat příkaz X a pomocí XMODEM protokolu nahrát firmware robota
10. po odeslání napsat příkaz zZ a potvrdit klávesou ENTER
11. připojit se terminálem na port 9999 a vybrat Channel 1
12. Baudrate nastavit na -1, divisor na 2, flow control na 2, FlushMode na 80, Pack
Cntrl na C0 a InterCh Time na 3
13. zbytek nastavení přeskočit a nastavení uložit
V případě, že jde pouze o aktualizaci firmwaru stejné rychlosti, provedou se pouze kroky 8,
9 a 10.
1http://www.surveyor.com/blackfin/ldr-for-windows.zip
2http://www.surveyor.com/blackfin/srv1.ldr.recovery
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Příloha C
Seznam příkazů robota
Tyto tabulky obsahují základní ASCII příkazy robota použité v projektu.
Příkaz Odpověď Popis příkazu
1 #1 robot couvá vlevo
2 #2 robot couvá rovně
3 #3 robot couvá vpravo
4 #4 robot jede vlevo
5 #5 robot zastaví
6 #6 robot jede vpravo
7 #7 robot zatáčí přímo vlevo
8 #8 robot jede rovně
9 #9 robot zatáčí přímo vpravo
0 #0 robot se na místě otočí vlevo o 20°
. #. robot se na místě otočí vpravo o 20°
+ #+ zvýší rychlost jízdy robota
- #- sníží rychlost jízdy robota
< #< vybalancuje poměr rychlostí kol nalevo
> #> vybalancuje poměr rychlostí kol napravo
Mabc #M přímé nastavení rychlosti a doby jízdy
robota
a = rychlost levých motorů,
b = rychlost pravých motorů,
c = doba * 10 milisekund
a #a nastaví rozlišení obrazu na 160x120 pixelů
b #b nastaví rozlišení obrazu na 320x240 pixelů
c #c nastaví rozlišení obrazu na 640x480 pixelů
d nebo A #A nastaví rozlišení obrazu na 1280x1024 pi-
xelů
D ##D - batery... zjistí stav baterie
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Příkaz Odpověď Popis příkazu
I #IMJxs0s1s2s3... sejme obrázek v JPEG kompresi
x = velikost obrázku v pixelech:
1 = 80x64
3 = 160x120
5 = 320x240
7 = 640x480
9 = 1280x1024
s0s1s2s3 = velikost obrázku v bajtech =
s0 ∗ 2560+ s1 ∗ 2561+ s2 ∗ 2562+ s3 ∗ 2563
l #l zapne lasery
L #L vypne lasery
gx #quality x\r\n nastaví JPEG kvalitu 1–8
V ##Version ... zjistí verzi firmwaru
X #XMODEM ... příjem dat pomocí XMODEM protokolu,
data jsou dočasně uložena v paměti
zZ ##zZ zápis dočasně uložených dat do flash pa-
měti
t ##time ... vypíše čas v milisekundách od posledního
resetu robota
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