The impact of tides on the simulated landfast ice cover is investigated. Pan-Arctic simulations are conducted with an ice-ocean (CICE-NEMO) model with a modified rheology and a grounding scheme. The reference experiment (without tides) indicates there is an overestimation of the extent of landfast ice in regions of strong tides such as the Gulf of Boothia, Prince Regent Inlet and Lancaster Sound. The addition of tides in the simulation clearly leads to a decrease of the extent of landfast ice in some tidally active regions. This numerical experiment with tides is more in line with observations of landfast ice in all the regions studied. Thermodynamics and changes in grounding cannot explain the lower landfast ice area when tidal forcing is included. We rather demonstrate that this decrease in the landfast ice extent is dynamically driven by the increase of the ocean-ice stress due to the tides.
Introduction
Immobile or almost immobile sea ice located near a coast is often referred to as landfast ice. Landfast ice is observed in many coastal regions of the Arctic [Yu et al., 2014] and of the Antarctic [Nihashi and Ohshima, 2015] . In the Arctic (the region of interest in this paper), large extents (up to hundreds of km into the sea) of landfast ice are observed in winter and spring in the East Siberian, the Laptev and the Kara Seas. In the Laptev Sea, grounded pressure ridges have been observed and identified as anchor points for the stabilization of the landfast ice cover [Haas et al., 2005; Selyuzhenok et al., 2017] . Modeling experiments suggest that grounding is also an important mechanism for the presence of landfast ice in the East Siberian Sea . As the Kara Sea is overall deeper than the East Siberian and Laptev Seas, grounding is less effective and it is thought that a series of islands act as pinning points for stabilizing its landfast ice cover [Divine et al., 2005; Olason, 2016] . In the Chukchi and Beaufort Seas, where the continental shelves are narrower than in the East Siberian and Laptev Seas, the landfast ice cover can extend a few tens of km away from the coast. Grounding is again an important physical process for explaining the presence of landfast ice in these regions [Mahoney et al., 2007 [Mahoney et al., , 2014 . Landfast ice is also present off the east coast of Greenland, in some coastal regions of Baffin Bay and Hudson Bay and in many inlets and channels of the Canadian Arctic Archipelago (CAA) where the ice is landlocked.
Landfast ice has an important impact on ocean-ice-atmosphere interactions. Indeed, as it is immobile, it decreases the transfer of heat, moisture and momentum between the c 2018 American Geophysical Union. All Rights Reserved.
atmosphere and the ocean. The offshore edge of landfast ice often exhibits polynyas that can be important sites for the formation of new sea ice [Dethleff et al., 1998 ]. It has also been shown that the landfast ice cover off the Siberian shelf plays a role in the formation of the Arctic cold halocline layer [Itkin et al., 2015] . The presence of landfast ice can, locally, strongly modulate the mean and the structure of the ocean flow through narrow straits such as Nares Strait [Rabe et al., 2012] .
Due to their low spatial resolutions and the lack of representation of some physical mechanisms such as grounding, sea ice models usually poorly simulate the landfast ice cover Laliberté et al., submitted] . With the increase in spatial resolution of ice-ocean forecasting systems and even of climate models, there is growing interest in better representing the formation, stabilization and break up of landfast ice. Hence, over the past few years, some modelers have modified the sea ice rheology and have developed parameterizations to better simulate landfast ice. Dumont et al. [2009] studied the impact of the ellipse aspect ratio of the standard viscous-plastic (VP) rheology on the simulation of the North Water Polynya ice bridge. In order to model landfast ice, König Beatty and Holland [2010] introduced a simple formulation for adding isotropic tensile strength to the standard VP rheology. Itkin et al. [2015] increased the ice strength in shallow regions in order to better simulate landfast ice. Olason [2016] studied the impact of some physical and numerical parameters of a VP model on the simulated landfast ice in the Kara Sea. Rallabandi et al. [2017] developed an analytical theory of the flow of sea ice through narrow straits and on the formation of ice bridges. Dansereau et al. [2017] investigated the simulation of ice bridges with the new Maxwell-elasto-brittle rheology. To represent grounding c 2018 American Geophysical Union. All Rights Reserved.
in shallow water, Lieser [2004] proposed a simple approach to set the ice at rest. Following the work of Lieser [2004] , Lemieux et al. [2015] introduced a parameterization that represents the seabed (or basal) stress in the momentum equation due to grounded ice ridges.
Recently, it was shown that landfast ice in the Arctic can be reasonably well simulated by using a grounding scheme and a modified VP rheology . However, Fig. 8 in Lemieux et al. [2016] indicates that the model clearly overestimates the presence of landfast ice in the Gulf of Boothia, Prince Regent Inlet, Lancaster Sound and to a lesser extent in Foxe Basin. Interestingly, these regions are known to experience strong tidal forcing. As tides were not included in the ice-ocean simulations of Lemieux et al. [2016] , this overestimation could be due to the absence of this forcing.
Tides are, in general, of small amplitude in the Arctic. They can be significant in many regions in Canadian waters (as mentioned above) and in regions such as the White Sea and the Barents Sea. In the latter region, tides are an important source of energy dissipation and control part of the heat loss from the Atlantic Water to the atmosphere and the dense water formation [Årthun et al., 2011] . These water mass transformations are important as they might determine the location of the ice edge. Observations show that enhanced turbulent mixing due to tides is associated with rough topography [Rippeth et al., 2015] . Tidal motion also has a direct dynamical impact on sea ice as it generates divergence-convergence cycles that affect the sea ice growth and melting [Koentopp et al., 2005] . Holloway and Proshutinsky [2007] also discuss this competition between a more important melt due to enhanced ocean heat fluxes and more absorption of solar radiation c 2018 American Geophysical Union. All Rights Reserved.
in summertime leads and larger ice growth due to the rapid openings and closings of leads.
Tides are also thought to play a role in the formation and maintenance of some Arctic polynyas [Hannah et al., 2009] .
In this paper, we will show that including tides notably decreases the simulated area of landfast ice in regions such as the Gulf of Boothia, Prince Regent Inlet, Lancaster Sound, Nares Strait and Foxe Basin. The objectives are to study the impact of tides on the simulated landfast ice (not the opposite) and to identify the mechanisms that lead to such a lower extended landfast ice cover in these regions. See for example Kowalik and Proshutinsky [1994] for a discussion on the influence of landfast ice on tides. Some authors have studied the impact of tides on the simulated pack ice (e.g. Kowalik and Proshutinsky [1994] , Koentopp et al. [2005] Luneva et al. [2015] ) but it is, to our knowledge, the first time that a numerical study focuses on the influence of tides on landfast ice. This paper is structured as follow. In section 2, the ice-ocean model is introduced and the experimental setup is described. Some model validations are shown in section 3. Observations and the methodology used for this study are presented in section 4. The main results are presented in section 5. Concluding remarks are provided in section 6.
Experimental setup
A pan-Arctic ice-ocean model is used to conduct two 10 year simulations (1 October 2001 -31 December 2010): one with 'no tides', referred to as NT and one with 'tides' c 2018 American Geophysical Union. All Rights Reserved. referred to as T. The sea ice model is CICE version 4.0 [Hunke and Lipscomb, 2008] with some modifications that include the UK Met Office CICE-NEMO interface [Megann et al., 2014] , the grounding scheme of Lemieux et al. [2015] and a modified VP rheology as described in . Including the seabed stress as in Lemieux et al. [2016] , the sea ice momentum equation becomes
where m is the combined mass of ice and snow per unit area,
D Dt
is the total derivative, t is the time, f is the Coriolis parameter, u i = u i i + v i j is the horizontal sea ice velocity vector, i, j and k are unit vectors aligned with the x, y and z axis of the coordinate system, τ a = τ ax i + τ ay j is the atmospheric stress, τ o = τ ox i + τ oy j is the ocean stress, τ b = τ bx i + τ by j is the seabed (or basal) stress term due to grounded ridges, ∇ · σ is referred to as the rheology term with σ the internal ice stress tensor with components given by σ 11 = σ xx , σ 22 = σ yy and σ 12 = σ xy , g is the gravity and H o the sea surface height. In CICE, the advection of momentum is neglected. In our model implementation, the stresses τ a and τ o are formulated as in Roy et al. [2015] .
CICE is based on a Viscous-Plastic (VP) rheology with an elliptical yield curve [Hibler , 1979] . To improve the simulation of landfast ice, the standard VP rheology is modified by setting the ellipse aspect ratio to 1.4 and by adding a small amount of isotropic tensile strength (k t =0.05, Lemieux et al. [2016] ). The basal stress parameters for the grounding scheme are the same as in Lemieux et al. [2016] , i.e., k 1 =8 and k 2 =15 Nm −3 . The momentum equation is solved with the Elastic-VP (EVP) approach [Hunke, 2001] . For c 2018 American Geophysical Union. All Rights Reserved.
a better numerical convergence of the Elastic-VP (EVP) solver we used a larger number (920) of subcycling iterations than the default value (120). CICE uses an ice thickness distribution (ITD) model, here with 10 thickness categories (as defined in Smith et al.
[2016]). The advective time step ∆t is 10 min.
The ocean model is NEMO version 3.6 [Madec, 2008] applied in a variable volume and nonlinear free surface configuration (with some modifications for the tides as explained below). Ocean mixing is parameterized with the turbulent kinetic energy scheme. 75 vertical ocean levels are used. As for the sea ice model, the ocean time step is 10 min. is used for the analyses.
c 2018 American Geophysical Union. All Rights Reserved.
The 0.25
• resolution CICE-NEMO configuration used for this paper is a testing platform for the 1/12
• short-term regional ice ocean prediction system (RIOPS) now running operationally. When implementing the tides in RIOPS, we noticed that the sea ice thickness field exhibited unrealistic values (more than 10 m) at the end of the growth season in some tidally active regions. Our investigation pointed out that the ice was too weak in these regions when using the ice strength parameterization of Rothrock [1975] (with modifications by Lipscomb et al. [2007] ). This problem was mitigated by using the ice strength parameterization of Hibler [1979] . This result is in a sense consistent with the study of Ungermann et al. [2017] who showed that pan-Arctic ice-ocean simulations are closer to observations when using the formulation of Hibler [1979] rather than the one of Rothrock [1975] . Hence, for the experiments described in this paper, the Hibler parameterization was used with the ice strength parameter (P * ) equal to the widely used value of 27.5 N m −2 . The other CICE physical parameters are set to the default values [Hunke and Lipscomb, 2008] .
Model validation
Our CICE-NEMO model has been extensively tested and validated in both global [Roy et al., 2015] and regional configurations. With the recent addition of tides and the switch from NEMO version 3.1 to version 3.6, the quality of the model simulations was re-examined. Some of these model validations are presented in Figures 2 and 3.
Except at the beginning of the time series, the simulated mean September sea ice extents for NT and T show behaviors very close to the one of the NSIDC observations c 2018 American Geophysical Union. All Rights Reserved.
( Figure 2a ). The two time series exhibit slightly larger extents than the NSIDC data but with downward trends similar to the observations. The 2007 minimum is also quite well captured by the simulations. Consistent with the results of Luneva et al. [2015] , the time series of the simulated total sea ice volume indicate that NT has slightly more volume than T (especially true in summer, Figure 2b ). The NT and T simulations tend to have more volume than the PIOMAS sea ice volume reanalysis [Schweiger et al., 2011] especially at the end of the melt season (more notable in 2007 and onward). The three time series exhibit comparable downward trends. This kind of comparison with the PIOMAS volume time series should be taken with a grain of salt as PIOMAS is also an ice-ocean model [Zhang and Rothrock , 2003 ] that does not assimilate any sea ice thickness data (although it assimilates ice concentration and sea surface temperature).
Figure 3 compares the simulated and OSU reconstructed amplitude and phase for the two most important harmonics (M2 and K1). 300 days were used for the harmonic analysis. In the regions shown in this figure that can exhibit an ice cover, these harmonics exhibit large amplitudes in the White Sea, Nares Strait and in Canadian waters (e.g.
Foxe Basin, Hudson Strait). For both harmonics, the spatial pattern of the simulation is very similar to the OSU one. However, the amplitude of the simulated M2 harmonic is usually underestimates compared to OSU (with a notable exception in Nares Strait).
The simulated tides are not perfect but we consider they are reasonable for this study. The number of months of landfast ice in the NT simulation is close to the number of months in the NIC analyses in coastal regions of the Arctic Ocean and in the Western part of the CAA. However, the NT simulation clearly overestimates the duration of landfast ice in the northern part of the CAA and in tidally active regions. In the northern CAA, the overestimation is due to the fact that some landfast ice survives the whole summer.
Note that multi-year landfast ice is rare but is sometimes observed in some channels of the CAA (e.g. Sverdrup channel, Serson [1974] ). In regions such as the Gulf of Boothia, Prince Regent Inlet and Lancaster Sound, however, the reason for the overestimation of the number of months in the NT simulation is different. Indeed, in these tidally active regions, the NT simulation exhibits an extended landfast ice cover in winter and spring while this is not observed.
Compared to the NT simulation, the number of months of landfast ice is notably reduced in the T simulation in the regions of strong tides. This suggests that, to the first order, the impact of tides on the landfast ice cover is local. For most of these tidally c 2018 American Geophysical Union. All Rights Reserved.
active regions, including the tides improves the simulation of landfast ice. Nevertheless, although the landfast ice is better simulated in Lancaster Sound when including the tides, there is too little landfast ice in Barrow Strait. There is even a double-arch feature in Barrow Strait (Figure 4c ) that is not present in the NIC analyses (Figure 4a ). A few small polynyas (e.g. in Penny Strait) can be seen in the T simulation while they are not present in the NT one (Figure 4 , see also Figure 9 ).
Including the tides also has a strong impact in Nares Strait where the NT simulation overestimates the number of months of landfast ice while the T simulation leads to an underestimation. In fact, the ice bridge does not form anymore when the tides are included. As the largest differences between the NT and T simulations are found in tidally active regions in Canadian waters and in Nares Strait, we will pay a particular attention to these regions.
To quantify if the tides overall improve the simulation of landfast ice, we have first defined four subregions (shown in Figure 1 ) based on the largest negative differences in Figure 4d (by visual inspection). We refer here to these subregions as the tidally active regions. An additional subregion (rest of CAA), where the differences are smaller, is also defined. We then calculated, for these subregions, the mean error defined as
i where the summation is performed over the n ocean cells of a given subregion, the superscript i refers to these ocean cells, S i is the surface area of the ocean cell i, S tot is the total ocean area of the subregion and N s is either N N T or N T . Table 1 gives the mean error results for the different subregions. The T simulation c 2018 American Geophysical Union. All Rights Reserved.
exhibits notable improvements in the number of months of landfast ice simulated in all the subregions. The improvement is particularly remarkable in the Boothia subregion (in yellow in Figure 1 ) as the mean error E drops from 3.91 months in the NT simulation to 2.06 months when including the tides.
To further illustrate the impact of the tides, Figure 5 shows the area of landfast ice in the tidally active region Boothia (in yellow in Figure 1 lation. This is, however, exceptional for the observed landfast ice extent in this region.
Indeed, over the last 10 years of observations (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , it is the only period with such an extended landfast ice cover in this region (not shown).
To understand what causes the overall lower presence of landfast ice in the T simulations compared to the NT one, we investigate the changes in sea ice conditions, in grounding and in the forcing. We also examine whether the reduction in landfast ice when including c 2018 American Geophysical Union. All Rights Reserved.
the tides is dynamically and/or thermodynamically driven.
First, in Figure 6 , we look at the differences in the ice volume per m 2 (in other words the mean thickness in a grid cell, simply referred to as the thickness). The thickness field is the January-May mean (for the period September 2004 to September 2007). Over most of the Arctic Ocean, the thickness fields are similar in the T and NT simulations.
However, north of the CAA and Greenland, the ice is usually thinner in T than in NT.
This could be due to the fact that the ice bridge does not form in T which leads to more export of thick ice through Nares Strait (this is beyond the scope of this paper and would require a more thorough investigation). There are also large differences between the T and NT simulations in the southern Gulf of Boothia, the southern part of Foxe Basin and in Hudson Strait (Figure 6b ). Overall, in these tidally active regions, the ice is clearly thicker in the T simulation.
As the ice is thicker in the T simulation (in tidally active regions), this might suggest that grounding is more effective. This would, however, contradict the lower extent of landfast ice in the T simulation in the tidally active region. Figure 7a shows the magnitude of the basal stress (associated with grounding, Lemieux et al. [2015] ) for the NT simulation. This figure indicates that grounding is an important mechanism mainly along the Russian and Alaskan coasts. Because Nares Strait and most channels of the CAA are relatively deep, grounding is not an important process in these regions. Apart from the eastern part of Foxe Basin where the increase in grounding in the T simulation is obvious, the other regions of the CAA show no increase (too deep) or a small increase of the basal c 2018 American Geophysical Union. All Rights Reserved.
stress due to an overall thicker ice cover (Figure 7b) . Hence, changes in grounding can certainly not explain the lower extent of landfast ice in the T simulation compared to the NT one; in fact the slight increase in grounding in the T simulation should favor the formation/stabilization of landfast ice.
The fact that the ice is overall thicker in tidally active regions in the T simulation (Figure 6b) indicates that the ice cover is more active and leads to more ice production. This can be seen in the January-May mean (absolute) divergence of the sea ice velocity (|∇·u i |, Strait. Note that the difference between the T and NT mean absolute divergence fields can be expected to be larger if higher frequency outputs were used, instead of daily means.
Monthly mean spatial averages of the thermodynamic ice growth (not shown) exhibit a similar qualitative behavior for the four tidally active subregions: there is more growth in the T simulation than in the NT one during the growth season, because the more mobile ice creates more open water. The larger growth in T compared to NT in all these subregions is an integrated result; this is not true at all the points of these subregions.
For example, the southernmost part of the Boothia region in the T simulation exhibits thicker ice, a slightly larger number of months of landfast ice and less thermodynamical growth than in the NT simulation.
As the ice strength based on Hibler's parameterization strongly decreases with the ice concentration, the ice strength is overall reduced in most of the tidally active regions (not shown) because the ice is overall less compact ( Figure 9 ). Two exceptions are the southern Gulf of Boothia and the southern part of Foxe Basin. The increase in the ice strength in these regions is associated with thicker sea ice ( Figure 6 ) and compact ice conditions ( Figure 9 ).
We claim that the lower extent of landfast ice in the T simulation (in tidally active regions) is largely dynamically driven by the ocean stress at the ice interface (i.e., the ocean-ice stress simply referred to as the ocean stress in this paper). Although the difference (T-NT) of the mean (January-May) amplitude of the ocean stress clearly indicates it is larger in T than in NT in tidally active regions (not shown), a more interesting and complete view of the impact of the tidal forcing on the sea ice cover is provided by calculating the rate of change of sea ice kinetic energy (KE) per unit area.
Following Bouchat and Tremblay [2014] , we computed the scalar product of the ice velocity vector and the different terms in the momentum equation (equation 1). Figure 10 shows the January-May 2006 mean rate of change of sea ice KE due to the atmospheric stress (E ai = u i ·τ a ), the ocean stress (E oi = u i ·τ o ) and the rheology term (
In the NT simulation, the ocean stress (Figure 10c ) and the rheology term (Figure 10e) dissipate KE almost everywhere in the domain; the KE input being provided by the wind stress term (Figure 10a ). The regions of landfast ice are easily recognizable with values of E ai , E oi and E r close to 0 W m −2 . As the state of stress is in the viscous regime when c 2018 American Geophysical Union. All Rights Reserved.
the ice is landfast, the very small E r in these regions is consistent with the conclusions of Bouchat and Tremblay [2014] , i.e. that the KE dissipated by the viscous regime is small and represents a negligible fraction of the total KE dissipated. Over most of the domain, E oi and E r in the T simulation (Figure 10d and f) are similar to the ones of the NT simulation. However, in regions of strong tides, the differences between the T and NT simulations are striking. In Foxe Basin, Nares Strait, the Gulf of Boothia and Prince Regent Inlet, the ocean stress term does not dissipate KE but to the contrary is a source of KE; it clearly acts to set the ice in motion. Moreover, E oi is generally much larger than the rate of KE input due to the wind in these regions (Figure 10b ). These zones of positive E oi in the T simulation are very well spatially correlated with zones of negative E r . This means that the ocean stress term in these tidally active regions increases the KE of the ice with a notable fraction of it being dissipated by the rheology term (by plastic deformations). Large wind stress events at the beginning of the period (October-November 2005) increase the KE at this point in both simulations (Figure 11a ). This leads to strong losses of KE due to the ocean stress term (Figure 11b ). Both simulations exhibit an active ice cover at this point (Figure 11d ). Starting in December, the NT simulation is almost always at rest; it exhibits a few episodes with a small non-zero ice speed. The last one occurs at the end of January and it is associated with a large wind stress event ( Figure   11a ). This is the same event indicated by the black arrow in Figure 5 . After this strong wind event, the ice in the NT simulation is landfast at this point up until the end of our high-frequency record. In the T simulation, the same point is never landfast and exhibits an ice speed that is clearly related to the tidal forcing (semidiurnal, diurnal and ∼14 day spring-neap oscillation). From the end of November 2005 to the end of May 2006, the ocean stress term is always a source of KE at this point in the T simulation. Interestingly, while the wind stress in the NT simulation is either zero or a source of KE, the wind stress in the T simulation can be a source or lead to a loss of KE (depending whether the wind is in the direction or in the opposite direction of the ice velocity vector). The rheology term dissipates quite a lot of KE in the T simulation except at the beginning and at the end of the period shown (because the ice strength is then very small, Figure 12c ).
In the NT simulation, the ice concentration is close to 1 at the end of November 2005
and stays like this up until May 2006 (Figure 12a ). In the time series for the T simulation, the ice concentration shows a lot more variability as the ice is still active. The more active and thicker ice in T than in NT (Figure 12b ) suggests there is more ice production in the T simulation than in the NT one. This is indeed the case as shown in Figure 12c . The ice c 2018 American Geophysical Union. All Rights Reserved.
strength in the T time series 'oscillates around' the NT one. On average, the ice strengths are similar because the decrease due to the lower ice concentration in the T time series is compensated by a higher thickness. Even when there are episodes for which the ice strength in the T simulation is larger than in the NT one, the ice is not fast due to the much larger ocean stress at the ice interface.
Another striking difference in the two time series is the behavior of the ice concentration, thickness and melt in May 2006 (Figure 12 ). The ice concentration and thickness start to decrease at the beginning of May in T while this happens at the end of the month for the NT time series. This is likely a consequence of the ice-albedo feedback (more absorption of solar radiation) due to the already slightly lower concentration at the beginning of May and the more active ice cover and possibly larger ocean heat fluxes (this would require further investigation).
Temperature and salinity profiles at this location also help to understand the interactions between the ocean and the sea ice (Figure 13 ). At the beginning of the period on 20
October 2005, the vertical structure of the temperature and salinity profiles in T and the ones in NT are relatively similar as opposed to the profiles at the end of period. Indeed, the profiles on 3 May 2006 indicate there is a lot more vertical mixing in T than in NT.
The fact that the warm layer bellow the mixed layer is eroded in T compared to NT (Figure 13a ) suggests there are larger vertical heat fluxes in T in winter at the ice underside but that this is more than compensated by increased heat loss to the atmosphere (consistent with more ice growth). The saltier mixed layer in T compared to NT could c 2018 American Geophysical Union. All Rights Reserved.
also be evidence of a greater ice production (due to salt rejection). These very different vertical profiles in T compared to NT could also (partly) be explained by the critical latitude effects of tides which tend to create very thick surface mixed-layers and bottom boundary layers [Luneva et al., 2015] . It is indeed interesting to notice the presence of a well mixed bottom layer in the T simulation that is present on the profiles of 20 October 2005 and 3 May 2006. A more complete understanding of the ocean vertical structure is beyond the scope of this paper and would require more investigation.
Concluding remarks
This paper addresses the following questions: 1) what is the impact of tides on the simulated landfast ice cover? 2) which physical mechanisms are involved?
Using a 0.25
• pan-Arctic ice-ocean model, a simulation without tides (NT) and a simulation with 13 tidal constituents (T) were conducted. When including the tides, the simulated landfast ice cover is strongly modified in tidally active regions; the area of simulated landfast ice is notably reduced and usually more in line with the observations. The most striking differences are found in the Gulf of Boothia, Prince Regent Inlet, Lancaster
Sound, Foxe Basin and in Nares Strait. The impact of tides on the landfast ice cover is mostly a local phenomenon; in regions with weak tidal forcing, the landfast ice cover in the T simulation is similar to the one in the NT simulation.
We demonstrate that the first order mechanism responsible for the lower extent of landfast ice in tidally active regions is the much larger ocean-ice stress in the T simulation c 2018 American Geophysical Union. All Rights Reserved.
than in the NT one. While, on average (January-May), the ocean stress dissipates ice kinetic energy (KE) everywhere on the domain in the NT simulation, the situation is very different in tidally active regions in the T simulation. Indeed, in these regions, the ocean stress is usually a source of sea ice KE; the largest inputs of KE by the ocean stress are on average found in Foxe Basin, Gulf of Boothia and Nares Strait. Moreover, in these regions, the rate of KE input is usually larger for the ocean stress term than for the wind stress. Also, in these regions, a notable fraction of the KE is dissipated by the sea ice rheology term (by plastic deformations). This is again a remarkable difference between the NT and T simulations.
These plastic deformations are characterized by a regular divergence-convergence (often with shear) cycle. On average (January-May) the ice concentration is lower in the T simulation than in the NT one in tidally active regions. These frequent openings in the sea ice cover lead to a higher production of new sea ice in the T simulation than in the NT one (mostly in Canadian waters). This is an indication that the lower extent of landfast ice in the T simulation compared to the NT one is not thermodynamically driven; the thicker ice in the T simulation should favor the formation/stabilization of a landfast ice cover.
In the simulations described here, constant atmospheric and oceanic neutral drag coefficients were used following the formulation of Roy et al. [2015] . We speculate that the processes described above could even be more important if form drag [Tsamados et al., 2014] was also considered. Essentially, we argue that the tidally induced divergencec 2018 American Geophysical Union. All Rights Reserved.
convergence cycle which leads to thicker ice in winter should increase the form drag and therefore further increase the ocean stress at the ice interface. This potential positive feedback mechanism would require to be investigated in an ice-ocean model that includes the effect of form drag.
Because the ice is usually thicker in tidally active regions in the T simulation than in the NT one, there is more grounding. However, this occurs over a few small regions (mostly in the southern part of the Gulf of Boothia and in the eastern part of Foxe Basin) as most channels and inlets are too deep for pressure ridges to reach the seafloor. In fact, in the CAA and in Nares Strait, grounding is not an important mechanism for the formation and stabilization of the landfast ice cover.
Although the simulation with tides leads to an overall better landfast ice cover than the NT experiment, the region of Barrow Strait is an exception. Indeed, compared to observations, the region free of landfast ice in this section of the Northwest passage extends too far west. Another interesting point about our simulations is the change in the landfast ice conditions in Nares Strait. In the NT simulation, the average number of months of landfast indicate there is an ice bridge that sometimes form in Nares Strait while the ice bridge does not exist in the T simulation. Compared to the observations, the NT simulation overestimates the number of months of landfast ice while it is the opposite for the simulation with tides (recall that, in Nares Strait, the amplitudes of our simulated tides are overestimated compared to the reconstructed OSU tides, Figure 3 ). These results suggest that some models (e.g. Dansereau et al. [2017] ) might be able to simulate the c 2018 American Geophysical Union. All Rights Reserved.
North Water Polynya ice bridge and landfast ice in some regions of the Canadian Arctic Archipelago due to a compensation of errors; the ice is too thin or too weak but the model still simulates landfast ice because tidal forcing is not considered.
To further improve the simulation of landfast ice, we are currently developing more sophisticated grounding and seabed stress formulations that depend on the ice thickness distribution. Moreover, in this framework, the sea floor is not considered to be flat but is rather expressed based on a probability distribution. As future work, we also plan to study the influence of landfast ice, tides and mixing in the CAA on the export of freshwater to subpolar convective regions. January-May 2006 mean (calculated from hourly outputs) rate of change of kinetic energy (KE) per unit area due to the atmospheric stress term (E ai ) for the NT simulation a) and the T simulation b). January-May 2006 mean (calculated from hourly outputs) rate of change of KE per unit area due to the ocean stress term (E oi ) for the NT simulation c) and the T simulation d). January-May 2006 mean (calculated from hourly outputs) rate of change of KE per unit area due to the rheology term (E r ) for the NT simulation e) and the T simulation f). Positive (negative) values in red (in blue) indicate that the term provides (removes) KE to the ice cover. The units for the six panels are W m −2 .
Region
c 2018 American Geophysical Union. All Rights Reserved. Time series at a point in the Gulf of Boothia of the ice concentration (a), the ice thickness (b) the rate of change of h due to thermodynamic processes (i.e., h =∂h/∂t in cm day −1 , c) and the ice strength (d). The NT simulation is in red and the T one is in blue.
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