Digital holographic microscopy (DHM) is a surface topography measurement technique with reported sub-nanometer vertical resolution. Although it has been made commercially available recently, few studies have evaluated the uncertainty or noise in the phase measurement by the DHM. As current research is using the DHM to monitor surface topography changes of dissolving materials under flowing water conditions, it is necessary to evaluate the effect of water and flow rate on the uncertainty in the measurement. Uncertainty in this study was concerned with the temporal standard deviation per pixel of the reconstructed phase. Considering the effects of solution flow rate, magnification, objective lens type (air or immersion), and experimental configuration, measurements under static conditions in air and in water with an immersion lens yielded the smallest amount of uncertainty (mean of ≤ 0.5 nm up to 40× magnification). Increasing the water flow rate resulted in an increase in mean uncertainty to ≤ 0.6 nm up to 40× with an immersion lens. Observations of a sample through a glass window at 20× magnification in flowing water also yielded increasing uncertainty, with mean values of ≤ 0.5 nm, ≤ 0.8 nm, and ≤ 1.1 nm for flow rates of 0 mL min ) did not significantly impact the uncertainty in the phase. Collecting holograms in single-wavelength versus dual-wavelength modes did impact the uncertainty, with the mean uncertainty at 10× magnification for the same wavelength being ≤ 0.5 nm from the single-wavelength mode compared to ≤ 1.5 nm from the dualwavelength mode. When the quantified uncertainty was applied to simulated dissolution data, lower limits of measured dissolution rates were found below which the measured data may not be distinguishable from the uncertainty in the measurement. The limiting surface-normal dissolution velocity is −10 −11.7 m s ) flowing water conditions in experiments with a glass window, respectively. The data presented by this study will allow for better experimental design and methodology for future dissolution or precipitation studies using DHM and will provide confidence in the data produced in postprocessing.
Introduction
Digital holographic microscopy (DHM) is a novel surface topography technique that has recently become commercially available. It is a quantitative phase microscopy technique capable of being configured for reflection or transmission microscopy, and it has been used for a variety of applications [1] , including static and dynamic surface metrology [2] [3] [4] [5] [6] [7] , particle tracking [8, 9] , tracking and monitoring of live biological cells [3, [10] [11] [12] , and monitoring surface dissolution [13, 14] or growth [15] kinetics. DHM and related quantitative phase imaging technologies have been extensively developed for the study of biological specimens [16] [17] [18] . The DHM operates by separating and recombining object and reference beams at a single wavelength to generate the interferometric data as a hologram, which is then numerically reconstructed to yield amplitude and phase information [19] [20] [21] , examples of which are shown in The primary advantage of DHM is that full-field two-dimensional (2D) holograms are collected at tens of frames per second and can be collected in situ.
The numerically reconstructed phase is directly proportional to height, therefore yielding threedimensional (3D) surface topography (see Fig. 1e ), with sub-nanometer vertical accuracy being reported [22] . However, one complication of the technique is the presence of inherent (intrinsic and extrinsic) noise [23] [24] [25] [26] [27] [28] [29] , which has not undergone a rigorous analysis to relate it to uncertainty in the measured phase (and therefore height) data. Furthermore, recent studies have utilized reflection DHM 1 to track in situ surface topography changes of dissolving mineral phases in static and flowing water [13, 14] , but it is inconclusive from those studies how the presence of water (or any solution) or the use of flowing water conditions affects the noise and uncertainty in the measurement. Therefore, the objective of the present study is to further quantify the uncertainty in such measurements in order to better understand the limitations of the instrument, sampling statistics, and minimum measurable surface topography changes. A reaction cell was constructed to contain a sample and allow continuous flow of water (or other solution). The cell was composed of polyether ether ketone (PEEK), which is chemically inert in most aqueous environments. Samples were affixed to a titanium stub, which was then screwed into the reaction cell, as shown in Fig. 3 . The same cell was used in solution flow experiments and can be configured to use an immersion lens (Fig. 3a) or use a glass window with an objective lens in air (Fig. 3b) . For each experimental configuration, the optical path length of the reference beam was adjusted to account for the object beam traveling through multiple media (e.g., air, glass, and water) to optimize coherence.
Fig. 2.
Lyncée Tec R2200 Series reflection DHM, indicating the object (O) and reference (R) beams [38] . Reproduced with permission from Lyncée Tec SA. 
Uncertainty in DHM Phase Measurements
The uncertainty was quantified in the measured phase (and therefore height) of a nominally flat glass slide with a thin film of chromium. The thickness of the chromium was measured by DHM at various locations on the sample to be about 80 nm to 100 nm; this was performed by examining sections of the surface that had been masked and did not have chromium. At this thickness, it is possible that the chromium layer is semitransparent, which would affect the results, because the reflected wavefront can be generated from both the top and the bottom of the chromium layer [39, 40] . Under the assumption that the chromium is transparent, the reflection, R, from the top of the chromium surface would be a function of the Fresnel reflection coefficients from the top (air-chromium interface) and bottom (chromium-glass interface) surfaces, r01 and r12, respectively, and the phase change, β, R = 01 + 12 exp(− 2 ) 1 + 01 12 exp(− 2 ) ,
where β is a function of the cosine of the incident beam angle, wavelength, layer index of refraction, and layer thickness [40] . The Fresnel reflection coefficient, rpq, at the interface of two media, p and q, for perpendicularly incident light is a function of the refractive indices of the two media, np and nq: At wavelength λ1, the refractive indices of chromium and glass are around 3.5 [41] and 1.5, respectively, so R is approximately 78 %, which suggests that even if the chromium is transparent, the reflectivity is relatively high. For very thin layers, it has been shown that chromium does demonstrate transparency (e.g., about 50 % transmittance with a wavelength around λ1 for an 18 nm chromium layer [42] ), but thicker coatings of chromium have demonstrated zero transmittance. For instance, Rauf et al. [43] found zero transmittance in the wavelength range of 300 nm to 700 nm for a chromium layer thickness of 200 nm, and Wang et al. [44] found zero transmittance at a wavelength of 550 nm for chromium layer thicknesses ≥ 100 nm. Therefore, it is assumed that the chromium layer thickness in the present study is thick enough to exhibit minimal effects, if any, of semitransparency. Actual quantification of the uncertainty was performed by evaluating the temporal standard deviation per pixel. As each phase map consists of 650 pixels by 650 pixels, two nominally defect-free regions were selected: One region was selected as the reference offset height, while another was selected as the regionof-interest (ROI) from which the samples were collected (Fig. 4) . The temporal standard deviation, s, was then defined per pixel along the time dimension for N number of holograms, where xi is the phase at a given pixel location in the phase map from the ith hologram, and ̅ is the mean phase at a given pixel location across N phase maps:
Type A uncertainty [45] is defined using the temporal standard deviation. The effects of three variables were considered: (1) magnification, which was changed using various objective lenses and which also influences the lateral resolution (see Table 1 ); (2) medium, which was air or water; and (3) water flow rate. Experiments under flowing conditions were separated into two categories: (1) measurements in flowing water using an immersion objective lens (see Fig. 3a configuration); and (2) measurements in flowing water using an objective lens in air and viewing through a glass window (see Fig. 3b configuration) . All experiments were conducted at ambient laboratory conditions at (23 ± 1) °C. The uncertainty was quantified by determining the temporal standard deviation of a given pixel from a given number of reconstructed phase images. For each experiment, unless otherwise noted, 100 holograms were collected at a frame rate of 25 s
, although the effects of sample size and hologram acquisition rate were also explored. The effect of sample size was investigated by randomly sampling a sequential subset of the 100-hologram data set. Subsets of 5, 10, 20, 30, and 50 holograms were taken.
As the uncertainty in the phase data was found to be a non-normal distribution, several metrics were used to describe the data set, including the mean, median, interquartile range (IQR), skewness, and kurtosis [46, 47] . The IQR is the difference between the 75th and 25th percentiles of the data, which is the middle 50 % of the data. The IQR is an indication of the data variability and provides a metric of the spread of the data and helps to identify outliers. Skewness is a representation of the symmetry (or asymmetry) of a distribution. A normal distribution has zero skewness. Positive skewness indicates that the distribution has more values to the right of the mean, while a negative skewness suggests the opposite. Kurtosis can be used to evaluate the normality of a distribution, where a kurtosis of 3 represents a normal distribution. Distributions with a kurtosis greater than 3 are more prone to outliers than a normal distribution or have heavy tails, while those with a kurtosis less than 3 are less prone to outliers than a normal distribution or have light tails.
Analysis and comparison of the uncertainty distributions across multiple configurations were performed using quantile-quantile plots and a two-sample Kolmogorov-Smirnov test. A quantile-quantile plot compares the quantiles from one data set to the quantiles of a second data set, which helps to assess if the two data sets are from a similar distribution. A reference line is shown in a quantile-quantile plot along with the data; if the two data sets are from a similar distribution, the plotted data points will fall along the reference line. The reference line represents a linear fit through the second and third quantiles of the two data sets (i.e., the middle 50 % of the data), which is then extrapolated for the first and fourth quantiles. A one-sample quantile-quantile plot can also be generated, which is used to compare the sample distribution to a known distribution (e.g., normal, Poisson, etc.) by plotting the quantiles of the sample against quantiles of an ideal distribution. One-sample quantile-quantile plots will also have a reference line that represents the linear fit through the second and third quantiles of the data. The two-sample Kolmogorov-Smirnov test https://doi.org/10.6028/jres.122.022 is a nonparametric test to evaluate if two data sets come from a common distribution. To make inferences between two distributions, multiple iterations of the Kolmogorov-Smirnov test were performed with random samplings of 100 data points from the large data set populations in this study. 
Measurements in Air
The uncertainty over 100 reconstructed phase maps collected at 25 s −1 was evaluated for each objective lens in air for λ1, and the resulting histograms are shown in Fig. 5 . The mean uncertainty and median uncertainty were less than 0.5 nm for all objective lenses (Table 2 and Table 3) . These values are similar to the value of 0.4 nm reported by Charrière et al. [2] from phase data collected from 4500 holograms with a 20× objective lens and a wavelength of 635 nm.
In Table 2 and Table 3 , the uncertainty appears to decrease with increasing magnification, considering the 50-and 100-hologram data sets, with the exception of the data at 5× and at 40×. In addition, the distribution, mean, and median uncertainty values at 100× appear to be significantly different from the other magnifications. However, when considering the resolution of the objective lens (i.e., 0.61λNA
, where NA is the numerical aperture) using λ1, the ratio of the resolution to the pixel size (Table 1) at a given magnification is 2.0, 2.4, 2.0, 3.0, 4.0, and 6.5 for the 2.5×, 5×, 10×, 20×, 40×, and 100× objective lenses, respectively. The ratio is greatest at 100×, which also yielded the lowest uncertainty. The uncertainty at 5× appears to be typically less than the uncertainty at 2.5× or 10×, which also correlates to the ratio of the resolution to pixel size. The ratio for the 40× objective lens is greater than the 20× objective lens, and the uncertainty is less for 40× compared to 20× magnification when considering 30 holograms or fewer. The resolving power and numerical aperture can be considered intrinsic factors affecting the uncertainty, although the data collected also include extrinsic factors, which influence the variability in uncertainty in Table 2 and Table 3 .
The effect of sample size on the standard deviation histogram is shown in Fig. 6 , and, as expected, the histogram shape was altered as a function of sample size. As can be seen in Table 2 , the sample size of holograms minimally affected the mean uncertainty for the majority of objective lenses. As a function of sample size, the uncertainty IQR shows that the middle 50 % of the uncertainty lies within 0.1 nm for sample sizes of 10 holograms or more and within 0.2 nm for sample sizes of 5 holograms (Table 4) .
The general shapes of these histograms are right-skewed and non-normal. For data collected from 100 holograms, the uncertainty is less skewed and more normal at higher magnifications (40× and 100×), as shown in Table 5 . The uncertainty distribution approaches normality at smaller sample sizes (e.g., phase data from 20 holograms or fewer), as shown in Table 6 . The skewness of the data is also evident in a quantile-quantile plot of the data (Fig. 7) , which shows that, relative to a normal distribution, the standard deviation data are skewed at the tails, particularly the right tail, which agrees with the findings from the analysis of the skewness value (Table 5 and Table 6 ). 
Measurements at Different Acquisition Rates
Using the 10× objective lens in air with λ1, 100 holograms were collected at two different acquisition rates of 25 s −1 and 12.5 s
. The same area of the sample was examined as the acquisition rate was changed. The uncertainties based on mean and median values were comparable between the two acquisition rates, being on the order of 0.4 nm to 0.5 nm, depending on the number of holograms (see Table 7 and Fig. 8 ). In general, the skewness and kurtosis values were slightly greater for data acquired at 12.5 s −1 relative to the 25 s −1 acquisition rate, but the IQR values were relatively unaffected. Quantile-quantile plots comparing the phase uncertainty at the two acquisition rates are shown in Fig. 9 , which suggest that the uncertainty distributions of the two acquisition rates may be similar. Therefore, a two-sample Kolmogorov-Smirnov test was used. To evaluate, 1000 iterations of the Kolmogorov-Smirnov test were conducted by randomly sampling 100 data points from the two data sets with different acquisition rates. The results suggest that the data sets are likely from similar continuous distributions, since, of the 1000 iterations, with 95 % confidence, 89 % of the Kolmogorov-Smirnov test results indicated that the distributions were the same between the 25 s −1 and 12. 
Measurements in Dual-Wavelength Mode
Using the 10× objective lens in air in dual-wavelength mode, 100 holograms were collected at an acquisition rate of 25 s . The holograms were collected using the λ1-λ2 and λ1-λ3 configurations. The uncertainty at each individual wavelength and the combined synthetic wavelength are summarized in Table  8 and Table 9 . For direct comparability, the same area of the sample was examined as the single λ1 experiment in Sec. 3.1. As seen in Fig. 10 , the synthetic wavelength increases the uncertainty, which is expected since the noise is additive [32, 34, [48] [49] [50] . Kühn et al. [32] reported an amplification of √2 in the synthetic-wavelength phase noise. Since the noise is additive, the sum of the standard deviations of the individual wavelengths multiplied by 1/√2 should yield the standard deviation of the synthetic-wavelength phase; the mean and median uncertainty values in Table 8 and Table 9 agree very well with this amplification value of √2.
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For phase data collected from the λ1-λ2 dual-wavelength mode, the phase uncertainty is on the order of 0.9 nm for the λ1 data, 1.3 nm for the λ2 data, and as high as 8.7 nm for the Λ12 data ( Table 8 ). The distributions are still non-normal and skewed right, but the λ2 and Λ12 data tend towards normality, particularly at smaller sample sizes, at least when compared to the phase data from Sec. 3.1. The IQR values for the single wavelengths are larger in dual-wavelength mode than in single-wavelength mode, with the Λ12 synthetic-wavelength phase uncertainty IQR being an order of magnitude greater than the singlewavelength phase uncertainty.
For phase data collected from the λ1-λ3 dual-wavelength mode, the phase uncertainty is on the order of 1.7 nm for the λ1 data, 1.1 nm for the λ3 data, and as high as 91 nm for the Λ13 data ( Table 9 ). The distribution characteristics are similar to the λ1-λ2 data in that the λ1-λ3 data are non-normal and skewed right, but they tend toward normality more so than the single-wavelength data in Sec. 3.1. For a similar dual-wavelength configuration as λ1-λ3 in this study, Kühn et al. [22] reported the temporal standard deviation of one pixel over a 15 s acquisition time (the number of holograms, though, was not reported) as 1.3 nm (λ = 657 nm) and 1.0 nm (λ = 680 nm), which agrees very well with the findings shown in Table 9 . The Λ13 synthetic-wavelength phase uncertainty IQR can be upwards of two orders of magnitude greater than the individual wavelength phase uncertainty IQR obtained in dual-wavelength mode. For comparison of phase data from single-and dual-wavelength modes, Fig. 11 shows the distributions for λ1 obtained from both single-and dual-wavelength modes, which clearly demonstrate that the uncertainty is greater in phase data from dual-wavelength mode compared to single-wavelength mode. Table 10 indicates that the uncertainty in the λ1 phase is increased by a factor of 2.0 to 3.3 when dualwavelength mode is used compared to single-wavelength mode. Quantile-quantile plots comparing the λ1 phase uncertainty from single-and dual-wavelength modes (Fig. 12) show that the plots deviate, suggesting that they likely do not come from the same distribution. The two-sample Kolmogorov-Smirnov test using 1000 iterations indicated, with 95 % confidence, that the λ1 phase uncertainty from the single-wavelength mode is not from the same distribution as either of the λ1 phase uncertainty data sets collected in dualwavelength mode. 
Measurements in Flowing Water (with an Immersion Objective)
Using the 20× and 40× immersion lenses in distilled water, the uncertainty was determined over 100 reconstructed phase maps collected at 25 s . These flow rates were selected because 15 mL min
was the slowest repeatable flow rate that the pump could output, and 62 mL min −1 was the fastest flow rate that the reaction cell could handle with the immersion lens. The same area of the sample was examined as the flow rate was changed. For the 20× (Table 11 and Table 12 ) and 40× (Table 13 and Table 14) immersion lenses, the mean and median uncertainty increased with flow rate (Fig. 13 ), although the uncertainty was similar between flow rates of 15 mL min −1 and 33 mL min , the uncertainty was less than 0.5 nm at both 20× and 40×, while at a flow rate of 62 mL min With regard to the normality of the data as evaluated by skewness and kurtosis, similar trends to Sec. 3.1 can be seen for the immersion lens data, namely, with regard to the distributions approaching normality with increasing magnification and decreasing sample size. With increasing flowing conditions, however, the skewness and kurtosis values both increase, indicating more positive skewness and a greater number of outliers (Table 15) . Therefore, while the mean or median uncertainty value may not be greatly affected by slower flow rates (e.g., 15 mL min −1 and 33 mL min
), the distribution skews to a greater number of outliers as the flow rate increases, particularly at high flow rates (e.g., 62 mL min
), suggesting greater potential for uncertainty in the phase data as flow rate increases. The IQR also increases as the flow rate increases (Table 15) , with the IQR from 62 mL min −1 potentially being twice the IQR value in static water. At 62 mL min , and 33 mL min −1 conditions. The magnitudes of the IQR values are comparable to the IQR for measurements in air from Sec. 3.1, although the IQR may be greater for the immersion lens data compared to measurements in air at a given number of holograms; for example, with 10 holograms at 20× magnification, the IQR is 0.15 nm for static conditions with the immersion lens, compared to 0.11 nm for measurements in air.
A quantile-quantile plot also demonstrates that the uncertainties at flow rates of 0 mL min −1 and 62 mL min −1 do not come from the same distribution (Fig. 16 ). Additionally, quantile-quantile plots comparing other flow rates suggest that the 0 mL min −1 and 15 mL min −1 uncertainties come from similar distributions (Fig. 17a) , while the 15 mL min −1 and 33 mL min −1 uncertainties may not (Fig. 17b) . A plot of the empirical cumulative distribution function (ECDF) suggests similarities in the distributions for 0 mL min , and 33 mL min −1 (Fig. 18) . To verify this, 1000 iterations of a two-sample KolmogorovSmirnov test were performed by randomly sampling 100 data points from each flow rate data set; results suggest that the 0 mL min , and 33 mL min −1 data sets were from the same distribution, while the 62 mL min −1 data set was not from the same distribution as any of the other flow rate data sets. 4 4 Of the 1000 iterations conducted, 82 % of the Kolmogorov-Smirnov tests returned (with 95 % confidence) that the 0 mL min −1 and 15 mL min −1 data sets were from the same distribution. Similarly, 84 %, 94 %, 0 %, and 0 % of the tests returned that the 0 mL min In a comparison of the uncertainty from similar magnifications in air to the immersion lens data in water under static conditions (Table 16 ), the mean phase uncertainty (rad) is greater for the immersion lens data, but the mean height uncertainty (nm) is comparable (0.4 nm to 0.5 nm). This is because the phase-toheight conversion, shown previously as Eq. (1), includes the index of refraction of the medium, so in air, the height is directly proportional to the phase, while in water, the height is directly proportional to the phase divided by 1.33. The two-sample Kolmogorov-Smirnov test suggested that the phase uncertainties are not from the same distribution when comparing the 20× objective lens in air to the 20× immersion objective lens in water and the 40× objective lens in air to the 40× immersion objective lens in water (i.e., all phase data comparison results rejected the null hypothesis with 95 % confidence), although comparing the height uncertainty, the Kolmogorov-Smirnov test suggests that, at lower hologram sample sizes, the height uncertainty may be from similar continuous distributions, 5 evidence of which can also be noted in a quantile-quantile plot of the 40× data (Fig. 19). data sets for the 20× objective lens in air and 20× immersion lens in water were from the same distribution for the 10-and 5hologram sample sizes, respectively, and 80 %, 79 %, 94 %, and 87 % of the Kolmogorov-Smirnov tests returned (with 95 % confidence) that the height data sets for the 40× objective lens in air and 40× immersion lens in water were from the same distribution for the 30-, 20-, 10-, and 5-hologram sample sizes, respectively.
https://doi.org/10.6028/jres.122.022 
Measurements in Flowing Water (through a Glass Window)
For measurements through a window, only objective lenses up to 20× could be used, because of the limitations of shorter free working distances for the higher magnification objectives (see Table 1 ). The window used was float glass with a thickness of about 1.0 mm, and it had an anti-reflective coating. Greater flow rates were possible in this configuration, since the water is forced through the outflow (with the immersion lens configuration, an "open-channel" condition permits the water to back up and spill over the top of the reaction cell at high flow rates). Water flow rates of 0 mL min , and 109 mL min −1 were evaluated. For the phase measurements through a glass window, it is evident that the uncertainty increases from static to flowing water conditions (Table 17, Table 18, Table 19 , and Fig. 20) . In static water conditions, the uncertainty is on the order of ≤ 0.7 nm at 5× and ≤ 0.5 nm at 10× and 20× magnification. At slow flow conditions (up to 15 mL min ), the uncertainty is less than 1 nm for all magnifications, but at faster flow conditions (up to 109 mL min ), the uncertainty is as high as 1.8 nm at 5×, 1.0 nm at 10×, and 2.4 nm at 20× magnification. The sudden increase in mean uncertainty at 20× from 70 mL min −1 to 109 mL min −1 is unexpected, considering that the mean uncertainty decreased at 5× and 10× with the same change in flow rate (Fig. 20) ; this is likely caused by some additional extrinsic factors (e.g., turbulence, vibration).
https://doi.org/10.6028/jres.122.022 For this enclosed configuration, the uncertainty distributions for the 5× (Fig. 21 ) and 10× ( Fig. 22 ) objective lenses suggest that uncertainty increases from 0 mL min −1 to 33 mL min −1 and decreases from 33 mL min −1 or 70 mL min −1 to 109 mL min
. This may perhaps be indicative of transitions from turbulent to more laminar flow conditions within the fluid cell. Turbulence in the water will affect interferometric measurements, with greater magnitudes of turbulence inducing more noise in the phase measurement [51] . This explains why there is more noise in the phase measurement when flowing conditions are present, and this suggests that, at least for the through-window configuration, the most turbulent conditions in the fluid cell occur at the 33 mL min −1 and 70 mL min −1 flow rates. As seen in the Table 20 comparison, there is more noise at a given flow rate for the through-window configuration, and the noise does not change substantially from 0 mL min −1 to 33 mL min −1 for the immersion lens configuration, which suggests that these turbulent conditions occur in the through-window configuration and are not as prevalent in the immersion lens configuration.
In a comparison of measurements in flowing conditions by an immersion lens to those through a glass window ( Fig. 23 and Table 20 ), the glass window measurements yield greater uncertainty. In static conditions, the uncertainty is comparable: 0.4 nm for the immersion lens compared to 0.5 nm for the through-window measurements. With flowing conditions, the uncertainties are on the order of 0.5 nm and 0.8 nm at 15 mL min −1 for the immersion lens and through-window measurements, respectively, and 0.5 nm and 1.1 nm at 33 mL min −1 for the immersion lens and through-window measurements, respectively. A quantile-quantile plot comparing the immersion lens and through-window measurements suggests that the uncertainties are from dissimilar distributions (Fig. 24) , which was confirmed by a two sample Kolmogorov-Smirnov test. 6 6 Over 1000 iterations, comparing the 20x immersion lens to the 20x objective lens through a window, 50 % of the KolmogorovSmirnov tests returned (with 95 % confidence) that the static flow (0 mL min −1 ) datasets were from the same distribution when data from 20 holograms were considered. Similarly, when data from 10 and 5 holograms were used, 88 % and 67 % of the KolmogorovSmirnov tests returned (with 95 % confidence), respectively, that the static flow (0 mL min One possibility in the flowing condition is that the flow could affect the spatial distribution of uncertainty per pixel. That is to say, if the "downstream" pixels represent a greater uncertainty than the "upstream" pixels, such as by some effect of water-induced vibration, turbulence of the water, etc. Ultimately, no evidence of such a flow direction bias was found. Plotting uncertainty values per pixel as a 3D surface (Fig. 25) , it can be seen that, aside from a few scattered peaks, the spatial distribution of values is relatively uniform at 0 mL min . This agrees with Fig. 22 , where the distribution of uncertainty is greater at 70 mL min −1 , and it further suggests that perhaps the flow is more turbulent at 70 mL min ) can reduce the effects of shot noise in the DHM. However, the findings from this study suggest that the number of holograms required for a given measurement is dependent on the experimental configuration, the sensitivity of the value to be measured, and the user-defined allowable uncertainty tolerance in the measurement. For measurements in air (Sec. 3.1), the mean and median uncertainties were minimally affected by the number of holograms, where the values were around 0.4 nm to 0.5 nm at magnifications from 2.5× to 40×. The skewness and kurtosis increased while the IQR decreased with increasing sample size. The IQR was ≤ 0.1 nm for sample sizes of 10 holograms or more and ≤ 0.2 nm for 5 holograms, which suggests that a minimum of 10 holograms may be sufficient when a 25 s −1 acquisition rate is used, depending on the allowable desired measurement tolerance. Similar behavior was noted at a lower acquisition rate of 12.5 s
, which suggests that 10 holograms may also be sufficient at that acquisition rate. With an immersion lens, the IQR is slightly greater compared to measurements in air, suggesting that sample sizes greater than 10 holograms may be beneficial, and similar arguments can be made for measurements through a glass window. Additionally, with flowing water conditions, it may be advisable to collect additional holograms to further reduce the effects of noise and uncertainty in the measurement. The effects of the number of holograms and allowable sensitivity are further discussed through hypothetical measurements in Sec. 5.
Sources of Noise
As discussed in Sec. 2, the primary sources of noise in the DHM are shot noise, which is related to the intrinsic variability in photons incident on the CCD camera, and Gaussian noise, which is the combined effects from numerous intrinsic and extrinsic sources [23] [24] [25] [26] [27] [28] [29] . Given that the findings in this study evaluated the global uncertainty in measurements, it is not possible to reliably state which source (or sources) of noise is the primary cause of the quantified uncertainty. However, for a given experimental configuration, certain noise sources may be more likely to be present, which will be the main discussion of this section.
Effect of Acquisition Rate
As was demonstrated in Sec. 3.1.1, there was not a significant effect of acquisition rate (25 s ) on the uncertainty, and results from the Kolmogorov-Smirnov test suggested that the uncertainties were from similar distributions. The effects of shot noise should be identical at these two acquisition rates, since the CCD camera settings remained unchanged. Therefore, any change in the uncertainty at different acquisition rates would be attributable to extrinsic factors, such as if there were some drifting or vibrations, but that was not evident in the experiments conducted in this study.
Dual-Wavelength Mode
The additive nature of noise in multiple-wavelength configurations relative to a single-wavelength configuration has been discussed in the literature [32, 34, [48] [49] [50] , particularly with regard to how 2π phase ambiguities can be removed. While the additive nature of noise in this configuration is known, additional potential sources of noise will be discussed in this section.
In dual-wavelength mode, there is the possibility of crosstalk between the signals for two wavelengths, which results in additional uncertainty. One experiment with a dual-wavelength DHM configuration https://doi.org/10.6028/jres.122.022 (wavelengths of 632.8 nm and 532.8 nm) predicted a 5 % crosstalk [52] . 7 It is therefore possible that crosstalk is occurring in the λ1-λ2 and λ1-λ3 dual-wavelength modes, which could be one source of increased noise when comparing the single-to the dual-wavelength modes.
The CCD camera settings are different between the single-and dual-wavelength modes, and this affects the shot noise contribution. In dual-wavelength mode, the camera shutter speed is reduced relative to the single-wavelength mode to account for the additional photons from the second wavelength. Because of the longer exposure for the single-wavelength mode, it can be expected that the shot noise is greater. However, the longer exposure for single-wavelength mode also results in a higher signal-to-noise ratio (SNR), therefore reducing the relative effect of shot noise and yielding less uncertainty for λ1 phase data collected from single-wavelength mode compared to the λ1 phase data collected from dual-wavelength mode.
To further evaluate the effects of noise in the single-and dual-wavelength modes, a brief experiment was conducted. For the λ1-λ2 dual-wavelength mode, using the 10× objective lens in air and an acquisition rate of 25 s −1 to collect 100 holograms, an optimized hologram was generated, and the λ1 phase data were extracted (Test D1 in Table 21 ). Then, using the same optimized camera settings, the λ2 laser source was switched off, and 100 holograms were collected to extract the λ1 phase data (Test D2). These two data sets from the dual-wavelength mode were then compared to two configurations for the λ1 single-wavelength mode: one with an optimized hologram and optimized camera settings (Test S1), and another with the camera settings set to the dual-wavelength mode optimized hologram (Test S2). The same ROI was evaluated across all experiments. The results are summarized in Table 21 , which demonstrates that once the possible crosstalk and fluctuations from λ2 are removed, the uncertainty is reduced, and the uncertainty characteristics are similar to those obtained in the single-wavelength mode with reduced camera settings (i.e., compare Test D2 to Test S2). To compare the distributions, a quantile-quantile plot (Fig. 26 ) confirms, along with the two-sample Kolmogorov-Smirnov test, that Test D2 and Test S2 come from similar distributions. Of the 1000 iterations, 94 % of the Kolmogorov-Smirnov tests returned (with 95 % confidence) that Test D2 and Test S2 were from the same distribution. The results also demonstrate that the reduced shutter speed yields an increase in the uncertainty because of the reduction in SNR (e.g., compare Test S2 to Test S1). This confirms that that main causes of increased uncertainty in the dual-wavelength mode are attributable to: crosstalk and fluctuations from the second wavelength and the reduced shutter speed. 
Flowing Solution
Relative to static conditions (0 mL min
), the presence of flowing water in either the immersion lens or the through-window experimental configuration was shown to increase the uncertainty. This can primarily be attributed to the greater noise induced by turbulent flow conditions [51] , which is therefore an extrinsic noise contribution that can only be minimized as a function of the flow rate magnitude.
The through-window configuration was found to yield greater uncertainties relative to the immersion lens configuration. This is likely attributable to changes in the SNR. In the hologram, the maximum SNR of a given pixel is a function of the object and reference wave intensities, IO and IR, respectively, where the numerator represents the maximum signal that could be obtained, while the denominator represents the shot noise [23] :
In the through-window configuration, some of the signal is lost due to reflections at the window, and multiple reflections inside the window can affect the reflected signal [53] . For perpendicularly incident light, the Fresnel reflection coefficient was previously defined in Eq. (4) . Considering the index of refraction for various media, nair = 1.0, nwater = 1.33, and nglass ≈ 1.5, the Fresnel reflection coefficient for incident light perpendicular to the surface is 4 % for the air-glass interface and 0.4 % for the glass-water interface. In the through-window configuration, the signal lost from reflection at interfaces occurs at the air-glass interface of the objective lens, air-glass interface of the window, and the water-glass interface of the window, thus diminishing IO and resulting in a potential decrease in the hologram SNR. There is less uncertainty in the immersion lens configuration, because signal lost from these reflections only occurs at the water-glass interface of the immersion lens, and therefore the immersion lens configuration has potentially greater SNR than the through-window configuration. However, it is theoretically possible that, for a constant IR, a decrease in IO may yield an increase in the phase image SNR, at least when considering SNR relative to shot noise only [23] . Considering that the present study considered the global intrinsic and extrinsic noise effects (and not just shot noise), it is likely that this argument is still feasible considering SNR relative to all noise factors.
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Another loss in signal can occur at the interface of the sample surface. As was shown in Sec. 3.2 (Table  16 ), the phase uncertainty in static water is greater than the phase uncertainty in static air at the same magnification. Consider measurements of the surface of the glass without a chromium film. The Fresnel reflection coefficient is lower in water (0.4 %) compared to in air (4 %), so there is less reflected signal when measurements are conducted in water. Because of the relationship in Eq. (4), measurements of a given sample in water will likely have greater phase uncertainty than measurements in air when considering the combined effects of all intrinsic and extrinsic factors.
Sample Surface
As a general comment, the sample type, condition, and preparation are all critical to the phase uncertainty. As already established, because of Eq. (4), measurements in any media where n > 1.0 will likely yield greater phase uncertainty than measurements in air as a result of the reduction in SNR.
Similarly, considering any measurement in any given medium, the index of refraction of the sample surface is also important. For example, measurements of a selenite (gypsum) surface (n ≈ 1.52) will contain more uncertainty than measurements of a calcite surface (n ≈ 1.66). The opaqueness of the sample as well as the intensity of incident light (e.g., single wavelength vs. dual wavelength) are also important factors when considering the experimental configuration and potential magnitude of uncertainty.
Effect of Measurement Uncertainty on Measured Dissolution Fluxes
Recent research at NIST is utilizing the DHM to quantify mineral dissolution fluxes by observing in situ changes in surface topography over time [13, 14] , similar to what is performed in geochemical studies by measurements with vertical scanning interferometry (e.g., [54] [55] [56] ). Through these measurements, the surface-normal dissolution flux, ks, is computed based on the surface-normal dissolution velocity, vs, which is simply the change in height over time of a pixel or set of pixels, Δh/Δt, and the molar volume, Vm [54] :
Though discussed for dissolution (i.e., when vs < 0 and ks < 0), since that was the primary focus of the recent studies [13, 14] , Eq. (7) applies equally to precipitation or growth studies (i.e., when vs > 0 and ks > 0). Note that in these experiments, an inert reference mask was partially applied to the surface to serve as a reference height offset, so that relative measurements were determined. In experiments where only one reaction is occurring (i.e., only dissolution, precipitation, or growth), spatial averaging can be performed, which can provide details on the spatial variability of fluxes [13, 14] and can also reduce the effects of noise [22, 32] . Spatial averaging is conducted by averaging over an ROI and evaluating the mean change in height over time, so vs essentially becomes a mean height change over time rather than a height change per pixel over time.
To evaluate the effect of uncertainty, assume, for example, a hypothetical perfectly flat mineral surface with known values Vm = 3. , which are approximate values for calcite [13] . Consider an experiment in which DHM is used with a 20× immersion lens and λ1 singlewavelength mode with a flow rate of 15 mL min , and a set of 10 holograms is collected every minute for an experiment duration of 1 h. The phase map is 300 pixels by 300 pixels. The data for a perfectly dissolving surface with these values are shown in Fig. 27 , which indicates a dissolution flux of exactly −0.1 μmol m −2 s −1
. Using the uncertainty from Sec. 3.2 for this experimental configuration, for each pixel in the phase map at each time step, a randomly 8 selected value from the uncertainty distribution is added or subtracted at random from the given pixel value, yielding the hypothetically "measured" dissolution data in Fig. 27 , which indicate a flux of (−0.100 ± 0.001) μmol m per time step. Therefore, it can be concluded that, at least for calcite, the dissolution flux is large enough (i.e., Δh is large enough per Δt time step in this experiment) such that the effect of phase measurement uncertainty is relatively negligible (i.e., the difference is 0.4 %). , which is a dissolution flux of (−0.1004 ± 0.0014) μmol m −2 s −1 , when uncertainty is added.
If the computed calcite dissolution flux is relatively unaffected by DHM phase measurement uncertainty, what is the limiting dissolution flux such that the measured changes in height are indistinguishable from the uncertainty? Since minerals can have the same ks but different Vm, the product of these parameters (i.e., dissolution velocity, vs) will be the independent variable. Assuming the same experiment configuration as for calcite, the perfect linear dissolving mineral surface is compared to the "measured" height changes per pixel with added uncertainty, as shown in Table 22 . Some of the "known" vs values are hypothetical, while others are derived from the literature. Table 22 shows that any mineral with a surface-normal dissolution velocity greater than about −10 −12 m s −1 can be safely measured with the DHM (for the assumed experimental configuration) without significant detriment to the measurement from phase uncertainty. All "measured" vs values in Table 22 , which also appears to be the threshold where the known and "measured" vs values begin to differ by ≥ 100 %. Also, at very low dissolution vs, such as −10 −15 m s
, uncertainty in the measurement may even result in a measured precipitation or growth velocity because the uncertainty is greater than the actual dissolution rate.
Considering a different experimental configuration (and therefore different uncertainty), Table 23 demonstrates that a configuration with greater uncertainty (such as using a glass window and a faster flow rate) results in a larger difference between the known and "measured" vs, as expected. While the dissolution of gypsum and calcite, as measured by the DHM, were still fast enough to not be affected by the uncertainty, the limit appears to be around −10 −11.8 m s −1 for the lowest dissolution velocity measured by DHM in this configuration before uncertainty significantly affects the measurement. As with the immersion lens configuration, at low dissolution velocities (e.g., ≤ −10 −13.7 m s −1
), the uncertainty is significant enough for a precipitation or growth to be measured rather than dissolution. As expected, since the uncertainty is https://doi.org/10.6028/jres.122.022 greater for the configuration in Table 23 , the error of regression is greater than the immersion lens configuration in Table 22 , and the typical error of regression also appears to be related to the velocity at which the difference between known and measured values is ≥ 100 %. Based on the results in Table 22 and Table 23 , the limiting dissolution velocity for a number of experimental configurations with water using an immersion lens and through-window measurements is summarized in Table 24 . The limiting velocity was selected based on a percent difference threshold of 5 %. This limiting velocity is applicable to dissolution or precipitation measurements by accounting for a change in sign (e.g., dissolution would be a negative velocity). In general, the number of holograms did not greatly impact the limiting surface-normal velocity, so for each experiment configuration and flow rate in Table https ://doi.org/10.6028/jres.122.022 24, a recommended limit is suggested based on the most conservative case. When using a 20× or 40× immersion lens, regardless of the flow rate, a surface-normal velocity limit of 10 −11.7 m s −1 can be assumed. When using a glass window, there is greater uncertainty, especially when flowing water is used, so a surface-normal velocity limit of 10 −11.7 m s −1 can be assumed with static water (0 mL min −1 ), a surfacenormal velocity limit of 10 −11.4 m s −1 can be assumed with slow flow (15 mL min
), and a surface-normal velocity limit of 10 −11.0 m s −1 can be assumed with fast flow (up to 109 mL min −1 ). Based on these recommended limits, it is evident that the dissolution fluxes measured for calcite [13] and gypsum [14] are valid. These findings also demonstrate that, in general, the extrinsic noise factors with a flowing solution (e.g., turbulence, vibration), as a direct result of increasing the uncertainty, reduce the reliable confidence with which dissolution fluxes can be measured (i.e., a velocity as low as 10 −11.7 m s −1 could be reliably measured in static water through a glass window, but such a low velocity cannot be reliably measured at higher flow rates, since the velocity limits are 10 , respectively). The discussion of these simulated data has so far been concerned with temporally and spatially averaged data. The temporal averaging was the result of the assumed averaging of 10 holograms, and the spatial averaging occurred as the mean surface height per time step (e.g., Fig. 27 ). However, these analyses are only applicable to experiments with only one reaction occurring (e.g., only dissolution, precipitation, or growth). Some mineralogical systems react through a coupled dissolution-precipitation reaction [59] , which means that the temporal phase data from the DHM would indicate that certain pixels or local groups of pixels would have a negative vs (i.e., dissolution), while others would have a positive vs (i.e., precipitation). For an example, consider an experiment on a mineral surface experiencing coupled precipitation (known vs,precipitation = 10 −11.9
) and dissolution (known vs,dissolution is 1.5 times the precipitation velocity), where a 20× immersion lens is used with a 15 mL min −1 flow rate, and 10 holograms are collected every minute. Applying the uncertainty as before, the "measured" vs values are determined on a per pixel basis (i.e., for every pixel, the slope of height over time is determined), which actually yields a distribution of values, as shown in Fig. 28 velocity. Therefore, the mean values are comparable 10 between the simulated minerals experiencing pure dissolution, precipitation, or growth and those experiencing coupled dissolution-precipitation, so the surface-normal velocity limits in Table 24 are valid for coupled dissolution-precipitation experiments as well. 
Summary and Conclusions
Type A uncertainty was quantified in this study for measurements conducted with a digital holographic microscope considering various experimental configurations, including objective lens magnification, objective lens type (air objective and immersion objective), measurement medium (air and water), and flowing water conditions. The findings suggest that the uncertainty has a non-normal distribution of values, with mean values of ≤ 0.5 nm up to 40× magnification for measurements in air and in static water (immersion lens). With increasing water flow rates, the mean uncertainty was found to be ≤ 0.6 nm up to 40× magnification with an immersion lens. For measurements conducted through a glass window up to 20× magnification, the mean uncertainty was ≤ 0.7 nm in static water conditions, ≤ 1.0 nm in slow-flowing water, and ≤ 2.4 nm in fast-flowing water. The acquisition rate did not significantly impact the uncertainty when varied from 25 s −1 to 12.5 s −1
. Collecting holograms in single-wavelength versus dual-wavelength modes did impact the uncertainty, where mean uncertainty at 10× magnification was ≤ 0.5 nm from the single-wavelength mode compared to ≤ 1.5 nm from the dual-wavelength mode.
Based on the uncertainties quantified in this study, limitations are posited for allowable average changes in surface topography in a given time step that can be confidently measured. For example, for a hypothetical dissolving (or growing) mineral surface examined with an immersion lens in flowing water conditions, surface topography changes need to be ≥ 10 −11.7 m s −1 in order to be confident that the measured height changes are not significantly (i.e., differ by more than 5 %) affected by the inherent uncertainty. Similarly, in a configuration with a glass window, the surface topography changes need to be ) water flow conditions, respectively. The uncertainty characterized in this study can be used to further develop experimental designs and methodologies. For example, based on the expected dissolution rate of a given mineral, the experimental conditions of the DHM can be modified such that the effects of uncertainty in the measurement are minimized. In addition, these uncertainty data are needed in order to have confidence in the phase output provided by the DHM and in the data produced (such as computed dissolution fluxes) in the postprocessing analyses.
