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Abstract
The boundary entropy log(g) of a critical one-dimensional quantum system (or two-dimensional
conformal field theory) is known to decrease under renormalization group (RG) flow of the boundary
theory. We study instead the behavior of the boundary entropy as the bulk theory flows between
two nearby critical points. We use conformal perturbation theory to calculate the change in g
due to a slightly relevant bulk perturbation and find that it has no preferred sign. The boundary
entropy log(g) can therefore increase during appropriate bulk flows. This is demonstrated explicitly
in flows between minimal models. We discuss the applications of this result to D-branes in string
theory and to impurity problems in condensed matter.
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I. INTRODUCTION
Two-dimensional quantum field theories play an important role in many different branches
of physics, ranging from string theory to condensed matter. It is therefore important to
understand the general features and qualitative behavior of these theories. Much is known
when the theory is conformally invariant (CFT), due to the large symmetry group. However,
less is known about the general features of non-conformal theories. One means of gaining
insight is to perturb a given critical theory and follow the resulting trajectory under RG
flow. In particular, it is interesting to learn what new critical theory is the endpoint of the
RG flow and to compare the properties of the new and old systems.
A famous result in this direction is the Zamolodchikov c theorem [1], which states that the
central charge of a CFT always decreases under such a flow. There is an analogous theorem
which holds for two-dimensional CFTs with boundary (BCFTs). For these systems Aﬄeck
and Ludwig [2] introduced a quantity g, known as the generalized “ground-state degeneracy”
or “boundary entropy.” The g theorem states that this quantity decreases under RG flow
of the boundary, so long as the bulk theory remains critical during the boundary flow. This
theorem has been proven both perturbatively [3] and non-perturbatively [4]. However, a
priori there is no reason for this qualitative behavior of g to persist when the bulk theory
also undergoes RG flow.
There are many situations where one is specifically interested in quantities related to the
boundary. For example, in string theory the boundary is associated with D-branes, and
the brane tension is given by g [5, 6]. The Kondo effect can be understood using a BCFT
[3, 7, 8] for which log(g) is the impurity entropy. These are physical quantities which one
might wish to track as the bulk theory moves between two critical points.
In this note we consider the change in g during RG flow between two bulk critical points.
Rather than tackle the problem in its full generality, we suppose the bulk flow is induced
by a slightly relevant bulk perturbation and the new fixed point is near the old one. Thus
we may use conformal perturbation theory to calculate the change in g. It was a similar
analysis which motivated the original g theorem conjecture by Aﬄeck and Ludwig [2]. This
method was also used in perturbative proofs of the c theorem [9] and the g theorem [3].
There are two good reasons to take this approach. First, it avoids the problem of finding
an appropriate off-critical definition of g, because one is always computing g at a fixed
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point. Some previous work introduced a particular off-critical definition that is amenable
to calculation; however, this might not be the best criteria to use [10, 11]. Second, our
result will depend only on general features of the conformal field theory. Previous work
on bulk flow in theories with boundaries has largely focused on specific models [10, 11, 12,
13, 14, 15, 16, 17, 18]. Because each model has very different properties, it is difficult to
identify the general features. For example, the bulk flow studied in [10, 11, 16] focused on
the non-unitary Lee-Yang model. Features of these flows could be attributed to the lack of
unitarity, rather than being generic to bulk flows.
We begin in section II with a brief overview of g. Next, in section III, we calculate the
change in g under bulk RG flow. We find that the change in g does not have a definite sign,
and so it can increase during certain bulk flows. In section IV we demonstrate this behavior
explicitly for certain flows between minimal models. We then go on in section V to discuss
various applications of this result.
II. OVERVIEW OF g
Consider a one-dimensional quantum system of length L at a temperature T = 1/β, with
boundary conditions A and B at the two ends. Near criticality, the free energy logZ takes
the form [19, 20]
logZ = log Tr e−βHAB = log g +
cπ
6β
L− βE0, (1)
so long as the size of the system L ≫ β is large1. Here HAB is the Hamiltonian for the
system with the prescribed boundary conditions, c is the central charge of the associated
CFT, and E0 is the ground-state energy of HAB.
The first two terms in (1) are universal and determined by conformal invariance: they
depend only on properties of the nearby critical point. The third term, βE0, is a non-
universal piece: it is sensitive to the details of the theory. It is clear from this expression
that log(g) is the entropy of the system at zero temperature. For systems with finite size
L the spectrum is discrete and g is an integer, the ground-state degeneracy (Z ∼ ge−βE0).
As L increases the spectrum becomes continuous, and g is no longer constrained to integer
values.
1 We have suppressed the nonuniversal O(T 2) and higher-order finite-T corrections in (1).
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Alternatively, by interchanging the roles of space and time we may view the boundary
conditions A and B as specifying initial and final boundary states |A 〉 and |B 〉, between
which the system propagates for a time L with periodic boundary conditions on a spatial
circle of circumference β [21, 22]. From this perspective the partition function may be
written
Z = 〈B | e−LHP |A 〉 , (2)
where HP is the Hamiltonian of the spatially periodic system. In the limit L/β → ∞ this
becomes
Z ∼ 〈A | 0 〉 e−LE0 〈 0 |B 〉 . (3)
We thus identify g ≡ gAgB = 〈A | 0 〉 〈 0 |B 〉 and note that g receives multiplicative contri-
butions from each of the boundaries, as one would expect (the corresponding contributions
to the entropy are additive).
III. PERTURBATIVE EVALUATION OF g
In this section we calculate how g changes under bulk RG flow. First, however, we discuss
some general considerations and summarize relevant previous results on perturbative flow
between critical points. Then we explicitly calculate the leading change in g. Finally, we
discuss the more general flow.
A. General Considerations and Summary of Previous Results
Let SBCFT be the action for our critical BCFT. In general, one may perturb this theory
by some combination of relevant bulk operators Φi(z, z¯) and relevant boundary operators
Ψj(x). The resulting theory is described by the action S,
S = SBCFT +
∑
i
λi
∫
Φi(z, z¯) d
2z +
∑
j
µj
∫
Ψj(x) dx, (4)
and is no longer critical, except perhaps for special values of the couplings λi, µj. We can
now, at least in principle, follow the RG flow induced by this perturbation to the nearest
RG fixed point, a theory described by some action S∗. If the theory described by S∗ is
close to the original BCFT then the resulting flow can be described as a flow in the space
of couplings, and one might hope to understand the system using perturbation theory. If
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the perturbing operators Φi and Ψj have certain nonzero operator products with other bulk
or boundary operators Ok in the theory, then the perturbation (4) will induce the flow of
those operators Ok, as well. (Boundary operators do not induce the flow of bulk operators,
however.)
If the flow from SBCFT to S
∗ involves only boundary operators, then the endpoint S∗
describes the same bulk theory but with different conformally invariant boundary conditions.
If the flow is induced by a bulk operator then the endpoint will be a new bulk theory,
with conformally invariant boundary conditions consistent with the new fixed point. The
conformal boundary conditions of S∗ may not have any obvious interpretation in terms of
the boundary conditions of SBCFT. This is not an issue in perturbation theory, however, as
one only prescribes boundary conditions at the original fixed point.
Rather than study the general case, we make two simplifying assumptions. First, we
assume that the fixed point S∗ is close enough to SBCFT that perturbation theory is valid
throughout the flow. Second, we perturb by only one relevant bulk operator Φ, and we as-
sume that the operator products of this operator with the other bulk and boundary operators
Ok are such that none of their flows are induced by the Φ perturbation. With this second
assumption, we can ensure the validity of perturbation theory by choosing the operator Φ
to be only slightly relevant.
We now recall some important results towards understanding flows between conformal
field theories. For CFTs without boundary there is the famous Zamolodchikov c-theorem
[1]. This theorem states that the central charges c and c∗ of two fixed points SCFT and S
∗
CFT
must satisfy c > c∗ if one can flow from SCFT to S
∗
CFT along an RG trajectory. To prove this
theorem Zamolodchikov generalized the definition of central charge to nonconformal theories
by introducing the so-called c-function. For a conformal field theory, the c-function agrees
with the central charge. Zamolodchikov was able to show that the c-function decreases along
RG flow, so the central charges must decrease.
Cardy and Ludwig [9] addressed this same question in the regime of perturbation theory.
They perturbed a theory SCFT by a slightly relevant operator with conformal weights h =
h¯ = 1− y, where 0 < y ≪ 1, and used perturbative techniques to investigate the properties
of the endpoint S∗CFT. Among other things, they found the leading-order change δc = c
∗− c
in the central charge to be δc = −y3/b2, where b is the coefficient in the three-point function
of the canonically normalized perturbing operator. Because δc has a definite sign, this shows
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that c decreases in perturbation theory.
For CFTs with boundary the situation is more complicated, because one must keep track
of both the bulk theory and the boundary conditions. Previous research has focused on
purely boundary flows. Aﬄeck and Ludwig [2] first studied this situation in the context
of the Kondo effect [3, 8]. They originally introduced the quantity g and understood its
physical interpretation. They studied the change in g perturbatively and found that, under
flow generated by a slightly relevant boundary operator of conformal weight h = 1− y, with
0 < y ≪ 1, g changes by δg = −π2y3g/3b2 (again, b is related to the three-point function of
the perturbing boundary operator), and so g decreases in perturbation theory. Friedan and
Konechny [4] have given a non-perturbative proof of the g theorem.
Assuming b is O(1), we can summarize these findings by saying that, for bulk flow of a
boundary-less CFT, δc ∼ −O(y3), and for purely boundary flow of a BCFT, δg ∼ −O(y3).
The quantities c and g decrease under these flows. This leaves open the question of how g
changes when the bulk flows between critical points, which is the subject of this paper.
B. Leading-Order Calculation
Consider a boundary conformal field theory with action SBCFT that contains a bulk
primary operator Φ(z, z¯) with conformal weights h = h¯ = 1 − y, where 0 < y ≪ 1. The
scaling dimension x of Φ(z, z¯) is thus x = h+ h¯ = 2−2y. If we perturb the action SBCFT by
this operator then the resulting theory is no longer critical, and it has an action S given by
S = SBCFT − a−2yλ
∫
d2z Φ(z, z¯). (5)
Here λ is the bare coupling and a is a short distance cutoff required to make λ dimensionless.
Under RG flow the renormalized coupling λ(ℓ) runs according to the β-function equation
dλ(ℓ)
d log(ℓ)
= β(λ) = 2yλ− πbλ2 + · · · , (6)
and so there are fixed points at λ = 0 and λ = λ∗ ≡ 2y/πb. We take ℓ to be the length scale
at which the theory is defined. The constant b, which we take to be O(1), is related to the
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coefficient of the bulk three-point function of Φ:2
〈Φ(z1, z¯1)Φ(z2, z¯2)Φ(z3, z¯3)〉 = −b|z12|x|z23|x|z31|x . (7)
Note that in writing (6) we have assumed that the Φ(z, z¯) perturbation does not induce the
flow of any other relevant bulk operators. Furthermore, we will assume that no boundary
flows are induced. We relax these assumptions and discuss the more general flow in the next
section.
We wish to calculate the change in g between the two fixed points, when λ∗ ∼ y ≪ 1
is sufficiently small that perturbation theory is valid throughout the flow. In general one
must regulate a perturbative calculation by considering a finite-size system at non-zero
temperature. We encounter no divergences with length, so we are free to put our system on
an infinite half-cylinder. The inverse temperature is then encoded in the circumference β,
and the single conformal boundary condition we label by k. (We shall therefore be studying
the boundary entropy gk associated to k.)
In order to compute the change δg/g, consider
logZ − logZ0 = Z
Z0
− 1 +O(λ2) = a−2yλ
∫
d2w 〈Φ(w, w¯)〉CYL + · · · , (8)
where Z (Z0) is the partition function of the (un)perturbed system. Note that the leading-
order correction in (8), which we shall hereafter denote by Z1, involves the one-point function
of the bulk operator Φ. If our theory were on a manifold without boundary then the operator
Φ could be chosen to have vanishing one-point function, and then the leading correction
would be given by a two-point function. Similarly, if we were to perturb our BCFT by a
boundary operator, then the one-point function of that operator along the boundary could
be chosen to vanish. But the one-point function of a bulk operator on a manifold with
boundary does not vanish in general, and, in fact, it depends on the boundary conditions.
From (1) we see that Z1 could contain three contributions: the term log(1+δg/g) ≈ δg/g
(to lowest order) that interests us, a piece that depends on the central charge, and a ground-
state energy correction. To the order that we are working the central charges of the two
fixed points SBCFT and S
∗ agree, and so the corresponding corrections will not appear in our
2 β(λ) is determined by the bulk theory alone, so this three-point correlation function is computed in the
theory without boundary. We normalize Φ to have the standard two-point function 〈Φ(z1, z¯1)Φ(z2, z¯2)〉 =
|z1 − z2|−x.
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computation. Thus to isolate the term δg/g we need only identify and discard the ground-
state energy renormalizations. This is easy because such contributions scale linearly with
the inverse temperature β.
The one-point function on the half cylinder can be computed by conformal transformation
from the familiar result for the upper half plane. The one-point function on the upper half
plane with standard coordinate z is constrained by conformal invariance to be of the form
〈Φ(z, z¯)〉UHP = A
k
Φ
|2 Im z|x , (9)
where AkΦ depends on both the particular field Φ and the choice of conformal boundary
condition k. Because the coefficient AkΦ has no definite sign, we will see that g can increase
during bulk RG flow.
Let us coordinatize the cylinder by w = τ + iσ; the imaginary direction σ winds around
the compact circle, and the real direction τ measures distance from the boundary. Then a
suitable conformal mapping to the half plane is z = i tanh(πw/β). We can now compute
〈Φ(w, w¯)〉CYL =
∣∣∣∣ dzdw
∣∣∣∣
x
〈Φ(z, z¯)〉UHP = A
k
Φ(
β
pi
sinh(2pi
β
τ)
)x . (10)
The leading contribution Z1 is thus
Z1 = a
−2yλ
∫ β
0
dσ
∫ ∞
a
dτ
AkΦ
(β
pi
sinh(2pi
β
τ))2−2y
. (11)
After performing the integral over the compact σ coordinate and changing variables to
r = exp(4πτ/β) we are left with
Z1 = πλA
k
Φ
( β
2πa
)2y ∫ ∞
a′
dr
ry(r − 1)2−2y , (12)
where a′ = e
4pia
β . The integral diverges in the limit a′ → 1 of small cutoff (a→ 0). In order
to understand the nature of this divergence we integrate by parts to extract it from the
integral.
Integrating by parts once gives
Z1 = −πλAkΦ
1
1− 2y
(
β
2πa
)2y [
1
ry(r − 1)1−2y
∣∣∣∣
∞
a′
+ y
∫ ∞
a′
dr
r1+y(r − 1)1−2y
]
. (13)
The integral in (13) is now convergent as a′ → 1. However, it diverges at y = 0, and our
ultimate goal is a perturbative calculation in y. To remedy this we integrate by parts a
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second time:
Z1 = −πλAkΦ
1
1− 2y
(
β
2πa
)2y [
(r − 1)2y
ry
3r − 1
2r(r − 1)
∣∣∣∣
∞
a′
+
1 + y
2
∫ ∞
a′
(r − 1)2y
r2+y
dr
]
. (14)
The prefactor λ(β/a)2y will eventually be expressed in terms of the renormalized coupling,
so for now we concentrate on the y dependence inside the brackets. The integral in (14) is
convergent as a′ → 1 and y → 0, so we may expand it in powers of y. To lowest order, we
find
Z1 = πλA
k
Φ
(
β
2πa
)2y [(
β
4πa
)1−2y
− 1
2
+O
(
y,
a
β
)]
. (15)
The first term is simply a ground-state energy correction; this we discard in our calculation
of δg/g. The second term is the leading contribution to the change in g.
In order to determine how g changes between the two fixed points we must rewrite δg/g
in terms of the renormalized coupling λ(β) (we take β to be the length scale ℓ at which the
coupling is defined). The solution to the RG equation (6) is
λ
(
β
a
)2y
=
λ(β)
1− λ(β)
λ∗
(1− ( a
β
)2y)
, (16)
where λ = λ(a) is the coupling evaluated at the UV cutoff. In the regime λ(β)≪ λ∗ we can
approximate λ(β) ≈ λ(β/a)2y and write δg/g in terms of the renormalized coupling λ(β):
δg
g
= −π
2
λ(β)AkΦ +O(y2). (17)
So long as the new fixed point λ∗ ≪ 1 is close to zero and perturbation theory is valid, this
last expression should remain true throughout the entire flow. In particular, it will remain
true in the low-temperature limit β →∞, as the coupling approaches the new critical point
λ∗ = 2y/πb.
We find
δg
g
= −y
b
AkΦ +O(y2). (18)
Thus g can either increase or decrease, depending upon the relative signs of AkΦ and b.
Note that the sign of AkΦ depends on both the choice of bulk operator Φ and the choice of
boundary condition k; it is not determined by the bulk theory.
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C. Induced Flows and Higher-Order Terms
In our leading-order calculation we assumed that the Φ perturbation did not induce the
flow of any other operators. However, bulk-induced boundary operators appear frequently
[17, 23, 24, 25], and in many cases they are the dominant effect. These flows generally reduce
g to the lowest available value. The bulk perturbation, meanwhile, may increase g for some
boundary conditions and decrease it for others.
Suppose the bulk perturbation (5) induces the flow of a boundary operator Ψ of scaling
dimension 1− x, with x≪ 1. The β-function for the coupling µ of the operator Ψ is [23]
β(µ) = xµ+BΦΨλ− bΨµ2 + . . . , (19)
where Bφψ is the coefficient of the bulk-boundary OPE of Φ and Ψ, and bΨ is the coeffi-
cient of the boundary three-point function. The behavior of g now depends on the relative
magnitudes of x and y. For example, if y
1
3 ≪ x≪ 1 then the boundary RG flow will dom-
inate, and g will decrease. In regimes where the purely boundary and purely bulk effects
are competitive, one would also need to include the contribution from the bulk-boundary
correlator.
Above we found that bulk perturbations with AkΦ = 0 leave g unchanged to leading order
in y. To better understand the effects of such perturbations we would need to include higher-
order corrections. In cases where there is no induced flow the next correction arises from the
bulk two-point function. This is more difficult to address, because the two-point function of
a primary operator on a manifold with boundary is only fixed by conformal invariance up
to a function (rather than just a constant), which depends upon the specifics of the theory.
We did not compute this contribution.
D. Marginal Operators
Exactly marginal operators describe a continuous family of conformal field theories, la-
beled by the coupling of the operator. Understanding the space of such theories is different
from understanding the behavior of a single theory under RG flow. Nevertheless, the exactly
marginal case can be viewed as a limit of RG flow between nearby fixed points. In this spirit
we may adapt the above analysis to the exactly marginal case.
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We shall again assume that the deformation induces no boundary flows. This requires
the existence of a continuous family of conformal boundary conditions, also labeled by
the coupling. If no such family of boundary conditions exists then the deformation will
necessarily induce boundary flow. For a more detailed study of exactly marginal operators,
see [23, 24, 25].
To understand the behavior of g in the marginal case we simply evaluate (11) at y = 0.
The calculation is easier than before, as the integral can be worked out explicitly. The result
is
Z1 =
π
2
λAkΦ
(
β
4πa
− 1
)
+O
(
a
β
)
. (20)
As before, the first term is a correction to the ground state energy, and the second term is
the contribution to δg/g. So, for an exactly marginal deformation,
δg
g
= −π
2
λAkΦ +O(λ2). (21)
Evidently, marginal deformations can also serve to either increase or decrease g.
A peculiar application of this was already known from [26, 27], where it was found that
one can reverse the effects of a relevant boundary flow by a series of marginal deformations.
The physics involved is simply that of a free boson on a circle. The relevant boundary flow in
question changes the boundary conditions from Neumann to Dirichlet. However, if the size
of the circle is at the self-dual point then there exists a marginal boundary deformation that
changes the boundary conditions back to Neumann from Dirichlet. Furthermore, the bulk
theory contains an exactly marginal operator that changes the size of the circle. It is now
clear how to reverse the effects of the initial relevant boundary flow. Simply deform the size
of the circle to the self-dual point, return the boundary conditions to Neumann, and then
restore the circle to its original size. For Neumann boundary conditions g is proportional
to the radius of the circle, so during this procedure the marginal bulk deformation increases
the value of g.
IV. MINIMAL MODELS
Now we provide a class of examples in which g increases during bulk RG flow. The
BCFTs of interest are the minimal models with boundary.
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The minimal models are the unitary rational conformal field theories with central charge
c = 1 − 6
m(m+1)
< 1, where m ≥ 3. Their (primary) operator content is parameterized by
two integers (r, s), with 1 ≤ r ≤ m−1 and 1 ≤ s ≤ m, modulo the conformal grid symmetry
(r, s) ∼ (m− r,m+ 1− s). The conformal weights of the operator Φ(r,s) are
hm(r, s) = hm(r, s) =
((m+ 1)r −ms)2 − 1
4m(m+ 1)
. (22)
For a BCFT there is a one-to-one correspondence between primary bulk operators and
conformally invariant boundary conditions.
We are interested in a specific class of flows, first understood perturbatively by Zamolod-
chikov [28]. When a minimal model at level m is deformed by its least relevant operator,
Φ(1,3), the theory flows to the level m − 1 minimal model. In the limit of large m these
theories cluster near c = 1, and these RG flows can be understood using a perturbative
expansion in m−1. Note that δc ∼ 1/m3 between nearby minimal models, consistent with
the assumptions of our general calculation in section III.
We will apply our perturbative result (18) to estimate the resulting change in g. How-
ever, our previous result was derived under the assumption that the bulk perturbation does
not induce any boundary flows. We were unable to calculate the general bulk-boundary
correlator, and so this is an assumption that we could not explicitly verify. Nevertheless,
perturbative boundary flows would contribute only subleading corrections, so we need only
worry about large boundary flows that make O(1) contributions. The minimal models are so
simple that one can explicitly calculate g for a given choice of boundary conditions. We find
agreement between our perturbative calculation of δg and the exact result (to leading order)
when the change in g is small enough that it can be understood in perturbation theory. We
shall return to this point below.
First we review some useful facts about boundary conditions in minimal models. In
section II we saw that a boundary condition can be thought of as specifying a boundary
state |B 〉. A particularly simple basis of such states was discovered by Cardy and Lewellen
[29], and the basis states
∣∣B(r,s) 〉 are known as Cardy states. They carry a label (r, s) just
like the primary operators. These boundary states
∣∣B(r,s) 〉 have the property that their
overlap
〈
Φ(a,b) |B(r,s)
〉
with the state
∣∣Φ(a,b) 〉 (that corresponds to the primary operator
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Φ(a,b) in the standard state-operator correspondence) is given by
〈
Φ(a,b) |B(r,s)
〉
=
S
(a,b)
(r,s)√
S
(a,b)
(1,1)
, (23)
where S is the modular S-matrix
S(r,s)(r′,s′) = (−1)1+rs′+sr′
√
8
m(m+ 1)
sin
[
π
(
m+ 1
m
)
rr′
]
sin
[
π
(
m
m+ 1
)
ss′
]
. (24)
From the expression (23) we may compute all of the quantities that are of interest to us.
For example, we saw in section II that the boundary entropy g(r,s) of the boundary condition
(r, s) is given by
〈
0 |B(r,s)
〉
. For unitary CFTs the vacuum state | 0 〉 corresponds to the
identity operator 1 = Φ(1,1), so we find
g(r,s) =
〈
Φ(1,1) |B(r,s)
〉
. (25)
Similarly, the properly normalized one-point function of the operator Φ(a,b) on the upper
half plane with boundary condition (r, s) can be computed in terms of boundary states. In
the notation of (9) it is
A
(r,s)
(a,b) =
〈
Φ(a,b) |B(r,s)
〉〈
0 |B(r,s)
〉 . (26)
We can now begin to understand the flows induced by the Φ(1,3) operator. The conformal
weights of Φ(1,3) are given by (22). To leading order in m
−1 this is h = h¯ = 1− 2/m, so we
have y = 2/m. The coefficient A
(r,s)
(1,3) of the one-point function is given in (26). To leading
order in m−1, and assuming r, s ≪ m, A(r,s)(1,3) =
√
3. The three-point correlation function
was calculated in [30], and to leading order the coefficient is b = −4/√3. Putting all this
together in (18) yields
δg
g
= −y
b
A
(r,s)
(1,3) =
3
2m
. (27)
This is positive, and so we conclude that g always increases in the regime r, s≪ m. Although
(27) was derived under the assumption of no induced boundary flow, any perturbative
boundary flow would contribute a subleading correction at order O(m−3).
To understand the matter more fully, we use our knowledge of minimal models to calculate
the change in g when the initial theory at level m has Cardy boundary condition (r, s) and
the final theory at level m− 1 has (r∗, s∗). Using (25) we find
g(r,s)(m) =
[
8
m(m+ 1)
] 1
4 sin(pir
m
) sin( pis
m+1
)√
sin( pi
m
) sin( pi
m+1
)
. (28)
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Expanding to O(m−1), and assuming r, s≪ m, gives
δg
g
= log
[
g(r,s)(m− 1)
g(r∗,s∗)(m)
]
= log
( rs
r∗s∗
)
+
3
2m
. (29)
We see that the change δg contains two pieces: an order O(1) logarithm and an O(m−1)
correction. The O(m−1) perturbation agrees with our calculation (27).
Equations (27) and (29) provide a constraint on the allowed perturbative flows between
nearby boundary minimal models. Specifically, given an initial boundary Cardy state (r, s),
an endpoint Cardy state (r∗, s∗) must satisfy rs = r∗s∗. If the endpoint boundary condition
is instead a linear combination of Cardy states, then cancellations must occur to agree with
the perturbative result (27). Under the reasonable assumption that the boundary overlaps
with the Cardy states are non-negative integers, such a linear combination must in fact be
a pure Cardy state.
The agreement betweeen (27) and (29) is somewhat remarkable. A similar analysis, for
purely boundary flows in minimal models, was performed in [31]. There it was shown that
this simple type of analysis fails for most boundary conditions. In particular, matching the
perturbative and exact results could not be accomplished with a simple flow between Cardy
states, but rather required the end point to be some linear combination. The agreement of
our results for the Cardy states satisfying r∗s∗ = rs is consistent with the existence of such
flows, which would increase g.
One difficulty in understanding boundary flows lies in the fact that the initial and final
bulk theories are different, so boundary conditions labeled by the same integer pairs will have
different meaning before and after the bulk RG flow. Thus it is not clear what endpoint
boundary condition results from a given initial boundary condition, even when there is
no induced boundary flow. More prosaically, the endpoint m − 1 minimal model contains
fewer primary operators than the initial m theory, and so it admits correspondingly fewer
conformally invariant boundary conditions.
We suspect that the flow from (1, 1) to (1∗, 1∗) exists. As mentioned above, Zamolodchikov
showed [28] that the Φ(1,3) operator induces flow between nearby minimal models. This
should remain true in the presence of a boundary so long as the initial boundary conditions
can smoothly flow into some boundary condition of the resulting theory. The (1, 1) boundary
state has the lowest g among Cardy states, so it is unlikely that it induces boundary flow.
Furthermore, it is known that, in the bulk flow induced by Φ(1,3), the primary operators
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Φnn of the m theory flow to the Φnn operators of the m − 1 theory [28]. Thus, noting the
one-to-one correspondence between boundary states and bulk primary operators, it seems
reasonable that the Cardy state (1, 1) should flow to the corresponding boundary condition
in the m− 1 theory.
V. INTERPRETATIONS AND APPLICATIONS
A. String Theory
Renormalization group flow in the bulk of a two-dimensional field theory is often used to
understand closed string tachyon condensation. In this context the relevant operator is the
vertex operator for a negative-mass state in the spacetime description.
RG flow of the worldsheet field theory can approximate time evolution of the target
space theory [32, 33, 34, 35], but in general the two are different. In particular, the RG
flow yields first-order equations of motion, while the time evolution is governed by second-
order equations. RG flow becomes a good approximation in supercritical theories with large,
negative dilaton time derivations [32, 33, 34, 35]. In such cases the friction term dominates
the time evolution, yielding approximately first-order behavior (much like slow-roll inflation).
In other cases RG flow yields the same endpoint as time evolution. This happens for
tachyon condensation processes that are localized in space, where energy density can escape
to infinity. With decays to “nothing,” where entire regions of spacetime disappear, RG
and time evolution seem to give qualitatively similar results. In these scenarios all of the
closed string states become exponentially massive (including the graviton), and it is in this
way that the spacetime description is lost. Here the agreement between the two approaches
might be due to the graviton mass, which impedes backreaction.
The inclusion of boundaries on the worldsheet now describes a spacetime containing D-
branes. The tension of these branes is given by g [6]. The behavior of D-branes under
closed string tachyon condensation is potentially very interesting, as they may react to the
condensate in a qualitatively differently way from the usual string states. If they survive
into regions where string states become lifted, then this might signal a breakdown in the
unitarity of the spacetime theory. Just this phenomenon has been argued to occur in the
c = 1 matrix model [36]. While the underlying theory remains unitary, it is still disturbing
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to lose unitarity in spacetime.
In other contexts [17, 18] it has been shown that this does not occur: the branes gain
exponentially large masses (g → ∞) [17] or completely decouple (g → 0) [18]. Both would
be consistent with our expectations from the closed string sector. The decoupling case is
similar to open string tachyon condensation processes, where the brane disappears from the
spacetime description. This is distinguished from the D-brane simply becoming light by
the absence of couplings to any closed string modes (term-wise vanishing of the open-string
partition function, as opposed to cancellations between separate contributions). To preserve
spacetime unitarity one would prefer the branes to become massive or decouple, rather than
persist unaffected.
Our results suggest that the brane tension is sensitive to the tachyon condensation even if
the tachyon does not modify the boundary conditions. Closed string tachyon condensation
alone can cause the brane to become extremely massive. We have not shown that this is the
generic outcome (although it is suggested in [17]). However, the sensitivity of the tension
to the bulk RG makes it unlikely for the brane to be unaffected by a closed string tachyon
condensate.
One further motivation for this work was to resolve some confusions associated with [17].
The definition of “mass” used there is not equivalent to g, so it was unclear whether g should
increase along these flows. This work is consistent with the interpretation that the branes
do have growing masses, as the results in both cases depend on the sign of AkΦ in the same
way.
Of course, string theory is more than just CFT on a disk; it includes a sum over all
metrics and topologies of the worldsheet, as well. Taking this into account, [37] determined
the backreaction of a brane on the spacetime geometry. The leading effect, due to the
Fischler-Susskind mechanism, is a modification of the beta function for the bulk coupling:
dλ
d log(ℓ)
= β(λ) = 2yλ+ gs
g
π
AkΦ − πbλ2, (30)
where gs is the string coupling. If one can stabilize the dilaton such that gs ≪ y2/bgAkΦ then
our perturbative analysis holds, though with a slighly modified fixed point, yielding
δg
g
= −y
b
AkΦ − gs
g
4y
(AkΦ)
2 +O(y2). (31)
We see that the backreaction always decreases g, in this limit. This is consistent with the
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observations [17, 18, 37] that induced boundary flows and backreactions tend to minimize
the mass of branes.
B. Condensed Matter
Two-dimensional boundary conformal field theories have been used to understand the
multi-channel Kondo effect [3, 38, 39] (see [8] for a review). In fact, it is in this context
that Aﬄeck and Ludwig originally defined g [2]. Here one is trying to understand the role
of impurities that are coupled via a spin interaction to a system of free fermions. The
problem is reduced to 1+1 dimensions by concentrating on s-wave or radial scattering of
the electrons from the impurity. In the UV, the coupling of the impurity to the electrons
acts as a relevant boundary operator perturbing the free fermion BCFT. In the IR, at the
strongly-coupled fixed point, the theory is described by free fermions with a new, nontrivial
boundary condition. This approach is particularly powerful in the over-screened case, where
the appropriate boundary condition has no simple description in terms of free fermions.
Nevertheless, one can deduce the correct boundary theory from the fusion rules.
In this context log(g) is the impurity entropy. When there is a suitable free fermion de-
scription (the critical and under-screened cases), g agrees with the ground-state degeneracy,
which can be determined independently. In all cases g is lower at the strong-coupling fixed
point (IR) than at the free fixed point (UV). This follows directly from the g theorem.
In this language our result is simply a statement about the effects that bulk interactions
can have on the impurity entropy. While the free fermion description might be a good
approximation for some systems, this is not the case in general. Our results show that the
impurity entropy can increase or decrease as we lower the temperature of the system, due
only to interactions between the fermions.
Further applications would be interesting. Recently [40], a connection has been made
between the boundary entropy and the universal part of the entanglement entropy [41, 42]
of a system exhibiting a topological phase . Both quantities are related to a particular entry
of the modular S-matrix of an associated CFT (for further elaboration, please see [43]). We
would like to make more direct contact between g and the physics of topological phases.
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VI. CONCLUSION
We have studied the effect of bulk RG flow on the boundary entropy of a two-dimensional
BCFT when the flow is due to perturbation by a single (slightly) relevant primary operator
of scaling dimension 2−2y. To leading order the change in g was found to be δg/g = −Ay/b,
where A is the coefficient of the one-point function and b the coefficient of the three-point
function. This expression has no preferred sign, and so g can either increase or decrease,
depending upon the choice of perturbing operator and boundary conditions. We saw an
explicit realization of this in the minimal models, where the flows induced by the Φ(1,3)
operator can increase g for certain boundary conditions. All of this is in stark contrast to
the behavior of g under purely boundary perturbations, for which the g theorem guarantees
that g will decrease. Our result has applications to closed string tachyon condensation and
the multi-channel Kondo effect.
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