In this paper, we illustrate an application of Ascendant Hierarchical Cluster Analysis (AHCA) to complex data taken from the literature (interval data), based on the standardized weighted generalized affinity coefficient, by the method of Wald and Wolfowitz. The probabilistic aggregation criteria used belong to a parametric family of methods under the probabilistic approach of AHCA, named VL methodology. Finally, we compare the results achieved using our approach with those obtained by other authors.
Introduction
The increasing use of databases, often large ones, in diverse areas of study makes it pertinent to summarize data in terms of their most relevant concepts. These concepts may be described by types of complex data, also known as symbolic data. In a symbolic data table, lines correspond to symbolic objects and columns to symbolic variables, which may assume not just one value, as usual, but multiple values, such as subsets of categories, intervals of the real axis, or frequency distributions. Furthermore, symbolic data tables may describe heterogeneous data and their cells may contain data of different types that can be weighted and linked by logical rules and taxonomies (Bock & Diday, 2000) .
Relational databases are an important source of symbolic objects when we wish to study the properties of a set of data units. Symbolic data arise in a number of different ways (for example, as the result of aggregation of large data sets to obtain a data set of manageable size, or as a result of some scientific question(s) of interest).
Let E= {1,..., N} be a set of data units described by p interval variables, Y 1 ,...,Y p . A symbolic variable Y j is regarded as an interval variable if for all kE the subset Y j (k) is an interval of the real data set . In this paper, we are dealing with this type of variable, often present in real data sets.
The aim of cluster analysis (of classical data as well as of symbolic data) is to build, from a (classical or generalized) data matrix (N  p), a classification which is appropriate for a set E of data units (objects) or a set Y of variables, with the purpose of obtaining "homogenous" clusters of elements in a population  or E, so as to allow elements of the same cluster to present great similarity, whereas elements of different clusters will be much more different.
Hierarchical methods yield a nested sequence of partitions of the elements to be classified. On the other hand, the partitional methods seek to obtain a single partition of the input data into a fixed number of clusters. The latter usually produce clusters by (locally) optimizing an adequacy criterion.
Many measures of proximity between symbolic objects have been proposed. An exhaustive review of some well-known measures of dissimilarity between symbolic objects is reported in Esposito et al. (2000) . In this paper, we address only the case of clustering of symbolic data units described by variables whose values are intervals. Some dissimilarity coefficients for the particular case of interval data can be found in the literature (see e.g. Chavent and Lechevallier, 2002; Chavent et al., 2003; Souza and De Carvalho, 2004; De Carvalho et al., 2006a , 2006b ). Bacelar-Nicolau et al. (2009) use a similarity coefficient, namely, a generalized affinity coefficient (Matusita, 1951; Bacelar-Nicolau, 1980 , 1988 , 2000 , for clustering data units described by interval variables, within the scope of hierarchical clustering of complex and heterogeneous data. In this paper, we again use the generalized affinity coefficient, as the basis of hierarchical clustering methods for interval data sets. Given the affinity similarity matrix, an interval data set can be classified through classical agglomerative hierarchical algorithms or probabilistic ones. The probabilistic aggregation criteria used (AVL, AV1 and AVB) under the probabilistic approach of AHCA, named VL methodology (V for Validity, L for Linkage), resort essentially to probabilistic notions for the definition of the comparative functions. In fact, the VL-family is a set of agglomerative hierarchical clustering methods, based on the cumulative distribution function of basic similarity coefficients (Bacelar-Nicolau, 1980 , 1988 Nicolau and Bacelar-Nicolau, 1998) . 
Weighted Generalized Affinity Coefficient for the Case of Interval Data
Based on the affinity coefficient between two discrete probability distributions as proposed by Matusita (1951) , Bacelar-Nicolau (1980 , 1988 
where: aff (k,k';j) is the generalized local affinity between k and k' over the j-th variable, m j represents the number of modalities of a generalized sub-table associated with the j-th variable; x kjl is a real non-negative value (a suitable adaptation of the formula (1) may be considered if real or frequency negative values appear) whose meaning depends on the type of the j-th variable (e.g. a discrete variable described by a frequency distribution or histogram, a binary vector or an interval variable);
and  j are weights such that 0  j  1,   j = 1. Either the local affinities or the whole weighted generalized affinity coefficient take values in the interval It should be emphasized that the weighted generalized affinity coefficient a(k,k) supports in a consistent way the use of Cluster Analysis models for statistical data units, when mixed and complex variable types are present in a database. In other words, the same coefficient -hence a unique algorithmworks for those variable types (Bacelar-Nicolau et al., 2009 , 2010 Table 1 ).
The weighted generalized affinity coefficient between a pair of data units k, It should be noted that formula (2) arises as a particular case of formula (1) when we are dealing with variables of interval type, as is demonstrated in Bacelar- Nicolau et al. (2009 Nicolau et al. ( , 2010 , from the decomposition of each interval into a suitable number of elementary intervals.
Asymptotic Standardized Weighted Generalized Affinity Coefficient
The values of a proximity matrix and clustering results are strongly affected by the modification of the scales of the variables. Usually, some standardization must be performed prior to the clustering process in order to attain an 'objective' or 'scale-invariant' result. Under this condition, standardization greatly improves the performance of the clustering method (De Carvalho et al., 2006a ).
On the assumption of a permutational reference hypothesis R based on the limit theorem of Wald and Wolfowitz (Fraser, 1975) 
where the local asymptotic normal affinity coefficient
satisfies the main properties of a similarity coefficient. Furthermore, the coefficient a WW (k,k) allows us to define a probabilistic coefficient within the VL methodology, under the approach begun by Lerman (1972 Lerman ( , 1981 and developed by Bacelar-Nicolau (e.g. 1980 , 1987 , 1988 and Nicolau (e.g. 1983 Nicolau (e.g. , 1998 .
Case Study: Freshwater fish data set (Ecotoxicology data set)
The Freshwater fish data set (Ecotoxicology data set) set consists of a set of 12 species of freshwater fish described by 13 interval variables. Table 2 shows part of the corresponding data matrix (De Carvalho et al., 2006b) ; the complete data matrix is available in the SODAS (Symbolic Official Data Analysis System) Software. According to De Carvalho et al. (2006b) , several studies carried out in French Guyana indicated abnormal levels of mercury contamination in some Amerindian populations. This contamination was connected to their consumption of contaminated freshwater fish. In order to study this phenomenon, the data set mentioned above was collected by researchers from The symbolic objects (species) were grouped into four a priori clusters In order to apply the affinity coefficient a WW (k,k), with equal weights ( j =1/p), a transformed data matrix was computed, according to that described in Bacelar- Nicolau et al. (2009 Nicolau et al. ( , 2010 . Each interval variable (generalized column) gave a sub-table with a suitable number of columns corresponding to a set of elementary intervals. The affinity coefficient was combined with three probabilistic aggregation criteria, AVL, AV1, and AVB (Bacelar -Nicolau, 1988; Nicolau and Bacelar-Nicolau, 1998) . Table 3 represents the similarity matrix, and Figures 1 and 2 show the dendrograms associated with the AVL and AV1/AVB aggregation criteria respectively. 
Concluding Remarks
In this paper, we have presented some applied results obtained from Ascendant Hierarchical Cluster Analysis (AHCA) of symbolic objects described by interval data, in order to illustrate the effectiveness of AHCA based on the standardized weighted generalized affinity coefficient by the method of Wald and Wolfowitz, for symbolic data.
We have analyzed a real data set and compared the results obtained using 
