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1:~(口J E [0,l]"M (1) 
を RM値確率変数として考える ここで，丘の分布は未知パラメータ ff=

















X ~ Bin (n, 1 +~ 珀2)'
S := [-1, 1] X [-1, 1] 
が挙げられる．この時， fn= X/n, E[fn] = 0(s) = l+~ 豆2である.so = (so,1, so,2)がS
の内点の場合は，どんなに nを増やしてもパラメータ S1,S2は一意に定まらない*1.
これが，自己整合量子トモグラフィにおけるゲージ不定性とよばれるものである．そこ









では見やすいように，ややシンボリックに d(s,Star)と記載したが，実際には s,Starと1: 
lに対応する行列たちの何らかのノルムを考える．
*1より正確にはー1< s1s2 < 1では無数の解をもち， s1s2= 1⇔ (s1,s2) = (1,1),(-1,-1), 































































inf L(if(so), 恥）） >0 
s:d(s,[so]):2'.c 








Sest,n = argrninL (!n,0(s)) 




































Definition 2クロス型の損失関数Lに対し， M(i()= -L(か斤）は斤の連続関数とする．
このとき以下で定義される損失関数を拡張クロス型損失関数とよぶ．
i何，恥=L(豆）+M(サ）， 斤，氏 [0,l]xM (5) 
識別性条件は拡張クロス型として (4)を仮定して示す．片側一様条件はクロス型の方が
示しやすいので，最初にクロス型，そのあと拡張クロス型で示す．
例 1:多項分布W= (W1, .. , Wt)~ MN(n, q1, .. , qt) 
最尤推定量は (M推定量の枠組みでとらえることもできるが）次のように KL-divergence
の最小化と考えることができる
t 耀/nり =L巴 log匹心闘。g~












はクロス型損失関数である．また M 剛 W1~, (酌=L一 log―はパラメータ qい・ ..'Qtを含
n n j=l 
まないから最小化推定を考える際には寄与しないが
M南）＝―L(飢n,飢n)
の形をしている．また， M 自体は連続関数になっている .*2この意味で KL-divergenceは
拡張クロス型損失関数 (5)である．
例 2:量子トモグラフィの設定 (m種類の実験） X1 ~ Bin(n,01); j = l, .. ,m 





m m ＋ど(1-f~) log(l -f~) + L(l -f~) log 1 

















? j= 1,.. ,m, 
j = m + 1,.. , 2m, 
j = l, .. ,m, 
j = m + 1,.. , 2m, 
*2 f(x,y) = xlogyは0:S X'.S 1を固定すると 0:Sy :S 1に関してlscであるがh(x)= xlogxは[O,1] 
上連続関数である．









(i) L 2'.0 
(i) L(0(s0), if(s)はsに関して lsc.




Lemma 1 if: S→ [0, lJXMが連続， h:[O,l]xM-----+ Rが lscとすると，合成関数
h(恥））も lscである．
さて，以上を踏まえると識別性条件が容易に示せる．
Lemma 2 0(s)をS上の連続関数とせよ．また， L(ガ，局を前節で定義した {i)連続な距
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離関数， (i)拡張クロス型，いずれかの損失関数とせよ．このとき，任意の E>Oについて




まず， infの範囲はSの閉部分集合だからコンパクト.L(0(so), 瓜s)はsの関数として lsc
なので，最小値を達成する点s*が存在．仮に L(0(so),0(s』)=0とすると d(s*,[sol)> 0 
という条件に反する．したがって， L(0(so),0(s』)> 0. Q.E.D. 






lim}nf {位い(!:,応）） }~ 位い（応o),応）） a.s 
→ 
証明は (i)の連続な距離関数の場合, fn→ 0(so) a.s. と三角不等式から明らかである．
実際，
L(鯰），応）） ~L(応o),l;,) + L (f,応））
に注意すると
慇fL (e(so), 応）） ~L (応o)ぷ） +i見fL(!:和））
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ここで， liminfをとると， anが収束する場合， liminf (an +加） = lim an + lim inf加とか
けることに注意すれば
となる．
印（応o)応）） ~li戸（鯰）， 1:) + limninf {戸(!:,if(s))} 
= lim}nf {戸(!:,恥））｝
Remark 5連続な距離関数の損失のみを取り扱って一致性を示すのであれば，片側一
様条件を示さず，一様収束を示せばよい．つまり，9n(S) = L (fn,0(S))及び， g(s)= 
L (e(so), 恥））とおくと三角不等式により




) -g(s)I s L (e(so)ぷ）→O 


















Lemma 3確率変数列 Un}が 0(so)に as収束しているとせよ． クロス型損失関数
L(印りに対し sを任意に固定するとき以下が成立．










(i) L(0(so), 恥）） < 00の場合：
この時はIn→0(so)およびgパガ），j= 1,.. ,aの連続性から (6)式は明らかである．
(i) L(応 o),応）） = 00の場合：
この時は，少なくとも一つのjについて
g厄(so))>0, 柘（応））= 00 
になっている.9jの連続性からり(so)の近傍でも同様であり，とくに，ある番号Nが存在
して n2N⇒gバf砂>0. したがつて＇各関数の非負性から n2Nのとき
L(『か政s)2 gi(f:)hi(尻s)= oo 
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より両辺 ooとなって (6)式が示される.Q.E.D. 
Remark 6 M推定量では極限値の議論ができない.sを任意に固定するとき
1 









liminf inf L(fn, 0(s)) =2: L。 a.s.
n sEK 
ここでL。:= infsEK L(応 o),尻s).




Lemma 4距離空間 (X,d)上でf(x)がlscのとき， p>Oを任意にとると
lim inf f(x') = f(x) 



















最後の式 (10)はクロス型損失の仮定， gj(サ）：：： Oであることと inf8{a(s)+ b(s)} :=: 
infs a(s) + infs b(s)から従う．
また， Theorem1の証明は長いので，例外処理を先に示しておく．
Lemma 5 Theorem 1の条件下で L。=00の場合，
→ → 




仮定より L(0(so),恥）） = oo, Vs EKであるから，各 sごとに少なくとも一つの jが
あり ~j := g厄(so))>0および朽ば(s))= oo. そこで Jをそのような添え字の全体とす
る. (Jc{l, .. ,a}で有限集合に注意する）このとき，















2: ! min・ 
2廷 Jら区柘（応））= 00 jEJ 
→ → 





まず， SUPsEKL(0(so),0(s))< 00として証明する.SUPsEK L(0(so), if(s) = ooの場合
は，最後に説明する．






















さて，今，任意の sをとると，必ず，ある番号jがあって sE Yj, つまり， d(s,sj)~Pj 
を満たしているので，






L(fn, 0(s)) 2". min <p(fn, Sz, pz) 
l=l, . ,a 
が成立するさらに左辺で infをとると
→ → → 
inf L(fn,0(s)) 2 min r_p(fn,Sl,Pl) 
sEK l=l, …，a 
この不等式は任意の n,fれで成立するので下極限をとると
lim}nf}般L(hれ,0(s))~limninf { z=2閉~~心ゾ,Sz, い｝
= min lim inf cp(fれ 9叱 pz)
l=l, . ,a n 
a 
＞ mm hminf 





*3 supsEK L(0(so), 和））く 00の仮定はここで使っている．
(12) 
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ここで仮定から g以f→→ gkぽ(so))a.s. だから
a 
lim}nf}狐L(hか尻s))2: 1=2丑，a{~gkば(so)) d(sz~ り1さPl加(0(s'))}
2: min { L(応o),0i伺））ー€｝
l=l, .. ,a 
= min {L(応o),0i伍））｝ー C
l=l, .. ,a 
→ 





liminf inf L(fn, 0(s)) 2: L。
n sEK 
が示された．











inf L A → (0(so),0(s)) = Lo, 
sEK 
sup LA(if(so), 恥）） < 00 
sEK 
が成り立つ．以上を用いると LAについて上の証明を用いることができて
→ → → → 
liminf inf L(fn,0(s))~liminf inf LA(fn,0(s)) 
n sEK n sEK 











叩｛凰L(f:か応））}=L。=鳳{li![! L(fn, 恥））｝ a.s. 
が成立．
Proof 任意に sを固定するとき， infの定義から
→ → → → 




L(政so),0(s))= limL(J:,e(s)) 2 limsup inf L(Jn,0(s)) 
n n sEK 
lim sup, lim infの不等式と Theorem1を合わせると
L(0(so), 0(s)) 2: limsup inf L(fn, 0(s)) 
n sEK 
→ → 




L。=inf L(0(s0),0(s)) 2: limsup inf L 
sEK n sEK 
→ → Un, 0(s)) 













Remark 8不等式 (12)において Pjは0(so)の点でとっているため
L(取so),政s)ミcp(政so),sj, Pj) 2 L(政so),政s)-E, 
は成立するが









～→ → ～ 











lim}nf位fLU-;,瓜s)= lim}nf {位l瓜，恥）） +M(f:)} 
= lim inf inf L(f-;, 応）） + M(limf, 叫
n sEK n 





Remark 9 M(ガ）は負もとりえる関数であることに注意する．もし非負なら 9a+l(ガ）＝
M(ij), ha十⑰ =1としてクロス型に含まれる．

















数とせよ．このとき， infsESL(f:, 0(s))において infを達成する sの一つを Sn,estと書く
と以下が成立．






まず，拡張クロス型損失は識別性条件 (Lemma2} を満たすから，この€ に対して
7, := inf L(0(so), 0(s)) > 0 
s:d(s,[so])2:e 
が成立する．
次に， Sn,estの定義と Theorem2により， limnL(h加 0(sn,est))= 0である．従って，十
分大きい N1をとると
n::,. N1⇒ 0-<:: L(f,, か尻Sn,est))<'T/e/2 (15) 
が成立．
22








n 2'.芯 ⇒inf L(fn,0(s)) > 1Je/2 
sEK 
が成立
そこでN= max{N1, 凡｝ととれば， (15),(16)により
nミN⇒］骰L(五，恥）） > L(五，尻Sn,est))
これはn2: N⇒ d(sn,est, [sol) < Eを示している．つまり，
が示された．
Q.E.D. 
lim d(sn,est, [sol)= 0 
n→OO 
(16) 
損失関数Lに入n> 0, 入n→0として sの連続関数R(s)(2'.0)を加えた場合を考えて
も同様に一致性が示せる．そこで，













T/e := inf L(0(so), 0(s)) > 0 
s:d(s,[so]):2'.e 
→ → 
Fn(s) = L(fn, 0(s)) +入nR(s)
とおく ・Sn,regは凡(s)の最小化元であり， R(so)< ooであることから
0::: 凡(Sn,reg)= L(五，尻Sn,reg))+入nR(sn,reg)
→ → 
： L(fn, 0(so)) +入nR(so)
→ 0, as n→ OO 
により limn凡 (sn,reg)= 0である．従って，十分大きい凡をとると
n 2'.N1⇒ 0 :S凡(sn,reg)< ryc/2 
が成立．
(17) 
さて， K= {s ES: d(s,[so])~E} とおくと， Theorem 3と同じように適当な N2を
とれば
→ → 
n 2'.凡 ⇒inf L(fn,0(s)) > 7Je/2 
sEK 
が成立．
そこで N= max{N1,.N叶ととれば， (17),(18)により n;::,:Nで
→ → 
（ inf Fn s)> inf L(fn, 0(s)) sEK sEK 
> T/c/2 
＞凡(sn,reg)
を得る．これは nミN⇒d(sn,reg, [sol) < Eを示している．つまり，














fn→ 0(so) a.s. のみである．
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