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Abstract
Solving linear systems of equations is a fundamental problem in math-
ematics. When the linear system is so large that it cannot be loaded into
memory at once, iterative methods such as the randomized Kaczmarz
method excel. Here, we extend the randomized Kaczmarz method to
solve multi-linear (tensor) systems under the tensor-tensor t-product. We
provide convergence guarantees for the proposed tensor randomized Kacz-
marz that are analogous to those of the randomized Kaczmarz method for
matrix linear systems. We demonstrate experimentally that the tensor
randomized Kaczmarz method converges faster than traditional random-
ized Kaczmarz applied to a naively matricized version of the linear system.
In addition, we draw connections between the proposed algorithm and a
previously known extension of the randomized Kaczmarz algorithm for
matrix linear systems.
1 Introduction
Methods for processing and analyzing large datasets have seen rapid develop-
ment and use in signal processing and machine learning. For example, in the
machine learning community, recommender systems and collaborative filtering
have become ubiquitous tools for understanding user behavior and preferences.
Data is commonly interpreted in this setting as a user-item matrix. As another
example, consider the process of recovering a compressed video. Videos are un-
derstood to be a collection of image frames and images are often vectorized so
that the signal associated with a video is a pixel location by frame matrix.
One reason data are often organized in this two dimensional (user-item,
pixel-frame, etc.) fashion is because a vast majority of the existing methods
operate on data that are stored as matrices and vectors. Recommender systems
employ matrix factorization [18]. Sparse optimization and multiple measure-
ment vector methods are common approaches for video recovery [22, 20]. In
such approaches, optimization frameworks expect data in the form of one or
two dimensional arrays (i.e., vectors and matrices). However, in reality, data
can be higher multidimensional arrays and this restriction to the one or two
dimensional representations often destroys structure (for example, spatial or
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temporal structure) inherent to the data. In video recovery, data occurs natu-
rally as a third-order tensor with dimensions image width by image height by
frame number. Commonly, images are vectorized to form columns of the pixel
by frame data matrix, which destroys the spatial correlation within the frames.
In the seminal paper of [17], the authors define a closed multiplication op-
eration between two tensors referred to as the t-product. Initially motivated for
tensor factorization, use of the t-product has become prominent in the tensor
and signal processing community. Under the t-product, tensors enjoy a linear
algebraic-like framework that has proved useful in applications such as dictio-
nary learning [33, 38], low-rank tensor completion [41, 32, 39, 40], facial recog-
nition [11], and neural networks [27, 36]. The process of naively transforming
high-order tensors into two dimensional arrays via a flattening or unfolding pro-
cess is often referred to as “matricization”. Since the t-product acts as a linear
operator directly on higher-order tensors, it avoids matricization and preserves
multidimensional structure.
Here, we consider the fundamental problem of solving large linear systems
of equations for third-order tensors under the t-product. In the matrix linear
system setting, randomized iterative methods are a popular choice for solving or
finding approximate solutions to systems that are too large to load into memory
at once [7, 21, 34].
One such randomized iterative method is the known as the randomized Kacz-
marz method. The randomized Kaczmarz method (MRK) 1 is closely related to
other popular randomized iterative methods such as stochastic gradient descent
and coordinate descent and is commonly used in computed tomography (CT
imaging) and other signal processing applications [26, 9].
In this work, we propose a Kaczmarz-type iterative methods for tensor linear
systems under the t-product which we refer to as tensor randomized Kaczmarz
(TRK). We analyze the convergence of TRK and derive theoretical guarantees
for the proposed method in two variations. The first approach analyzes TRK
from a similar lens as MRK, i.e., views iterates as projections onto solution
spaces of a subsampled system. The second approach takes advantage of the
fact that the t-product can be efficiently computed in Fourier space. In addition
to proving theoretical guarantees for TRK, we also make connections between
TRK and other variants of MRK. Our theoretical findings are supported by
numerical experiments before we conclude our work with final remarks. We
view this analysis as a case study with a template to extend other methods to
the tensor setting under the t-product.
1.1 Randomized Kaczmarz
Randomized Kaczmarz is an iterative method for approximating solutions to
linear systems of equations [13]. The MRK method uses iterative projections
1While the randomized Kaczmarz literature typically abbreviates randomized Kaczmarz
as RK, throughout this work, MRK is used to distinguish the matrix and tensor versions of
randomized Kaczmarz.
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onto the solution space with respect to a selected row to approximate the so-
lution of a linear system. More specifically, for a linear system Ax = b, a row
index i is chosen at each iteration of MRK and the current iterate (approximate
solution) is projected onto the solution space
Ai:x = bi.
The method is advantageous for very large linear systems that cannot be loaded
into memory at once. There are many extensions to MRK including greedy
[1, 23, 10, 6, 29, 30, 4] and block [25] variants to speed convergence and an
extended version for inconsistent linear systems [24, 42]. The MRK method
and its block variant fall under the more general sketch-and-project framework
which additionally includes other popular methods such as coordinate descent
[9]. Strohmer and Vershynin demonstrated that MRK converges exponentially
in expectation when indices i are sampled with probabilities proportional to the
squared row norms ||Ai:||2 [34]. When the rows of A are normalized, this is
equivalent to sampling the indices uniformly at random. The standard MRK
update for a linear system Ax = b is given by
xt+1 = xt −A∗it:
〈Ait:, xt〉 − bit
‖Ait:‖2
, (1)
where it is the row index selected at iteration t and A
∗
it:
is the transpose of the
itht row of A. At each iteration t, the current iterate x
t is projected onto the
solution space with respect to the row Ait: of the measurement matrix A.
For linear systems of the form AX = B with X and B representing matrices,
we can apply the MRK update of Equation (1) to each column of B in order
to recover each column of the signal X. We can equivalently rewrite the MRK
update for this case as
Xt+1 = Xt −A∗it:
Ait:X
t −Bit:
‖Ait:‖2
. (2)
1.2 Tensor linear systems
Tensors arise in many applications and working with tensors directly, as op-
posed to naively flattening tensors into matrices can preserve significant struc-
tures and have computational advantages. Unfortunately, when working with
tensors, many basic and fundamental linear algebraic constructs and results do
not generalize naturally. For example, it is not obvious how one should define
multiplication between two tensors [17, 3, 15, 5].
We specifically consider tensor linear systems under the tensor t-product.
The t-product, proposed by Kilmer and Martin [17], is a bilinear operation
between tensors, that allows for the generalization of many matrix algebra def-
initions and properties to the tensor setting. In particular, the t-product gen-
eralizes the concept of orthogonality between tensors, which is key for analysis
of TRK. We provide further details about the t-product in Section 2.2.
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A tensor linear system under the t-product is formulated as follows. Let
X ∈ C`×p×n be an unknown third-order tensor representing a three-dimensional
data array. For example, this three-dimensional data could represent a video,
color image, temporal data, or three-dimensional density values. A tensor linear
system under the t-product is written as:
AX = B, (3)
with A ∈ Cm×`×n, X ∈ C`×p×n and B ∈ Cm×p×n.
Tensor linear systems arise in many applications. For example, factoriza-
tion methods and dictionary learning have been extended to the tensor setting
[43, 37, 35, 31, 2] and specifically with use of the t-product [17, 28, 33]. In prac-
tice, factorization methods such as non-negative matrix factorization depend on
solving (potentially very large) linear systems as subroutines. As another ex-
ample, consider extreme learning machines (ELM). Extreme learning machines
are feedforward neural networks in which random weights are assigned for the
hidden nodes [12]. A linear mapping of the hidden-layer outputs is then learned
using a labeled set of training data. A major advantage of ELM is that learning
the linear mapping of the hidden-layer outputs to the output layer is relatively
simple and is independent of the activation functions used. Newman et al. pro-
posed a tensor neural network intended for tensor data [27]. Their proposed
networks use tensor-tensor products and enable the use of more compact pa-
rameter spaces [28]. Extending ELM to the tensor neural network setting leads
to the need to solve (again potentially very large) tensor linear systems.
Randomized Kaczmarz is closely related to the popular optimization tech-
nique, stochastic gradient descent (SGD) [26]. Most related to this work is the
tensor stochastic gradient descent that was recently implemented to train tensor
neural networks under the t-product [27]. The focus of the aforementioned work
is a tensor neural network framework for multidimensional data and does not
delve into an algorithmic analysis of SGD under the t-product.
In this work, we introduce a Kaczmarz inspired iterative method that con-
siders row slices of the tensor system at each iteration and provide theoretical
analysis for the proposed method. To the best of our knowledge, no other works
have consider solving large-scale linear t-product tensor systems with stochastic
iterative methods.
1.3 Contributions
We propose TRK, a randomized Kaczmarz method for solving linear systems
of third-order tensors under the t-product. We analyze the convergence of the
proposed method and demonstrate its performance empirically. In the conver-
gence analysis, we discuss projections and spectral constants for tensors under
the t-product. We compare the performance of the proposed TRK method
with a naively matricized MRK applied to a flattened tensor system. We also
demonstrate that TRK is equivalent to performing block MRK [8] in the Fourier
domain. This work serves as an example for extending methods for tensors un-
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der the t-product and how the properties of the t-product in the Fourier domain
can be used to analyze convergence in this setting.
2 Background and notation
In this section, we present notation and several linear algebraic results for tensors
under the t-product.
2.1 Notation
Throughout, calligraphic capital letters represent tensors, bold capital letters
represent matrices, and lower case letters represent vectors and scalars. The
index i is reserved for indexing row slices of tensors (see Figure 1a), rows of
matrices, and entries of vectors. The index j is similarly reserved for indexing
column slices of tensors and columns of matrices. The index k is reserved for
indexing frontal slices of tensors as illustrated in Figure 1b.
For matrices M, we use the notation Mi: and M:j to represent the i
th row
and jth column respectively. We use Mi:: to represent row slices and M::k to
represent frontal slices of a third-order tensorM as shown in Figure 1. Because
frontal slices of tensors are heavily used throughout this work, to condense
notation, bold subscripted capital letters, Mk, represents the k
th frontal slice of
M equivalently given by M::k, unless otherwise stated (for example, the n× n
DFT matrix Fn and n× n identity matrix In).
(a) Row sliceMi:: of tensorM. (b) Frontal sliceM::k of tensorM.
Figure 1: Row slice Mi:: and frontal slice M::k of tensor M.
The squared Frobenius norm || · ||2F for matrices and tensors denotes the sum
of squares of all scalar elements. For a matrix M, ||M||2F =
∑
ij M
2
ij and for
a third-order tensor M, ||M||2F =
∑
ijkM2ijk. We use σmin(M) to denote the
smallest singular value and M† to denote the pseudoinverse of the matrix M.
Equation (4) shows how a third-order tensor M is unfolded into a matrix:
unfold (M) =
 M::0...
M::n−1
 =
 M0...
Mn−1
 . (4)
To revert the unfolding of a tensor M we can fold the matrix in Equation (4)
such that fold (unfold (M)) = M. To condense notation, when using both
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indices and transposes, the transpose are applied to the tensor or matrix slice,
that is M∗i: = (Mi:)
∗
and M∗i:: = (Mi::)∗.
The tensor product of tensors A and B is written as AB. Similarly, for
matrices A,B, their matrix product is written as AB. We do not consider
the products between tensors and matrices. Throughout, we use A and A
to represent the measurement tensor and matrix, X , X, and x to represent
signal tensor, matrix and vector and B, B, and b to represent the observed
measurements for the linear systems
AX = B, AX = B, and Ax = b.
Lastly, the index t is reserved only to indicate iteration number and the short-
hand i ∈ [m− 1] denotes i = {0, 1, 2, ...,m− 1}.
2.2 Tensor linear algebra
We now provide background on the tensor-tensor t-product[17]. Under the
t-product one, can recover many standard linear algebraic properties such as
transposes, orthogonality, inverses and projections.
The t-product is defined in terms of block-circulant matrices.
Definition 1. For A ∈ Cm×`×n, let bcirc (A) denote the block-circulant matrix
bcirc (A) =

A0 An−1 An−2 . . . A1
A1 A0 An−1 . . . A2
...
...
...
. . .
...
An−1 An−2 An−3 . . . A0
 ∈ Cmn×`n. (5)
The following definitions of tensor-tensor product, identity tensor, transpose,
inverse, and orthogonality under the t-product are taken from Kilmer and Mar-
tin [17]. While the definitions and results here are specific to the t-product, this
product has been generalized to a class of tensor products that use arbitrary
invertible linear operators [14].
Definition 2. The tensor-tensor t-product is defined as
AB = fold (bcirc (A) unfold (B)) ∈ Cm×p×n,
where A ∈ Cm×`×n and B ∈ C`×p×n.
Definition 3. The m×m× n identity tensor, denoted I, is the tensor whose
first frontal slice is the m×m identity matrix and whose remaining entries are
all zeros.
The identity tensor satisfies
MI = IM =M
for all tensors M with compatible sizes.
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Definition 4. The conjugate transpose of a tensor M ∈ Cm×`×n is denoted
M∗ and is produced by taking the conjugate transpose of all frontal slices and
reversing the order of the frontal slices 1, . . . , n− 1.
Note that this definition ensures (M∗)∗ =M and (AB)∗ = B∗A∗. A tensor
is symmetric if M∗ =M.
Definition 5. A tensor M is invertible if there exists an inverse tensor M−1
such that
MM−1 =M−1M = I.
Note that for an invertible tensor M,
M∗ (M−1)∗ =M−1M = I
and (M−1)∗M∗ =MM−1 = I.
Thus, we have (M∗)−1 = (M−1)∗.
Definition 6. A tensor Q ∈ Cm×p×n is orthogonal if
Q∗Q = I = QQ∗.
The following properties of block circulant matrices will be useful through-
out. Proofs can be found in Appendix A.
Fact 1. For tensors A and B, the following equality holds:
bcirc (AB) = bcirc (A) bcirc (B) .
Fact 2. The block circulant operator bcirc (·) commutes with the conjugate trans-
pose,
bcirc (M∗) = bcirc (M)∗ .
2.2.1 Orthogonal tensor projections
These definitions and facts allow us to characterize orthogonal tensor projections
under the t-product, which is key for proving convergence of TRK.
Lemma 3. If M∗M is invertible, then the tensor P =M (M∗M)−1M∗ is an
orthogonal projection tensor. 2
Proof. First, we show that P =M (M∗M)−1M∗ is a projection tensor, which
follows by the following computation:
PP =M (M∗M)−1M∗M (M∗M)−1M∗
=M (M∗M)−1M∗
= P.
2This result is also stated and discussed in [16]. We provide a proof here for completeness.
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From the multiplication reversal property of the Hermitian transpose given
in Proposition 4.3 of [14],
P∗ =
(
M (M∗M)−1M∗
)∗
=M
(
(M∗M)−1
)∗
M∗
=M (M∗M)−1M∗
= P
and the tensor P is an orthogonal projection.
The convergence analysis of TRK, uses the following result.
Lemma 4. If the tensor P ∈ Cm×m×n is an orthogonal projection, bcirc (P) is
also an orthogonal projection.
Proof. Since P is symmetric,
bcirc (P)∗ Fact 2= bcirc (P∗) = bcirc (P) .
To see that bcirc (P) is a projection, note that since P is a projection tensor,
bcirc (P) = bcirc (PP) Fact 1= bcirc (P) bcirc (P) .
3 Tensor randomized Kaczmarz
Tensor randomized Kaczmarz is a Kaczmarz-type iterative method designed for
t-product tensor linear systems. One notable difference between the t-product
tensor and matrix linear systems is the interaction of the measurements Ai:: and
Ai: with the signals X and x. For the products Ai:x = bi and Ai:X = Bi:, each
value in the signal X or x is multiplied by a single element of the measurement
Ai:. In the tensor measurement product,
Ai::X = fold (bcirc (Ai::) unfold (X )) ∈ Cn×p.
Since bcirc (Ai::) ∈ Cn×`n, each element of X is multiplied by n elements in Ai::
and affects n entries of the resulting product Bi::. Equivalently, each frontal
face of X is multiplied by each frontal face of Ai::. See Kilmer and Martin [17]
for more details and intuition for the t-product.
We propose the following TRK update for tensor linear systems
X t+1 = X t −A∗it::
(Ait::A∗it::)−1 (Ait::X t − Bit::) . (6)
The Ai:: are row slices of the tensor A as depicted in Figure 1a. The index it
used at each iteration is selected according to a probability distribution over the
row indices i ∈ [m− 1]. The TRK algorithm is detailed in Algorithm 1.
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Algorithm 1 Tensor RK
Input: X 0 ∈ C`×p×n, A ∈ Cm×`×n, B ∈ Cm×p×n, and probabilities
p0, . . . , pm−1 corresponding to each row slice of A
for t = 0, 1, 2, . . . do
Sample it ∼ pi
X t+1 = X t −A∗it::
(Ait::A∗it::)−1 (Ait::X t − Bit::) .
Output: last iterate X t+1
Let Pi = A∗i:: (Ai::A∗i::)−1Ai::. Under the assumption that Ai::A∗i:: is in-
vertible, by Lemma 3, Pi is an orthogonal projection onto the range of Ai::.
Consequently, at each iteration, the current iterate X t is projected onto the
solution space of the sub-sampled system Ait::X = Bit::. Note that this is the
natural analogue of the MRK update, which projects the current iterate xt onto
the solution space of Aitx = bit .
Recall the MRK update given in Equation (1). The multiplication by(Ait::A∗it::)−1 in the TRK update serves an analogous role to normalization
by the squared row norms, ‖Ait:‖2, in the MRK update. The following assump-
tion insures that the tensor Ait::A∗it:: is invertible so that the iterates are well
defined.
Assumption 1. Assume that Ai::A∗i:: is invertible.
Note that in order for Ai::A∗i:: to be invertible, diag (Fnbcirc (Ai::A∗i::) F∗n) =
diag (D) must contain no non-zero entries. If the matrix bcirc (Ai::A∗i::) is invert-
ible, then the tensor Ai::A∗i:: is also and its inverse can be calculated explicitly
as follows.
Lemma 5. The inverse of Ai::A∗i:: under the t-product is
(Ai::A∗i::)−1 = fold
(
1√
n
F∗n diag
(
D−1
))
, (7)
where Fn is the n × n Discrete Fourier Transform (DFT) matrix and D is a
diagonal matrix such that bcirc (Ai::A∗i::) = F∗nDFn.
Proof. The inverse of Ai::A∗i:: is given by the tube fiber W that satisfies
Ai::A∗i::W = fold (bcirc (Ai::A∗i::) unfold (W))) = I.
Since Ai::A∗i:: ∈ C1×1×n is a tube fiber, bcirc (Ai::A∗i::) is a circulant matrix.
Circulant matrices are diagonalizable by the DFT given by Fn, and we can thus
write bcirc (Ai::A∗i::) = F∗nDFn for some diagonal matrix D. Inverting this, we
have [bcirc (Ai::A∗i::)]−1 = F∗nD−1Fn.
Thus
unfold (W) = [bcirc (Ai::A∗i::)]−1 unfold (I) = F∗nD−1Fnunfold (I) .
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Using the definition of the DFT matrix,
Fnunfold (I) = Fn

1
0
...
0
 = 1√n

1
1
...
1
 .
Thus,
W = fold
(
1√
n
F∗n diag
(
D−1
))
.
4 Convergence
We demonstrate that the TRK method given by the update in Equation (6)
satisfies a convergence result analogous to that of the matrix, vector setting.
Theorem 6 shows that in expectation, the TRK algorithm will converge linearly
to the solution of a consistent tensor system if
ρ := 1− σmin(E [bcirc (Pi)]) < 1.
The constant ρ is often referred to as the contraction coefficient. To show that
this term is indeed less than one, we take advantage of the fact that the t-product
can be computed in Fourier space. This analysis is presented in Section 5. In
this section, the TRK algorithm is analyzed with a more classical approach for
Kaczmarz-type algorithms and the result is compared to the standard MRK
convergence guarantee.
Theorem 6. Let X ∗ be such that AX ∗ = B and X t be the tth approximation
of X ∗ given by the updates of Equation (6) with initial iterate X 0 and indices i
sampled independently from a probability distribution D at each iteration. De-
note the orthogonal projection Pi = A∗i:: (Ai::A∗i::)−1Ai::. The expected error at
the t+ 1st iteration satisfies
E
[∥∥X t+1 −X ∗∥∥2
F
∣∣∣X 0] ≤ (1− σmin(E [bcirc (Pi)]))t+1 ∥∥X 0 −X ∗∥∥2F ,
where the expectation is taken over the probability distribution D, σmin(M) de-
notes the smallest singular value of M, and ‖M‖2F is the sum of squared entries
of the tensor M.
The proof of Theorem 6 mirrors the standard analysis of MRK making use
of the linear algebra mimetic properties of the t-product. More specifically, the
proof proceeds as follows. First, we show that the expected error at the tth
iteration is bounded above by the error from the previous iteration minus a
projected error term using a tensor Pythagorean theorem. Then, a lower bound
on the norm of the projected error is obtained to lead to the desired result. The
proof of Theorem 6 is provided here and more technical components that extend
simple properties for tensors are deferred to the appendix.
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Proof. Let X ∗ be such that AX ∗ = B. Subtracting X ∗ from both sides of the
TRK update given in Equation (6),
X t+1 −X ∗ = X t −X ∗ −A∗it::
(Ait::A∗it::)−1 (Ait::X t − Bit::)
= X t −X ∗ −A∗it::
(Ait::A∗it::)−1Ait:: (X t −X ∗)
= (I − Pit)
(X t −X ∗) .
To simplify and condense notation, we will use Et = X t − X ∗ to represent the
error at iteration t. Taking the Frobenius norm of the equality above,∥∥Et+1∥∥2
F
=
∥∥(I − Pit) Et∥∥2F .
As holds for orthogonal matrix projections, we can decompose this error as∥∥(I − Pit) Et∥∥2F = ∥∥Et∥∥2F − ∥∥PitEt∥∥2F (8)
using the Pythagorean theorem (see Lemma 12).
Thus, Equation (8) holds and∥∥Et+1∥∥2
F
=
∥∥Et∥∥2
F
− ∥∥PitEt∥∥2F .
Since the distribution from which the rows are sampled is fixed for all it-
erations, we drop the dependence on the iteration t when taking expectations.
Taking the expectation over all row slice indices i,
E
[∥∥Et+1∥∥2
F
∣∣∣X t] = ∥∥Et∥∥2
F
− E
[∥∥PiEt∥∥2F ] . (9)
Note that∥∥PiEt∥∥2F = ∥∥bcirc (Pi) unfold (Et)∥∥2F = p∑
j=1
∥∥∥bcirc (Pi) unfold (Et):j∥∥∥22 .
Now, since bcirc (Pi) is an orthogonal projection,
E
[∥∥PiEt∥∥2F ] = p∑
j=1
E
[
〈bcirc (Pi) unfold
(Et)
:j
,bcirc (Pi) unfold
(Et)
:j
〉
]
=
p∑
j=1
〈E [bcirc (Pi)] unfold
(Et)
:j
,unfold
(Et)
:j
〉. (10)
Since E [bcirc (Pi)] is symmetric,
E
[∥∥PiEt∥∥2F ] ≥ σmin (E [bcirc (Pi)]) p∑
j=1
∥∥∥unfold (Et)
:j
∥∥∥2
2
≥ σmin (E [bcirc (Pi)])
p∑
j=1
∥∥Et:j:∥∥2F
≥ σmin (E [bcirc (Pi)])
∥∥Et∥∥2
F
.
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Making this substitution in Equation (9), we then have
E
[∥∥Et+1∥∥2
F
∣∣∣X t] ≤ (1− σmin(E [bcirc (Pi)]))∥∥Et∥∥2F .
Since the row slice indices i are sampled independently, the conditional expec-
tation can be iterated to obtain,
E
[∥∥Et+1∥∥2
F
∣∣∣X 0] ≤ (1− σmin(E [bcirc (Pi)]))t+1 ∥∥E0∥∥2F .
The convergence guarantee of Theorem 6 is analogous to that of [34] for
MRK. If rows are sampled with probabilities proportional to the squared row
norms of A, the expected approximation error for iterates of MRK is upper
bounded as:
E
[∥∥xt+1 − x∗∥∥2∣∣∣x0] ≤ (1− σmin(E [Ai:A∗i:]‖A‖2F
))t+1 ∥∥x0 − x∗∥∥2
≤
(
1− σmin (A
∗A)
‖A‖2F
)t+1 ∥∥x0 − x∗∥∥2 .
Both the TRK and MRK convergence guarantees depend on the minimal singu-
lar value of the expectation over the possible projections onto the rows or row
slices for the matrix and tensor versions respectively.
5 Analysis of TRK in the Fourier domain
The t-product can be computed efficiently using the Fast Fourier Transform
(FFT), since circulant matrices are diagonalized by the DFT. Similarly, we can
analyze the convergence of TRK in the Fourier domain and capitalize on the
resulting block-diagonal structure. In this section, we present a convergence
analysis in the Fourier domain to derive a more interpretable convergence guar-
antee for TRK. We describe how the TRK update can be performed efficiently
in the Fourier domain and additionally demonstrate that TRK is equivalent to
performing block MRK on the linear system in the Fourier domain.
5.1 Notation and preliminary facts
We first introduce some additional notation and basic facts that will be used
throughout this section. The notation and definitions are adopted from [17].
Let M ∈ Cm×`×n and M̂ denote the tensor resulting from applying the DFT
matrix to each of the tube fibers of M. This is operation is referred to in
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previous literature as a mode-3 FFT. Fact 2 of [17], guarantees that
bdiag
(
M̂
)
:= (Fn ⊗ Im) bcirc (M) (F∗n ⊗ I`) =

M̂0
M̂1
. . .
M̂n−1
 ,
(11)
where M̂k is the k
th frontal face of M̂, ⊗ denotes the Kronecker product, Fn
is the n× n DFT matrix, and bdiag
(
M̂
)
is the block diagonal matrix formed
by the frontal faces of M̂.
We now present several facts which hold true for tensors under the t-product.
They will be useful for performing calculations in the Fourier domain.
Fact 7. For tensors A and B the following holds:
bdiag
(
ÂB
)
= bdiag
(
Â
)
bdiag
(
B̂
)
.
Proof. Let A ∈ Cm×`×n and B ∈ C`×p×n, then
bdiag
(
ÂB
)
(11)
= (Fn ⊗ Im) bcirc (AB) (F∗n ⊗ Ip)
Fact 1
= (Fn ⊗ Im) bcirc (A) bcirc (B) (F∗n ⊗ Ip)
= (Fn ⊗ Im) bcirc (A) (F∗n ⊗ I`) (Fn ⊗ I`) bcirc (B) (F∗n ⊗ Ip)
(11)
= bdiag
(
Â
)
bdiag
(
B̂
)
.
Fact 8. Addition and ·̂ are commutative
Â+ B = Â+ B̂.
Proof. Let A ∈ Cm×`×n and B ∈ Cm×`×n, then
bdiag
(
Â+ B
)
(11)
= (Fn ⊗ Im) bcirc (A+ B) (F∗n ⊗ I`)
= (Fn ⊗ Im) (bcirc (A) + bcirc (B)) (F∗n ⊗ I`)
= (Fn ⊗ Im) bcirc (A) (F∗n ⊗ I`) + (Fn ⊗ Im) bcirc (B) (F∗n ⊗ I`)
(11)
= bdiag
(
Â
)
+ bdiag
(
B̂
)
.
Fact 9. The conjugate transpose commutes with bdiag ( ·̂ ),
bdiag
(
M̂∗
)
= bdiag
(
M̂
)∗
.
Additionally, if bcirc (M) is symmetric, bdiag
(
M̂
)
is also symmetric.
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Proof. Let M∈ Cm×`×n. Then
bdiag
(
M̂∗
)
(11)
= (Fn ⊗ I`) bcirc (M∗) (F∗n ⊗ Im)
Fact 2
= (Fn ⊗ I`) bcirc (M)∗ (F∗n ⊗ Im)
= [(Fn ⊗ Im) bcirc (M) (F∗n ⊗ I`)]∗
(11)
= bdiag
(
M̂
)∗
.
To see that bdiag
(
M̂
)
is also symmetric when bcirc (M) is symmetric, note
that
bdiag
(
M̂
)∗ (11)
= [(Fn ⊗ Im) bcirc (M) (F∗n ⊗ In)]∗ .
Fact 10. The inverse commutes with bdiag ( ·̂ ),
bdiag
(
M̂−1
)
= bdiag
(
M̂
)−1
.
Proof. Let M ∈ Cm×m×n. Note that bcirc (Im) = Imn. Using Fact 1 and
Equation (11),
bdiag
(
M̂−1
)
bdiag
(
M̂
)
(11)
= (Fn ⊗ Im) bcirc
(M−1) (F∗n ⊗ Im) (Fn ⊗ Im) bcirc (M) (F∗n ⊗ Im)
= (Fn ⊗ Im) bcirc
(M−1) bcirc (M) (F∗n ⊗ Im)
Fact 1
= (Fn ⊗ Im) bcirc (Im) (F∗n ⊗ Im)
= Imn.
Analogously, one can show bdiag
(
M̂
)
bdiag
(
M̂−1
)
= Imn.
5.2 A more interpretable convergence guarantee
Using Fact 2 of [17], we can derive a more interpretable convergence guarantee
in terms of the tensor A. Specifically, assuming that the indices it are sampled
uniformly at random at each iteration, we can restate Theorem 6 as follows.
Theorem 11. Let X ∗ be such that AX ∗ = B and X t be the tth approximation
of X ∗ given by the updates of Equation (6) with initial iterate X 0 and indices
it ∈ [m− 1] sampled uniformly at random at each iteration. The expected error
at the (t+ 1)st iteration satisfies
E
[∥∥X t+1 −X ∗∥∥2
F
∣∣∣X 0] ≤
1− min
k∈[n−1]
σ2min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2

t+1 ∥∥X 0 −X ∗∥∥2
F
,
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where ‖ · ‖∞,2 is as defined in Equation (14), Âk is the kth frontal slice of Â,
and σmin(·) denotes the smallest singular value.
Proof. Let P̂i be the tensor formed by applying FFTs to each tube fiber of
Pi = A∗i:: (Ai::A∗i::)−1Ai::. By Equation (11), we have that
bdiag
(
P̂i
)
= (Fn ⊗ I`) bcirc (Pi) (F∗n ⊗ I`) ,
is a block diagonal matrix with blocks
(
P̂i
)
k
, where
(
P̂i
)
k
is the kth frontal
slice of the tensor P̂i. We note that the projected error in Equation (10) can be
rewritten as
E
[∥∥PiEt∥∥2F ] = p∑
j=1
〈E [bcirc (Pi)] unfold
(Et)
:j
,unfold
(Et)
:j
〉
=
p∑
j=1
E
[
〈(Fn ⊗ I`) bcirc (Pi) (F∗n ⊗ I`) (Fn ⊗ I`) unfold
(Et)
:j
, (Fn ⊗ I`) unfold
(Et)
:j
〉
]
=
p∑
j=1
E
[
〈bdiag
(
P̂i
)
(Fn ⊗ I`) unfold
(Et)
:j
, (Fn ⊗ I`) unfold
(Et)
:j
〉
]
.
Now, since E
[
bdiag
(
P̂i
)]
is symmetric by Fact 9,
E
[∥∥PiEt∥∥2F ] ≥ σmin (E [bdiag(P̂i)])∥∥(Fn ⊗ I`) unfold (Et)∥∥2F . (12)
Note that,
∥∥(Fn ⊗ I`) unfold (Et)∥∥2F = p∑
j=1
〈(Fn ⊗ I`) unfold
(Et)
:j
, (Fn ⊗ I`) unfold
(Et)
:j
〉
=
p∑
j=1
〈unfold (Et)
:j
,unfold
(Et)
:j
〉
=
∥∥unfold (Et)∥∥2
F
=
∥∥Et∥∥2
F
.
Since bdiag
(
P̂i
)
is block diagonal,
σmin
(
E
[
bdiag
(
P̂i
)])
= min
k∈[n−1]
σmin
(
E
[(
P̂i
)
k
])
.
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Factoring bdiag
(
P̂i
)
,
bdiag
(
P̂i
)
Fact 7
= bdiag
(
Â∗i::
)
bdiag
(
(Ai::A∗i::)−1
∧)
bdiag
(
Âi::
)
Facts 9−10
= bdiag
(
Âi::
)∗
bdiag
(
Ai::A∗i::
∧)−1
bdiag
(
Âi::
)
Fact 7
= bdiag
(
Âi::
)∗ [
bdiag
(
Âi::
)
bdiag
(
Â∗i::
)]−1
bdiag
(
Âi::
)
.
Noting that bdiag
(
Âi::
)
bdiag
(
Â∗i::
)
is a diagonal matrix, one can see that(
P̂i
)
k
is the projection onto
(
Âi::
)
k
by rewriting the kth frontal face of P̂i as
(
P̂i
)
k
=
(
Âi::
)∗
k
(
Âi::
)
k(
Âi::Â∗i::
)
k
.
We can thus rewrite Equation (12) as
E
[∥∥PiEt∥∥2F ] ≥ mink∈[n−1]σmin
E

(
Âi::
)∗
k
(
Âi::
)
k(
Âi::Â∗i::
)
k

∥∥Et∥∥2F . (13)
The expectation of Equation (12) can now be calculated explicitly. For
simplicity, we assume that the row indices i are sampled uniformly. As in MRK
extensions and literature, many other sampling distributions could be used.
To derive a lower bound for the smallest singular value in Equation (13),
define ∥∥∥Âk∥∥∥2∞,2 := maxi [(Âi::Â∗i::)k] . (14)
The values
(
Âi::Â∗i::
)
k
are necessarily positive for all k ∈ [n−1] under Assump-
tion 1 as (
Âi::Â∗i::
)
k
= bdiag
(
Âi::Â∗i::
)
kk
= bdiag
(
Âi::
)
k
bdiag
(
Â∗i::
)
k
= (Fn)k: bcirc (Ai::) bcirc (A∗i::) (Fn)∗k:
= (Fn)k: bcirc (Ai::) bcirc (Ai::)∗ (Fn)∗k:
=
∥∥bcirc (Ai::)∗ (Fn)∗k:∥∥22 .
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Now, it can be easily verified that
σmin
E

(
Âi::
)∗
k
(
Âi::
)
k(
Âi::Â∗i::
)
k

 ≥ σmin
 1
m
m−1∑
i=0
(
Âi::
)∗
k
(
Âi::
)
k∥∥∥Âk∥∥∥2∞,2

=
σ2min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2
.
The projected error of Equation (13) then becomes
E
[∥∥PiEt∥∥2F ] ≥ mink∈[n−1] σ
2
min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2
∥∥Et∥∥2
F
, (15)
leading to a contraction coefficient of
ρ = 1− min
k∈[n−1]
σ2min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2
. (16)
We can thus rewrite the guarantee in Theorem 6 for uniform random sampling
of the row indices i as
E
[∥∥X t+1 −X ∗∥∥2
F
∣∣∣X 0] ≤
1− min
k∈[n−1]
σ2min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2

t+1 ∥∥X 0 −X ∗∥∥2
F
. (17)
5.3 Equivalence of TRK and block MRK applied in the
Fourier domain
In this section, we observe a connection between the proposed TRK method
and the previously studied block MRK algorithm [25]. This analysis helps to
further bridge the understanding of connections between TRK and MRK. In
block MRK, one projects the current iterate onto the solution space of a set of
constraints (set of rows of the linear system) as opposed to the solution space
with respect to a single row. In practice, block MRK can lead to a significant
speed up over MRK [25].
Here we show the equivalence of TRK and block MRK performed in the
Fourier domain with specific block partitions and remark on the convergence
rate implications in the block MRK setting. Using Equation (11), the tensor
17
linear system Equation (3) can be rewritten as:
Â0
Â1
. . .
Ân−1


X̂0
X̂1
...
X̂n−1
 =

B̂0
B̂1
...
B̂n−1
 . (18)
The system shown in Equation (18) can be solved using block MRK such
that the resulting iterate is equivalent to the TRK iterate in the following way.
Let
τi = {km+ i | k ∈ [n− 1]}, (19)
denote in set of indices corresponding to a randomly selected block of the mea-
surement matrix in Equation (18). This choice of τi corresponds to selecting
the ith row of each Âk in bdiag
(
Â
)
, i.e., each row of Âi:: appears along the
diagonal of bdiag
(
Â
)
τi
and therefore, bdiag
(
Â
)
τi
= bdiag
(
Âi::
)
.
For a randomly selected row index it ∈ [m− 1], the block MRK update for
Equation (18) is aptly written as:
unfold
(
X̂ t+1
)
= unfold
(
X̂ t
)
− bdiag
(
Â
)†
τit
(
bdiag
(
Â
)
τit
unfold
(
X̂ t
)
− unfold
(
B̂
)
τit
)
(20)
= unfold
(
X̂ t
)
− bdiag
(
Âit::
)†(
bdiag
(
Âit::
)
unfold
(
X̂ t
)
− unfold
(
B̂
)
τit
)
.
Using Equation (11) and Facts 7-10, we can show
bdiag
(
Âit::
)†
= bdiag
(
Âit::
)∗ (
bdiag
(
Âit::
)
bdiag
(
Âit::
)∗)−1
= bdiag
(
Â∗it::
(
Âit::Â∗it::
)−1)
Therefore, noting the following equalities and folding the right and left sides of
the equation into tensors, we derive the iterate update for X̂ t+1 from the block
MRK update:
unfold
(
X̂ t+1
)
= unfold
(
X̂ t
)
− bdiag
(
Â∗i::
(
Âit::Â∗it::
)−1)(
bdiag
(
Âit::
)
unfold
(
X̂ t
)
− unfold
(
B̂
)
τit
)
= unfold
(
X̂ t
)
− (Fn ⊗ I`)unfold
(
Ait::∗ (Ait::Ait::∗)−1
(Ait::X t − Bit::))
= unfold
(
X̂ t
)
− unfold
(
Â∗it::
(
Âit::Â∗it::
)−1 (
Âit::X̂ t − B̂it::
))
⇒ X̂ t+1 = X̂ t − Â∗it::
(
Âit::Â∗it::
)−1 (
Âτit::X̂ t − B̂it::
)
. (21)
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Since the FFT is applied to each tube fiber of A independently, Âi:: = Âi::.
To see that Equation (21) is equivalent to Equation (6) one can use Facts 7-10
to show that X̂ t+1 = X̂ t+1, that is taking the inverse FFT on the tubes of X̂ t+1
will return the TRK update Equation (6).
Remark 1. The contraction rate for block MRK applied to the linear system
Equation (18) with iterates as shown in Equation (20) is
ρ
BRK
= 1−
σ2min
(
bdiag
(
Â
))
mnmaxi λmax
(
bdiag
(
Â
)
τi
bdiag
(
Â
)∗
τi
) . (22)
The contraction coefficient ρ
BRK
is a direct result of the theoretical guarantees
for block MRK shown in [25]. Note that due to the block-diagonal structure,
the numerator of the second term of Equation (22) can be simplified to
σ2min
(
bdiag
(
Â
))
= min
k∈[n−1]
σ2min(Âk).
Using the fact that bdiag
(
Â
)
τi
= bdiag
(
Âi::
)
along with Facts 7 and 9, it can
be easily shown that bdiag
(
Â
)
τi
bdiag
(
Â
)∗
τi
= bdiag
(
Âi::Â∗i::
)
. Thus, the
denominator of Equation (22) can be simplified to:
max
i
λmax
(
bdiag
(
Â
)
τi
bdiag
(
Â
)∗
τi
)
= max
i
λmax
(
bdiag
(
Âi::Â∗i::
))
= max
i
max
k
[
Âi::Â∗i::
]
k
(14)
= max
k
∥∥∥Âk∥∥∥2∞,2 ,
where the norm in the last equality is as defined in Equation (14). Putting this
all together, the contraction rate for block MRK applied to Equation (18) is
ρ
BRK
= 1− mink σ
2
min(Âk)
mnmaxk
∥∥∥Âk∥∥∥2∞,2
. (23)
Compared to the convergence rate derived for TRK in Theorem 11, the
standard block MRK convergence guarantee is weaker (slower). The standard
analysis for the convergence of block MRK is not restricted to block diagonal
systems. Thus, although block MRK applied to Equation (18) with predeter-
mined blocks τi is equivalent to the proposed TRK update, the standard block
MRK guarantee is weaker since the TRK analysis takes advantage of the block
diagonal structure of the system in the Fourier domain.
Remark 2. The block-diagonal system in Equation (18) is highly parallelizable.
Specifically, each component block of the system ÂkX̂k = B̂k for k ∈ [n− 1]
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Algorithm 2 Tensor RK computed in the Fourier domain
Input: X 0 ∈ C`×p×n, A ∈ Cm×`×n, B ∈ Cm×p×n, and probabilities
p0, . . . , pm−1 corresponding to each row slice of A
Compute X̂ 0, Â, B̂ as in Equation (11)
for t = 0, 1, 2, . . . do
Sample it ∼ pi
for k = 0, 1, . . . , n− 1 do
X̂ t+1k = X̂ tk −
(
Âit:k
)† (
Âit:kX̂ tk − B̂it:k
)
Recover X t+1 from X̂ t+1
Output: last iterate X t+1
can be solved independently. For m extremely large, however, loading a single
Âi into memory maybe be impossible. In such settings, a randomized itera-
tive method such as TRK is advantageous. The block-diagonal structure of
the subsampled system in the Fourier domain also allows the update for each
component block to be computed in parallel.
Making use of the equivalence of TRK and block MRK in the Fourier domain,
TRK can be implemented efficiently using methods for matrices as detailed in
Algorithm 2. Note that Equation (20) can be reformulated as
X̂ t+1k = X̂ tk −
(
Âit:k
)† (
Âit:kX̂ tk − B̂it:k
)
for k ∈ [n− 1],
by making use of the block structure.
Remark 3. The equivalence between TRK and block MRK with blocks indexed
by Equation (19) also reveal a straightforward analysis for the comparison of the
computational complexity between TRK and MRK. The per iteration complex-
ity of MRK using rows Ai: ∈ R1×`n is O(`n) and the per iteration complexity
of TRK using rows Ai:: ∈ R1×`×n is O(`n2).
6 Experiments
In this section, we present numerical experiments comparing MRK and TRK.
The implementation of the TRK algorithm used is as outlined in Algorithm 1,
unless otherwise noted. First, we show empirically that with an increasing
number of measurements m, the contraction coefficient for TRK is smaller than
that of MRK indicating a stronger convergence guarantee. Next, we compare
the performance of TRK with that of MRK applied to a matrix linear system
where the memory complexity of the measurement matrix is preserved. Then,
we move on to the setting in which one is given tensor measurements B and
compare the performance of TRK with that of MRK applied to the unfolded
tensor system
bcirc (A) unfold (X ) = unfold (B) .
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These experiments demonstrate the computational benefits of using TRK given
by Equation (6) over applying standard MRK to an unfolded system.
6.1 Contraction coefficients of TRK and MRK
In this experiment, the contraction coefficient of the proposed TRK is compared
to that of MRK. In order to apply the standard MRK method to recover the
three-dimensional signal X , we unfold the tensor X into the matrix unfold (X ) ∈
C`n×p and collect measurements B ∈ Cµ×p of the signal X via the measurement
matrix A ∈ Cµ×n`, resulting in the matrix linear system
Aunfold (X ) = B. (24)
After each iteration of MRK applied to Equation (24), the iterate unfold
(X t+1)
satisfies
Ait:unfold
(X t+1) = unfold (B)it: . (25)
Thus, the constraint is applied to each column of unfold (X ) or equivalently each
column slice of X independently. Note that the measurement matrix A will have
the same number of elements as the measurement tensor A in Equation (3) if
µ = m.
Assuming that the rows of A are normalized, MRK applied to matrix linear
systems has a contraction coefficient of
1− σ2min(A)/m. (26)
For TRK, the contraction coefficient from Theorem 11 is
1− min
k∈[n−1]
σ2min
(
Âk
)
m
∥∥∥Âk∥∥∥2∞,2
.
In this experiment, row slices Ai:: have unit Frobenius norm and indices i ∈
[m− 1] are selected uniformly at random at each iteration.
The measurement matrix A ∈ Cm×`n and measurement tensor A ∈ Cm×`×n
are generated as follows. The entries of A ∈ Cm×`n are drawn i.i.d. from a
standard Gaussian distribution and then each row is normalized to have unit
norm. The entries ofA ∈ Rm×`×n are also drawn i.i.d. from a standard Gaussian
distribution but row slices Ai:: (as opposed to matrix rows) of A are normalized
to have unit Frobenius norm. Note that both the tensor A and matrix A in
this experiment have the same memory complexity of O(m`n). The contraction
coefficients, computed via Equation (26) for matrices A and Equation (16)
for tensors A, with a varying number of measurements m are presented in
Figure 2. Here, the dimensions ` = 20 and n = 10 are fixed. For each number
of measurements m, the contraction coefficients are averaged over 50 random
realizations of the measurement tensor or matrix.
In this experiment, the contraction coefficients for MRK and TRK differ,
with TRK being smaller (i.e., faster convergence) for larger m. Thus, in the
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large-scale setting where m  `n, TRK is expected to converge faster than
MRK, as we will see in the experiments of Section 6.2. When a small number
of measurements m are used, MRK has a smaller contraction coefficient than
TRK, however, we are primarily concerned with the setting in which m  `n
as this is the typical use case for Kaczmarz methods.
Figure 2: Comparison between contraction coefficients of MRK (Equation (26))
applied to a matrix linear system and TRK (Equation (16)) applied to a tensor
system.
6.2 Empirical performance of TRK and MRK
We now compare the empirical performance of MRK and TRK on linear systems
AX = B and AX = Y. Similar to the previous experiment, the dimensions of
A and A are selected to require a similar measurement complexity while solving
for unknown signals of comparable dimensions. More specifically, for the tensor
system we have A ∈ Cm×`×n and X ∈ C`×p×n, while for the matrix system,
we have A ∈ Cm×`n and X ∈ C`n×p. The entries of A and A are initialized
with i.i.d. standard Gaussian entries then normalized to have unit row slice and
matrix row Frobenius norm respectively. The entries of the signals X and X
are drawn i.i.d. from a standard Gaussian distribution and the empirical results
presented here are averaged over 20 random runs of TRK and MRK. For TRK,
we use the implementation outlined in Algorithm 2.
Figure 3 compares the empirical performances of the two algorithms for an
over-determined system with m = 500, ` = 20, n = 10, and p = 10. We refer
to a tensor linear system as over-determined if the Fourier transformed systems
of Equation (18) is over-determined, i.e., if m ≥ `. In the over-determined
setting, we plot the convergence of the algorithms with respect to iterations (left
plot) as well as CPU time (right plot). We observe that in both settings, TRK
outperforms MRK in terms of iterations and CPU times. While, visually, MRK
does not seem to be making progress towards the solution in either setting, it is
in fact converging slowly. This should not be surprising given the equivalence
between TRK and block MRK. In particular, one can think of TRK as block
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MRK acting on n rows at a time (whereas MRK only works on on row at a
time).
Figure 3: Comparison MRK and TRK when the measurement matrix (or tensor)
has a fixed memory budget of O(m`n) bits when m = 500, ` = 20, and n = 10.
We additionally consider the setting in which one is immediately provided
the measurement tensor A ∈ Cm×`×n and corresponding measurements B ∈
Cm×p×n and can choose between performing signal recovery using TRK or by
unfolding the tensor system and solving bcirc (A) unfold (X ) = unfold (B) using
MRK.
The tensor A is initialized with i.i.d. standard Gaussian entries and the
measurement matrix A is taken to be A = bcirc (A). Here, m = 100, ` = 15,
n = 10, and p = 30. Figure 4 plots the resulting empirical performance averaged
over 20 random runs of TRK and MRK when choosing between signal recovery
using TRK or MRK for a given tensor measurement system. We again see that
TRK converges at a much faster rate than MRK in this setting.
Figure 4: Performance comparison of MRK on matricized linear system and
TRK on tensor linear system.
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6.3 Empirical performance of TRK and block MRK
To support the theoretical guarantees and remarks regarding the equivalence
of TRK and block MRK, experimental results comparing the empirical perfor-
mance of the two algorithms are presented in this section. In Figure 5, TRK
and block MRK are used to solve a tensor linear system as shown in Equa-
tion (3). TRK solves the tensor system via the update in Equation (6) while
block MRK is performed on the transformed system in the Fourier domain given
in Equation (18) with predetermined blocks τi = {km+i | k ∈ [n−1]}. The mea-
surement tensor A ∈ R100×30×5 and signal tensor X ∈ R30×15×5 contains i.i.d.
standard Gaussian entries. All approximation errors are averaged over 20 runs
of the respective algorithm. The theoretical upper bounds, titled in the legend
with ‘UB’, are computed using Equation (17) for TRK and Equation (23) for
block MRK. Figure 5 clearly shows that TRK and block MRK perform similarly
across iterations as expected since the two methods are shown to be equivalent
in Section 5.3. As remarked, the TRK upper bound shown in Theorem 11 has
a slight advantage over the general block MRK convergence guarantees as these
do not make use of the block diagonal structure of Equation (18). Experiments
comparing CPU times for TRK and block MRK are omitted, as the two meth-
ods are equivalent as shown in Section 5.3 and highly optimized algorithms exist
for the matrix implementation.
Figure 5: Performance of TRK and block MRK on a tensor linear system.
‘TRK-UB’ and ‘BRK-UB’ indicate the theoretical upper bounds of TRK and
block MRK respectively.
7 Conclusion
This work extends the randomized Kaczmarz literature to solve large-scale ten-
sor linear systems under the t-product. The proposed tensor randomized Kacz-
marz (TRK) algorithm solves large-scale tensor linear systems and is guaranteed
to convergence exponentially in expectation. Connections to the block random-
ized Kaczmarz are made and empirical results are provided to support derived
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theoretical guarantees. This work further provides a framework to extend other
stochastic iterative methods that arise in literature such as the randomized
extended Kaczmarz algorithm, randomized Gauss-Seidel algorithm, coordinate
descent, sketch-and-project [9], and many more.
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A Proofs for properties of block circulant ma-
trices
We use properties of circulant matrices and the Kronecker product in proving
Facts 1 and 2. For a vector v ∈ Cn
circ (v) =

v0 vn−1 . . . v1
v1 v0 . . . v2
...
...
. . .
...
vn−2 vn−3 . . . vn−1
vn−1 vn−2 . . . v0
 .
The block circulant of a matrix bcirc (M) can be decomposed as
bcirc (M) =
n−1∑
i=0
circ (ei)⊗M::i, (27)
where ei is the i
th standard basis vector in Cn and ⊗ denotes the Kronecker
product.
A.1 Proof of Fact 1
Recall that Fact 1 states
bcirc (AB) = bcirc (A) bcirc (B) .
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Proof. Decomposing bcirc (AB), Equation (27) obtains the equality
bcirc (AB) =
n−1∑
i=0
circ (ei)⊗ (AB)::i .
For notational simplicity, let Ai = A::i and Bi = B::i denote the ith frontal
faces of A and B respectively. Then
(AB)::i = fold (bcirc (A) unfold (B))::i
=
(
Ai Ai−1 . . .A0 An−1 . . .Ai+1
)
unfold (B)
= AiB0 + Ai−1B1 + . . .A0Bi + An−1Bi+1 + . . .Ai+1Bn−1
=
n−1∑
k=0
Ai−k (mod n)Bk.
We then have that
bcirc (AB) =
n−1∑
i=0
n−1∑
k=0
circ (ei)⊗Ai−k (mod n)Bk.
Changing i→ i+ k, we can rewrite this as
bcirc (AB) =
n−1∑
i=0
n−1∑
k=0
circ
(
ei+k (mod n)
)⊗AiBk. (28)
Similarly, we can decompose bcirc (A) bcirc (B) as
bcirc (A) bcirc (B) =
(
n−1∑
i=0
circ (ei)⊗Ai
)(
n−1∑
k=0
circ (ek)⊗Bk
)
=
n−1∑
i=0
n−1∑
k=0
(circ (ei)⊗Ai) (circ (ek)⊗Bk) .
The mixed-product property further gives
bcirc (A) bcirc (B) =
n−1∑
i=0
n−1∑
k=0
circ (ei) circ (ek)⊗AiBk
=
n−1∑
i=0
n−1∑
k=0
circ
(
ei+k (mod n)
)⊗AiBk.
We have now recovered the right-hand side of Equation (28) and thus bcirc (AB) =
bcirc (A) bcirc (B) as desired.
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A.2 Proof of Fact 2
Fact 2 states
bcirc (M∗) = bcirc (M)∗ .
Proof. For simplicity, let Mi = M::i denote the ith frontal face of M. De-
composing bcirc (M) as in Equation (27), using the definition of the tensor
transpose, the fact that (A⊗B)∗ = A∗ ⊗B∗ and circ (ei)∗ = circ (en−i) [19],
bcirc (M∗) (27)=
n−1∑
i=0
circ (ei)⊗ (M∗)::i
= In ⊗ (M1)∗ +
n−1∑
i=1
circ (ei)⊗ (Mn−i)∗
= I∗n ⊗ (M1)∗ +
n−1∑
i=1
circ (en−1)
∗ ⊗ (Mn−i)∗
=
[
In ⊗ (M1) +
n−1∑
i=1
circ (en−i)⊗ (Mn−i)
]∗
= bcirc (M)∗ .
B Tensor Pythagorean Theorem
An analogue of the Pythagorean Theorem is stated and proved for tensors.
Lemma 12. For an orthogonal projection P and tensor M of compatible size,
‖M‖2F = ‖(I − P)M‖2F + ‖PM‖2F .
Proof. This result can be shown by rewriting the tensor products in terms of
matrix products and applying Lemma 4. Note that for a tensor M,
‖M‖2F = ‖unfold (M)‖2F .
Decomposing ‖M‖2F and rewriting the result in terms of matrices,
‖M‖2F = ‖(I − P)M+ PM‖2F
= ‖bcirc (I − P) unfold (M) + bcirc (P) unfold (M)‖2F .
Since bcirc (P) is an orthogonal projection (Lemma 4), by the Pythagorean
theorem,
‖M‖2F = ‖bcirc (I − P) unfold (M)‖2F + ‖bcirc (P) unfold (M)‖2F
= ‖(I − P)M‖2F + ‖PM‖2F .
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