ABSTRACT In this paper, we propose a novel partial multi-view clustering method based on the sparse embedding framework, which can handle incomplete view data well and obtain good clustering performance. Most real-world datasets are often comprised of different views, which provide complementary information for each other for clustering or classification tasks. Existing multi-view clustering methods assume that each example appears in all views or all examples contained at least one view. But each view of real data is often subject to various degrees of damage resulting in partial examples. There are some works on partial view clustering, in which almost all are based on standard non-negative matrix factorization (NMF) to solve the problem that did not consider the sparseness degree of coefficient and unsatisfactory basic matrices learned by NMF. Besides, most existing clustering methods only carry out dimensionality reduction before learning the models, which is unable to make full use of the discriminative information in raw data. Thus, partial multi-view clustering based on sparse embedding framework is proposed, in which dimensionality reduction and dictionary learning are taken into consideration simultaneously to learn better sparse coefficients and dictionaries. The proposed method preserves as much useful information as possible in original space by constraining projection matrix to be orthogonal and imposes Fisher discrimination analysis on dictionaries rather than sparse coefficients, which makes the learned dictionaries more discriminating and promotes sparsity of coefficients. Finally, the synthetic dataset, the extended Yale B dataset, the MNISIT Handwritten Digit dataset and the large dataset-Caltech101 are employed to perform clustering tasks, and the experimental results show that the proposed method achieved a better clustering performance than the other state-of-the-art clustering methods.
I. INTRODUCTION
In many real application tasks, data are represented by heterogeneous features obtained from various feature extractors. Multi-view clustering, as one of basic tasks of multi-view learning [1] , [2] , provides a nature formulation for clustering with such data. One typical example is web page grouping, which can be described by two views that web page texts and its linkage information [7] . Generally, multiple views provide complementary information for each other, which makes multi-view learning obtain better performances than using a single-view method [3] . Besides, due to each view of multi-view data characterizes the same object from different aspects, these views share the common latent subspace which makes us explore consistent information among different views [4] .
There are some multi-view clustering methods [5] - [7] , [31] , [33] based on Non-negative Matrix Factorization (NMF), which obtain coefficient matrix firstly, and then different post-processing clustering methods are applied to the coefficient matrix to obtain clustering result. Even these methods have good performance on clustering tasks, they did not consider the sparseness degree of coefficients caused by NMF and they ignored the importance of basis matrices for clustering tasks. This allows the clustering performances of these methods to be further enhanced. Dictionary learning [8] is an efficient way to learn good dictionaries (basis matrices) and satisfy the sparsity of coefficient matrix well. The classical dictionary learning methods include K-SVD [9] , [10] , D-KSVD [11] , MOD [12] , PM [13] , etc. K-SVD plays an important role in learning atoms of dictionary, which enhance the ability of signal reconstruction, but cannot obtain discriminant dictionaries [16] . Hence, D-KSVD adopts a discriminative term in the objective of the original K-SVD algorithm. Furthermore, sparse representation (SR) is commonly used to encode the original signal by an over-complete dictionary with sparsity constraint. The constraint of SR guarantees the sparsity of coefficient matrix. When data are encoded over a fixed dictionary, most algorithms apply Lasso [14] or Orthogonal Matching Pursuit (OMP) [15] method to obtaining sparse coding.
In addition, high dimensional data often make clustering problem more difficult, owing to very small Euclidean distances between feature vectors [16] . Beyond that, too much high dimension is bound to increase computational complexity and memory requirements [17] . There are many dimensionality reduction approaches including Principle Component Analysis (PCA) [18] , Linear Discriminant Analysis (LDA) [19] , Locality Preserving Projection (LPP) [20] , Isometric Mapping (ISOMAP) [21] , etc. PCA plays an important role in removing the unreliable variables, which can improve the clustering accuracy and reduce computational complexity [22] . The thinking of ISOMAP is that the local manifold is homeomorphic with Euclidean space. It means that the nearest neighbor points are found for each point based on the Euclidean distance, and then the distance between the adjacent samples are preserved in low-dimension manifold [23] . Traditional SR based clustering algorithms [27] normally use random projection or PCA for dimensionality reduction. However, a pre-obtained projection may limit the discriminant ability of learned dictionary, because dictionary learning largely depends on the structure of original data. Patel et al. [26] proposed sparse subspace clustering method, which ignored the dimensionality reduction of original data space jointly. Nguyen et al. [25] introduced a sparse embedding technique to get good dictionaries. Inspired by literate [25] , we propose the method that learns dictionaries and projection matrices jointly, and introduces the Fisher criterion in the dictionary learning stage in order to learn more discriminative dictionaries.
In summary, there are three shortcomings for existing multi-view clustering methods. Firstly, almost all previous approaches on multi-view clustering focus on complete multi-view data, rather than partial multi-view. It may lead to poor performance in applying these algorithms to real application tasks. Secondly, recent works on partial views clustering [28] , [31] , [33] are all based on NMF to solve this problem. However, they do not consider the sparseness degree of coefficient and also ignore the importance of basis matrices for clustering tasks. Thirdly, most dictionary learning based methods reduce dimension and learn dictionaries separately, which lowers the discriminant ability of learned dictionaries and decreases the clustering accuracy.
In order to solve the above problems, we propose a novel approach called Partial Multi-View Clustering based on Sparse Embedding Framework (PMC-SE) for partial-view clustering. It adopts sparse embedding technology, which reduce dimension and learn dictionary jointly to promote coefficient sparsity, preserve the useful information present in original space, and learn good discriminative dictionaries within reduced space. Experiments on benchmark datasets indicate that the proposed approach PMC-SE outperforms other competitive baseline methods.
Paper Organization: In Section II, we start with a brief review of some related works. Section III formulates the partial-view problem in multi-view clustering and introduces the proposed algorithm. The optimization of PMC-SE is demonstrated in Section IV. Section V introduces experiments on three datasets, and conclusion is drawn in Section VI.
II. RELATED WORK
In this section, we will introduce traditional multi-view clustering methods including subspace-based clustering, spectral based clustering and late fusion based clustering. Then we will review classical partial multi-view clustering algorithm, the basic sparse embedding framework, and the basic dictionary learning work briefly.
A. MULTI-VIEW CLUSTERING
Generally, multi-view clustering algorithms can be roughly classified into three categories, namely subspace clustering methods [4] , [26] , [32] , [34] , [35] , spectral clustering methods [24] , [36] - [38] and late fusion clustering methods [39] . Approaches in the first category need to group the data into multiple subspaces and find a low-dimensional latent subspace across the multiple views simultaneously. The second category methods group data by learning a unified similarity matrix among multi-view data. The final methods combine the clustering results of different views by fusion strategies.
Patel et al. [26] proposed a method that learned the projection of data and obtained low-rank coefficients in latent space, and then cluster labels were obtained by applying spectral clustering to a similarity matrix built from these representations. Brbić and Kopriva [32] proposed an approach that learned a joint subspace representation by constructing affinity matrix with low-rank and sparsity constraints shared among all views, and then applied Spectral clustering to the subspace representation. Manifold Regularized Multi-View Subspace Clustering [34] jointly learned the unified affinity matrix and the affinity matrix of each view, which yielded a consistent representation by using l 2,1 -norm regularizer in dynamic framework. In addition, Yin et al. [35] proposed an approach that was formulated as a joint subspace segmentation problem with a pairwise co-regularization constraint. Multi-View Matrix Completion for Clustering with Side Information (MVMC) [24] handled multi-view clustering with side information based on matrix completion. Then they cast clustering into a matrix completion problem by constructing similarity matrix for each view. Li et al. [37] proposed a large-scale multi-view spectral clustering method based on bipartite, which used local manifold fusion to integrate heterogenous features. Bruno and Marchand-Maillet [39] proposed a late fusion approach using latent models for multi-view clustering, which outperformed an early-fusion approach based on multi-view feature correlation analysis. There are some multiple kernel learning literatures [52] , [53] related to multi-view clustering. These not only provide an efficient way to learn an optimal kernel, but also build an elegant framework to integrate multiple heterogeneous data sources.
While the aforementioned methods have been shown promising performances, most existing multi-view clustering methods can only handle the complete data, by requiring that each example appears in all views or all examples are contained at least one view. However, each view of real data is often subject to various degrees of damage resulting in partial examples. To handle this scenario, some works have been proposed [28] - [31] , [33] , [54] - [56] . Zhang et al. [28] proposed a multi-view clustering algorithm based on NMF with a small number of constraints to get a good performance on unmapped data. Wen et al. [29] exploited the graph learning and spectral clustering techniques to learn the common representation, and then performed k-means on the common representation to cluster the data. They also proposed a unified embedding alignment framework (UEAF) for partial multi-view clustering, which simultaneously considered the hidden information reconstruction of the missing views, local structure preservation of multi-view data, and the adaptive importance evaluation of different views in one learning framework to learn the common representation, and then performed k-means on it to cluster the data [30] . Liu et al. [54] proposed a clustering method based on kernels, which jointly optimized the kernel imputation and clustering to address incomplete kernels problem. Liu et al. [56] also proposed a Late Fusion Incomplete Multi-View Clustering (LF-IMVC), which jointly learned a consensus clustering matrix, imputed each incomplete base matrix, and optimized the corresponding permutation matrices. And Liu et al. [55] proposed an efficient and effective incomplete multi-view clustering (EE-IMVC) method to simultaneously clustering and impute the incomplete base clustering matrices. It is suitable for dealing with large scale clustering tasks. For semi-paired data problem, there are also some works on cross-view retrieval [57] , [58] . Shen et al. [57] proposed an unsupervised Semi-Paired Discrete Hashing based on hashing techniques for Semi-Paired Cross-View Retrieval. Shen et al. [58] also proposed a cross-view retrieval method that considered within-view similarity structure and eased the quantization loss.
B. REVIEW OF PARTIAL-VIEW CLUSTERING (PVC)
In the real world, multiple views suffer data missing, which results in many partial examples. There are some related partial-view clustering methods including [31] , [33] , [50] , [51] . Li et al. [31] proposed a method PVC (Partial-View Clustering) by establishing a latent subspace. In the latent subspace, the instances belonging to the same example are close to each other, and similar instances (belonging to different examples) from the same view should be well grouped. LetX = {X (1, 2) ,X (1) ,X (2) } denote partial view datasets, whereX (1, 2) ,X (1) ,X (2) denote the examples present (called paired samples) and only present (called unpaired samples) in both views, the first view, and the second view, respectively.
denote paired samples coming from two views. The objective function of PVC for two views is defined as:
where U (1) and U (2) are the basis matrices for each view's latent space, P
= [P c ;P (2) ] are the latent representation of instances for two views in the latent space. Finally, all examples can be represented by the homogeneous feature P = [P c ;P (1) ,P (2) ], whether examples are partial or not. Next, any standard clustering approach can be applied to such coefficient matrix P.
C. SPARSE EMBEDDING
Sparse embedding technology is to map high-dimensional data to a low-dimensional linear subspace, where the data sparse structure is preserved to achieve the purpose of identifying, classifying and clustering by using sparse characteristic. Nguyen et al. [25] learned the projection and found the sparse coefficients in the low-dimensional latent space jointly. In the literate [26] , the segmentation of the data was obtained by applying spectral clustering to a similarity matrix built from the sparse coefficients. Lai et al. [40] gave the basic sparse embedding framework formulation like Eq. (2). Suppose a matrix X = [x 1 , x 2 , x 3 , . . . , x N ] is the data matrix, including all the samples {x i } N i=1 ∈ R m in its columns. In real applications, the feature dimension m is very large normally. The goal of sparse linear dimensionality reduction is to map high-dimensional data to a low-dimensional linear subspace.
for any
For the sparse projection learning methods, a i (i = 1, . . . , d) is sparse (i.e., only a few elements in a i are nonzero elements/loadings).
D. DICTIONARY LEARNING
Dictionary learning (DL) aims at seeking collection atoms for sparse representation of the training data, where each sample is linearly represented by a small number of atoms.
Suppose a set of unlabeled sample data {x i } N i=1 belong to classes {c} C c=1 (C is known in advance), X c is the sub-set of sample data from class c [45] . Our task is to divide sample data into C clusters. Assume D = {D c } C c=1 is the learned dictionary with each sub-dictionary D c corresponding to one class-specified. Suppose sparse representation coefficients V can be written as V = {V c } C c=1 where V c is the sub-matrix containing the sparse coefficients of X c over D. The objective function of the basic DL is defined as:
where γ is a scalar. There are several optimization algorithms have been developed to tackle the dictionary and coefficient learned, such as method of Orthogonal Matching Pursuit (OMP) [15] , K-SVD [9] , [10] and Lasso [14] .
III. THE PROPOSED ALGORITHM
In this section, a novel partial multi-view clustering method: Partial Multi-view Clustering base on Sparse Embedding (PMC-SE) is formulated. We firstly describe sparse embedding framework, where reduces dimension and learns dictionaries jointly. Then we take Fisher criterion constraint in account during dictionary learning stage. Finally, we give the objective function of PMC-SE.
A. NOTIONS
Suppose a set of unlabeled sample data {x i } N i=1 belong to classes {c} C c=1 (C is known in advance) with V views. The task is to divide sample data into C clusters. For 
, s is the number of paired samples for all views, 
B. SPARSE EMBEDDING FRAMEWORK FOR CLUSTERING
Traditional multi-view clustering methods based on dictionary learning keep fixed projection matrix during clustering process, but the proposed method PMC-SE can learn projection matrix and dictionary simultaneously, which not only can preserve the useful information in original space by constraining projection matrix to be orthogonal during dimension reduction, but also can promote sparsity and learn more discriminative dictionaries in reduced space during dictionary learning. Since each sample only belongs to one cluster and multiple views must be consistent, we must consider the ability of all views' dictionaries to represent each paired example. Hence, Paired sample x v S1 ∈ R d v ×1 can be classified as follows:
Unpaired sample 
C. DICTIONARY LEARNING WITH FISHER CRITERION
Motivated by the idea of Fisher criterion that the distance between the samples from same class is minimized and the distance between the samples from different classes is maximized, we impose Fisher criterion on dictionaries rather than sparse coefficient to make dictionaries more discriminant. 
where
D. THE OBJECTIVE OF PMC-SE
Considering the sparse embedding term, Fisher criterion term for dictionary, and sparse coefficient, we can formulate the objective of PMC-SE as follows:
where α and λ are parameters. , and learn dictionary in Eq. (6). In the next section, we will give the optimization of PMC-SE.
IV. THE OPTIMZATION OF PMC-SE
The objective function in Eq. (7) is not convex for P v , D v and A v simultaneously, here we use an alternating optimization strategy to solve it. We present the procedure of the propose PMC-SE approach in Algorithm 1.
A. INITIALIZATION
In the literate [47] , the author adopts a novel spectral clustering method to initialized sub-dictionary D 
In order to solve Eq. (8), classical OMP method is adopted. 
To address it, we compute D v for view v by Eq. (9) with method presented in [41] , where there are 3 lemmas presented to make the problem (9) solvable.
Lemma 1:
is as follows:
, and r t = (0, . . . , 0, 1, 0, . . . , 0) T ∈ R K ×1 , with the nonzero element 1 at the t-th index. We set
is as follows: 
Hence the partial derivative of D v on Eq. (9) is as follows:
where (7) can be rewritten as follows:
For the above sub-objective function J P 1 , . . . , P V , we can have a local minimum of it as follows:
Since
, we have
So, J P 1 , . . . , P V finally can be rewritten as:
To solve the above minimization in the current iteration h, we use ϕ P 
where v is a diagonal matrix formed by the eigenvalues of ϕ P
. According to [46] , we can utilize the following way to update P v :
where U v (: l, :) is the first l most important eigenvectors in U v , and δ is a small positive constant to control the change of P v in iterations. We set δ as 1 by experience.
C. ANALYSIS OF CONVERGENCE AND COMPUTATIONAL COMPLEXITY
The complete algorithm is shown in Algorithm 1. There is an important thing need to be clarified. Namely, at the beginning of the algorithm, PMC-SE will randomly select several samples vectors in
, so we can obtain initial data clusters {X c } C c=1 . And we initialize P v as the PCA projection matrix of X v .
1) CONVERGENCE ANALYSIS
Although the objective function for PMC-SE is not jointly convex with P v , D v , and A v , here we use an alternating optimization strategy to solve it. In Step 3 and 4, the subproblems of D v and A v are convex, which makes our algorithm get a local minimum of these subproblems. Nevertheless, in Step 5, Eq. (18) is an approximate formulation to the primitive subproblem Eq. (15), so we only obtain an approximate local minimum of the subproblem. In general, the convergence of the proposed method cannot be guaranteed but we can get a stable solution. Fig. 5 or 6 also shown that the objective value of our algorithm becomes stable, and it varies only in a small range on different datasets.
2) COMPUTATIONAL COMPLEXITY ANALYSIS
As shown in Algorithm 1, the objective of PMC-SE, the major computational costs are Hungarian algorithm, matrix multiplication, the Eigen Value Decomposition (EVD) of matrix and matrix inverse operations. In each iteration, Hungarian algorithm costs O(N 3 ), OMP method costs O(mkMN v ), the complexity of multiplication and inverse operations in 
, respectively, the complexity of EVD in updating
. Therefore, the total computational complexity of our algorithm is about
, τ is the iteration number.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we evaluate the performance of the proposed PMC-SE method on synthetic data, two public available datasets: Cropped Extended Yale B face dataset, the MNIST handwritten digit dataset and one large dataset: the Caltech101.
A. COMPARED METHODS AND EXPERIMENTAL SETTINGS
We compare the proposed PMC-SE method with subspace learning based partial multi-view clustering approaches including PVC [31] and GPVC 1 (PVC using Graph Regularized NMF) [33] , classical Spectral Clustering (SC) method, Feature Concatenation (FC) method, and FD-UDL 2 [41] on benchmark datasets. In all experiments, Principle Component Analysis (PCA) [18] is applied to reduce dimension or initialize the projection matrix for PMC-SE. All samples and each atom of D v c are preprocessed to have unit l 2 -norm before clustering. Since there are three methods: Feature Concatenation (FC), SC and FD-UDL [41] need complete data, we must replenish the missing samples before using them. We adopt average values to fill in missing elements here.
There are three parameters, λ, α and β, in PMC-SE model as shown in Eq. (7). λ and β are used to update the subdictionaries D v c and sparse coefficients A v c , while α is to update the projection matrix P v for dimension reduction. Thus, we fix the parameter log 10 λ in the range from -1 to 2 with incremental step 0.4 and fix the parameter log 10 β in the range from -1 to 2 with incremental step 1, which leads the best parameters (λ, β) to be got in a high probability.
Besides, we set α = 1 to learn projection matrix P v according to experimental experience.
B. EXPERIMENT ON SYNTHETIC DATASET
Likely literature's [41] data generation way, since we apply multi-view data to evaluate the proposed method, we produce a set of synthetically unlabeled sample data {x i } N =1000 uniformly distributed coefficients at random and independent locations. Finally, white Gaussian noise with fixed signal-to-noise ratio (SNR) was added to the resulting sample data. To simulate the partial view setting, we randomly select pieces of samples to be unpaired samples and denote PER as the ratio of partial samples. For all datasets, PER is set by {0.1, 0.3, 0.5, 0.7, 0.9}. Following, we mix all classes samples x v ci together and the objective of the proposed method is grouping them back to their original classes.
We show the average clustering accuracy of varying β and λ with original features using PMC-SE in Fig.1(a) . Here we only explore the partial sample ratio as PER = 50%. The figure shows the performance is relatively stable on synthetic data When λ varies to 1 and β varies to 1, clustering accuracy reaches the highest.
Table1 shows the result of competitive methods with different dimension of features. 20/40 means the dimension of view1, view2 respectively after dimension reduction. We can see that the clustering accuracy of PMC-SE reach a much better performance either in low dimension or in high dimension feature space than other methods. 3. The accuracy (the higher, the better) results for synthetic data and two public datasets when both views miss information about samples. PER (partial example ratio) is the ratio of partial samples. Fig.3(a) indicates that our method achieves the best accuracy compared to other competitive methods. It is also noticed that the performance of FD-UDL algorithm drops sharply from 0.1 to 0.9, because FD-UDL fails to take full advantage of paired samples' information between multiple views. When the ratio of unpaired samples is large, the performance of multi-view methods (PVC and GPVC) is superior to single-view methods, because these multi-view methods consider the relationship between paired and unpaired samples to promote accuracy.
C. EXPERIMENT ON THE CROPPED EXTENDED YALE B DATASET
The extended Yale Face Database B (Cropped) [49] contains 2535 images of 38 human under 64 illumination conditions, each face image's size is 192×168. In our experiment, we randomly select five human face data from Cropped extended Yale B database, so the number of classes is 5. Each person has an average of 65 face images to cluster. There are some face samples for one people shown in Fig. 2 .
In our experiment, we extract Gabor transformation features, Local Binary Pattern (LBP) features and Karhunen-Loeve (KL) transforms features to construct three views for experiment. And we adopt PCA transform to initialize projection matrix for Eq. (7) with different dimensions. We run all compared methods 10 times for reporting the average results.
We select PER = 30% to explore our method's performance in Fig. 1(b) . The figure shows that the performance is relatively stable on Yale B data and when λ varies from 0.1 to 1 and β varies from 1 to 10, clustering accuracy reaches the best. Table2 shows the clustering accuracies of compared approaches under PER = 50% corruptions on different feature dimensionalities. PMC-SE exceeds other competing methods on average. It can be seen that the performance of the proposed method is much better than single-view methods including FC + PCA and SC + PCA on each dimension, because single-view method did not make full use of latent data information. And the performance of the proposed method also is far higher than two state-of-the-arts partial multi-view clustering methods (PVC + PCA and GPVC + PCA), the possible reason is that the original intention of algorithms is not applicable for face image data. However, although FD_UDL + PCA is a single-view method, it has a quite good performance compared to PVC and GPVC.
Meanwhile, when the feature dimension reaches 150/200, all algorithm's performances reach the peak value.
As we can see from Fig. 3(b) , it is clear that the clustering accuracy of the proposed method is highest among these competitive methods by more than 10% in any PER level on face dataset. This shows the proposed method is superior to other methods in handling partial multi-view problem.
D. EXPERIMENT ON THE MNIST HANDWRITTEN DIGIT DATASET
The MNIST digit database has 20,000 handwritten digit images from 0 to 9, every digit has 2000 images. Naturally, there are 10 classes. In our experiment, we extract 240 pixels averages in 2 x 3 windows (Pix) and Karhunen-Loeve (KL) transforms features to construct two views for experiment. There are some digit samples shown in Fig. 4 . Similar to Yale B dataset setting, we employ PCA transform to initialize digits projection matrix for Eq. (7) and run all compared methods 10 times for reporting the average results.
We select PER = 50% to explore the proposed method's performance in Fig. 1(c) . The figure shows that the performance is relatively stable, when λ varies from 1 to 10 and β varies from 10 to 100, clustering accuracy reaches the best. Table 3 shows the clustering accuracies of compared approaches under PER = 10% corruptions on different feature dimensionalities. We can see that all methods' performance increase at first, then descend with the feature dimension increasing. When the feature dimension is 100, the clustering accuracy of all methods almost reach the maximum. Fig. 3 (c) also proves that the proposed method is superior to other competitive methods. At the same time, it is proved that the three multi-view clustering methods perform better than single-view methods on digit dataset. Classical algorithms (FC and SC) have a poor performance. 
E. EXPERIMENT ON THE CALTECH-101 DATASET
The Caltech101 database 3 is one of the popular object databases which contains 102 objects in total. Each object provides 40-800 images [28] . The multi-view data which contains 102 classes and 9144 images is adopted. The original multi-view Caltech101 database contains 6 types of features. In our experiments, we only select two views to implement the experiments, in which the one is Gabor features [37] with 48 dimensions per sample and the other one is the Wavelet-moments features [37] with 40 dimensions per sample. We adopt PCA to initial projection matrices, where reduces dimensions to 30 from 40/48.
Since the result of SC + PCA cannot be obtained after three days of running the program with missing ratio 0.1, the comparison is not made. From Table 4 , we can see that FC+PCA and FD_UDL+PCA perform the 1st and 2nd worst in comparison with the other methods. This phenomenon shows that cascading all views to handle multi-view clustering tasks is not a good method, which ignores complementary information among multiple views. Besides, we also find that three multi-view clustering methods outperform singleview methods. But, the accuracy of GPVC is greater than our algorithm when selecting 90% samples as the unpaired samples, which may be because GPVC can capture relationships between samples well. In Fig. 6 , we show that the objective 3 http://www.vision.caltech.edu/Image_Datasets/Caltech101 value (res line) and accuracy (blue line) versus the number of iterations, and it describes that the objective value curve is monotonically decreasing till to stable range, and it varies only in a small range. It shows that the proposed method is proved effective.
F. ANALYSIS ON CONVERGENCE
We explain the convergence of our algorithm with numerical value analysis. Fig. 5 illustrates these convergence curve with VOLUME 7, 2019 PER 10% on three datasets. It can be seen that each plot has two lines. The red solid line represents the objective values, the broken blue line means the clustering accuracy of PMC-SE. We can see that the square error of the algorithm is reduced to a stable value and the clustering accuracy is increased to a stable value with iteration time (also called iteration number). All datasets reach a stable clustering results after about 50 iterations.
VI. CONCLUSION
In this paper, a novel partial multi-view clustering method is proposed, which reduces dimension with orthogonal constraint and learns dictionaries with Fisher discrimination criterion jointly. During dimensionality reduction stage, we preserve as much useful information as possible in original space by constraining projection matrix to be orthogonal, which ensures learned dictionaries more discriminative. During dictionary learning stage, we adopt Fisher discrimination criterion to dictionaries rather than sparse coefficients, which makes learned dictionaries better represent raw data. Experiment results on synthetic data, two publicly available datasets and a large dataset -Caltech101 show that the proposed PMC-SE approach surpasses many state-of-the-art clustering methods. In the future, we plan to deploy the method to spark and propose a distributed incomplete multi-view clustering method to improve high computational and space complexities problems.
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