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ABSTRACT
Non-dispersive infrared CO2/H2O gas analysers produce erroneous CO2 outputs when CO2 is measured in
humid air, unless a correction for water vapour cross-sensitivity is applied. Spectroscopic cross-sensitivities
arising from direct absorption interference and from the pressure broadening effect are significant in CO2 flux
measurements by the eddy covariance technique using open-path gas analysers over the ocean, as opposed
to land-surface measurements, where CO2 fluxes are orders of magnitude larger. In this study, a widely used
analyser with manufacturer-determined correction coefficients for both cross-sensitivities was tested by
laboratory experiments. Our results showed that the correction coefficient for direct absorption interference
was not optimised to calculate CO2 flux accurately, and that the correction coefficient for the pressure
broadening caused overestimation of the CO2 mixing ratio flux in the same direction as the water vapour
flux. Overestimations of open-path eddy covariance measurements of upward CO2 fluxes in previous ocean
observations probably resulted from inaccuracies in both of these correction coefficients. We also found that
slight changes in spectroscopic cross-sensitivities due to contamination of the analyser’s optical windows by sea
salt caused a low bias in CO2 outputs with increasing H2O; however, this contamination effect was not always
observed in repeated tests under different contamination conditions. We suggest that previously proposed
methods for correcting the effect of optical window contamination is of limited value and that measure-
ment of small CO2 fluxes by the open-path eddy covariance technique over the ocean should be performed
after confirming the spectroscopic cross-sensitivity and ensuring that the optical windows are as clean as
possible.
Keywords: open-path CO2/H2O gas analyser, cross-sensitivity, non-dispersive infrared gas analyser, eddy
covariance technique, CO2 ﬂux
1. Introduction
Micrometeorological techniques are capable of the most
reliable flux measurements of momentum, sensible heat,
latent heat and several trace gases (e.g. CO2,C H 4 and CO)
over various surfaces. The most direct of these measure-
ments are made by the eddy covariance technique, which
has been applied successfully to evaluate CO2 fluxes over
terrestrial ecosystems (Baldocchi, 2003) since the develop-
ment of fast-response, non-dispersive infrared gas analysers
(IRGAs) for simultaneously measuring CO2 and H2O
fluctuations (Ohtaki and Matsui, 1982). The CO2 flux over
the ocean has also been measured using this technique;
however, the result has been shown to be approximately one
order of magnitude larger than the bulk CO2 flux estimated
using gas transfer velocity evaluated by the mass balance
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(page number not for citation purpose)technique (Ohtaki et al., 1989; Smith et al., 1991; Jacobs
et al., 1999; Kondo and Tsukamoto, 2007, 2012; Else et al.,
2011; Lauvset et al., 2011).
The eddy covariance technique measures the turbulent
CO2 flux as
Fc ¼ qd   w0   r0
c
where rd is the dry air density, w is the vertical wind
velocity and rc is the mixing ratio of CO2. The prime
symbol indicates the fluctuation as a deviation from the
mean value (overbar) over a sampling period. An inherent
difficulty of this technique in CO2 flux measurements over
the ocean is that turbulent fluctuations of the CO2 mixing
ratio are several orders of magnitude smaller than over
land. Therefore, a slight bias in CO2 fluctuation measure-
ments leads to large deviations in the eddy covariance CO2
flux over the ocean, so that IRGAs with high accuracy and
precision are required. For the past 20 yr, commercially
available IRGAs such as the LI-6262, LI-7000 and LI-7500
(LI-COR Inc., Lincoln, NE, USA) have been widely used
as the de facto standard for measuring CO2 fluxes by
the eddy covariance technique. The LI-6262 and LI-7000
are dual-path, single-wavelength IRGAs used for closed-
path measurements, whereas the LI-7500 is a single-path,
dual-wavelength IRGA used for open-path measurements
(Welles and McDermitt, 2005). Recently, an enclosed-path
IRGA (LI-7200) with the same design as the LI-7500 has
been developed to minimise the weaknesses of these older
IRGAs (Burba et al., 2010).
The biases associated with these IRGAs in eddy covari-
ance CO2 flux measurements are caused by spectroscopic
cross-sensitivity due to simultaneous fluctuation of H2O
and CO2 (Kohsiek, 2000; Edson et al., 2011), zero drifts
due to contamination of the optical window (Serrano-Ortiz
et al., 2008), gyroscopic effects on the chopper wheel in the
IRGA caused by water vapour-induced motion (McGillis
et al., 2001) and hydrostatic effects arising from vertical
motion induced by ship heave (Miller et al., 2010). Open-
path IRGAs such as the LI-7500 suffer especially from the
spectroscopic cross-sensitivity due to H2O.
There are two spectroscopic cross-sensitivities due to
H2Oo nC O 2 measurements (Burch et al., 1962; McDermitt
et al., 1993). One is the pressure broadening effect, which
is the Lorentzian broadening (or narrowing) of the CO2
absorption spectral lines due to variation in coexisting H2O
in the sample air; the other is direct absorption interference
resulting from the overlap of CO2 and H2O absorption
features at the wavelength band centred at 4.26mm used
for CO2 measurements. These cross-sensitivities cause the
apparent CO2 mixing ratio to increase with increasing
H2O mole fraction. It is important to note that these cross-
sensitivities affect the measurement of not only the absolute
CO2 value but also the CO2 fluctuation, because the
turbulent fluctuations of CO2 and H2O are correlated
with each other, as expected from the similarity law.
Therefore, the spectroscopic cross-sensitivities cause sys-
tematic biases in the eddy covariance CO2 flux.
Hupp (2011) suggested that the pressure broadening
effect is universal among the same type of IRGAs and that
the direct absorption interference is substantially smaller
than the pressure broadening effect. For these reasons,
spectroscopic cross-sensitivity is generally regarded as not
a critical issue for eddy covariance flux measurements,
and attempts to confirm the correction coefficients for
these cross-sensitivities supplied by IRGA manufacturers
have not been reported. LI-COR users have generally used
the default values supplied by the manufacturer. However,
Edson et al. (2011) suggested that these default correction
coefficients are problematic for evaluating extremely small
CO2 fluxes (and fluctuations) over the ocean by the eddy
covariance technique.
Another important issue is the effects of contamination
on the optical windows of open-path IRGAs. In laboratory
tests of the IRGA constructed by the National Oceanic
and Atmospheric Administration, Kohsiek (2000) con-
cluded that the apparent decrease of CO2 mixing ratios
with increasing relative humidity might be caused by a
thin film of liquid water adhering to the optical windows.
Prytherch et al. (2010) also found that the CO2 mixing
ratio fluctuation measured by the LI-7500 in in-situ ocean
observations acquired a low bias with increasing fluctua-
tion in relative humidity and suggested that this bias could
be attributed to the contamination of the IRGA optical
windows by hygroscopic sea salt particles. That is, both
studies noted that the water vapourinduced bias (which
they referred to as cross-sensitivity) of the measured CO2
mixing ratio is an effect of optical window contamination.
Recent studies have suggested that long-known conflicts
between the CO2 fluxes determined by eddy covariance
and mass balance techniques are associated with window
contamination in addition to spectroscopic cross-sensitivity
(Kohsiek, 2000; Prytherch et al., 2010; Edson et al., 2011;
Duan et al., 2013). However, the contamination effect
noted by Prytherch et al. (2010) may cause significant down-
ward bias in the CO2 flux measured by the eddy covariance
technique, whereas spectroscopic cross-sensitivities cause an
increase in the apparent CO2 mixing ratio with increasing
H2O mole fraction. Furthermore, the exact sources of optical
window contamination in in-situ ocean observations are still
unclear.
In this study, we examined whether the apparent
CO2mixingratiodetectedbyasingle-path,dual-wavelength
IRGA of the open-path model is appropriately cor-
rected using the manufacturer’s correction coefficients for
spectroscopic cross-sensitivities. We also investigated the
2 F. KONDO ET AL.contamination effects caused by sea salt on the optical
windows of the IRGA in laboratory tests.
2. Methods
2.1. Theory
In this study, we used the single-path, dual-wavelength
model LI-7200 IRGA (LI-COR, Inc., Lincoln, NE). Al-
though the open-path LI-7500 model is otherwise suitable
for investigating the effects of contamination on optical
windows, the tube used for introducing the gas with known
CO2 concentration cannot be physically inserted into the
sensor head without making contact with a contaminated
optical window in test of the contamination effects. We used
the CO2 mixing ratio from the LI-7200 for investigating
the manufacturer’s correction coefficients for the pressure
broadening effect and direct absorption interference. The
CO2 mixing ratio is unaffected by the dilution effects
of temperature, pressure and H2O. Therefore, we converted
the raw CO2 density outputs from the LI-7200 to the CO2
mixing ratios by the ideal gas law, using the simultaneously
measured temperature and pressure with CO2 and H2O
densities in the sample air.
Because the detailed principles of this type of IRGA are
described elsewhere (Welles and McDermitt, 2005; Burba
et al., 2010), only a brief explanation of the spectroscopic
cross-sensitivities due to the pressure broadening effect and
direct absorption interference is given here.
2.1.1. Pressure broadening effect. The CO2 mole density
(rc) measured by an IRGA following the scaling law of
Jamieson et al. (1963) is given by the following equation:
qc
Pec
¼ fc
ac
Pec
 !
(1)
In this equation, ac is the CO2 absorptance:
ac ¼ 1  
Ac
Ac0
; (2)
which is calculated from the powers received from the
sources at absorbing (Ac) and non-absorbing (Ac0,a sa
reference) wavelengths for CO2. The calibration function
fc is an individual fifth-order polynomial fitting function
that is determined by the LI-COR factory calibration pro-
cedure using a series of standard gases with CO2 mixing
ratios ranging from 0 to 3000ppm (LI-COR, 2010). The
determined coefficients should be valid for several years.
fc is determined by measuring the range of known CO2
mixing ratios and fitting a curve to
qc
Pec plotted against
ac
Pec.
Pec is the equivalent (effective) pressure for correcting the
pressure broadening effect in theory, which is potentially
different from the total pressure (Pa) in the sample air.
Because H2O is the most variable gas component, for its
measurements in moist air Pec can be written as
Pec ¼ Pa   1 þ½ aw   1  qw ðÞ (3)
where aw is the coefficient of the pressure broadening effect
for H2Oo nC O 2, and qw is the H2O mole fraction. Note
that the pressure broadening effect causes an increase in
the apparent CO2 mixing ratio with increasing H2O mole
fraction. Theory suggests that aw should be constant among
the same IRGA models and that any discrepancy should
result from differences in the optical design employed in
different IRGAs. In laboratory tests, Hupp (2011) found
that aw is unique to each type of IRGA, being 1.15 for
models LI-7200 and LI-7500 and 1.57 for models LI-6262
and LI-7000.
2.1.2. Direct absorption interference. CO2 absorptance
is not correctly described by eq. (2) in humid air because
H2O gas absorbs infrared radiation in the same region of
the spectrum used for detecting CO2 absorptance. There-
fore, an IRGA designed to measure CO2 and H2O needs
another correction. To account for this cross-sensitivity
due to direct absorption in the measurements between CO2
and H2O, a new term is added to eq. (2) as follows:
ac ¼ 1  
Ac
Ac0
þ Xwc 1  
Aw
Aw0
"#  !
; (4)
where Aw and Aw0 are the powers received from the sources
at absorbing and non-absorbing wavelengths for H2O,
and Xwc is the correction coefficient of direct absorption
interference for H2Oo nC O 2. Both the direct absorp-
tion interference and the pressure broadening effect cause
overestimation of the CO2 mixing ratio when H2Oi s
present. To account for direct absorption interference,
each analyser is characterised with an individual correc-
tion coefficient during the LI-COR factory calibration
procedure. Because direct absorption interference is inde-
pendent of the CO2 mixing ratio, this interference at
ambient CO2 levels is much smaller than the pressure
broadening effect (Hupp, 2011).
In this study, direct absorption interference for CO2 in
eq. (4) was determined by humidifying a CO2-free, air-
based gas because the pressure broadening effect at 0 CO2
concentration is considered to be negligible. After apply-
ing the correction for direct absorption interference, we
determined the pressure broadening effect in eq. (3) from
the residual CO2 mixing ratio in an air-based gas with
known CO2 mixing ratio.
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We conducted H2O experiments with a model LI-7200
IRGA (serial number 72H-0361) using the humidifica-
tion system shown schematically in Fig. 1. This system was
constructed to evaluate the H2O correction functions for
CO2 and CH4 mixing ratios detected by cavity ring down
spectroscopy (Rella et al., 2013). We prepared two test
gases: a compressed natural dry air with a known CO2
mixing ratio (403.7ppm CO2) to investigate the pressure
broadening effect, and a compressed dry, CO2-free, puri-
fied air-based gas (CO2 zero gas) to investigate the direct
absorption interference. Before these compressed gases
were introduced into the LI-7200, they were split into two
paths, one without and one with a dew point generator
(model LI-610, LI-COR, Inc., Lincoln, NE) to humidify
the sample gas with deionised water. This was done to set
each target H2O mole fraction (from 0 to almost 30mmol
mol
1) in the sample gas. The range of target H2O mole
fractions (up to about 268C dew point) mostly covered
the range found in the troposphere. To avoid CO2 drift due
to changes in the solubility of CO2 in the water pool of the
dew point generator, the LI-610 water temperature was
kept constant at 26.090.28C by a series of Peltier thermo-
electronic coolers. The tests were done in a temperature-
controlled room ( 298C) to prevent water vapour or
liquid water from condensing on the tube walls before
flowing into the LI-7200.
The H2O mole fraction in the sample gas was adjusted
by controlling the flow rates of the gases with two thermal
mass flow controllers (model SEC-E40, Horiba STEC, Inc.,
Kyoto, Japan) and was also checked by a chilled-mirror
dew point hygrometer (model DPH-503B, Tokyo Opto-
Electronics Co., Ltd., Tokyo, Japan). The measurement
precision of the LI-7200 10Hz raw output for the H2O
mole fraction in the humidified sample gas was below
0.02mmol mol
1 (1s) at the 3.0% level. This level of
precision would not affect the typical measurement preci-
sion of the CO2 (90.04ppm at 0 ppm CO2 or 90.09ppm
at 403.7ppm CO2), which is almost the same as that in
the dry sample gas. It was therefore precise enough for our
purposes. The humidified sample gas was introduced for
30 minutes to the next stage with or without passing
through a two-step dehumidification unit. This consisted
of an electric cooler (model DH-109, Komatsu Electronics
Inc., Kanagawa, Japan) and a chemical trap filled with
magnesium perchlorate (20/48 mesh, Wako Pure Chemical
Industries, Osaka, Japan), making the dew point of the
humid sample gas lower than 508C. We confirmed that
there was no significant difference within the measurement
precision between the CO2 mixing ratio in the dehumidi-
fied sample gas and that in the original dry sample gas.
Fig. 1. Schematic setup for testing water vapour cross-sensitivity. Compressed sample gas is supplied to the LI-7200 IRGA after
adjustment of the water vapour mole fraction with or without a dew point generator and then passing or not passing through a two-step
dehumidiﬁcation unit consisting of an electric cooler and a chemical trap. The ‘zero gas’ refers to sample gas with no CO2. See text for more
details.
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were alternately supplied to the LI-7200 at 0.5L min
1.
For tests of optical window contamination, seawater was
sprayed on the windows of the LI-7200. After spraying,
the AGC (automatic gain control) value, representing the
‘clean window’ baseline value, reached the maximum limit
(100%) as the seawater adhered on the windows. When the
seawater had evaporated, leaving crystals or a film of sea
salt on the optical windows, the AGC value remained con-
stant during each test.
3. Results and discussions
3.1. Test of direct absorption interference
We first tested the cross-sensitivity due to direct absorp-
tion interference in eq. (4) by humidifying the dry CO2 zero
gas. Figure 2 shows an example of the CO2 absorptances
in the presence of H2O mole fractions in the humidified and
dehumidified sample gas. In this test, the CO2 absorptance,
taken as the raw CO2 output from the IRGA, clearly res-
ponded to H2O in the humidified sample gas during half of
each humidity cycle, as indicated by the large difference
between CO2 absorptances in the highly humidified and
dehumidified sample gases.
As shown in Fig. 3, errors in the outputs of the CO2
mixing ratio and CO2 absorptance were attributed to the
cross-sensitivity due to direct absorption interference in
eq. (4). The differences between the CO2 mixing ratios
without the correction coefficient Xwc in the humidified
and dehumidified sample gases substantially increased with
increasing H2O mole fraction, up to 0.3ppm at 30.6mmol
mol
1 H2O. We also confirmed the differences between
the CO2 outputs corrected with the manufacturer’s Xwc
(0.0007) in the humidified and dehumidified gas. There-
fore, we conclude that these differences can be attributed
to inadequate cross-sensitivity correction for direct absorp-
tion interference supplied by the manufacturer. As H2O
changed, the errors arising from the manufacturer’s Xwc
value increased up to 0.8ppm for a rate of 0.040.05mmol
CO2 per mmol H2O (Fig. 3). These errors were very small
in terms of absolute CO2 values, amounting to a systematic
error of 0.2% for the measurement of mean CO2 mixing
ratio in 3.0% humid air with 400ppm CO2 at ambient
levels. If the corrected CO2 mixing ratio in the humidified
Fig. 2. Time-series example of the CO2 absorptances (upper) with H2O mole fractions (lower) in humidiﬁed (solid lines) and
dehumidiﬁed (dotted lines) CO2 zero sample gas detected by the LI-7200 IRGA. The CO2 absorptance was corrected using the value of Xwc
supplied by the manufacturer. All data are plotted as 1-minute averaged values from 10Hz raw data.
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dified gas over all H2O mole fractions, our tests indicate
that the Xwc should be 0.001 instead of 0.0007.
The CO2 outputs in the dehumidified sample gas were
constant within typical measurement precision (90.04ppm
CO2 in CO2 zero gas), with the exception of instrumental
drift at the highest humidity, as shown in Fig. 3. The CO2
outputs in the humidified sample gas were also lower than
the CO2 outputs in the dehumidified gas at levels below
3mmol mol
1 H2O. The main cause for this was that gas
containing CO2 could not be completely removed from
the chemical dehumidification trap at the beginning of
the measurement periods for CO2 zero gas. These results
showed that the CO2 mixing ratio in the water of the dew
point generator kept coming into equilibrium with the
(zero) CO2 in the entering gas stream during the tests, and
thus instrumental drift should not become a serious issue
for this test.
Figure 4 compares the effects of cross-sensitivity due
to direct absorption interference as a function of H2O
mole fraction for five single-path, dual-wavelength LI-
COR IRGAs, of which four were model LI-7500s and
one was a model LI-7200 (specifications in Table 1).
The effect of H2O change on the IRGA (75H-0140) with
the highest Xwc (0.153) was 14 times that for the LI-
7200 IRGA (72H-0361), and its rate of change with
humidity ranged from 0.2 to 0.5mmol CO2 per mmol
H2O. Among these IRGAs, the one tested for this study
had the smallest effect from cross-sensitivity due to direct
absorption interference.
In addition to accuracy, it is desirable that the coefficient
of spectroscopic cross-sensitivity be stable over time. Users
of LI-COR IRGAs generally do not confirm these values
before and after observations on the assumption that they
remain stable after factory calibration. However, the Xwc
of one IRGA (75H-0298) changed markedly, from 0.0072
to 0.0022, between calibrations by the manufacturer in
2002 and 2006 (Table 1). Therefore, we suggest that eddy
covariance users should confirm the value of Xwc before
and after observations of long-term eddy covariance
CO2 fluxes, especially in IRGAs for which a large value
of Xwc has been determined by the manufacturer.
3.2. Test of pressure broadening effect
We tested the cross-sensitivity due to the pressure broad-
ening effect in eq. (3) by humidifying an ambient air-based
gas with known CO2 mixing ratio (403.7ppm). As shown
in Fig. 5, the CO2 outputs in the dehumidified sample gas
over the whole H2O range were relatively constant, within
typical measurement precisions (90.09ppm at 403.7ppm
CO2). However, the CO2 outputs corrected using both
values of the manufacturer’s aw and the adjusted Xwc
presented in Section 3.1 were higher than the CO2 outputs
in the dehumidified gas. This result implies that the man-
ufacturer’s value of aw (1.15) for the pressure broadening
effect is too low for IRGAs of single-path, dual-wavelength
type. Also, the differences between the CO2 outputs in
humidified gas corrected with the manufacturer’s aw
Fig. 3. Example of CO2 mixing ratio outputs in CO2 zero gas as
a function of H2O mole fraction: dehumidiﬁed gas (h), humidiﬁed
gas without the correction coefﬁcient Xwc ("), humidiﬁed gas with
Xwc value supplied by the manufacturer (j) and humidiﬁed gas
with the Xwc value adjusted in this study (). This study adjusted
the value of Xwc such that the corrected CO2 outputs with Xwc were
almost the same as the CO2 outputs with dehumidiﬁed gas. Mixing
ratio outputs were calculated as average values over a period of
3 minutes after the raw signals from the LI-7200 were stabilised.
Fig. 4. Examples of effects of cross-sensitivity due to direct
absorption interference as a function of H2O mole fraction, using
single-path, dual-wavelength IRGAs listed in Table 1. The CO2
mixing ratios of all IRGAs calculated without any correction show
several biases, with the assumption that the constant CO2 mixing
ratio (400ppm) is calculated for the changes of H2O mole fractions
when all IRGAs are corrected by their individual values of Xwc.
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fied gas drastically increased with increasing H2O, and the
absolute errors increased to a 3.6ppm bias in CO2 levels
due to H2O at 30.6mmol mol
1 H2O. These values greatly
exceeded the measurement precisions, and they caused a
systematic error of 0.9%. Furthermore, the errors arising
from the manufacturer-supplied values changed with rising
humidity from 0.1 to 0.2mmol CO2 per mmol H2O. This
bias has almost the same magnitude as the net turbulent
fluctuation of the CO2 mixing ratio observed over the
ocean in previous studies (Kondo and Tsukamoto, 2007,
2012). If the CO2 mixing ratio outputs from the LI-7200
IRGA are closely adjusted to the CO2 outputs in the
dehumidified gas for all H2O mole fractions in this study,
the aw value should be 1.78 instead of the manufacturer’s
value of 1.15, as shown in Fig. 5.
Our tests showed that the spectroscopic cross-sensitivity
due to the pressure broadening effect in a widely used open-
path IRGA caused overestimates of the CO2 mixing ratio
flux in direct relation to the water vapour flux, even using
the manufacturer’s correction coefficients. Possible reasons
for this result are that the correction coefficient was de-
termined to a precision of 91ppm CO2 from the differ-
ences between corrected and actual values over a range of
CO2 mixing ratios (01100ppm). In contrast, we precisely
determined thiscoefficient onlywhen thedifference between
corrected and actual values at ambient CO2 and H2O
levels fell within the typical precision of instrumental mea-
surements (90.09ppm CO2 as the noise in the LI-7200
10 Hz output) when processing gas with CO2 mixing ratio
(403.7ppm) found in the atmosphere. Our experimental
results also show that the manufacturer’s correction coeffi-
cient for direct absorption interference yields insufficiently
accurate CO2 mixing ratios. Adopting both of these correc-
tion coefficients as default values causes significant biases
in eddy covariance CO2 fluxes of small magnitude.
3.3. Tests of optical window contamination effects
We tested whether the contamination effects of sea salt
on the optical windows of the LI-7200 IRGA caused
water vapourinduced biases of CO2 mixing ratio outputs
by humidifying a sample gas based on natural air with
known CO2 mixing ratio (401.1ppm). Figure 6 shows two
examples of results under different contamination condi-
tions of optical windows. In both tests, the whitish films
of sea salt on the windows differed noticeably in colour,
although the AGC values were equivalent (68.75) and
remained constant during each test.
3.3.1. Changes in offset and sensitivity. In our first test,
the outputs of CO2 mixing ratio from the contaminated
IRGA were approximately 82ppm lower than the actual
concentration of 401.1ppm (Fig. 6a), except at the highest
humidity. In our second test, this offset averaged 45ppm
Table 1. Correction coefﬁcients for cross-sensitivity due to direct absorption of CO2 due to H2O( Xwc) and zero factors and span
adjustment terms for CO2 (Zc and Sc) and H2O( Zw and Sw) for the listed IRGAs in Fig. 4
Serial number 72H-0361 75H-0140 75H-0298 75H-0370 75H-0731
Factory calibration day (month year) Jun 2012 Oct 2000 Mar 2002 Apr 2006 May 2002 Apr 2004
Xwc 0.0007 (supplied) 0.0010 (adjusted) 0.0153 0.0072 0.0022 0.0100 0.0015
Zc 0.908 0.880 1.035 0.957 0.886 0.947
Sc 1.002 1.003 1.000 0.999 0.994 1.001
Zw 1.029 1.033 1.032 0.652 0.562 0.714
Sw 1.009 1.005 0.998 0.995 0.996 1.005
The first IRGA (serial number 72H-0361) is a model LI-7200, and the others are LI-7500 models.
Fig. 5. Example of CO2 mixing ratio outputs in ambient
(403.7ppm) CO2 gas as a function of H2O mole fraction:
dehumidiﬁed gas (h), humidiﬁed gas with the manufacturer’s
values of aw (1.15) and Xwc (0.0007) (j), humidiﬁed gas with the
manufacturer’s aw and adjusted Xwc (0.001) values ("), and
humidiﬁed gas with adjusted values of Xwc and aw from this study
(). The adjusted value of aw (1.78) was determined so that the
CO2 output in humidiﬁed gas was almost the same as the CO2
output with dehumidiﬁed gas. The adjusted value of Xwc was
determined in Section 3.1.
H2O CROSS-SENSITIVITY TEST FOR OPEN-PATH EDDY COVARIANCE MEASUREMENT OF CO2 FLUX 7(Fig. 6b). We confirmed that the underestimation of
CO2 outputs was a simple offset rather than a change in
sensitivity by using four air-based gases with known
CO2 mixing ratios (0, 359.7, 401.0, and 421.3ppm CO2)
at different humidity levels (dry and 30mmol mol
1 H2O).
When introducing the CO2 zero gas, the CO2 output from
the same contaminated IRGA shown in Fig. 6b clearly
decreased by 44.6ppm, a value almost the same as the
decrease with a sample gas of known CO2 mixing ratio
shown in Fig. 6b. In contrast, the change in sensitivity
of CO2 outputs due to this contamination was an under-
estimation of 2%, as shown in Fig. 7. In contrast, sea salt
contamination caused neither a change in sensitivity nor
an offset in the IRGA’s H2O output, using the dew point
hygrometer as a reference. Prytherch et al. (2010) also
reported that the eddy covariance fluxes of latent heat
when optical windows were contaminated were similar to
the aerodynamic bulk fluxes.
3.3.2. Water vapourinduced bias due to sea salt
contamination. Unlike the case with clean optical windows
(Figs. 3 and 5), with contaminated optical windows the
CO2 mixing ratio outputs in humidified gas showed high
biases at high humidities ( 20mmol mol
1 in Fig. 6a as
a typical example), even after applying the spectro-
scopic cross-sensitivity corrections. We made repeated tests
under various contamination conditions and obtained
similar results in most cases. Although low biases of the
CO2 mixing ratio output with increasing H2O were some-
times found (Fig. 6b), low biases of the magnitude observed
by Prytherch et al. (2010) were not found. The water
vapourinduced biases they observed were greater than
ours by an order of magnitude.
3.3.3. Implications for the PKT correction. The reason
why sea salt contamination of optical windows caused
low CO2 outputs with increasing H2O in previous studies
(Prytherch et al., 2010; Landwehr et al., 2014) is still unclear
from our laboratory tests. In in-situ observations, Prytherch
et al. (2010) found biases in form and in magnitude that
were similar to those suggested by Kohsiek (2000) in labo-
ratory tests with liquid water films on the optical windows,
and they concluded that sea salt contamination caused
the low biases in CO2 outputs of the open-path IRGA.
These studies have led many researchers to believe that
sea salt contamination of optical windows causes water
vapourinduced low biases in CO2 mixing ratio outputs in
Fig. 6. Two examples of CO2 mixing ratios in dehumidiﬁed ambient CO2 gas (h) and in humidiﬁed ambient CO2 gas with adjusted
values of Xwc (0.001) and aw (1.78) (), as functions of H2O. Different conditions of sea salt attachment on optical windows were applied,
although the AGC values were equivalent (68.75) and remained constant during both tests.
Fig. 7. Sensitivity tests of CO2 mixing ratio outputs in dry
[h,r c(dry)] and humidiﬁed [,r c(humid)] standard gases with
known CO2 mixing ratios (359.7, 401.0 and 421.3ppm CO2) under
the condition of optical window contamination shown in Fig. 6b.
The outputs in humidiﬁed gases were corrected with the adjusted
values of Xwc and aw, and were humidiﬁed at the highest level
( 3.0%) during the test.
8 F. KONDO ET AL.open-path eddy covariance measurements of apparent
downward CO2 fluxes over the oceans (e.g. Edson et al.,
2011; Lauvset et al., 2011).
A possible explanation for the large low biases in CO2
mixing ratio is that optical window contamination leads
to changes in spectroscopic cross-sensitivities. If the con-
tamination reduces the cross-sensitivities, the fact that
the accepted correction algorithm for spectroscopic cross-
sensitivities produces erroneous, low CO2 outputs with
increasing H2O outputs when optical windows are con-
taminated would result in apparent downward CO2 fluxes
with an upward latent heat flux in observations over the
ocean. In support of this hypothesis, Prytherch et al. (2010)
reported observing a marked, negative correlation between
fluctuations of the CO2 mixing ratio and relative humidity,
which was similar to the mean behaviour. However,
their in-situ observation data did not allow them to clearly
show whether this strong relationship between CO2 and
H2O outputs was caused by natural processes or optical
window contamination.
Prytherch et al. (2010) proposed a correction method
for this optical window contamination (the PKT correction
method), an iterative approach for arbitrarily reducing
the apparent dependence of CO2 mixing ratio output on
relative humidity. However, the mechanism inducing the
biases has not been elucidated, and we found in this study
that sea salt contamination does not always cause a de-
crease of CO2 mixing ratio with increasing H2O (Fig. 6).
Furthermore, Else et al. (2011) found that the PKT cor-
rection was troublesome because it made the downward
CO2 flux more negative and added noise when latent
heat fluxes were very small. These findings indicate that the
PKT correction cannot be reliably applied just because
optical windows are contaminated by sea salt.
4. Summary and conclusions
Water vapour is well known to influence the measurement
of CO2 using non-dispersive IRGAs of several path types,
and it can lead to significant measurement errors. Spectro-
scopic cross-sensitivities due to the pressure broadening
effect and direct absorption interference cause erroneous
output of the CO2 mixing ratio in samples containing
H2O unless their effects are accounted for. In this study, we
showed that for the widely used LI-COR gas analyser, the
manufacturer’s correction for direct absorption interfer-
ence is not optimised for calculating CO2 mixing ratios
and that the correction for the pressure broadening
effect causes overestimation of the CO2 mixing ratio flux
that increases with the water vapour flux. Kondo and
Tsukamoto (2007, 2012) observed an upward CO2 flux
exceeding the estimated bulk CO2 flux with upward H2O
flux over the ocean when the optical windows of the LI-
7500 IRGA were cleaned for every observation at each
station. These results can be explained by the inaccuracy of
the manufacturer’s correction of both spectroscopic cross-
sensitivities, as shown in our laboratory tests.
Our laboratory tests of optical window contamination
showed that contamination by sea salt caused high CO2
output at the higher H2O levels in a water vapourinduced
bias and that it caused a large offset in CO2 output
without affecting the sensitivity. We also detected a slight
change of water vapour cross-sensitivity due to optical
window contamination, like the change that caused the low
bias of CO2 outputs with increasing H2O found in previous
in-situ observations, although this change was not consis-
tent across all of our tests under different contamina-
tion conditions. Therefore, we conclude that the proposed
method to correct the contamination problem have short-
comings. Accurate measurement of small turbulent CO2
fluctuations using open-path CO2/H2O gas analysers over
the ocean depends on verifying optimal spectroscopic
cross-sensitivity and on taking measurements when the
optical windows are as clean as possible.
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