Abstract. In this work we study convergence properties of sparse polynomial approximations for a class of affine parametric saddle point problems. Such problems can be found in many computational science and engineering fields, including the Stokes equations for viscous incompressible flow, mixed formulation of diffusion equations for heat conduction or ground water flow, time-harmonic Maxwell equations for electromagnetics, etc. Due to the lack of knowledge or intrinsic randomness, the (viscosity, diffusivity, permeability, permittivity, etc.) coefficients of such problems are uncertain and can often be represented or approximated by high-or countably infinite-dimensional random parameters equipped with suitable probability distributions, and the coefficients affinely depend on a series of either globally or locally supported basis functions, e.g., Karhunen-Loève expansion, piecewise polynomials, or adaptive wavelet approximations. Consequently, we are faced with solving affine parametric saddle point problems. Here we study sparse polynomial approximations of the parametric solutions, in particular sparse Taylor approximations, and their convergence properties for these parametric problems. With suitable sparsity assumptions on the parametrization, we obtain the algebraic convergence rates O(N −r ) for the sparse polynomial approximations of the parametric solutions, in cases of both globally and locally supported basis functions. We prove that r depends only on a sparsity parameter in the parametrization of the random input, and in particular does not depend on the number of active parameter dimensions or the number of polynomial terms N . These results imply that sparse polynomial approximations can effectively break the curse of dimensionality, thereby establishing a theoretical foundation for the development and application of such practical algorithms as adaptive, least-squares, and compressive sensing constructions for the solution of high-or infinite-dimensional affine parametric saddle point problems.
1. Introduction. Computational simulations based on mathematical models are increasing used for decision making (design, control, allocation of resources, determination of policy, etc.). For such cases, it is critical to account for uncertainties in the inputs, and thus output predictions of these models. One fundamental approach to characterize these uncertainties is by probabilistic modeling, where the uncertain input can be represented by a finite number of random variables or by random fields that can be represented by a large or even infinite number of random variables. We refer to these random variables as parameters and equip them with suitable probability measures. With these parameters as uncertain inputs, we often need to conduct statistical analysis of the model outputs, such as sensitivity analysis with respect to the parameters, computation of statistical moments via integration of outputs in the pa-rameter space, and risk analysis that predicts the failure probability of the system under the uncertainty. To perform these statistical analyses, various numerical approximation methods have been developed largely in the last few decades, such as Monte Carlo and quasi Monte Carlo methods, generalized polynomial chaos, stochastic collocation and Galerkin methods, and model and parameter reduction methods.
The Monte Carlo method has been widely employed in practice because of several advantages, such as very simple and embarrassingly parallel implementation and dimensionindependent convergence. However, it has a slow convergence rate of O(N −1/2 ), where N is the number of samples, requiring a large number of simulations to achieve sufficient accuracy. New methods such as (high-order) quasi Monte Carlo [33, 27] and multi-level/multi-index Monte Carlo [21, 30] have been proposed to achieve faster convergence and reduced computational cost. Sparse polynomial approximations such as stochastic Galerkin and collocation methods based on (generalized) polynomial chaos and sparse grids have been developed that improve the convergence to a great extent for problems depending smoothly on the parameters; see, e.g., [43, 29, 2, 42, 1, 35] . Practical algorithms to construct such sparse polynomial approximations, such as adaptive [28, 12] , least-squares [19, 34] , and compressive sensing [25, 37] constructions, have also been actively developed. Another class of methods known as model reduction, including reduced basis methods, achieve quasi optimal convergence (in terms of Kolmogorov widths [6] ) and considerable computational reduction for many-query simulations [8, 9, 6, 14, 5] by exploring the intrinsic structure of the solution manifolds.
One critical challenge faced by polynomial based approximation methods for high-dimensional parametric problems is the so-called curse of dimensionality, i.e., convergence rates that severely deteriorate with the parameter dimension. In recent work [23, 24, 17, 41, 4] , it has been demonstrated that the curse of dimensionality can be effectively broken with dimensionindependent convergence rates achieved under certain sparsity assumptions on the countably infinite-dimensional parametrization of the uncertain input. For instance, in [24] , analytic regularity of the parametric solution with respect to the parameters was obtained for elliptic partial differential equations. This leads to upper bounds for the coefficients of Taylor expansion of the parametric solution. Under an ℓ s -summability of the basis functions that represent the random input, the Taylor coefficients were demonstrated to also satisfy the ℓ s -summability. Then a dimension-independent convergence rate of a sparse Taylor approximation-truncation of a Taylor expansion of the parametric solution into a suitable sparse index set-were achieved by Stechkin's lemma. This analysis has been extended to sparse Legendre polynomial approximation [24] , sparse polynomial interpolation [20] , and sparse polynomial integration [38] for elliptic problems as well as for certain parabolic and nonlinear problems [17] .
In this work, we consider parametric saddle point problems that cover a wide range of applications, such as the Stokes equations for viscous incompressible flow, mixed formulation of the Poisson equation for heat conduction or ground water flow, and time-harmonic Maxwell equations for electromagnetic wave propagation; see [36, 7] and references therein. These applications require better understanding of the approximability of parametric saddle point problems in a high or infinite dimensional parametric setting, which is the aim and main contribution of this work. In particular, our contributions are presented in several sections structured as follows: In Sec. 2, we formulate an abstract saddle point problem with affine parametrization, and demonstrate the well-posedness of the parametric saddle point problem through several specific examples. Moreover, we consider both globally and locally supported basis functions for the affine parametrization with suitable sparsity assumptions for each of them. In Sec. 3, we consider a Taylor expansion of the solution of the parametric saddle point problem with respect to the parameters and its sparse Taylor approximation. In the case of globally supported basis functions, we establish the analytic regularity of the parametric solution with respect to the parameters, and prove the ℓ s -summability of the Taylor coefficients. In the case of locally supported basis functions, we prove a weighted ℓ 2 -summability of the Taylor coefficients, based on which we obtain the ℓ s -summability of the Taylor coefficients. Based on the ℓ s -summability, we prove dimension-independent convergence rates of the sparse Taylor approximations, for both arbitrary sparse index set and a downward closed sparse index set. The last section provides conclusions and several ongoing and future research directions.
2. Affine parametric saddle point problems.
2.1. An abstract saddle point formulation. Let V and Q denote two Hilbert spaces equipped with inner products (·, ·) V , (·, ·) Q and induced norms ||v|| V = (v, v)
Q , ∀q ∈ Q. Let V ′ and Q ′ denote the duals of V and Q, respectively. Let K denote a separable Banach space. We present an abstract formulation of the parametric saddle point problem as: given parameter κ ∈ K, and data f ∈ V ′ and g ∈ Q ′ , find (u, p) ∈ V × Q such that
where the linear forms f (v) and g(q) represent the duality pairing f, v V ′ ×V and g, q Q ′ ×Q for simplicity, a(·, ·; κ) : V × V → R is a parametric bilinear form, and b(·, ·) : V × Q → R is a bilinear form. Moreover, we make the following assumptions on the bilinear forms. First, let V 0 denote the kernel of the bilinear form b in V, i.e.,
Assumption 1. Suppose the bilinear forms a(·, ·; κ) and b(·, ·) are uniformly continuous, i.e., there exist constants γ > 0 independent of κ and δ > 0 such that
Moreover, we assume that a(·, ·; κ) is uniformly coercive in V 0 , i.e., there exists a constant α > 0 independent of κ such that
Furthermore, we assume that b(·, ·) satisfies the inf-sup (compatibility) condition, i.e., there exists a constant β > 0 such that
The classical results of existence, uniqueness, and a-priori estimates for the parametric saddle point problem (1) are stated in the following theorem.
Theorem 1.
[36, Theorem 16.4] . Under Assumption 1, for every κ ∈ K, there exists a unique solution (u, p) ∈ V × Q of the parametric saddle point problem (1), such that the following a-priori estimates hold
where for notational convenience, the constants C u and C p are short for
Affine parametrization.
In this section, we present an affine parametrization for the parameter κ. We first present a common structure of the bilinear form a(·, ·; κ) in (1) appearing in many saddle point problems such as the Stokes equations, mixed formulation of the Poisson equation, and time-harmonic Maxwell's equations, that is affine with respect to the parameter κ ∈ K, i.e., it can be written as
where a 1 (w, v; κ) depends linearly on κ such that for any κ ∈ K there hold
for constants c 1 , C 1 > 0 independent of κ, e.g., related to the Poincaré's or Friedrichs' constant in Stokes equations or time-harmonic Maxwell's equations. We shall consider this affine structure (8) with the properties (9) in what follows.
To parametrize κ, we consider a countably infinite-dimensional parameter space
We denote the element of the parameter space as y = (y j ) j≥1 ∈ U and equip the parameter space with the probability measure
where dλ is the Lebesgue measure in [−1, 1] . To this end, we consider an affine parametrization for the representation and approximation of the parameter κ that is widely used in the literature [2, 1, 23, 24, 21, 18, 22, 30, 40] .
Assumption 2. The variation of the parameter κ in K can be represented by the parameter y ∈ U through the affine expansion
Moreover, we assume there exist constants 0 < θ < Θ < ∞ such that
and such that the coercivity and continuity conditions (4) and (3) are satisfied for for the bilinear form a(·, ·; κ) at any κ ∈ [θ, Θ].
The sequence (κ j ) j≥0 could either be directly prescribed knowledge of the physical system or given by an affine representation or approximation of the random field κ. We present two specific examples, where we distinguish the parametrization in two classes representing globally and locally supported basis (κ j ) j≥1 , respectively.
1. Globally supported basis. One classical example comes from Karhunen-Loève expansion of a random field with finite second order moment, given by [39] (14)
where κ 0 is the mean of the random field, (λ j , ψ j ) j≥1 are the eigenpairs of the covariance of the random field. Here, we can identify κ j = λ j ψ j , j ≥ 1, in the affine assumption (12). 2. Locally supported basis. Piecewise polynomials or wavelets can be employed to model or approximate the parameter field κ. A particular case is the weighted piecewise constant basis representation
where w j is the weight and χ j is the characteristic function in the subdomain/element
In this example, we can identify κ j = w j χ j , j = 1, . . . , J. Assumption 2 guarantees the well-posedness of the parametric saddle point problem (1) . To study the convergence property of certain approximation of its solution or related quantity of interest, we make the following assumptions to cover the globally and locally supported basis representations, which appear, e.g., in [24] and [4] . Assumption 3. For the parametrization (12) under Assumption 2, assume for some s ∈ (0, 1) there holds (||κ j || K ) j≥1 ∈ ℓ s (N), i.e.,
Remark 2.1. For the Karhunen-Loève expansion (14), the ℓ s -summability condition (16) is satisfied when sup j≥1 ||ψ j || K ≤ C for some C < ∞, and ( λ j ) j≥1 ∈ ℓ s (N). However, it is not satisfied for any s ∈ (0, 1) in the case of the locally supported representation (15) when
To accommodate such a case, we make the following assumption.
Assumption 4. For the parametrization (12) under Assumption 2, assume there exists a sequence ρ = (ρ j ) j≥1 with ρ j > 1, such that
for some θ < ǫ < κ min , and such that (ρ
We can see that Assumption 4 is satisfied for the locally supported representation (15) for J → ∞. For instance, we can take ρ
3. Sparse polynomial approximations. Let F denote a multi-index set with finitely supported multi-index ν = (ν j ) j≥1 , i.e., ν ∈ F if and only if |ν| = j≥1 ν j < ∞. For any ν ∈ F, we define the multi-factorial ν!, multi-monomial y ν for y ∈ U , and partial derivative ∂ ν ψ(y) for a differentiable parametric map ψ(y) as
where we use the convention 0! := 1, 0 0 := 1, and ∂ 0 ψ(y)/∂ 0 y j = ψ(y). For such a differentiable map ψ, we consider the Taylor power series
with Taylor coefficients t ψ ν defined as
Let (Λ N ) N ≥1 ⊂ F denote a sequence of index sets with N indices that exhaust F, i.e., any finite set Λ ⊂ F is contained in all Λ N for N ≥ N 0 with N 0 sufficiently large. We define the truncation of the power series (19) in Λ N as
which we call sparse Taylor approximation. We are interested in two questions: (1) if the sparse Taylor approximation for the solution of the parametric saddle point problem (1) is convergent; (2) if so, how fast it converges with respect to N . To answer these questions, we carry out two types of analyses corresponding to Assumption 3 and 4, respectively. The first type is to obtain the analytic regularity property of the parametric solution in a complex domain covering the parameter space. This analyticity leads to upper bounds for the Taylor coefficients (t u ν , t p ν ) at each ν ∈ F by Cauchy's integral formula, which implies a ℓ s (F)-summability of the coefficients. The second type is to derive a weighted ℓ 2 (F)-summability of the Taylor coefficient based on the affine structure of the parametrization; then the ℓ s (F)-summability of the Taylor coefficients is obtained by using Hölder's inequality. Due to the ℓ s (F)-summability, a best N -term dimension-independent convergence rate of a suitable Taylor approximation is achieved using Stechkin's lemma. These analyses are based on the results in [24] and [4] for studying parametric elliptic PDEs, which we extend to dealing with the parametric saddle point problem (1) under Assumption 3 and 4, respectively.
3.1. ℓ s -summability by analytic regularity. Let z = (z j ) j≥1 denote a sequence of complex numbers with z j ∈ C, j ≥ 1, i.e., z ∈ C N . Let U denote a polydisc defined as
Then we can extend the parametrization of κ in (12) from
for which, under Assumption 2, we have
For two constants r and R such that
where θ and Θ are given in Assumption 2, we define the complex set
Then Theorem 1 holds for z ∈ A R r under Assumption 1 and 2, i.e., there exists a unique solution (u(z), p(z)) ∈ V × Q, ∀z ∈ A R r , which satisfies the a-priori estimates in (6) . In fact, Theorem 1 holds for z ∈ A R r for anyr ≥ θ due to Assumption 2 on the coercivity condition of the bilinear form a(·, ·; κ). Moreover, we observe that U ∈ A R r by definition so that Theorem 1 also holds for z ∈ U . Lemma 2. Let (u, p) and (ũ,p) denote the solutions of the parametric saddle point problem (1) at κ ∈ A R r andκ ∈ A R r , respectively, then we have
where the constants α, β and γ are given in Theorem 1, C 1 and C u are given in (9) and (7).
Proof. By subtracting (1) at κ from it atκ, we have
By Theorem 1, the following a-priori estimates hold
where we denote a(v) = −a(ũ; v; κ −κ), ∀v ∈ V. By the affine dependence of a(·, ·; κ) on κ as in (8) and the bound (9) and (6), we have
Thus, we conclude by inserting this bound in (29) .
Lemma 3. For every z ∈ A R r , the complex derivative (∂ z j u(z), ∂ z j p(z)) with respect to z j for each j ≥ 1 is well-defined for the solution (u(z), p(z)) of the parametric saddle point problem (1), which is given by:
Note that we use a(u, v;
dx by slight abuse of notation for the time harmonic Maxwell system, which is bounded.
Proof. For any z ∈ A R r and j ≥ 1, for h ∈ C \ {0} sufficiently small such that |h|||κ j || K ≤ ǫ < r, we have
where e j is the Kronecker sequence with 1 at index j and 0 at other indices, so that (u(z + he j ), p(z + he j )) ∈ V × Q is a well-defined solution of (1) at κ(z + he j ). Therefore, we have that the following difference quotients satisfy
Subtracting problem (1) at κ(z +he j ) from its evaluation at κ(z) and dividing by h, we obtain that (u h (z), p h (z)) is a unique solution of the following problem:
Let a h (v) = −a(u(z + he j ), v; κ j ). By Assumption 1, we have
By the stability estimates (27) in Lemma 2, we have
which converges to zero as |h| → 0, so that a h → a 0 in V ′ as |h| → 0. Consequently, (u h , p h ) converges to (u 0 , p 0 ) in V × Q by Theorem 1, which is the unique solution of (34) for h = 0. Therefore, (∂ z j u, ∂ z j p) = (u 0 , p 0 ) by the uniqueness.
To study the convergence rate of the Taylor approximation, we need to bound the Taylor coefficients under Assumption 3, for which we employ the Cauchy integral formula in a suitable complex domain. We call a sequence ρ = (ρ j ) j≥1 is r-admissible
By this definition, if ρ is r-admissible, Theorem 1 holds in a larger polydisc
This is because U ρ ⊂ A R r , as it can be readily shown that
Lemma 4. Under Assumption 1 and 2, for a sequence ρ satisfying (37), for the Taylor coefficients t u ν and t p ν defined in (19) we have the following bounds
where C u and C p are given in (7), ρ −0 = 1 by convention for any ρ > 0.
Proof. For any ν ∈ F, let J = max{j ∈ N : ν j = 0}. For such J, let z 0 J denote a truncated complex sequence for any z ∈ U defined as
Then for the solution (u, p) of (1) at z 0 J , we have the a-priori estimates (6) by Theorem 1 under Assumption 1 and 2. Given the sequence ρ, we define a new sequenceρ as
which implies Uρ ⊂ A R r withr = (r + θ)/2 > θ. As the coercivity condition (4) is satisfied for any z ∈ A R r under Assumption 2, Theorem 1 and Lemma 3 hold. Therefore, u(z 0 J ) is analytic with respect to each z j , 1 ≤ j ≤ J on the polydisc Uρ ,J , which is an open neighborhood of U ρ,J defined as
Therefore, by the Cauchy integral formula [31, Theorem 2.1.2], we have for u
By taking the derivative ∂ ν on both sides and evaluating it at 0, we have
which is (41) for u. The same argument is applied to derive the bound for p. This is done in a constructive way by specification of ρ. By Assumption 3, we have (||κ j || K ) j≥1 ∈ ℓ s (N) ⊂ ℓ 1 (N), so that there exists a sufficiently large J such that
Then we choose τ > 1 such that
For any ν ∈ F, we specify the sequence ρ as
with the convention that ν j /( i>J ν i ) = 0 if i>J ν i = 0. Then we have
where in the second inequality we have used Assumption 2, i.e., for any x ∈ D,
Therefore, ρ is 
so that the bilinear form a(·, ·; κ) is coercive by Assumption 2. Under Assumption 1, there exists a unique (u(R ρ (y)), p(R ρ (y))) ∈ V × Q for every y ∈ U such that
By the definition of the Taylor coefficients in (19) , we have at ν = 0 that (t u 0 , t p 0 ) = (u(0), p(0)), which satisfy the a-priori estimates (6) by Theorem 1, i.e.,
For any other ν ∈ F, by taking the partial derivative ∂ ν for (57), we obtain (59)
where supp ν = {j ∈ N : ν j = 0}. Taking division by ν! on both sides, setting y = 0, we have the saddle point problem for the Taylor coefficients (t u ν , t
Therefore, t u ν ∈ V 0 by the second equation. We shall show that (ρ ν t u ν , ρ ν t p ν ) ∈ V × Q is a bounded solution of (60) for any ν ∈ F. First it is so for ν = 0. Then by induction we assume that (ρ µ t u µ , ρ µ t p µ ) ∈ V × Q are bounded solutions of (60) (being ν replaced by µ) for any µ ν, i.e., µ j ≤ ν j , ∀j ≥ 1, and µ = ν, then by Theorem 1 we have (ρ ν t u ν , ρ ν t p ν ) ∈ V × Q is the unique solution of (60), such that
where by (9) and |ν| 0 = #{j ∈ N : ν j > 0} < ∞ for any ν ∈ F we have
Therefore, by taking the test functions as (v, q) = (ρ ν t u ν , ρ ν t p ν ), we obtain
where for the inequality we used the assumption (9) . Therefore, by (17), we have
which, together with (63) leads to
By Assumption 2, we have
so that by the affine structure (8) there holds
Hence, from (65) and (67) we obtain
ν−e j ; ρ j |κ j |).
Summing over |ν| = k for any k ≥ 1 for both sides, we have
where we used Assumption 4 in the first inequality. By denoting
Summing over k ≥ 1, we have
By the coercivity condition (9) in V 0 , for any ν = 0, as t u ν ∈ V 0 we have
where inf x∈D κ 0 (x) > ǫ > θ by Assumption 4. Therefore, we obtain
By Hölder's inequality, we have
where the first term is finite by (74). For the second term, with t = 2s 2−s , i.e., s = 2t 2+t , we have
As (ρ
which is finite as (ρ
. By (74), there exists a constant C 2 > 0 such that
Therefore, by (61) and (62), we have
where (80)
and we used the fact |ν| 0 ≤ j≥1 (1 + ν j ) for any ν ∈ F in the second inequality. Hence, we have
where for each j ≥ 0 we have
for any j > J. Moreover, for any t > 0, there exist c 1 > 0 and 1 < c 2 < 2 such that (2 + k) t ≤ c 1 c k 2 for k ≥ 0, so that
As ρ j > 1, there exists C j < ∞ for each j ≥ 1 such that
Therefore, we have
which is finite when (ρ
Note that in the second inequality, we used 1 + x ≤ e x for x ≥ 0. Hence (||t p ν || Q ) ν∈F ∈ ℓ t (F) from (81). Remark 3.1. We remark that the weighted ℓ 2 -summability for (||t u ν || V ) ν∈F in Lemma 6 is a result of the coercivity property (73) (where the ℓ 2 -norm shows up) of the bilinear form a 1 (·, ·; κ) : V ×V → R. However, the weighted ℓ 2 -summability cannot be shown for (||t 
under Assumption 3, and
under Assumption 4, where the dimension-independent convergence rate r is given by
Proof. At first, by Lemma 5 and Lemma 6 for Assumption 3 and Assumption 4, respectively, for any s < 1, we have (89) sup y∈U ν∈F
which implies that the Taylor power series T F u defined in (19) is uniformly convergent. Secondly, for any y ∈ U and ε > 0, by Lemma 2, there exists J 1 > 0 such that for any J ≥ J 1 (90)
under Assumption 3 or 4, where y 0 J is defined in the same way as in (42) . Moreover, for any J ≥ J 1 , by the analytic regularity of u(y 0 J ) in the complex domain U ρ as indicated in Lemma 3, there exists K > 0 such that for any Λ = {ν ∈ F : ν j > K, for j ≤ J and ν j = 0 for j > J} there holds
By definition of Λ we have T Λ u(y 0 J ) = T Λ u(y). Hence, we have
which implies that the Taylor power series T F u(y) converges to u(y) for every y ∈ U . Consequently,
which concludes for the error of the Taylor approximation of u by using Stechkin's Lemma [23, Lemma 5.5], i.e., for a non-increasing arrangement of (||t u ν || V ) ν∈F , there holds
with r(s) defined in (88). The same result holds for the error of the Taylor approximation of p by using the same argument.
Remark 3.2. We remark that the convergence results (86) and (87) are obtained under different assumptions, and cannot be implied by one another. In fact, it is clear that (87) cannot be implied by (86) as explained in Remark 2.1. On the other hand, (86) cannot be implied by (87) as shown in the following simple example: let κ 0 = 1 and κ j = j −2 for j ≥ 1, then by (86) we have the convergence rate N −r for any r < 1 arbitrarily close to 1. However, by (87), for which there exists (ρ −1 j ) j≥1 ∈ ℓ t (N) with t > 1 satisfying (17), we can only obtain a convergence rate of N −r for r = Theorem 7 states the existence of such index sets Λ u N ⊂ F and Λ p N ⊂ F that lead to the dimension-independent convergence rates. However, there is no particular structure of these index sets. To guide more practical algorithm development, we consider a particular structure of these index sets, namely, downward closed set Λ ⊂ F, also known as admissible set or monotone set [18, 28, 20] , which satisfies
where we recall that µ ν means µ j ≤ ν j , for all j ≥ 1. We say that a sequence (θ ν ) ν∈F is monotonically decreasing
Lemma 8. Let (θ ν ) ν∈F be a monotonically decreasing sequence of positive real numbers in ℓ s (F) with s < 1, then there exists a sequence of downward closed and nested index sets
Proof. By Stechkin's Lemma as in the proof of Theorem 7, there exists a sequence of index sets (Λ N ) N ≥1 ⊂ F such that (97) holds. It is left to show that (Λ N ) N ≥1 can be taken as downward closed and nested. This is achieved by an induction argument. First, for N = 1, we take Λ 1 = {ν(1)} with ν(1) = 0, then (97) holds. Suppose (97) holds for some N > 1 with downward closed and nested index set Λ N , then we look for the next index ν(N + 1) ∈ F such that Λ N +1 := Λ N ∪ {ν(N + 1)} is downward closed and (97) holds in Λ N +1 . Let N (Λ N ) denote the admissible forward neighbor set defined as
where we recall the Kronecker sequence e j = (δ ij ) i≥1 . Then we take
By definition of the admissible forward neighbor set N (Λ N ), we have Λ N +1 := Λ N ∪ {ν} is downward closed for any ν ∈ N (Λ N ). Moreover, the sequence θ ν(N ) is monotonically decreasing as ν(N ) ν(N + 1) for every N ≥ 1, which concludes.
Let (θ ν ) ν∈F be a real sequence. Then the sequence (θ * ν ) ν∈F with (100) θ * ν := max
Theorem 9. Under Assumption 1 and 2, there exist two sequences of downward closed and nested index sets (Λ u N ) N ≥1 and (Λ p N ) N ≥1 with indices ν ∈ F corresponding to the N largest Taylor coefficients ||t u ν || V and ||t p ν || Q , respectively, such that
Proof. By Theorem 7 and Lemma 8, we only need to show that (||t u ν || * V ) ν∈F and (||t p ν || * Q ) ν∈F , the associated monotone envelopes defined in (100) for (||t u ν || V ) ν∈F and (||t 
The ℓ t (F)-summability of (ρ −ν ) ν∈F can be shown as in (81). For the ℓ t (F)-summability of (θ * ν ) ν∈F , we proceed as follows. As (ρ
Moreover, as ρ j > 1 there exists K ∈ N such that (1
By defining a sequence of functions (θ
and defining a new sequence (Θ ν ) ν∈F as
we have that (Θ ν ) ν∈F is monotonically decreasing by (108) and (109). Moreover, the monotone envelope of (θ ν ) ν∈F satisfies θ * ν ≤ Θ ν for all ν ∈ F. Therefore, we only need to show (Θ ν ) ν∈F ∈ ℓ t (F). By definition we have
Therefore, the first term of (112) can be bounded as
The second term of (112) can be bounded as in (85), i.e.,
, which concludes. Remark 3.3. Note that the same convergence rate is obtained in Theorem 9 for downward closed and nested index sets as in Theorem 7 for more general index sets under Assumption 3. While under Assumption 4, the convergence rates for the Taylor approximation of u becomes different. Specifically, the convergence rate from N −r(s) is deteriorated to N −r(t) with r(s) > r(t), as s = 2t 2+t < t, for downward closed and nested index sets. This deterioration is due to the bound (78), which may be crude and the convergence rate may not be optimal.
4. Conclusions. We studied sparse polynomial approximations for parametric saddle point problems, which covered such problems as Stokes, mixed formulation of the Poisson, and time-harmonic Maxwell problems. We considered the setting of a random input parameter parametrized by a countably infinite number of independent parameters as the coefficients of an affine expansion on a series of basis functions. Both globally and locally supported basis functions were considered, which led to different assumptions on the sparsity of the parametrization. Based on the two different sparsity assumptions, we established the ℓ ssummability of the coefficients of the Taylor expansion of the parametric solutions by different approaches-analytic regularity and weighted ℓ 2 -summability, respectively. By the ℓ ssummability we proved the dimension-independent algebraic convergence rates of the sparse polynomial approximations, thus breaking the curse of dimensionality for high or infinite dimensional parametric saddle point problems. Moreover, we considered sparse polynomial approximations of the parametric solutions on downward closed and nested multi-index sets and demonstrated the dimension-independent convergence rates too.
The convergence results obtained in this work establish a theoretical foundation for the development and application of computational algorithms such as adaptive, least-squares, and compressive sensing constructions of sparse polynomial approximations, and the sparse polynomial based interpolation and integration addressed in [10] . Moreover, they can serve as a guideline for error estimates of model reduction techniques such as reduced basis methods constructed by greedy algorithms [15] , which will be addressed for high-dimensional parametric saddle point problems elsewhere. Note that we only considered uniformly distributed parameters in this work. We are interested in studying more general distributions such as Gaussian or log-normal random fields for saddle point problems, motivated by their recent analysis for elliptic PDEs [3, 16, 26] . Finally, we mention a particular type of parametric saddle point problem-optimality systems arising from stochastic PDE-constrained optimal control [32, 11, 13] . Extending the convergence analysis from simple cost functionals involving only the mean of the objective function to more general risk measures is of practical interest. 
where n is the unit normal vector along the boundary. In what follows, we present several classical problems in (mixed) variational formulations. These formulations are preferred due to several reasons [1] : the presence of a physical constraint, physical importance of the variables appearing in the formulations, better accommodation of finite dimensional approximation and/or available data. For simplicity of the presentation, we assume homogeneous Dirichlet and/or Neumann boundary conditions for all the examples.
1. Stokes flow. We consider a flow of a viscous incompressible fluid with low velocity in a domain D, which can be described by Stokes equations in the variational form as: given
where u is the velocity, p is the pressure, κ > 0 is the shear viscosity, f ∈ R d is the body force, and ε(u) ∈ R d×d is the strain rate tensor defined as
Problem (6) can be identified in the abstract saddle point formulation [2,
with the bilinear forms where the constants γ 1 , γ 2 are determined by the Korn's inequality [3] , i.e.,
and C p is determinted by the Poincaré's inequality [4] , i.e.,
Thus the inf-sup constant β is obtained as: for any q ∈ Q, by taking ∇ · v = q,
Therefore, [2, Theorem 1] holds for the Stokes problem (6) with these constants.
2. Diffusion. Diffusion equations are widely used in modelling various physical phenomena. In many applications it is the flux rather than the state that is of interest. For instance in thermo-diffusion problems heat flux may be more important than the temperature field. For such consideration, we present the diffusion problem in the variational formulation: given parameter κ ∈ L ∞ (D), and data f ∈ L 2 (D), find (u, p) ∈ H 0 (div; D) × L 2 (D) such that 
in the Hilbert spaces V = H 0 (div; D) and Q = L 2 (D), we can identify the diffusion problem (13) 3. Time harmonic Maxwell system. The foundation of classical electromagnetism, optics, and electric circuits can be described by Maxwell equations. The time harmonic Maxwell system is considered when the propagation of electromagnetic waves at a given frequency is studied or when the Fourier transform in time is used. In the mixed variational formulation, the Maxwell system can be stated as: given parameter κ ∈ L ∞ (D), and data f ∈ (L 2 (D) It is straightforward to verify γ and δ. For any q ∈ Q, by taking v = ∇q, we have
where we used ∇ × ∇q = 0, ∀q ∈ Q, in the first inequality. By Friedrichs' inequality [1] , there exists a constant C f such that 
