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Abstract: Improving our understanding of the influences of the environment on physical activity 
Lindsey Gail Smith 
Physical activity reduces the risk of many chronic diseases, and much of the population would benefit 
from being more active. Public health strategies increasingly identify the environment as an important 
influence on activity and therefore a target for intervention. However, it is difficult to draw conclusive 
evidence from the existing literature as the range of environments and spaces individuals are exposed 
to are rarely accounted for. This thesis aims to further develop our understanding of the ways in which 
environmental characteristics influence physical activity. 
The first part examines cross-sectional associations between environmental characteristics such as 
street connectivity, air pollution, and deprivation, and self-reported and objective measures of 
physical activity. Data are used from the national multicentre UK Biobank study. The findings suggest 
environmental characteristics have the potential to contribute to different physical activities but 
interventions which focus on a single environmental attribute may not have the greatest benefits. The 
UK Biobank study uses measures of environments around residential addresses which may not 
capture all locations where participants are active.  
The second part of my thesis provides a more representative picture of environments that people are 
exposed to by focusing on activity spaces: locations accessed by an individual as a result of their daily 
activities. I systematically review literature which uses the activity space concept, and discuss research 
questions that have been answered, the spatial and temporal methods used, and the implications for 
causal inference. Included studies used variable methods to assess the features of spaces themselves 
(such as shape or size) or features within spaces (such as density of destinations).  
Informed by the conceptual work of the review, the latter section of the thesis uses quantitative and 
qualitative data from the Commuting and Health in Cambridge study to understand how new 
transport infrastructure might give rise to changes in use of space. The development of a replicable 
process to clean and prepare GPS data is presented and findings show how the infrastructure provides 
a new space for physical activity. The final project explores the applicability of different spatial 
methods for assessing population levels of activity and how changes in the location of physical activity 
might contribute to overall levels of activity over time. 
By developing and applying scalable methods to show how the spatial patterning of behaviour and 
physical activity changes in the context of an intervention, this thesis provides methodological and 
scientific contributions to the field of physical activity and public health. Future research in this topic 
area should aim to strengthen the basis for causal inference and develop evidence to effectively 
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Chapter 1  
 
Introduction 
1.1 Physical activity and health 
Engaging in regular physical activity has been associated with a reduced risk of chronic and 
preventable diseases including cardiovascular disease, type 2 diabetes, some cancers [1], and 
mental health conditions such as clinical depression [2]. Physical activity also plays a 
fundamental role in the balance of energy expenditure and weight control and can improve 
cardiorespiratory fitness as well as musculoskeletal health [3]. 
To attain significant health benefits, it is recommended that adults aged between 18 and 64 
years accumulate at least 150 minutes of moderate-intensity aerobic activity per week, 
supported by weight-bearing activities on two or more days [4]. Moderate-intensity activities 
include walking and cycling performed in bouts of at least 10 minutes. As well as benefiting 
health, displacing car use through walking or cycling could foster social interactions, promote 
social equity [5], [6], and contribute to more environmentally sustainable communities 
through reduced traffic congestion and carbon emissions [7], [8]. 
However, many adults do not achieve the recommended levels of activity. Globally, around 
23% of adults were physically inactive in 2010 with physical inactivity reported as the fourth 
leading cause of global mortality [9], [10]. In the UK, the proportion of adults who were 
physically inactive was comparatively high at 37% [10], affecting the general health of the 
population and contributing to the burden of chronic diseases. It was estimated that a lack of 
physical activity cost the NHS £1.06 billion in 2011 through treatment of inactivity-related 
diseases with a further cost of £6.5 million to the national economy in England due to loss of 
productivity [11]. 
Levels of physical activity have declined in the past 20 years. Technological advances have 
prompted changes in occupational, transport-related and recreational behaviours with a shift 
towards non-manual jobs and passive modes of travel. Estimates predict a further 15% 
reduction of activity in the UK by 2030 [12]. Similar effects are being replicated in developing 




trend in inactivity and its associated health burden indicate its importance as a public health 
issue and provides a strong case for directing interventions to target the promotion of 
sustained physical activity. 
1.2 A public health perspective on physical activity 
Physical activity is undertaken in different domains of life including at home, at work, in 
transport, and in leisure time. It comprises a range of health behaviours including activities for 
utilitarian purposes, such as walking or cycling for transport, and leisure activities, such as 
sports participation or structured exercise. The intensity and time spent active varies across 
domains and behaviours, and each have their own set of determinants which interrelate [13], 
[14]. 
The promotion of physical activity is a recognised public health priority and a number of 
strategies have been proposed to drive changes in activity behaviours. Early research focused 
on physical activity as a lifestyle target for preventing coronary heart disease and improving 
cardiovascular health [15]. Traditional high risk strategies therefore target those who are least 
active and at greatest risk of developing, or have developed, chronic disease [16]. These 
typically involve individual-level clinical interventions which focus on cognitive components of 
health behaviour, including attitudes and personal views, to advise, educate or motivate 
people to adopt an active lifestyle [17]. Whilst shown to be effective for some, these 
interventions do not address widespread risks beyond the control of the individual and require 
a high level of agency from individuals if they are to benefit [18], [19]. These are likely to be 
less effective than those that require less agency [20], [21]. The long-term sustainability and 
applicability of these targeted approaches for all individuals therefore remains in question 
[16], [18], [19]. 
Rose’s population approach focuses on prevention and interventions that target whole 
populations without identifying high risk individuals [22], [23]. Population strategies 
complement individual-level approaches by recognising that broader economic, 
environmental, and social factors can influence behaviours, alongside individual lifestyle 
factors, and consequently health inequalities [24]. As there is a high prevalence of physical 
inactivity globally, population approaches appear well-suited to promoting physical activity. 
By aiming to change many people’s behaviour by a small amount, these may have a larger 




few minutes in physical activity at the individual level translates to a large change in levels of 
activity at the population level. 
Some population interventions target groups of individuals to encourage specific activities 
such as increasing access to facilities for exercise [25]. However, this only addresses a small 
component of physical activity for some of the population and may not be accessible or 
appealing to many due to economic and time costs. Focusing on specific types of activity or 
exercises undertaken in one place may not therefore be the most beneficial for increasing 
global levels of physical activity [26]. Alternative interventions target whole communities to 
incorporate physical activity into everyday living through changes to the environment in which 
people live [26]–[29]. These have the potential to achieve larger and more sustainable changes 
by focusing on determinants of behaviour for whole populations [30]. Consequently, 
understanding how broader factors influence behaviour has become a key focus in physical 
activity and population health literature. 
1.3 The environment and physical activity 
Socio-ecological models suggest that the environment and social context in which people live 
is related to health [31], [32]. The environment encompasses the physical urban form, natural 
elements, economic conditions as well as societal norms.  
Although there are many determinants of physical activity, including natural and economic 
environments which are difficult to change, some elements of the physical urban form are 
modifiable and may inhibit or encourage habitual behaviour at scale. For example, modifying 
urban environments to create better connected neighbourhoods with more appealing 
infrastructure for walking and cycling may lead to increases in active over passive modes of 
travel at the population level. Structural interventions that allow for people to live in 
environments more conducive to healthy behaviours therefore have the potential to 
effectively and equitably promote physical activity [25], [33]. 
The impetus to promote physical activity through environmental changes is further supported 
in the wider health literature. Encouraging active lifestyles is widely acknowledged as a means 
to reduce morbidity and mortality [34] and is important for mental and social well-being [35], 
[36]. The location of physical activity and quality of environment in which it occurs further 
plays an important role for related health outcomes. For example, outdoor activities and 
physical activity undertaken in nature have been associated with enhanced mental health [37], 




Lack of crime and the presence of greenness have been associated with longevity and the 
reduced risk of type 2 diabetes where physical activity is hypothesised to be a mediating factor 
[41], [42]. This is particularly the case in densely populated urban areas where parks and other 
green spaces are increasingly viewed by policymakers and planners as a lever for promoting 
healthier, more active lifestyles. Additionally, the co-benefits of substituting passive for active 
modes of travel in relation to reduced traffic and air and noise pollution are well documented 
and have been associated with cardiorespiratory health and premature mortality [43], [44]. 
The environments which individuals interact with whilst participating in physical activity 
therefore have the potential to amplify or diminish the beneficial effects on physical and 
mental health outcomes brought about by physical activity.  
Changes to the built environment are increasingly being recognised in policy and practice 
guidelines as important levers for increasing physical activity [25], [33]. In the Lancet’s series 
on urban design, transport, and health, the importance of integrating the reduced demand for 
driving relative to active modes of travel into urban planning policies is highlighted [45]. In 
order to deliver policies effectively, there is a need for a strong evidence base to understand 
environmental effects on physical activity and which types of built environment interventions 
are most and least effective for whom and where, and why [46]. 
1.3.1 Strengthening the evidence base 
The World Health Organisation’s Global Action Plan on Physical activity includes ‘active 
environments’ as a strategic objective for tackling inactivity within populations [47], 
recognising changes to the built environment as a means to promote population levels of 
physical activity. Such socioecological approaches go beyond the high agency, individual 
approaches outlined in Section 1.2 by addressing underlying risks and placing drivers of 
physical activity in their social and environmental context. However, due to a lack of progress 
in promoting physical activity, there is a need to move beyond the traditional linear models of 
cause and effect that have underpinned much of the existing evidence base to date [48]. 
Systems approaches are based on the theory that individuals and variables do not operate in 
isolation [49]. They build on socioecological approaches when conceptualising health 
outcomes and inequalities by accounting for connections between factors and the ways in 
which actors interact with them [50]. Systems are defined by more than a sum of 
interdependent factors. Systems comprise feedback loops and adaptation, whereby changes 




example, the prioritisation of cycle lanes increases the safety and convenience of cycling, 
making it a more viable travel option. An uptake of cycling in response may lead to a provision 
of cycle parks which further increases the convenience of cycling, encouraging the 
prioritisation of more cycle lanes in a reinforcing loop. 
From a systems perspective, physical inactivity and associated comorbidities have emerged as 
a product multiple factors and consequently cannot be solved with a single short-term 
solution. Instead, evidence should account for multidimensional circumstances in which 
people live and interventions are implemented [50], [51]. While multilevel methods account 
for factors at multiple levels to some extent, they do little to improve understanding of the 
most plausible and modifiable determinants of physical activity, how and why actors interact 
with interventions, and potential permeations of behaviour change for feedback loops and 
adaptations. Modern concepts of causality and strong research designs, including the use of 
multi-method research can shed light on potential associations and feedback mechanisms 
within the system [52]–[54]. Drawing on this evidence, actions must be wide ranging across 
multiple sectors and policies coordinated in order to create effective shifts within interacting 
factors within the systems and to maximise potential change [50], [55]. 
1.3.2 Current evidence 
Several reviews have summarised the evidence on the relationship between the environment 
and different physical activity outcomes for children and adolescents [56], [57], adults [58]–
[62], and older adults [63], [64]. Although findings were generally mixed across reviews, some 
consistent observations have been made. Repeated findings were shown for neighbourhoods 
with greater walkability, land use mix, and residential density being supportive of physical 
activity [57]–[59], [64]. Associations were often shown for specific activity domains or 
behaviours, rather than overall levels of physical activity [59]–[61], which suggests that some 
environments are associated with certain activities only. Associations also varied for different 
populations, whether geographically or by age, which may indicate contextual and lifestyle 
factors influence the causal pathway. Van Holle and colleagues suggest that other contextual 
factors such as the quality of the environment may moderate observed associations [59]. 
The reviews highlight the dominance of cross-sectional study designs in the field. Most reviews 
include studies from different locations worldwide, however, the majority of studies have 




studies from European settings [59]. The majority of studies included for review use sample 
sizes of less than 4000 [57], [59], [62], [64] and focus on a single city or region [63]. 
Although perceived measures of the environment are often used, an increasing number of 
studies are using objective measures to assess environmental exposures with some using both. 
Objective measures include quantitative representations of the neighbourhood environment 
using Geographic Information Systems (GIS) and audit data [58], [63]. Environmental 
characteristics have predominantly been quantified within residential neighbourhoods with 
the size and definition of the neighbourhood varying across studies. Neighbourhood 
delineations have been defined by administrative boundaries, radial and network buffers of 
400 m to 1.6 km, and perceived areas within a 10-15 minute walk of the home address [58], 
[63]. The environmental characteristics included for analysis tend to be of micro-level, 
assessing features such as recreational facilities or walkable features [56], [59], with few 
studies accounting for a range of environmental features, wider sociodemographic 
characteristics and potential moderating factors in the analysis [61], [63]. 
Theories used in health geography have seen a shift away from understanding environmental 
influences using static measures, such as characteristics of the neighbourhood or around the 
workplace, toward more dynamic conceptualisations of space [65]. Coupled with recent 
technological advances and the availability of high precision location data, such as Global 
Positioning System (GPS) data, more specific measures of environmental exposures and the 
spatial context of physical activity are increasingly being applied in health studies [66].  
Linking location and physical activity data allows for the spatial and temporal context of an 
individual’s movement and activity to be measured more accurately [67], [68]. This has given 
rise to a range of new data collection methods, approaches to analysis, and research questions 
that can be explored [68]. For example, a recent review by Yi and colleagues identified a 
number of descriptive studies that combine GPS and accelerometer data to identify 
environments or domains where the greatest amount or intensity of physical activity occurs 
[69]. The concept of the activity space, whereby a set of spatial locations visited by an 
individual are assessed, is an emerging approach being used in studies of the environment and 
physical activity [70]. However, there is little consistency across the design of these studies. 
The different research questions that may be answered, the methods used to delineate activity 




A range of measures and categorisations of physical activity have been employed across 
studies to capture global levels of physical activity as well specific intensities, domains, and 
behaviours. Assessments of activity are largely self-reported [57], [58], [63], with little 
standardisation across measures [60], [62]. Although accelerometer and pedometer 
assessments of movement and step counts have been used to assess physical activity [56], 
their use to investigate associations with environmental exposures has only recently begun to 
be reported. Furthermore, few studies investigate a range of activity outcomes or complement 
objective measures with self-reported domains and behaviours [59]. 
1.3.3 Limitations of current evidence 
A number of limitations make it difficult to draw conclusive evidence on the relationship 
between the environment and physical activity from the reviews. Limitations relate to study 
design and the assessment of exposures and outcomes. 
1.3.3.1 Setting and study design 
Small sample sizes and limited geographical and environmental heterogeneity limit the ability 
to draw generalisable conclusions from datasets. A lack of geographic coverage further limits 
the generalisability of findings outside of North America and urban landscapes therein, due to 
differences in environments and behaviours across settings. Large nationwide studies with a 
mix of environments and population groups may therefore be an important contribution to 
the field to provide more transferrable findings. 
Cross-sectional studies indicate associations between environmental characteristics and 
physical activity where people might be more likely to be active in more supportive 
environments. However, it is not possible to infer causality from these studies and there is a 
risk of reverse causation. Randomised control trials (RCTs), whereby individuals are randomly 
assigned to one of two groups with one group exposed to the intervention, may strengthen 
the basis for causality as they are less susceptible to bias and confounding. However, exposure 
to built environment interventions may be impractical or unethical to manipulate [71]. 
McCormack and colleagues extend prior findings by assessing quasi-experimental studies that 
assess activity behaviours before and after relocation to a new neighbourhood [58]. However, 
a number of factors are associated with moving and intentions to adopt different behaviours 
may be tied to reasons for relocating rather than the change of environment. Investigating a 
change in the environment where people have not moved, or made any other key changes to 




Natural experiments, whereby exposure to an intervention cannot be randomised, widen the 
range of interventions that can usefully be evaluated and may further provide more robust 
evidence of causality than cross-sectional non-intervention studies [71]. They enable 
investigation into whether and how changing the built environment changes physical activity 
and behaviours. However, the application and assessment of such studies is in its infancy and 
careful consideration is required when designing methods to implement studies as effects may 
take time to emerge [28]. Consequently, there is a need for longitudinal study designs and 
studies which effectively evaluate environmental interventions and their influence on physical 
activity to help inform neighbourhood design and planning strategies to improve public health.  
1.3.3.2 Assessment of exposures 
A range of environmental characteristics have been investigated and different data collection 
procedures and measures have been used. While objective measures overcome issues of recall 
bias and differences in perceptions of space across individuals, they are more difficult and 
costly to incorporate into large scale population studies. Spatially referenced measures in GIS 
may also be quantified in a myriad of ways such as density of features and relative coverage 
of land uses. This makes it difficult to compare findings across studies and to identify consistent 
patterns of association from the current evidence base.  
Much of the literature focuses on micro-level aspects of the physical built environment such 
as proximal characteristics including walkability and land use mix. Applying a public health 
perspective and reflecting on the growing recognition of broader determinants of health 
indicates that a range of wider social and environmental attributes such as deprivation, rurality 
and pollution are important [24], [50], [72]. Studies have typically focused on a single 
characteristic of the environment, and whilst this is useful for identifying associations with 
more specific physical activity outcomes (such as walkability and walking), environmental 
characteristics coexist and interrelate. To limit confounding and to identify moderating factors 
such as the quality of walkable neighbourhoods and greenspaces, studies that examine a range 
of environments of different scales may be appropriate.  
Environmental measures have also been limited to the neighbourhood environment and 
typically rely on static measures of exposure using inconsistent spatial units. The Uncertain 
Geographic Context Problem (UGCP), described by Kwan and colleagues [73], highlights the 
need to represent the spatial area in which behaviours occur in order to match specific 




causally relevant context for an outcome, inferential errors may arise through misclassification 
of the environments to which an individual is exposed [74], [75]. Assessing only the residential 
environment and total physical activity, for example, may be inappropriate because much 
physical activity occurs away from home and measuring environments that have little or no 
bearing on physical activity may bias findings or dilute the true effect [76], [77]. The increasing 
use of location-specific data and application of the activity space addresses this by providing a 
more representative measure of where people spend time and more specific information 
about environmental contexts of activity [68], [70]. However, due to the novelty of their 
application within the field, there are a number of technical limitations associated with 
spatially referenced data [67] and the role of the activity space in strengthening the basis for 
causal inference has not yet been formally reviewed. 
1.3.3.3 Assessment of outcomes 
The majority of evidence relies on self-reported outcomes of physical activity. Whilst this is 
useful for providing information on domain and behaviour-specific activity, data are often 
subject to social desirability and recall bias. The use of objective measures allows for greater 
confidence in the validity of the assessment but current studies using objective measures 
largely use small samples due to financial and logistical constraints.  
Studies which have combined objective physical activity measures with GPS data have typically 
focused on the spatial element of activity, describing the quantity of physical activity across 
locations [69]. However, the capabilities of linked GPS and physical activity data extend beyond 
this. The data allow for environments to be weighted by time spent active in them and for 
changes in spatial and temporal patterning of movement and physical activity in response to 
a built environment intervention to be assessed [67], [68]. More testing and investigation into 
appropriate space-time modelling of physical activity is required as well as thoughtful 
consideration into how the use of GPS and physical activity data can strengthen the basis for 
causal inference. Combined with self-reported and qualitative information, it may be possible 
to shed light on how and why spaces are used for different behaviours. 
In summary, there is uncertainty in the existing literature on environment-physical activity 
relationships as the range of environments and spaces individuals are exposed to have rarely 
been accounted for. Key limitations relate to a narrow focus on environments and physical 
activity outcomes, assessing a single characteristic or outcome in isolation, and the use of 




increasingly being used as a more dynamic measure of environmental context of activity. 
However, its application is associated with conceptual issues which have implications for 
causality. Despite the emergence of studies which combine GPS and objective physical activity 
data, there are no standard tools for processing data or recommended methods for analysis 





1.4 Thesis overview 
1.4.1 Aims and scope 
This thesis aims to address the gaps in the literature highlighted in the previous section in 
order to further develop our understanding of the ways in which environmental characteristics 
influence physical activity. The following aims form the key components of the thesis: 
a) To investigate a broad range of environmental characteristics in combination and their 
relationship with different measures of physical activity and behaviours; 
b) To develop an understanding of the role of the activity space in studies of the 
environment and physical activity and its implications for causality; 
c) To test and develop replicable data cleaning processes for GPS data; 
d) To implement the activity space concept using a combination of qualitative and 
quantitative data to investigate the effect of a built environment intervention on the 
spatial patterning of movement and physical activity. 
The thesis aims to provide methodological and scientific contributions to the field of physical 
activity and public health using data collected from two independent samples of adults in the 
UK. I restricted analyses to samples of adults as they form the largest proportion of the 
population and their movement, travel and activity patterns are generally more autonomous 
and sensitive to change than other population groups such as children and older adults. 
1.4.2 Data used in thesis 
1.4.2.1 UK Biobank 
UK Biobank is a population-based prospective cohort study of 503 317 participants recruited 
in the UK between 2006 and 2010. The study was established primarily to investigate the 
genetic and lifestyle determinants of a range of diseases in middle and older aged adults. The 
study design and survey methods are described in detail elsewhere [78]. 
Individuals aged between 40 and 69 years were invited to participate if they lived within 35 
km of one of 22 assessment centres located throughout the UK. Extensive questionnaire data, 
physical measurements, and biological samples were collected at recruitment between 2006 
and 2010. Additional data have been and continue to be collected for large sub-samples of the 




physical activity monitoring [79]. Those who agreed to participate wore a wrist-worn 
accelerometer for 7 days. 
Objective data characterising environmental conditions around participants’ home addresses 
are available for over 70% of the full dataset. Measures were derived for characteristics 
considered to be important for physical activity, diet, alcohol consumption and general health. 
The processes and available measures have been previously published [80], [81]. 
Most previous research in the field has relied on small samples, self-reported measures of 
activity or comparatively narrow conceptions of environmental exposures. Key strengths of 
the dataset include its large sample size, heterogeneity in geographical locations across the 
UK, and generalisability of risk factor associations which are concordant with other nationwide 
cohort studies [82]. Diverse measures of environmental characteristics and physical activity 
outcomes for each individual provide additional strengths. Accelerometer data allow for the 
volume of physical activity, and therefore the dose-response relationship with health 
outcomes, to be measured more sensitively [83]. Although UK Biobank has a low response rate 
for its baseline survey (5.5%), 44.8% of participants invited to wear an accelerometer accepted 
the invitation creating potential sample of over 100 000 participants with objective physical 
activity data [79]. This sample size far exceeds that of comparable studies [84]–[88], making it 
the largest accelerometer cohort to date. A large range of complementary physical activity 
measures are also available, including self-reported behaviours, such as walking, and objective 
measures of overall physical activity. This allows for specific types of physical activity to be 
investigated in line with total volumes of activity, further clarifying the Biobank dataset as a 
suitable choice for analysis and for meeting aim (a) of the thesis. 
Research in this thesis was conducted using the UK Biobank Resource under Application 
Number 20684. All participants provided UK Biobank with explicit consent to link to any health-
related records. Any participant can withdraw at any time without giving a reason. UK Biobank 
and its funders (principally, the Medical Research Council and Wellcome Trust) were advised 
throughout the development of UK Biobank’s information materials and consent form by, 
amongst others, the independent Ethics & Governance Council. This process also involved 
assessing participants’ understanding of the consent that they were giving to UK Biobank. The 





1.4.2.2 Commuting and Health in Cambridge 
The Commuting and Health in Cambridge is a quasi-experimental cohort study conducted in 
four annual phases between 2009 and 2012. The Cambridgeshire Guided Busway opened in 
2011 and comprised a new bus route and traffic-free pathway for walking and cycling. The 
primary purpose of the study was to investigate the effect of the busway, a major change to 
the built environment, on travel behaviour, physical activity, and health. A detailed description 
of the study has been published elsewhere [89], [90]. 
Participants were adults who worked in Cambridge, UK and lived within 30 km of the city 
centre. Recruitment primarily occurred through workplaces which varied in type of 
employment and geographic setting. For each year, participants completed a questionnaire 
collecting information on sociodemographic characteristics, travel behaviour, physical activity 
and health. A subset of participants was also invited to participate in objective physical activity 
monitoring at the second, third and fourth phase of the study. Participants wore a GPS receiver 
and combined heart rate and movement sensor for 7 days at the same time each year. The 
study comprised qualitative data in the form of semi-structured and photo-elicitation 
interviews. I used interview data collected post-intervention designed to elucidate the 
perceived impact of the busway on travel behaviour and reasons for and against its use. 
There were several advantages to using this dataset. The study was longitudinal and repeat 
GPS and objective physical activity data were available before and after the opening of a major 
transport infrastructural intervention. In contrast to many of the studies which have used GPS 
and accelerometer to locate physical activity, qualitative data were also available, enabling the 
exploration of how qualitative and quantitative data can be used together to understand ways 
in which the intervention was used. 
The dataset is managed by the Medical Research Council Epidemiology Unit at the University 
of Cambridge. The Hertfordshire Research Ethics Committee approved the baseline data 
collection (reference number 08/H0311/208) and the Cambridge Psychology Research Ethics 
Committee approved the follow-up data collection (reference number 2014.14). All 
participants provided written informed consent. 
1.4.3 Thesis structure 
The thesis is presented as a series of chapters which build on one another to realise the aims 
of the thesis (Section 1.4.1). Chapter 2 addresses aim (a) and uses data from UK Biobank to 




neighbourhood environment. Cross-sectional associations between a broad range of 
environmental characteristics, including walkability, air pollution and deprivation, and self-
reported walking and objective measures of physical activity are examined. The chapter 
discusses the trade-offs between environments conducive and limiting for physical activity and 
the implications of focusing on a single environmental characteristic for neighbourhood design 
and public health planning strategies. 
Chapter 2 uses static measures of environments around residential locations. Chapter 3 
provides a more representative picture of where people may be active by focusing on activity 
spaces. In this chapter, I address aim (b) by systematically reviewing qualitative and 
quantitative studies which apply the activity space concept to investigate the relationship 
between the environment and physical activity. The spatial and temporal methods used to 
define activity spaces, research questions answered, and the implications for causal inference 
are reviewed. Future directions for research are highlighted including ways in which studies 
may limit the risk of bias. 
Informed by the conceptual work of the review in Chapter 3, in the remainder of the thesis I 
use qualitative and quantitative data to address aims (c) and (d). I use GPS, questionnaire, 
interview, and objective physical activity data from the Commuting and Health in Cambridge 
study to understand how new transport infrastructure might give rise to changes in use of 
space and physical activity.  
Chapter 4 details the development and testing of data processing methods to clean GPS data 
and derive activity spaces. Using the processed data, in Chapter 5 I apply an exploratory 
approach to understand how activity spaces change in response to the opening of new 
transport infrastructure. Qualitative data is also integrated with visualisations of mapped GPS 
data to elucidate how the infrastructure is used for physical activity, walking, and cycling. 
The cleaned GPS data from Chapter 4 are matched to combined heart rate and movement 
sensor data in Chapter 6. In this chapter I evaluate the applicability of different methods to 
locate physical activity and assess whether the use of new infrastructure contributes to an 
increase, decrease, or displacement of physical activity over time. 
Chapter 7 presents the key findings and the strengths and limitations of work presented in the 






Chapter 2  
 
Characteristics of the environment and physical activity in midlife: 
findings from UK Biobank 
2.1 Introduction 
2.1.1 Chapter overview 
This chapter describes cross-sectional associations between neighbourhood environments of 
varying scales and physical activity outcomes measured using objective and self-reported 
assessments in the UK Biobank dataset. The rationale for choosing each environmental 
characteristic and methods used to derive measures are described in detail in the methods 
section, before presenting the study results and discussing the implications of the findings. A 
shortened version of the study has been published in Preventive Medicine [91]. 
2.1.2 Background 
Physical inactivity accounts for 9% of premature mortality worldwide and engaging in regular 
physical activity reduces the risk of non-communicable diseases including cardiovascular 
disease, type 2 diabetes, and some cancers [1]. Moderate to vigorous activity (MVPA) confers 
health benefits and allows for comparisons with activity recommendations [4]. Activities such 
as walking could also foster social interactions, promote social equity, improve air quality, and 
lead to more environmentally sustainable communities by displacing car use [6], [8]. However, 
many adults do not achieve sufficient levels of activity [10].  
It is hypothesised that the environment and social context in which people live is related to 
physical activity [32]. The number of studies exploring these associations has increased in the 
past 20 years with much of the literature focused on micro-level attributes of the physical built 
environment which may provide spaces for use and improve destination accessibility [14], 
[45], [59].  
Applying a public health perspective and embracing the notion of the wider social 
determinants of health [45], [92] suggests a range of micro- and macro-level environmental 




to influence health behaviours, as well as more immediate conditions of environmental 
disturbance or the natural environment which affect the desirability to use space. It is 
postulated that high levels of pollutants increase the perception of risk [93] and discourage 
outdoor activity. Additionally, poorer communities are often disproportionally exposed to air 
pollution [94]. Few studies have examined the role of air pollution and its association with 
physical activity [95] and none have assessed contextual characteristics, such as deprivation 
and air pollution, and micro-level characteristics of urban form. Investigating these 
simultaneously may help provide a broader perspective on the role of the residential 
environment as it relates to physical activity. This is important for better understanding the 
trade-offs between characteristics more or less conducive to physical activity and the 
implications for public health. 
Objective measures enable precise data to be collected on duration and intensity of activity 
[96]. A large-scale study of participants living in 14 cities found that parks and greater 
residential density in the neighbourhood were positively associated with objectively measured 
MVPA [97], however, specific behaviours were not investigated. The most consistent 
associations are drawn from studies where domain or activity-specific outcomes and exposure 
measures are well-matched [14]. For example, a UK study found that greenness was associated 
with active commuting and walking which contribute to overall MVPA [98]. However, it is 
difficult to identify these activities accurately from objective physical activity data alone. 
Combining objective with self-reported measures of activities such as walking can therefore 
complement precise estimates of total activity with information on specific activity 
behaviours. 
2.1.3 Aims and scope 
Using a large dataset with geographical heterogeneity, this chapter seeks to assess the 
associations between environmental characteristics in the residential neighbourhood and a 
range of objective (‘recorded’) and self-reported (‘reported’) measures of physical activity and 
walking. Characteristics are described under five broad facets (spaces for physical activity, 
walkability, disturbance, the natural environment, and the sociodemographic environment) 
which range from micro-level environments considered to encourage specific types of activity, 
to macro-level environments which may affect levels of activity more generally. Physical 







2.2.1 Study design  
Cross-sectional data were used from the UK Biobank study, collected from 502 656 
participants aged 37-73 years at recruitment. Respondents were invited if they were 
registered with the National Health Service (NHS) and lived within 35 km of one of 22 Biobank 
assessment centres (Figure 2.1).  
 
Figure 2.1: Distribution of UK Biobank assessment centres and total number of participants 
at baseline 
Baseline data including sociodemographic, lifestyle, and physical activity information were 
self-reported between March 2006 and July 2010 [99]. A random sub-sample of participants 




activity measures [79]. Accelerometers (Axivity AX3) were posted to those who agreed to 
participate (44.8%, n=106 053) and worn between June 2013 and December 2015. 
The UK Biobank study has ethical approval from the North West Multi-centre Research Ethics 
Committee (MREC), Information Advisory Group (IAG), and the Community Health Index 
Advisory Group (CHIAG). Details on the Biobank study design and survey methods are 
described in a full protocol and accompanying paper [78], [100]. 
2.2.2 Inclusion criteria 
Analysis was restricted to participants who had data on all environmental characteristics, 
covariates and at least one physical activity outcome. Two samples were therefore created: 
those with accelerometer data and those who provided information for reported activity. 
Environmental measures were derived for home addresses collected at baseline. Information 
on home location was collected at two further time points for a sub-sample; firstly, between 
December 2009 and June 2013 (n=20 346) and secondly between April 2014 and November 
2016 (n=11 923). As measures of physical activity were recorded after baseline, I identified 
participants who had moved home to ensure environmental exposures were appropriate for 
analysis. Locations of residential addresses between baseline and follow-up were 
subsequently compared. The scale at which coordinates were presented were different for 
both time points so the follow-up data was rounded to match the coarser scale used at 
baseline. If follow-up coordinates were different to baseline and there was assumed to be no 
rounding error, participants were classified as movers and excluded from analysis. As follow-
up data were not available for all participants, it is unlikely all movers are captured but this is 
the most reasonable approach given the data available. 
I also considered excluding those whose mobility, and therefore physical activity, was limited. 
However, the data available on the presence of pain in the leg or chest when walking was only 
available for a sub-sample of participants and did not differentiate between musculoskeletal 
and cardiovascular issues. With this limited information, it is difficult to understand the nature 
of confounding clearly. Although it may be more difficult to walk, increased walking may be 
part of a rehabilitation program or self-selection may occur whereby participants live closer to 
facilities for ease of access or where reliance on private transport is easier. I therefore chose 





2.2.3 Physical activity 
Five physical activity outcomes were included for analysis based on the accuracy and specificity 
of the measure: mean acceleration, recorded time spent in MVPA, reported MVPA, walking, 
and walking for pleasure. 
2.2.3.1 Recorded physical activity 
Objectively-measured physical activity data were collected for a random sub-sample of 
participants from all assessment centres except those in the North West of England, which 
were excluded due to concerns of participant burden from trialling other new projects in this 
region. Participants wore an accelerometer on their dominant wrist for 7 days, including night-
time. Data from wrist-worn devices have been validated against established measures of 
physical activity energy expenditure [101]. 
Doherty and colleagues describe the calibration and data processing in detail [79]. Briefly, 
measures of acceleration were collected in 5 second epochs, maintaining the mean 
acceleration over the duration of the epoch. The percentage of time spent in different ranges 
of acceleration for the week are available in the dataset. Given the fractional measures of 
acceleration are derived from a cumulative distribution function of all 5 second epochs, 
sustained bouts of acceleration are not accounted for in the data. Non-wear time was 
previously identified as stationary episodes of at least 60 minutes and removed from the data 
in line with protocol for processing physical activity used elsewhere [102], [103]. Only 
participants with more than 72 hours of wear time were included in the sample and periods 
of non-wear time had been imputed using the average magnitude from a similar time on a 
different day of measurement. 
I used two measures of recorded physical activity for analysis: mean acceleration and time 
spent in MVPA. Mean acceleration which assesses average volume of activity in milli-gravity 
units (mg) for the week was already available in the dataset, calculated by averaging worn and 
imputed values. This value was used to indicate a global measure of activity. Data were also 
available as fraction of time spent over different acceleration thresholds which I used to 
estimate the total minutes spent in MVPA over the course of the week. MVPA equates to 3 
METs which is equal to 134 mg of acceleration captured by the dominant wrist [101]. Based 
on the available data and discussions with colleagues in the MRC Epidemiology Unit, I used the 
fraction of time spent above the closest available acceleration threshold in the processed 




have used daily measures of bouted MVPA based on established cut-points of counts per 
minutes collected from hip-worn accelerometers [97], [104]. The advantage of using wrist-
worn over hip-worn devices is that they can be worn continuously day and night, are 
waterproof, and result in higher levels of participant compliance. Although the MVPA metric I 
computed is not directly comparable with existing studies, it was considered appropriate for 
the assessment of patterns across the range of environmental characteristics and physical 
activity outcomes in this study. 
2.2.3.2 Reported physical activity 
Self-reported physical activity data were collected from a touchscreen questionnaire 
completed at an assessment centre. The full questions are available online [99] and are similar 
to those used in the short form of the International Physical Activity Questionnaire (IPAQ) 
[105]. 
Using the following questions relating to MVPA and walking, participants were asked how 
many days in a typical week they did each type of activity for at least 10 minutes and the 
duration of each episode.  
For moderate physical activities 
"In a typical WEEK, on how many days did you do 10 minutes or more of moderate physical 
activities like carrying light loads, cycling at normal pace? (Do not include walking)" 
"How many minutes did you usually spend doing moderate activities on a typical DAY?" 
For vigorous physical activities 
"In a typical WEEK, how many days did you do 10 minutes or more of vigorous physical activity? 
(These are activities that make you sweat or breathe hard such as fast cycling, aerobics, heavy 
lifting)"  





"In a typical WEEK, on how many days did you walk for at least 10 minutes at a time? (Include 
walking that you do at work, travelling to and from work, and for sport or leisure)" 
"How many minutes did you usually spend walking on a typical DAY?" 
To calculate the weekly time spent in each activity, I multiplied the number of reported days 
by the duration. Participants who did not report a frequency but a duration or a frequency but 
not a duration were assigned to the median frequency or duration for that activity based on 
responses from other participants in the sample. To calculate minutes spent in MVPA, the 
weekly time spent in both moderate activity and vigorous activity were generated and 
summed. 
Walking for pleasure was assessed in a similar way, except that categorical response items 
were used. Using the following questions, participants were asked if they had spent any time 
walking for pleasure, not as a means of transport, within the last 4 weeks alongside a list of 
other activities (such as swimming or cycling), light DIY or heavy DIY. Those who responded 
positively to any of the activities were prompted to report the duration of activity using the 
available options.  
For walking for pleasure 
"How many times in the last 4 weeks did you go walking for pleasure?" 
Once in the last 4 weeks 
2-3 times in the last 4 weeks 
Once a week 
2-3 times a week 
4-5 times a week 
Every day 
"Each time you went walking for pleasure, about how long did you spend doing it?" 
Less than 15 minutes 
Between 15 and 30 minutes 
Between 30 minutes and 1 hour 
Between 1 and 1.5 hours 
Between 1.5 and 2 hours 
Between 2 and 3 hours 




I converted the categorical responses for frequency to the frequency per week (i.e. those 
reporting engaging in activity ‘once a week’ were assigned a frequency of ‘1’ and those 
reporting activity ‘every day’ were assigned ‘7’). For duration in minutes, activities were 
assigned to the median of that category (i.e. ‘between 30 minutes and 1 hour’ was assigned 
‘45 minutes’. Those responding ‘less than 15 minutes’ and ‘over 3 hours’ were assigned 7.5 
minutes and 210 minutes respectively). These assignments match the ones used in the 
processing of self-reported physical activity from several large cohorts including EPIC-Norfolk 
[106]. I computed weekly time spent walking for pleasure by multiplying the reported number 
of days by the median duration. 
Given the variation in questions used to measure time spent in different types of activity, I 
chose to divide all self-reported times into tertiles. I considered this appropriate to allow for 
broad comparisons and the identification of patterns across the physical activity outcomes. 
2.2.4 Environmental data 
The UK Biobank Urban Morphometric Platform (UKBUMP) is a nationwide resource and uses 
objective data to characterise environmental conditions that influence health using a range of 
buffer sizes around each participant’s home location [80]. Variables were based on a 
conceptual model [80] and previously derived to serve a range of research questions related 
to physical activity, diet, alcohol consumption and general health. The processes are described 
in detail elsewhere [80], [81]. Briefly, measures of environmental conditions are available for 
each participant, based on the characteristics within a defined straight-line or network 
distance of their residential address. I chose to use measures which characterised the area 
within 1 km, or closest available distance, as this corresponds to a 10-15 minute walk, and 0.8-
1 km is commonly used and broadly accepted in the literature [107], [108].  
I selected fifteen variables conceptually and most plausibly related to physical activity 
(excluding those related to diet and alcohol consumption) for analysis. I grouped these 
variables into five broad facets (spaces for physical activity, walkability, disturbance, natural 
environment, and the sociodemographic environment) based on theme and their influence on 
different activity types (Table 2.1). I performed exploratory analyses based on the distribution 
of the environmental data and consulted previous studies and recommended levels of 
pollution to identify suitable cut points for each environmental factor.  
Facets ranged from micro-level environments such as facilities designed for physical activity, 




as urban-rural status, which may affect levels of activity more generally. The hypothesised 
pathways between the environmental variables and physical activity outcomes are detailed in 
Figure 2.2. 
Table 2.1: Description and classification of objectively measured environmental variables 
Variable Description Spatial scale 
Buffer type 
Data sourcea, Year Classification 




Presence of facilities for physical 
activity  
1 kmb  
network  
UK OS AddressBase Premium 
point data, 2013 
No / Yes 
Parks Presence of parks 1 kmb  
network  
UK OS AddressBase Premium 
point data, 2013 
No / Yes 
Walkability    
Walkability Composite measure of street 
connectivity, residential density and 
land use mix 
Z scores of component measures 
were generated and summed 
n/a Derived from UK OS ITN, 2010 
and UK OS AddressBase 
Premium point data, 2013 
Quartile 
Disturbance    
Air 
pollution 
Annual average for concentration of 
nitrogen oxides (NOX) 
Interpolated 
from model at 
residential 
address 
European Study of Cohorts for 
Air Pollution Effects (ESCAPE) 
Land Use Regression model, 
2010 




Average daytime sound level 
pressure over 12 hour period (07:00 
to 19:00) 
Interpolated 
from model at 
residential 
address 
Common NOise aSSessment 
methOdS (CNOSSOS-EU) 
model, 2009 




Inverse distance to the nearest 
major road based upon a local road 
network where a major road is a 
road with traffic intensity >5000 
motor vehicles per 24 hours 
n/a Road network: OS Meridian 2 
road network, 2009  
Traffic data: Eurostreets (vs 
3.1) digital road network, 
2008 
Quartile 
Natural environment    
Terrain Mean slope angle 1 kmb  
Circular 
Landmap DTM (5 m 
resolution) 
Stereo aerial photography 
1998–2008 
<3° / ≥3° 
Greenness Mean normalised deviation 
vegetation index (NDVI) 
0.5 km  
Circular 
CIR Landmap satellite data 
(5m resolution), 2006-2010 
Quartile 
Sociodemographic environment    
Urban-rural 
status 
Based on population density Postcode Office for National Statistics 
Postcode Directory (ONSPD) 
and UK Census data, 2001 




Townsend deprivation index Census output 
area 
UK Census data, 2001 Quintile 
OS = Ordnance Survey; ITN = Integrated Transport Network; DTM = Digital Terrain Model; CIR = Colour Infrared 
aFor further details on data sources, please refer to UKBUMP data analysis and specification manual [81] 





Matching symbols (ο / δ / φ / ϒ) indicate environmental characteristics are related 
+ / - indicates direction of association 
Figure 2.2: Hypothesised pathways between environmental characteristics and physical 
activity 
 
2.2.4.1 Spaces for physical activity 
Land use feature data were used to identify i) facilities designed for physical activity to take 
place in and ii) public parks. Full details of all features included in the classification are detailed 
in Table 2.2. The distribution of the data showed that relatively few participants had these 
facilities around their home, a binary classification was therefore used where neighbourhoods 
were categorised as having access to spaces for physical activity or not. I also performed a 
sensitivity analysis performed to include facilities where activity could be undertaken but have 
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Table 2.2: Features included as spaces for physical activity 
 Included for main analysis Included for sensitivity 
analysis 
i) Facilities for physical activitya   
  Indoor/outdoor leisure centre ✓ ✓ 
  Bowls facility ✓ ✓ 
  Cricket facility ✓ ✓ 
  Swimming facility ✓ ✓ 
  Equestrian facility ✓ ✓ 
  Football facility ✓ ✓ 
  Golf facility ✓ ✓ 
  Leisure/sports centre ✓ ✓ 
  Racquet sports facility ✓ ✓ 
  Playing field ✓ ✓ 
  Recreation ground ✓ ✓ 
  Rugby facility ✓ ✓ 
  Tenpin bowling ✓ ✓ 
  Water sports facility ✓ ✓ 
  Public hall/Community facility  ✓ 
  Church hall  ✓ 
  Private social club  ✓ 
  Arena/stadium  ✓ 
   
ii) Public parks   
  Park ✓ ✓ 
  Public park/garden ✓ ✓ 
  Open space  ✓ 
  Public open space/nature reserve  ✓ 
aSkate parks and winter sports facilities were not included as data for these features were only available for a 
limited portion of the sample (n=20 152 participants) 
 
2.2.4.2 Walkability 
For the main analysis, I derived a composite score for walkability, based on measures of street 
connectivity, residential density and land use mix [109]–[112]. The separate components are 





Table 2.3: Description of objectively-measured walkability component variables 





















Total number of network links 
where a link is a street joining a 
junction or dead-end to a junction 
or dead-end 
1.2 kma  
network  





Total length of links 1.2 kma  
network  






Mean difference between crow-
flight path and actual path for all 
links 
1.2 kma  
network  





Total number of residential 
addresses divided by total 
neighbourhood area (no. 
features/square km) 









Proportion of land use squared and 
summed 







a0.4 km distance used for sensitivity analyses to investigate the effects of smaller neighbourhood measures 
Land use density data were available as the number of features per square kilometre. To 
measure land use mix, I grouped features considered to be walkable destinations into five 
categories: residential, retail, office, community, and recreational space based on literature, 
locale, and available data [113]–[116]. I created a land use mix score using the Herfindahl 
Hirschman Index (HHI) (Equation 1), as used in similar studies [117]–[120]. The HHI was 
considered an appropriate calculation of mix as the density measure of the data refers to the 
number of features, rather than the proportion of land cover. It is unlikely that there will be 
an equal distribution of residential features to retail features, for example, which would score 
highly in an entropy formula. Instead, the HHI assesses the range of land uses, with a greater 
number of categories per square kilometre scoring better than an equal distribution of fewer 
categories. HHI scores ranged from zero to 10 000 (100²) where a high score indicates a low 
level of land use mix. 
Equation 1: Σ(pi2) 
p represents the proportion of features devoted to a specific land use (i) per square km of  
1 km network buffer 
p is calculated by dividing the number of features in land use (i) by the total number of 




All network measures were divided into deciles and summed to create a street connectivity 
score out of 30. As in previous research[109]–[112], Z scores were generated for the combined 
street connectivity score, residential density, and land use mix, then summed to create a 
walkability score for each participant. A higher score indicated greater walkability. I also 
investigated the walkability components separately in sensitivity analysis. 
2.2.4.3 Disturbance of the environment 
Air pollution 
Air pollutants have been measured at 36 sample areas across Europe and modelled using a 
land use regression (LUR) model [121]. The LUR model accounts for predictors of air pollutants 
including land use, traffic, and geographic characteristics and is used to estimate outdoor air 
pollution at participant’s addresses [122]. Annual average concentrations of particulate matter 
with aerodynamic diameter ≤ 2.5 μm (PM2.5), nitrogen dioxide (NO2), and nitrogen oxides (NOX) 
are available as continuous measures within the UK Biobank dataset. Given the data available, 
I selected the variables to include based on a combination of preliminary analysis and my a 
priori conceptual rationale.  
Based on the hypothesis that low air quality deters use of greenspace and the neighbourhood 
in general, people’s perceptions of the neighbourhood may impact their choice to be active. 
Measures of pollutants where traffic is the main source (such as NOX) may be important as 
people may avoid main or busy roads which have high volumes of traffic. Using PM2.5 which is 
the most harmful to health [123] may be problematic as these pollutants may be difficult for 
people to perceive [124].  
To avoid issues of collinearity and help in the decision about which measure to carry forward, 
I examined the univariate associations between each pollutant, and between each pollutant 
and physical activity outcome. I found that NOX showed the strongest and most consistent 
results with all physical activity outcomes (high concentrations associated with lower levels of 
activity). NOX has been used in other epidemiological studies [93], [125] and an additional data 
site in the UK was used to generate the NOX model than PM2.5 [121]. I therefore chose to use 
NOX as an indicator of air pollution. As data in UK Biobank are skewed towards lower levels of 
air pollution it was not sensible to use recommended levels of air quality to classify the data 
[126]. Instead, measures of NOX were dichotomised based on the median. A measure of 
distance to the nearest major road was also included in the models to capture the further 





Levels of noise pollution have been mapped based on variables including road traffic, railway 
traffic and industrial noise sources in Europe [127]. A measure of average daytime sound was 
chosen for analysis as it was assumed that most physical activity in the neighbourhood would 
take place during the day. Levels of noise pollution were dichotomised based on the median 
for analysis. 
2.2.4.4 Natural environment 
Terrain 
As outlined in Figure 2.2, I hypothesised that hilly environments may not be conducive to 
activities such as walking. Based on the distribution of the data, I categorised terrain into the 
least and most hilly environments based on the median of the data. 
Greenness 
Normalised deviation vegetation index (NDVI) was calculated based on 0.5 cm by 0.5 cm 
resolution colour infrared (CIR) imagery [98]. The satellite images were collected during 
summertime across the baseline phase of the UK Biobank study (2006-2010) and values were 
averaged to calculate mean NDVI to minimise temporal misclassification. Measures of 
greenness were classified for all participants in the same way, reducing confounding by 
seasonal variation. 
2.2.4.5 Sociodemographic environment 
Urban-rural status 
Seventeen categories for urban-rural status were provided in the UKBUMP dataset based on 
country and home area population density. For the purposes of analysis, these categories were 
collapsed into three groups: urban, town and fringe, and rural. 
Area-level deprivation 
The Townsend deprivation index is a composite measure of deprivation based on 
unemployment, non-car ownership, non-home ownership, and household overcrowding; a 
negative value represents high socioeconomic status. This was calculated before participants 
joined the UK Biobank and was based on the preceding national census data, with each 
participant assigned a score corresponding to the postcode of their home dwelling. I 




2.2.5 Covariates  
All covariates were derived or self-reported in the lifestyle questionnaire during baseline 
assessment and comprised age, sex, ethnicity, assessment centre, highest educational 
qualification, income, employment status, housing tenure, number of vehicles in household, 
whether children lived in the household, urban-rural status, and area-level deprivation. 
2.2.6 Statistical analysis 
Environmental data were available for participants from all assessment centres except 
Stockport where the pilot study was conducted. Both the full and the potential sample (those 
with environmental data) were compared with the final analytic samples (those with either 
recorded or reported activity) to investigate attrition through the exclusion process of this 
study. Descriptive analyses were undertaken to assess the characteristics of the samples, and 
Wilcoxon rank sum tests were used to compare recorded and reported activity. 
To test for collinearity, the correlation between each environmental variable was examined 
and where correlations were greater than 0.5, the variable most strongly related to physical 
activity was used. Linear regression models were used to assess the associations between the 
environmental characteristics and mean acceleration. Multinomial logistic regression models 
were used for tertiles of recorded and reported time spent in MVPA, walking, and walking for 
pleasure as preliminary analyses indicated that assumptions of linear regression could not be 
satisfied. First, univariate regression analyses were conducted for each environmental 
characteristic, adjusting for covariates (Model 0). All significant characteristics (p<0.05) were 
carried forwards into a single adjusted model for each activity outcome (Model 1). Significance 
was assessed with tests for trend across each activity tertile.  
Following the regression analyses, I looked for differences in directions of association and 
significance between Model 0 and Model 1 to check whether multicollinearity was driving 
associations seen in Model 1. 





2.2.7 Sensitivity analysis 
Sensitivity analyses were run to explore which components of the walkability scores (street 
connectivity, land use mix, and residential density) contributed most to any associations 
observed. To investigate the effects of using smaller neighbourhood measures, further 
sensitivity analyses were performed by repeating the process with smaller buffer sizes for 







Environmental data for all exposures of interest were available for 352 755 participants (70.2% 
of full sample), of whom 65 967 (18.7%) had valid recorded physical activity measures and 337 
822 (95.8%) provided information on at least one of the three reported outcomes (Figure 2.3). 
The distribution of characteristics was similar for all samples (Table 2.4). The sample with 
reported physical activity data were most similar to the full sample while the sample with 
recorded physical activity data contained a higher proportion of women and were more likely 
to be educated to degree level, in paid employment, a home owner, and have access to a 
vehicle. 
 
Figure 2.3: Flowchart of process for inclusion for participants with reported and recorded 
physical activity data 
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Townsend index (n=73) 
No. vehicles (n=69) 
Employment (n=122) 
Housing tenure (n=237) 
Urban-rural status (n=573) 








Missing or invalid recorded 





Townsend index (n=383) 
No. vehicles (n=784) 
Employment (n=1,235) 










Table 2.4: Sample characteristics 
 Full sample 
(n=502 633) 







data (n=65 967) 




 n (%) n (%) n (%) n (%) 
Sex     
 Male 229 171 (45.6) 160 917 (45.6) 28 718 (43.5) 154 042 (45.6) 
 Female 273 462 (54.4) 191 838 (54.4) 37 249 (56.5) 183 780 (54.4) 
Age at baseline     
 40-49 117 903 (23.5) 82 573 (23.4) 15 282 (23.2) 78 590 (23.3) 
 50-59 167 191 (33.3) 116 173 (32.9) 23 686 (35.9) 111 438 (33) 
 60-69 215 112 (42.8) 152 292 (43.2) 26 767 (40.6) 146 145 (43.3) 
 70-79 2427 (0.5) 1717 (0.5) 232 (0.4) 1649 (0.5) 
Age at recorded physical activity 
assessment     
 40-49 8785 (8.5) 6331 (8.8) 5544 (8.4) 
n/a 
 50-59 29 911 (28.8) 20 758 (28.8) 18 761 (28.4) 
 60-69 45 938 (44.3) 31 887 (44.2) 29 388 (44.5) 
 70-79 19 076 (18.3) 13 188 (18.3) 12 274 (18.6) 
Ethnicity     
 White 472 816 (94.6) 331 981 (94.2) 63 689 (96.5) 319 543 (94.6) 
 Non-white 27 039 (5.4) 20 267 (5.8) 2278 (3.5) 18 279 (5.4) 
Weight status     
 Underweight/Normal 165 073 (33.0) 114 334 (32.6) 25 556 (38.8) 110 381 (32.8) 
 Overweight 212 168 (42.5) 149 218 (42.6) 27 189 (41.3) 143 671 (42.7) 
 Obese 122 287 (24.5) 87 079 (24.8) 13 085 (19.9) 82 266 (24.5) 
Urban-rural status     
 Urban 428 890 (86.2) 303 764 (86.9) 56 059 (85.0) 293 056 (86.7) 
 Fringe 33 865 (6.8) 24 226 (6.9) 5050 (7.7) 23 613 (7.0) 
 Rural 34 803 (7.0) 21 676 (6.2) 4858 (7.4) 21 153 (6.3) 
Highest educational qualification     
 College or University degree  161 206 (32.4) 109 644 (31.1) 27 666 (41.9) 106 575 (31.5) 
 Other professional (e.g. teaching) 25 810 (5.2) 18 328 (5.2) 3365 (5.1) 17 623 (5.2) 
 Higher education (e.g. A Levels, NVQ) 88 070 (17.7) 61 692 (17.5) 12 170 (18.4) 59 627 (17.7) 
 Secondary education (e.g. GCSEs) 132 113 (26.5) 97 224 (27.6) 16 794 (25.5) 93 810 (27.8) 
 Other 90 787 (18.2) 65 381 (18.6) 5972 (9.1) 60 187 (17.8) 
Employment status     
 Paid employment or self-
employment 
287 225 (57.2) 199 930 (56.8) 40 229 (61.0) 193 972 (57.4) 
 Retired 167 013 (33.3) 118 909 (33.8) 21 171 (32.1) 114 604 (33.9) 
 Unable to work 16 836 (3.4) 12 009 (3.4) 1123 (1.7) 10 408 (3.1) 
 Unemployed 8265 (1.6) 5880 (1.7) 780 (1.2) 5481 (1.6) 
 Home duties, carer, student, 
volunteer, or other 
22 423 (4.5) 15 541 (4.4) 2664 (4.0) 13 357 (4.0) 
Housing tenure     
 Home owner 442 566 (89.6) 312 526 (88.9) 62,232 (94.3) 304,046 (90.0) 
 Renting 46 462 (9.4) 31 452 (8.9) 3,066 (4.6) 28,747 (8.5) 
 Other 5123 (1.0) 7449 (2.1) 669 (1.0) 5,029 (1.5) 
No. vehicles in household     
 Two or more 245 129 (49.0) 170 355 (48.5) 34 839 (52.8) 165 238 (48.9) 
 One 208 636 (41.7) 149 192 (42.5) 27 420 (41.6) 143 131 (42.4) 
 Other 46 606 (9.3) 31 878 (9.1) 3708 (5.6) 29 453 (8.7) 
People in the household     
 One 92 942 (18.6) 63 395 (18.1) 10 691 (16.2) 60 478 (18.0) 
 Two 232 811 (46.6) 164 856 (47.1) 31 655 (48.1) 159 104 (47.2) 
 Three or more 172 324 (34.5) 121 638 (34.8) 23 527 (35.7) 117 178 (34.8) 
Children in household     
 No 324 331 (64.8) 227 131 (64.6) 41 756 (63.3) 217 580 (64.4) 
 Yes 176 040 (35.2) 124 294 (35.4) 24 211 (36.7) 120 242 (35.6) 
aThis sample included any participant who provided information on any of the three reported outcomes (time spent in 




2.3.2 MVPA, total walking and walking for pleasure  
For each tertile of recorded MVPA, the greatest proportion of participants was in the 
corresponding tertile of reported MVPA (Table 2.5, Panel A). Similar and more convincing 
patterns are shown for reported MVPA and walking (Panel B), and walking and walking for 
pleasure (Panel C). Tests for trend indicated each pair of measures were related (p<0.001). 
Table 2.5: Comparing reported and recorded physical activity and walking behaviours 






Panel A:     
  Recorded time spent in MVPA 
Reported time  
spent in MVPA 
 
Lower tertile 8357 (39) 7000 (32) 5102 (33) 
Middle tertile 7337 (34) 8095 (37) 7868 (36) 
Upper tertile 5892 (27) 6926 (31) 8856 (41) 
 Total 21 586 (100) 22 021 (100) 21 826 (100) 
Panel B: 
 
    
 Reported time spent in MVPA 
Reported time  
spent walking 
 
Lower tertile 57 467 (52) 39 264 (35) 18 814 (16) 
Middle tertile 33 723 (30) 43 012 (38) 33 199 (29) 
Upper tertile 20 057 (18) 29 984 (27) 62 302 (55) 




Reported time spent in walking 
Reported time  
spent walking  
for pleasure 
Lower tertile 58 570 (51) 33 460 (30) 30 647 (27) 
Middle tertile 39 467 (34) 34 658 (32) 26 996 (24) 
Upper tertile 17 508 (15) 41 816 (38) 54 700 (49) 
 Total 115 545 (100) 109 934 (100) 112 343 (100) 
Panel A: Percentages given are of participants in reported MVPA strata for recorded MVPA tertile 
Panel B: Percentages given are of participants in reported time spent walking strata for reported MVPA tertile 
Panel C: Percentages given are of participants in reported time spent walking for pleasure strata for reported 
total walking tertile 
 
2.3.3 Associations between environmental characteristics and physical activity 
Associations between environmental characteristics and physical activity were broadly similar 
in terms of magnitude and statistical significance between Model 0 and Model 1. The results 





Figure 2.4: Adjusted associations between environmental characteristics and activity outcomes (Model 1) 
Outcome variables:   Continuous data;    Upper tertile;    Middle tertile;       95% Confidence interval. White space is where variables have not been included in Model 1 
β = regression coefficient presented on linear scale; RRR = relative risk ratio presented on log scale; MVPA = moderate-to-vigorous physical activity 
0.75 1 1.25 1.50.75 1 1.25 1.50.75 1 1.25 1.50.75 1 1.25 1.5-1.5 -1 -0.5 0 0.5 1 1.5
Spaces for PA 
    ≥1 (ref: none) 
    ≥1 (ref: none) 
Parks  
    ≥1 (ref: none) 
    ≥1 (ref: none) 
Walkability 
    Q4 highest 
    Q3 
    Q2 (ref: Q1 lowest) 
    Q4 highest 
    Q3 
    Q2 (ref: Q1 lowest) 
  Air pollution 
    Highest (ref: lowest) 
    Highest (ref: lowest) 
  Noise pollution 
    Highest (ref: lowest) 
    Highest (ref: lowest) 
Distance to major road 
    Furthest (ref: closest) 
    Furthest (ref: closest) 
Terrain 
    Mean slope ≥3° (ref: <3°) 
    Mean slope ≥3° (ref: <3°) 
Greenness 
    Q4 most 
    Q3 
    Q2 (ref: Q1 least) 
    Q4 most 
    Q3 
    Q2 (ref: Q1 least) 
  Urban-rural status  
    Rural 
    Fringe (ref: urban) 
    Rural 
    Fringe (ref: urban) 
  Area-level deprivation 
    Q5 most 
    Q4 
    Q3 
    Q2 (ref: Q1 least) 
    Q5 most 
    Q4 
    Q3 
    Q2 (ref: Q1 least) 
  
β RRR RRR RRR RRR 
                                Recorded measures                                Reported measures 




2.3.3.1 Spaces for physical activity 
Access to facilities for activity was associated with higher mean acceleration (β: 0.19, 95% CI: 
0.05, 0.33), higher levels of MVPA (upper tertile RRR: 1.06, 95% CI: 1.01, 1.11), total walking 
and walking for pleasure. Participants with access to a park, compared to those without, were 
more likely to report higher levels of walking for pleasure (middle tertile RRR: 1.02, 95% CI: 
1.00, 1.04). 
2.3.3.2 Characteristics of walkability 
Neighbourhood walkability was associated with higher levels of reported and recorded activity 
(all p<0.001), except for the upper tertile of walking for pleasure. When comparing the most 
walkable neighbourhoods with the least, associations were largest for recorded MVPA (upper 
tertile RRR: 1.28, 95% CI: 1.20, 1.38) and total walking (upper tertile RRR: 1.14, 95% CI: 1.10, 
1.17). 
2.3.3.3 Characteristics of disturbance 
Participants living in areas with highest concentrations of air pollution recorded a lower mean 
acceleration (β: -0.57, 95% CI: -0.84, -0.30). The direction and magnitude of the association 
were consistent across all other outcomes with a weaker association for total walking. Those 
living in areas with highest levels of noise pollution were more likely to report higher levels of 
walking (upper tertile RRR: 1.02, 95% CI: 1.00, 1.04) than those in areas with lowest noise 
pollution. No significant associations were shown for distance to the nearest major road. 
2.3.3.4 Characteristics of the natural environment  
Participants living in areas with steepest terrain were more likely to report higher levels of 
walking (upper tertile: RRR 1.02, 95% CI: 1.01, 1.04) and walking for pleasure (upper tertile 
RRR: 1.08, 95% CI: 1.06, 1.10). Greener neighbourhoods were generally associated with higher 
reported levels of MVPA, walking and walking for pleasure (p<0.001). 
2.3.3.5 Sociodemographic characteristics 
Clear dose-response relationships were shown for characteristics of the sociodemographic 
environment and all activity outcomes. Participants living in rural areas typically recorded and 
reported higher levels of activity. Compared to urban dwellers, those in rural areas were more 
likely to report higher levels of walking for pleasure (upper tertile RRR: 1.25, 95% CI: 1.20, 1.31) 
which appears to explain the association shown for reported MVPA. Compared to those living 




higher levels of activity with a strong negative gradient shown for walking for pleasure (upper 
tertile: RRR 0.74, 95% CI: 0.72, 0.76). Findings for total walking were in the opposite direction. 
2.3.3.6 Sensitivity analyses 
Results for the individual walkability components indicated that land use mix was the biggest 
driver of these associations (Appendix A1, Table A.2). For MVPA, measures of street 
connectivity appeared to be important, as did residential density for total walking and walking 
for pleasure. 
The results of the adjusted models using smaller distances for facilities for physical activity, 
parks, walkability, and terrain indicated findings were qualitatively consistent with the original 






2.4.1 Principal findings 
The study showed that characteristics of the neighbourhood environment were associated 
with recorded and reported physical activity in a large UK sample of adults. Walkability, 
disturbance, and the sociodemographic characteristics showed the strongest associations with 
physical activity, even after adjusting for other characteristics. There were some differences 
between the associations observed for global measures of activity and more specific 
behaviours. For example, associations between walkability appeared stronger for total walking 
than walking for pleasure except for in more deprived areas where a strong negative 
association for walking for pleasure was shown.  
2.4.2 Comparisons with existing evidence 
My findings were generally consistent with previous research [14], [58], [59] but some 
differences could be attributed to the methods used to assess outcomes and exposures or the 
characteristics of the sample. 
The associations for access to facilities for physical activity were most strongly associated with 
total walking and walking for pleasure and access to parks was weakly associated with walking 
for pleasure. Mixed findings have been shown for different activity outcomes in the literature 
[58], [63], [107]. My study focused on physical proximity to facilities whereas others consider 
convenience, satisfaction and availability but tend not to give a detailed breakdown of the 
facilities under consideration [14], [58], [60], [63]. When analyses were re-run to include a 
broader range of recreational facilities not designed specifically for activity (e.g. church halls) 
the results were not attenuated (data not shown). The weak associations for parks may be 
because neighbourhood parks are not always the destination for physical activity, or that 
previous studies explored the size, perceived accessibility or quality of parks [58], [63], [107]. 
By simultaneously including measures of disturbance and greenness in the analysis, I go some 
way towards accounting for this. Further studies could investigate the role of factors that 
moderate the associations between environmental characteristics and activity, such as quality 
of the environment [128]. 
Strong positive associations with walkability and mean acceleration, MVPA and walking were 
found which is consistent with the literature [14], [58], [59]. Land use mix contributed most to 
the positive associations and this is recognised as an important determinant of total physical 




and walking, but this could be dependent on the availability of other land uses in the 
neighbourhood, such as places to walk for pleasure. In contrast, while street connectivity may 
facilitate walking, connectivity alone may be less important for increasing levels of activity. 
My findings for disturbance of the environment showed that those living in more polluted 
areas were less likely to record or report higher levels of MVPA and walking for pleasure but 
the associations were less consistent for total walking. These findings may be attributed to 
walking for transport which often takes place in inner city areas where walkability is high but 
concentrations of particulate matter are also highest [93], [129]. Although a relatively coarse 
measure of annual NOX was used, few other studies have assessed the relationship between 
air pollution and physical activity. There is some evidence that exposure to air pollution may 
discourage other activities such as walking for pleasure [130] which is consistent with my 
findings for urban-rural status. 
Greenness was associated with reported but not recorded activity. Although the number of 
studies using both objective measures of physical activity and greenness is limited, one other 
study found strong non-linear associations [128]. Those authors concluded that the greenness-
physical activity relationship was weakened in areas of high walkability which may explain the 
lack of associations in my study. I found associations between steep terrain and walking for 
pleasure. As hilliness has rarely been assessed in the literature before, there are 
inconsistencies about the direction of association with different domains of activity [59], [60]. 
Although I cannot be certain why and where activity takes place, one possible explanation 
could be that participants with a preference for walking choose to live in hillier 
neighbourhoods or that activity in greener or hillier areas may be perceived to be longer due 
to aesthetics or a greater exertion of energy [131]. This potential effect of preferences or self-
selection area warrants further investigation. 
Most of the literature on environmental associations of physical activity is from the USA or 
other areas of Europe [14], [58], [59] and so the differences between my findings and 
previously published work may be due to differences in settings or the prevalence of baseline 
behaviours. Contradictory to current research [58], [59], my study suggests those living in 
more rural areas report higher levels of walking for pleasure, even after adjusting for area-
level deprivation and income. Participants who lived in more deprived areas generally 
recorded lower levels of activity, however, the same group were more likely to report the 
highest levels of total walking, possibly having done so out of necessity rather than choice. This 




activity, it does not wholly explain the patterns shown. Residents must choose to use built 
environment features in health-promoting ways and these decisions are rooted in 
socioeconomic disparities in access [132] and elements of culture. Cultures create a structure 
for interpreting and participating in activities by defining resources and norms available in 
social settings [133]. My study showed a marked gradient between deprivation and walking 
for pleasure which may highlight a shared set of values and habits informed by local culture in 
relation to outdoor exercise. For particular populations, walking for pleasure may be 
considered elitist or distant while widely accepted by others – constraining or enabling the 
available choices for physical activity [133]. Decisions to engage in specific behaviours 
therefore, are structured not only by the built environment and socioeconomic factors but 
reinforced by place-based culture in which individuals reside [132], [134]. 
2.4.3 Strengths and limitations 
The key strengths of the study were the large sample size and the combination of objective 
and self-reported measures of activity which allowed me to examine and compare different 
environmental associations for global and specific outcomes. Whilst similar studies have used 
objective physical activity data from multiple countries [97], they use data from one locality 
within each country and focus on a single outcome. Geographically heterogeneous data from 
across the UK were used. Recognising the importance of understanding a range of place-based 
determinants of health, I included immediate and contextual characteristics of the residential 
neighbourhood, organised around five facets important for physical activity and public health.  
An additional strength of the study was the ability to examine environmental characteristics 
simultaneously and control for potential confounders. It is widely acknowledged that 
environments do not exist in isolation and an existing body of literature by Richardson and 
colleagues considers multiple environmental factors, including air pollution, as a composite 
index measuring ‘environmental deprivation’ [135], [136]. Studies which use the index suggest 
that environmental deprivation is associated with income deprivation and area-level health 
[137] and where the environment is adverse, higher income individuals are more likely not to 
choose active travel [138]. In my study, unique contributions are shown for different 
environmental variables which cannot be elucidated from an index. The study therefore builds 
on the existing literature by providing insight into the specific types of concurrent 
environmental strategies that may be employed to benefit public health. For example, 




levels of utilitarian walking, however, these could be combined with traffic calming schemes 
to reduce air pollution and its associated affects. 
Limitations of my study include the use of cross-sectional data meaning that causal inferences 
cannot be made and there is a risk of reverse causation. Although the sample is uniquely large 
and heterogeneous [139], the included sample contained a high proportion of urban dwellers, 
homeowners, and participants educated to degree level. Participants were also clustered 
spatially with largely rural areas such as the East and South West of England, Scotland and 
Wales underrepresented (Figure 2.1). As assessment centres were restricted to urban areas, 
accessibility may have been an issue for certain rural populations which potentially influenced 
findings. For example, positive associations shown for rural dwellers and overall physical 
activity and hilly neighbourhoods and walking for pleasure may be have been strengthened as 
a result of healthy volunteer selection bias. Although the UK Biobank is not representative, the 
dataset has shown to be valid for assessing associations [140]. Despite this, there is still a risk 
of self-selection bias with more active participants possibly choosing to participate in objective 
monitoring or to live in environments matched to their preferences for activity. Unfortunately, 
I had no further information on this. 
Measures of the environment were limited to static neighbourhood exposures. As there were 
no data available to locate physical activity or to describe environmental characteristics 
around other daily anchor points, such as the workplace, it was not possible to capture 
exposure to environments outside of the neighbourhood where participants may be active. 
These unmeasured exposures may lead to the Uncertain Geographic Context Problem (UGCP) 
and residual confounding [141]. Using previously derived data also meant that the accuracy of 
the underlying data is unknown and there is a temporal and spatial mismatch across variables. 
However, the categorization of exposures helps to minimise the risk of misclassification and 
the sensitivity analyses showed the size of the neighbourhood investigated made little 
difference to the pattern of findings. 
The analyses of recorded and reported activity were not contemporaneous and used two 
different samples. Despite differences in age at times of assessment, the proportion of the 
samples employed and in retirement are similar which suggests the samples are comparable. 
To ensure characteristics of the neighbourhood were classified correctly at the time of 
assessment, where information was available, I removed participants who had moved home. 
As the number of movers was small, it is likely that the effect of any misclassification will be 




Lastly, we would expect individuals sharing the same household to be similar and to depend 
upon and influence one another, but within-household clustering was not accounted for in the 
analysis. Address or household information was only available coarsely by coordinate 
estimates which made relevant fixed-effects variables difficult to derive. Including participants 
in the same household may have strengthened effect sizes in either direction. However, as the 
aim of the study was to identify general patterns rather than specific effects, and the large 
sample size, the reported findings and their interpretation remain useable. 
2.4.4 Future research 
Further investigation into activity domains and behaviours in relation to a range of 
environmental characteristics is required. Applying methods to identify specific activity 
behaviours from objective data will allow for these relationships to be explored further and 
with more confidence. The use of large-scale GPS data will also enable assessment of 
exposures and activity locations within and outside the neighbourhood. Combining objective 
measures with qualitative evidence on perceptions of space, such as aesthetics and safety, is 
also important for understanding how and why environments are used for physical activities. 
Lastly, longitudinal study designs are encouraged to understand how changes in the 
environment impact physical activity and to advance the field and guide interventions. 
2.4.5 Policy implications 
Modifying attributes of the physical environment may promote changes in physical activity. 
However, the evidence highlights the potential complexity in designing neighbourhoods to 
support physical activity and encourage wider health benefits. My study is one of the first to 
investigate air pollution in relation to reported and recorded physical activity. In doing so we 
see that whilst walkable neighbourhoods may encourage activity, particularly total walking, 
higher levels of walking are associated with participants living in areas with higher 
concentrations of air pollution and in more deprived areas. Consequently, an environment 
conducive to walking may not have the greatest overall benefit for physical activity or health 
given the adverse effects of greater exposure to air pollution and social inequalities. While 
modifying neighbourhoods to support physical activity may ultimately lead to sustained 
population changes, interventions which focus on a single characteristic of the environment 
or physical activity outcome are unlikely to have the greatest benefits. Instead, it is 
recommended that comprehensive strategies be employed to address a range of 
environmental characteristics in combination with careful consideration of the trade-offs for 





Chapter 3  
 
Activity spaces in studies of the environment and physical activity:  
a review and synthesis of implications for causality 
3.1 Introduction 
3.1.1 Chapter overview 
Chapter 2 focuses on environments around the home address. However, such measures do 
not capture all possible locations where physical activity may take place. The activity space 
provides a more representative assessment of environments to which an individual might be 
exposed to by measuring a range of spaces experienced as a result of individuals’ daily 
activities. This chapter reviews literature which applies the concept of the activity space to 
assess the association between the environment and physical activity. A version of the 
systematic review has been published in Health and Place [142]. 
3.1.2 Background 
Physical activity reduces the risk of chronic disease [4], [143] and a substantial proportion of 
the population would benefit from being more active [144]. Public health strategies 
increasingly identify the environment as a modifiable determinant of activity. For example, the 
World Health Organisation Global Action Plan on physical activity identifies the importance of 
improvements to walking and cycle networks, road safety, and access to public open spaces 
and the need to understand where people live, work and play for their effective delivery [47]. 
Previous studies that investigated the relationship between characteristics of the environment 
and activity have predominantly examined the residential neighbourhood, applying static 
administrative boundaries or buffers around participants’ addresses [58], [63], [145]. These 
assessments do not characterise the spaces within which people actually move and are 
exposed to, or account for within- and between-person heterogeneity in spatial habits [70]. 
Furthermore, assessing the environment around the home address can create spatial and 
temporal uncertainty relating to actual exposure (the uncertain geographic context problem 




One concept which aims to more accurately capture exposure to different environments is the 
activity space. The general principle of an activity space is that it provides a dynamic measure 
of the environment by describing the locations and spaces an individual interacts with as a 
result of their activities [146]. It is organised around key anchor points including home and 
work locations and extends to locations such as food outlets, child’s schools, parks, and social 
meeting points [147]. Locations may be weighted by the frequency, regularity, and duration 
at which they are visited [70]. The concept of the activity space was introduced in 1970 when 
space-time geography was used to assess daily travel behaviours [148] and has since been 
applied in a number of disciplines including transport, psychology, and food environments, 
using methods including diaries, GPS devices, web mapping applications and interviews [149], 
[150]. With an increasing shift towards objective assessment of activity and behaviours, the 
number of studies using GPS devices to examine the associations between environments and 
activity has grown in recent years [67], [151], [152]. 
Chaix and colleagues recognise that studies applying the concept of the activity space have the 
potential to strengthen the basis for causal inference between the environment and physical 
activity, if the methods and research question are thoughtfully implemented [152]. Some 
methods used to derive activity spaces capture environments potentially accessible to an 
individual over time but also capture environments regardless of a person’s use of, awareness 
or exposure to that environment. Other methods describe places visited or spaces used for 
physical activity. However, an individual’s preference to perform an activity may bias any 
associations observed between accessibility to these environments and physical activity 
because people who want to be active seek out environments or locations supportive of 
activity in order to be active. Using spaces used for activity as a measure of accessible 
environments gives rise to a circular argument as an individual would not have visited the 
location if they did not intend to be active there. This circularity may lead to a form of 
confounding called selective daily mobility bias which is likely to generate problems for causal 
inference because certain individuals may appear more exposed and any relationship between 
accessibility to these spaces and physical activity behaviours may be strengthened [152]. 
A previous review described the origins of the concept of an activity space, the categorisation 
of the disciplinary research areas, and the methods used [153]. This previous narrative review 
is not systematic and does not clearly outline the approach used to search for articles. It is also 




there is a gap in understanding how the activity spaces have been applied and used in existing 
research.  
3.1.3 Aims and Scope 
In this chapter, I perform a systematic review with the aim to examine the application of the 
activity space in studies of the environment and physical activity, identify what methods have 
been used, the research questions addressed, synthesise the methodological, analytical and 







3.2.1 Search strategy 
To inform the design and scope of the search strategy and inclusion criteria, I completed pilot 
searches. Existing systematic reviews relating to GPS-located physical activity were identified 
[151], [154]–[157] and key words and terms of interest extracted from each. I then tested 
terms relating to themes common to the reviews (GPS, environment, activity space and 
physical activity) in PubMed. Different combinations of the themes were tested to understand 
if any search terms limited the results. Titles of studies from the searches were screened and 
potentially relevant articles were shortlisted and reviewed by all authors to inform the final 
search strategy and inclusion criteria. 
After reviewing the outputs from the pilot searches and identifying articles which are suitable 
for achieving the aims of the review, the GPS theme was extended to capture other mapping 
methods and an additional theme relating to health and behaviour outcomes other than 
physical activity was added. The purpose of the additional subheading was to capture studies 
that apply the concept of the activity space, based on individuals’ movement and accessible 
or accessed spaces, in relation to general health and socioeconomic influences of health. 
Combinations of the search themes were tested with different Boolean operators (AND/OR) 
to identify which combination captured a broad range of studies, including all relevant studies 
identified from the pilot searches, and which returned a manageable number of results to sort 
through manually. In brief, using the activity space theme as an OR term returned too many 
records to manually sort through and using the environment theme as an OR term introduced 
a large number of irrelevant studies. The broad environmental terms were therefore omitted 
from the final search in favour of the more specific sets of terms under the mapping and 
activity space themes. 
In January 2018, systematic searches of seven electronic databases were completed to identify 
potential literature, searching for articles published before 20th January 2018 (PubMed, Web 
of Science, TRID (Transport Research International Documentation), Scopus, Ovid MEDLINE, 
ProQuest, NICE (National Institute for Health and Care Excellence) evidence search). Google 
Scholar was proposed as an additional database, but the number of returned studies were 
unmanageable and the diversity of the topic was likely to have been captured by the general 




The finalised search terms were based on four themes (1) mapping; (2) activity space; (3) 
physical activity; and (4) health/behaviour (Table 3.1) and the full search strategy as 
implemented in PubMed is detailed in Figure 3.1. In each section I included both broad (e.g. 
physical activity; exercise) and more specific search terms (e.g. walking; cycling) to ensure 
good coverage. Given the volume of outputs from each database, restrictions were applied to 
limit the results to studies of human behaviour in the multidisciplinary databases. 
Table 3.1: Search terms 
Theme Search terms 
(1) Mapping GPS, GIS, map, behavioural geography, context 
(2) Activity space Activity space, potential path, daily path, destinations 
(3) Physical Activity Physical activity, walking, cycling, exercise, transport, mobility, movement 
(4) Health/behaviour Spatial behaviour, health behaviour, community, social cohesion 
  
Search query: 1 AND 2 AND (3 OR 4) 
 
(((((((GPS OR global positioning system OR GIS OR geographical information system OR map OR mapped OR 
mapping OR behavioural geography OR context)) 
AND 
(activity space OR potential path OR daily path OR destinations))) 
AND 
(((physical activity OR walk* OR bicycl* OR cycling OR exercise OR transportation OR mobility OR movement OR 
sport OR MVPA OR activity)) 
OR 
(Spatial behaviour OR health behaviour OR community OR social cohesion))) 
AND Humans[Mesh])) 
NOT (chromosom*[Title/Abstract] OR hippocampus[Title/Abstract] OR nervous[Title/Abstract] OR 
genetic*[Title/abstract] OR cortex[Title/Abstract] OR cortical[Title/Abstract] OR chemical[Title/Abstract] OR 
receptor[Title/abstract] OR tumor[Title/abstract] OR tumour[Title/abstract]) 
Figure 3.1: PubMed search strategy 
To identify additional relevant literature, eligible articles were forwards and backwards 
referenced searched by reviewing reference lists and papers that cited included studies. I 
contacted the first and last authors of eligible articles with multiple publications (n=10) via 
email and asked if they were aware of any other eligible articles. I also searched past editions 
of the GPS-Health Research Network (GPS-HRN) newsletter and emailed the editor to identify 
other relevant studies.  
The protocol was registered with the International Prospective Register for Systematic 





3.2.2 Inclusion criteria 
As I sought to understand how activity spaces had been used in studies assessing the 
association between the environment and activity, I took an inclusive approach embracing 
evidence on one potential causal pathway, drawing on the principles of a perspective 
articulated by Zenk [159]. This pathway might work in the following way: environmental 
characteristics in areas where people spend time might be associated with use of those 
environments (often captured through activity spaces) which might be related to levels of 
physical activity and subsequent health. Therefore, studies assessing environments exposed 
to as a result of use of space, characteristics of that space, physical activity, activity behaviours, 
or health outcomes were included.  
All types of study designs were included, but studies had to use a spatial summary measure of 
movement, behaviour, activity, or locations visited and explicitly geo-locate spaces visited. The 
unit of analysis had to be the individual level and unique spatial summaries (activity spaces) 
must have been derived for each study participant. Locations could be self-reported and 
subsequently mapped or directly inferred from objective measures, such as GPS devices. Sub-
sets of behaviour such as walking or trips made for a specific purpose were also included. No 
date, location, age, sample size, language or quality restrictions were applied. 
Chaix and colleagues previously identified studies which assess the distribution of activity in 
different types of spaces or land use types, such as the time spent active in schools or parks, 
as descriptive and potentially limiting [152]. To focus the review, I excluded these descriptive 
studies. I also excluded studies that modelled or estimated routes, such as those that assumed 
individuals took the most direct route between two destinations, or described possible 
methods and did not apply them in an empirical study.  
3.2.3 Study screening and data extraction 
As the lead author, I (LS) screened titles and abstracts for eligibility. In phase 1 of screening, all 
articles with obviously irrelevant titles and abstracts were excluded. In phase 2 of screening, 
consideration was given to the definition and concept of the activity space by all members of 
the review team (LS, LF, and JP). All articles considered to provide potential context or methods 
of interest were initially grouped into one of six categories (Table 3.2). Articles in categories 1 





Table 3.2: Study categories identified from phase 2 of screening 
Category Description 
1 Studies where there was no variation in access for participants: 
• Those that assessed activity within a constrained area, such as internal environments 
(shopping centre, care home) or housing developments 
• Those that used non-continuous and infrequent locational data such as the mapping of 
social media check-ins 
• Those that described activity by environmental feature or land use type with no spatial 
summary 
2 Studies that assessed non-physical activity outcomes where the causal pathway between 
environment and physical activity was unclear 
3 Studies that assessed populations with long term limiting health conditions such as those with 
mobility disabilities or visual impairments 
4 Non-empirical studies such as systematic reviews 
5 Studies that modelled transport, such as those that map taxi or freight journeys, following the 
vehicle’s route rather than the individual’s 
6 Empirical or methodological studies relating to activity spaces, environments, and physical activity 
Language translation programmes were used and expertise from colleagues was sought to 
translate articles not written in English. 20% of articles identified for full text review were 
screened independently by LF for agreement. Reasons for exclusion were recorded by both LF 
and myself and any discrepancies in agreement were referred to JP for a majority decision. 
I extracted information on study design, sample characteristics, research questions, activity 
space delineations, exposure and outcome measures, key findings and conceptual discussions 
related to causality from eligible articles into pre-designed forms (Table 3.3). In doing so, the 
terms and delineations used by the original authors were extracted. LF checked data 
extractions for accuracy and completeness for 20% of articles.  
3.2.4 Data synthesis 
I categorised studies according to the spatial and temporal methods used to define and 
delineate activity spaces, research questions addressed, and how activity spaces were applied 
to investigate which parts of the potential causal pathway between environmental exposure 
and physical activity. These categories were informed by data extracted from the studies and 
were designed to provide insight into the ways the activity space had been applied practically 
and conceptually. I synthesised results narratively to understand the consideration given to 
causal inference framed by Bradford Hill’s principles of causation [160] and to identify any gaps 
in the field. Although other statistical frameworks for causality were considered [161], [162], 






Table 3.3: Data extraction form and example study 
  Population Study type AS measure 
















A GPS study 




























Research Qs Main findings 
Biases and 
limitations of AS 
discussed 
Additional 
notes Description Measure Method Description Measure Method 
Daily AS 
area 







Objective Accelerometer Is the size of activity spaces 
(geographic coverage of daily 
travel) associated with 
moderate-to-vigorous PA 
(MVPA; min/day) amongst 
adolescents? 
There was no association between 
activity space size and school-day 
MVPA. School and school travel are 
important sources of PA in 
Vancouver adolescents, irrespective 
of activity space area covered. 
No limitations of AS 








3.3 Results and discussion 
3.3.1 Study selection 
The electronic database searches returned 12 982 records and 25 records were identified from 
GPS-HRN newsletters. After screening titles and abstracts and categorising articles of potential 
interest, 296 were identified for full text review. LF reviewed 20% of the full text articles with 
a 92% agreement rate. Five articles were referred to JP; there were no patterns in the reasons 
for referral. Three articles were identified from forwards and backwards reference searches. 
Eight out of ten experts responded and did not provide any additional eligible articles. In total, 
47 articles met the inclusion criteria. The process of article inclusion and reasons for exclusion 
are detailed in Figure 3.2 and a list of included articles and a table showing the research 






Figure 3.2: Study selection 
aSee Table 3.2 for details on categories 
bSome studies met multiple criteria for exclusion. Categories and reasons for exclusion were ordered and only the criterion 
of highest order is shown  
cAll articles from category six (see Table 3.2) 
3.3.2 Study characteristics 
All articles were published after 2007 with 25 published within the past three years (2016-
2018). The majority of study populations originated from high income countries, primarily 
from cities or metropolitan neighbourhoods in North America (n=24) and Europe (n=17). One 
study was identified from a middle income country, drawing on a sample from 28 villages near 
one city in India [163], and one studied rural dwellers from three towns in Northern Ireland 
[164]. Samples were studied for all age groups with most drawn from adult (n=22) populations. 
Records identified through database 
searching 
(n=12 982) 
Additional records identified through other 
sources 
(n=25) 
Records after duplicates removed 
(n=11 907) 
PHASE 1: 
Titles and abstracts screened 
for eligibility 
(n=11 907) 
PHASE 1:  
Records excluded based on title and abstract 
(n=11 292) 
PHASE 2:  
Titles and abstracts 
categoriseda 
(n=631) 
PHASE 2:  
Records excluded based on categoryb 
(n=335) 
1) Constrained environments n=58 
2) Non-physical activity n=97 
3) Populations with limiting health n=14 
4) Reviews/contextual information n=45 
5) Modelled transport n=121 
Full text articles assessed for 
eligibilityc 
(n=296) 
Sub-sample of full-text 
articles assessed by 
review team 
(n=59) 
Full text articles excluded with primaryb reasons 
(n=252) 
No spatial summary measure n=136 
Locations not geo-located/modelled n=20 
Environment-physical activity (or explanatory) 
relationship not investigated n=67 
Analysis not at individual level n=13 
Activity within a sub-space n=8 
Method not applied n=4 
Could not access n=4 
Eligible articles identified 
from experts and 
references 
(n=3) 



























Some targeted females [165], [166], lower income participants [167]–[169], university 
members [170], [171], e-bike owners [172], or those living in subsidised housing [173]. Most 
studies were solely cross-sectional in design (n=43) and four assessed activity spaces in relation 
to an intervention [171], [174]–[176]. All intervention studies examined alterations to the built 
environment including access to a demand responsive transport service, improvements to 
street safety, a covered walkway, and a modelled increase in services in the residential area. 
Study characteristics are detailed in Table 3.4. 
Table 3.4: Summary of study characteristics 
Characteristic Reference No. 
Continent   
N America [112] [159] [165] [166] [167] [168] [169] [173] [176] [177] [178] [179] [180] [181] [182] 
[183] [184] [185] [186] [187] [188] [189] [190] [191] 
24 
Europe [164] [170] [171] [172] [174] [192] [193] [194] [195] [196] [197] [198] [199] [200] [201] 
[202] [203] 
17 
Australia [204] [205] [206] 3 
Asia [163] [175] [207] 3 
Age group   
Children [177] [181] [184] [186] [187] [192] [193] [194] [203] [204] [205]  11 
Adolescents [165] [166] [173] [179] 4 
Adults [112] [163] [164] [170] [171] [172] [174] [175] [176] [178] [182] [183] [188] [189] [190] 
[191] [195] [196] [197] [200] [201] [202]  
22 
Older adults [167] [168] [169] [185] [198] [199] [206] [207]  8 
All [159] [180] 2 
Sample size   
0-50 [163] [169] [172] [179] [187] [185] [192] [197] [198] [199] [200] [205] [206] [207]  14 
51-100 [159] [167] [168] [175] [177] [183] [193] [194]  8 
101-500 [164] [165] [166] [170] [171] [173] [174] [176] [181] [195] [196]  11 
501-1000 [112] [182] [184] [186] [189] 5 
1001-5000 [180] [201] [202] [203] [204]  5 
>5000 [178] [188] [190] [191] 4 
Study designa   
Cross-sectional [112] [159] [164] [165] [167] [168] [170] [171] [172] [173] [174] [175] [177] [178] [179] 
[180] [181] [182] [183] [184] [185] [186] [187] [188] [189] [190] [191] [192] [193] [194] 
[195] [196] [197] [198] [199] [200] [201] [202] [203] [204] [205] [206] [207]  
43 
Longitudinal [163] [169] [176]  3 
Both [166] 1 
Intervention [171] [174] [175] [176] 4 
Analysis   
Qualitative [172] [185] [197] [198] [199] [200] [207] 7 
Quantitative [112] [159] [163] [165] [166] [167] [168] [170] [171] [173] [174] [175] [176] [177] [178] 
[179] [180] [181] [182] [183] [184] [186] [188] [189] [190] [191] [192] [193] [194] [195] 
[196] [201] [202] [203] [204] 
35 
Both [164] [169] [187] [205] [206]  5 





3.3.3 Methods employed 
3.3.3.1 Spatial extent of activity space 
Activity spaces were derived from objective GPS data (n=30) and reported locational data 
(n=24). Seven studies used both. Regardless of the method used, all studies assessed the 
spatial extent of activity in one of three ways: (i) by using all movement, (ii) by focusing on key 
locations visited or (iii) by focusing on specific routes or activity types (Figure 3.3). There was 












    
Association between size/shape of the activity space and levels of physical activity Personalised maps of movement used for 
qualitative analysis 
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Quantification of environments 
accessible on walking routes 
 Comparison of environments accessible and used on trips from home 
 
Environment used on school route 
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[194]  
 [205] [205] [165] [182] [186] [189] [192] 
Figure 3.3: Methods used to delineate activity spaces with descriptions of example applications 




(i) All movement (n=20 studies) 
Methods included daily path areas (DPA) (buffer of all points or tracks) (n=6), standard 
deviational ellipses (SDE) (n=5), minimum convex hull polygons (MCP) (n=4), and personalised 
maps of plotted points or tracks of movements (n=11). Some examples of the latter indicated 
areas accessed using different travel modes [172], [206] or for physical activity [207]. Unique 
estimations of the activity space also used a maximum path distance to recorded points of 
movement [181] and a composite measure of distances travelled and frequency at locations 
[171]. There was little consistency across delineation methods, for example, DPA buffer sizes 
ranged from 50 m [166] to over 800 m [159], one study added an additional 20 m buffer to an 
MCP [112], and one [159], [163], [168] or two [164] standard deviations were used for SDEs. 
(ii) Key locations (n=13 studies) 
For these studies, key locations were used to define the activity space. Locations included trip 
origin and destinations [174], [188], [195], [196], destinations actively travelled to [204], 
locations for activities [173], [178], [180], [190], [191], [201], [202], and home and school 
addresses [184]. Measures did not capture movement between locations. MCP was commonly 
used to delineate activity spaces in these key location studies (n=7). Four studies used a buffer 
of point locations, one of which was radial [184] and three were network [174], [188], [196], 
one study used an SDE [201], and one interpolated from GPS coordinates [195].  
(iii) Specific routes or activity types (n=12 studies) 
These were typically assessed using a buffer (n=7). Buffers of active trips or routes to and from 
home or school were generally smaller than those employed for other movement limits, 
ranging from 50 m to 500 m. One study used MCP and SDE measures to summarise the space 
used to make trips to or from home [205] and five studies interpolated environmental 
characteristics directly from point or polyline locations, describing the locations used for 





3.3.3.2 Temporal extent of activity space 
Three key elements in relation to temporality were considered when deriving activity spaces.  
(i) Scale of data accumulation 
Most activity spaces were delineated using data accumulated at the trip (n=16), day (n=13), or 
multi-day (n=18) level. The majority of studies which assessed activity spaces at the day level 
used a separate measure per person per day but two studies used an average measure over a 
number of days to determine a mean daily activity space [178], [191]. Where specified, the 
minimum number of days required for participants to be included in analysis ranged from one 
to four. Six studies used reports of usual places visited or routes used, geo-located these and 
then derived activity spaces [184], [186], [201], [202], [204], [207]. Usual places were defined 
as those visited on a regular basis [184], [186], [204], were meaningful to the participant [207], 
were visited at least once a month [202], or had varying frequency depending on the type of 
destination (at least once a week, except for workplaces and supermarkets which were 
required to be visited for at least one third of the week or once a month respectively) [201]. 
The level of data used, whether a single trip or day, several days, or usual, appeared dependent 
on the research question and whether the activity space was used as an exposure or outcome. 
Example applications are detailed in Table 3.5. Often the level of aggregation was related to 
the temporality of other measured variables, for example, if step counts were investigated, 
data were often accumulated at the day level. However, authors did not always make clear 
the level at which data had been accumulated and justification was rarely provided. Three 
qualitative studies recognised that temporality may be important and investigated activity 
spaces for a trip, day and over several days [197], [199], [206]. These studies aimed to discuss 
specific spatial patterns of activity bouts and daily routines, how these contributed to general 
use of space for frequent and occasional activities over a number of days, and suggested 





Table 3.5: Scale of temporal data 
Level of data accumulation 
for deriving activity space 
Example application 
Trip Estimate environmental characteristics on the route to school and investigate 
their associations with travel mode used on route [193] 
Day Based on all activity location visited per day, estimate environmental 
characteristics within the activity space and their associations with the area of 
the activity space [180] 
Multi-day Based on all trips made over the course of several days, estimate walkability 
within activity space and investigate association with total weekly minutes of 
moderate physical activity [112] 
Usual Identify ‘regular’ locations visited by individuals and estimate the size of the 
activity space and its association with active trips made [201] 
Multi-day level measures aggregated movement data collected over a number of days. 
(ii) Weekday and weekend 
Differences in behaviour and extent of activity for weekdays and weekends were accounted 
for by relatively few studies. This may be due to the limited number of days’ worth of data 
collected, however, there is evidence of key differences in physical activity across these times 
[208], [209]. Only three studies quantitatively investigated the differences between weekday 
and weekend activity spaces [164], [189], [191] with one finding that utilitarian walking was 
more likely to occur on weekdays than recreational walking [189]. Two of the qualitative 
studies described how activity was patterned by day [197], [198] and found unique activities 
occurring at the weekends [197] and differences in times and geographies of older adults’ 
mobilities over different days depending on factors such as weather and availability of family 
[198]. 
Seven studies limited their investigations to weekdays as a way to capture school or work-
related behaviours and two studies acknowledged the day of the week as a potential 
confounding factor in their analysis [166], [183], however, most studies did not account for or 
investigate differences in activity by day of the week. 
(iii) Exposure weighting  
The extent of an individual’s environmental exposure varies by the proximity to or amount of 
time spent in a location, and the type of activity being undertaken [68]. For example, the same 
space may be experienced for longer and more closely when walking compared to when 
driving.  
Some studies accounted for this by weighting the exposure of an environmental characteristic 
within an activity space. Rudimentary examples of this included limiting analysis to only 




during a single behaviour such as walking [165], [176], [182], [189]. These studies assumed 
that the environments in which participants spent most time are the most important 
exposures and that environments are experienced in an equal way when undertaking the 
behaviour of interest. Some qualitative studies recognised clusters of activity on maps of 
individuals’ movements and discussed reasons for ‘lingering’; identifying functional and 
emotional connections to regular and unique places visited [197], [200]. More complex 
approaches used to weight exposures included cell [193], [194] and inverse distance weighting 
[177] whereby a distance decay effect between individuals’ recorded locations and proximate 
environments was applied, and a kernel density approach which weights locations by the 
density or duration of activity taken place there [159], [171], [174], [180], [188], [196]. 
Those studies that attempted to apply weighting techniques provided a methodological step 
in accounting for temporal dimensions of an individual’s environmental exposure. However, 
the majority of studies did not consider the duration of time in any area, with some averaging 
measures across bouts or routes so that exposures received equal weight, irrespective of time 
spent in them [165], [186], [189]. The frequency of visits to key locations was not always 
measured and no studies assigned different weights depending on the behaviour being 
undertaken. Although weighting methods were relatively uncommon and inconsistent, they 
highlight potential ways to capture the density of activities or identify which environmental 
characteristics are most strongly associated with physical activity. 
3.3.4 Research questions answered 
In describing the research questions answered by these studies, and considering my interest 
in eliciting how activity spaces have been used to strengthen causal inference, I categorised 
studies according to the research questions as they related to a possible hypothesised causal 
pathway (Figure 3.4). This pathway might work in the following way: characteristics of the 
environment might influence where people are active or spend time (captured through activity 
spaces) which might be related to levels of physical activity and subsequent health outcomes. 
Studies using activity spaces addressed different research questions which mapped on to 
different areas of the causal pathway: studies assessed either the extent of movement by 
assessing the features or parameters of the activity space itself or used the delineation of the 






Figure 3.4: Conceptual framework of research questions answered 
aTotals to more than 47 as some studies address both types of research question 
bSome studies used shape and size as an indicator of physical activity 
Environment Activity space Physical activity Health 
Shape/size Physical activity 
Shape/sizeb Health 
Static measure Shape/sizeb 
Intervention Change in shape/size 
Change in physical 
activity 
Quantification of environmental features Physical activity 
Categorisation of locations used/not used Physical activity 










































Example research questions answered 
What is the association between activity 
space area and travel mode?  
What are the built environmental factors 
influencing the size of a child’s activity 
space? 
Are physical environmental factors on the 








































3.3.4.1 Features of an activity space 
Eighteen studies assessed the shape and/or size of the activity space, measuring the area, 
perimeter or compactness as an independent or dependent variable, or moderator. Shape was 
measured using SDEs whilst size was derived from polygons of activity spaces. Perhaps the 
most straightforward application was the use of activity space parameters as an independent 
variable to assess the spatial extent of movement in relation to physical activity outcomes 
[179], [187], [190], [201]. Two of these studies found that a smaller and more compact activity 
space may be related to an increased likelihood of active travel [190], [201], however, when 
assessing MVPA in adolescents, Lee and colleagues found that travel mode to school may be 
an important source of physical activity irrespective of activity space size [179]. An additional 
study used the size of the activity space as an indicator of physical activity and reported a weak 
positive correlation with perceived health [202]. 
Twelve studies used the activity space as an outcome to understand if access to different 
environmental characteristics influenced the extent of mobility and space used. Some used 
measures of the built environment as an independent variable and typically found that access 
to denser characteristics of urban form, such as walkability and connectivity, was associated 
with smaller activity spaces [163], [168], [178], [180], [191]. Studies investigated and adjusted 
for sociodemographic factors and one considered the effect of weather [180].  
Similar studies built on this relationship and investigated the role of physical activity by 
incorporating travel mode into their independent variables [164], [170], [181] or by 
investigating the moderating role of public transport services [164], [171]. In the latter studies, 
Kamruzzaman and colleagues reported that environment-activity space relationships are 
sensitive to the accessibility of public transport services, car ownership and day of the week, 
which may be indicative of fewer travel needs or more constraints at weekends. Developing 
these hypotheses further, one study reported an inverse association between the presence of 
utilitarian destinations and activity space size but no association between activity space size 
and steps in school children [204]. The lack of association observed is in contrast to other work 
[190], [201] but aligns with findings by Lee and colleagues that suggest the size of the activity 
space may not be important for increasing physical activity [179]. Despite the majority of these 
studies focusing on a narrow part of the causal pathway and differences in the strength of 
study design and questions answered, the general pattern of results when viewed together 
suggest that denser, more urban environments were associated with more contained activity 




One study assessed the area, shape, and overlap of walking-specific activity spaces with self-
defined neighbourhoods before and after the development of a street design intervention 
designed to more safely accommodate all transport modes [176]. The authors found that 
walking activity spaces were significantly smaller than neighbourhoods, were included within 
but comprised a small proportion of the defined area, and became more compact following 
the intervention. Similar comparisons between activity spaces and neighbourhoods or 
‘potential’ activity spaces (possible environments that could be used) are made elsewhere 
[112], [173], [204], [205] with reports of comparable findings that walking activity spaces are 
smaller than neighbourhood buffers used in walkability research [112].  
3.3.4.2 Features within an activity space 
The majority of studies used activity spaces as a way to quantify environmental characteristics 
that populations were exposed to and then investigated the relationship between these 
features and physical activity (n=33). The density or diversity of features as well as categorical 
descriptions of where activity had taken place (e.g inside/outside the residential 
neighbourhood) were used as independent variables. Measures of features were often derived 
from secondary and audit data, digitised in GIS, and quantified within activity space polygons 
or interpolated from points or routes. 
The characteristics investigated varied across the studies although a number found that 
activity spaces with greater walkability, residential density, or utilitarian services were 
associated with higher MVPA and walking [112], [166], [174], [184], [195]. However, findings 
were not consistent and mixed observations were reported for greenspaces and street 
densities [183], [186], [188], [192]–[194]. Houston and colleagues found associations between 
environmental features and MVPA in adults were sensitive to the proximity of features to GPS 
locations [183] which suggests observations may be dependent on the method used, as well 
as heterogeneity in the populations investigated. One study investigated measures of the built 
environment within the defined neighbourhood and walking activity space and reported that 
cross-sectionally, the environments within the activity space were more strongly related to 
walking trips but that changes to environments within the defined neighbourhood were more 
important for explaining changes in the number of walking trips made [112]. 
Although not always made explicit in research aims, the nature of locational data used by a 
number of studies implied that they investigated the environments used for physical activity 




example, studies which characterised environments on a route described spaces that have 
been used for a specific behaviour or purpose. Quistberg and colleagues used the location of 
walking bouts to derive an activity space and estimated the risk of pedestrian collisions with 
motor vehicles with measures of walking [182]. The risk of pedestrian collision is defined as an 
outcome and findings suggest that participants walked for recreation in areas with lower risk. 
However, a more interesting research question from an epidemiological perspective may be 
to understand how exposure to collision risk affects levels of walking and health which could 
plausibly be deduced from the same methodology.  
Some studies addressed differences between potential access and actual usage by capturing 
broader spaces experienced over a day or week to identify a range of spaces that may be 
accessible to an individual, or by comparing features within an activity space with those 
accessible from a home address [112], [159], [167], [196]. Ten studies used qualitative analysis 
to understand why particular environments were chosen for use [169], [172], [185], [187], 
[197]–[200], [206], [207].  
3.3.5 Strengthening causal inference 
The unit of analysis and method used to delineate an activity space gives rise to different 
strengths, limitations, and conceptual considerations and many studies used the most 
appropriate method to answer the specific research question addressed. In general, few 
studies discussed the implications for causal inference; however, many noted that the use of 
locational data beyond the residential neighbourhood was an important development in 
improving understanding of the causal relationships between the environment and physical 
activity. I used the most relevant aspects of Bradford Hill’s principles of causation [160], to 
frame a synthesis of how issues were discussed and the strategies employed to deal with them. 
Here I focus on consistency, specificity, plausibility, temporality and experimentation.  
3.3.5.1 Consistency 
The broad pattern of results suggests that dense characteristics of urban form are associated 
with smaller activity spaces and higher levels of physical activity. However, there is a large 
degree of variation in the research questions answered, methods used to derive and 
summarise activity spaces, environmental features identified within activity spaces and 
associations with activity. Some studies assessed relationships between specific behaviours 
and micro-level features of the environment whilst others assessed more general patterns 




similar research questions using similar methods, as a whole there were mixed results across 
the entire body of literature identified.  
The activity space can be used in a number of ways and applied within the same dataset to 
answer different but related questions. For example, Perchoux and colleagues investigated a 
range of questions by assessing features within the activity space and their association with 
the spatial dimensions of the activity space as well as assessing the features of the activity 
space with transport related outcomes [201]. Findings from the different questions were 
consistent; showing that higher levels of active transport were associated with smaller activity 
spaces. 
3.3.5.2 Specificity  
Delineations of the activity space typically drew on all movement or locations visited and 
provided little insight into how this relates to specific behaviours or whether spaces were used 
for physical activity. However, if the research question aims to understand how people use 
space, greater specificity of activity space measures might provide a stronger basis for causal 
inference. Daily path areas, particularly those with smaller buffer sizes, provide a more 
accurate estimation of space used than the SDE or MCP which can overgeneralise and lead to 
residual confounding [170]. Although these latter measures provide a useful measure of 
environments potentially accessible to the individual. 
3.3.5.3 Plausibility and circularity  
The use of the activity space reduces the spatial and temporal uncertainty relating to actual 
areas visited and time spent in locations compared to static measures of the environment, as 
described in the concept of the UGCP [73]. In most studies, the design limited the ability to 
understand whether spaces are used because they are supportive of a preferred activity or 
because they are accessible from an anchor point – the problem of selective daily mobility 
bias. Studies which interpolate environmental features from spatial data of a route or activity 
bout were at the greatest risk of selective daily mobility bias [165], [182], [186], [189], [192]. 
For example, McMinn and colleagues investigate what physical environmental characteristics 
are associated with MVPA on the school commute by assigning a land use category to GPS 
points [192]. Here, the direct environments used for travel are described, however, the 
environmental exposures are a direct result of individuals’ travel choices which leads to an 
issue of circularity. Studies which use a summary measure of all locations visited provide a 




potentially accessible and used for physical activity. For example, one study characterised the 
percentage of parkland within a standard deviational ellipse and a buffered daily path area of 
all GPS trips made over the course of one week [159]. However, this measure is formulated 
around movement that has actually occurred and environments that individuals are exposed 
to as a result of their choices and does not provide any insight into where MVPA took place. 
Consequently, the basis for causal inference is low with respect to plausibility and circularity. 
Nine studies highlighted selective daily mobility bias as an issue [159], [164], [167], [173], 
[177], [188], [195], [196], [201] and two tried to address this by comparing potential and actual 
routes taken [177], [196]. Where no significant differences were observed it was assumed that 
bias was minimised as route choices appeared not to be heavily based on preferences [177]. 
One study controlled for selective daily mobility bias by adjusting for residential and transport 
preferences, as well as modes used in previous trips taken as these were thought to influence 
characteristics of the place visited and mode used in present trip [196]. The authors 
characterised trip origin and destinations but not environmental conditions along routes. This 
reduces the issue of circularity and by considering all destinations, provides an advance on 
studies which investigate environments within a residential neighbourhood. Chaix and 
colleagues discuss the filtering of locational data to remove locations where physical activity 
occurs from measures of accessible environments to mitigate bias [152]. Although this could 
be achieved by combining different spatial and temporal methods that are present across the 
studies, none of the studies in the review have attempted this. 
Activity spaces were rarely used to provide evidence of plausible mechanisms behind observed 
relationships, although a number of studies used qualitative data to understand why some 
spaces are used and others are not. For example, Hand and colleagues used go-along 
interviews and personalised GPS maps to shed light on person-place transactions and 






3.3.5.4 Temporality and experimentation 
Studies which used aggregated momentary measures of movement, such as GPS or travel 
diaries, captured all locations visited over multiple days (n=18). Conversely, some studies used 
self-reported measures of usual places visited explored those visited only on a regular basis 
(n=6). Whilst the momentary studies capture more specific locations visited, the shorter data 
collection period may mean that the general pattern of behaviours are not adequately 
represented. Both of these are valuable depending on the research question. The distinction 
between these methods and the behaviour of interest should be considered in future studies 
and the temporal dimension of activity spaces should be well-matched to exposures or 
outcomes and relevant for the research question. 
Little consideration was given to different temporal scales and few studies weighted exposures 
by length of time or type of behaviour. Consequently, it is difficult to understand whether 
relationships are strengthened for more proximal or longer environmental exposure. 
Only four longitudinal studies were included in the review [163], [166], [169], [176] which 
limits the causal inferences that can be made. Assessing changes in the environment, locations 
of activity, or anchor points over time may provide an understanding of whether this increases 
physical activity and could strengthen the basis for causality inference. One study used geo-
referenced qualitative data to investigate why older adults chose to be active in different 
places [169] and another assessed temporal differences in associations between the built 
environment and MVPA in adolescent girls [166]. Both observed changes in physical activity 
and environmental interactions over time. However, neither considered displacement of 
activity due to a change in the environment.  
There is an opportunity to use activity spaces in evaluative studies to complement assessments 
of physical activity. I identified four intervention studies which all examined built environment 
interventions despite the search strategy enabling individually delivered interventions to 
potentially be identified. A study to assess the effect of an intervention to promote activity 
could use activity spaces to understand if this has changed where activity takes place or if it 
has changed the types of activities undertaken or with whom. It might also provide validation 
that changes in physical activity were directly attributable to the intervention under study. 
This general approach was used by Kosaka and colleagues in their assessment of covered 
walkways [175] and by Kamruzzaman and colleagues who assessed if distance to a transport 




study designs were cross-sectional. One study assessed changes in activity spaces and walking 
in response to street safety developments [176] and it provided the strongest basis for causal 
inference due to its within-individual follow-up, controlled assessment of an intervention, and 
investigation of research questions relating to the features of and features within an activity 
space. Further evaluative studies of these types are required. 
3.3.6 Recommendations for future work 
My findings illustrate that the activity space can be used to characterise the environments 
which people are exposed to or engage with as a result of their activities. Both the features of 
and within the activity space have been shown to be associated with activity but more 
evidence is needed to establish the direction of the causal pathway and whether the 
relationship between potential accessibility to environmental features and physical activity 
behaviours are explained by use of space. Different but complementary research questions 
have been addressed and could be combined to advance the field. For example, separate 
methods to measure potential accessibility to environments and use of those environments 
could be used in the same study to answer research questions framed around understanding 
whether environments accessible to individuals are used for physical activity and what this 
means for overall activity levels. 
There are a variety of spatial methods used to delineate the activity space as shown in  
Figure 3.3, but all studies within the review captured either all movement, key locations, or 
locations of specific routes or activity bouts. I recommend carefully considering the distinction 
between measuring environments that are potentially accessible to an individual from those 
which the individual is directly exposed to a result of their use and using methods appropriate 
for the specific research question. Some studies considered differences in access and use and 
go some way to reducing selective daily mobility bias by comparing the activity space to 
residential neighbourhoods or shortest routes [112], [173], [176], [177], [204], [205]. Further 
strategies to account for selective daily mobility bias may involve sensitivity analyses whereby 
separate analyses are performed for activity spaces including all behaviour and activity spaces 
where the behaviour or route of interest is filtered. Some authors commented on the need to 
understand why individuals may be active beyond their neighbourhood [176]. Future studies 
could improve the definition of accessibility and help unpack mechanisms to understand why 
some spaces are used and others are not by incorporating qualitative evidence or controlling 




Currently, there is little consistency in the application of temporal elements and more 
consideration could be given to weighting environments by their duration of use. Weights may 
be derived from a kernel density map of activity duration and types of activity and applied to 
measures of the activity space. The level of data accumulation used to derive the activity space 
should be appropriate for the outcome under investigation and it is important to analyse 
weekday and weekend relationships separately given observed differences in patterns of 
behaviour over these times. I identified relatively few longitudinal and intervention studies. 
Additional studies assessing the effects of environmental change are encouraged to 
strengthen casual inference and aid understanding of how interventions affect the spatial 
patterning of physical activity and whether levels of activity are increased, decreased, or 
displaced over time. I also recommend more studies in low and middle income countries to 
improve the generalisability of findings. This is important for understanding where physical 
activity occurs in different settings which could help to guide future interventions. 
3.3.7 Strengths and limitations of the review 
The strengths of this review include an extensive search strategy which was developed 
following an iterative process and applied to a range of specialised and interdisciplinary 
databases and having no restrictions on study type. The search process helped to develop and 
identify concepts of the activity space and the ways in which it has been used to answer 
questions about the relationship between environmental features, the use of those 
environments for activity and overall levels of physical activity. Although all included studies 
were in English, there was no language restriction and a number of full texts were translated 
to assess eligibility for inclusion. Studies published since the search may have been missed; 
however, the aim of the review was to describe general methods and conceptual issues which 
are prevalent in the literature, not to comprehensively search [210]. I discussed themes 
relating to study characteristics, methods and, conceptual issues in an emerging area of 
research that currently has little standardisation. In doing so, I highlight potential methods 
which could be used to answer important research questions to help researchers reduce issues 
of bias and strengthen causal inference, and ultimately guide future intervention research in 
the field. 
The evidence reviewed here is complementary to evidence that describes which types of 
environments people are more active in, without producing a spatial summary measure. I 
excluded those types of studies to focus my review on the research questions addressed and 




basis for causal inference in other ways, such as the use of more statistically complex models. 
I also focused on outcomes related to activity and excluded studies using activity spaces to 
examine associations between environmental exposures and outcomes not on the causal 
pathway, such as smoking or food-related behaviours [157], [177], and those relevant to other 
disciplines. In doing so, studies from other subject areas that might have important 
methodological contributions to add were not reviewed.  
In ecology, telemetry data has widely been used to map spaces used for foraging and grazing 
by different species, as well as habitat preferences and the spatial limits of ranging behaviour 
[211]–[215]. Advanced spatiotemporal techniques including utilisation distribution (a 
probability function that maps an individual’s relative use of space) and kernel density 
estimation (KDE) have widely been applied to identify the most common activities for species 
in specific locations [211], [213]. Similarly, techniques employed in social sciences extend 
those identified in this review. Space-time budget methodology has been incorporated into 
tourism, crime and urban planning research to analyse the timing, sequence, frequency and 
location of activity patterns [216], [217]. The role of the social environment and person-place 
interaction has also received attention in understanding exposure to criminogenic settings 
[218]–[220]. These methods show promise for advancing knowledge about the role of the 
environment in influencing behaviour. Although the potential of these methods was not 
explored in this review, as the amount and quality of geolocational data becomes increasingly 
available, it is important that health researchers draw on cross-disciplinary methods to more 
accurately measure exposure and activity patterns. 
By focusing the review on physical activity outcomes, it was possible to outline progress and 
to identify gaps in the field. The review highlighted methodological limitations which suggests 
the field may lag behind other sciences with regards to the use of spatiotemporal methods. 
However, the review was not intended to solely advocate better measures or provide 
recommendations on methods for delineating activity spaces. Rather, it identified research 
questions which have been investigated and sought to understand how the activity space may 
be applied to strengthen the basis for causal inference in future research. The review explored 
key conceptual issues relating to spatiotemporal measures and causal inference – an area of 







The use of the activity space is an emerging methodology for advancing studies of 
environment-physical activity relationships which may also be relevant for outcomes from a 
variety of disciplines. A range of activity space types exist and the activity space used within 
studies was often subject to the availability of data and the research question which the 
authors aimed to answer. Activity spaces can be used as both exposures and outcomes on the 
hypothesised environment-physical activity causal pathway and questions may relate to either 
the features of an activity space or features within an activity space.  
There is a need for greater consistency across study designs to enable comparisons and 
assessment of both potentially accessible spaces and spaces used for physical activity within 
the same study. Longitudinal data and evaluations of interventions enabled changes in the use 
of space and behaviours in response to changes in the environment to be investigated, and 
controlling for residential and travel preferences reduced selective daily mobility bias. 
Currently, the application of these strategies is limited which highlights the paucity in thinking 






Chapter 4  
 
Cleaning and preparing GPS data to derive activity spaces 
4.1 Introduction 
Activity spaces provide a dynamic measure of the locations and spaces an individual interacts 
with. As highlighted in the systematic review in the previous chapter, the activity space can 
help to improve understanding of environmental exposures and the types of places people 
spend time. Assessing this use of space and activity following a specific change in the 
environment may help us to understand whether there is an uptake of additional activity in 
new locations as a response to the change, or whether activity is being substituted or displaced 
from elsewhere. Chapters 4 to 6 utilise GPS data to address some of the methodological and 
conceptual limitations identified in the systematic review.  
4.1.1 Chapter overview 
In order to utilise GPS data effectively and to derive meaningful activity spaces, GPS data 
should be cleaned to remove points that have been erroneously populated or positioned, and 
prepared for analysis. This chapter outlines the development of methods to clean GPS data 
and to derive activity spaces. The prepared data will be used in subsequent chapters to analyse 
changes in spatial patterns of movement and physical activity in response to a change in the 
built environment. 
4.1.2 Background: Using GPS data in health research 
In order to apply the activity space concept, a measure of individuals’ daily spatial behaviour 
is required. Whilst some studies have used self-reported methods such as map-based 
questionnaires to locate daily mobility patterns [221], an increasing number of studies rely on 
objective location sensing methods with the majority of studies in my systematic review 
(30/47) using Global Positioning System (GPS) data to derive activity spaces [142]. GPS sensors 
record spatial location data using signals transmitted from a network of orbiting satellites. 
Improvements in data storage and portability of GPS technology mean that sensors embedded 
in custom devices or smartphones provide an unobtrusive and convenient means of 




of a range of activity spaces which vary in design and scale, and to identify routes travelled, 
travel modes, and to provide environmental context for a number of health-related 
behaviours. 
GPS data provide an advance on static measures of environmental exposures that focus, for 
example, on the residential neighbourhood. However, the review in Chapter 3 highlighted 
some conceptual limitations for its use with respect to determining causality. The use of GPS 
data therefore requires careful consideration for the methods used to delineate activity spaces 
in order to answer research questions effectively. For example, GPS data could be used to 
locate and compare users and non-users of an environmental intervention pre and post or 
combined with qualitative data to help understand why accessible environments are or are 
not used directly for activity. This helps to strengthen the basis for causal inference which is 
particularly important in natural experimental studies of environmental or place-based 
interventions where randomisation is not possible or ethical. 
A review by Krenn and colleagues [151] identified studies that assessed the association 
between the environment and physical activity but focused solely on studies which used GPS. 
The findings corroborated with my review, indicating the capabilities of GPS as a tool for 
improving understanding of the spatial context of physical activity. However, the Krenn review 
appraised factors that influence the quality of GPS data and highlighted key technical 
limitations relating to data accuracy and data loss. The causes of these limitations, and ways 
in which they have previously been addressed are detailed in the following sections (4.1.2.1 to 
4.1.2.3). 
4.1.2.1 Data accuracy 
GPS receivers require a direct line of sight with at least four satellites to determine spatial 
position. The reflection of GPS signal off nearby buildings, interruption of signal due to tree 
canopies or indoor environments, or limited satellite visibility can limit signal strength. 
Topography including urban canyons or dense foliage therefore cause a degradation of 
positional accuracy and data quality [222]. Comparing GPS estimated positions to known 
geodetics points under various environmental conditions, one study measured a mean error 
of 7.3±27.7 m under open sky and a mean error of 59.2±99.2 m between high rise buildings 
[223]. The same study compared seven portable GPS sensors and found the degree of 




58.8±393.2 m. This can lead to invalid positioning of points which I herein refer to as signal 
stray (Figure 4.1). 
 
Figure 4.1: Example issues with GPS data due to technical limitations 
The initialisation period required for a receiver to acquire satellite signals after it is switched 
on also varies across different sensors. Acquisition periods are typically referred to as hot, 
warm, or cold start times, depending how recently the device was last used [224]. Duncan and 
colleagues found hot start times ranged from 1 to 6 seconds, warm ranged from 15 to 38 
seconds and cold from 35 to 45 seconds [223]. During these times, data relating to location, 
time, speed, and satellite coverage may not be recorded correctly. This differs to signal stray 
where attributes are populated correctly but positional errors exist. 
Consequently, cleaning processes are required to identify and remove raw data points that 
have been positioned or populated erroneously. Leaving such data points unaccounted for 
may lead to a misrepresentation of spaces used. 
4.1.2.2 Data loss 
The obstruction of signal between satellites and receivers in covered locations such as tunnels 
and subway systems can lead to periods of signal loss [222], whereby the location of a GPS 
device is not recorded. The loss of reception can create a gap of up to several minutes in the 
data which affects the quality of data and ability to monitor interim movement  
(Figure 4.1) [224]. Simulating movement or routes taken during periods of signal loss is 
difficult, particularly in dense urban areas where many route options are available and the risk 
of signal loss is greatest. 
Data loss: Signal loss 
Valid gap in data 
Data accuracy: Signal 
stray 
Invalid outlying 
cluster of data 
Data loss: Non-wear 




Depletion of battery power and periods of non-wear by participants may also contribute to 
times when location is not being recorded. Batteries which last for a day or longer are 
therefore useful for capturing free-living activity and reducing the burden on participants 
[223]. However, battery life is compromised by the epoch used to collect data points with 
shorter epochs contributing to richer locational information at the cost of reduced battery life.  
The review by Krenn and colleagues found that the longer the measurement period, the 
greater the proportion of data lost due to missing or unusable data [151]. Where the intended 
measurement period was one day, up to 40% of data was lost compared with up to 90% of 
data lost for studies with a 7-day measurement period. While the use of GPS provides a wealth 
of spatial information within and beyond the residential neighbourhood, it may therefore be 
important to account for missing data to provide a representative picture of where individuals 
spend time. Studies should consider battery life of devices and researchers should visually 
inspect raw data for potential errors prior to analysis [222]. In line with other objective 
measures of behaviour, such as accelerometers, sufficient wear time is also required to 
capture representative coverage of an individual’s activity. 
4.1.2.3 Existing GPS data cleaning methods 
Drawing on relevant studies from Chapter 3, the review by Krenn and colleagues, and GPS 
studies centred around health and place, I describe methods implemented to deal with the 
issues of data accuracy and data loss and to prepare data for analysis. This section is not 
intended to be a comprehensive review of literature on the application of GPS, instead it aims 
to provide insight into key processes previously employed. In general, methods prevalent 
across the studies are used to i) remove erroneous points such as locations recorded outside 
of the study area, ii) remove irrelevant points that do not pertain to the research question, or 
iii) remove points that do not accumulate to valid times. Whilst some criteria focus on 
removing erroneous data and others focus on tailoring the data for the research question, for 
simplicity, I refer to (i), (ii) and (iii) all as data cleaning methods in this chapter.  
The data cleaning methods and criteria used to exclude GPS points in existing studies are 
detailed in Table 4.1. I group criteria which relate to attribute values collected from devices 
under ‘macro-level’ cleaning methods, and criteria based on the spatial or temporal 





Macro-level cleaning in previous studies 
Macro-level cleaning primarily related to issues of data accuracy and typically involved the 
identification and removal of points with systematic errors based on a range of variables 
collected from devices. Variables included the number of satellites in view, a measure of GPS 
accuracy (the horizontal dilution of precision (HDOP)), speed, and directional heading.  
Few studies filtered points based on satellite and HDOP values. This may be because the 
variables available for formulating exclusion criteria are dependent on the device used and its 
settings. For example, recording information relating to satellites affects battery life and so 
may not be available in datasets which favour shorter epochs or longer data collection periods. 
The most prevalent variable used for filtering point based on attribute values was speed and 
although thresholds used varied across studies, all were designed to capture unrealistic values. 
Excessive speeds are often caused by multipath reflections, whereby GPS signals are received 
directly from satellites but also reflected from local buildings or objects [225], [226]. Maximum 
speed thresholds ranging from 100 km/h to 200 km/h were therefore used by a number of 
studies [163], [170], [194], [227]–[229] to remove erroneous data points and capture free-
living movement. Other studies used lower thresholds to identify behaviours of interest and 
remove points irrelevant to the research question. To capture walking, maximum speed 
thresholds of 6 km/h and 8 km/h were used [182], [230] and studies interested in travel or 









Purpose of GPS data 
Macro-level cleaning 
Exclusion criteria based on attribute values of points 
Micro-level cleaning 
Exclusion criteria based on spatial/temporal distribution of points 
Satellites HDOP Speed [km/h] 
Date/ 














Identify travel mode < 3  > 5 0  0 directional 
heading 
Points that jump significantly 
from original traces np 
> 2    
Auld, 2009 
[228] 
Identify activity and travel 
locations 
np np > 160   Clusters of up to 9 points 
recorded between two jumps 
of > 15 seconds 





activity in greenspace, non-
greenspace, and indoors 
  > 15 < 3pm 
> 7pm 





Identify walking trips   < 2  
> 8 





Identify travel mode 
 
 > 144   Zig-zag traces which deviate 
from road network smoothed 
using Kalman filter 





features on active school 
commute 
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Vich, 2017 
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Micro-level cleaning in previous studies 
Micro-level cleaning involved the investigation of GPS points, typically in consecutive order, to 
deal with issues of both data accuracy and data loss.  
Some studies acknowledged the importance of jumps in the data and removed points based 
on their spatial or temporal proximity with neighbouring points. This method appeared useful 
for removing isolated points offset from the main cloud of GPS data. A novel approach used 
by one study aimed to identify small clusters of outlying data by cycling through previous and 
subsequent points to identify groups of points recorded between two temporal jumps of more 
than 15 seconds (using data collected at 5 seconds epochs) [228]. Another study assessing 
travel modes identified and smoothed data located away from road networks [229]. These 
approaches build on macro-level cleaning methods by locating artefacts in the spatial 
distribution of GPS points as signal stray or data irrelevant to the research question.  
Studies also used temporal jumps to recognise times where devices stopped recording and 
classified periods over 15 seconds [228] and 2 minutes [231] as signal loss and periods longer 
than 60 minutes [183], [203] or 90 minutes [192] as non-wear. Some studies have attempted 
to interpolate between points where signal has been lost by using smoothing approaches such 
as Kalman and Gaussian filters, to predict where individuals spend time [193], [229]. However, 
these approaches are uncommon in health research, especially outside of transport research 
where the aim is to identify travel modes from GPS data rather than derive exposure 
measures. 
Most studies applied an exclusion criteria based on minimum wear time to ensure data were 
valid for identifying behavioural patterns. Wear time related to total wear for the day with 
minimum thresholds ranging from 8 hours [183] to 14 hours [163]. Periods of consecutive wear 
were also stipulated with three studies excluding days where participants did not record trips 
that summed to at least 1 minute [182], [203], [227]. 
4.1.2.4 Reflections on existing cleaning methods 
Various methods were employed across studies with some focusing on either macro or micro-
level cleaning. There was little consistency in the variables used and the threshold values 
chosen to exclude points. This may be due to a lack of systematic reviews of methods and 
recommended guidelines to date, as well as differences in data availability and devices used 




different research questions appear to have different requirements for the variables and 
thresholds used. 
Although spatial and temporal jumps between consecutive points were calculated for some 
studies, few acknowledged the importance of dealing with both signal stray and signal loss. 
Often, cleaning processes were not transparent in the literature and thresholds chosen to 
remove GPS points were not justified. This may be because studies that use cluster analysis, 
specialised software to identify trips, or qualitative data to interpret or confirm GPS locations 
assume that errors in the data are accounted for in these additional processing steps. 
However, the errors remain present in the data, highlighting the need for a tool to help deal 
with data cleaning efficiently.  
Despite the lack of coherence in approaches to cleaning GPS data across the studies, it is 
possible to draw on the most applicable methods previously used. By adapting and combining 
them, activity spaces can be generated from cleaned GPS data to answer my research 
questions in subsequent chapters relating to changes in the spatial distribution of activity in 
response to an environmental intervention. For example, the thresholds used for data cleaning 
in transport studies to identify trips may be too sensitive for the purpose of my study as I aim 
to capture where people spend time and how space is used. However, lessons can be learnt 
from these methods regarding thresholds and identifying erroneous data based on their 
spatial and temporal distribution which can be adjusted to suit my aims. 
4.1.3 Aims and scope 
The aim of the methodological work is to develop an automated process to prepare and clean 
GPS data which can be replicated in alternative datasets. The intention is to develop a process 
that allows activity spaces, as well as outcomes relating to change in spatial patterns and 
locations of activity, to be derived in order to answer research questions proposed in Chapter 







GPS data were obtained from the Commuting and Health in Cambridge study; a natural 
experimental cohort study conducted in four waves between 2009 and 2012 [89]. The study 
was set up to investigate changes in travel behaviour and associated health impacts in 
response to the opening of the Cambridgeshire Guided Busway; a major transport 
infrastructure project comprising a bus network and adjacent traffic-free walking and cycling 
route.  
The dataset was considered appropriate for the study given its small geographical area and 
heterogeneous sample of working adults. Participants were recruited from workplaces within 
Cambridge and were required to live within 30 km of Cambridge City Centre and commute 
regularly to and from work, irrespective of their employer, occupation type, working hours, 
and number of work locations. Consequently, the majority of GPS traces for the sample were 
relatively contained which, combined with a small sample size, made management and 
processing of the data practicable. The sample study population of working adults was also 
suitable as travel behaviours within this age group are largely autonomous and flexible, 
compared with children or older adults for example. The main arguments used by policy 
makers to support the busway was that it would provide an alternative commuting route and 
reduce traffic on the busy A14 trunk road. The opening of the busway is likely to have effects 
on habitual commuting patterns for this group which has implications for changes in travel and 
physical activity behaviour at the population level. The collection of data before and after the 
busway therefore allows for a longitudinal assessment of changes in spatial behaviour and 
physical activity in response to an intervention which has rarely been attempted in previous 
research. 
4.2.2 Potential participants for analysis 
After baseline, participants were re-surveyed each year from 2010 to 2012 and new cohort 
members were included in each phase of the study to account for attrition. All participants 
completed a questionnaire at each phase and a sub-sample were invited to participate in 
objective physical activity monitoring at baseline, but no GPS data were collected at baseline. 
From phase 2 of the study onwards, a sub-sample were invited to wear an accelerometer and 




Table 4.2 shows the number of participants with each data type at all of the study phases. Due 
to the introduction of new cohort members throughout the study, repeat measures were only 
available for a sub-group of participants. The busway opened in August 2011, effectively 
midway through phase 3. To assess behaviours before and after its opening, data from phases 
2 and 4 of the study collected in 2010 and 2012 respectively were used. For comparative 
purposes, the full sample refers to participants with data at both phase 2 and 4 of the study. I 
therefore included participants from the full sample with questionnaire, GPS, and 
accelerometer data at both phases which created a potential sample of 78. GPS data were 
cleaned for all of the potential sample and participants with sufficient data to derive activity 
spaces were included in the final analytic samples. 
Table 4.2: Participant numbers for each phase of the cohort study 








Core questionnaire 1168 774 770 665 
Household travel diary n/a 491 365 n/a 
ActiGraph 501 142 120 73 
ActiHeart n/a 201 141 131 
GPS n/a 196 132 131 
 
4.2.3 GPS devices 
GPS data were collected using QStarz BT-1000X receivers (QStarz International Co. Ltd, Taipei, 
Taiwan). The receivers are small portable devices attached to an elastic belt and worn on the 
hip during waking hours. At both phases participants were asked to wear the device for 7 days 
and to recharge the battery each night using a charger provided to them. GPS locations were 
collected at 5 second epochs at phase 2 of the study. However, the short epoch affected the 
battery life of the device, requiring participants to recharge devices every night which resulted 
in non-compliance and a loss of data. To reduce the burden on the participant and frequency 
at which devices needed to be recharged, data were collected at 10 second epochs at  
phase 4.  
Duncan and colleagues compared the performance of the QStarz device with six other 
receivers and found the QStarz device to have the longest battery life with an average of  
42 hours based on a 1 second epoch [223]. The receiver also had one of the shortest signal 
acquisition times as well as the greatest positional accuracy under six diverse environmental 
conditions. However, issues of signal reflection were noted in urban areas between high rise 
buildings [223]. An initial exploration of the GPS dataset showed some points offset from 




building density such as the Biomedical campus. This highlighted the need for a data cleaning 
process, despite data having been collected from a relatively strong device with regards to 
data accuracy. 
4.2.4 Data cleaning 
Data were cleaned in a two-step process to firstly remove points with systematic errors based 
on attribute values that had not been correctly populated (macro-level cleaning). Removing 
these points using a primary filter ensured that models created for the latter stages of the 
cleaning process would run more efficiently. The aim of the second step was to identify 
significant jumps in distance and time between consecutive points in order to detect signal 
stray where points had been incorrectly positioned, signal loss, and periods of non-wear 
(micro-level cleaning). 
The process was developed using an investigative approach whereby methods were refined 
on a random 10% of participants in the potential sample (test sample). Wolf and colleagues 
highlight the difficulties in identifying issues specific to datasets at the initial stages of 
development and suggest the need for iterative investigation to finely tune the cleaning 
process [232]. A series of approaches was therefore tested before compiling the final data 
cleaning process. The aim of this, in part, was to make running the process on the whole 
sample as efficient as possible. Geographic information system (GIS) software, ArcGIS, was 
used to develop the process. Although a range of GIS software and methods to manage 
geographical data are available, I chose to use ArcGIS for the remainder of the projects 
presented in the PhD as I have extensive experience of using the software to analyse data and 
produce maps. Drawing on this experience, I used the Model Builder function within the ArcGIS 
suite to streamline processes by collating scripts and tools which iterate through files of GPS 
data. Although I have experience writing applications in alternative programming languages, 
self-directed, I developed new skills writing Python in order to manipulate the data within 
ArcGIS effectively. All data processing and development of functions in Python was performed 
by myself. To maintain patient confidentiality, the processed GPS data were matched with 
questionnaire data by the Data Management team in the MRC Epidemiology Unit. 
The final workflow is detailed in Figure 4.2 and the decisions behind each stage, justification 
and explanation of each process are described in the remainder of Section 4.2.4. Examples of 
participant data are provided in Figure 4.3 and detailed examples of code developed in Python 




Figure 4.2: Workflow of final data cleaning methods applied to Commuting and Health in 
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Sum wear time for each 
day of wear including 
time identified as signal 
loss and excluding times 
identified as non-wear 
Delete signal stray (clusters of points offset from main cloud of data which equate to fewer than 
2 minutes that are not located inside rail track buffer) 
Delete invalid days of wear with fewer 
than 8 hours total wear time 
Sum weekdays and weekend days of 
valid wear 
If number of valid days/weekdays/weekend days meet inclusion criteria, join points into 
polylines. Start a new polyline after each day, spatial jump, and temporal jump 
Buffer polylines by 50 m and merge 
output polygons into a single shape 
Create minimum convex hull from 
polylines 
Label points located 





4.2.4.1 Data preparation 
ArcGIS was used to plot the coordinates of the GPS data for each individual. Data points were 
plotted in geographic coordinate system WGS 1984, the standard for use in satellite navigation 
and GPS, and subsequently projected to British National Grid using the OSTN02 
transformation. Working with the data in a projected coordinate system allowed for distances 
between points, as well as features of the activity space to be calculated in metres. The 
positioning of points was checked against Ordnance Survey (OS) data to ensure the data 
correctly overlaid route networks.  
Attributes for each variable stored within each file were formatted to relevant data types. For 
example, dates and times were merged and converted from text fields into datetime formats, 
and speeds and heights were converted from text fields into numeric formats. Outlying points 
in the data were investigated here to identify any consistency in their attribute values; this 
information was used to inform the threshold values used in the macro-level filter. 
4.2.4.2 Macro-level filter 
The variables and thresholds for exclusion (Table 4.3) were informed by the literature and pilot 
testing criteria on the raw data of the test sample.  
Table 4.3: Macro-level exclusion criteria  
















Outlying points were identified and a minimum bounding box was drawn to capture GPS points 
located within the UK from all participants. The coordinates of the rectangle were used as the 
threshold for latitudinal and longitudinal values and GPS points with coordinates outside of 
this range were excluded. Next, the range of date values recorded by the GPS devices were 
investigated and NULL values or dates outside of the study range were removed. The 
distribution of speeds recorded for each GPS point was also explored. Maximum speeds were 




locations of interest. Instead, all speeds were retained to include sedentary and high speed 
points, except those with negative values. An example of the process used to select and 
remove data using the macro level filter is shown in Figure 4.3. 
Lone points within the minimum bounding coordinates but offset from the main data were 
initially considered when developing the criteria but a more advanced approach to deal with 
outlying clusters was applied during the micro-level data cleaning phase. Height was also 
investigated against OS terrain data but there appeared to be substantial mismatches in 
clusters or built up areas. Excluding points with extreme speed or height values would have 
removed a lot of data which may be of spatial interest for analyses, these attributes were 
therefore not used in the data cleaning process. 
Although data on the visible number of satellites and HDOP values were collected at phase 4, 
none were collected at phase 2. Macro-level cleaning was therefore based only on location 
and date. A sensitivity analysis was performed by comparing the number of points removed 
from phase 4 data when incorporating HDOP and satellite threshold values in the exclusion 
criteria. The criteria were based on the literature (Table 4.1) and used HDOP values greater 
































07/05/2010 23:59:30 Friday 0 1 0 561725.8 265184.2 8.8 17.4 19.6 0 1 145 00:00:05 0 10:50:16 
07/05/2010 23:59:50 Friday 0 1 1 561732.4 265173.8 6.6 10.4 12.3 0 1 145 00:00:20 1 10:50:16 
07/05/2010 23:59:55 Friday 0 1 1 561136.4 265306.9 596 133.1 610.7 1 2 2 00:00:05 0 10:50:16 
08/05/2010 00:00:00 Saturday 1 2 0 561123.2 265313.3 13.2 6.4 14.7 0 2 2 00:00:05 0 08:10:15 









Figure 4.3: Cleaning processes applied to sample of participant’s GPS data points aTool within ArcGIS Suite bFunction written in Python (Appendix C1)
Point ID Date Time Latitude Longitude Speed Height 
1 10/05/2010 11:11:05 90 0 0 150 
2 10/05/2010 11:11:10 52.17 0.14 0 88.2 
3 10/05/2010 11:11:15 52.17 0.14 -3.2 89.0 
4 10/05/2010 11:11:20 52.18 0.15 2.1 75.1 
5 10/05/2010 11:11:25 52.19 0.15 2.5 70.5 
= period of wear 
(c) Identifying temporal jumps, 
signal loss, and non-wear 
(d) Removing invalid data 
(b) Identifying spatial jumps 
(d) Removing signal stray 





















Query to identify points with erroneous attributes: 
Select * if 
Longitude<-7 OR Longitude>15 
OR Latitude<45 OR Latitude>57  
OR Date IS NULL OR Date < date '2010-05-04 
00:00:00' OR Date > date '2012-11-07 00:00:00'  









> 2 minutes 
(signal loss) 
> 60 minutes 
(non-wear) 
Spatial Segment ID = 1 
n > 2 mins worth of points 
Spatial Segment ID = 3 
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Signal stray 
Spatial Segment ID = 2 
n < 2 mins worth of points 
Delete 
Spatial jump 
Distance from previous 
point > 222 m (phase 2) or 
444 m (phase 4) 
Highlighted points 
selected and removed 





4.2.4.3 Micro-level filter 
(a) Deriving standard variables 
The standard variables and methods used to derive them are detailed in Figure 4.3. Using the 
date recorded by the GPS receiver, days of the week and an index for each day of wear were 
derived. The day of the week allowed for a weekend variable to be populated whilst the 
purpose of the index is to allow for the identification of non-wear time. The index was 
populated using an iterative function written in Python which increments by one each time a 
new date is passed as a parameter into the code (Appendix C1).  
 
Figure 4.4: Examples of problematic points located on or near rail track 
When investigating the spatial distribution of points of the test sample it was noted that single 
trips via train were often represented as unconnected groups of points due to tunnels and 
periods of signal loss (Figure 4.4, Panel A). To avoid these groups being identified as signal 
stray, a 375 m buffer around rail track was generated. The size of the buffer was based on 
observed distances between GPS points of train journeys and mapped rail tracks (Figure 4.4, 
panel B). Points located within this buffer were labelled, so that they could be retained for 
future processing. 
(b) Identifying spatial jumps 
Using Pythagoras theorem and Python code in the ArcGIS field Calculator tool, the spatial 
distances between each point were first calculated. To enable this, eastings and northings 
were generated for each point and a function to store the value from the previous row was 
developed. 
Unconnected groups of 
points on rail track which 
may be wrongly interpreted 
as signal stray 
Rail journey points 
offset from track 
identified in buffer and 
retained for analysis 
Signal loss 
Valid gap in data 
Panel A: Panel B: 
375 m buffer 




To determine a reasonable threshold for spatial jumps and to enable the identification of signal 
stray in the subsequent phase of data processing, the distribution of distances between points 
were investigated for the test sample. As all points close to the rail network were not entered 
into the exclusion process, a threshold of 160 km/h, based on maximum car speed, was 
chosen. The calculation below shows the distance possible to travel at this speed. Spatial 
distances between points that exceeded 222 m at phase 2 and 444 m at phase 4 were labelled 
as a spatial jump. 
3600 second per hour: 160/3600 = 0.044 km/s 
5 second epoch (phase 2): 0.044 x 5 = 0.2222 km  = 222 m 
10 second epoch (phase 4): 0.044 x 10 = 0.444 km   = 444 m 
The number of points were summed for each segment between spatial jumps using a function 
which counts points with the same segment ID. This value is used in subsequent data 
processing to remove signal stray.  
(c) Identifying temporal jumps, signal loss, and non-wear 
Time differences between consecutive points were calculated using a variation of the previous 
row function. Differences greater than 2 minutes were identified and labelled as signal loss 
and time differences greater than 60 minutes were identified as periods of non-wear (Figure 
4.3). 
Thresholds of 15 seconds [228] and 2 minutes [231] have been previously used in the literature 
for signal loss. As the focus of this study is to generate general activity spaces using multiple 
days of data, rather than travel or activity-specific locations [228], [231], the threshold for 
signal loss does not have to be so sensitive. Previous studies used thresholds of 60 minutes 
[183], [203] and 90 minutes [192] when identifying non-wear. I compared both these 
thresholds on the test sample and found no additional points were included when using the 
more conservative time. 
Using the day index derived in part (a), daily wear time was calculated, including periods of 
signal loss but excluding periods of non-wear.  
(d) Removing signal stray 
Based on the sum of points in each spatial segment, derived in part (b), segments with fewer 




signal stray collected using a 5 second epoch have been used by Auld and colleagues in their 
study on travel locations [228], but when investigating this method in the test files, this 
appeared to be too sensitive. After testing different thresholds, around 20 points appeared to 
detect most clusters of signal stray for phase 2 (at a 5 second epoch) and 24 points equated to 
2 minutes which has previously been used as a temporal threshold for signal loss [170], [231]. 
Clusters of signal stray were removed after wear time was calculated. Deleting points earlier 
in the workflow would create gaps in the data which may have been incorrectly labelled as 
signal loss or non-wear. 
(e) Removing invalid data 
Using the daily wear time variable calculated in part (c), days with fewer than 8 hours of wear 
were excluded in line with wear time limits typically used in accelerometer studies [236]–
[238]. Both 8 hours of total wear and 8 hours of consecutive wear were investigated for the 
test sample. Applying limits for consecutive wear meant that over 50% of the data was 
removed, so this was not taken forwards and a total of 8 hours wear time was used.  
4.2.5 Preparing data for analysis 
4.2.5.1 Deriving activity spaces 
After cleaning, data from participants with sufficient wear time at phases 2 and 4 of the study 
were used to create activity spaces for the three temporal scales detailed in Table 4.4. Findings 
from the systematic review (Chapter 3) indicate that studies typically use a minimum of 3 or 4 
days of valid data to delineate activity spaces for multiple days, in line with studies that use 
objective measures of physical activity. For a weekly activity space, participants with a 
minimum of 4 valid days of data, including 1 weekend day were therefore included. For 
weekday activity spaces, a minimum of 3 weekdays was required, and for weekend activity 
spaces, participants must have recorded at least 1 weekend day of data. Participants were 
included for analysis if they had data for one or more temporal scales. 
Table 4.4: Valid wear time for deriving activity spaces at different temporal scales 
Temporal scale Data requirement 
Week Minimum of 4 days of wear, including 1 weekend day (could include 2 
weekdays and 2 weekend days of wear) 
Weekday Minimum of 3 weekdays of wear 





As demonstrated in the activity space review in Chapter 3, daily path areas provide an accurate 
measure of spaces visited. In the subsequent analysis in Chapter 5, I aim to describe spaces 
used and detect changes in spatial behaviour over time, in the context of an environmental 
intervention. I therefore chose to use the daily path area to estimate individuals’ activity 
spaces. Valid points were used to derive polylines that represent traces of GPS data, with new 
lines being started after each spatial or temporal jump. Polylines were grouped for each 
temporal scale of interest and buffered by 50 m to create a daily path area. The buffer size was 
kept relatively small compared to other measures used in the literature which range from 50 
m to over 800 m, to capture relevant spaces actually used (such as the intervention) and to be 
sensitive enough to detect change.  
4.2.6 Outcome measures 
In order to analyse how participants’ movement and use of space changed in response to the 
intervention, metrics relating to features of the activity space (shape and size) were 
investigated and generated for data at both phases 2 and 4 of the study. 
4.2.6.1 Activity space size 
The area of each daily path area was derived for each temporal scale using geometry tools 
within the ArcGIS suite. An absolute area was measured, as well as an average area by dividing 
the absolute area by the number of valid days of wear for each temporal scale. 
4.2.6.2 Activity space shape 
Four different compactness scores were considered to measure the shape of the daily path 
areas (Table 4.5), based on the published literature. The measures of compactness have been 
used in political sciences to assess administrative boundaries [239], [240] and typically 
compared the daily path area to an optimum compact shape such as a circle or minimum 
convex hull [190].  
All scores fall with the range of 0 and 1 with 1 indicating a more compact score. The range and 
distribution of different scores from each measure of compactness were explored for weekly 
activity spaces. Low scores within a narrow range were returned for the Polsby-Popper (0.0005 
to 0.04), Reock (0.0002 to 0.2), and Convex Hull scores (0.001 to 0.04). As the sample from the 
study is made up of commuters, their activity spaces are largely constrained by road networks 
which meant their use of space rarely resembled a circle or square. It therefore made sense 




length by width of the minimum convex hull polygon, with scores ranging from 0.1 to 0.8, was 
therefore chosen as the final measure of compactness which was also identified as the most 
common measure used in the review in Chapter 3. 
Table 4.5: Potential measures of activity space compactness 
Score Description Equation Illustration Assumption 
Polsby-
Popper 
Ratio of the area of 
DPA to the area of a 
circle whose 
circumference is 
equal to the 
perimeter of the DPA 
!! = 4$	&	 '()'!"#!)(*+),)(!"#$
 
 Most compact 
district is a 
circle (=1) 
Reock Ratio of the area of 
DPA to the area of 
the minimum 
bounding circle that 
encloses the DPA 
- = '()'!"#'()'%&'
 
 Most compact 




Ratio of the area of 
DPA to the area of 
the minimum convex 
polygon that 
encloses the DPA 
./ = '()'!"#'()'%'"
 






Ratio of the area of 
DPA to the area of 
the minimum convex 
polygon that 
encloses the DPA 
01 = 2*3,ℎ%'"5)67,ℎ%'"
 
 Most compact 
district is 
where length 









4.3 Results and discussion 
GPS data were cleaned and processed to create and measure attributes of activity spaces for 
participants with sufficient data at phases 2 and 4 of the Commuting and Health in Cambridge 
Study. The process was planned, developed and refined in stages using a random test sample 
of participants’ GPS datasets from February 2019 to May 2019.  
4.3.1 Exclusion of GPS data points and invalid wear time for test sample 
The final macro-level filter detected and removed a small number of points (maximum of 2 per 
participant), typically with erroneous latitude, longitude, or date values. The total number of 
points removed after running the whole data cleaning process for each file in the test sample 
was no greater than 0.05% of the raw data points for each participant (Table 4.6). In contrast, 
a sensitivity analysis of phase 4 test files using HDOP and satellite values for exclusion criteria 
removed up to 6% of raw data points for each participant. Inspecting the points identified for 
removal in the sensitivity analysis, nearly all were located inside buildings and had valid 
attribute values. Of the points removed by the data cleaning process, 67-100% were also 
identified and removed in the sensitivity analysis for 78% of the test sample. The points 
removed for participants in the test sample which were not captured by the sensitivity 
analysis, were visually inspected and identified as signal stray which would create issues if used 
to derive activity spaces. This highlights the benefit of cleaning data based on its spatial and 





Table 4.6: Details of GPS points removed and valid wear for test sample 
   Number of points removed  Valid number of days of data 





























1 55167 0 - 14 2 6 4 2 All 
2 44199 0 - 0 2 6 4 2 All 
3 93623 1 - 0 1 7 5 2 All 
4 80331 0 - 22 0 8 6 2 All 
5 64398 0 - 3 0 7 5 2 All 
6 67874 1 - 19 1 7 5 2 All 
7 75157 0 - 28 1 8 6 2 All 
8 98623 0 - 12 1 8 6 2 All 








1 23689 0 101 0 1 3 1 2 W/E 
2 22244 0 1035 0 1 6 4 2 All 
3 26565 0 159 4 4 4 2 2 W + W/E 
4 68496 0 858 8 0 6 4 2 All 
5 12752 0 346 2 7 0 0 0 None 
6 32112 0 278 0 1 6 4 2 All 
7 27398 0 555 15 4 4 2 2 W + W/E 
8 17012 0 957 9 6 2 0 2 W/E 
9 34260 0 381 0 1 6 4 2 All 
Temporal scale of activity space: W = week, W/E = weekend 
One participant was excluded from the test sample (11%) due to insufficient wear time. All 
others had data to derive activity spaces for at least one temporal scale. Phase 4 data appeared 
to be more sensitive to the data cleaning process with typically fewer valid days recorded for 
each participant, despite the longer epoch of data collection and less demand for recharging 
the GPS device’s battery. 
4.3.2 Derivation of activity space metrics 
Seventy-eight participants (17.6% of the full sample) had GPS data at phases 2 and 4 of the 
study (Table 4.7). The final data cleaning process was performed on this potential sample in 
June 2019. Following the cleaning process, 85.9% of the potential sample had sufficient data 
for the derivation of week activity spaces, 80.8% for weekday activity spaces, and 91% for 
weekend activity spaces.  
Briefly, all samples had a higher proportion of females than males, and a mean age of 45-46 
years. The mean activity space size varied across temporal scales, with weekend activity spaces 
being the smallest. Mean week activity spaces, which include data from weekday and weekend 
days, were the largest suggesting movement typically occurs in different locations on 




study phases for each analytic sample which may be due to a change in spatial patterning of 
behaviour. Little variation was shown for measures of activity space shape across temporal 
scales and study phases. 
Descriptive results relating to sample characteristics and features of activity spaces are 
explored further in Chapter 5. For the purposes of this chapter, high retention of the sample 
for analysis after the cleaning process and comparable distribution of characteristics to the 
potential sample, as well as the successful derivation of outcome measures, highlight the 
data’s operational capacity and suitability for analysis. 
Table 4.7: Sample characteristics and activity space metrics 







phases 2 and 4 
Included for  
week analysis 




 n % n % n % n % n % 
n 444 - 78 17.6 67 85.9 63 80.8 71 91.0 
           
Characteristics          
Sex   
 
       
  Male 133 30.0 35 44.9 28 41.8 29 46.0 31 43.7 
  Female 277 62.4 43 55.1 39 58.2 34 54.0 40 56.3 
           
Age [Years]           
  Mean (SD) 45.6 (11.2) 45 (10.1) 45 (9.8) 45.9 (9.5) 44.8 (9.9) 
      
     Study phase 
Features of activity space   2 4 2 4 2 4 
Size [km2]           
  Mean (SD)     14.8 (12.5) 13.2 (13.2) 8.8 (8.1) 9.1 (11.4) 7.5 (7.8) 6.1 (7.5) 
           
Shape [CVH L:W ratio]         







4.3.3 Strengths and limitations 
The application of the data cleaning process allowed for the removal of GPS points to be 
automated for a large number of files. Due to the limited requirements of attribute values, 
and focus on spatial and temporal distribution of points in the cleaning process, this 
automation can be applied to alternative datasets and assist in future analyses by other 
researchers. The present lack of automated cleaning processes to deal with both signal loss 
and stray, and reliance on attribute values which vary across GPS devices, highlights the 
novelty of the processes and workflow developed and may explain the lack of attention 




Previous studies have used criteria related to positional accuracy of GPS points, such as the 
HDOP value and number of satellites in view, to remove erroneous data points. However, 
these attributes were only available for data collected at phase 4 of the study due to a decision 
made by the study coordinators after phase 2 to change the GPS device’s settings to collect 
more data at less frequent epochs to reduce the rate of battery loss. The results from the 
sensitivity analysis showed that applying criteria based on HDOP and satellite values would 
have resulted in a greater loss of wear time. Furthermore, there was little consistency in other 
values attributed to the points removed in the sensitivity analysis, such as speed, and the 
points were typically located in indoor environments or along routes. This would have made it 
difficult to replicate the filter using attributes available for the phase 2 data. Relying on a filter 
which assessed HDOP and satellite values may also have removed points collected in locations 
which may be useful for the analysis of time spent indoors or travelling. 
Due to the iterative development of the process using a test sample of files, limitations of the 
dataset could be investigated in detail. An important stage in the iterative development of the 
micro-level filter was the identification of signal stray in the raw data. This allowed for a clause 
in the process to be developed which detected and removed small clusters of GPS points offset 
from the main data. However, a limitation of this feature is that the clause cannot recognise 
signal stray if the cluster is located close to valid data points. This is accounted for to some 
extent by starting a new polyline after each spatial and temporal jump in the data before 
generating activity spaces. 
Similarly, the development process allowed for issues of signal stray or loss close to rail tracks 
to be identified (Figure 4.3). Although a manual approach was applied to clean and join points 
located on or close to rail tracks which was relatively time consuming, this ensured that points 
of potential interest were maintained. If left unaccounted for, activity spaces derived for rail 
users would have been smaller due to signal stray from high speeds and periods of signal loss 
due to tunnels, which would bias analysis for users of that travel mode. 
Lastly, data lost during warm-up periods of devices was not accounted for. However, the same 
devices were used across the sample and only participants with valid wear time were included 
in the analytic samples. Any issues with warm-up periods would have been the same for all 
participants in different contexts and would have less impact given the required 8 hours of 
wear time each day for included participants. Erroneous values recorded by the devices during 




4.4 Conclusions and implications 
Despite the limitations noted, the data cleaning process allowed for errors relating to data 
accuracy and data loss to be confidently removed from the potential sample and for the 
derivation of activity space polygons. This enables study aims and analyses in subsequent 
chapters to be achieved.  
Due to the focus on relative positioning and little reliance on attribute data, specifically 
satellite information, the code and model developed in the ArcGIS suite can be applied to a 
range of GPS datasets. I would therefore like to encourage other researchers to use the 
methods developed in this chapter and adapt them for their research questions. My intention 
is to combine findings from Chapter 4 and Chapter 5 of the thesis into a paper for publication. 
The code and processing will be made available via an opensource hub and researchers may 
contact me to access the code. It is acknowledged that not all erroneous points may be 
removed using this process but it provides an important starting point. Future research may 
combine the cleaning process with smoothing techniques or raster analysis to account for 
signal stray that may not have been detected or for missing data due to device warm-up 






Chapter 5  
 
Using GPS data to assess changes in use of space in response to new 
infrastructure: the case of the Cambridgeshire Guided Busway, UK 
5.1 Introduction 
As described in the systematic review in Chapter 3, GPS data can provide information about 
locations directly visited by individuals to better describe mobility and provide a measure of 
spaces used. It can be used to understand the effects of changes to the built environment on 
use of environments and health. However, studies which describe environments used without 
exploring changes in behaviour, differences in access to environments, or the mechanisms 
behind their use limit the basis for causal inference. 
It is hypothesised that activity spaces vary in size and shape across different populations, and 
according to different modes of travel [159], [190], [241]. The review highlighted differences 
in spatial patterning of behaviour and physical activity for utilitarian or leisure purposes by 
weekdays and weekends [142]. However, few longitudinal and intervention studies have used 
the concept of the activity space to investigate how spatial and temporal patterns of behaviour 
change in response to a specific change in the environment [142]. In Chapter 4, I derived 
activity spaces from GPS data collected at two different time points before and after the 
opening of new transport infrastructure. Using such measures, it is possible to objectively 
capture use of an intervention and to compare the size and shape of (features of) activity 
spaces over time. This allows for changes in spatial habits to be identified which may reveal 
information on the role of the intervention in travel behaviours and mobility. Changes in 
locations and modes of travel have implications for the direct environments experienced by 
individuals, and consequently their routine behaviours and health. 
Linking access to and use of an environmental intervention to changes in activity spaces 
provides an important first step in understanding whether an intervention may bring about 
changes in behavioural outcomes [152]. For example, changes in features of activity spaces 
may indicate the spatial displacement of behaviour or the uptake of additional behaviour in 




of movement over weekdays and weekends, it is possible to understand why and when 
interventions are or are not used and to attribute how changes in behaviour may come about. 
This provides insight into the mechanisms behind the use and impact of specific environmental 
changes. 
Evidence for how an intervention affects behaviour (causal explanation) complements 
evidence of associations between the intervention and behavioural outcomes (causal 
estimation) to strengthen the basis for causal inference [242]. Findings from such study 
designs are therefore useful for informing the design and delivery of future public health 
interventions [243]; an area where methods for evaluation and identification of plausible 
pathways to behavioural change remain underdeveloped [244]. 
5.1.1 Chapter overview 
This chapter of the thesis uses GPS-derived activity spaces, described in detail in the previous 
chapter, to evaluate the impact of the opening of new transport infrastructure, the 
Cambridgeshire Guided Busway, on the spatial patterning of behaviour over time. 
5.1.2 The intervention: the Cambridgeshire Guided Busway 
The Cambridgeshire Guided Busway (hereafter referred to as the busway) is a major transport 
infrastructure project comprising a new bus network and an adjacent 22 km traffic-free 
walking and cycling route opened in 2011 in Cambridge, UK.  
Cambridge has a number of major scientific and technology employers and the highest 
prevalence of cycling in the UK [90], [245]. The bus route was designed as an alternative to 
driving for commuters travelling into Cambridge and connects towns and villages to the north 
of Cambridge with the city centre and employment centres such as the Cambridge Science 
Park and the Cambridge Biomedical Campus. Buses run on a track segregated from traffic for 
the majority of the route, designed to improve journey times compared to routes taken along 
the road network. A path for pedestrians and cyclists runs alongside the busway; creating a 
new space for active commuting and physical activity (Figure 5.1). Bus stops located close to 
park and ride facilities near St Ives and Longstanton also allow for individuals to incorporate 
physical activity into their route by parking at the facilities and walking or cycling the remainder 






Figure 5.1: Image of Cambridgeshire Guided Busway and map of the off-road sections 
where path is located  
Image source: https://www.flickr.com/groups/guidedbusway/pool/  



















Figure 5.2: Wider bus service route including on-road and off-road sections  





5.1.2.1 Findings from the Cambridgeshire Guided Busway study 
The Commuting and Health in Cambridge study was set up to evaluate the impacts of the 
busway. It was a 4 year mixed method study and the final report gives details of the project, 
including summaries of over 30 academic papers that were published [90]. The key evaluative 
papers and the research questions answered are detailed in Table 5.1.  
Table 5.1: Key evaluative studies of the Cambridgeshire Guided Busway using data from the 
Commuting and Health in Cambridge Study 
Lead author, 
Year 
Research question/description Method Data used 
Ogilvie, 2010 
[89] 
Protocol - - 
Panter, 2011 
[246] 
What individual, workplace and environmental 
characteristics are associated with integrating 
walking and cycling into car commuting journeys? 
Quantitative Core questionnaire 
Household travel diary 
Jones, 2013  
[247] 
How was the busway used and experienced in the 




What were the longer term experiences of new 





What are the predictors of use of the busway for 






Are GIS-modelled routes a useful proxy for the 








What was the impact of the busway on commuters' 
mode of travel, trip frequency and distance 









What is the impact of the busway on walking, 





Household travel diary 
 
Foley, 2015  
[253] 
Are changes in active commuting associated with 




Household travel diary 
ActiHeart 
Costa, 2015  
[254] 
How much physical activity do commuters 




Household travel diary 
ActiHeart 
GPS 
Prins, 2016  
[255] 
What are the causal pathways linking exposure to 







The evaluative studies looked at the associations between exposure to the busway and active 
commuting, changes in active commuting behaviour and its contribution to overall physical 
activity, and reasons for busway use. Over half of the sample of relatively affluent commuters 
reported walking or cycling to work at baseline [90]. Differences were observed for different 
sample and environmental characteristics with those without access to car parking at work 
and who reported environments supportive of active commuting on their route to work more 
likely to incorporate walking and cycling into their car journeys [246]. Following the opening 




made involving any active travel and a decrease in the proportion of trips made entirely by car 
[251]. Proximity to the busway was also associated with an increase in time spent cycling over 
the week, which was most effective for those whose levels of active commuting were lower at 
baseline [252], as well as an increase in odds of busway use for cycling, bus travel and walking 
[249].  
Again, some differences were observed for sample characteristics with the effect of exposure 
strengthened in towns for bus use, and in towns and villages for walking, compared with urban 
areas. Men were more likely than women to have cycled on the busway, whereas individual 
socioeconomic characteristics did not predict bus use or walking [249]. Using a combination 
of GPS and combined heart rate and movement sensors, one study found that 20% of the 
duration of journeys incorporating active travel was spent in MVPA; providing over half of the 
weekly recommended activity levels [254]. Despite exposure to the busway appearing to be 
associated with increases in active commuting, there was no direct evidence of an effect on 
overall physical activity but the study lacked statistical power to detect such an effect [90]. An 
increase in active commuting in the sample was shown to be associated with a borderline 
greater likelihood of an increase in total physical activity [253]. However, there was no 
evidence of associations between time spent active commuting and changes in recreational or 
overall physical activity [252], [253]. These findings together suggest people may have changed 
where they are active or taken different commuting routes. 
Some studies used qualitative evidence to investigate participants’ motivations for and 
experiences using the busway, as well as the role of the busway on the pathway to behaviour 
change [247], [248]. Some participants rarely considered the new transport infrastructure or 
described it as unappealing because of its inaccessibility or inconvenient routing. Others 
located more conveniently for access points experienced the new infrastructure as an 
attractive travel option. Likewise, the bus and pathway presented ambiguous spaces which 
were received in different ways; the availability of off-road cycling was appreciated but 
crowded buses and a lack of lighting were noted as barriers to use [248]. Previous users of 
regular bus services were also frustrated the new service was not coherent with the existing 
system whereas those who had previously travelled by car appraised the busway and 
perceived it to be a superior form of travel [247]. 
Use of the busway path appeared to explain the association between busway proximity and 
an increase in cycling but also explained a decrease in cycling for more active commuters [255]. 




a quicker or more direct route for others. Currently, there is a gap in the evidence regarding 
the spatial and temporal elements of physical activity and changes in the location of 
behaviours and experienced environments in response to the opening of the busway. One 
study showed how GIS-estimated routes are acceptable for distance estimation [250] but to 
obtain accurate measures of environmental contexts in which physical activity occurs and how 
this changes over time, GPS measures of routes and spaces visited should be used. 
5.1.3 Aims and scope 
The aim of this study is to use the activity spaces derived in Chapter 4 to investigate how the 
shape and size of the activity space of study participants changes after the opening of the 
busway. I investigate whether sociodemographic and geographic characteristics, and travel 
options and behaviours (including proximity to and use of the busway) are associated with 
these changes. I also investigate whether this is different for weekday and weekend mobility 
patterns and use qualitative data to understand how and why certain individuals change their 
spatial habits in response to the busway. 
The analysis in this chapter is exploratory and descriptive to understand how activity spaces 
change and for whom. It is designed to provide a foundation for the subsequent chapter which 
focuses on methodological approaches for understanding how and where changes in physical 
activity occur. To my knowledge, this body of work is one of the first studies in the field to 
investigate whether spatial patterning of movement and physical activity changes in response 
to an intervention and the potential pathways to change. An exploratory investigation is 
therefore considered appropriate to describe the sample and to inform the subsequent 







Data from phases 2 and 4 of the Commuting and Health in Cambridge Study, as detailed in 
Section 4.2.1, were used for analysis. Participants were required to have questionnaire and 
GPS data at both phases, which created a potential sample of 78. The home and work 
locations of the potential sample in relation to the busway are illustrated in Figure 5.3. 
Figure 5.3: Home and work locations of potential sample at study baseline 
Contains OS data © Crown copyright and database right 2019 
Qualitative interview data collected post-intervention between February and June 2013 [89] 
were available for a sub-sample of participants and used to support case studies and maps of 
selected individuals. Interviews were semi-structured and questions asked related to 
experiences of using different modes of transport, and the facilitators of and barriers to travel 
behaviour change. Specific questions exploring the perceived impact of the busway on 
participants’ travel behaviour were raised by the interviewer if not already discussed by the 
participant. Interview participants were recruited from the main study cohort, six of whom 




I purposively selected four of the six participants’ interview transcripts to provide contextual 
information for the descriptive analysis. Participants were selected based on heterogeneous 
data, and differences in activity space outcomes, reported and recorded busway use.  
5.2.2 Outcomes: change in features of activity spaces 
The activity space metrics derived in Chapter 4 were used to calculate changes in activity space 
and size and shape between phases 2 and 4 of the study. Data from valid days of more than 8 
hours of GPS wear time were aggregated by week, weekday, and weekend days to create three 
temporal scales of activity space (Table 4.4). 
5.2.2.1 Change in activity space size 
To measure whether individuals’ movements covered a larger or smaller space post-
intervention, the area in km² of daily path areas measured at phase 2 of the study were 
subtracted from those at phase 4 for each temporal scale (week, weekday, and weekend). A 
negative outcome showed a decrease in activity space size and a positive related to an 
increase. Absolute changes were retained and percentages of change from phase 2 activity 
spaces were also derived to create a comparable measure across individuals.  
The frequency and distribution of percentage changes in activity spaces showed the data were 
positively skewed with the top 25 percentile of participants recording a large increase in 
activity space size of 270% to 1600%. As the distribution of change was not normally 
distributed, it was considered appropriate to use categories rather than absolute change 
scores. It is assumed that there will be some inevitable change between the absolute size of 
activity spaces recorded at phases 2 and 4 for each participant. This is mainly because the 
number of journeys, time spent and destinations and locations visited is unlikely to be exactly 
the same for the two 7-day periods which are 2 years apart. Three categories of change 
(‘increase’, ‘decrease’ or ‘no substantial change in activity space size’) sensitive to some 
assumed variability were therefore used for analysis.  
A range of definitions of change were explored based on the mean and median of change at 
each temporal scale including 25 per cent and 30 per cent cut-points, and tertiles. Little 
difference was observed across the different categories. Tertiles of percentage changes were 
therefore chosen for final outcome measure in line with a previous evaluative study of the 
busway on changes in physical activity outcomes [252]. This also ensured an even number of 




5.2.2.2 Change in activity space shape 
A measure of compactness based on the ratio of length by width of minimum convex hull 
polygons was used (Section 4.2.6.2) to assess activity space shape. To measure within-
participant change, compactness measured at phase 2 was subtracted from that at phase 4 
for each temporal scale. As compactness is measured on a scale of 0 to 1, with 1 indicating a 
more compact score, a negative outcome relates to an activity space becoming less compact 
and a positive more compact over time. 
Absolute changes in activity space shape were recorded. As compactness measures were 
already on a scale of 0 to 1 for each participant there was no need to create a measure of 
percentage change. The frequency and distribution of change showed a slight skew, which 
varied in direction across different temporal scales. Tertiles were therefore chosen to 
represent activity spaces becoming less compact, having little or no change in shape, or 
becoming less compact post-intervention. 
5.2.3 Exposure to the busway 
Two different measures of exposure to the busway were used for analyses: proximity to the 
busway from each participant’s home address and use of the busway. 
5.2.3.1 Proximity to busway 
The distance to the nearest busway stop or path access point from each individuals’ home 
address, as reported in the core questionnaire, had been calculated for phases 2 and 3 of the 
study as part of a previous evaluation [249]. In line with that analysis, it was assumed that 
there will be some distance decay whereby a given increment in distance will have a smaller 
effect on use the further away from the busway. A linear relationship with distance was 
therefore not appropriate, instead proximity was defined as the square root transformation 
of distance. 
Distance to the busway was calculated for nine participants who moved home address 
between phases 3 and 4, as this was not available in the existing dataset. The method used by 
Heinen and colleagues was replicated by georeferencing the centroid of participants’ most 
recent postcode in ArcGIS [249]. Using the Network Analyst Closest facility tool, the shortest 
distance between home and the nearest access point to the busway were calculated along 





5.2.3.2 Use of busway 
As there was a long delay between construction and commencement of the guided bus service 
in 2011, and the pathway alongside the busway was accessible to the public before its opening, 
users of the busway were grouped into the four categories shown in Table 5.2. Use of the 
busway was determined separately from self-report data, and through examination of 
recorded GPS data. Generating two measures of busway use from different datasets allowed 
for different time frames of behaviour to be investigated. The GPS data captured busway use 
from the past 7 days of device wear which is temporally relevant to activity space measures. 
However, habitual use may not be represented due to the short data collection period and 
irregular behaviours might be described. Self-reported measures therefore provide 
complementary information; providing a more general measure of use by recording whether 
the busway has ever been used and how. 
Table 5.2: Categories of busway use as applied to self-report and GPS data 
Use of busway Use of busway path (phase 2) Use of bus or busway path (phase 
4) 
Never x x 
Former ✓ x 
Continued ✓ ✓ 
New x ✓ 
x = no report of use or positioning of GPS data along busway 
✓ = use of busway reported or GPS data positioned along busway 
To measure whether the busway was used at each phase (x/✓as shown in Table 5.2) using 
GPS data, individuals’ activity spaces for each temporal scale and a linear feature of the busway 
were overlaid within ArcGIS. Individuals whose activity spaces intersected the busway polyline 
were identified and their GPS points cross-referenced with OS transport network data to 
triangulate busway use. For example, if a series of points followed the busway, as exemplified 
by the individual’s data shown in Figure 5.4, participants were categorised as busway users. 
Intersections between activity spaces, GPS points and the busway were inspected visually to 
ensure users followed the busway route, rather than passing under it on another road. No 





Figure 5.4: Busway user as identified by GPS data  
Contains OS data © Crown copyright and database right 2019 
Participants were asked to self-report: (i) use of the guided bus and (ii) whether the busway 
path had been used for walking and cycling. The following question wording was used: 
“Have you travelled on a guided bus in Cambridgeshire?” 
“Have you walked or cycled along any part of the footpath or cycle path beside the guided 
busway?” 
For the first question, binary yes/no categorical responses were recorded for both study 
phases and for the second question responses could be “no”, “walked” and “cycled” and 
respondents could tick more than one box, if appropriate. The responses were used to group 
users based on the categories in Table 5.2. A measure of any busway use was chosen for this 
analysis as it is comparable with the definition of use derived from the GPS data. Measures of 
walking or cycling and use of the guided bus were also chosen to provide complementary 
information on ways the busway was used. 
5.2.4 Sociodemographic characteristics, travel options and other covariates 
Key characteristics of the sample including age, sex, education, and urban-rural status of home 
address have been recognised as important correlates of health, activity spaces, and physical 
activity behaviours [170] and were captured in the questionnaire. Socioeconomic status has 
also been associated with physical activity and travel behaviours. However, given the small 
sample size, limited information on income at all study phases, and findings from previous 
studies [246], [249], I focused on highest educational attainment as a marker of socioeconomic 
status. As the sample were highly educated, the variable was dichotomised as at least having 




Information relating to travel behaviours and travel options of the sample in the questionnaire 
was also investigated including car ownership, self-reported distance to work, and whether 
participants usually actively commute or not. Rather than excluding movers, a binary variable 
indicating whether participants had moved work or home or not was derived to explore the 
association between moving and changes in activity space and to maintain as large a sample 
size as possible. I did not adjust for season which may affect commuting behaviours as data 
were seasonally matched (i.e. collected in the same month at both phases) for each 
participant. A measure of BMI was not investigated due to missing data and a small sample 
size which would have resulted in small cell sizes. 
5.2.5 Data analysis 
5.2.5.1 Exploratory analyses 
Baseline sample characteristics were compared between the sample with data at phases 2 and 
4 (full sample), the sample with GPS data at phase 2 and 4 (potential sample), and the samples 
included for analysis (analytic samples). Differences were tested using chi-squared tests for 
categorical data and t-tests for continuous data. 
Descriptive analyses were undertaken to assess the mean activity space size and shape for 
groups of sociodemographic characteristics at each study phase. Two-sample t-tests and 
ANOVA tests were used to test differences between outcomes at phase 2 and 4 and sample 
characteristics. Paired t-tests were used to test for within-person changes for each group. 
Data were also explored using descriptive techniques including bar graphs to identify the 
prevalence and distribution of activity space changes by travel behaviours and options. 
5.2.5.2 Regression models 
Multinomial logistic regression models were used to assess the relationships between 
sociodemographic variables, exposure to the busway, and categorical changes in activity space 
size and shape. 
Baseline values from phase 2 of the study were used for urban-rural status and mean distance 
to work and mean proximity to the busway were used to account for changes in work and 
home address. Univariate and adjusted regression analyses were performed. Age, sex, and 
proximity to the busway, as well as any additional variables significantly associated (p<0.05) 
with change activity space size or shape from the univariate regression were included as 




5.2.5.3 Sensitivity analysis 
As the daily path measure incorporates all movement made over the course of multiple days, 
if participants moved home or work address between phases, or made an irregular long trip at 
one study phase, a measure of change may be recorded that was not reflective of habitual 
activities. Distributions of change were therefore compared for the whole analytic sample, 
including movers, and for participants who had the same home and work location at both 
phases. A variable measuring whether participants moved or not was tested in univariate 
regression and multivariate regression was repeated on the sample of non-movers. 
To account for irregular long trips, variables were created to reflect changes in mean activity 
space areas for each temporal scale, calculated by dividing the total daily path area by the 
number of valid days. However, these were not used in the final analyses as it was more 
intuitive to use total movement, particularly when measuring shape, and when assessing 
individual maps and profiles. 
5.2.5.4 Individual profiles 
A combination of qualitative and quantitative data was used to evaluate individual profiles of 
four participants. Data included maps of GPS-measured mobility, self-reported information on 
travel and busway use, findings from the exploratory and regression analyses, and detailed 
information from qualitative interview transcripts.  
I mapped individuals’ activity spaces and GPS traces alongside a linear feature of the busway 
and OS data for each study phase and temporal scale. Activity spaces and GPS traces were 
visually inspected to identify how use of space had changed and which sections of the busway 
had been accessed. Interview transcripts were also reviewed for each participant. The use of 
interview data was not intended as a formal qualitative analysis, rather it was used to provide 
context for quantitative findings and to identify potential ways the busway was used and why, 
as well as possible mechanisms for changes in use of space [256], [257]. In line with this aim, 
three topics were outlined a priori: i) how the busway was used, ii) its reasons for use and non-
use, and iii) how its use may relate to levels of physical activity. I extracted all relevant quotes 
from the transcripts and grouped them by topic. Quotes were also used to annotate 
individuals’ maps and illustrate potential explanatory factors for changes in spatial patterns of 
behaviour. Findings from the maps and interview quotes were discussed narratively by topic. 
To preserve confidentiality and for the purposes of reporting, participants were given pseudo-





5.3.1 Sample characteristics 
Data were collected at both phase 2 and phase 4 of the study for 444 participants (full sample), 
of whom 78 (17.6%) had GPS data at both phases (potential sample). Eleven participants 
(14.1% of potential sample) were excluded for week level analysis, 15 (19.2%) for weekday, 
and 7 (9%) for weekend due to insufficient number of days of valid data. 
The characteristics of the full sample, potential sample, and samples included for analysis are 
detailed in Table 5.3. When compared with the full sample, smaller proportions of females, 
urban dwellers, and car owners were observed for the potential sample (those participants 
with GPS data). The distribution of characteristics was similar across the potential and analytic 
samples. The majority of participants included in the analytic samples were female (54%-
58.2%) with mean ages of 44.8 to 45.9 years at phase 2 of the study. Most of the included 
participants were educated to at least degree level, lived in urban areas, did not change home 
or work address between the phases, and only a small percentage did not own a car. 
Information on education was missing for 7.7% of the full sample but was complete for all 





Table 5.3: Baseline characteristics of participants with data collected at both phase 2 and phase 4 of 
the Commuting and Health in Cambridge study 
 Full sample Potential sample Analytic samples 
 Data collected 
(n=444) 
GPS data collected 











(n = 71) 
 n % n % n % n % n % 
Sex   *        
  Male 133 30.0 35 44.9 28 41.8 29 46.0 31 43.7 
  Female 277 62.4 43 55.1 39 58.2 34 54.0 40 56.3 
           
Age [Years]           
  Mean (SD) 45.6 (11.2) 45 (10.1) 45 (9.8) 45.9 (9.5) 44.8 (9.9) 
  <40 141 31.8 24 30.8 20 29.9 17 27.0 22 31.0 
  40-50 125 28.2 26 33.3 23 34.3 23 36.5 24 33.8 
  >50 178 40.1 28 35.9 24 35.8 23 36.5 25 35.2 
           
Education           
  Less than  
  degree 
107 24.1 15 19.2 14 20.9 10 15.9 15 21.1 
  Degree or  
  higher 
303 68.2 63 80.8 53 79.1 53 84.1 56 78.9 
           
Moved work           
  No 361 81.3 68 87.2 58 86.6 56 88.9 62 87.3 
  Yes 76 17.1 10 12.8 9 13.4 7 11.1 9 12.7 
           
Moved home           
  No 371 83.6 63 80.8 55 82.1 52 82.5 59 83.1 
  Yes 69 15.5 15 19.2 12 17.9 11 17.5 12 16.9 
           
Urbanicity   *        
  Urban 301 67.8 43 55.1 39 58.2 35 55.6 40 56.3 
  Rural 143 32.2 35 44.9 28 41.8 28 44.4 31 43.7 
           
Car ownership  †        
  None 59 13.3 3 3.8 3 4.5 3 4.8 3 4.2 
  One 204 45.9 39 50.0 34 50.7 30 47.6 37 52.1 
  More than  
  one 
181 40.8 36 46.2 30 44.8 30 47.6 31 43.7 





5.3.2 Exploratory results: Activity space size 
5.3.2.1 Activity space size by sociodemographic characteristics 
Table 5.4 shows the mean activity space size according to sample characteristics at both 
phases, as well as the mean within-person changes. As highlighted in Chapter 4, weekday 
activity spaces appeared to be larger than weekend activity spaces. A mean increase of 
weekday activity space size was shown for the whole sample, and a decrease for weekend 
activity spaces which appeared to drive the overall week data, although there was a large 
degree of variation around the means. 
No significant differences in activity space size were observed for age, sex, or education. 
Although non-significant, a mean decrease in activity space size was recorded for males for all 
temporal scales while females showed an increase in the size of week and weekday activity 
spaces, but not weekend. The youngest age group (<40 years) appeared to have the greatest 
decrease in mean activity space size, except for at the weekend where the oldest age group 
(>50 years) showed a greater decrease. 
Significant differences in the size of activity spaces between urban and rural dwellers were 
shown at phase 4 of the study for week and weekday temporal scales with urban activity 
spaces being smaller. A significant difference was also shown for weekend activity spaces for 
the number of cars owned in each household. Participants owning no car showed larger 
decreases in activity space size, compared to those with two or more cars. The changes 
appeared largest for weekend activity spaces. However, there was only a small number of 




Table 5.4: Mean activity space size (km2) by sociodemographic characteristics 
 Week Weekday Weekend 
 Phase 2 Phase 4 Individual change 
between phases 
2 and 4 
Phase 2 Phase 4 Individual change 
between phases 
2 and 4 
Phase 2 Phase 4 Individual change 
between phases 
2 and 4 
 Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) 
 14.8 (12.5) 13.2 (13.2) -1.5 (15.8) 8.8 (8.1) 9.1 (11.4) 0.3 (12.6) 7.5 (7.8) 6.1 (7.5) -1.5 (10) 
Sex          
  Male 16.1 (16.1) 12.3 (11.3) -3.8 (14.9) 9.2 (10.3) 8.9 (9.8) -0.3 (11.1) 8.4 (9) 5.7 (6) -2.7 (9.2) 
  Female 13.8 (9.2) 13.8 (14.6) 0.1 (16.4) 8.5 (5.8) 9.4 (12.8) 0.9 (14) 6.9 (6.8) 6.4 (8.6) -0.5 (10.6) 
          
Age [Years]          
  <40 16.5 (15.3) 10.9 (7.8) -5.6 (15.3) 9.5 (9.2) 5.0 (5.2) -4.4 (10.0) 8.2 (9.3) 6.9 (7.2) -1.3 (9.3) 
  40-50 11.8 (8.6) 15.8 (17.4) 3.9 (18.2) 6.3 (5.1) 11.2 (14.6) 4.9 (15.8) 6.7 (6.9) 6.6 (9.4) -0.1 (12.2) 
  >50 16.1 (13.1) 12.71 (12.2) -3.4 (12.5) 10.8 (9.3) 10.1 (10.9) -0.7 (9.3) 7.8 (7.5) 4.9 (5.8) -2.9 (8.4) 
          
Education          
  Less than degree 13.8 (9.1) 10.8 (9.6) -2.9 (10.5) 7.7 (4.2) 8.7 (6.8) 0.9 (8.4) 7.8 (7.1) 5.4 (8.2) -2.4 (10.3) 
  Degree or higher 15 (13.4) 13.8 (14) -1.2 (17) 9.0 (8.7) 9.2 (12.2) 0.2 (13.4) 7.5 (8.1) 6.3 (7.4) -1.2 (10) 
          
Urbanicity  *   *     
  Urban 13.7 (12.6) 9.9 (7.7) -3.8 (12.9) 8.1 (7.1) 6.2 (5.6) -1.8 (8.7) 7.2 (8.7) 5.3 (6.6) -1.9 (9.9) 
  Rural 16.2 (12.6) 17.8 (17.5) 1.7 (18.9) 9.7 (9.3) 12.8 (15.4) 3.1 (16) 7.9 (6.7) 7.1 (8.6) -0.8 (10.3) 
          
Car ownership         † 
  None 22.6 (15.2) 4.4 (2.5) -18.2 (14.7) 7.1 (4.5) 4.0 (2.3) -3.2 (6.1) 16.7 (13.8) 1.9 (1.2) -14.9 (13.4) 
  One 13.8 (11.0) 13.5 (15.4) -0.3 (17.4) 7.0 (6.2) 9.8 (14.3) 2.8 (13.7) 7.9 (7) 6.1 (6.6) -1.8 (9.5) 
  Two or more 15.1 (14.0) 13.8 (10.9) -1.3 (13.4) 10.8 (9.7) 9.0 (8.4) -1.7 (11.8) 6.3 (7.9) 6.5 (8.8) 0.2 (9.6) 




5.3.2.2 Change in activity space size by travel options and behaviours 
Figures 5.5 to 5.8 show the distribution of participants across categories of distance to work, 
usual commute mode, proximity to the busway, and use of the busway (self-reported and GPS-
derived), respectively. The bars represent the absolute percentage of the total number of 
participants with valid week data and are stratified by categories of change in size of weekly 
activity space. The mean changes in activity space size (km2) are shown as points for the full 
sample and for non-movers only. Results for weekday and weekend activity spaces are 
included in Appendix D1.  
Twenty-five per cent of participants lived within 5 km of their workplace (Figure 5.5). The 
majority of whom showed an increase in activity space size after the opening of the busway 
which appeared to be driven by weekend results (Appendix D1, Figure D.4). The greatest 
proportion of participants lived over 20 km from their workplace (36%) and for those living 
furthest away, categories of change in activity space size were evenly distributed for all 
temporal scales.  
Most participants actively commuted at both study phases (36%) but 34% of participants did 
not actively commute at all (Figure 5.6). The relative differences across categories of change 
were similar for both groups at each temporal scale. Very few participants switched from an 
active mode of travel to passive and 18% showed an uptake of active travel at phase 4. For 
those that did start actively commuting, most did not change their activity space size, although 
this was not shown for weekday days where an increase in activity space size was recorded for 
the majority (Appendix D1, Figure D.2). 
A small majority of participants living closest to the busway decreased their activity space size 
(Figure 5.7), however, for weekday data, an increase was shown (Appendix D1, Figure D.3). For 






Figure 5.5: Change in activity space size by mean distance to work between study phases 
 
Figure 5.6: Change in activity space size by whether participants actively commuted 
    
Figure 5.7: Change in activity space size by mean proximity from home address to busway 



































































































































































Change in activity space size:  Decrease  No change Increase 









Figure 5.8 shows busway use as measured from different data sources. The GPS data showed 
that most participants’ activity spaces did not intersect the busway with 94% of the sample 
with weekend data being categorised as non-users in the last 7 days (Appendix D1, Figure D.8). 
The categories of change for each temporal scale were equal for GPS-measured non-users. In 
contrast, the self-reported measures of busway use (indicating any use) showed a much 
smaller proportion of non-users (25-36%) with the majority reporting some new use of the 
busway at phase 4 (43%), mostly for walking or cycling (37%). For weekday activity spaces, a 
small majority of continued and new users of the busway showed an increase in activity space 
size which was reflected in the mean values of change. This observation was less clear for 
weekend activity spaces (Appendix D1, Figure D.8). 
Across Figures 5.5 to 5.8, the mean change in activity space size was similar for movers and 
non-movers. The largest differences were shown for self-reported former busway users where 
activity space size appeared to decrease for the whole sample and not for non-movers. 






























































GPS measure of use:  Decrease  No change Increase 
Self-reported use:   Decrease  No change Increase 
Self-reported walk or cycle:  Decrease  No change increase 




5.3.2.3 Associations between sociodemographic and geographical characteristics and changes in 
activity space size 
Adjusted associations of sociodemographic characteristics and exposure to the busway with 
changes in activity space size are presented in Table 5.5. In univariate models, urban-rural 
status was associated with a change in the size of weekend activity spaces. After adjustment, 
the association persisted with rural dwellers less likely to increase their weekend activity space 
size compared with urban dwellers (relative risk ratio [RRR]: 0.22, 95% CI: 0.06, 0.81). Those 
living further from the busway were less likely to have increased their weekday activity space 
size than those living further away (RRR: 0.49, 95% CI: 0.27, 0.86). This suggests spatial 
patterning of weekday behaviour was different for those more exposed to the busway. 
Sensitivity analyses showed that moving home or workplace was not associated with change 
in activity space size in the univariate regression. Performing multivariate regression on the 
sample of participants that did not move between phases 2 and 4, the effects for urban-rural 
status and busway proximity remained broadly similar both in terms of direction and statistical 
significance (Appendix D1, Table D.1). 
Table 5.5: Adjusted associations between sociodemographic and geographic characteristics and 
exposure to the busway with change in activity space size 
 Week Weekday Weekend 
 Decrease 
RRR (95% CI) 
Increase  
RRR (95% CI) 
Decrease  
RRR (95% CI) 
Increase  
RRR (95% CI) 
Decrease  
RRR (95% CI) 
Increase  
RRR (95% CI) 
Urban rural status      
(ref: urban) n.i n.i n.i n.i  * 
  Rural     0.41 (0.12, 1.44) 0.22 (0.06, 0.81) 
Proximity to busway  
(ref: closest) 
   
* 
  
  [square root  
  of mean  
  distance] 
0.94 (0.60, 
1.46) 
0.96 (0.61, 1.52) 0.72 (0.44, 1.18) 0.49 (0.27, 
0.86) 
0.75 (0.47, 1.20) 0.77 (0.48, 1.24) 
Model adjusted for age, sex, and significant variables from univariate analyses. 
Bold text indicates statistical significance (**p<0.001 *p<0.01 †p<0.05) 




5.3.3 Exploratory results: activity space shape 
5.3.3.1 Activity space shape by sociodemographic characteristics 
Table 5.6 shows the mean measure of activity space compactness according to the sample 
characteristics, as well as the mean within-person change in compactness between both 
phases. There appears to be little difference in the mean compactness of activity spaces for 
the whole sample for each temporal scale. However, weekend activity spaces became less 
compact on average unlike the week activity spaces which became more compact over time. 
Differences in mean changes in compactness for sex, age, weight status, and urban rural status 
were all minimal and non-significant. Despite this, different trends were shown for sex with 
week and weekday activity spaces becoming less compact for males and more compact for 
females. On average, activity spaces became more compact for younger participants as well 
as those living in urban areas.  
There is some evidence of a trend for week activity spaces by car ownership at phase 2 with 
less compact shapes shown for those with more than one car in the household. The trends for 
mean change show activity spaces for participants with one car becoming less compact for all 
temporal scales, however this is not reflected for those with more than one car and changes 





Table 5.6: Mean activity space shape (compactness) by sociodemographic characteristics 
 Week Weekday Weekend 
 Phase 2 Phase 4 Individual 
change 
between 
phases 2 and 4 
Phase 2 Phase 4 Individual 
change 
between 
phases 2 and 4 
Phase 2 Phase 4 Individual 
change 
between 
phases 2 and 4 
 Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) 
 0.34 (0.16) 0.35 (0.15) 0.01 (0.22) 0.34 (0.18) 0.34 (0.16) 0 (0.2) 0.35 (0.19) 0.35 (0.17) -0.01 (0.23) 
          
Sex          
  Male 0.36 (0.14) 0.33 (0.13) -0.03 (0.17) 0.32 (0.15) 0.31 (0.16) -0.02 (0.18) 0.37 (0.21) 0.36 (0.14) 0 (0.23) 
  Female 0.32 (0.17) 0.36 (0.17) 0.04 (0.25) 0.35 (0.2) 0.36 (0.16) 0.01 (0.21) 0.35 (0.18) 0.33 (0.19) -0.01 (0.22) 
          
Age [Years]          
  <40 0.34 (0.17) 0.35 (0.14) 0.01 (0.22) 0.37 (0.2) 0.38 (0.18) 0.01 (0.23) 0.31 (0.16) 0.32 (0.14) 0.01 (0.19) 
  40-50 0.33 (0.15) 0.35 (0.14) 0.02 (0.21) 0.3 (0.16) 0.31 (0.11) 0 (0.18) 0.37 (0.17) 0.35 (0.19) -0.01 (0.24) 
  >50 0.35 (0.16) 0.35 (0.17) 0 (0.24) 0.35 (0.18) 0.33 (0.18) -0.02 (0.21) 0.38 (0.23)  0.36 (0.17) -0.02 (0.25) 
          
Weight status [BMI kg/m²]           
  Underweight/normal 0.32 (0.14) 0.34 (0.13) 0.01 (0.18) 0.31 (0.15) 0.34 (0.12) 0.04 (0.15) 0.35 (0.18) 0.35 (0.16) -0.01 (0.23) 
  Overweight/obese 0.34 (0.16) 0.41 (0.15) 0.08 (0.23) 0.33 (0.16) 0.37 (0.19) 0.04 (0.21) 0.37 (0.2) 0.39 (0.19) 0.01 (0.22) 
          
Education          
  Less than degree 0.36 (0.17) 0.36 (0.17) 0 (0.27) 0.34 (0.15) 0.36 (0.17) 0.02 (0.2) 0.39 (0.2) 0.37 (0.16) -0.02 (0.23) 
  Degree or higher 0.33 (0.16) 0.35 (0.15) 0.01 (0.21) 0.34 (0.18) 0.33 (0.16) -0.01 (0.2) 0.35 (0.19) 0.34 (0.17) -0.01 (0.23) 
          
Urbanicity          
  Urban 0.35 (0.17) 0.36 (0.17) 0.01 (0.24) 0.37 (0.2) 0.37 (0.18) 0 (0.21) 0.35 (0.18) 0.36 (0.17) 0.02 (0.22) 
  Rural 0.32 (0.15) 0.33 (0.12) 0 (0.19) 0.3 (0.14) 0.3 (0.12) 0 (0.19) 0.37 (0.2) 0.33 (0.17) -0.04 (0.23) 
          
Car ownership †         
  None 0.31 (0.15) 0.36 (0.13) 0.05 (0.22) 0.28 (0.18) 0.33 (0.15) 0.05 (0.27) 0.24 (0.09) 0.31 (0.06) 0.07 (0.05) 
  One 0.39 (0.14) 0.34 (0.15) -0.05 (0.21) 0.38 (0.19) 0.33 (0.17) -0.04 (0.2) 0.38 (0.18) 0.37 (0.19) -0.01 (0.21) 
  More than one 0.29 (0.17)  0.36 (0.15) 0.07 (0.22) 0.31 (0.17) 0.34 (0.15) 0.03 (0.19) 0.34 (0.21) 0.32 (0.14) -0.01 (0.26) 





5.3.3.2 Change in activity space shape by travel options and behaviours 
Figures 5.9 to 5.12 show the distribution of participants across categories of travel options and 
behaviours, stratified by categories of change in activity space shape based on week activity 
spaces. Results for weekday and weekend activity spaces are included in  
Appendix D1. 
For participants living closest to their workplace, week activity spaces became less compact 
for a small majority (Figure 5.9). In contrast, weekday activity spaces became more compact 
for most participants living within 5 km of their workplace but less change was shown for 
weekend activity spaces (Appendix D1, Figure D.12). In general, the mean values of change 
showed that activity spaces of those living closest to their workplace became less compact 
while those of participants furthest away became more compact. 
The categories of change in activity space compactness for participants who continued to 
actively commute or did not actively commute at all were distributed evenly with similarities 
in the relative differences across categories for both groups (Figure 5.10). For those who 
started to actively commute, most recorded no change in compactness in weekday activity 
spaces but a mean increase in compactness for weekend activity spaces (Appendix D1, Figure 
D.13). 
Most participants living closest to the busway did not change the compactness of their week 
activity space (Figure 5.11), however more variability is shown for weekday activity spaces with 
an increase in compactness shown for a small majority (Appendix D1, Figure D.11). For those 
living furthest from the busway, a decrease in week activity space compactness is shown for 
the majority which appears to be driven by weekend data (Appendix D1, Figure D.14). 
Figure 5.12 shows change in activity space shape by busway use. In general, new users 
(classified using both self-reported and GPS-measures) recorded an increase in activity space 
compactness whereas less change was shown for continued and non-users. 
As with mean changes in activity space shape, there was little difference in mean change in 






Figure 5.9: Change in activity space shape by mean distance to work between study phases 
 
Figure 5.10: Change in activity space shape by whether participants actively commuted 
 
















































































































































































Change in activity space shape: Less compact No change More compact 









5.3.3.3 Associations between sociodemographic and geographical characteristics and changes in 
activity space shape 
Unlike activity space size, urban-rural status was not associated with change in activity space 
shape in univariate analyses, but car ownership was. However, after adjustment (Table 5.7), 
the relationship between car ownership and activity space compactness became non-
significant. Proximity to the busway was not significantly associated with change in activity 
space shape at any temporal scale. 
In sensitivity analyses, univariate regression showed that moving home or work was not 
associated with changes in activity spaces shape. After repeating the multivariate regression 


























































GPS measure of use:  Less compact  No change  More compact 
Self-reported use:   Less compact  No change  More compact 
Self-reported walk or cycle:  Less compact  No change  More compact 




Table 5.7: Adjusted associations between sociodemographic and travel characteristics change in activity space 
shape 
 Week Weekday Weekend 
 Less compact 
RRR (95% CI) 
More compact  
RRR (95% CI) 
Less compact  
RRR (95% CI) 
More compact  
RRR (95% CI) 
Less compact  
RRR (95% CI) 
More compact  
RRR (95% CI) 
Car ownership (ref: none) n.i n.i   n.i n. 
  One or more cars   0.32 (0.10, 1.08) 0.82 (0.24, 
2.76) 
  
Proximity to busway  
(ref: closest) 






















1.03 (0.66, 1.60) 
Model adjusted for age, sex, and significant variables from univariate analyses. 
Bold text indicates statistical significance (**p<0.001 *p<0.01 †p<0.05) 
RRR – relative risk ratio; CI – confidence interval; n.i – not included in model 
 
5.3.4 Individual profiles  
Based on the exploratory analysis from the quantitative questionnaire data (n=67 week; n=63 
weekday; and n=71 weekend analysis), it appeared that individual characteristics were only 
associated with activity space size, not shape. The four individual profiles bring together data 
from the quantitative and qualitative datasets to provide more detailed contextual 
information. The characteristics for each individual, their self-reported and GPS-measured 
busway use, and changes in shape and size of activity space are shown in Table 5.8. 
Distance to work, usual commute mode, and proximity to the busway varied across 
participants and participant 3 was the only person without access to a car. Use of the busway 
was self-reported by both urban and rural dwellers and by participants with long and short 
commutes (participants 2, 3, and 4). In contrast, GPS-measured use of the busway was only 
recorded for urban dwellers (participants 3 and 4), both of whom lived in towns outside of 
Cambridge. 
Maps of activity spaces at different temporal scales for GPS-measured users of the busway 
(participants 3 and 4) are presented in Figure 5.13 and Figure 5.14. The maps show the extent 
and locations of each individual’s movement, and how their activity spaces changed between 
the two study phases. Spatial patterns of movement are also presented alongside qualitative 
interview data to provide insight into how and why the busway was used and the effect of its 
use on activity spaces and physical activity. Drawing on the information shown in the maps 





Table 5.8: Characteristics and travel behaviours of participants included in qualitative analysis 
Participant ID 1 2 3 4 
     
Characteristics     
  Age (phase 2) 63 31 44 42 
  Sex Female Female Male Female 
  Urban rural status (phase 2) Rural Rural Urban Urban 
  Moved home No No Yes No 
  Moved work No No No No 
     
Travel options and behaviours     
  No. cars (phase 2) 2 1 0 1 
  No. cars (phase 4) 2 1 0 1 
  Distance to work (phase 2) >20 km 0-5 km 10-20 km >20 km 
  Distance to work (phase 4) >20 km 0-5 km >20 km >20 km 
  Usual active commute None None Former New 
  Proximity to busway (phase 2) Close Mid Close Far 
  Proximity to busway (phase 4) Close Mid Close Far 
     
Self-reported measures of busway use    
  Use of busway None New Continued Continued 
  Use of busway for walking or  
  cycling 
None New Continued Continued 
  Use of guided bus No Yes Yes No 
     
GPS measures of busway use and change in activity space features   
  Week:     
    Use of busway None None New Continued 
    Change in activity space size Decrease Increase Decrease No change 
    Change in activity space shape No change Less compact No change Less compact 
     
  Weekday:     
    Use of busway None None New New 
    Change in activity space size Decrease No change Increase Increase 
    Change in activity space shape No change More compact More 
compact 
No change 
     
  Weekend:     
    Use of busway None None None Continued 
    Change in activity space size Decrease Increase Decrease No change 
    Change in activity space shape More 
compact 
Less compact No change More 
compact 






















Figure 5.13: Maps of weekday and weekend activity spaces for participant 3 
Contains OS data © Crown copyright and database right 2019
Panel A: Weekday activity space Panel B: Weekend activity space 
Used entire northern stretch of 
busway to commute via bus or bicycle 
during phase 4. Mode of travel was 
dependent on weather conditions 
“The alternative of the bus… is 
essential. If… I had to cycle every day, 
I wouldn’t have chosen that house. 
That’s just too far to have to do it.” 
Moved to St Ives between phases 2 
and 4 of the study which affected 
length and route of commute 
Uses alternative bus routes to 
busway to travel to/from Cambridge 
“I can go on the regular bus, the guided bus 
or I can cycle, and I do a bit of all of them. 
Size and shape of activity 
space driven by long 
distance trip to London 
“I try and [cycle] several times 
a week… it really just depends 
what the weather’s like.” 
A14 
Please note that this figure has been redacted for online submission as it contains 
































Figure 5.14: Maps of weekday and weekend activity space for participant 4 
Contains OS data © Crown copyright and database right 2019  
Panel B: Weekend activity space 
Captured occasional use of northern 
stretch of busway at phase 4 
Alternative route to/from Cambridge 
used at both phases 2 and 4 
“Generally I drive from the village where I live… to 
where my partner works in Cambridge… then I 
walk to the Addenbrookes site.” 
Panel A: Weekday activity space 
Busway used for leisure 
at both phases 2 and 4 
“We’ll often use the busway at 
weekends to cycle on” 
“It’s brought a lot of positives in terms of the cycle 
way along it… there are a lot of nice little nature 
reserves that you can access… I think the busway 
has made that more accessible to people” 
Please note that this figure has been redacted for online submission as it contains 





Topic 1: Patterns of busway use 
After the opening of the busway, both the northern and southern sections of the route were 
used as alternative routes for commuting by participants 3 and 4. Rather than reporting a 
regular mode of travel, both the interview and GPS data for participant 3 show how a range of 
travel options to make the journey between St Ives and Cambridge were available to them. 
Participant 3 described how they switched between modes; travelling by guided bus or bicycle 
along the busway and the regular bus along the A14. Figure 5.13 shows how participant 3 
started to use the busway at phase 4. In Panel A, the weekday activity space for phase 4 shown 
in green captures the participant’s new commute route into Cambridge after relocating from 
Histon to St Ives. The route includes the entire northern stretch of the busway and use of an 
alternative route along the A14 to make the same journey is also shown. Their interview data 
corroborates this:  
“I can go on the regular bus, the guided bus or I can cycle, and I do a bit of all of them” 
[Participant 3, 44 years] 
In Figure 5.14, use of the northern stretch of the busway is captured for participant 4 for both 
weekdays and weekends. In contrast to participant 3, participant 4 described how they 
typically drive into Cambridge during the week and then walk from a free parking space to 
their workplace: 
“Generally I drive from the village where I live, approximately 25 miles away… to where my 
partner works in Cambridge, and he has free parking there… then I walk to the Addenbrookes 
site” [Participant 4, 42 years] 
This regular pattern of travel is shown in their GPS data (Figure 5.14, Panel A) through use of 
the A14 at both study phases. The participant also described how they occasionally use the 
busway to cycle or walk along for commuting purposes, which may be reflected in their 
weekday activity space at phase 4, and regularly use the busway to walk or cycle for leisure at 
weekends which is captured clearly in Panel B. 
 “Occasionally if my partner’s not working then I will park at the Trumpington Park and Ride 
and then I’ll walk along the Guided Busway route through the fields” 
“we’ll often use the busway at weekends to cycle on” [Participant 4, 42 years] 
Although participant 2’s activity space did not intersect the busway, they reported new use of 




similar to participant 4, they described how the have used the busway to cycle along for 
leisure. 
“the Vespa is my main mode of commuting, particularly if I need to go into town… I have a 
wholly unsuitable bike for commuting” 
“I have [used] the north route, and maybe cycled five miles… it’s good to do time trials on it” 
[Participant 2, 31 years] 
The only participant who did not report or record any use of the busway lived in a rural area, 
had two cars in the household and did not actively commute due to health reasons (participant 
1). After falling unwell, they switched from using the local bus service to driving. 
“when I first started the study I was taking the bus… [then] I had a car parking pass for the 
duration of my illness” [Participant 1, 63 years] 
Topic 2: Reasons for use and non-use 
The GPS and interview data shed light on the reasons for use at particular times or for 
particular purposes. New weekday use of the busway captured in Figure 5.13, Panel A by 
participant 3 was driven by their new route to work after relocation. Travel from St Ives into 
Cambridge was not previously required, however, the presence of the busway and 
convenience of travel routes influenced their choice to relocate.  
“Because I don’t drive, moving house and transport… had to be combined… We could have a 
bigger house that we could afford and… we looked into the alternatives for commuting and 
they were OK from St Ives” [Participant 3, 44 years] 
The weekday use of the busway was dependent on the convenience of the guided bus. The 
quality and cleanliness of the guided buses were recognised, however, barriers to use were 
also revealed. Due to irregular times or incoherence with the local buses, both local buses and 
the busway were used by Participant 3, as shown by their activity space. The participant 
described concerns over operating times and busyness of the guided bus service which was 
corroborated by Participant 1 who, despite living close to the busway, described how they 
would use the local bus over the guided bus to support local services. Whether the busway 
was used was often therefore influenced by alternative options available, or lack of. 
 “If you’re at the Park and Ride and you try and get a bus at the Park and Ride at 7.30 in the 
morning, some of the buses are very full. And by the time they get to Longstanton, you know, 




“[the local bus is] a good service and I know the people on it and you get to know the drivers 
and it’s just a friendly atmosphere, so I would consider that before taking the Guided Bus” 
“I want to get in [work] early and the one [guided] bus that starts that time to get me here is 
always full… and also I do like to support local firms” [Participant 1, 63 years] 
The mode of travel used on the busway (Figure 5.13) was also dependent on weather 
conditions, with participant 3 choosing to cycle for enjoyment and efficiency when the 
weather suited. The participant also noted that they were only able to cycle the long distance 
shown by their activity space due to shower facilities available at their workplace.  
“I quite like cycling, so the distance isn’t so bad. I mean, I try and do it several times a week… 
it really just depends what the weather’s like.” 
“the cycle path by the side of the busway is the quickest route. And it’s quite nice for cycling, 
you know. It is black tarmac all the way and is flat.” 
“The only reason I can [cycle] and do that distance is that we do have facilities at work… if there 
wasn’t a shower there, I wouldn’t even contemplate it.” [Participant 3, 44 years] 
The intention to cycle via the busway in good weather was echoed by participant 4 despite the 
long commute, which may explain the use of the busway captured in Figure 5.14, Panel A. The 
quality of the cycle path and directness of route was appraised for pleasant cycling and 
reducing travel times. In Panel B, participant 4’s GPS trace at phase 4 of the study showed a 
deviation from the busway to local nature reserves. The participant welcomed the access to 
local nature reserves that the busway provided which they walked through at weekends after 
the busway opened. 
 “…it’s a 50 mile round cycle ride so the weather conditions have to be perfect and I have to be 
full of energy… but it’s really nice cycling along the busway”  
“it’s brought a lot of positives in terms of the cycle way along it, access to various wildlife areas 
that I wasn’t aware of before the busway, certainly around St Ives, there are a lot of nice little 
nature reserves that you can access… I think the busway has made that more accessible to 
people” [participant 4, 42 years] 
Topic 3: Potential displacement of activity and take up of new activity  
Using the GPS data, the weekday activity spaces increased for both participants who used the 
busway during the period of monitoring. Figure 5.13 and Figure 5.14 show how both 
participants used the busway at phase 4 in addition to alternative routes used at phase 2, to 
travel to and from the north of Cambridge to the city centre. Participant 3’s weekend activity 




B). In contrast, there was no change for the size of participant 4’s activity space as they used 
the busway path before the busway opened in 2011 and continued to use the busway for 
leisure at weekends during phase 4 (Figure 5.14, Panel B). 
The interviews revealed that the use of the busway captured in Figure 5.13 and Figure 5.14 
allowed for active commuting or walking or cycling for leisure to be undertaken in a new space. 
Most participants discussed the personal importance of physical activity with some preferring 
to be active during leisure time whilst others described how they could incorporate it into their 
habitual routines. 
“the bicycle is a… really good exercise thing, and it’s a very good enjoyment thing, but going 
into the city centre, the enjoyment is cut out” [Participant 2, 31 years] 
“I use my commute as part of my exercise strategy, really. It saves me having to go to the gym. 
The gym’s OK, but when the sun’s shining I prefer to be out on my bike and exercising that way” 
[Participant 3, 44 years] 
The distance of commute shown in Figure 5.13 and Figure 5.14 for participants 3 and 4 are too 
long to walk although the possibility to use the busway and incorporate mixed modes of travel 
into the commute, including walking and cycling, was acknowledged. However, concerns 
about carrying items as well as security and locking up bikes near the busway were raised 
which limits the desire to use the guided bus and cycle. 
“There’s a health and safety issue with transporting carbon dry ice which on certain public 
transport we wouldn’t, the Trust… doesn’t have the necessary insurance” [Participant 2, 31 
years] 
“I’d… consider driving part of the way. Just for convenience… [for] carrying thing.” 
“I don’t think the security at any of the stops along the way is good enough to really leave my 






5.4.1 Principal findings 
Divergent findings for different temporal measures of activity spaces were observed in both 
the quantitative and qualitative data. In general, weekday activity spaces appeared larger than 
weekend activity spaces and showed a mean increase in size following the opening of the 
busway.  
Exploratory quantitative analysis indicated that the size and shape of activity spaces, and how 
these changed in response to the intervention, varied according to urban-rural status, car 
ownership, and available travel options. Weekday activity spaces for rural dwellers were larger 
and less likely to change in size compared with urban dwellers, and weekday activity spaces 
for non-car owners were more compact than car owners’ but more likely to change in shape 
and size over time. Living further from the busway was also associated with a lower likelihood 
of increasing the size of weekday activity spaces. The combination of mapped GPS traces and 
interview data revealed that the busway was used as a new space for walking and cycling for 
both commuting purposes and leisure. 
5.4.2 Comparisons with existing evidence 
Differences were observed for urban and rural dwellers, with participants living in rural areas 
typically having larger weekday activity spaces and being less likely to change the size of their 
activity space in response to the intervention. The size of activity spaces may be reflected in 
the need for rural dwellers to regularly travel greater distances to access services and 
workplaces. This aligns with existing evidence in the literature that suggests access to more 
urban environments is associated with smaller activity spaces [168], [178], [180].  
Non-car owners tended to have more compact weekday activity spaces but were more likely 
to change the shape and size of their weekend activity spaces over time. This may be reflected 
in a propensity to change travel behaviours. For example, a longitudinal study of a UK sample 
which showed that 91.4 % of participants who commuted by car continued with the same 
mode of travel over the course of a year [258] and a study of students in Northern Ireland 
showed that that majority of car owners chose to commute by car [171]. Although a previous 
study of the Commuting and Health in Cambridge dataset showed a reduction in the 
proportion of trips made entirely by car [251], when considering car ownership and the 
responses of interviewees in my study, those who travelled by car or scooter continued with 




their commute to frequently incorporate the busway. This corresponds with a previous study 
that found activity spaces to be sensitive to the accessibility of public transport and car 
ownership [164], although there are few other studies on the topic. 
Participants who lived furthest from the busway were less likely to increase the size of their 
weekday activity spaces. Intuitively, those participants may be less likely to make a change to 
their travel patterns in response to the opening of the busway due to its inaccessibility and 
reduced desire to incorporate its use. Distance from home locations to interventions has 
shown to be an important factor in determining use and having an effect on behaviour in 
previous studies [171], [176], including a study of the same dataset [249]. However, the 
individual profiles showed that the participants with GPS-measured use of the busway 
incorporated it into their mobility patterns, irrespective of how far they lived from an access 
point. Those participants not only used the busway but also alternative routes when perceived 
to be more favourable or convenient, which contributed to a larger activity space post-
intervention. The two GPS-measured users of the busway lived in towns and villages and a 
previous study found effects of the busway to be stronger for individuals living in such areas 
[249]. Similarly, Kamruzzaman and colleagues found that participants living furthest from a 
transport intervention were less likely to use its service in the evening, not because the service 
itself was inaccessible, but because they were less inclined to make long trips at this time [171]. 
This highlights distinct patterns of behaviour within groups of participants, the complexity in 
promoting use of an intervention for all individuals and the importance of context.  
The qualitative evidence confirmed that the busway provided a new space for travel and 
physical activity for some participants. Its use may therefore contribute to achieving 
recommended levels of activity with participants using it for both passive and active 
commuting, and walking and cycling for leisure [175], [176], [254]. Previous studies, including 
those of comparable walking and cycling infrastructure projects around the UK, have shown 
that increases in active travel are commensurate with increases in overall physical activity 
without compensating levels of recreational physical activity [253], [259]. However, regular 
and sustained use of the busway for physical activity may be challenging with issues regarding 
security for bikes and the provision of showers at workplaces identified as barriers to use, 
alongside poor provision of lighting highlighted in an existing study [248]. At present, it is 
unknown whether changes in spatial patterning of movement to incorporate the busway 




elsewhere. Changes in the spatial patterning of physical activity are therefore explored further 
in Chapter 6. 
5.4.3 Strengths and limitations 
This is one of the first studies to use a longitudinal study design to evaluate changes in use of 
space after an intervention, and to use the concept of the activity space to achieve this 
understanding. Using an experimental design, it was possible to approximate a true change in 
transport infrastructure and provide interpretations of possible effects [54]. Comparisons 
were also drawn with other studies of the same and similar interventions to position findings 
in the context of related outcomes. 
Although the sample size was small, the dataset provided an example of how a strong study 
design with a range of concurrent measures can mitigate issues of inferring causality from 
conventional regression analyses alone [260], [261]. From the outset of the study it was 
apparent that relying on quantitative data and statistical models was not appropriate. For 
example, focusing on effect sizes would have done little to strengthen causal inference and 
would not have provided insight into the role of the busway in facilitating potential changes in 
behaviour. Instead, due to the strength of the research design, it was possible to draw on 
quantitative and qualitative data and employ distinct and complementary methods to 
investigate how the use of an intervention may drive changes in spatial patterning of mobility. 
A detailed descriptive analysis of change in activity spaces was performed. This provided a 
basis for analyses in Chapter 6 which focuses specifically on suitability of methods to measure 
changes in the location of physical activity. As the aim of the study was exploratory, the 
quantitative results were sufficient in providing insight into potential changes in travel 
behaviour. A key strength of the study was the ability to supplement quantitative results with 
interview data and visualisations of spatial information. In doing so, detailed case-based 
information was provided and triangulated with descriptive results to afford a stronger, more 
contextual package of evidence [262]. Qualitative data was used in this study to provide 
possible causal explanation and to identify potential mechanisms for change. For example, it 
was possible to ascertain that the busway provided an alternative route for commuting, an 
additional space for leisure activity, and a new route for accessing greenspaces which may lead 
to potential changes in physical activity and wellbeing. Exploring individual case studies 
therefore allowed for potential pathways and assumptions made from the quantitative results 




The use of GPS data allowed all locations visited over the course of a week by each participant 
to be objectively measured. It was therefore possible to derive activity space metrics which 
assessed the geographical extent of mobility and to objectively measure whether an 
individual’s GPS trace intersected the busway. Visually inspecting GPS traces against the 
mapped route of the busway accounted for potential issues with signal stray and accuracy of 
GPS receivers, meaning no users were identified as false positives. However, investigation into 
changes in specific routes taken before and after the busway opened was limited to the four 
participants with interview data. Additionally, using data from 4 to 7 days of GPS wear 
captured a narrow temporal window of participants’ mobility. In doing so, behaviours 
undertaken and locations visited less regularly or in different seasons may not have been 
included in the activity space metrics. Irregular trips captured in the week of GPS data 
collection may also have obscured more general behaviours. However, a sensitivity test 
performed in Chapter 5 comparing the outcomes of mean and total space sizes showed no 
significant differences, suggesting this effect may be small. 
A difficulty with experimental studies is often the reliance on discrete pre and post measures 
of an intervention to categorise exposure. The use of GPS data within this study showed that 
participants accessed the busway path at phase 2 before the busway opened. This highlights 
the challenges with evaluative studies in real world settings where there is a lack of clean pre 
and post measures and potential unintended consequences in studies of similar interventions. 
I overcame this to some degree by categorising busway use as new, continued, former, or 
none, and comparing findings with self-reported results which may capture more occasional 
use. However, this meant that the number of participants in each group was small. The results 
are therefore exploratory rather than definitive and conclusions and implications take this into 
account. 
The sample was not generalisable to the UK or the local population, with an over-
representation of women, high levels of education, and a high prevalence of cycling at baseline 
compared with the rest of the UK [245]. However, there are other places in the UK, such as 
Oxford, with similar populations where results may be applicable. Qualitative data were 
analysed for only four participants, none of whom lived in Cambridge. However, 
sociodemographic characteristics and travel behaviours of the sample were heterogeneous. 
Individuals were also included who intuitively would be more likely to change travel routes to 





5.4.4 Future research 
The findings show that changes in the shape and size of activity spaces were divergent across 
different groups of participants and were sensitive to exposure to and use of the busway. 
Future research could aim to locate and quantify changes in physical activity to understand 
whether a change in mobility patterns is due to use of the busway, or other interventions, and 
whether physical activity increases, decreases or is substituted in a new location. This will be 
the subject of the next chapter. 
I have shown that the methods developed and adopted in this study, including the cleaning of 
data, derivation of activity spaces, and combination of spatial and qualitative data could be 
used and further developed in the context of observational cross-sectional, longitudinal and 







Chapter 6  
 
Changes in physical activity in response to a built environment 
intervention: evaluating the applicability of geospatial analysis 
methods 
6.1 Introduction 
Changes to the physical environment have the potential to affect physical activity behaviours 
and health at the population level. Chapter 5 explored how use of space changed after the 
opening of the Cambridgeshire Guided Busway using a combination of questionnaire, GPS and 
interview data. Findings suggest that some individuals’ spatial patterning of movement 
changed to incorporate the busway. Specifically, the busway provided a new space for active 
and passive commuting, and was used in addition to alternative routes for the same journey 
over the course of a week. The busway was also used as a new location for walking and cycling 
for leisure and provided access to greenspaces which were previously inaccessible.  
However, the previous chapter focused on spatial mobility patterns and did not provide any 
information on changes in levels of physical activity. It is therefore unknown whether new 
walking or cycling taking place on the busway results in increases in total physical activity, 
whether it substitutes another type of activity, or whether it is spatially displacing walking or 
cycling from elsewhere. Investigating the potential spatial displacement of activity through the 
use of the busway helps to strengthen the basis for causal inference by providing more weight 
to the increases in physical activity that have been observed in previous evaluation papers 
[251]–[253]. 
6.1.1 Chapter overview 
This chapter explores the potential of different geospatial analysis methods for visualising 
changes in spaces used for physical activity, and how physical activity accrued on the busway 





6.1.2 Background: Geospatial analysis of physical activity 
Geospatial analysis methods help to improve understanding of the geographic patterns of 
specified outcomes or exposures and have been widely applied in environmental 
epidemiology. A suite of methods is available to visualise spatial and spatiotemporal data. For 
example, hot spot and spatial cluster analysis has been used to identify areas with a high 
concentration of outcomes, including the prevalence of chronic diseases, such as breast cancer 
[263], [264], and communicable disease outbreaks, such as malaria and tuberculosis [265]–
[267]. When presented alongside information about the local environment, it is possible to 
explore outcomes in the context of risk factors and characteristics of the environment 
pertaining to specific locations [268] and, as demonstrated by John Snow’s antecedent study 
of the Broad Street pump, provide insight into where to direct interventions geographically. 
In the field of physical activity, the integration of spatial and temporal data has long been 
recognised as important for representing and understanding travel and activity patterns [269], 
[270]. Technological developments have led to the increasing integration of GPS, 
accelerometry, and GIS to investigate relationships between the environment, space, and 
activity-related behaviours [69], [155], [271]. However, studies that combine these data 
typically employ rudimentary spatial techniques. A recent review showed that the primary 
application has been to quantify physical activity by the domain or environment in which it 
occurs [69] without mapping the range of spaces visited and where time is spent active. This 
approach is useful for describing the types of environments used for physical activity but 
provides no information on the spatial distribution of activity, the accessibility of spaces, or 
the compensation of time spent active in some locations relative to others. Similarly, in the 
review in Chapter 3, studies which derived walking or MVPA-specific activity spaces for 
individuals typically quantified and investigated environmental characteristics experienced 
during the specified activity, without identifying key locations in which physical activity occurs. 
Intuitively, when modifying the environment it is useful to understand not only which types of 
environments are conducive to activity, but where changes should be made and how the 
spatial patterning of activity is affected following such changes. 
There is some evidence of physical activity studies using geospatial analysis methods to 
identify clusters of physical activity at the population level. Some use hot spot analysis to 
locate popular walking routes or neighbourhoods where the prevalence of physical activity is 
high [272]–[274] or kernel density estimation (KDE) to identify potential opportunities for 




pre-cursor for generating evidence of causal relationships between the built environment and 
physical activity whilst providing examples of how to apply spatial analysis methods. 
Intervention studies which map data at multiple time points build on this by analysing whether 
a particular new space is used and how this affects the location and levels of overall physical 
activity [277], [278]. However, these types of studies are few and the application of techniques 
to geovisualise these data and perform analysis is in its relative infancy.  
To date there has been heterogeneity in the geospatial analysis methods that have been 
employed to locate physical activity and the rationale for the methods chosen is often unclear. 
Despite the importance of temporal data in understanding activity patterns being well known 
[269], [270], [279], there is a dearth of longitudinal study designs and integration of temporal 
information [69], [142], [155]. Some studies have used 3D imagery to illustrate spatial 
concentrations of travel modes by times of day [280], [281] but the presentation of this data 
must be carefully considered to allow for meaningful comparisons. Although few studies 
measure and assess longitudinal changes in locations of physical activity, lessons can be learnt 
from fields such as ecology where gridded maps have been overlaid and subtracted from one 
another to measure absolute changes in type and coverage of land use over time [282], [283]. 
These methods are useful for performing calculations on location-specific data and measuring 
rates of change in locations of interest. 
There is therefore a need to test and refine geospatial analysis methods used to locate physical 
activity and understand their technical and conceptual strengths in relation to different 
research questions and causality [67], [68], [152].  
6.1.3 Aims and scope 
Building on methods used to assess changes in spatial patterns of movements and use of space 
after the opening of the Cambridgeshire Guided Busway presented in Chapter 5, this chapter 
aims to investigate how locations of physical activity changed. Due to the small study sample 
size, this study does not aim to be definitive. Rather, the feasibility of different spatial analysis 
methods are reviewed by piloting them on the available data with the view of being able to 
roll out the most applicable in larger datasets or cohorts where GPS data is being collected 
alongside behavioural and health outcomes. The chapter also seeks to identify and quantify 
physical activity which occurred on the busway and explore whether it could have contributed 







Data were used from phases 2 and 4 of the Commuting and Health in Cambridge Study, as 
detailed in Chapter 4, Section 4.2.1. In brief, participants in the cohort were invited to take 
part in objective activity monitoring by wearing physical activity and GPS devices. Physical 
activity devices and GPS receivers were issued at a visit made by participants to the research 
institute. Participants were instructed to wear the devices simultaneously for seven 
consecutive days [89]. The physical activity devices were worn constantly and for all activities 
as they were waterproof and attached directly to the skin. In contrast, the GPS devices were 
worn on an elastic waist belt.  
GPS devices (Qstarz [BT-1000X]) were set to collect data at 5 second epochs at phase 2 and 10 
second epochs at phase 4 of the study. This change was made in order to preserve battery life 
and reduce the burden for participants through device charging. Phase 2 was the first phase 
of data collection where GPS data were available and phase 4 was the first complete phase of 
data collection when the busway was formally opened. The methods used to clean the GPS 
data were described in detail in Chapter 4. These were used as the basis for locating physical 
activity. 
Physical activity was assessed using combined heart rate and movement sensors (ActiHeart, 
CamNtech, Papworth, UK). The ActiHeart records a measure of physical activity energy 
expenditure and has been shown to be a valid and reliable tool, particularly for measuring 
activities such as cycling, which are often not detected by wrist-worn accelerometers [284]. 
ActiHeart devices were set to record activity at 60 second epochs at both phases 2 and 4 of 
the study. Calibration based on age, sex, and sleeping heart rate has previously been 
performed on a sample of 51 adults in the Cambridge area [285] and therefore the group 
calibration equation was applied and no individual calibration was used.  
For inclusion in this analysis, participants were required to have repeat ActiHeart and GPS 
measures at both phases of the study (pre and post-intervention) which created a potential 
sample of 72. As the purpose of the study was about assessing feasibility of methods and 
exploratory analysis, participants who moved home or work were included in the final sample 





6.2.2 Data pre-processing 
6.2.2.1 Matching ActiHeart and GPS data 
ActiHeart data points were matched to the closest recorded GPS location based on date and 
timestamp through a combination of Activity Data Analyser (ADA) software developed at the 
University of East Anglia and manual checks in STATA. 





01/06/2010 11:12:00 01/06/2010 11:14:43 163 1 
01/06/2010 11:13:00 01/06/2010 11:14:43 103 1 
01/06/2010 11:14:40 01/06/2010 11:14:43 3 1 
01/06/2010 11:14:45 01/06/2010 11:14:48 3 2 
01/06/2010 11:14:50 01/06/2010 11:14:53 3 3 
01/06/2010 11:14:55 01/06/2010 11:14:58 3 4 





Figure 6.1: Example of time-matched ActiHeart and GPS data 
Periods of non-wear recorded by the ActiHeart were dropped prior to data-matching. As the 
epochs used for data collection differed between ActiHeart and GPS and between phases for 
the GPS data, data collection epochs were input as parameters into the ADA interface. Dummy 
times between each ActiHeart timestamp were generated by ADA to match the shorter time 
intervals in the GPS data so no GPS data were lost (Figure 6.1). The physical activity estimate 
created for each newly imputed time was the same as that recorded at the previous ActiHeart 
timestamp. 
Data were cleaned in order to ensure good quality matches were achieved. Data points were 
removed if time differences between the matched ActiHeart and GPS data were greater than 
60 seconds or if duplicate GPS points existed. In the case of the latter, the ActiHeart value from 
the closest matched time was retained (Figure 6.1). Eastings and northings associated with 
each GPS data were retained in the dataset and used to plot points in ArcGIS.  
Using adapted versions of the Python functions in Appendix C, total wear time of both devices 
was calculated for each day, and each participant. In line with inclusion criteria used in 
Chapters 4 and 5, days with fewer than 8 hours of wear time were excluded from the analysis. 
Dummy times generated between 
original ActiHeart timestamps (shown 
in bold) to match GPS time intervals 
Data deleted due to time 
differences greater than 
60 seconds 





Participants were retained based on the same total week criteria used in Chapter 4 of at least 
3 weekdays and 1 weekend day (Table 4.4). This approach was chosen as I was interested in 
the broader patterns of physical activity over weekdays and weekends and the capabilities of 
different geospatial methods, not in describing detailed within-individual changes in temporal 
patterns. 
6.2.2.2 Physical activity measures 
A metabolic equivalent (MET) is the ratio of energy expended during activity to the rate of 
energy expended at rest [286], and was recorded by ActiHeart devices. One MET is a measure 
of energy expenditure at rest. Activity at 2 METs therefore requires twice the energy used 
when at rest [287].  
MVPA has been shown to confer health benefits in line with recommended guidelines [4] and 
has been estimated using a threshold of 3 METs in previous studies of adults [251], [288], 
including those of the same sample. Based on the value of METs recorded by the ActiHeart 
and assigned to each GPS data point, a binary variable was created to indicate whether the 
participant was in MVPA (above 3 METs) at each data point or not. The amount of time spent 
in each episode of MVPA (time spent continuously above 3 METs) was also calculated using 
adapted versions of the CreateIndex and SegmentTotal functions I wrote in Python to clean 
GPS data in Appendix C. These two variables were used to create population maps of MVPA. 
To investigate changes in levels of physical activity between study phases, I first created a 
relative measure of time spent in MVPA by calculating the percentage of total device wear 
time spent in MVPA for each participant at phase 2 and phase 4 separately. The relative 
measure of MVPA at phase 2 was then subtracted from the relative measure at phase 4 with 
a positive outcome indicating an increase time spent active and a negative value indicating a 
reduction in time spent active. Based on the distribution of the data and the logic used in 
Chapter 5 to assess changes in activity spaces (whereby some change is almost inevitable 
because it is unlikely that a participant would record exactly the same level of physical activity 
over a 7 day period, 2 years apart), tertiles were used to categorise time spent in MVPA into 
categories of increase, decrease, and no substantial change. 
6.2.2.3 Quantifying physical activity on busway 
Using a 20 m buffer of the busway in ArcGIS and identifying all GPS points located within it, 
the total time spent in MVPA on the busway was estimated. This was translated into a relative 




phase 2 were subtracted from those at phase 4. Due to the large number of participants who 
did not change their time spent in MVPA on the busway, tertiles were not appropriate. Instead, 
change was categorised based on relative measures where; (i) those with negative change 
values decreased MVPA on the busway, (ii) those with change values of zero stayed the same, 
and (iii) those with positive change values increased time in MVPA. 
6.2.3 Geovisualisation: population-level maps 
Due to the small sample size, it was not appropriate to investigate whether exposure to or use 
of the busway was associated with within-individual changes in physical activity. Instead, valid 
data points from each participant were merged into a single dataset for the sample. Drawing 
on previous experience of using the ArcGIS suite to visualise spatial data, I generated four types 
of population maps to test the suitability of different methods and to visualise shifts in the 
spatial patterns of physical activity. The methods chosen reflected methods previously used in 
studies which have aimed to locate physical activity and health outcomes [272]–[276]. Rather 
than reviewing all potential geovisualiation methods, I chose methods that ranged in approach 
and processing power in order to understand the types of processes that may be feasible for 
identifying locations used for physical activity by a sample.  
All data were clipped to the study area (30 km of Cambridge city centre) for data manageability 
and to capture likely commuting behaviours and use of the busway.  
6.2.3.1 Point-to-raster 
Raster data is a type of gridded data where each cell is assigned a value [289] and can be 
created in a number of ways. In this case, each cell represented a measure of physical activity, 
using either a binary or continuous value. All GPS point data were aggregated to a raster 
format using the ‘Point to Raster’ tool in ArcGIS. Two raster maps were created, as visualised 
in Figure 6.2, using this relatively simplistic approach to create a direct representation of point 
values using limited processing power. The first represented locations where any MVPA had 
or had not occurred based on the binary MVPA variable of all points located within a cell. The 
second provided graded maps of mean minutes spent in MVPA episodes.  
Initially, a large cell size of 500 m was tested, based on the maximum distance that could be 
travelled between GPS points, as described in Chapter 4, Section 4.2.4.3. The output was useful 
for testing the methods, however, it appeared too coarse to detect walking and cycling 
behaviours in relation to the busway. A cell size of 10 m, based on distances travelled whilst 




large amount of processing power. After consideration, a cell size of 50 m was used which 













Figure 6.2: Binary (a) and gradient (b) point-to-raster map method 
As mean minutes spent in MVPA episodes comprised both a spatial and temporal element, I 
also generated a 3D transect by interpolating surface values of time spent in MVPA data to 
polylines of the route network.  
6.2.3.2 Spatial autocorrelation 
Spatial autocorrelation techniques can be used to reveal groupings of points based on their 
value and location in relation to neighbouring points. Two approaches to identify 
concentrations of values were tested: hot spot analysis and cluster analysis. Both are 
complementary in their capabilities, however, cluster analysis identifies outlying points where 
values of surrounding points differ. For the purposes of this analysis, I therefore used hot spot 
analysis to measure concentrations of MVPA points, and spatial clustering to measure 
concentrations of long episodes of MVPA, and locations of outlying episodes. 
Hot spot analysis 
Maps showing the statistically significant locations of physical activity were derived based on 
the binary MVPA variable. To identify hot spots of MVPA, the Getis-Ord Gi* statistic score was 
calculated for each data point using the Hot Spot Analysis tool in the ArcGIS suite. The tool 
works by evaluating each point in the context of its neighbouring points and identifies where 
GPS point 
Cell value = 1 if at least one point in cell is > 3 METs 
Cell value = 0 if all points are < 3 METs 
No data 
GPS point 
Cell value = category of mean minutes of 
MVPA episode for all points in cell 
No data 
Busway 
MVPA value extrapolated from raster cell to 





concentrations of points with high values exist. As erroneous spatial outliers have been 
removed in the GPS data cleaning process (Chapter 4), all points were considered of interest 
and so the default fixed distance used to assess neighbouring points was used for both study 
phases. Points within the fixed distance were weighted equally and those outside had no 
influence on the calculations. The Gi* statistic returned for each feature in the dataset is a z-
score. All points with the highest significant positive z-scores, indicating the most concentrated 
groupings of MVPA (hot spots), were aggregated into polygons. 
Spatial cluster and outlier analysis 
Using the cluster and outlier tool in ArcGIS, I calculated the local Moran’s I value for each GPS 
point, based on the continuous value of minutes spent in an episode of MVPA. This statistic 
identifies locations where high and low values are clustered and anomalous areas where 
outlier high values are surrounded by primarily low values. As with the hot spot analysis, the 
fixed distance band was used to assess neighbouring points. Significant points with high values 
were aggregated into polygons to represent locations where the longest episodes of MVPA 
occur. I also created polygons of outlying points to represent locations where anomalous long 
episodes have been recorded amongst areas typical of little or no MVPA. 
6.2.3.3 Kernel density estimation (KDE) 
Kernel estimation was used to create density surfaces of physical activity locations for each 
study phase. Kernel estimation calculates the density of points by first fitting a smoothed 
surface (kernel surface) over each GPS point (Figure 6.3). The number of kernel surfaces that 
overlap the centre of each cell are then summed to create a value of density (kernel density 
estimation) in each cell of the map. 
Density maps were created for the binary measure of any MVPA and the continuous measure 
of time spent in MVPA episodes. For the binary measure, the kernel surface for each GPS point 
where MVPA was recorded equated to 1, as illustrated in Figure 6.3. For example, if the kernel 
surface of 3 GPS points overlapped the centre of a cell, the kernel estimation for that cell would 
be 3. The kernel density map of MVPA episodes is weighted by the minutes spent in each 
episode. For example, if 2 GPS points were located in a cell, one with a value of 3 minutes and 
another with a value of 8 minutes, the kernel surface of each point would represent the 
number of minutes and the kernel density estimation value would sum these, equating to 11. 









Figure 6.3: Kernel density estimation method 
 
6.2.4 Applicability assessment 
Data are presented and interpreted to highlight potential changes in locations of physical 
activity shown by each output map. For each method, the technical challenges, practicality, 
and ability to answer my research questions were reviewed narratively. 
6.2.5 Descriptive analysis 
To investigate how physical activity on the busway contributed to overall levels of physical 
activity, descriptive analysis was performed using the relative measures of physical activity 
outlined in Section 6.2.2. The analysis was designed to complement the geovisual outputs by 
quantifying within-individual changes in the location and level of physical activity. 
Due to the small sample size, regression analyses were not considered appropriate for this 
study. 
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6.3 Results  
6.3.1 Mapping results 
Valid matched data were available for 53 participants and used to derive population-level 
maps of physical activity in the study area. Each type of map is represented in Figures 6.4 to 
6.8. Maps are annotated and key sections highlighted to demonstrate possible key findings 














Figure 6.4: Binary point-to-raster maps of MVPA at phases 2 and 4 of the Commuting and 
Health in Cambridge Study   
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The binary point-to-raster maps in Figure 6.4 provide a simple measure of locations in which 
MVPA occurred. The values represented are not weighted by neighbouring points and do not 
account for the density of points measured in each cell, which may indicate the frequency of 
use or time spent active. Comparing the outputs for phases 2 and 4 of the study, a clear uptake 
of MVPA is measured on the busway and on attributing roads to the northern section of the 
busway. MVPA is typically recorded on route networks, however, some routes do not record 
any MVPA at all suggesting they favour more passive modes of travel. Some MVPA is recorded 
in small clusters which may be representative of residential or workplace locations, as shown 
near the science park. A large cluster of MVPA is shown in Cambridge at both phases which is 
likely indicative of the large number of people walking or cycling through the city centre. 
Interestingly, some MVPA is recorded on the A14 trunk road at both phases where the most 
suitable modes of travel are passive. This may be due to the use of a motorbike or scooter 
which requires some exertion and involves movements and vibrations that might be captured 
by the ActiHeart. 
Graded raster maps build on the binary maps by representing where MVPA occurred and the 
mean time people in that location were continuously active for. The average time spent in 
episodes of MVPA was less than 5 minutes in most locations where MVPA was recorded (not 
shown). In Figure 6.5, I therefore focus on new use of the busway at phase 4 (Panel A). Episodes 
of more than 10 minutes were recorded in the most northerly section and in nature reserves 
accessible from the busway, as identified from the analysis of individual profiles in Chapter 5. 
As with the binary maps, due to the point-to-raster approach used to create these visual 
outputs, it is unknown whether these observations of MVPA are representative of a number 




























Figure 6.5: Point-to-raster gradient map and 3D transect of mean minutes spent in episodes of MVPA along the busway 
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Panel A: Gradient raster (Phase 4) 
 
Panel B: 3D transect (Phases 2 and 4) 
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Values from the graded point-to-raster maps have been extruded along the busway in the 3D 
transect (Figure 6.5, Panel B) to compare episodes of MVPA at phases 2 and 4 (shown in blue 
and green respectively). The transect shows some data were collected along the busway at 
phase 2, but little or no MVPA is shown. In contrast, data at phase 4 clearly show episodes of 
MVPA recorded along the whole length of the busway which are consistently longer than those 
at phase 2, as would be expected post-intervention. The longest episodes are recorded in the 
most northerly section which may be indicative of longer journeys made for most travellers 
using this section of the busway. For example, a participant cycling continuously from St Ives 
to Cambridge will record a longer episode of MVPA than a participant cycling from 
Longstanton, whose recording will lower the average time spent in an episode of MVPA. Some 
of the bus stops appear to coincide with shorter episodes of MVPA which may be due to 
participants exiting or entering the busway at these points, capturing the start or end of an 
episode. An alternative route along the A14 from St Ives to Cambridge is also illustrated for 
comparison, showing short or no episodes of MVPA. This suggests that the measures of binary 
MVPA shown along the A14 in Figure 6.4 were anomalous. Some peaks indicating longer 
episodes do appear close to St Ives and at cross-roads, possibly capturing MVPA on routes that 









Figure 6.6: Hot spot analysis maps of MVPA at phases 2 and 4 of the Commuting and 
Health in Cambridge Study  





Figure 6.7: Spatial cluster maps of mean minutes spent in episodes of MVPA 
Contains OS data © Crown copyright and database right 2019 
In contrast to the point-to-raster maps which do not account for neighbouring points, the 
spatial autocorrelation maps in Figure 6.6. and Figure 6.7 show the statistically significant 
locations where MVPA occurred at phase 2 and phase 4 of the study.  
In Figure 6.6, Cambridge city centre is identified as a significant hot spot for MVPA at both 
phase 2 (shown in blue) and phase 4 (shown in green). Some network routes and residential 
areas are highlighted as hot spots, although these locations are rarely consistent between 
phases. The busway is shown clearly as a new significant location for MVPA at phase 4, as are 
areas around access points in St Ives and Cambridge. Unlike the data presented on the point-
to-raster maps, concentrations of MVPA are only shown on some sections of the busway. 
The spatial cluster maps in Figure 6.7 complement the hot spot maps by illustrating significant 
locations where long episodes of MVPA occur. In contrast to the hot spot maps, the area in 
the city centre of Cambridge identified for long episodes of MVPA is much smaller with 
outlying clusters shown at phase 4 (shown in light green), suggesting the long episodes occur 
in a location where no MVPA or short episodes are most common. As with the hot spot 
analysis, some clusters are shown along network routes although these are much fewer and 
there doesn’t tend to be any long episodes in residential areas. Similarly, while some clusters 
are shown on the busway at phase 4, highlighting the new use of space for long episodes of 




the north of the busway and in the nature reserves near Fen Drayton correspond with those 
shown in the graded raster (Figure 6.5, Panel A), despite accounting for neighbouring points. 
 
Figure 6.8: Example output of kernel density map of MVPA at phase 4 of the Commuting 
and Health in Cambridge study (post-intervention) 
Kernel density maps were created to identify locations where the density of MVPA was 
greatest. However, the process was not suitable for identifying use of key infrastructure, such 
as the busway, from population level data. Figure 6.8 provides an example output from the 
kernel density estimation, favouring locations such as workplaces where participants spend 
the most amount of time (in the city centre and at the Cambridge biomedical campus). MVPA 
accrued when actively travelling is unlikely to be densely clustered due to the distance 
travelled and the relatively short time spent en route compared to that in a workplace. The 
outputs produced for both phases and outcomes were therefore similar and provided little 
information on how the location of physical activity changed over time. 
6.3.2 Strengths and limitations of geospatial methods 
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Table 6.1: Strengths and limitations of geospatial methods 
Geospatial method Interpretation Strengths Limitations 
Point-to-raster maps   
  Binary Locations of absolute 
measures of any MVPA 
Easy to determine whether specific location has been used for 
physical activity or not 
Simple to calculate differences between data at different 
study phases 
Low processing power required 
No weighting by number of people, frequency of visits, or time 
spent in locations 
Statistically non-significant locations - does not account for 
neighbouring points and cells and anomalous values are given 
equal weight 
Difficult to identify changes in spatial patterns 
  Gradient Average time spent in 
episode of MVPA across 
study area 
Easy to identify locations where episodes of MVPA are longest 
Temporal trends easily visualised in 3D transect 
Low processing power required 
Statistically non-significant locations - does not account for 
neighbouring points and cells and anomalous values are given 
equal weight 
Difficult to identify changes in spatial patterns 
    
Spatial autocorrelation   
  Hot spot analysis Significant locations where 
MVPA occurs 
Values of neighbouring points assessed 
Significant points can be grouped into polygon or raster maps 
Easy to identify and compare locations where MVPA is 
concentrated 
Additional steps required to create raster or polygon maps 
following calculation of clusters 
High processing power required 
  Cluster and outlier 
  analysis 
Significant locations where 
MVPA episodes are longest 
and where outlying long 
episodes exist 
Values of neighbouring points assessed 
Significant points can be grouped into polygon or raster maps 
Easy to identify locations where episodes of MVPA are longest 
Additional steps required to create raster or polygon maps 
following calculation of clusters 
High processing power required 
    
  Kernel density  
  maps 
Density of points where 
MVPA is measured, 
weighted by length of 
episode 
Weights locations by time spent in them and length of MVPA 
episodes 
Concentrated locations where most time is spent (such as 
workplaces) always favoured 
Locations of MVPA where points are less dense (such as route 
networks) not identified 
Less easy to interpret use of specific locations 






A strength of using point-to-raster maps is the low processing power and time required to 
produce outputs. Accordingly, it is possible to test different cell sizes and outcome variables 
to map, such as most frequent binary value in a cell or mean METs. However, as the point-to-
raster maps represent absolute measures, the locations of MVPA presented are not 
necessarily significantly different from surrounding points. For example, the spatial 
representation of population-level MVPA may be driven by a single participant which makes it 
difficult to observe generalised trends in the data. A key limitation of the point-to-raster maps 
which were created therefore lies in their interpretation. As neighbouring points are not 
considered when creating a cell value, anomalous values, such as those records of MVPA 
values shown on the A14 in Figure 6.4, receive equal weight to genuine clusters of MVPA. 
However, raster maps in general provide a useful format for performing calculations as a range 
of mathematical functions can be quickly and easily performed on overlaying cells from 
different layers of raster data. By creating graded raster maps from continuous data, it is also 
possible to extrude values and generate 3D transects. Transects provide a useful visualisation 
for comparing data from different time points or populations, particularly along route 
networks, and in the case of this analysis allowed for temporal data to be incorporated. 
In contrast to point-to-raster maps, the spatial autocorrelation maps highlight significant 
locations where MVPA and the longest episodes of MVPA take place, accounting for data from 
neighbouring GPS points. Anomalous values are therefore removed from the outputs. A 
strength of the cluster and outlier analysis is the ability to detect outlying long episodes of 
MVPA in locations where sedentary behaviour or short periods of MVPA is most common. 
With regards to the busway, this helps to shed light on whether active or passive travel is most 
prevalent. Both hot spot and cluster analysis maps showed concentrations of MVPA in very 
specific locations, such as routes or residential areas, highlighting the sensitivity of the 
calculation process and difficulty in making comparisons between two groups of data. 
However, the outputs were helpful for identifying new locations of MVPA and although I chose 
to aggregate significant points into polygons to represent clusters, smoothed polygons or 
raster maps may be produced to present that data. The benefits of using raster maps to 
perform calculations and extrude 3D profiles may then also be afforded. The primary issue of 
creating cluster maps is the processing power required to firstly calculate scores for each point 
and secondly produce a meaningful visual representation of points. This poses issues for 





Kernel density maps allowed for locations to be weighted by time spent active in them. 
However, contained locations where most time is spent by high volumes of people skew the 
data and limit the ability to detect the use of infrastructure for physical activity. It might be 
applicable for use in datasets where there is more variation in the locations where people 
spend time. 
6.3.3 Descriptive results: relative changes in MVPA on the busway 
Table 6.2 shows the proportion of participants by change in the amount of MVPA undertaken 
on the busway between phases 2 and 4. Participants who spent a smaller proportion of their 
device wear time active on the busway at phase 4 than phase 2 were typically urban dwellers 
and former users of the busway. The largest number of participants measured no change the 
proportion of time spent active on the busway between phases. This is because 75% of this 
group recorded no use of the busway at either phase.  
Those that saw a relative increase in MVPA on the busway owned at least one car and were 
largely new users. The majority of this group also recorded a relative increase in overall levels 
of physical activity. This suggests that the busway may provide a space for new and additional 
MVPA to occur and the spatial displacement of MVPA from a previous location to the busway 
may be minimal. There was also some indication that those who decreased their relative 
amount of MVPA on the busway (largely former users) tended to decrease their overall levels 





Table 6.2: Changes in MVPA on busway 
 Change in MVPA on busway 
 Decrease (n = 7) No change (n = 34) Increase (n = 12) 
 n (%) n (%) n (%) 
Sex    
  Male 2 (29) 16 (47) 7 (58) 
  Female 5 (71) 18 (53) 5 (42) 
    
Age [Years]    
  <40 3 (43) 8 (24) 3 (25) 
  40-50 1 (14) 11 (32) 8 (67) 
  >50 3 (43) 15 (44) 1 (8) 
    
Urbanicity    
  Urban 6 (86) 17 (50) 7 (58) 
  Rural 1 (14) 17 (50) 5 (42) 
    
Car ownership    
  None 1 (14) 2 (6) 0 
  One 5 (71) 15 (44) 6 (50) 
  More than one 1 (14) 17 (50) 6 (50) 
    
GPS-measured use of busway   
  None 0 26 (76)  0 
  Former 5 (71) 1 (3) 0 
  Continued 2 (29) 3 (9) 3 (25) 
  New 0 4 (12) 9 (75) 
    
Change in overall MVPA    
  Decrease 3 (43) 13 (38) 2 (17) 
  No change 2 (29) 15 (44) 1 (8) 







6.4.1 Principal findings 
This study explored three different geospatial analysis methods and assessed their capacity for 
identifying locations of physical activity, and how they change in relation to a built-
environment intervention.  
The geospatial maps indicated the possible uptake of MVPA along the busway. The 3D transect 
and cluster and outlier analyses appeared to illustrate longer episodes of MVPA accrued in the 
most northerly section where potentially longer active trips may have been made. The city 
centre of Cambridge was shown to be a consistently concentrated area of physical activity, but 
in the same location, sedentary and short episodes of MVPA appeared most common as 
suggested by the cluster and outlier analyses. Clusters of MVPA were recorded along routes 
(particularly those connecting to the busway), reflecting possible travel behaviours, and in 
nature reserves accessible from the busway, as shown in Chapter 5. The maps suggest that use 
of the busway for physical activity may be important for increasing overall levels of physical 
activity, providing a new space for additional activity to occur. 
Technical and conceptual limitations varied depending on the analysis method piloted. Point-
to-raster maps provided a quick way of visualising physical activity outcomes which may 
include temporal elements but do not account for the frequency of visits or anomalous points. 
Spatial autocorrelation methods indicated significant locations of physical activity and were 
useful for visualising spatial changes, although significant processing power is required to 
compute outcomes. Kernel density estimation has the potential to weight locations by time 
spent in them but appeared less appropriate for identifying physical activity within a defined 
area where relatively little time of the day is spent, such as the busway. 
6.4.2 Applicability of geospatial methods and recommendations 
Although maps representing behaviour at the population level cannot be used to identify 
statistically significant relationships, the geovisualisation of data can bring meaning and local 
relevance to quantitative analysis. They complement methods used in studies that quantify 
physical activity by environments and domains by illustrating potential trends in physical 
activity over time and space. 
Point-to-raster maps provide a means for initially exploring data to identify whether locations 




data is flexible and can form the basis for subsequent calculations or 3D visualisations that 
enable comparisons. However, the outputs generated were based on absolute values which 
must be interpreted with caution. Spatial autocorrelation maps provide a more discriminating 
assessment of locations used for physical activity, although their application in the literature 
has previously been simplistic with, for example, ecological studies identifying the prevalent 
locations of physical activity [272]–[274]. There is opportunity to apply these approaches to 
more complex study designs to assess how use of spaces change over time. Given the low 
processing power of point-to-raster maps, it is also feasible to combine multiple geospatial 
outputs to add greater depth and incorporate temporal information into findings. For 
example, Miller and colleagues overlaid spatial clusters of high activity over raster maps of 
transport related physical activity and assessed how the distribution of each changed following 
an intervention [277]. This provided context for findings and a clear illustration of change over 
time. 
A key limitation to the use of spatial autocorrelation maps using tools within ArcGIS is the 
significant processing time required which makes its application less suitable for larger 
datasets. However, creating spatial clusters of physical activity at the individual level may be 
feasible as the density and number of neighbouring points in an individual’s GPS trace is more 
manageable than those in a population dataset. This would allow for within-individual spatial 
changes to be investigated. Some studies have attempted to assess the contribution of 
transport related physical activity to overall physical activity at the individual level [253], [277], 
[278], as tentatively explored in this study. However, none have incorporated geospatial 
methods to measure potential spatial displacement of physical activity due to a specific use of 
space, highlighting a key area for future research. 
Kernel density maps appear less appropriate for identifying physical activity in relation to 
specific locations and interventions. However, one strength of this method is the ability to 
identify areas where most time is spent, rather than where specific outcomes occur. The 
method can therefore be applied to temporally weight measures of environmental exposure 
in line with the application of the activity space concept, as has been employed in studies of 
food environments [290]. Building on the method used by Miller and colleagues to combine 
complementary geospatial methods, future studies could incorporate time-weighted data 





6.4.3 Strengths and limitations 
This study was novel in its attempt to assess a range of geospatial methods in terms of their 
application for measuring locations of physical activity, and how these change in response to 
a built environment intervention. Although further testing on different samples and study 
areas is required, as high volume locational data becomes increasingly available in physical 
activity research, this work provides timely insight into potential ways to better understand 
the use of space for physical activity alongside more traditional epidemiological analyses to 
ultimately strengthen the basis for causal inference. 
A key limitation of the study was the sample size of the available data which meant that 
population-level maps formed the focus of the study. However, the sample of working adults 
and availability of data pre- and post-intervention meant that participants with diverse spatial 
patterns and agency to change their travel behaviour were included. An additional limitation 
was the use of ArcGIS software for analysis. A range of alternative GIS software are available, 
including opensource platforms such as QGIS and RSpatial [291]. It also possible to write 
programs to manipulate and visualise spatial data using Python and geographical coding 
libraries, such as GeoPandas [292], without the need for a software interface. It is likely that 
the processing times experienced when generating spatial autocorreletaion and kernel density 
maps related to the use of ArcGIS and may be mitigated through the use of alternative 
software. To test alternative approaches would have required a significant amount of learning 
and time resources which, given the time already directed to develop skill writing Python, were 
considered to be beyond the scope of this PhD. However, I have identified this as an area of 
key learning for future development as a researcher in health geography which I intend to 
employ in future roles and projects. 
Although only a descriptive analysis of change in MVPA in relation to the busway was 
performed, this allowed for potential spatial displacement of physical activity to be explored; 
a concept that has received little attention before. While the strength of conclusions that could 
be drawn in this specific case are limited, this study plays an important role in the wider 
evaluation studies of the busway. Future research may apply similar methods and draw 
together a wide range of data to provide answers about how interventions are used and why 






This study is the first to examine methods for measuring spatial changes in physical activity 
after the opening of a major new walking and cycling infrastructure project. Findings suggest 
that the busway may have provided a location for new physical activity and that active use of 
the busway may contribute to an increase in overall physical activity. 
Maps can provide a valuable input alongside traditional epidemiological analyses to help 
understand use of space and target public health interventions. Future studies could combine 
geospatial methods with in-depth individual analyses in order to more fully understand 










This thesis aimed to improve understanding of the relationships between the environment 
and physical activity by reviewing, developing, and applying different concepts and methods. 
Associations between a range of environmental characteristics and physical activity outcomes 
were examined and different conceptualisations of the activity space and their potential for 
furthering causality and answering scientific questions were presented. Key methods used to 
delineate the activity space were taken forwards using objective measures of location, and 
qualitative data were incorporated to examine how use of space changes in the context of a 
built environment intervention. Furthermore, ways to visualise the spatial distribution of 
changes in locations of physical activity were tested, and their scalability and replicability in 
future research evaluated. 
7.1.1 Chapter Outline 
This chapter initially summarises findings from the previous chapters. The implications of the 
methodological and scientific contributions made by the thesis are subsequently discussed, 
considering their impact on the field of physical activity and public health research and policy. 
The strengths of the work presented are reflected upon before outlining potential directions 
for future research. 
7.2 Summary of principal findings 
In Chapter 2, neighbourhood environmental characteristics of varying scales were considered 
in combination. Characteristics were grouped within five facets (spaces for physical activity, 
walkability, disturbance, natural environment, and the sociodemographic environment) and 
their associations with objective (‘recorded’) and self-reported (‘reported’) physical activity 
were investigated. The findings indicated that participants living in areas with higher 
concentrations of air pollution recorded and reported lower levels of physical activity, while 
those in rural and more walkable areas had higher levels of both recorded and reported 




those living in most deprived areas were less likely to record higher levels of MVPA but were 
more likely to report higher levels of walking. These findings suggest that environmental 
characteristics have the potential to contribute to different types of physical activity. However, 
interventions that focus on a single environmental attribute or physical activity outcome may 
not have the greatest overall benefits for physical activity or health, given the adverse effects 
of greater exposure to air pollution and social inequalities. 
Chapter 3 addressed the limitations of focusing on static neighbourhood measures of the 
environment used in Chapter 2. Literature that investigated the relationships between the 
environment and physical activity using the concept of the activity space was systematically 
reviewed, exploring methodological, analytical, and conceptual issues relevant to causal 
inference. Included studies answered research questions about features of (shape or size) or 
environmental characteristics contained within activity spaces using a range of spatial and 
temporal summary techniques. A key issue related to the conflation of access to and use of 
the environment and the issue of selective daily mobility bias whereby spaces used as a result 
of activity were used as a measure of exposure. Distinguishing between potential and actual 
spaces used for physical activity, and using appropriate measures for research questions, will 
help to overcome this in future research. Most studies were cross-sectional and the conceptual 
challenge of using activity spaces to strengthen causal inference was rarely considered, 
although some studies discussed important markers of causality including circularity, 
temporality, and plausibility. Findings from the review suggest that the use of longitudinal and 
experimental designs, as well as qualitative data, in future studies may be useful to strengthen 
the basis for causal inference. 
The subsequent section of the thesis applied the concept of the activity space in the context 
of a built environment intervention. Drawing on methods identified to delineate activity 
spaces in Chapter 3, a replicable data processing method to clean and prepare GPS data was 
developed in Chapter 4. The process was planned, developed, and refined using a random test 
sample (10% of potential sample) and involved a two-step approach. The first step identified 
erroneous points based on attribute values available in all GPS datasets. The second step 
assessed spatial and temporal differences between consecutive points and accounted for 
technical limitations of GPS data including signal stray and signal loss. The process allowed for 
erroneous points to be removed from the dataset and for activity space polygons to be 




basis of analyses investigating changes in activity spaces following a change to the built 
environment in the following chapter. 
Chapter 5 investigated if, how and why spatial patterns of movement changed for individuals, 
following a change to the local built environment; in this case, the opening of the 
Cambridgeshire guided busway. I used both qualitative and quantitative data to explore 
changes in the shape and size of activity spaces and associated sociodemographic 
characteristics and travel behaviours. This exploratory work was completed using regression 
analysis and participant profiles which drew together interview data and visualised activity 
spaces. The quantitative findings showed that non-car owners had more compact activity 
spaces and participants living in rural areas had larger activity spaces and were less likely to 
change the size of their activity space in response to the intervention. The temporal patterning 
of behaviour was important with some associations only shown for weekday or weekend data. 
For example, participants who lived furthest from the busway were less likely to increase the 
size of their weekday activity space. The qualitative data suggested that increases in the size 
of individuals’ activity spaces to incorporate the busway was due to the busway being used as 
an additional commute route, rather than an alternative, and as a new space for recreational 
activity. Understanding the mechanisms of changes in spatial habits is useful for evaluating 
how and why interventions are used, their wider effects on existing behaviours, and for 
strengthening the basis for causal inference. 
Building upon methods used to describe and measure changes in spatial patterns of movement 
in Chapter 5, Chapter 6 explored geospatial analysis methods that could be used to assess 
changes in the spatial locations of physical activity. GPS data prepared in Chapter 4 were 
matched with objective physical activity data and methods for analysing and displaying data 
were piloted and their feasibility reviewed. Physical activity that occurred on the busway was 
also quantified and its contribution to changes in overall levels of physical activity explored. 
Population-level point-to-raster maps were effective in identifying absolute changes in 
locations of physical activity and provided a useful foundation for more complex spatial 
analysis. Spatial autocorrelation maps identified significant locations used for physical activity 
and were useful for dealing with anomalous data. In contrast, kernel density estimation 
prioritised locations where most time is spent such as workplaces. While less appropriate for 
identifying locations of activity due to the spatially transient nature of activities such as walking 
and cycling, kernel density methods may be applicable for temporally weighting exposure to 




users increased the physical activity that was undertaken on the busway and their overall 
levels of physical activity. The geospatial methods presented can provide context and meaning 
to quantitative analysis. The combination of geospatial analysis at the population level with 
individual level analysis should be considered to more fully understand how changes in the 
environment affect locations of physical activity, and whether use of a new space increases or 
displaces overall activity levels. 
7.3 Implications of research 
The research in this thesis explored the relationship between the environment and physical 
activity and different methods to measure this in order to strengthen the basis for causal 
inference. Consequently, the findings have implications for the field and for public health 
policy. 
7.3.1 Implications for the field of environment and physical activity 
7.3.1.1 Theoretical implications 
Key theoretical implications of the research relate to the consideration of a range of 
environmental factors in combination, the application of the activity space to further causality, 
and the contribution of particular behaviours or use of spaces to overall levels of physical 
activity. 
Much of existing evidence in the field has focused on a specific microscale characteristic of the 
environment and its association with a single measure of physical activity [14], [45], [59]. This 
thesis showed that environmental conditions are not experienced in isolation. Without 
accounting for wider determinants of physical activity and health, it is difficult to understand 
the role of the environment in influencing physical activity behaviours, and therefore which 
environments might be conducive to activity. For example, walkable neighbourhoods are 
associated with higher levels of walking but so too are more deprived neighbourhoods where 
walking may occur out of necessity and where social and health inequalities are greater. This 
study was also one of the first to show that higher concentrations of air pollution were 
associated with more walking, suggesting that specific behaviours may still occur, irrespective 
of the quality of the environment, which may have adverse implications for health. Greater 
theoretical consideration is therefore needed of how characteristics might interact and how 




The limitations of using static neighbourhood measures of the environment alongside the 
increased availability of location data has seen recent use of the concept of the activity space 
in studies of the environment and physical activity [70]. The activity space provides a new way 
of thinking in understanding interactions with the environment at increasingly refined spatial 
and temporal scales [70]. However, its use has given rise to a new set of challenges with 
regards to defining exposure and causality, including selective daily mobility bias [152]. The 
thesis synthesised these challenges and opportunities and explicitly documented the different 
spatial methods employed to delineate activity spaces and different research questions which 
may be answered. It showed that there has been inconsistency in the methods applied, a lack 
of consideration for the difference between potentially accessible and used spaces, and 
limited focus on causality in general. In doing so, the findings provide a timely resource for 
researchers making use of location data to apply the most appropriate method for the 
specified research question and to translate their use into better inference in future studies. 
Lastly, the research considered the contribution of specific behaviours and activity in new 
spaces to overall physical activity. In the UK, increases in active travel have been shown to 
contribute to increases in physical activity [253], [259], [293]. Although exploratory, analysis 
within the thesis showed how use of new infrastructure may contribute to increases in physical 
activity. This suggests that changes to the built environment have the potential to provide 
locations for new active behaviours. However, this might be dependent on individual 
characteristics, as supported by the different associations for different types of physical 
activity based on sociodemographic environments, such as area level deprivation shown in 
Chapter 2, and the diverse responses to the busway shown in Chapter 5. Whilst small and 
divergent changes are shown in the population, descriptive analysis and qualitative data 
highlight the potential for big changes for certain individuals [248] which may also explain 
small or conflicting aggregate effects previously observed [252], [253]. The way in which 
exposure is theorised and who is exposed and whose behaviour may change requires careful 
thought to assist further investigation into the impact of changes to the built environment on 
population health [294]. 
7.3.1.2 Methodological implications 
The key methodological implications of the thesis are centred around the GPS data cleaning 
process, the application of combined data sources, and the testing of different geospatial 




A key limitation of using GPS data to locate physical activity in the current literature is the lack 
of openly available software to remove signal stray and account for signal loss, and lack of 
clear description of methods used in the cleaning process by others, which would permit 
replication and improvement [67]. The cleaning process developed in Chapter 4 removes 
erroneous and outlying points. I intend to make the code available as a tool in the ArcGIS 
Toolbox for researchers following publication of work from Chapter 5 which, due to its limited 
dependence on attribute values, may be applied to alternative datasets. Although it is 
acknowledged that not all points where signal stray has occurred may be removed, it provides 
an important first step in allowing consistency in GPS data processing in future studies. The 
method can be adapted to suit data collected at different epochs and as temporal differences 
between consecutive points are calculated, signal loss is easily identified. By estimating 
information on signal quality, the method also provides a useful resource for researchers who 
choose to impute to improve completeness of datasets. 
The thesis uses data in an exploratory way with the application of qualitative data, alongside 
quantitative analysis and maps of activity spaces to understand how and why changes in 
spatial patterning of movement and behaviour occur. Five of the 47 studies identified in the 
systematic review used both qualitative and quantitative methods. However, only one of those 
studies combining quantitative and qualitative data was longitudinal and none applied 
methods in the context of an intervention, highlighting the novelty of the approach [244]. The 
inclusion of data from multiple datasets allowed for a more granular interpretation of an 
individual’s use of space and more in depth understanding of how and why spaces may or may 
not be used. The application and further development of such methods in future studies 
provides an opportunity to identify mechanisms and develop stronger evidence on the 
pathways which act to influence use of spaces and changes in behaviour. 
While the field has made progress in its inclusion of spatial and temporal data to better 
understand mobility and use of spaces, there are few widely recognised and accepted methods 
for analysing changes in the spatial patterning of physical activity over time. The thesis makes 
an important contribution in addressing this by presenting different geospatial methods to 
visualise population changes in physical activity and reviewing their feasibility to do so in 
alternative datasets. Although these techniques need further refinement, the preliminary 
findings from this thesis underscore potential directions for future research efforts and 





7.3.2 Public health context, and implications for policy and planning 
Taken together, the findings from the analyses highlight the potential of the environment to 
contribute to levels of physical activity. Changing the environmental determinants of physical 
activity through the development of new infrastructure, such as a traffic-free walking and 
cycling routes, may enable a population shift in physical activity to be achieved. However, the 
uptake of additional active behaviours such as walking and cycling through the use of new 
infrastructure is likely to depend on the accessibility of the facility and the presence of other 
environmental and sociodemographic factors. For example, the findings from Chapter 5 
suggest that access to the busway and convenience of the guided busway service, over and 
above other alternatives, encouraged its use. In order for longer and more active journeys to 
be made, however, the provision of lighting and security for bicycles may be required, 
complementing findings from previous studies [247]–[249]. 
Socioecological models suggest that there are many drivers of behaviour [13], [24]. 
Interventions that target a single aspect of the environment may be insufficient in achieving 
large scale shifts in behaviour, but provide an important lever for change. For example, the 
findings presented in this thesis support the availability of walkable environments and 
accessibility of a new walk and cycle path for promoting overall physical activity. However, 
adults who lived closest to the pathway were more responsive to using it for active travel 
(Chapter 5), and while people who lived in more deprived or polluted areas may have walked 
more, their overall levels of physical activity were typically lower and exposure to alternative 
health risks higher (Chapter 2). The location of new infrastructure developments and their 
connection to other environmental factors are therefore important and may be experienced 
differently by different groups of people. For example, connecting rural communities to 
services such as employment centres and local shops may facilitate trip mode transition for 
groups previously dependent on car travel and allow for longer active journeys to be made, as 
illustrated in the 3D transect for those travelling further distances along the busway path 
(Chapter 6). Conversely, Chapter 5 showed that urban dwellers typically had smaller activity 
spaces and achieved lower levels of physical activity overall but that new infrastructure 
allowed for new spaces to be used. Enabling urban dwellers to access greenspaces and nature 
reserves that were previously inaccessible for recreational activity may have positive 
implications, particularly if targeted at residents of more polluted or deprived areas. Although 
exploratory, if similar findings are replicated in larger studies, these highlight potential types 
of interventions and implications for overall physical activity and health that may be 




This thesis focused on the relationship between the environment and physical activity 
outcomes and showed that environmental interventions have the potential to create new 
spaces for physical activity. Considered in a broader context, the development of active 
environments, their use, and resultant increases in physical activity have the potential to 
contribute to a range of physical and mental health co-benefits, including reduced risk of 
cardiovascular disease, type 2 diabetes, premature mortality, and improved mental wellbeing 
at the population level [1], [2], [35], [36]. Changes to transport infrastructure which encourage 
active over passive modes of travel have the potential for increased social interaction [5], [6], 
and improved environmental sustainability through the reduced car use, congestion and 
carbon emissions [7], [8]. Several of these effects align with sustainable development goals 
[47]. However, findings from Chapter 2 also showed that some interventions that focus on 
specific outcomes may have trade-offs for health, such as the effect on cardiorespiratory 
health from of walking in polluted areas. Methods presented in this thesis, complemented by 
high quality study designs and data, demonstrate transferrable ways in which people’s 
interactions with place may be investigated. For example, maps created in Chapters 5 and 6 
suggest the busway provided new access to greenspaces for leisure physical. Its use may 
therefore be a mechanism for improved wellbeing, as supported by literature on greenspaces 
and physical and mental health [37], [38], [41], [42]. 
It is important to conceptualise health in a complex system model, considering the interplay 
of different elements and actors within a connected whole [24]. This thesis reiterates the 
importance of investigating multiple factors and physical activity outcomes in combination 
(Chapter 2). However, its focus is on environmental factors, while Rutter and colleagues 
identify societal, socio-political, individual and biological factors as related determinants in 
their systems map of physical activity [48]. Drawing on methods used in this thesis, and 
considering multiple related outputs of physical activity, may improve understanding of 
potential feedback mechanisms within the system and ways to best coordinate interventions 
across multiple domains. 
The latter chapters of the thesis investigate a specific change in transport infrastructure. 
Investment in similar infrastructural changes such as walkable city centres, public transport 
with attention to pedestrians and cyclists, parks, and public safety can have major implications 
for levels of physical activity. However, investment may be driven by alternative concerns 
relating to economic development or climate change [295]. An isolated public health strategy 




require broader political support and coordination from multiple actors and sectors additional 
to public health [50], [55]. For effective change, wider effects on behaviour and health, 
including socioeconomic and cultural factors, should also be considered in research and 
decision-making [295], [296]. In Chapter 2, the role of culture in place for specific activities 
such as walking for pleasure was highlighted. In Chapters 5 and 6, the potential uptake of 
additional active travel on new transport infrastructure was shown in Cambridge, a city where 
cycling is prevalent and a widely accepted mode of transport. Interventions which target the 
built environment must therefore adapt to the social norms and consider the realities of the 
context in which the intervention is being implemented.  
Changes to the built environment align with a shift in focus and funding from individual-level 
to population-level approaches in public health [50]. There is evidence that such approaches 
have contributed to the large scale promotion of physical activity in some settings [295]. 
However, considering the notions behind complex system and socioecological theories 
whereby multiple factors interact, physical activity can be targeted at multiple levels of 
influence. To improve population levels of physical activity requires the recognition of 
individual behaviours as key elements that affect population health. In Chapter 5, qualitative 
data revealed that some participants were unable to shift their behaviour to incorporate active 
use of the busway due to intrapersonal factors such as health issues. Consequently, some 
population groups are missed where more specialist support may have an impact and help to 
reduce inequalities [296]. The qualitative data also showed that new spaces should be 
designed to provide a compelling alternative to present infrastructure for additional and 
sustained physical activity and promoted in a way that prevents the displacement of activity 
to alternative locations. Potential organisational-level approaches to promote walking and 
cycling were highlighted by participants and corroborated with those described in systematic 
reviews [297]–[299]. These include access to showers in the workplace, security provisions 
such as adequate lighting and bicycle parking, or financial incentives to actively commute or 
use public transport. It is likely that in isolation, environmental changes might be necessary 
but not sufficient [300]. Instead, multi-level approaches, such as the combination of 
behavioural and environmental interventions, may be more effective at facilitating behaviour 





7.4 Strengths and limitations 
Strengths and limitations of studies and methods have been discussed in detail in each 
chapter. In this section, I therefore focus on the broad benefits and weakness of the thesis in 
its totality. 
A key strength of the thesis was the use of two complementary datasets that allowed for a 
broader exploration of environmental determinants of different physical activity outcomes, 
and the triangulation of qualitative and quantitative spatial data. Self-reported and objective 
measures of physical activity and use of a built environment intervention (the Cambridgeshire 
Guided busway) allowed for different behaviours and use from different timeframes to be 
investigated. This meant that over-reporting from questions relating to any use of the busway 
could be accounted for through GPS-measures which may capture more regular use and the 
contribution of behaviours such as walking to overall levels of activity could be considered. 
Jankowska and colleagues describe the sensitivity and accuracy of various methodological 
combinations as placed on a continuum with self-reported measures of the environment and 
physical activity offering an indication of relevant factors which can be feasibly applied in large 
datasets and the combination of GPS, GIS, and accelerometer data providing the most specific 
and accurate measure of physical activity and contexts, but at high cost [68]. The use of two 
different datasets in the thesis allowed for the benefits of both ends of the continuum to be 
realised and for different research questions to be answered. By incorporating qualitative 
data, I was further able to build on the use of GPS data and gain insight into physical activity 
behaviours and mechanisms for how spaces are used and why that might change. 
The review in Chapter 3 provided in depth reflection on the concept of the activity space which 
is increasingly being used in the literature to address limitations of static measures of the 
environment but with little justification for the methods chosen or consideration for their 
implications for causality. Based on the findings of the review I was able to apply the concept 
of the activity space within a longitudinal study of an intervention, building on primarily cross-
sectional study designs that have gone before. The availability of data both pre- and post-
intervention allowed for methods to detect changes in the spatial patterning of movement 
and physical activity to be tested. However, due to the small sample size of the Commuting 
and Health dataset, the latter chapters of the thesis were exploratory in nature and it was not 
possible to investigate associations due to limited statistical power. Although studies in 




provide valuable lessons in key methodological considerations and hypotheses for exploration 
in future research. 
7.5 Recommendations for future work 
In order to provide stronger evidence for the development of effective policies to promote 
physical activity, more longitudinal and intervention studies are required. The use of natural 
experiments overcome practical difficulties and ethical concerns associated with designing a 
randomised control trial to explore responses in behaviour to changes in the environment 
[301]. Environmental interventions may include new greenspaces or changes to transport 
infrastructure such as traffic calming or the development of walk and cycle paths. 
Future studies should consider a broad range of environmental factors and the ways in which 
they may interrelate. Although specific environments may be closely related to specific types 
of activity, changing just one element of the environment may have trade-offs for health such 
as an increase of walking in polluted areas. Promoting activity in a new space may also spatially 
displace activity from one place to another, without increasing overall levels of physical 
activity. Further studies which investigate changes in spatial patterning of physical activity and 
substitution effects are therefore required. These may incorporate novel concepts which are 
emerging in the literature such as time use analysis and compensation effects of activities 
[253], [277], [302]. 
In recent decades, the use of GPS trajectories and advanced GIS methods in physical activity 
research have emerged as viable options for enhancing understanding of associations 
between physical activity and physical and social environments [151]. Their use fills a gap in 
the literature. Where previous research has focused on physical activity intensities, largely 
ignoring the role of different places, GPS data enable individual health behaviours and specific 
types of activity over time and space to be investigated [68]. As rich locational data and 
automated processes for data cleaning and modelling become increasingly available, I 
anticipate and encourage this line of research to continue. The use of smartphones and their 
sensing capabilities allow for data to be collected and communicated in real time with minimal 
outlay of time and effort [303]. Smartphone technology is a fast-developing resource for 
capturing big data and estimating different types of physical activity in free-living populations 
[304]. Its widespread use creates opportunity to research previously underrepresented 




countries where smartphone proliferation and use is highest and health risks greatest [304]–
[306].  
To use GPS data to its full potential and conduct meaningful and comparable research requires 
robust and replicable data processing and analysis methods. Findings from the systematic 
review in Chapter 3 showed that authors did not always report data cleaning processes, the 
level at which data had been accumulated, or provide justification for the metrics used to 
define exposure. Moving forwards, work should be reported with greater transparency, 
particularly in relation to the filtering, cleaning and aggregation of spatial data [307], [308]. To 
my knowledge, there is no standard method for cleaning GPS data. Following publication of a 
manuscript summarising findings from work described in Chapters 4 and 5, I plan to share my 
code for cleaning GPS data via github.com, an opensource repository for sharing, storing and 
managing code. In doing so, I welcome researchers to use and test the process on different 
GPS datasets and to discuss and iterate changes with the view of developing a standard 
automated procedure for high volume data. 
Findings from Chapter 2 suggest that it is important to understand specific activities, as well 
as overall levels of physical activity at different intensities. Algorithms and machine learning 
approaches to classify different behaviours from smartphone and combined GPS and 
accelerometer data have been tested and published [309], [310]. Whilst these show promise 
for detecting and locating behaviours from large objective datasets, further development is 
required to improve their accuracy in free-living conditions [310]. The field should build on 
existing examples from other disciplines such as transportation where the application of 
machine learning has been used to automatically detect travel modes [311], [312]. The 
collection of supplementary data using daily activity diaries should also be considered in future 
research to provide more detailed information on different types of activity, and for ground 
truth purposes. 
As well as improved and standardised methods to process spatial and physical activity data, 
the metrics used to measure environmental context require careful consideration. The activity 
space is an important concept for examining relationships between the environment and 
health more accurately. However, there is a need to move beyond the simplistic spatial designs 
largely employed in studies in Chapter 3, to incorporate temporal dimensions, drawing on 
methods used in fields such as ecology, and qualitative data. The use of methods to delineate 
the activity space must be applicable for the research question and the issue of selective daily 




research has been the inability to make comparisons across studies due to heterogeneity in 
methods employed. The studies included in the review in Chapter 3 further highlight that this 
issue remains prevalent in studies applying the activity space. To mitigate bias and strengthen 
the basis for causal inference, studies applying the concept of the activity space should 
distinguish between potentially accessible environments and those used. A standard measure 
of the activity space may also be used in sensitivity analyses to test for selective daily mobility 
bias and enable comparisons between studies.  
The work in this thesis quantified environmental characteristics within the residential 
neighbourhood and assessed features of activity spaces using metrics relating to their shape 
and size. Moving forwards, it may be useful for studies to quantify environmental 
characteristics within activity spaces, to understand whether environments accessible to 
individuals are used for physical activity. Methods to achieve this may include kernel density 
estimation to account for temporally weighted exposures based on where individuals spend 
most of their time, alongside measures of spaces used for physical activity. Although focused 
at developing population-level maps, the findings from the feasibility study of geospatial 
methods in Chapter 6 provide potential ways to identify spaces used for physical activity to 
understand within-individual associations and change.  
Lastly, a greater focus on causality is required. The findings from Chapter 3 showed that the 
focus on causality in much of the activity space literature has been limited. To develop causal 
explanation and to better understand how and why environments are used, well designed 
studies, sufficient data and deep-thinking about causal relationships are required. The use of 
both qualitative and quantitative data in combination is recommended. Where this is not 
applicable in larger studies, more detail may be collected from select individuals to provide 
further exploration of social and psychological factors that relate to physical activity, and 





7.6 Overall summary 
This thesis explored different methods and types of data to better understand environmental 
influences and use of space for physical activity.  
Results from the thesis showed that the environment has the potential to contribute to 
different physical activities. Spatial data and the application of the activity space enable the 
environmental contexts of physical activity to be more accurately identified. However, 
methods used to measure spaces used for physical activity must be carefully aligned with 
research questions to limit issues relating to selective daily mobility bias. 
Changes to the built environment may shape people’s use of space, behaviours, and overall 
levels of physical activity. In order for public health initiatives to effectively promote the use 
of new spaces for additional physical activity, consideration should be given to the location 
and connectedness of interventions, potential trade-offs and exposures to alternative 
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A. SUPPLEMENTAL MATERIAL FOR CHAPTER 2 
CHARACTERISTICS OF THE ENVIRONMENT AND PHYSICAL ACTIVITY IN MIDLIFE: FINDINGS 




A1. ADDITIONAL RESULTS 
Table A.1: Adjusted cross-sectional associations between environmental characteristics and physical activity outcomes (Model 1) 
Model adjusted for age, sex, ethnicity, education, income, car ownership, assessment centre, housing tenure, employment status, children in household, urban-rural status, area-level 
deprivation plus significant environmental characteristics from univariate analyses (Model 0). Walkability components have been substituted for walkability summary score 
**p<0.001 *p<0.01 †p<0.05 indicates test for trend. β – regression coefficient; RRR – relative risk ratio; CI – confidence interval; n.i – not included in model 
  Recorded measures Reported measures 
  Mean acceleration MVPA MVPA Total walking Walking for pleasure 
  Middle tertile Upper tertile Middle tertile Upper tertile Middle tertile Upper tertile Middle tertile Upper tertile 








Facilities for PA (ref: 
none) 
† n.s † n.i n.i * * n.s * 
 One or more 0.19 (0.05, 0.33) 1.04 (1.00, 1.09) 1.06 (1.01, 1.11)   1.03 (1.01, 1.05) 1.03 (1.01, 1.05) 1.01 (0.99, 1.03) 1.03 (1.01, 1.05) 
Parks (ref: none) n.i n.s n.s n.i n.i n.s n.s † n.s 










** ** ** ** ** ** ** ** n.s 
 Q2 0.04 (-0.15, 0.22) 1.01 (0.96, 1.07) 1.03 (0.98, 1.10) 1.01 (0.98, 1.03) 1.03 (1.01, 1.06) 1.01 (0.98, 1.03) 1.04 (1.02, 1.07) 0.98 (0.95, 1.00) 0.98 (0.95, 1.00) 
 Q3 0.12 (-0.08, 0.32) 1.06 (1.00, 1.13) 1.08 (1.01, 1.15) 1.02 (1.00, 1.05) 1.07 (1.04, 1.10) 1.05 (1.02, 1.08) 1.07 (1.04, 1.10) 0.97 (0.94, 1.00) 0.96 (0.93, 0.99) 








NOX (ref: lowest) ** † ** ** ** n.s * * ** 
 Highest -0.57 (-0.84, -0.30) 0.92 (0.85, 1.00) 0.86 (0.79, 0.94) 0.93 (0.89, 0.96) 0.84 (0.81, 0.88) 1.00 (0.97, 1.04) 0.93 (0.90, 0.97) 0.93 (0.90, 0.97) 0.85 (0.81, 0.88) 
Noise pollution (ref: 
lowest) 
n.i n.i n.i n.i n.i n.s † n.s n.s 
 Highest      1.01 (0.99, 1.03) 1.02 (1.00, 1.04) 1.00 (0.98, 1.01) 1.02 (1.00, 1.03) 
Distance to major 
road (ref: closest) 
n.i n.i n.i n.i n.i n.s n.s n.i n.i 












Terrain (ref: mean 
slope <3°) 
n.i n.i n.i n.i n.i n.s † ** ** 
 Mean slope ≥3°      0.99 (0.98, 1.01) 1.02 (1.01, 1.04) 1.05 (1.04, 1.07) 1.08 (1.06, 1.10) 
Greenness (ref: least) n.i n.i n.i n.s ** ** ** n.s ** 
 Q2    1.04 (1.01, 1.06) 1.10 (1.07, 1.12) 1.03 (1.01, 1.06) 1.06 (1.03, 1.08) 1.01 (0.99, 1.04) 1.02 (1.00, 1.05) 
 Q3    1.02 (1.00, 1.04) 1.09 (1.06, 1.11) 1.05 (1.02, 1.07) 1.06 (1.04, 1.09) 1.01 (0.99, 1.04) 1.02 (1.00, 1.05) 












** n.s ** ** ** n.s ** ** ** 
 Fringe 0.30 (0.05, 0.54) 0.98 (0.91, 1.06) 1.07 (0.99, 1.15) 1.05 (1.01, 1.08) 1.08 (1.05, 1.12) 1.04 (1.00, 1.07) 1.09 (1.05, 1.13) 1.16 (1.12, 1.21) 1.26 (1.22, 1.30) 




** ** ** ** † † ** ** ** 
 Q2 -0.06 (-0.24, 0.13) 0.96 (0.90, 1.01) 0.96 (0.90, 1.01) 1.00 (0.97, 1.03) 1.00 (0.97, 1.03) 1.03 (1.00, 1.05) 1.06 (1.03, 1.09) 0.98 (0.95, 1.00) 0.99 (0.96, 1.01) 
 Q3 -0.16 (-0.36, 0.03) 0.90 (0.85, 0.95) 0.90 (0.85, 0.96) 0.98 (0.95, 1.01) 1.01 (0.98, 1.04) 1.02 (0.99, 1.05) 1.07 (1.04, 1.09) 0.91 (0.88, 0.93) 0.90 (0.88, 0.92) 
 Q4 -0.42 (-0.63, -0.22) 0.86 (0.81, 0.92) 0.87 (0.81, 0.92) 0.95 (0.92, 0.97) 1.00 (0.97, 1.02) 1.03 (1.00, 1.06) 1.09 (1.06, 1.12) 0.85 (0.83, 0.88) 0.82 (0.80, 0.84) 




Table A.2: Adjusted cross-sectional associations between environmental characteristics, including walkability components as separate variables, and 
physical activity outcomes 
  Recorded measures Reported measures 
  Mean acceleration MVPA MVPA Total walking Walking for pleasure 
  Middle tertile Upper tertile Middle tertile Upper tertile Middle tertile Upper tertile Middle tertile Upper tertile 






A  Facilities for PA 
(ref: none) 
† n.s † n.i n.i * † n.s n.s 
 One or more 0.16 (0.01, 0.30) 1.04 (0.99, 1.08) 1.05 (1.01, 1.10) 
 
  1.03 (1.01, 1.05) 1.03 (1.01, 1.05) 1.00 (0.98, 1.02) 1.02 (1.00, 1.04) 
Parks (ref: none) n.i n.s n.s n.i n.i n.s n.s n.s n.s 










* n.s ** * † n.s n.s ** * 
 Q2 0.06 (-0.12, 0.24) 1.03 (0.97, 1.09) 1.06 (1.00, 1.12) 1.02 (1.00, 1.05) 1.03 (1.00, 1.05) 1.02 (0.99, 1.04) 1.01 (0.99, 1.03) 1.01 (0.98, 1.03) 1.00 (0.98, 1.03) 
 Q3 0.11 (-0.07, 0.29) 1.04 (0.98, 1.10) 1.10 (1.03, 1.16) 1.03 (1.00, 1.06) 1.06 (1.03, 1.09) 1.01 (0.98, 1.04) 1.01 (0.99, 1.04) 1.03 (1.00, 1.05) 1.03 (1.00, 1.05) 
 Q4 0.32 (0.13, 0.52) 1.06 (0.99, 1.14) 1.19 (1.11, 1.27) 1.04 (1.01, 1.07) 1.02 (0.99, 1.05) 1.02 (0.99, 1.05) 0.98 (0.95, 1.01) 1.08 (1.05, 1.12) 1.05 (1.02, 1.08) 
Dwelling density 
(ref: lowest) 
n.i n.s n.s n.s n.s ** * ** ** 
 Q2  1.03 (0.97, 1.09) 0.94 (0.88, 1.00) 0.97 (0.94, 0.99) 0.94 (0.91, 0.96) 1.05 (1.02, 1.07) 1.01 (0.98, 1.03) 0.99 (0.96, 1.01) 0.94 (0.91, 0.96) 
 Q3  1.00 (0.93, 1.07) 0.89 (0.83, 0.95) 0.97 (0.94, 1.00) 0.95 (0.92, 0.98) 1.06 (1.03, 1.09) 1.04 (1.01, 1.07) 0.93 (0.90, 0.96) 0.87 (0.84, 0.89) 
 Q4  1.08 (1.00, 1.17) 1.03 (0.95, 1.11) 1.02 (0.98, 1.05) 0.99 (0.96, 1.03) 1.15 (1.12, 1.19) 1.05 (1.02, 1.09) 0.94 (0.91, 0.98) 0.85 (0.83, 0.88) 
Land use mix (ref: 
lowest) 
** * ** * **  ** ** ** 
 Q2 0.12 (-0.06, 0.30) 1.01 (0.96, 1.07) 1.02 (0.96, 1.08) 1.01 (0.98, 1.03) 1.03 (1.01, 1.06) 1.02 (1.00, 1.05) 1.04 (1.02, 1.07) 1.03 (1.00, 1.05) 1.03 (1.01, 1.06) 
 Q3 0.21 (0.03, 0.40) 1.05 (0.99, 1.11) 1.04 (0.98, 1.10) 1.00 (0.98, 1.03) 1.03 (1.00, 1.05) 1.03 (1.00, 1.05) 1.07 (1.04, 1.10) 1.03 (1.00, 1.05) 1.05 (1.02, 1.08) 








NOX (ref: lowest) ** † ** ** ** n.s † † ** 
 Highest -0.55 (-0.82, -0.28) 0.92 (0.85, 1.00) 0.88 (0.81, 0.96) 0.93 (0.90, 0.97) 0.86 (0.83, 0.90) 1.00 (0.96, 1.04) 0.95 (0.91, 0.99) 0.95 (0.91, 0.99) 0.88 (0.85, 0.91) 
Noise pollution 
(ref: lowest) 
n.i n.i n.i n.i n.i n.s * n.s n.s 
 Highest      1.01 (1.00, 1.03) 1.03 (1.01, 1.05) 0.99 (0.97, 1.01) 1.00 (0.99, 1.02) 
Distance to major 
road (ref: closest) 
n.i n.i n.i n.i n.i n.s † n.i n.i 











Terrain (ref: mean 
slope <3°) 
n.i n.i n.i n.i n.i n.s n.s ** ** 
 Mean slope ≥3°      1.00 (0.98, 1.02) 1.02 (1.00, 1.04) 1.04 (1.03, 1.06) 1.06 (1.04, 1.08) 
Greenness (ref: 
least) 
n.i n.i n.i n.s ** ** ** n.s ** 
 Q2    1.04 (1.01, 1.06) 1.10 (1.07, 1.12) 1.04 (1.01, 1.06) 1.06 (1.03, 1.09) 1.01 (0.99, 1.04) 1.02 (1.00, 1.05) 
 Q3    1.02 (0.99, 1.04) 1.09 (1.06, 1.11) 1.04 (1.02, 1.07) 1.07 (1.05, 1.10) 1.02 (0.99, 1.04) 1.04 (1.02, 1.07) 
 Q4 
 
















** n.s * ** ** n.s ** ** ** 
 Fringe 0.25 (0.01, 0.50) 0.97 (0.90, 1.05) 1.03 (0.95, 1.12) 1.04 (1.00, 1.07) 1.05 (1.02, 1.09) 1.05 (1.01, 1.08) 1.07 (1.03, 1.11) 1.14 (1.10, 1.18) 1.20 (1.16, 1.24) 




** ** ** ** n.s n.s ** ** ** 
 Q2 -0.06 (-0.25, 0.12) 0.96 (0.90, 1.01) 0.96 (0.90, 1.02) 1.00 (0.97, 1.03) 1.00 (0.98, 1.03) 1.02 (0.99, 1.05) 1.06 (1.03, 1.08) 0.98 (0.95, 1.01) 0.99 (0.97, 1.02) 
 Q3 -0.17 (-0.36, 0.03) 0.90 (0.84, 0.95) 0.91 (0.86, 0.97) 0.98 (0.96, 1.01) 1.02 (0.99, 1.05) 1.01 (0.98, 1.04) 1.06 (1.03, 1.09) 0.91 (0.89, 0.94) 0.91 (0.89, 0.94) 
 Q4 -0.41 (-0.61, -0.21) 0.86 (0.80, 0.92) 0.87 (0.82, 0.93) 0.95 (0.92, 0.97) 1.01 (0.98, 1.03) 1.02 (0.99, 1.05) 1.09 (1.06, 1.12) 0.86 (0.84, 0.89) 0.84 (0.82, 0.86) 
 Q5 -0.78 (-1.02, -0.55) 0.80 (0.74, 0.86) 0.80 (0.74, 0.87) 0.89 (0.86, 0.92) 0.97 (0.94, 1.01) 1.02 (0.98, 1.05) 1.10 (1.06, 1.14) 0.78 (0.76, 0.81) 0.77 (0.74, 0.79) 
Model adjusted for age, sex, ethnicity, education, income, car ownership, assessment center, housing tenure, employment status, children in household, urban-rural status, area-level 
deprivation plus significant environmental characteristics from univariate analyses (Model 0).  




Figure A.1 Adjusted associations between environmental characteristics and activity outcomes
Outcome variables:    Continuous data;    Upper tertile;    Middle tertile;       95% Confidence interval. Results of original analyses (Model 1: 1 km neighbourhood measures) shown in black; 
Results of sensitivity analyses (0.5 km neighbourhood measures) shown in green. White space is where variables have not been included in adjusted model 
β = regression coefficient presented on linear scale; RRR = relative risk ratio presented on log scale; MVPA = moderate-to-vigorous physical activity 
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Studies which investigated features of an activity space 
[163] Adults 1) What are the individual, external, and contextual predictors of 
mobility dimensions (attributes of the activity space)? 
Street connectivity 




[164]a Adults 1) Are there patterns of transport disadvantage in different rural 
settings identified through the activity space concept? 
2) Can findings be validated with qualitative evidence from 
disadvantaged groups? 
Street connectivity 




[168] Older adults 1) Is the size/compactness of activity spaces associated with 
sociodemographics and available resources? 
Destinations 





[170] Adults 1) What personal and environmental factors affect the spatial 
extent of daily mobility? 
Street connectivity Size Travel mode  
[171] Adults 1) How does home location and socioeconomic characteristics 
affect the size of the activity space? 
2) How does the activity space vary between those who live near a 
demand responsive transport route and those who do not? 
Intervention 
Street connectivity 
Size   
[178] Adults 1) How do the effects of the built  
environment on activity spaces vary spatially across the study 
region? 
Street connectivity 
Land use types and mix 
Size   
[179] Adolescents 1) Is the size of activity spaces associated with MVPA?  Size MVPA  
[180] All 1) What effect do the built environment, traffic conditions, and 
weather conditions have in individual travel behaviour? 
Street connectivity 
Natural environment 
Size   
[181] Children 1) How do individual, perceptual, or environmental factors affect 
the size or time children spend in neighbourhood activity space? 
Street connectivity 
Land use types and mix 
Size Active travel  




Travel mode  
[191] Adults 1) What are the relationships between socio-demographic 
characteristics, travel time, the built environment and resulting 
average activity spaces for all activities and non-work activities 
separately?  




[202] Adults 1) Is size of the home range (as an indicator of physical activity) 
associated with perceived health? 
 Size  Perceived 
health 
[204] Children 1) What are the built environmental, social–cultural and individual 
factors influencing the size of a child's activity space? 
Destinations 
Provision for walking 
and cycling 
Natural environment 
Land use types and mix 
Size   
[205]a Children 1) How do realised and potential activity spaces compare? 
2) What features do children want/not want to use locally? 
 Size Travel mode  
Studies which investigate features within an activity space 
[112] Adults 1) What are the size and characteristics of neighbourhoods utilised 
and not utilised? 
2) Does walkability influence the size of the utilised area? 
3) Is walkability associated with physical activity in the activity 
space and the neighbourhood? 
Provision for walking 
and cycling 
 MPA  
[159] All 1) Are features within the activity space associated with physical 
activity and diet? 
Destinations 
Natural environment 
 MVPA  
[165] Adolescents 1) Which environmental characteristics are associated with a 
higher likelihood of choosing a walking route? 
2) How does this compare across two locations (urban/rural)? 
Destinations 
Provision for walking 
and cycling 
Aesthetics and safety 
 Walking  
[166] Adolescents 1) What are the associations between the outdoor built 
environment and MVPA? 
2) How does this compare for weekends and weekdays and from 




[167] Older adults 1) Are destinations associated with physical activity? Destinations  Total physical 
activity 
 
[169]a Older adults 
 
1) Where are older adults active and why? 
2) How does this change over time? 
Provision for walking 
and cycling 
 Steps  
[172]a Adults 1) Under what conditions can e-bikes substitute motorised 
commuting?  
2) Which role do travel experiences play in the daily commute by 
e-bike? 
Provision for walking 
and cycling 
Street connectivity 
Aesthetics and safety 
 Cycling  
[174] Adults 1) Is residential accessibility to services associated with walking? 
2) Is there residential effect fallacy and confounding and can it be 
corrected for by using non-residential accessibility measures? 




[175] Adults 1) What is the role of the gangi-dori (covered walkway) for physical 
activity? 




[177] Children 1) Are home, school and journey exposures to food, physical 
activity and built environments associated with BMI? 
Destinations 
Provision for walking 
and cycling 
Street connectivity 
Aesthetics and safety 
Natural environment 
  BMI 
[182] Adults 1) Is walking associated with pedestrian collision risk of a collision? Street connectivity  Walking  
[183] Adults 1) What is the relationship between built environment factors on 
walking routes and MVPA? 
Provision for walking 
and cycling 
Natural environment 




[184] Children 1) Are characteristics of the physical and social  
environment associated with the journey to and from school? 




Land use types and mix 
 Travel mode  
[185]a Older adults 1) How do older adults connect within and with  
their neighbourhoods? 
Destinations  Walking  
[186] Children 2) Are characteristics of the built environment on the school 
commutes related to travel mode? 
Provision for walking 
and cycling 
Street connectivity 
Aesthetics and safety 
Natural environment 
 Walking  
[187] Adults 1) What characteristics are associated with  




Land use types and mix 
 Active travel  
[189] Adults 1) How do recreational and utilitarian walking behaviours differ 




Land use types and mix 




[192] Children 1) Are physical environmental factors on the school commute 
associated with physical activity? 




 MVPA  
[193] Children 1) Are physical environmental factors on the school commute 
associated with walking, cycling, and being chauffeured? 
Street connectivity 
Aesthetics and safety 
Land use types and mix 
 Travel mode  
[194] Children 1) Are the natural and built environmental features on the school 
commute associates with active travel? 
Destinations 
Street connectivity 
Aesthetics and safety 
Natural environment 
Land use types and mix 
 Active travel  
[195] Adults 1) What are the associations between walkability, transportation 
mode choice, and walking? 





[196] Adults 1) What are the associations between built environments and 
walking at the trip level? 







[197]a Adults 1) How are greenspace experiences shaped by  
everyday individual agency, life circumstances, and past place 
experiences? 
Natural environment   Wellbeing 
[198]a Older adults 1) What do everyday mobility practices look like for older adults? Destinations  Travel mode 
Trips 
Wellbeing 
[199]a Older adults 1) How do older adults interact with and define their 
neighbourhood? With social factors such as friends and family, 
community activities, places or facilities? 
Destinations 
Street connectivity 
  Perceived 
health 
Wellbeing 
[200]a Adults 1) How do wellbeing experiences relate to different green and blue 
space interactions, life circumstances and transitions, and personal 
identities? 
Natural environment   Wellbeing 
[203] Children 1) Is children's physical activity associated with greenspace, 
outdoors in non-greenspace, and indoors? 








[206]a Older adults 1) How do participants experience the built environment and what 
factors facilitate or inhibit physical activity? 
Destinations 
Provision for walking 
and cycling 
Street connectivity 
Land use types and mix 
 Physical activity 
Walking 
 
[207]a Older adults 1) What environments encourage physical activity for  
older adults? 
Provision for walking 
and cycling 
Street connectivity 
Aesthetics and safety 
 Physical activity 
Trips 
 
Studies which investigate both features of and features within an activity space 
[173] Adolescents 1) Is the size of the self-defined neighbourhood associated with 
physical activity and weight status? 
2) Are the facilities within the self-defined neighbourhood 
associated with physical activity and weight status? 
3) Do physical activity spaces overlap with neighbourhoods? 
Destinations Size Total physical 
activity 
BMI 
[176] Adults 1) Does a change in the neighbourhood environment (complete 
streets intervention) influence residents’ walking trips, self-defined 
neighbourhoods, and walking activity spaces? 
Intervention 
Destinations 
Provision for walking 
and cycling 
Street connectivity 




[181]a Children 1) What are the patterns in children's primary activities and 
settings, independent mobility levels, and perception and use of 
neighbourhood affordances? 
Destinations Size Play  
[201] Adults 1) Which characteristics are related to spatial 
behaviour/dimensions? 
2) Does spatial behaviour/dimensions relate to transport modes? 
Destinations Size 
Shape 
Travel mode  
LPA = light physical activity, M(V)PA = moderate (to vigorous) physical activity, BMI = body mass index  
aStudies include a qualitative assessment 
bTypical features included in broad groups: Destinations = healthcare, community, food outlets, parks, schools, physical activity facilities, Provision for walking and cycling 
= walk score, footpath provision, cycle path provision, Street connectivity = connectivity, road or intersection density, public transport, Aesthetics and safety = aesthetics, 
road safety, crime safety, Natural environment = greenspace, bluespace, trees, slope, Land use types and mix = recreational, institutional, residential, commercial, 






C. SUPPLEMENTAL MATERIAL FOR CHAPTER 4 





C1. ADDITIONAL METHODS 
EXAMPLES OF FUNCTIONS WRITTEN IN PYTHON TO PROCESS GPS DATA 
 
Example Python function 
Demonstrates logic and syntax required in a basic Python function and how to call the function and use it on data in ArcGIS 
def ExampleFunction(var_a, var_b): 
  i = var_a + var_b 




















Populates field based on an input value 
Useful for labelling week and weekend days and jumps in the data 
def PopulateIf(timeDiff):  
  i = 0 
  if timeDiff > '00:02:00' :  
    i = 1 
  if timeDiff > '01:00:00' : 
    i = 2 




Populates the input row of data with a value from the previous row 
Useful for calculating spatial and temporal differences between points and identifying jumps in the data 
prev_val = None 
def SequentialDif(curr_val): 
  global prev_val 
  if (prev_val is None): 
    prev_val = curr_val 
  new = prev_val 
  prev_val = curr_val 
  return new 
 
  
a b c 
2 1 3 
3 2 5 
4 3 7 
Information passed into function must 
match number of required parameters. 
Field names surrounded by exclamation 
marks 
Create a default value inside function. This will be 
created for each row of data 
Update value using ‘if’ statement based on information 
passed into function 
The value from the previous row is returned 
First row of data will have no value, it is therefore 
given the same value from the input row of data 
The value from the input row is stored to be used as 
the previous row value in the next iteration of the 
function on the following row of data 
Create default value outside function. This will be 
created once and updated inside the function for each 
row of data 
Use ArcGIS Field Calculator tool to call 
function using its name and populate rows 
of data field c 
Define function with a name and number 
of required parameters in brackets 
Parameters used inside each function to 
perform an operation 
Value is returned for each row of data 
Parameters specified after function 
name. Multiple parameters separated 





Creates a new value each time the input value is different to the previous row of data 
Useful for creating index numbers for days of wear 
prevDate = None 
i = 1 
def createIndex(day): 
  global prevDate 
  global i 
  if prevDate is None: 
    prevDate = day 
  if prevDate == day: 
    i = i 
  else: 
    i = i+1 
  prevDate = day 
  return i 
 
SegmentTotal function 
Sums the total number of points in each spatial segment (where a spatial segment represents consecutive points without a 
spatial jump in the data) 







filename = "%Name%" 
listOfPointIds = arcpy.da.TableToNumPyArray(filename, 'SpatialSegmentID') 
sumOfIds = 0 
def countPoints(id):    
  global sumOfIds 
  sumOfIds = sum(listOfPointIds[listOfPointIds['SpatialSegmentID'] == id]['SpatialSegmentID']) 
  countOfPoints = sumOfIds/id 






First row of data will have no value, it is therefore 
given the same value from the input row of data 
If values are the same as the previous row, i remains 
the same. If the value differs from the previous row, an 
incremental value is added to i 
The previous row value is updated based on the 
present row of data and used in the subsequent 
iteration of the function on the next row 
An array of ID numbers for each spatial segment 
of points is created for the whole file. 
E.g. 1111222222222222333333333 
The ID of the spatial segment the input row is in is 
provided as a parameter 
The numbers in the array that match the input 
parameter are summed. Using the example 
array, if id = 1, all 1s in the array will be summed 
and a value of 4 returned 
The sum of IDs is divided by the ID number itself to 






D. SUPPLEMENTAL MATERIAL FOR CHAPTER 5 





D1. ADDITIONAL RESULTS 
RESULTS FOR CHANGES IN ACTIVITY SPACE SIZE FOR WEEKDAY AND WEEKEND DATA 
 
Figure D.1: Change in weekday activity space size by mean distance to work between study phases 
 
Figure D.2: Change in weekday activity space size by whether participants actively commuted 
 
Figure D.3: Change in weekday activity space size by mean proximity from home address to busway 









































































































































































Change in activity space size:  Decrease  No change Increase 






Figure D.4: Change in weekend activity space size by mean distance to work between study phases 
 
Figure D.5: Change in weekend activity space size by whether participants actively commuted 
 
Figure D.6: Change in weekend activity space size by mean proximity from home address to busway 









































































































































































Change in activity space size:  Decrease  No change Increase 






Figure D.7: Change in weekday activity space size by use of busway 
 
 



























































































































GPS measure of use:  Decrease  No change Increase 
Self-reported use:   Decrease  No change Increase 
Self-reported walk or cycle:  Decrease  No change increase 






Table D.1: Adjusted associations between sociodemographic and geographic characteristics and exposure to the busway with change in activity space size (for 
non-movers only) 
 Week Weekday Weekend 
 Decrease 
RRR (95% CI) 
Increase  
RRR (95% CI) 
Decrease  
RRR (95% CI) 
Increase  
RRR (95% CI) 
Decrease  
RRR (95% CI) 
Increase  
RRR (95% CI) 
Urban rural status (ref: urban) n.i n.i n.i n.i  * 
  Rural     0.28 (0.05, 1.55) 0.14 (0.03, 0.75) 
Proximity to busway (ref: closest) 
[square root of mean distance] 
 
0.81 (0.45, 1.47) 
 
0.84 (0.49, 1.42) 
 
0.77 (0.43, 1.36) 
* 
0.51 (0.27, 0.96) 
 
0.63 (0.33, 1.20) 
 
0.83 (0.46, 1.50) 
Model adjusted for age, sex, and significant variables from univariate analyses. 
Bold text indicates statistical significance (**p<0.001 *p<0.01 †p<0.05) 





RESULTS FOR CHANGES IN ACTIVITY SPACE SHAPE FOR WEEKDAY AND WEEKEND DATA 
 
Figure D.9: Change in weekday activity space shape by mean distance to work between study phases 
 
Figure D.10: Change in weekday activity space shape by whether participants actively commuted 
 
Figure D.11: Change in weekday activity space shape by mean proximity from home address to busway 





















































































































































































Change in activity space size:  Decrease  No change Increase 







Figure D.12: Change in weekend activity space shape by mean distance to work between study phases 
 
Figure D.13: Change in weekend activity space shape by whether participants actively commuted 
 
Figure D.14: Change in weekend activity space shape by mean proximity from home address to busway 





















































































































































































Change in activity space size:  Decrease  No change Increase 







Figure D.15: Change in weekday activity space shape by use of busway 
 
 



























































































































GPS measure of use:  Decrease  No change Increase 
Self-reported use:   Decrease  No change Increase 
Self-reported walk or cycle:  Decrease  No change increase 





Table D.2: Adjusted associations between sociodemographic and geographic characteristics and exposure to the busway with change in activity space shape (for 
non-movers only) 
 Week Weekday Weekend 
 Less compact 
RRR (95% CI) 
More compact  
RRR (95% CI) 
Less compact  
RRR (95% CI) 
More compact  
RRR (95% CI) 
Less compact  
RRR (95% CI) 
More compact  
RRR (95% CI) 
Car ownership (ref: none) n.i n.i   n.i n. 
  One or more cars   0.36 (0.07, 1.78) 1.72 (0.30, 9.98)   
Proximity to busway (ref: closest) 
[square root of mean distance] 
 
1.01 (0.58, 1.79) 
 
1.05 (0.58, 1.89) 
 
0.69 (0.38, 1.25) 
 
0.79 (0.43, 1.44) 
 
0.90 (0.53, 1.51) 
 
1.05 (0.61, 1.80) 
Model adjusted for age, sex, and significant variables from univariate analyses. 
Bold text indicates statistical significance (**p<0.001 *p<0.01 †p<0.05) 
RRR – relative risk ratio; CI – confidence interval; n.i – not included in model 
 
