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Abstract –A fluctuation theorem for the nonequilibrium entropy production in quantum phase
space is derived, which enables the consistent thermodynamic description of arbitrary quantum
systems, open and closed. The new treatment naturally generalizes classical results to the quantum
domain. As an illustration the harmonic oscillator dragged through a thermal bath is solved
numerically. Finally, the significance of the new approach is discussed in detail, and the phase
space treatment is opposed to the two time energy measurement approach.
Recent experimental progress put nanotechnological de-
vices in the reach of realistic applications. Systems at the
nanoscale, however, are subjected to both, thermal fluctu-
ations and quantum effects, and they operate generically
far from thermal equilibrium [1]. Especially for thermo-
dynamic applications, as, for instance, the manipulation
of ultracold gases in optical lattices [2] or the operation of
quantum heat engines [3], microscopic properties of ther-
modynamic quantities as work, heat, or entropy produc-
tion have to be understood.
Rather recently new insight has been gained by the dis-
covery of the so called fluctuation theorems. Amongst the
first, for small, but classical systems undergoing isother-
mal processes Jarzynski showed [4], that 〈exp (−βW )〉 =
exp (−β∆F ), where W is the work, β the inverse temper-
ature of a surrounding heat bath, and ∆F the free energy
difference. The angular brackets 〈. . .〉 denote an average
over an ensemble of realizations of the same process, whose
outcome is subject to thermal noise. The latter equality is
generally valid for open and closed systems, slow (equilib-
rium) and fast (nonequilibrium) processes. The Jarzynski
equality can be used to define the nonequilibrium entropy
production, Σcl, as from the convexity of the exponen-
tial we have Σcl ≡ β (〈W 〉 −∆F )) ≥ 0 [4]. Jarzynski’s
findings have been generalized to systems evolving under
non-conservative forces [5], and it has been shown that
fluctuation theorems can be understood as a consequence
of the normalization of the probability distribution de-
scribing the state of the system under consideration [6–8].
All classical fluctuation theorems have in common that
the entropy production Σ is defined along a trajectory in
phase space, for which generalizations to the quantum do-
main are not obvious.
Therefore, to generalize the Jarzynski equality to quan-
tum systems a different approach was pursued. For iso-
lated systems the work can be identified with the change
in internal energy. By performing projective energy mea-
surements in the beginning and in the end of a unitary
quantum process, a natural definition of quantum work
arises [9,10]. The such defined work, however, is not an ob-
servable since the Hamiltonian does not have to commute
with itself at different times [11]. The two time measure-
ment approach has been extended to describe processes
with, for instance, heat exchange between two systems
[12], or quantum systems weakly coupled to their thermal
environment [13], see also a recent review on the topic [14].
The fluctuation theorems derived within the two time
energy measurement approach, however, are not as general
as their classical equivalents. Physically, energy measure-
ments are only reasonable for isolated systems. For open
systems the energy of the thermal reservoir has to be de-
termined, so that distinguishing work and heat becomes
feasible. If only partial information is available or the sys-
tem of interest is not in a Gibbs state projective measure-
ments inevitably lead to a back action of the measurement
on the system [15], and therefore the fluctuation theorem
has to be modified. Thus, generalizations of the Hatano-
Sasa relation [5] or the Seifert fluctuation theorem [6] to
open quantum systems are still an open problem.
The present discussion starts by briefly opposing the
classical Jarzynski equality and generalizations to the
quantum domain, before we derive our main result. We
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prove a quantum fluctuation theorem valid for open and
closed quantum systems undergoing processes arbitrarily
far from equilibrium and with arbitrary stationary states,
equilibrium and nonequilibrium. To this end, we use
the Wigner representation of the density operator ρ, for
which a natural generalization of the classical expression
for the entropy production becomes evident. To illustrate
our findings we numerically solve the time-dependent har-
monic oscillator coupled to a thermal environment, for
which the exact master equation is known [16,17]. Finally,
the paper is concluded by discussing the universality and
significance of the new approach.
Classical Jarzynski equality. – Consider a classi-
cal system, whose energy is described by the Hamiltonian
H(Γ, α). Here, Γ is a point in phase space, and α is a
parameter that can be controlled externally. If the Hamil-
tonian is varied according to a protocol αt the work per-
formed during the time interval t ∈ [0, τ ] reads [4]
Wcl [Γτ ;ατ ] =
∫ τ
0
dt α˙t ∂αH(Γt, αt) . (1)
Note that generically the so defined work depends on the
whole trajectory in phase space, Γt = (xt, pt). Its statistics
are given by the probability density
Pcl(W ) ≡ 〈δ (W −Wcl [Γτ ;ατ ])〉 , (2)
where the angular brackets denote an average over all pos-
sible realizations. If the system is initially in an equilib-
rium state, p(Γ0, α0) = exp (−βH(Γ0, α0))/Z(α0), with
respect to inverse temperature β, it follows [4,18,19] that
the irreversible entropy production obeys an integral fluc-
tuation theorem, 〈exp (−Σcl)〉 = 1, where for isother-
mal processes Σcl = β 〈Wir〉 = β (W −∆F ) and F (α) =
−β lnZ(α). The latter equality is a theorem which re-
mains true under fairly general conditions. In particular,
it is applicable to isolated (Hamiltonian) as well as open
(stochastic) system dynamics. Moreover, the processes
under consideration can operate arbitrarily far from equi-
librium. However, there are two conditions which have to
be met: (i) the system is initially prepared in a Boltzmann-
Gibbs equilibrium state corresponding to the temperature
of the environment, and (ii) for all values of α a stationary
solution of the dynamics is given by the Boltzmann-Gibbs
distribution, pstat(Γ, α) = exp (−βH(Γ, α))/Z(α).
For systems evolving under non-conservative forces the
The irreversible work, β 〈Wir〉 is to be replaced by the
nonequilibrium entropy production [5, 20],
Σcl [Γτ ;ατ ] = −
∫ τ
0
dt α˙t ∂αϕ(Γt, αt) , (3)
where ϕ(Γ, α) is the potential of mean force defined by
pstat(Γ, α) = exp (−ϕ(Γ, α)) describing a nonequilibrium
stationary state.
Quantum Jarzynski equality. – In generalizing the
fluctuation theorems to quantum systems one encounters
the difficulty that the classical notion of a trajectory is
not directly applicable. For thermodynamic purposes a
way around this obstacle was found for isolated dynam-
ics by identifying work with an energy difference. To
this end, imagine the following protocol: first a projec-
tive energy measurement is performed on the initial state
ρ0 = exp (−βH(α0))/Z(α0); then the system undergoes
unitary dynamics, ρt = Utρ0U
†
t , generated by the exter-
nally controlled Hamiltonian H(αt); finally a second pro-
jective energy measurement is made on the final state ρτ .
The work for one such ’realization’ is given by [9, 10]
Wqm[|m(ατ )〉 ; |n(α0)〉] = Em(ατ )− En(α0) , (4)
where |n(α0)〉 is the initial energy eigenbasis with eigenen-
ergies En(α0) and |m(ατ )〉 the final basis with correspond-
ing eigenvalues Em(ατ ). Accordingly, the work distribu-
tion takes the form
Pqm(W ) =
∑
m,n
δ (W −Wqm[|m(ατ )〉 ; |n(α0)〉]) pτm,n p0n ,
(5)
with p0n being the eigenvalues of the initial den-
sity ρ0, i.e. the initial occupation probabilities, and
pτm,n are the unitary transition probabilities, p
τ
m,n =
|〈m(ατ )|Uτ |n(α0)〉|2. It follows with HH(ατ ) being the
Hamiltonian in the Heisenberg picture that [9–11,14]
〈exp (−βW )〉 = 〈exp (−βHH(ατ )) exp (βH(α0))〉
= 〈exp (−β∆F )〉 , (6)
where 〈. . .〉 is here an average over the initial state ρ0.
Equation (6) led to the conclusion that quantum work is
not an observable [11]. The fundamental reason is that
the Hamiltonian does not have to commute with itself at
different times, [HH(ατ ), H(α0)] 6= 0.
The classical and the quantum Jarzynski equality are
fundamentally different in their generality. Whereas the
classical theorem holds true irrespective of the kind of
dynamics, the quantum version (6) relies on the unitar-
ity of the dynamics. In addition, the stationary (equi-
librium) state of general, open system dynamics are not
described by a Gibbs state [21]. If we nevertheless follow
the aforementioned quantum protocol and perform pro-
jective energy measurements, we have to account for the
back action of the measurement of the system, that is
’the collapse of the wave function’. The fluctuation the-
orem has to be modified [15], 〈exp (−∆E)〉 = γ, where
∆E = Em(ατ ) − En(α0) and γ is the quantum efficacy
quantifying the back action due to the projective mea-
surement [15]. A distinction of work and heat is no longer
feasible as by an energy measurement on the reduced sys-
tem only changes in the internal energy can be determined.
Moreover, the generalization of the entropy production for
nonequilibrium stationary states (3) is not obvious. In the
next section, we propose a new approach, with which these
quantum issues can be resolved.
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Fluctuation theorem in quantum phase space. –
In the classical case the irreversible entropy production
is defined along a path in phase space (3). The goal of
the present paper is to generalize this concept to quantum
phase space. However, various integral transformations
have been proposed [22] to represent the density operator
ρt in phase space. In the following it will prove conve-
nient to work with the Wigner representation, as the time
evolution equation for an open quantum system takes a
particularly simple form [16, 23, 24]. The Wigner quasi
probability distribution in phase space of a quantum state
ρ is given by [25],
Wt(x, p) = 1
2pi~
∫
dy exp
(
− i
~
py
) 〈
x+
y
2
∣∣∣ ρt ∣∣∣x− y
2
〉
.
(7)
The Wigner function contains the full classical informa-
tion as its marginals are the probability distributions for
the position x and the momentum p, respectively. Note
that generally x and p are vectors, whose dimension col-
lects all degrees of freedom. However, Wt(x, p) is not a
true probability distribution asWt(x, p) can take negative
values, which is a signature of quantum coherences [22].
The quantum Master equation can be written as
∂tW(Γ, t) = LαW(Γ, t) , (8)
where Γ = (x, p) denotes again a point in phase space.
It is worth emphasizing that a Liouvillian, Lα, does not
generally exist for all quantum systems. In particular,
for a thermally open harmonic oscillator it was shown in
[26] that existence and explicit form of Lα are determined
by the initial preparation of the environment. See also
Ref. [17, 27] for further research on this topic.
The stationary solution of Eq. (8) is determined by
LαWstat(Γ, α) = 0 . (9)
Generally the stationary Wigner function Wstat(Γ, α) for
an open quantum system in equilibrium is not given
by the Wigner representation of the Gibbs state ρα =
exp (−βH(α)/Z(α) [17, 28], where H(α) is the Hamilto-
nian of the reduced system, only. Therefore, we con-
clude that the entropy production Σ, which fulfils a
quantum equivalent of the classical fluctuation theorem,
〈exp (−Σ)〉 = 1, cannot simply be given by the classical
expression of the thermodynamic work (1). We prove now
that the true quantum entropy production Σ rather reads
Σ[Γτ ; ατ ] = −
∫ τ
0
dt α˙t
∂αWstat(Γt, αt)
Wstat(Γt, αt) , (10)
which is the generalization of Eq. (12) to arbitrary cou-
pling between the quantum system of interest and a
thermal environment. Observe the equivalent forms of
the quantum entropy production (10) and the classical,
nonequilibrium entropy production (3). Moreover, in
Eq. (10) negative values of the Wigner function can be
handled, without having to choose the correct Riemann
surface of ln (W).
We emphasize that for the time being writing Σ as a
functional of a trajectory in phase space is a mathemati-
cal construct, which is convenient for the following proof.
In the present context we understand the entropy pro-
duced along a quantum trajectory in analogy to Feynman
path integrals [29]. Here a quantum trajectory is a math-
ematical tool defined as a generalization of the classical
trajectory. Physical quantities are given by averages over
an ensemble of such trajectories. In particular, we will
see in the subsequent sections that the physically relevant
observable P(Σ) can be completely determined from the
dynamics described by Eq. (8), without relying on ’single
realizations’ of Σ.
The proof is a straight forward generalization of the
treatments proposed in [18] and [19]. Consider the ac-
cumulated entropy σ produced up to time t, σ(t) =
− ∫ t
0
ds α˙s ∂αWstat/Wstat, and thus σ(τ) = Σ. Then the
joint (quasi) probability distribution for the point in phase
space and the accumulated entropy production, P (Γ, σ, t),
evolves according to,
∂t P (Γ, σ, t) = [Lα − jstat(Γ, αt) ∂σ] P (Γ, σ, t) , (11)
where jstat(Γ, αt) is the (quasi) probability flux associated
with the accumulated entropy production σ,
jstat(Γ,αt) = α˙t
∂αWstat(Γ, αt)
Wstat(Γ, αt) . (12)
Now we define the auxiliary density Ψ(Γ, t) which is the
exponentially weighted marginal of P (Γ, σ, t). We have
Ψ(Γ, t) =
∫
dσ P (Γ, σ, t) exp (−σ) , (13)
for which the evolution equation (11) becomes
∂t Ψ(Γ, t) = [Lα − jstat(Γ, αt)] Ψ(Γ, t) . (14)
It is easy to see that a solution of Eq. (14) is given by the
stationary solution of the original master equation (8) and
we obtain
Ψ(Γ, t) =Wstat(Γ, αt) . (15)
Using the normalization of the stationary Wigner function
[22] we calculate with the latter solution for Ψ(Γ, t),
1 =
∫
dΓWstat(Γ, ατ ) =
∫
dΓ Ψ(Γ, τ) = 〈exp (−Σ)〉 ,
(16)
which concludes the proof. For any quantum system, open
or closed, the entropy production fulfilling an integral fluc-
tuation theorem is given by Eq. (10). The only mathemati-
cal condition, which determines the range of validity, is the
existence of a normalized stationary solution of Eq. (8).
In the remainder of the paper we will discuss the phys-
ical significance of the latter mathematical finding. In
p-3
Sebastian Deffner
particular, we will see how the entropy production de-
fined in Eq. (10) is related to the thermodynamic work,
and why the present approach is more useful for the theo-
retical understanding of the thermodynamic properties of
open quantum systems than the approach based on two-
time energy measurements.
Illustration – Harmonic oscillator. – As an illus-
tration consider the time-dependent harmonic oscillator
dragged through a thermal bath, whose bare Hamiltonian
is given by
H(x, p, t) =
p2
2m
+ V (x, t) =
p2
2m
+
1
2
mω2(x− vt)2 , (17)
where m is the mass, ω the angular frequency. For the sake
of simplicity we choose the external control parameter α
to be the position of the minimum of the oscillator, which
is dragged with constant velocity v. The exact master
equation for a time-dependent harmonic oscillator coupled
to an environment consisting of an ensemble of harmonic
oscillators is known [16,30] and can be solved analytically
[17, 28]. For simplicity let us consider a high temperature
approximation of the exact evolution equation [31], for
which the linear operator Lt in Eq. (8) reads in leading
order of ~,
Lt = − p
m
∂x + V
′(x, t) ∂p + ∂p (γp+Dpp ∂p) +Dxp ∂2xp
(18)
where γ is the coupling coefficient to the environment,
Dpp = mγ/β +mβγ~2(ω2 − γ2)/12, and Dxp = βγ~2/12.
As we mentioned earlier the master equation (18) takes
this particularly simple form only in the Wigner repre-
sentation. Notice, for instance, that in the limit ~ → 0
Eq. (18) reduces to the classical Klein-Kramers equation
[32]. The stationary solution can be written as
Wstat(x, p) = mγω
2pi
1√
Dpp (Dpp +mγDxp)
× exp
(
−γ
2
(
p2
Dpp
+
m2ω2 x2
Dpp +mγDxp
))
.
(19)
Note that the latter Wstat(x, p) is not the Wigner repre-
sentation of the Gibbs state, ρ = exp (−βH(x, p, 0))/Z,
for the bare Hamiltonian H(x, p, 0) (17). The quantum
entropy production (10) reads,
Σ[xτ , v] =
∫ τ
0
dt
γω2m2
Dpp +mγDxp
(x− vt) v . (20)
In the classical limit ~ → 0 the quantum entropy pro-
duction (20) becomes the classical irreversible work, Σ→
Σcl =
∫ τ
0
dt βmω2 (x− vt) v, proposed in [33,34].
We proceed with a numerical verification of the inte-
gral fluctuation theorem (16) for the quantum entropy
production (10). To this end, we numerically integrated
-4 -2 2 4 6
S
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Fig. 1: (color online) Probability distribution P(Σ) (red, solid
line) together with a Gaussian fit (purple, dotted line) for m =
1, ~ω = 0.1, β = 1, τ = 1, γ = 1 and v = 0.8.
Eq. (11) with the linear operator (18) and the station-
ary solution (19). The probability distribution of the
quantum entropy production is given by the marginal of
P (Γ, σ, t) at the end of the driving interval of length t = τ ,
P(Σ) = ∫ dΓP (Γ,Σ, τ). Since the stationary solution (19)
is Gaussian and the driving linear (17) we expect in anal-
ogy to the classical case [33, 34] P(Σ) to be Gaussian, as
well. In Fig. 1 we plot P(Σ) for one set of parameters to-
gether with a Gaussian fit. In Fig. 2 we plot the numerical
check of resulting fluctuation theorem (16) as a function
of the driving time τ . We observe that Eq. (16) is verified
to very high numerical precision 1.
Significance of the new approach. – In the pre-
ceding sections we derived a fluctuation theorem (16) for
the entropy production in Wigner phase space (10) and
illustrated the general findings with the help of the har-
monic oscillator dragged trough a thermal bath (17). In
the following, we will explain how, at least in principle, the
quantum entropy production (10) could be determined in
an experiment. Furthermore, we will demonstrate that
the new formulation (16) is capable of explaining physical
situations, which are beyond the scope of the two time
measurement approach.
Experimental verifications. From the definition of the
entropy production (10) one might be tempted to con-
sider the entropy produced along a path in phase space.
Whereas this concept makes sense for classical systems,
for quantum systems this interpretation has to be treated
with utmost care. Single realizations of the entropy pro-
duction (10) should be rather interpreted like trajectories
in the path integral formalism [29]. These are mathemat-
ical constructs developed for describing a quantum sys-
tem with classical means. The actual physical quantities
are given by averages over ensembles of realizations, or
1The aberrations for larger values of τ are a numerical artefact,
stemming from the limited precision of the numerical integration
with Wolfram Mathematica 9.0.1.0.
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Fig. 2: (color online) Numerical check of the fluctuation theo-
rem (16) with parameters of Fig. 1 as a function of τ .
trajectories, which is in the present context is e.g. the
probability distribution P(Σ) = 〈δ (Σ− Σ[Γτ ; ατ ])〉.
Having this in mind one could argue that the two time
measurement approach is the more ’natural’ treatment
of quantum thermodynamic processes. However, differ-
ent proposals for realistic experimental verifications of the
quantum Jarzynski equality (6) were so far mostly re-
stricted to isolated quantum systems consisting of har-
monic oscillators [35, 36]. In principle, the measurements
procedures proposed in [35,36] could be extended to more
general systems. However, in order to measure Pqm(W )
(5) the energy eigenvalues (4) of the system under consid-
eration have to be determined first.
Experimental verifications of the fluctuation theorem
for the quantum entropy production in phase space are not
necessarily easier to achieve. In principle, one would have
to measure, the entropic flux (12). To this end, one has
to determine the stationary Wigner function for different
values of α. This can be done by preparing the quantum
system in one configuration, that is one specific value of α,
let the quantum system relax into its stationary state, and
then measure the Wigner function with the help of quan-
tum tomography [37] or directly [38]. This procedure has
to be repeated for all values of α. As a second quantity the
linear operator Lα has to be determined. Finally, P(Σ)
is numerically determined as illustrated for the harmonic
oscillator in the preceding section. This last step is equiv-
alent to constructing Pqm(W ) (5) from the experimentally
determined transition probabilities pτm,n [35].
The main advantage of the present approach is its uni-
versality as open and isolated systems, in or far from ther-
mal equilibrium, are described by the same means.
Nonequilibrium stationary states. As an illustration
we discussed the harmonic oscillator dragged trough a
thermal bath, for which the stationary solution is an equi-
librium state. However, the present approach can also
be applied to situations where the stationary state is far
from equilibrium, as, for instance, even in the long time
limit non-vanishing fluxes persist. These physical situa-
tions are generally described by evolution equations of the
form (18) and including non-conservative forces. The fluc-
tuation theorem (16) for the entropy production in phase
space (10) generalizes the classical Hatano-Sasa relation
[5] in a natural way to open quantum systems.
Microcanonical ensembles. Within the two time en-
ergy measurement approach the fluctuation theorem, and
hence an expression for the entropy production was pro-
posed for microcanonical ensembles [39, 40]. It is worth
emphasizing that the present approach can also capture
these physical situations. The above introduced entropy
production (10) is given entirely in terms of the stationary
solution, no matter what ensemble is describe by Wstat.
Hence, the fluctuation theorem (16) is universally valid,
and determines the physical nonequilibrium entropy prod-
cution for microcanonical, canonical, grandcanonical, etc.
ensembles.
Semiclassical approximations. Generally, the deriva-
tion of quantum evolution equations like Eq. (18) is math-
ematically involved. Therefore, one commonly invokes
high temperature or semiclassical approximations [27]. A
particularly interesting case is the limit of high damping,
~βγ  1. Starting from the exact master equation [16] a
semiclassical Smoluchowski equation can be derived [31],
which takes the form
∂tp(x, t) =
1
γ m
∂x
[
V ′(x, t) +
1
β
De(x, t)
]
p(x, t) , (21)
where De(x, t) = 1/[1−λβV ′′(x, t)], and λ(~) is the quan-
tum parameter, which depends non-trivially on ~. See also
[41–46] for alternative derivations. The stationary solution
reads,
pstat(x, α) =
1
Z(α)
exp
(
−βV (x, α) + λβ2V ′(x, α)2/2
)
1− λβV ′′(x, α) ,
(22)
where V (x, α) is the potential. In [20] we showed that then
a fluctuation theorem can be derived, 〈exp (−ΣQSE)〉 = 1,
where ΣQSE[xτ ; ατ ] =
∫ τ
0
dt α˙t ∂α ln (pstat(xt, αt)). More-
over, we showed in [20] that ΣQSE is given by the classical
entropy production plus correction terms accounting for
the quantum fluctuations. This result was also discovered
in [47] for quantum Brownian motion.
These results can be naturally obtained from the above
introduced expression for the entropy production (10) and
its according fluctuation theorem (16) by taking the ap-
propriate limit, ~βγ  1. Thus, we conclude that the
present treatment can serve as a starting point for various
semiclassical approximations.
Concluding remarks. – In the present paper a new
approach to describe the thermodynamic properties of
open quantum systems has been proposed. Motivated by
classical formulations of the entropy production and its
corresponding fluctuation theorem the quantum entropy
production has been defined as a functional of a trajectory
in Wigner phase space. In analogy to the path integral for-
malism this trajectory based approach is to be understood
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as a mathematical tool to define and understand physical
quantities, which are given by averages over ensembles of
these trajectories, or ’single realizations’ of physical pro-
cesses. In the present case we have been interested in the
probability distribution of the entropy production P(Σ),
whose mean 〈Σ〉 is the physically significant quantity. The
new approach has been elucidated by discussing its experi-
mental accessibility and its universality. Finally, the phase
space treatment has been opposed to the two time energy
measurement approach, where the present phase space ap-
proach has been shown to be more general.
As a final remark, we note that in Refs. [48, 49] others
approaches were proposed, which do not rely on two time
measurements.
∗ ∗ ∗
It is a pleasure to thank Zhiyue Lu for stimulating dis-
cussions. We acknowledge financial support by a fellow-
ship within the postdoc-program of the German Academic
Exchange Service (DAAD, contract No D/11/40955) and
from the National Science Foundation (USA) under grant
DMR-1206971.
REFERENCES
[1] Kinoshita T., Wenger T. and Weiss D. S., Nature,
440 (2006) 900.
[2] Bloch I., Nature Physics, 1 (2005) 23.
[3] Abah O., Rossnagel J., Jacob G., Deffner S.,
Schmidt-Kaler F., Singer K. and Lutz E., Phys. Rev.
Lett., 109 (2012) 203006.
[4] Jarzynski C., Phys. Rev. Lett., 78 (1997) 2690.
[5] Hatano T. and Sasa S., Phys. Rev. Lett., 86 (2001)
3463.
[6] Seifert U., Phys. Rev. Lett., 95 (2005) 040602.
[7] Shargel B., J. Phys. A: Math. Gen., 43 (2010) 135002.
[8] Seifert U., Rep. Prog. Phys., 75 (2012) 126001.
[9] Kurchan J., A quantum fluctuation theorem arXiv:cond-
mat/0007360v2. (2000).
[10] Tasaki H., Jarzynski relations for quantum systems and
some applications arXiv:cond-mat/0000244v2 (2000).
[11] Talkner P., Lutz E. and Ha¨nggi P., Phys. Rev. E, 75
(2007) 050102 (R).
[12] Jarzynski C. and Wo´jcik D. K., Phys. Rev. Lett., 92
(2004) 230602.
[13] Deffner S. and Lutz E., Phys. Rev. Lett., 107 (2011)
140404.
[14] Campisi M., Ha¨nggi P. and Talkner P., Rev. Mod.
Phys., 83 (2011) 771.
[15] Kafri D. and Deffner S., Phys. Rev. A, 86 (2012)
044302.
[16] Hu B.-L., Paz J. P. and Zhang Y., Phys. Rev. D, 45
(1992) 2843.
[17] Fleming C., Roura A. and Hu B.-L., Annals of Physics,
326 (2011) 1207.
[18] Jarzynski C., Phys. Rev. E, 56 (1997) 5018.
[19] Speck T. and Seifert U., J. Stat. Mech.: Theory and
Experiment, 2007 (2007) L09002.
[20] Deffner S., Brunner M. and Lutz E., EPL (Europhys.
Lett.), 94 (2011) 30001.
[21] Gelin M. and Thoss M., Phys. Rev. E, 79 (2009) 051121.
[22] Schleich W. P., Quantum Optics in Phase Space
(Wiley-VCH, Berlin, Germany) 2001.
[23] Caldeira A. O. and Leggett A. J., Physica A, 121
(1983) 587.
[24] Garc´ıa-Palacios J. L. and Zueco D., J. Phys. A, 37
(2004) 10735.
[25] Wigner E., Phys. Rev., 40 (1932) 749.
[26] Karrlein R. and Grabert H., Phys. Rev. E, 55 (1997)
153.
[27] Breuer H.-P. and Petruccione F., The theory of open
quantum systems (Oxford University Press, New York,
USA) 2007.
[28] Ford G. W. and O’Connell R. F., Phys. Rev. D, 64
(2001) 105020.
[29] Zinn-Justin J., Path Integrals in Quantum Mechanics
(Oxford University Press, Oxford, UK) 2005.
[30] Zerbe C. and Ha¨nggi P., Phys. Rev. E, 52 (1995) 1533.
[31] Dillenschneider R. and Lutz E., Phys. Rev. E, 80
(2009) 042101.
[32] Risken H., The Fokker-Planck Equation (Springer,
Berlin, Germany) 1989.
[33] Mazonka O. and Jarzynski C., Exactly solvable model
illustrating far-from-equilibrium predictions arXiv:cond-
mat/9912121 (1999).
[34] van Zon R. and Cohen E. G. D., Phys. Rev. E, 67
(2003) 046102.
[35] Huber G., Schmidt-Kaler F., Deffner S. and Lutz
E., Phys. Rev. Lett., 101 (2008) 070403.
[36] Dorner R., Clark S. R., Heaney L., Fazio R.,
Goold J. and Vedral V., Phys. Rev. Lett., 110 (2013)
230601; Mazzola L. De Chiara G. and Paternostro
M., Phys. Rev. Lett., 110 (2013) 230602.
[37] Nielsen M. A. and Chuang I. L., Quantum Compu-
tation and Quantum Information (Cambridge University
Press, Cambridge, UK) 2000.
[38] Bertet P., Auffeves A., Maioli P., Osnaghi S., Me-
unier T., Brune M., Raimond J. M. and Haroche S.,
Phys. Rev. Lett., 89 (2002) 200402.
[39] Talkner P., Ha¨nggi P. and Morillo M., Phys. Rev.
E, 77 (2008) 051131.
[40] Talkner P., Morillo M., Yi J. and Ha¨nggi P., Statis-
tics of work and fluctuation theorems for microcanonical
initial states arXiv:1305.2259 (2013).
[41] Ankerhold J., Pechukas P. and Grabert H., Phys.
Rev. Lett., 87 (2001) 086802.
[42] Ankerhold J. and Grabert H., Phys. Rev. Lett., 101
(2008) 119903.
[43] Machura L., Kostur M., Ha¨nggi P., Talkner P. and
uczka J. L., Phys. Rev. E, 70 (2004) 031107.
[44] J. Ankerhold and H. G. and Pechukas P., Chaos, 15
(2005) 026106.
[45] Maier S. A. and Ankerhold J., Phys. Rev. E, 81 (2010)
021107.
[46] Coffey W. T., Kalmykov Y. P., Titov S. V. and
Mulligan B. P., J. Phys. A, 40 (2007) F91.
[47] Subasi Y. and Hu B.-L., Phys. Rev. E, 85 (2012) 011112.
[48] Horowitz J. M., Phys. Rev. E, 85 (2012) 031110.
[49] Campisi M., Quantum fluctuation relations without ob-
server arXiv:1306.5557 (2013).
p-6
