Several variational principles that have been proposed for nonequilibrium systems are analyzed. These include the principle of minimum rate of entropy production due to Prigogine ͓Introduction to Thermodynamics of Irreversible Processes ͑Interscience, New York, 1967͔͒, the principle of maximum rate of entropy production, which is common on the internet and in the natural sciences, two principles of minimum dissipation due to Onsager ͓Phys. Rev. 37, 405 ͑1931͔͒ and to Onsager and Machlup ͓Phys. Rev. 91, 1505 ͑1953͔͒, and the principle of maximum second entropy due to Attard ͓J. Chem.. Phys. 122, 154101 ͑2005͒; Phys. Chem. Chem. Phys. 8, 3585 ͑2006͔͒. The approaches of Onsager and Attard are argued to be the only viable theories. These two are related, although their physical interpretation and mathematical approximations differ. A numerical comparison with computer simulation results indicates that Attard's expression is the only accurate theory. The implications for the Langevin and other stochastic differential equations are discussed.
I. INTRODUCTION
Variational principles play an essential role in the physical sciences. They provide both fundamental conceptual understandings and robust mathematical procedures. Perhaps the earliest variational principle learnt by students is that the potential energy is a minimum in a mechanical system at rest. Arguably more important is the second law of thermodynamics, namely, that entropy is a maximum in an isolated system at equilibrium.
An appropriate variational principle reflects the stability of the system about its optimum point. Related to this, and the reason for their mathematical utility, is that first order departures from the optimum point cause second order changes in the variational function. Thus approximations based on variational procedures are inherently stable and robust.
These, however, are not the only advantages or essential requirements for a physical variational procedure. As a counterexample, given an optimum point x = x, then one can construct from any arbitrary function f͑x͒ a function F͑x͒ = ͓f͑x͒ − f͑x͔͒ 2 that is minimized at the optimum point. In this case, however, the variational functional has no physical meaning away from the optimum point. This is in contrast to physical variational functions such as the potential energy or the entropy. For these the difference between their value and their optimum value is physically meaningful, and their gradient gives the physical force acting on the parameter and, consequently, the acceleration or velocity of that parameter toward the optimum state.
This paper is concerned with testing variational principles for nonequilibrium thermodynamics and statistical mechanics. It continues a series [1] [2] [3] [4] [5] on nonequilibrium theory, the culmination of which was an expression for the phase space probability density for nonequilibrium systems. 5 A pedagogic and self-contained review of the theory has been given. 6 The theory utilized a type of entropy, the second entropy, which characterized transitions between states. 2 This second entropy provided the basis for a variational principle, namely, that it is maximal in the steady state, and as such this principle may be viewed as a generalization of the second law of thermodynamics. Here this variational principle, or more precisely its implementation with approximate formulations of the second entropy, is tested against computer simulation data, and an improved approximate form is given.
Also discussed are four other nonequilibrium variational principles that have appeared in the literature. The first is Onsager's principle of least dissipation, 7, 8 which he describes as a generalization of the energy dissipation functions given by Rayleigh, by Helmholtz, and by Kelvin. 9 The second is a further generalization of this principle of least dissipation by Onsager and Machlup. 10 The third principle is Prigogine's principle of minimum rate of entropy production. 11, 12 Fourth, and rather popular on the internet, is the principle of maximum rate of entropy production ͑see, for example, Refs. [13] [14] [15] [16] , and also the various chapters and references in Ref.
17 and the review Ref. 18͒ . One of the difficulties in assessing the latter theory is that it is generally described rather vaguely. Paltridge observes that "'Entropy' is a word that seems to attract the crackpots of the pseudo-scientific societies… the second law is highly attractive to those who are rather more philosophic and hand-waving than is acceptable in the normal circles of the hard-sciences." 19 It is shown here that Attard's and Onsager's principles are rather similar in that both deal with the entropy of transitions. They differ, however, in their physical interpretation, particularly of the quantity that is called the rate of entropy production, and in their mathematical formulation. Attard's principle and Onsager's principle are here tested against computer simulation for thermal conductivity and heat current fluctuations. It is concluded that Attard's principle given here is quantitatively accurate. The remaining two principles, that of minimum and of maximum rate of entropy production, are briefly discussed, and it is argued that both are ill conceived and are not directly relevant to nonequilibrium systems.
The second entropy, which could also be called the transition or two-time entropy, in the present context characterizes the transition probability between two states. In the most general setting it characterizes the probability of a path of states, similar to the original application by Onsager and Machlup 10 of their principle of least dissipation. Such path probabilities are regularly studied in the context of stochastic differential equations, specifically the Langevin equation for the trajectory of a variable and the Fokker-Planck equation for the time development of its probability distribution. 20 The Onsager-Machlup approach has been extended to account for several additional effects, including spatial curvature and nonlinear contributions, and various thermodynamic Lagrangians have been developed. Their action is minimized by the optimum path. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] In almost all cases these are reduced to the Onsager and Machlup dissipation function in the linear, flat limit. Hence the present quantitative tests of the Onsager and Machlup theory also has implications for these generalizations.
II. NOTATION
In order to clarify the relationships between various approaches, it is essential to precisely define the various thermodynamic quantities and to distinguish between physically distinct objects. The first distinction is between the subsystem entropy, the reservoir entropy, and the total entropy, which is their sum. It is also necessary to distinguish between the constrained entropy, the maximum value of the constrained entropy, and the unconstrained entropy. 31 An important difference between the present approach and the previous work is the distinction between the ordinary entropy ͑first entropy͒ for static states and the second entropy that characterizes the transitions between states.
2 Another essential distinction is that between a constrained parameter or flux and its value in the optimum ͑equilibrium or steady͒ state, which is here denoted by an overline. Finally, the internal force due to the constrained state of the subsystem is here distinguished from the externally applied force. 31 Consider an isolated system and let x represent the departure from equilibrium of a set of spatial distributions of linear additive conserved variables ͑e.g., first moments of energy, number, etc.͒. 32 Hence ͗x͘ 0 = 0, where the subscript denotes an average of the isolated system. For fluctuations about equilibrium the first entropy is a quadratic form,
The first entropy is the ordinary entropy, and it is different from the so-called second ͑or transition or two-time͒ entropy that was introduced in Ref. 2 and that is discussed shortly. This paper will be restricted to the linear regime where such fluctuation expressions are valid. The probability of the subsystem being in the macrostate x is proportional to the exponential of the first entropy, ဧ͑x͒ ϰ exp S ͑1͒ ͑x͒ / k B , where k B is Boltzmann's constant. This is true in general by the equivalence of entropy, weight, and probability. 31 The thermodynamic force returning the system to equilibrium is
The subscript s indicates that this is the internal force in the subsystem.
When an external force is applied, ͑for example, by a reservoir that is able to exchange with the subsystem͒, it will be denoted by X r . The internal force is a dependent variable, whereas the external force is an independent variable. These are always conceptually distinct; in general, they are unequal, the single exception being that they become numerically equal to each other in the optimum state. Most workers do not maintain the distinction between these two quantities. This distinction has been discussed in detail for the case of equilibrium thermodynamics and statistical mechanics. 31 Fluxes are the time rate of change of the variables, ẋ 0 . The superscript zero indicates that this is the adiabatic motion, ͑i.e., that of the isolated system unperturbed by any external influences͒. In the present case it is redundant, but when a reservoir with which the subsystem can exchange is present, the total rate of change is the sum of this and that due to the reservoir, ẋ = ẋ 0 + ẋ s͑r͒ . In the steady state the left hand side is zero, whereas the terms on the right hand side are equal, opposite, and nonzero.
In general, in an arbitrary state constrained with respect to force and flux, the time rate of change of the first entropy of the subsystem is
It is emphasized that this equation is completely general; it is not restricted to the steady state. The rate of change of entropy in general is a function of two independent variables, namely, ẋ and x. It also holds whether the flux is adiabatic ͑i.e., isolated subsystem͒ or is influenced by a reservoir or external force. Often the word "dissipation" is used to mean "time rate of change of the first entropy." The steady state is the optimum state and is denoted by an overline. This is an important point: the overline is used to denote explicitly steady state values, and it distinguishes relationships that only hold in the steady state.
The steady state is the most likely state, given the constraints, in the precise mathematical sense of "most likely." For Gaussian fluctuations it is also the average state. Onsager's regression hypothesis 7 expresses the experimental fact that in the steady state the flux is linearly proportional to the force,
Here = is the matrix of linear transport coefficients. This equation and that for the force will allow the reader to relate the present convention for = with that used by others. 7, 8, [10] [11] [12] It cannot be stressed enough that the regression hypothesis is not strictly correct in this form. As will be shown below, it is essential that the instantaneous velocity be replaced by a coarse velocity measured over a finite time interval. Whether this interval is in the future or in the past must also be specified. Similar comments apply to stochastic differential equations based on the regression hypothesis.
The goal of a variational formulation of nonequilibrium thermodynamics is to present a function of the fluxes that is optimized when the fluxes satisfy this regression equation ͑or its more rigorous version͒. The variational function should, in addition, be physically meaningful for values of the fluxes that are not steady state values.
Before turning to this goal an important point needs to be made about two functions that one finds in the literature. 7, 8, [10] [11] [12] Following Onsager these are denoted as
͑Neither Onsager nor Prigogine distinguishes between the internal subsystem force and the external reservoir force.͒ Direct substitution shows that in the steady state these are equal to half the dissipation,
It is emphasized that these equalities hold in the steady state, and only in the steady state. More generally, neither ⌽ nor ⌿ is equal to half the time rate of change of entropy; this is given by Eq. ͑3͒. This ought to be obvious since in general Ṡ is a function of two independent variables, namely, ẋ and x, whereas ⌽ and ⌿ is each a function of only one variable. It is only on the steady state curve in the ẋ -x hyperplane that the dissipation becomes a function of one degree of freedom and can be equated to 2⌽ and to 2⌿.
III. ATTARD
Attard 2,6 defines the second entropy S ͑2͒ ͑x 2 , x 1 ͉ ͒ for the transition x 1 → x 2 in time . The exponential of the second entropy gives the unconditional transition probability
where k B is Boltzmann's constant. Conceptually, the second entropy is no different to the ordinary entropy, except that it applies to an ordered pair of states. All of the usual rules apply, including the fact that it is maximal in the most likely pair of states. The reason for calling it "second entropy" rather than just "entropy" is to emphasize the distinction between transition states and static states. The precise mathematical relationship between them follows by integration over one of the coordinates, which yields the first entropy,
It ought be clear that references to entropy in the literature invariably mean first entropy. The definition of the second entropy is formally exact, and as such it provides the physical variational principle for nonequilibrium states. Because of the equivalence of entropy, weight, and probability, 31 it is true by definition that the transition with greatest second entropy is the most likely transition. The determination of the steady state is really a specification of the most likely sequence of transitions between states, and as such it is characterized by the maximum of the second entropy. Likewise, more general nonequilibrium states such as harmonic states and transient states are, in a purely formal sense, determined by maximizing the second entropy.
The nontrivial trick is to cast the second entropy in an approximate form that is both accurate and useful. This can be done relatively easily for the steady state, which is the one explored in most detail to date. [2] [3] [4] [5] The first step, obviously, is to explore small fluctuations, and so to write it as a quadratic form,
In view of microscopic reversibility the matrix A = is symmetric and an even function of . 2, 6 In view of the relationship with the first entropy ͓Eq. ͑9͔͒, one has
One now assumes that
so that to leading order one has
With this the second entropy becomes
where the coarse velocity is
A final approximation is to take 2 A = ͑͒ = ͉͉ = . ͑16͒
This result was shown to be valid for intermediate values of . 2, 6 With it one has
This result was given as Eq. ͑II.64͒ in Ref. 2 and as Eq.
In previous work 2, 6 it was noted that since x 2 Ϸ x 1 for not too large, to leading order the final term could be replaced by the average of the first entropies,
͓See Eq. ͑3.10͒ of Ref. 6 .͔ While this seemed a plausible way of extending the results into the nonlinear regime, and while the two expressions agree for small , it will be shown below that this expression is not as accurate as the preceding one for larger values of . Maximizing these approximate forms for the second entropy with respect to x 2 yields the most likely value of x 2 at time given its current value of x 1 . In the first case one obtains
and in the second case
Differentiation with respect to yields the most likely future or past velocity. In the first case
The first of these equations is consistent with the regression hypothesis, for all , whereas the second is only consistent for small . In fact, accepting that the maximization of the second entropy is a law of thermodynamics, then Eq. ͑19a͒ represents a derivation, proof, and precise formulation of the regression hypothesis. It provides a rigorous meaning to the velocity that appears in Onsager's formulation, namely, that it is the instantaneous velocity at the end of a finite time interval. Onsager himself realized that the velocity in his expression could not be the instantaneous velocity contemporaneous with the position because microscopic reversibility makes position and contemporaneous velocity uncorrelated. The result for x គ 2 a may be rewritten in terms of the most likely coarse velocity over the interval,
This is also a form of the regression hypothesis. Both forms will agree for in the intermediate regime.
One question that will be addressed below by comparison with computer simulation results is which of the two converges faster to its asymptotic value in actual systems. In order to test these results two conductivity matrices are defined,
The simulation results below show that = Ј͑͒ converges faster to the asymptotic value = ϱ than does = Љ͑͒.
The present approximations for the second entropy can be tested against the computer simulations of the conductivity by inserting the appropriate expression for the most likely velocity into the definitions. Hence the two forms for the second entropy predict for the conductivity matrix
which is independent of , and
These use the expression for the first entropy correlation matrix,
These results ought to be independent of on intermediate time scales. In passing, it is mentioned that in obtaining these results it has been assumed that ͗ẋ ͑x͑t͒ , ͒x͑t͒ T ͘ 0 = ͗ẋ ͑t + ͒x͑t͒ T ͘ 0 , which is permissible if averages equal modes. This is not always the case. For example, ͗x͑t + ͒ẋ͑t͒ T ͘ 0 = គ Ј͑͒ 0 = , whereas ͗x͑t + , x͑t͒͒ẋ ͑t͒ T ͘ 0 =0 = , ͑for ͉͉ not too small͒ because the most likely future position is linearly proportional to the current position, which is uncorrelated with the current velocity.
IV. ONSAGER I
The first variational function given by Onsager 7, 8 is based on the dissipation function ⌽͑ẋ ͒, a generalization of the dissipation of energy function introduced by Rayleigh. He says that the steady state in which the flux is linearly proportional to the force may be obtained by maximizing with respect to the flux the function
As indicated above the general ͑i.e., constrained͒ rate of first entropy production of the isolated system is Ṡ ͑1͒ ͑ẋ , X s ͒ = ẋ T X s , and X s ͑x͒ is the internal force. Differentiating this with respect to flux one obtains
which evidently vanishes when the linear regression hypothesis ͓Eq. ͑4͔͒ is satisfied. Since ⌽ is a positive semidefinite quadratic function of the flux, the steady state evidently corresponds to a maximum of O 1 .
In the steady state ⌽͑ẋ͒ is half the rate of entropy production, and so the maximum value of the variational functional is half the rate of entropy production,
It is unclear why Onsager should call the maximization of O 1 the principle of least dissipation of energy. 9 He says "the rate of increase of entropy plays the rôle of a potential" ͑p. 406͒, and also "the rate of increase of the entropy, less the dissipation function, is a maximum," ͑p. 423͒. 7 These suggest that Onsager believed that he was maximizing the rate of ͑first͒ entropy production. However, since ⌽ does not give the rate of change of ͑first͒ entropy in general ͑i.e., in constrained, nonoptimal states͒, it is clear that maximizing the function O 1 is not the same as maximizing the rate of first entropy change ͑with respect to the constrained flux for a fixed force͒. In fact, the function is related to the rate of change of the second entropy, as is now shown.
For small one can write x 2 = x 1 + ẋ and S ͑1͒ ͑x 2 ͒ = S ͑1͒ ͑x 1 ͒ + ẋ · X 1 . In this limit Attard's two second entropy expressions given above become equal and are given by
One sees then that Onsager's first variational function is related to the second entropy of an isolated system at small ,
In the light of the present work, one can see that Onsager's first variational function is the rate of change of constrained second entropy rather than related to the rate of change of first entropy, as he apparently believed. 7 In so far as the second entropy scales linearly with the time interval, this is the same as the maximization of the second entropy itself. This interpretation holds for the general state, not just the steady state. The steady state maximizes this function.
In a second paper 8 Onsager in essence integrated his first variational functional and gave it as a transition entropy between two states separated by a finite time interval; apart from a typographical error of one-half, Eq. ͑5.10͒ of Ref. 8 is the same as the second of the two second entropy expressions given above ͓Eq. ͑17b͔͒. Hashitsume reviewed Onsager's analysis and gave the integrated form as Eq. ͑1.10͒.
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V. ONSAGER II
Onsager's first variational principle was later superseded by a second variational principle given by Onsager and Machlup. 10 Although it was originally expressed as a formula for the the unconditional transition probability between the two states x 1 and x 2 separated by the time interval = t 2 − t 1 , in view of the fact that the transition probability is just the exponential of the second entropy, it is convenient to here take the logarithm of the original formula. The original exponent invokes the minimum value of a particular integral over the possible trajectories connecting the states. Once this exponent is found for the two states, it may be maximized to find the steady state flux. Onsager and Machlup's variational functional is given as Eq. ͑4-19͒ of Ref. 10 ,
͑29͒
Strictly speaking, there should be a factor of sgn͑͒ outside the integral, as is discussed below.
The conditional version of this, obtained by subtracting
There are a number of variational functionals or thermodynamic Lagrangians that are based on this Onsager-Machlup functional. [23] [24] [25] [26] [27] [28] [29] In particular, the integrand is the negative of the variational principle used by Gyarmati, 34, 35 and it is equal to the thermodynamic Lagrangian given by Lavenda, ͓Eq. ͑1.17͒ of Ref. 26 , in the absence of an external field, and in the linear regime͔. At a given time, these variational functions are extremized with respect to the flux for the fixed force when the flux satisfies the regression hypothesis, and with respect to the force for the fixed flux when the force satisfies the regression hypothesis. The extreme value of the function in both cases is zero. In the opinion of the present author, these variational functions 26, 34, 35 ͑and also in fact the variational functional of Onsager and Machlup 10 ͒ have no physical significance away from the optimum state ͑see the remarks in the third paragraph of the introduction͒.
Onsager and Machlup 10 offered three reasons for this formula. First they showed that it is consistent with the Langevin stochastic differential equation with Gaussian random noise, combined with the regression hypothesis. Second, it purports to relate the transition probability to the least rate of entropy production, an idea which many find attractive. And third, of all quadratic forms for the integrand in the fluxes and forces, it is the only one that makes the EulerLagrange equation agree with the time derivative of the regression hypothesis, and that makes the small time limit of the integral yield that regression hypothesis upon optimization; the remaining cross coefficient can be set to zero as the cross term is a perfect differential. Hashitsume has reviewed this expression of Onsager and Machlup and rewritten it in an interesting but mathematically equivalent quadratic form that hints at its origin ͓see Eq. ͑1.10͒ of Ref. 36͔.
The present author doubts these justifications. First, some caution ought to be exercised in identifying the instantaneous velocity of the Langevin equation with the coarse velocity of the regression hypothesis. Second, the integrand does not in fact give the rate of entropy production in general nonoptimum states. And third, the Euler-Lagrange equation that results from this procedure inevitably predicts an exponentially decaying regression, and this contradicts the simulation evidence in the relevant time regime.
The functional minimization over the trajectories x͑t͒ leads to the Euler-Lagrange equation, 10, 24, 25 
which explicitly gives
Using the most likely solution, the integral becomes
the integrand vanishing by the Euler-Lagrange equation. The velocities are to be evaluated on the interior side of the boundary to the interval. Hence Onsager and Machlup's variational functional for the transition between two states, which is the analog of Attard's constrained second entropy, is
A factor of sgn͑͒ has been inserted here to make the functional independent of the sign of ϵ t 2 − t 1 , since the velocities change sign with the sign of , as will be shown. The explicit solution to the Euler-Lagrange equation is the sum of exponentials with an inverse time constant = ϵ = −1 S = / 2. Hence with ϵ t 2 − t 1 , the most likely trajectory that passes through the two end points is x͑t;͒ = ͑e The reason for the absolute value signs is that this must be insensitive to whether t 2 is in the future or in the past of t 1 .
Defining the matrices
the most likely velocities may be obtained by evaluating the derivative with respect to t on the interior side of the boundaries,
and
Inserting these results for the most likely terminal velocities in Eq. ͑34͒ gives Onsager's second variational function explicitly as a function of the two displacements ͑see below͒. In the long-time limit, → ϱ, the most likely velocities are
These are the correct results expected from the regression hypothesis, noting that one is the future velocity and the other is the past velocity. In this long-time limit Onsager's second variational function ͓Eq. ͑34͔͒ becomes
which is the expected, uncorrelated result for the second entropy. Notice how the factors of sgn͑͒ canceled to give this result. In the short-time limit, → 0, the Onsager-Machlup most likely velocities at the termini are
The first neglected term is of order ͉͉. Insertion into the variational functional gives
This is in agreement with the second entropy expression given above ͓Eq. ͑17b͔͒. Using Eqs. ͑34͒, ͑37͒, and ͑38͒, the general form for the Onsager-Machlup variational functional for arbitrary is
, one can readily confirm the commutator rule
and hence
Setting the derivative with respect to x 2 to zero and using the commutator rule, the most likely position is
Since = ϵ S = = −1 / 2 is positive definite, this says that the system will decay exponentially to equilibrium in the future and came exponentially from equilibrium in the past. In the short-time limit, this agrees with the second entropy expressions Eqs. ͑19a͒ and ͑19b͒.
Evidently, the most likely terminal velocity is ẋ ͑x 1 ,͒ = − sgn͑͒e
Hence the Onsager-Machlup formulation yields for the conduction matrix
VI. EXTREME RATES OF ENTROPY PRODUCTION
Two remaining nonequilibrium variational principles may be discussed briefly. These are the principle of minimum rate of entropy production, proposed by Prigogine, 11, 12 and the principle of maximum rate of entropy production, which is common on the internet and in the natural sciences. [13] [14] [15] [16] [17] [18] Although obviously diametrically opposed, what these two principles have in common is that they are concerned with the rate of production of first entropy. This is in contrast to the principles of Attard and of Onsager, which deal with the second or transition entropy. For this reason the present critical discussion will be kept brief and nonmathematical.
The nonequilibrium variational principle proposed by Prigogine 11 is based on minimizing the function ⌿͑X͒. Prigogine refers to this as the principle of minimum rate of entropy production. This terminology appears to stem from the fact that ⌿͑X͒ is a positive semidefinite quadratic form in the forces, and therefore if some of the forces are regarded as unspecified, the function may be minimized with respect to them. In so far as ⌿ gives half the rate of entropy production in the steady state, Prigogine regards this as minimizing the rate of entropy production.
First, and as mentioned several times already, this nomenclature is inappropriate because ⌿͑X͒, the actual function that is minimized, does not give half the rate of entropy production away from the steady state, which is where the variations are carried out. Second, and related to this, the function ⌿͑X͒ has no physical meaning away from the optimum state, and so the gradients in ⌿ have no relation to the thermodynamic forces that drive the system to the optimum state. Third, the function ⌿ is not actually useful: it does not give the optimum flux in the steady state ͑it deals with forces, not fluxes͒. In practice, those working with ⌿͑X͒ often invoke the regression hypothesis to replace some or all of the X by ẋ, which is only valid in the optimum state. However, what is then done is that ẋ is treated as if it were a constrained, nonoptimized variable. In the opinion of the present author, it is not permissible to invoke the regression hypothesis or the equivalent linear transport laws and at the same time to treat the flux as if it were an independent variable. Any stability or variational theorems deduced from such a procedure are tautological and readily demonstrated to be nonphysical. Fourth, proofs and manipulations of ⌿ generally assume the validity of spatially localized thermodynamic relations. The analysis of de Groot and Mazur 12 is not materially different from that of Prigogine and may be criticized on the same grounds. Alternative critiques of the approach of Prigogine have been given by others. 26, [37] [38] [39] Those asserting the principle of maximum rate of entropy production [13] [14] [15] [16] [17] [18] suggest that the contradiction with Prigogine's minimum principle is only apparent because, it is said, Prigogine's principle is restricted to systems near thermodynamic equilibrium with fixed boundary conditions, whereas the maximization principle is valid in the opposite case. 40 It is not made clear how one proceeds from one extreme to another. In any case, the present analysis shows that one cannot have any sort of variational principle for nonequilibrium systems based solely on the first entropy.
To see this consider the general expression for the entropy production of an isolated system ͓Eq. ͑3͔͒. The dissipation is clearly extremized by ẋ = ±ϱ. This result is obviously nonphysical, as it is clear that the steady return of an isolated system to equilibrium occurs at a finite rate, as governed by the regression hypothesis. The same conclusion holds for a nonisolated subsystem that can exchange with a reservoir. In this case it is straightforward to show that the rate of total first entropy production is
where by conservation laws the total rate of change of the subsystem is ẋ s = ẋ s 0 − ẋ r . In the steady state ẋ s = 0, and hence ẋ s 0 = ẋ r . Also X គ s = X r . With these and the regression hypothesis, in the steady state the total dissipation for the system is
͑Obviously, the dissipation of first entropy of the subsystem is zero because its structure is unchanging, and all of the dissipation comes from the reservoirs͒. Again, attempting to extremize the total dissipation with respect to ẋ s 0 or with respect to ẋ r yields ±ϱ rather than this result.
Hence there can be no nonequilibrium variational principle based solely on the first entropy. One concludes that both principles of extreme entropy production are ill conceived.
VII. NUMERICAL TESTS
The nonequilibrium variational principles given by Attard and by Onsager and Machlup are now tested against computer simulation results for the thermal conductivity of a Lennard-Jones fluid. The latter was calculated using a nonequilibrium Monte Carlo method, 5 which in the linear regime reduces to the Green-Kubo formula. The conductivity was obtained from the simulations as
Here V is the volume, T 0 is the average applied temperature, ␤ 1 is essentially the applied inverse temperature gradient, and E 1 is the first energy moment. It was also obtained using the coarse velocity over the interval, which is essentially the time integral of the above expression,
With the "thermal conductivity" ϱ being obtained from the simulation as the plateau limit of these, the second entropy matrix is =−1/2VT 0 2 ϱ , the first entropy matrix is S = −k B / ͗E 1 2 ͘ 0 , and the inverse time constant is = S /2. In terms of these Attard's first expression is, with Ͼ 0,
͑55͒
and the alternative expression is
Onsager and Machlup's expression becomes
͑57͒ Figures 1 and 2 show the thermal conductivity, made dimensionless by scaling with the Lennard-Jones diameter and time scale. The simulation data were reanalyzed from Ref. 5 , and details of the Monte Carlo simulations may be found therein. It was checked that the applied thermal gradients were sufficiently small to remain in the linear regime, so that the steady state averages were equivalent to fluctuation averages of an isolated system.
In Fig. 1 ͑ = 0 .8͒, it can be seen that the simulated conductivity increases to a plateau value, which may be taken as the thermal conductivity ϱ . The expression based on the instantaneous velocity at the end of the time interval reaches the asymptotic regime more quickly than does the expression based on the coarse velocity over the whole time interval. Hence the former is more efficient to use in computer simulations, even though both eventually agree in the intermediate regime.
The best performing approximate expression for the conductivity is Attard's expression a based on the second entropy given in Eq. ͑17a͒. Although it does not correctly predict the increase in conductivity from zero at small , it does correctly give the extended interval of constant conductivity seen in the simulations.
The results for the conductivity based on the second form of the second entropy ͓Eq. ͑17b͔͒ give the correct plateau value, but at = 0. It slowly decays over time rather than remaining constant. The source of this inaccuracy is the term ͓S ͑1͒ ͑x 1 ͒ + S ͑1͒ ͑x 2 ͔͒ / 2, which replaced the term X s1 T x 2 / 2 in the a version of the constrained second entropy. One can conclude that this is not a useful replacement, even though superficially it looks as if it ought to be applicable in the nonlinear regime ͑see next͒.
The Onsager-Machlup expression also places the asymptotic limit ϱ at = 0 and decays exponentially from that point. This is qualitatively different from the simulation results, which rise from ͑͒ =0 at = 0 to their plateau value at finite . This exponential decay ultimately stems from the identification of the coarse velocity that should appear in the regression hypothesis, with the instantaneous velocity that appears in the Langevin equation. As mentioned above, a contribution to the decay also comes from the term ͓S ͑1͒ ͑x 1 ͒ + S ͑1͒ ͑x 2 ͔͒ / 2, since this is the term Onsager-Machlup expression has in common with the b form of the second entropy, and in both cases it leads to the future value of the force contributing to the future regression. In contrast the a form of the second entropy has instead x 1 T S = x 2 /2=X s1 T x 2 /2, which means that upon optimization with respect to x 2 only the present force contributes to the future regression. The physical rationale for this is that the conditional future position should only depend on what is known with certainty, namely, the present position. The mathematical rationale is that the second entropy must reduce to the first entropy upon integration over one of the coordinates, and this term is essential for that reduction. Similar conclusions can be drawn from the low density data shown in Fig. 2 . In this case the onset of the intermediate regime is delayed to larger values of . Figure 3 shows small time fits to the thermal conductivity using the functional form ͑͒ = i + ss ͉͉ and the a version of the second entropy ͓Eq. ͑18a͔͒ ͑which necessitates modifications of the conductivity, ͓Eq. ͑55͔͒ to include the dependence of ͒. It can be seen that quite good agreement with the simulation data can be obtained with this simple time-dependent transport function. Such a function can be used in the transient regime or to characterize the response to time-varying applied fields.
Finally it ought to be stressed that the above simulation results for the time-correlation function were obtained in a system with periodic boundary conditions. In particular, E 1 ͑͒ was obtained by integrating Ė 1 0 ͑Ј͒ over time. The latter function depends on the separation between pairs of atoms, not their absolute position, and was evaluated using the nearest image convention ͓see Eq. ͑III.49͒ of Ref. 3͔. Figure  4 shows data from simulations performed on a system confined between two walls, with periodic boundaries only in the lateral directions and the energy moment measured parallel normal to the walls. It can be seen that as the width of the fluid increases, the extent of the plateau region for the conductivity increases and the eventual rate of decay slows.
These data suggest that the extent of the plateau region scales with the size of the system and that periodic systems are effectively infinite. In this case the thermal conductivity may be taken as the maximum value of the time-correlation function.
The exponential decay predicted by the OnsagerMachlup theory and by the Langevin and similar stochastic differential equations, is not consistent with the data in Figs.  1-4 . In contrast, the second entropy is qualitatively consistent with these data; it does not decay because it invokes the past force for the future regression. As shown in the Appendix, the invocation of the coarse velocity in the second entropy theory corresponds to a stochastic difference equation, rather than the instantaneous velocity of a stochastic differential equation. Because the velocity does not decay, the second entropy theory gives a faster return to equilibrium than is predicted by the Onsager-Machlup theory or by the Langevin equation. The fact that ͗Ė 1 ͑t + ͒E 1 ͑t͒͘ 0 → 0, → ϱ, means that beyond the intermediate regime the inverse of the transport matrix must vanish, ͑͒ −1 → 0, → ϱ, which is consistent with Eq. ͑16͒ and A = ͑͒ → S = ͓Eq. ͑II.58͒ of Ref. 2͔.
VIII. CONCLUSION
This paper has analyzed several variational principles that have been proposed as a basis for nonequilibrium thermodynamics and statistical mechanics. The principles fall into two groups: those concerned with the first or ordinary entropy and those concerned with the second or transition entropy. The former include Prigogine's principle of minimum rate of entropy production 11, 12 and the principle of maximum rate of entropy production, common in the biological, geophysical, environmental, and other natural sciences. [13] [14] [15] [16] [17] [18] The present paper concluded in particular that these two principles were not well-founded, and in general that there could be no variational principle for nonequilibrium systems based solely upon the first entropy.
The variational principles based on the second or transition entropy that were examined in detail were the principle of least dissipation due to Onsager 7, 8, 10 and the principle of second entropy maximization due to Attard. 2, 6 Despite the names ͑it was argued that Onsager's nomenclature did not really reflect the physical content of his principle͒, these were in fact closely related conceptually; both characterize the transition probability. Various thermodynamic Lagrangians for stochastic differential equations, generally based on and extending the work of Onsager and Machlup, 10 have been advocated as variational principles for nonequilibrium thermodynamics. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] 34, 35 These also characterize transitions and the time development of the probability density. The present tests of the Onsager and Machlup theory 10 also apply to these related principles.
The Onsager-Machlup variational functional 10 differed qualitatively from the simulations in that it predicted monotonic exponential decay of the time-dependent conductivity, whereas the simulations show a monotonic increase from t = 0 to reach a plateau over intermediate time scales. The main cause for the failure of the Onsager-Machlup theory was the replacement of the coarse ͑or terminal͒ velocity that properly appears in the regression hypothesis by the instantaneous velocity in the Langevin stochastic differential equation.
Interestingly enough, the b approximation for the second entropy also showed monotonic decay. In common with the Onsager-Machlup 10 functional, it contains a term related to the future first entropy, with consequence that the future value of the force contributes to the future regression. This is undesirable since it is arguable that the conditional future position should only depend on what is known with certainty, namely, the present position. In the case of the b approximation, this term causes increasing inaccuracy on longer time scales in the reduction of the second entropy to the first entropy. In the case of the a approximation for the second entropy, the reduction condition is strictly obeyed, and only the present force contributes to the future regression. Unlike the Onsager-Machlup 10 functional and the b approximation for the second entropy, the a approximation is constant over intermediate time scales, in agreement with the simulation data.
The principle of second entropy maximization is as formally exact as the second law of thermodynamics because the second or transition entropy is just the ordinary entropy for an ordered pair of states. In this sense the variational principle for nonequilibrium systems has already been stated in full and formal generality. 2, 6 Nevertheless, it is both desirable and challenging to formulate approximate expressions for the second entropy that provide variational functions that are useable, reliable, and accurate. To this end most attention by the present author and others has focused on the steady state and on the linear regime, in which case the second entropy is a quadratic form and the relevant transport matrix scales linearly with the time interval ͉͉ = . An obvious improvement based on the data in Figs. 1 and 2 is to modify this for small , as was done in Fig. 3 . ͑See also previous work.
2,3 ͒ This extends the theory into the inertial regime, which will bring transient nonequilibrium phenomena within reach. A future paper will give approximations for the second entropy that are valid in the nonlinear regime.
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APPENDIX: STOCHASTIC DIFFERENCE EQUATION
The second entropy gives the probability of a transition between two states, x 1 → x 2 , in a finite time , and hence there is a corresponding stochastic difference equation, as is now shown. The second entropy ͓Eq. ͑17a͔͒ may be rewritten as
S a
͑2͒ ͑x 2 ,x 1 ͉͒ = 1 2͉͉ ͓x 2 − x͑x 1 ,͔͒ T = ͓x 2 − x͑x 1 ,͔͒ − ͉͉
where the most likely end point is x͑x 1 , ͒ϵx 1 − ͉͉ = −1 X 1 /2, and the force is X 1 ϵ X͑x 1 ͒. Hence the conditional transition probability is Gaussian, 
