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1. INTRODUCTION 
The oscillation problem for second-order nonlinear differential equations which are special cases 
of the following coupled differential systems: 
5’ = @)f(Y)> 
Y’ = -@)g(z), 
(1) 
is of great interest and is the subject of many investigations. (See, for example, the oscillation 
criteria obtained by Kordonis and Philos [I], Kwong and Wong [2], and Mirzov [3-s].) However, 
nonoscillation criteria for system (1) are very few. One of the nontrivial results is obtained by Li 
and Cheng [6]. 
By applying Knsster’s fixed-point theorem, Schauder’s fixed-point theorem, and phase space 
analysis of the solution curves of (1) in the (z, y)-plane, they obtained several nonoscillation 
criteria for nontrivial solutions of (1); some of their results are stated below. 
Suppose 
(i) a(t) and b(t) are nontrivial, nonnegative, and continuous functions defined on an interval 
[to, 00); 
(ii) f and g are real, nondecreasing, and continuous differentiable functions defined on R such 
that of > 0, zg(z) > 0 for 2 # 0; 
(iii) a(t) and b(t) are not identically zero on any interval of the form [tr, oo), where tr 2 to. 
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THEOREM A. Suppose Conditions (i)-(iii) hold and str u(s) ds = 00. A necessary and sufficient 
condition for system (1) to have a nonoscillatory solution {z(t), y(t)} satisfying 
is that 
for some c > 0. 
THEOREM B. Suppose Conditions (i)-(iii) hold and Jtr u(s) ds = 00. A necessary and sufficient 
condition for system (1) to have a nonoscillatory solution {x(t), y(t)} satisfying 
is that 
x(t) > 0, Y(t) > 0, t > to, 
lim x(t) = 03, t--co J& Y(t) E (0, m) 
s 
00 
~(t)ld4~o,~))l dt < 00, 
to 
for some c > 0, where A(to, t) = St”, u(s) ds. 
THEOREM C. Suppose Conditions (i)-(iii) hold and Sty a(s) ds = 00. A sufficient condition 
for (1) to have a nonoscillatory solution {x(t), y(t)} satisfying 
44 > 0, Y(t) > 0, t > to, 
lim x(t) = 00, 
t-m 
lim y(t) = 0 
t-co 
is that 
SW 
b(t)Ig(cA(to,t))l dt < 00. 
to 
Inspired by the work of Li and Cheng [6], we consider in this paper the existence of nonoscil- 
latory solutions for the following more general nonlinear differential system: 
4 = Q@)fl(~2), 
4 = @2(qfi(X3), 
(2) 
4-l = %-l(qfn-l(Xn), 
x:, = -G$)fn(x1). 
As a consequence, the existence criteria of positive solutions to system (2) is obtained. Evi- 
dently, system (2) is a natural extention of system (1). 
In particular, since the following differential equations: 
((PP Mw(w)’ + Wf(x@)) = 0, (Pp(u> = lulp-2% P> 1, 
““H = 4Qf(Y(t)), 
Y”@) = --b@kw)), 
x(2”)(t) + b(t)f(x(t)) = 0 
can be written in the form (2). 
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By the end of this paper, an example will be given to apply our results to the system 
x” = u(t)lylP-ly, 
y” = -b(t)lxp-lx, 
with p > 0, q > 0. The results cannot be obtained by the results obtained in [6]. 
Since the phase-space analysis of the solution curves which lie in R” is different to the case 
n = 2, the phase-plane analysis method in [6] cannot be applied directly to system (2). 
Throughout this paper, we will assume that a,+1 (t) = al(t), fn+l(u) = fi(~), and 
(HI) al(t), . . , an(t) are continuous positive functions defined on [To, 00); and 
(Hz) fl(u), . . , fn( ) u are real, nondecreasing continuous functions defined on R such that 
uf~(u)>Ofor~#O,k=1,2 ,..., 72. 
We will restrict our attention only to the solutions of (2) which exist on [To, oo). Note that 
under quite general conditions, there always exist solutions of (2) which are continuable to the 
interval [To, oo), even though there will also exist noncontinuable solutions. 
A continuous real function defined on [To, co) is said to be oscillatory if it has arbitrary large 
zeros; otherwise, it is said to be nonoscillatory. A solution {xl(t), . . . , zn(t)} of (2) will be called 
oscillatory if all {xk(t)} are oscillatory functions, and otherwise it will be called nonoscillatory. 
2. LEMMAS 
LEMMA 1. Assume Conditions (HI) and (Hz) hold. Then each component function xk(t) of a 
nonoscillatory solution {xi(t), . . . , xn(t)} of (2) is also nonoscillatory. 
PROOF. First, we show for each k E {1,2, . . . ,n} = J, xk(t) $ 0. Suppose on the contrary, 
there exists a j E I such that xj(t) E 0 but xj+i(t) $ 0. Then from xc:. = aj(t)fj(xj+l) f 0, 
if j < n, xk = -%(t).fn(xl) $ 0, we have a contradiction. Next, we assume that there exists 
a k E J such that xk(t) is oscillatory but xk+l (t) > 0 (< 0) for t 2 Ti 1 To. Then from 
xi = ok(t)fi,(xk+i) > 0 (< 0), if k < n, xk = -an(t)fn(xl) < 0 (> 0), we see that xk(t) is 
monotone increasing (decreasing). This implies that xk (t) is not oscillatory, a contradiction. 1 
From the above discussion, we see that each component of a nonoscillatory solution of (2) has 
a fixed sign eventually, and hence, we can assume without loss of generality that each component 
of a nonoscillatory solution has fixed sign for t 2 2’0. 
For k E J, we define nonnegative functions &(t), AI;(s, t) as follows: 
z&(t) = s cm C&(s) ds, t 2To, t
s t Ak(% t) = ak(T) d7, To 5 s < t. s 
LEMMA 2. Assume Conditions (HI) and (He) hold. Jf Ak(To) = co, k = 1,2,. . . , n- 1, then any 
nonoscillatory trajectory {xl(t), . . . , xn(t)} of (2) starting in the first quadrant must ultimately 
lie in the first quadrant and the component function xn(t) must converge. Furthermore, we have 
a,(t) dt < 00.
PROOF. Suppose {xl(t), . . . , xn(t)} is a nonoscillatory solution of (2). Then we can assume 
without loss of generality that xl(t) > 0 for t 1 To. It follows that x;(t) = -u,(t)f,(xr(t)) < 0, 
t 2 To. There are two possibilities: 
(i) xn(t) > 0 and xn(t) monotone decreasing: limt+oo xn(t) = CY, 2 0; 
(ii) there exists a T, > To such that xn(t) < 0 for t 2 T,. 
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We show the latter case cannot happen. Otherwise, ~&-r(t) = a,-r(t)f,-r (zCn(t)) < 0 for 
t 2 T, and 
J 
t ~-l(t) = G-I(Z) + an-l(S)fn-1(2n(s)) ds 
T* 
I xn-I(T,) + fn-l(xn(Tn>) l a,(s) ds 4 -00, as t --i 00. 
n 
Therefore, there exists a T,-l > To such that x,+1(t) < 0 for t > Tnml. 
Now, letting t 2 Tn-l, then we have 
and 
4&-2(t) = &-2(t)fn-2(Gl-1@)) < 0 
J 
t x,x-z(t) = +2(Tn-1) + ~-2(~)fn-2(~1(~)) ds 
TV1 
L zn-2(Tn-1) + A-2(z,-z(Tn-1)) LIeI an--2(s) ds + -00, ast-+oo. 
Therefore, there exists a Tam2 > To such that 2,-2(t) < 0 for t 2 Tn-2. 
In this way, we see for each Ic E {2,3,. . . ,n - l}, there exists a Tk > To such that xk(t) < 0 
for t 2 Tk. Letting k = 2, we have 
and 
x:(t) = Q(t)fl(xcz(q) < 0, for t 2 T2, 
J 
t xl(t) = xl(T2) + 
TZ 
m(s).fi(xds))ds ,, 
L x1(T2) + fiba( L; al(s) ds --f -00, ast+co, 
which contradicts the assumption xl(t) > 0 for t L TO. 
F’rom the above analysis, we can assume s&(t) > 0, t 2 To, k = 1,2,. . . , n. 
If lim t+oO x,,(t) = (Y, > 0, then for t > To, xn(t) is monotone decreasing, and hence, 
&1(t) 2 a*-l(Qf?z-l(%) > 0 
and 
x,x-l(t) 2 xn-l(To) + fn-l(an) JTI an-l(s) ds + 00, ast+oo. 
It follows that 
and 
XL(t) = an-2(t)fn-2(zn-l(t)> > cl 
J 
t x,&t> = xn-2(G) + ~n--z(s)fn-2(~n-1(~)) ds 
2 x,&To) + f:.(xn--1(To)) LI an--2(s) ds + 00 
X:(t) = w(t)fl(%(t)) > 0, 
and 
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J 
t 
a(t) = Q(To) + To ~1(~).f1(~2(~)) ds 
J 
t 
2 xl(To) + fl(4 To ul(s) ds ---) m, ast--+co. 
Finally, from the last equation of (2), we have 
m > xn(To) - ffn + JT: u,(t)fn(xl(t)) dt 1 fnh(To)) l;dt) dt, 
which implies that 
sm 
a,(t) dt < co. 
TO 
Now suppose limt +oo xn(t) = 0. Then 
co > xn(To) = J T; an(Wn(xl(S)) ds 
> fn(xl(To)) l; an(t) d .
We also have 
J Co a,(t) dt < 03. I TO 
In view of the.above consideration, we may now make the following classification. Let R+ be the 
set of all nonoscillatory solutions of (2) which lie in the first open quadrant: {x = (xl, . . . , x,) E R”, 
xk>o,k=l,.. . , n}. Suppose Conditions (HI) and (Hz) hold and Ak(To) = co, k = 1,. . . , n-l. 
Then R+ = Ql U Cl2 U 03, where 
.,x,} E fl+ 1 ,llmWx,-l(t) = G-1 E (O,m), ,l&GJt) = o} , 
. ,xn} E fi+ 1 )imwxk(t) = m, k = 1,2,. . . ,n - 1, hmmxn(t) = a, > o}, 
&,= {Xl,..., 
{ 
xn} E R+ / &mWx,-l(t) = 00, &%x,(t) = O}. 
It is easy to verify that for n > 2, xk(t) + 00 as t --+ co for k = 1,2, . . . , 72 - 2, if 
{Xl,. ..,z,}a+. 
LEMMA 3. KNASTER’S FIXED-POINT THEOREM. (See [7, Theorem 1.7.3, p. 301.) Let X be a 
partially ordered Banach space with ordering 2. Let M be a subset of X with the following 
properties: the idmum of M belongs to M and every nonempty subset of M has a supremum 
which belongs to M. Let T : M --+ M be an increasing mapping; that is, x 5 y implies TX 5 Ty. 
Then T has a Axed point in M. 
3. MAIN RESULTS 
THEOREM 1. Assume Conditions (Hi) and (H2) hold and Ak(To) = co for k = 1,2, . . . , n - 
1. Then a necessary and sufficient condition for (2) to have a nonoscillatory solution {xl(t), 
. . . , xCn(t)} which belongs to R1 is that 
aa-l@)fn-1 (Jm %(Sl) t 
(3) 
an-z(s,-&-z(c) h-2) da) . . . dss) dsz) dsl) dt < m, 
for some c > 0. 
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PROOF. Let {q(t),. . . , zn(t)} be a solution of (2) with sk(t) 1 zk(Tc) = ck > 0, 
k=l,2,..., n- 1, t 1 To, and limt+oozCn-i(t) = o,-i E (O,co), limt+oozn(t) = 0. Then, 
in view of (2), 
&L(t) = 
r 
4s>fnh(s)) ds, t 2 To, 
t 
and letting c = min{cr, . . . , c,-i}, we have 
00 > an-1 -x,-I = 
r 
an-~(t)fn-1(x&)) dt 
TO 
= J TLwfn-l (pznh~fn (cl+~1ul~s2~fl (c +L2u2,s3) 
fi (c3+p3G’)f3 (c4+...~-2un-2w 
x fn--2(x,-l(s,-1) k-1) k-2 ) --dsd) dss) dsz) dsl) dt 
x L-a(C) dsn-1 ) ds,m2) . ..) ds2) dsr) dt. 
Conversely, choose a number N 2 To such that 
fi (c+***+Ln-’ aa-z(sn-l)fn-z(c) dsn-1 ds -2 . ) n )---dsl) dt<;. 
Let B be the set of all bounded continuous real functions x = x(t) defined on [N,oo) with 
norm llxll = SUPtzN Ix(t)l. Let E be the subset of the Bar&h space B defined by 
E={xEB@x(t)<c, QN}. 
Then E is a bounded, convex, and closed subset of B. Define a mapping P : E + B as follows: 
(Px>(t) = c - lrn un-l(S)fn-1 (Jrn Un(Sl)fn (c+ l’ w(s2) 
fl (c+...+lm-' u,-z(s,-,)f,-z(x(s,-1)> dsn-1 ) dsn-2) . ..dsl) ds, t2 N. 
Then the mapping P has the following properties. First, P maps E into E. Indeed, if x E E, 
then for t 2 N, 
c 1 .(Px)(t) 1 c - J-us,fn-l (l-unwn (c+~ksz) 
b (,+. . . + Ln-2 an-z(sn-dfn-z(c) h-1 ) ds,2) . ..ds.) ds 2 ;. 
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Next, we show that P is continuous. Let {uj} be a convergent sequence of functions in E such 
that lim+.m llu.j - up = 0. s ince E is closed, u E E. By the definition of P, we have 
Iv%)(t) - (Pu)W 5 
an--2(&L--2)L-2 (Uj(hL-1)) k-1 .’ ‘h 
> 
u,-2(~,-1)fn-2(u(s,-1))dsn-1 
> I 
...dsl ds. 
By the continuity of fr, . . . , f,, and Lebesgue’s dominated convergence theorem, we have 
limj,, IIPuj - Pull = 0. 
Finally, we show that PE is precompact. Letting x E E and s < t, s, t 2 N, then 
I(Px)(t) - (Px)(s)l = ~tu,,(sl) (h4 (~,un(s2)fn 
( J 
sn-1 c+... an-z(~,)fn-2(x(~,))ds, ... da 
N 1) I 
( J 
an-1 cf... ~-2(sn)L2(c)dsn ..+ dsl . 
N 1) I 
In view of (3), for any E > 0, there exists a 6 > 0 such that It - .sI < S, and we have 
I(Px)(t) - (P~)(S)I < E. 
This implies that PE is precompact. 
Now Schauder’s fixed-point theorem implies that there exists an x E E such that Px = x. Set 
x,-l = x, c > 0 fixed, for t > N, 
J 
t 
xn-z(t) = c+ a,-z(s)fn-2(x,-1(s)) ds, 
N t 2,-3(t) = c + J un-3(3)fn-3(xn-2(S))ds, N 
J 
t xl(t) = c+ ~1(~)fi(x2(~))d~, 
N 
XT&) = J ~.(s)fn(xl(s)) ds. t 
Then limt-+ooxm(t) = 0 and xk(N) = C, z&(t) = ok(t)fk(xk+r(t)), k = 1,2,. . . ,n - I, x;(t) = 
-%(t)fn(xl(t)), 1 imt.+W x+1(t) = c, which implies that {xl(t), . . . , xCn(t)} is a solution of (2) 
belonging to Ri. I 
THEOREM 2. Assume Conditions (Hi) and (Hz) hold and Ak(To) = 00, k = 1,. . . , n - 1. Then 
a necessary and sufficient condition for (2) t 0 h ave a nonoscillatory solution {xl(t), . . . ,xCn(t)} 
which belongs to fls is that 
Lrun(t)fn (c+~ul(slV1 (c+.--.~--3.,-2(s,,, 
(4 
fn-2(~An-1(T0, s,m2)) ds,-2 
> > 
. . . dsl dt < 03, 
for some c > 0. 
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PROOF. Let {q(t), . . . , zn(t)} be a solution of (2) in !& such that limt,, zn(t) = CX~ > 0. Then 
there exist positive constants cl, dl, dz such that 
In view of (2)) we have 
s t +1(t) = zn-l(To) + an-l(~)fn-l(~(~)) ds TO 
I t L G-l(To) + an-l(s)fn-l(h) ds TO 1 fn-l(dl)An-l(To,t) 
= ~1&--1(To, t), 
and for z~,(To) = ck, k = 1,2,. . . ,72 - 2, we have 
J 
t 
x,-z(t)= ~-2(To) + a,-z(s)f,-z(z,-l(s)>ds 
TO 
s t >&J-2+ an-2(~)fn-2(~-1An-l(To, s)) ds TO t 
+3@)=+3(TO)+ 
I 
an-3(s)fn-3(Zn-2(S))ds 
To 
s t 2G+3+ an-3(3l>fn-3 To 
(c3+...+ln-3 un-2(s,-2)fn-2(~-1An-1(TO, sn-2)) d&-2 da, 
and 
00 > zn(To) - a,, = ~yzh(t)h (cl+~ulwl (c2+~10Z(SZv2 
(C3+"'+~-3u~-2(s~-2)fn-2 
(cn--1An--1(To, sn-2)) k-2) . . j da) dt 
t~~u&)f, (c+~u1h~/, (c+~1s(s2~m~ 
(c+...+~~-3u,-2(S,-2)f,-2 ' 
(CA+l(To, sn-2)) dsn-2) . . a) dsl) dt 
for c = min{q, . . . , ~-1). 
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Conversely, choose N 2 2’0 such that 
JN~u~(t)f~(c+~ul(sl)fl (c+p2cs2,f2 (c+...+~-3.~-z(s~-2)f~-2 
(CA+l(To, sn-2 )) ds,e2) . . .) dsl) dt < +. 
Let B be the partially ordered Banach space of all continuous real functions u(t) with the norm 
and the usual pointwise ordering. Let E be the subset of B defined by 
E = f21(4 u E B 1 fn-I(d)l(N,t) L u(t) I fn-I(Zdl(N,t), t 2 N, d = y-- . 
Then for any subset C of E, it is obvious that inf C E c and sup c E c. Define a mapping 
Q : E --+ B as follows: 
t (&U)(t) = J an-I(S)&-I d + N ( pGl)fn (c+~ksz)fi (c+~*a2(s3)Iz 
(c+...+l” a,-2(s,-l)f,-2(2~(~,-1)) k-1 )...)ds2)dq) ds, 
for t > N. 
It is easy to see that Q is nondecreasing (since fi, . . . , fn are nondecreasing). It, maps E into 
itself. Indeed, if ‘1~ E E, then 
t (&u)(t) 2 
J 
an-l(s)fn-l(d) ds = fn-l(d)&-l(N,t), t 2 N, 
N 
and 
(fn-1(2d>An-l(N(s,-l)) &t-l).. .) ds2) dsl) ds 
J 
t = an-l(s)fn-1 d + 
N 
( 
(c+~2...+~~-zu~-2(sn-l)IIL-2 
(CA,-l(N, sn-1)) h-l) . . .) dsl) ds 
J 
t < - an-l(s).fn-l(W ds 
= f:@)&-1(W), 
for t 2 N, as desired. 
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NOW Knaster’s fixed-point theorem implies that there exists a u E E such that u = &a. For 
t 1 N, set q(t) = u(t), 
G$) = df 
r 
4s)fn(z1(s)) ds, 
t 
J 
t 
%1(t) = c + aa-l(S)fn-1(%(S)) ds, 
N 
J 
t 
x2(t) = c+ a2(s)f2(23(5)) ds. 
N 
Thenzk(t)>c,k=2,...,n-land 
z;(t) = ak(t)fk(zk’+l(t)), (%+l = Zl), for t > N. 
Moreover, limt,, zn(t) = d and z;(t) = -a,(t)fn(zl(t)). 
By the definition of q(t) is easy to verify that 
and 
THEOREM 3. Assume 
sufficient condition for 
zl(t> = (Qxl)(t) 1 fn-l(d)&-l(N,t). I 
Conditions (HI) and (Hz) hold and Ak(To) = co, k = 1,. . . , n - 1. A 
(2) to have a nonoscillatory solution {zl(t), . . . , zn(t)} in fi3 is that 
P JTo un(t)fn (c+&(sl)fi (c+---+~.-Ia,-2(s,-2)fn-2 
(CA,-~(To, sn-2)) dsn-2 
> > 
. . . dsl dt < 00 
4(t) = m(t)f1(z2(t)), 
(5) 
for some c > 0 and 
J TO %-l(t)Ll(~" un(s)fn (d + L ul(sl)fl 
(d+...+; sn-3 an-z(sn-z)fn-a(d) dsn--2 TO )--  dsl) dsdt=oo, 
(6) 
for any d > 0. 
PROOF. Let N be defined as Theorem 2. Denote by C[To, oo) the space of all continuous functions 
defined on [To, oo) with the topology of uniform convergence on every compact subinterval of 
[To, oo). Consider the subset E of C[To, oo) consisting all u E C[To, oo) such that 
I 
t 
clu(t) Ic+ %+1(s)fn-1 (J-' %a(s1)f1 N 9 
(c+...+Ln-s u,-z(s,-p)fn-2(‘11(s,-2))dsn--a.. - t 2 N. 
Define a mapping F : E -+ C[To, ok) as follows: 
(Fu)(t) = c+&&)fn--l (&(sl)fi 
(c+...+l--3 un-2(~,-2)hz-2(4~,-2)) k-2.. . t 2 To. 
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Then F is well defined and maps E into C[To, co). Beasoning similarly to that in the proof of 
Theorem 2, we can show that F maps E into E, F is continuous on E, and FE is relatively 
compact. Schauder’s fixed-point theorem then implies that F has a fixed point u in E : Fu = u. 
Set zn-r(t) = u(t), 
J 
t 
+2(t) = c + an-z(s).fn-2(2,-1(s)) ds, 
N 
J 
t 
2,-3(t) = c + an-3(S>.fn-3(&-2(S)) ds, 
N 
J 
t 
q(t) = c+ ~1(s)fi(~z(s)) ds, 
N 
J 
Co 
x?%(t) = ~n(~Mxl(~)) ds. 
t 
Then fimt+m xn(t) = 0 and xk(t) 2 c, xi(t) = uk(t)fk(xk+l(t)), k = 1,2,. . . , n - 2 for t 2 N. 
Moreover, for t 2 N, we have 
x,+1(t) = (Fxn-l)(t) = c + 
J 
t un-l(s)&-I 
(J 
O3 un(s~)f~ 
x (c + . .: + ~n-~~-2(s..-,,.,(,..-,(s.-,,, h-2.. .) da) ds 
J 
t 
>c+ %-l(S)fn-1 
x (c: 
(s 
J 
3,-s 
. ..+ 
N 
,:,::;;:4 dsn-2.. -) dsl ds -+ m 
as t + 00 by (6). By the definition of xCn-l(t), it is easy to see xkml(t) = an-l(t)f,-1(x,(t)). 
Hence, {xl(t), . . . , zc, (t)} thus defined is a solution of (2) in Qs . I 
In the above theorems, we assume Ak(To) = 00, k = 1,2,. . . , n - 1. In the following theorems, 
we assume A,-I < co. 
First, since xCn(t) is bounded and monotone decreasing, we have 
J 
t 
xn-l(t) = x,-l(To) + an-l(s)fn-l(xn(s)) ds 
I xn-l(To) + f?&n(To))A,,-1(To, t) 
< xn--1(To) + fn-l(xn(To))An-l(To) < 00, for t 2 To. 
Moreover, if L?&(t) is bounded and &r(Tc) < co, then 
J 
t 
xk-l(t) = xk--1(To) + ak-l(s)fk-l(xk(s)) ds 
5 a--l(%) f ~~l(m~1Xk(S)~Ak-l(To)) < 00, t 2 To. 
Especially, if &(To) < 00 for k = 1,2,. . . , n - 1, then any nonoscillatory solution starting in 
the first quadrant is bounded. 
Now, under the assumption A,-l(To) < co, we have R+ = 521 U 011, where 
RI = 
{ 
{Xl,..., xc,} E s2+ 1 hmm2,-l(t) = @P-l E (0, cc)), ,l&G$) = a72 E (0, -,} , 
011 = 
1 
{Zl, *. . , 2,) E i-l+ 1 ,lln$-c,-1(t) = a,-1 E (0, oo), ,llEX&) = o} . 
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THEOREM 4. Assume Conditions (Hi) and (Hz) hold and A,-l(To) < 00. Then a necessary and 
sufficient condition for (2) to have a nonoscillatory solution in Rr is that 
Jrn 
an-l@)fn-1 Q + 
io( J 
( pwn (c+&mi (c+p2(s2)f2 
sll-3 
(7) 
c+***+ a,-z(s,-2)fn-z(c)ds,-z 
TO 
) ---) dsl) ds) dt < co 
for some c > 0 and Q! > 0. 
PROOF. Let {xl(t), . . . , zn(t)} be a solution of (2) such that xk(Tc) = ck > 0, k = 1,2,. . . , n, 
limt-,,z,-r(t) = cx,-1 > 0, and limt+oox,(t) = o, > 0. Then XL-~(~) = a,-l(t)f,.-1 x 
(zn(t)) > 0 and 
k-1 I %1(t) L an-1, t 2 To, 
%I I G&) I cn, t > To. 
(8) 
In view of (2)) we have 
J 
t 
%-l(t) = k-1 + u,-l(s)f,-l(2,(s))ds. 
TO 
Since limt,oo zn-l(t) = (~~-1 > 0, we have 
Jrn an-,(s)i,-,(zn(s)) ds <cm. TO 
Further, by (2), we have 
(9) 
(10) 
ds (11) 
(c3+...+ln-3 un-2(sn-2)fn-2(5n--1(sn-2))ds,-a )-) dsl) ds. 
Now let c = min{cr,. . . , c,-i} and (Y = cr,. Then by (8)-(ll), we have (7). 
Conversely, suppose (7) holds. Choose T 2 TO such that 
JW an-l@)fn-1 Q! + T ( lrn u,(s)f, (c + I’ Ul(Sl)fl 
( J 
s*-3 c+..* ~,-2(s,-2)fn-2(~) dsn-2 
T 
) )-a) dsl) dt<d=;. 
Let B be the Banach space of all continuous real functions u(t) with the norm jjull = 
sup,>T /u(t)1 and with the usual pointwise ordering 5. Define a subset E of B as follows: - 
E = {u E E I d 5 u(t) 5 2d, t 2 T}. 
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Then for any subset C of E, we have inf C E E, sup C E E. Let us further define”a mapping 
F : E + B as follows: 
J 
t 
(Fu)(t) = d + an-l(S)fn-1 f2 + 
? J 
( pwfn (c + l’ a1(s2)f1 all-2 c+...+ an-z(sn-1).fn-2(4~n-1)) dsn-1 
T. 
) -) dsl) ds, t >T. 
Then similar to the proof of Theorem 2, we can show that F satisfies the conditions of Knaster’s 
fixed-point theorem. Hence, F has a fixed point ‘u, E E : Fu = u. Set x+1(t) = u(t), 
J 
t 
Gz-2(t) = c + ~-2(~).fn-2(~z-1(s)) ds, 
T t 
2,-3(t) = c + J an-3(S)fn-3(%-2(S)) ds, T 
J 
t q(t) =c + ~1 (s)f1 (x2(s)) ds, 
T Co G(t) = a + J 4s)fn (~1 (s)) ds, t 2 T. t 
Then, it is easy to verify that {xl(t), . . . , zCn(t)} is a solution of (2) satisfying limt+oo x+1(t) E 
(0, oo), limt.+oo zn(t) = (Y > 0. 
Similarly, we can prove the following theorem. 
THEOREM 5. Assume Conditions (HI) and (HZ) hold and A,-l(To) < co. Then a necessary and 
sufficient condition for (2) to have a nonoscillatory solution in Rrr is that 
J T~~n-lwn-L (p4svn (c+~ud.,,,, (c+L1u2(12u2 
( J 
s-3 c+...+ an-2(sn-2)L2(c) dsn-2 
TO 
)-.) dsl) ds) dt<cq 
for some c > 0. 
Now we obtain from the above discussion the following obvious fact. 
COROLLARY. If the conditions in Theorems l-5 hold, then (2) h a.3 at least one positive solution 
{a(t), . . . ,xn(t)} : zk(t) > 0, t 2 To, k = 1,. . . ,n. Moreover, if Ak(To) < co, k = 1,2,. . . ,n - 1, 
then (2) has at least one positive bounded solution. If, however, Aj(To) = co for some j E 
(1,. . . ,n. - 2}, then (2) h as only unbounded positive solutions. 
REMARK. The conditions uk(t) > 0, t > TO, k = 1, . . . , n in the above theorems can be relaxed 
as ak(t) > 0 and f 0 on any subinterval of (TO, CQ). 
EXAMPLE 1. Consider the pans of coupled differential equations 
5’ = u(t)lylP-‘y, 
y’ = -b(t))q-5, 
(12) 
where u(t), b(t) are positive continuous functions defined on [To, oo) and p > 0, Q > 0 are con- 
stants. 
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Assume first that A(To) = Jg a(t) dt = cm. 
(i) Then a necessary and sufficient condition for (12) to have a positive solution {z(t), y(t)} 
satisfying 
h&z(t) = Q E (0, oo), hl y(t) = 0 
is that 
’ L;a(t) (lmb(s)ds.cg)P dt < m, for some c > 0, 
or equivalently, 
l:.(t) (lmb(s)ds)li dt <m. 
Similarly, we have the following. 
(ii) A necessary and sufficient condition for (12) to have a positive solution {x(t), y(t)} satis- 
fying 
lim z(t) = 00, 
t-m0 
lim y(t) = 0 
t-+co 
is that 
L)(t) (~.(s)ds)g dt < m. 
(iii) A sufficient condition for (12) to have a positive solution {z(t), y(t)} satisfying 
lim z(t) = 00, 
t+cc tl)$ y(t) = P E (0, =)I 
is that 
and 
L:.(t) (bmb(s)ds)P dt = co. 
Next we assume A(To) < 00. Then we have the following. 
(a) A necessary and sufficient condition for (12) to have a positive solution satisfying 
&II z(t) = a E (0, co), p% Y (t) = P E (O,m) 
is that 
L;a(t) (p+cqlmb(s)ds)P dt < co, 
for some c > 0. 
(b) A necessary and sufficient condition for (12) to have a positive solution satisfying 
)ly(t) = a E (O,m), /l-I&y(t) = 0 
is that 
L)(t) (lmb(s)ds)P dt < co. 
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EXAMPLE 2. Consider the differential system 
5” = a(t)lyl*-ly, 
y” = -b(t)lxlq-lx. 
Then (13) can be rewritten in the following form: 
x; =x2, 
x; = u(t)lx3y-lx3, 
x$ = x4, 
xi = -b(t)lxpx1, 
(13) 
(14 
with xi = x, x3 = y. 
Suppose u(t), b(t) are positive continuous functions defined on [To, oo), p > 0, q > 0 are 
constants. 
In this case, al(t) = us(t) E 1, as(t) = u(t), q(t) = b(t), sTy a(t) dt = co, and Theorems l-3 
imply the following. 
(i) A necessary and sufficient condition for (13) to have a solution {x(t), y(t)} satisfying 
x(t) > 0, x’(t) > 0, y(t) > 0, y’(t) > 0, and 
is that 
&y(t) = a E (0, co), )&n&y’(t) = 0 
for some c > 0. 
(ii) A necessary and sufficient condition for (13) to have a solution {x(t), y(t)} satisfying 
x(t) > 0, x’(t) > 0, y(t) > 0, y’(t) > 0, and 
lim x(t) = 09, 
t-co 
lim x’(t) = 00, 
t+m &&Y(t) = m, &y!‘(t) = a E (0, co) 
is that 
p(t) (c+l (c+~u~sl~(c(sl -W%) q dt < O”, 
for some c > 0. 
(iii) A sufficient condition for (13) to have a solution {x(t), y(t)} satisfying x(t) > 0, x’(t) > 0, 
y(t) > 0, y’(t) > 0, and 
t’& Y (9 = 00, lim y’(t) = 0 t-+ca 
is that 
for some c > 0 and 
for any d > 0. 
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