where #(*, A;; r, f) *=i Now we remark that (1.3) is equivalent to that h r (Q, #; ?) is not zero as a homogeneous polynomial in £ of degree r, where £T(0, #; r, £) = rank .
( 1.4) Vo. Definition 1.2. We say that the initial surface £ = 0 is double characteristic if for a positive integer r 3 
=o,
This condition is equivalent to that h r (Q, x; f) is zero as a polynomial in f and A r+ i(0 3 A;; ^) is not zero as a polynomial in f.
In section 2 3 we study the initial-value problem in the case of simple characteristic. From section 3 on, we study the problem in the case of double characteristic. In section 4 we state the main theorems under the assumption (3. Ass.} when r^>2. In appendix we study the case with a certain assumption other than (3. Ass.) . In section 8 3 we give only the results in the case where r = l.
The arguments in this paper may be used for the initial-value problems of higher order system.
Our method relies essentially on the paper of Y. Hasegawa Q6]. I. G. Petrowsky Hi2] and S. Mizohata Q8] had proved the existence of null solutions and S. Matsuura [JL1] had proved the existence of null solutions for overdetermined system with constant coefficients (see also L.
Hormander Q7]). 
Now we transform the unknown function u(t, x} to v(t, x) in a neighborhood of the origin by
We rewrite the system (1.1) in the following form For the proof of Theorem 2.1 we use the following lemma. 
Since the necessity is clear, we prove the sufficiency. Now let us consider the following Goursat-problem to the system (2.4); On the other hand, F,-(#) 5 (^" -Ir-jO i s a l so a solution of (2.8) in view of (2.6). Then we have v,-(0, ^)=F,-(A;)J (z = l,-.-3 r) in a neighborhood of the origin. Finally the non-uniqueness of the solution is obvious from the arbitrariness of *,-(*, x') in (2.7).
Q.E.D, §3. Reduction to the Standard Form
To study the double characteristic case we reduce the system (1.1) to the standard form as in §2. Without loss of generality we may assume
The assumption (1.4)' implies immediately
where
We shall prove only that *-5i(0 3 x) ^12(^)^0, since the others are proved by the same reasoning. It suffices to prove that *J5i(0 3 0)Ti 2 (0)=^= 0. We now assume that 'J?i(0, 0)Ti 2 (0) = 0. If we put P 3 = (Ti 2 (0), T 2 We here give a more elementary proof. In order to prove the convergence of the formal solution in a neighborhood of the origin, we make a majorant system of (5.1). 
hi(t,x),(i = l,-9 N)-
Then we have the following majorant system of (5.1): Now let us construct a solution of (5.4) depending on X and F.
Namely, let us consider the following initial-value problem: has non-negative coefficients. In fact it suffices to choose a so that 0<
a<I/MN.
In order to prove the convergence of (5.7) in a neighborhood of the origin, we reduce the problem (5.5)-(5.6) to the equivalent problem as follows; differentiating the second and the third equations with respect to X, then we have a second order system. Now we give the following data Since the necessity is obvious, we prove the sufficiency. Now let us consider the following Goursat-problem to (3.6); *'), (7=0,1), In generally the lemma is true for the higher order system (see the proof in detail). can be constructed uniquely.
Proof. Let us construct the formal solution of type
In order to prove the analyticity of (6.10) in a neighborhood of the origin, we consider the following Goursat-problem equivalent to (6.9)-(4.6); differentiating the first equation in (6.9) with respect to £ 3 and substituting the terms -~-v» (z = r+l, ..., TV") by the third equations in ot We note that t4 0) (#X (i = l, --^r) are defined uniquely by (6.13) in a neighborhood of the origin. (Cauchy-Kowalewski Theorem). Clearly (6.11)-(6.12) has the same formal solution with that of (6 .9) -(4.6) in view of the construction of the problem (6.11)-(6.12).
Without loss of generality we may assume that the Goursat-data (6.12) are all zero. Let It is obvious that the formal solution of (6.15)-(6.16) is majorant of that of (6.11)-(6.12) in view of the construction of the formal solution.
Now we note that (6.15)-(6.16) is a problem considered in Lemma 6.1 (see Remark 6.1), then there exists a unique solution of (6.15)-(6.16) in a neighborhood of the origin. Thus we proved the lemma.
Q.E.D.
Proof of Theorem 4.2. We shall prove the theorem for the system (3.6) replacing (1.!)-(!.2). We prove the sufficiency, since the necessity is obvious. Let us consider the following Goursat-problem to (3.6):
is the initial-data of (3.6) and %,<£, Without loss of generality we may rewrite the system (3.6) as follows,
We give only a sketch of the proof, since an exact discription is more complicated.
Our purpose is to construct a Goursat-data (4.6) so that the formal solution (7.1) is not analytic in any neighborhood of the origin. We note that the formal solution (7.1) can be constructed uniquely according to the assumption. Now let us consider the following Goursat-data, (1) In the above theorem the necessity follows immediately from the construction of the formal solution of type (8.4) u(t, *)= 2 aC*>(*)*Vp! •
/>^0
Let us recall that we are assuming (1.4). Contrary to (8.1), we now assume (8.5) a(0, *) = (), c(0, *)^0. for some positive constant C in |#'|<<y.
We must pay attention when we estimate (^-7) # ( /' g) ? because of the fact that ^-1; 3 appear in the right hand side of the first equation in the system (A.9). This completes the proof.
