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Boundary conditions
Dirichlet boundary conditions on a surface can be imposed on a scalar ﬁeld, by coupling it quadratically
to a δ-like potential, the strength of which tends to inﬁnity. Neumann conditions, on the other hand,
require the introduction of an even more singular term, which renders the reﬂection and transmission
coeﬃcients ill-deﬁned because of UV divergences. We present a possible procedure to tame those
divergences, by introducing a minimum length scale, related to the nonzero ‘width’ of a nonlocal term. We
then use this setup to reach (either exact or imperfect) Neumann conditions, by taking the appropriate
limits. After deﬁning meaningful reﬂection coeﬃcients, we calculate the Casimir energies for ﬂat parallel
mirrors, presenting also the extension of the procedure to the case of arbitrary surfaces. Finally, we
discuss brieﬂy how to generalize the worldline approach to the nonlocal case, what is potentially useful
in order to compute Casimir energies in theories containing nonlocal potentials; in particular, those which
we use to reproduce Neumann boundary conditions.
© 2010 Elsevier B.V. Open access under CC BY license. 1. Introduction
Material bodies can modify the vacuum structure of a quan-
tum ﬁeld theory, giving rise to interesting physical phenomena,
like forces between neutral objects (Casimir effect) and changes
in the decay rates of excited atoms [1]. In some cases, the ef-
fect of the bodies can be grossly described by assuming that the
ﬁelds satisfy exact Dirichlet or Neumann boundary conditions on
their surfaces. This idealization, as well as the perfect conductor
approximation in QED, must of course be modiﬁed to cope with
more realistic situations. Indeed, inside a real conductor the ﬁelds
do not vanish. A more realistic description corresponds to a linear
relation between the ﬁeld (and its derivative) on one side of the
conducting interface and the same objects on the other.
Boundary conditions are just an effective, approximate, macro-
scopic way of taking into account the effects of the interaction be-
tween the vacuum quantum ﬁelds and microscopic matter degrees
of freedom inside the bodies. A more reﬁned way of taking that
interaction into account is to use linear response theory, whereby
a generally nonlocal, quadratic effective action for the quantum
ﬁeld is obtained. The details about the microscopic interaction be-
come then subsumed into the nonlocal kernels of this effective
action term [2]. This procedure does not, in general, yield exact
boundary conditions: on the one hand, the kernel is different from
zero on a ﬁnite width region. On the other, in a realistic situa-
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Open access under CC BY license. tion, it is a smooth bilocal function. Within the context of Casimir
physics, there are several reasons to consider this and other kinds
of ‘imperfect’ versions of the exact Dirichlet and Neumann bound-
ary conditions. Firstly, phenomenology tells us that realistic models
for the electromagnetic properties of neutral bodies can hardly be
described by ‘sharp’ boundary conditions on the quantum ﬁelds.
Secondly, the perfect conductor approximation presents diﬃcul-
ties, even from a purely theoretical standpoint: divergences of the
vacuum energy density close to the surfaces [3] and, as a con-
sequence, some ambiguities and even conceptual problems in the
calculation of self-energies [4] and its concomitant gravitational ef-
fects [5]. Finally, there may be a practical reason to use a sharp
but imperfect version of a boundary condition: Dirichlet Boundary
Conditions (DBC) can be implemented numerically as interaction
terms involving surface deltas, taking the strong coupling limit at
the end. The analogue procedure is not known, however, for the
case of Neumann Boundary Conditions (NBC). Note that an alter-
native approach to Neumann boundary conditions, in terms of a
special kind of ‘matching conditions’ has been introduced in [6].
In this Letter we study the problem of imposing (NBC) on a
massless real scalar ﬁeld, by means of boundary interaction terms.
There is, at ﬁrst sight, a straightforward solution to this problem,
namely, to adapt the approach followed for the Dirichlet case, to
impose a different boundary condition. That would imply to use
interaction terms proportional to the normal derivative of the δ-
function. However, because these are highly singular objects, the
situation becomes more subtle. Indeed, as we have shown in a
previous paper [7], in order to compute the Casimir energy for po-
tentials containing derivatives of the δ-function, it is necessary to
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olet cutoff is needed to compute the transmission and reﬂection
coeﬃcients for a single mirror. We shall introduce that cutoff ex-
plicitly into the theory, by considering nonlocal interaction terms,
showing also that the cutoff can be naturally interpreted as the
inverse of the width of the mirror.
The structure of this Letter is as follows: In Section 2 we com-
pute the reﬂection coeﬃcients for theories described by local and
nonlocal potentials, emphasizing the diﬃculties that the straight-
forward approach to the NBC has. We then calculate, in Section 3,
the Casimir energy for ﬂat mirrors using Lifshitz formula [8], both
in the local and nonlocal cases. We ﬁnally present, in Section 4 the
construction of nonlocal potentials for mirrors of arbitrary shape,
and also a possible generalization of the worldline approach to
cope with nonlocal potentials. This would allow one, in principle,
to extend the worldline approach [9] to the calculation of Casimir
energies in the Neumann case, by taking the appropriate limit.
2. Boundary conditions and interaction terms
Throughout this Letter, we shall consider a massless real scalar
ﬁeld ϕ(x) in d + 1 dimensions as the ‘vacuum’ (as opposed to
matter) ﬁeld. The aim of this section is to derive the boundary
conditions for the vacuum ﬁeld from the knowledge of the inter-
action term that accounts for its coupling to a mirror, by solving its
equations of motion. In particular, we want to explore the nonlocal
and NBC cases.
To that end, we ﬁrst deﬁne the action S , which will be assumed
to be of the form:
S(ϕ) = S0(ϕ) + S I (ϕ) (1)
where the free action S0 is given by
S0(ϕ) = 1
2
∫
dd+1x∂μϕ(x)∂μϕ(x) (2)
while the term that implements the interaction with the mirror
has the structure
S I (ϕ) = −1
2
∫
dd+1x
∫
dd+1x′ ϕ(x)V
(
x, x′
)
ϕ
(
x′
)
, (3)
with a real and symmetric kernel V (x, x′). The explicit form of
the kernel depends on the details of the interaction between the
quantum scalar ﬁeld and the degrees of freedom in the mirror.
The kernel V (x, x′) is assumed to be invariant under translations
in time (x0) and in the parallel (xi, i = 1, . . . , xd−1) spatial coor-
dinates. Thus, denoting by x‖ all the coordinates except xd , we
assume that:
V
(
x, x′
)= V (x‖ − x′‖; xd, x′d). (4)
Then the equations of motion adopt the nonlocal form:
ϕ(x‖, xd)= −∫ dd+1x′ V (x‖ − x′‖; xd, x′d)ϕ(x′‖, x′d). (5)
Then we take advantage of translation invariance in x‖ to use the
Fourier transformed version of (5):(
∂2d + k2
)
ϕ˜
(
k, xd
)= ∫ dx′d V˜ (k; xd, x′d)ϕ˜(k, x′d), (6)
where we introduced kα , α = 0,1, . . . ,d − 1, and:
ϕ
(
x‖, xd
)= ∫ ddk
(2π)d
eik·x‖ ϕ˜
(
k, xd
)
,
V
(
x‖ − x′‖, xd
)= ∫ ddk
d
eik·(x‖−x
′‖) V˜
(
k; xd, x′d). (7)(2π)We are interested in solutions that look like plane waves far
from the mirror, and we want to be able to extract from the solu-
tion the reﬂection and transmission coeﬃcients. It is then natural
to treat the system as a scattering problem, writing the solution
by means of the corresponding Lippmann–Schwinger (L–S) equa-
tion:
ϕ˜
(
k, xd
)= ϕ˜(0)(k, xd)+ ∫ dx′d
×
∫
dx′′d Δ
(
k; xd, x′d)V˜ (k; x′d, x′′d)ϕ˜(k, x′′d), (8)
where ϕ˜(0) is the (incident) free-particle wave, solution of(
∂2d + k2
)
ϕ˜(0)
(
k, xd
)= 0 (9)
and Δ is the retarded Green’s function. We shall assume the free-
particle solution to correspond to a wave incident from xd < 0,
namely: ϕ˜(0)(k, xd) = eikdxd , where kd ≡
√
(k0)2 −∑d−1i=1 (ki)2 =
k > 0 and k0 > 0, which are just the mass shell conditions.
On the other hand, the retarded Green’s function satisﬁes:(
∂2d + k2
)
Δ
(
k; xd − x′d)= δ(xd − x′d) (10)
(with retarded boundary conditions) and may be written more ex-
plicitly as follows:
Δ
(
k; xd − x′d)= ∫ dν
2π
eiν(x
d−x′d) 1
−ν2 + (k0 + iη)2 −∑d−1i=1 (ki)2
= − i
2k
eik|xd−x′d|. (11)
Let us now solve the L–S equation in some particular cases.
2.1. Dirichlet-like boundary conditions
As a warming-up exercise, we consider a local kernel VD which
may be used to impose Dirichlet-like boundary conditions:
V˜ D
(
k, xd, x′d
)≡ μ0(k)δ(xd)δ(x′d). (12)
Inserting this into (8), we obtain:
ϕ˜
(
k, xd
)= ϕ˜(0)(k, xd)+ μ0(k)Δ(k; xd,0)ϕ˜(k,0), (13)
whence we obtain, by evaluating the equation above at xd = 0:
ϕ˜(k,0) = 1
1+ iμ0(k)2k
, (14)
and, ﬁnally:
ϕ˜
(
k, xd
)= eikxd − iμ0(k)2k
1+ iμ0(k)2k
eik|xd| ≡ ϕ˜(k, xd)
= eikxd + r(k)eik|xd|. (15)
When |μ0(k)|2k → ∞, we see that ϕ˜(k, xd) = 0 for xd > 0, r(k) = −1,
the wave is perfectly reﬂected and the ﬁeld satisﬁes DBC at xd = 0.
An interesting particular case is μ0(k) = γ k, that produces a con-
stant reﬂection coeﬃcient and DBC in the limit γ → ∞. This kind
of potentials are generated by massless fermion ﬁelds conﬁned to
the mirror [10].
In the general case, the reﬂection (R) and transmission (T ) co-
eﬃcients are:
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2
4(kd)2
1+ |μ0(k)|2
4k2
− Im(μ0)k
,
T = ∣∣1+ r(k)∣∣2 = 1− Im(μ0)k
1+ |μ0(k)|2
4k2
− Im(μ0)k
. (16)
It is easy to check that R + T = 1.
2.2. Neumann-like boundary conditions
In this case, we consider a kernel:
V˜ N
(
k, xd, x′d
)≡ μ2(k)δ′(xd)δ′(x′d). (17)
Now we obtain the relation:
ϕ˜
(
k, xd
)= ϕ˜(0)(k, xd)
+ μ2(k)
[
∂
∂x′d
Δ
(
k; xd, x′d)]
x′d=0
ϕ˜′(k,0), (18)
which yields ϕ˜(k,0) = ϕ˜(0)(k,0) (= 1), i.e., no effect on the value
of the incident wave at the mirror. On the other hand, by taking a
derivative with respect to xd above, and setting xd = 0:
ϕ˜′(k,0) = ϕ˜
′ (0)(k,0)
1− μ2(k)D(k) , (19)
where:
D(k) ≡
[
∂2
∂xd∂x′d
Δ
(
k; xd, x′d)]
xd=0,x′d=0
. (20)
This quantity is ill-deﬁned. Indeed, we see that it is linearly di-
vergent in the UV (large momenta in the xd direction). Introduc-
ing a momentum cutoff Λ, we see that its regularized version,
Dreg(k,Λ), behaves as follows:
Dreg(k,Λ) ∼ −Λ
π
− i k
2
. (21)
There is a very clear physical meaning in this cutoff: indeed, as we
shall show in the next subsection, it may be interpreted as due to a
ﬁnite width  for the mirror. In particular, it may be implemented
by using a kernel similar to the one in this subsection, but with
the derivatives of the deltas replaced by one of its approximants.
Keeping the cutoff Λπ ≡ −1 ﬁnite, we ﬁnd a relation involving
the derivatives of the free and exact ﬁeld conﬁgurations:
ϕ˜′(k,0) = ϕ˜
′ (0)(k,0)
1+ μ2(k)(−1 + i k2 )
. (22)
It is possible (and convenient) in this context to hide the cutoff,
by relating it to a quantity with a more direct physical meaning,
playing the role of a renormalization condition. For example, intro-
ducing the ratio:
α ≡
[
ϕ˜′(k,0)
ϕ˜′ (0)(k,0)
]
k→0
, (23)
we may write  in terms of α and μ2(0): −1 = μ−12 (0)(α−1 − 1).
Then we may write the general solution for the ﬁeld in terms
of the function μ2 and the constant α:
ϕ˜
(
k, xd
)= eikxd − r(k) sign(xd)eik|xd|, (24)
where:r(k) ≡
ikμ2(k)
2
1+ μ2(k)μ2(0) (α−1 − 1) +
ikμ2(k)
2
=
ikμ2(k)
2
1+ μ2(k)(−1 + i k2 )
. (25)
It is clear that NBC emerge if r(k) → 1, and this is the case for an
inﬁnitesimal μ2(k) = − . Indeed, writing μ−12 = −−1 + Γ −1 we
have
r(k) = 1
1− 2i
Γ k
. (26)
Note that, in the limit Γ k 	 1, this corresponds to a “soft” NBC
with ϕ˜′(k,0) ∼ Γ −1.
2.3. Nonlocal kernel
We consider here a case which includes the mirror’s size into
the game, albeit not in the most general form. It does allow one,
however, to reach both the Dirichlet and Neumann cases as par-
ticular limits. Besides, it automatically introduces a regularization
(related to a ﬁnite width) for the Neumann case.
This example corresponds simply to using the kernel:
V˜
(
k; xd, x′d)= σ(k)g(xd)g(x′d) (27)
where g(xd) is a function localized on a region of size  . We shall
assume, for the sake of concreteness, its support to be the interval
[−/2,+/2]. It may even depend on k: everything we shall do in
what follows would remain valid had one included such a depen-
dence. The same holds true for an eventual dependence of σ on  .
As already stressed, one can think of the nonlocal kernel as com-
ing from the integration of microscopic degrees of freedom living
on the mirror and interacting with the quantum ﬁeld ϕ . Although
from this point of view the form of the kernel given in (27) may be
nonrealistic, it will be suﬃcient in order to show the regularizing
effect of a nonlocality in the normal direction.
We shall not use speciﬁc forms for the function g(xd) yet.
However, one may think of size- approximants of the δ function
or of its derivative, although the results we shall obtain will not
depend on those assumptions.
The application of (8) to this case yields:
ϕ˜
(
k, xd
)= ϕ˜(0)(k, xd)
+ σ(k)
[∫
dx′d Δ
(
k; xd, x′d)g(x′d)]ϕ˜g(k), (28)
where ϕ˜g(k) ≡
∫
dxd g(xd)ϕ˜(k, xd).
Multiplying both members of (28) by g(xd) and integrating
over xd , we ﬁnd the relation:
ϕ˜g(k) = ϕ˜
(0)
g (k)
1− σ(k)Δg(k, ) (29)
where:
Δg(k, ) ≡
∫
dxd
∫
dx′d g
(
xd
)
Δ
(
k; xd, x′d)g(x′d). (30)
Note that this object is ﬁnite for approximants that are square-
integrable, although the limit when  → 0 may be singular. For
example, to reproduce the Neumann case, one may consider the
function:
g
(
xd
)= − 4
2
θ
(
 − ∣∣xd∣∣) sign(xd), (31) 2
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= 0:
Δg(k, ) = 32
k24
[

2
+ 1
2ik
(
eik − 1)− 2
ik
(
eik

2 − 1)]. (32)
To proceed, we insert (29) into (28), obtaining:
ϕ˜
(
k, xd
)= ϕ˜(0)(k, xd)+ σ(k)ϕ˜(0)g (k)
1− σ(k)Δg(k, )
× 1
2ik
∫
dx′d eik|xd−x′d|g
(
x′d
)
. (33)
Then we evaluate the equation above for two different situations,
both corresponding to points outside of the mirror: either xd > 2 ,
or xd < − 2 , what yields:
ϕ˜>
(
k, xd
)= eikxd[1+ σ (k)2ik ϕ˜(0)g (k)ϕ˜∗(0)g (k)
1− σ(k)Δg(k, )
]
≡ t(k)eikxd ,
ϕ˜<
(
k, xd
)= eikxd + e−ikxd σ (k)2ik ϕ˜(0)g (k)ϕ˜(0)g (k)
1− σ(k)Δg(k, )
≡ eikxd + r(k)e−ikxd , (34)
respectively. Note that ϕ˜(0)g (k) =
∫
dxd eikx
d
g(xd), may be thought
of as the Fourier transform of g . Using the notation:∫
dxd e−ikxd g(xd) ≡ g˜(k) to make that property explicit we write
the T ant R coeﬃcients as follows:
T (k, ) = ∣∣t(k)∣∣2 = ∣∣∣∣1+
σ (k)
2ik |˜g(k)|2
1− σ(k)Δg(k, )
∣∣∣∣2,
R(k, ) = ∣∣r(k)∣∣2 = ∣∣∣∣
σ (k)
2ik [˜g∗(k)]2
1− σ(k)Δg(k, )
∣∣∣∣2. (35)
After some calculations it is possible to show that R + T = 1. At
this point it is worth to note that, generally speaking, nonlocal-
ity can induce violations to this relation, since the interaction with
microscopic degrees of freedom in the mirror may affect unitar-
ity. However, this is not the case for nonlocal kernels of the form
(27).
For the Neumann-like case, we may consider the  → 0 limit
with the g introduced in (31). This yields for Δg the asymptotic
behaviour:
Δg(k, ) ∼ −4
3
−1 − i k
2
,  ∼ 0, (36)
as it may be seen from (32).
Note that, for the same approximant, we ﬁnd:
g˜(k) = − 16
ik2
sin2
(
k
4
)
. (37)
To reach the exact NBC from the nonlocal case, one may use an
appropriate dependence of σ , namely, choosing a σ(k, ) such that
condition is approached in the limit when  → 0. To that end, we
take the derivative of (33) at the origin, and see that, when  ∼ 0:
ϕ˜′(k,0)  ik
[
1+ k
2i
σ(k, )
1− σ(k, )Δg(k, )
]
(38)
thus, using a σ such that:
σ(k, )
1− σ(k, )Δg(k, ) = −
2i
k
, (39)
yields NBC, i.e. r(k) = 1 and t(k) = 0. It is worth noting that, as in
the local case, the NBC are obtained for an inﬁnitesimal value of σ ,
that is σ  −3/4.Finally, we stress that the Dirichlet-like case is obtained by con-
sidering g to tend to a δ function. This implies g˜(k) → 1, and
Δg(k) → 12ik , what (setting σ → μ0) reproduces the Dirichlet-like
case result.
3. Casimir energy
We will now compute the Casimir energy for the conﬁgura-
tion of two identical mirrors centered at xd = 0 and xd = a in
3+ 1 dimensions. In principle, the Casimir energy can be obtained
from the nonlocal effective action using path integral techniques
[7,11]. However, it is simpler to use Lifshitz formula [8]. Indeed,
we just need the analytic continuation to the imaginary frequency
axis of the reﬂection coeﬃcients already computed in the previ-
ous section. The reﬂection coeﬃcients r(k) depend on the wave
vector kα = (k0,k1,k2). Denoting by r¯ the analytic continuation
r¯ = r(k0 = iξ,k1,k2), according to Lifshitz formula, the Casimir en-
ergy then reads
E(a) = 1
2π
∞∫
0
dξ
∫
d2k
(2π)2
log
(
1− r¯2e−2κa), (40)
where κ =
√
k21 + k22 + ξ2.
It is easy to see that, due to the symmetries we are assum-
ing, r¯ depends only on κ . Therefore, using spherical coordinates in
momentum space Lifshitz formula can be written as
E(a) = 1
4π2
∞∫
0
dκκ2 log
(
1− r¯2e−2κa), (41)
which is well deﬁned as long as r¯2 < 1.
Let us now discuss the main properties of the reﬂection co-
eﬃcients, for the local and nonlocal interaction terms previously
considered. For the Dirichlet-like boundary conditions considered
in Section 2.1, the analytic continuation of the reﬂection coeﬃ-
cient, which can be read from (15), is given by:
r¯2 =
(
μ0(κ)
2κ + μ0(κ)
)2
. (42)
Note that r¯ is well deﬁned and smaller than 1 for μ0(κ) > 0. Be-
sides, it does reproduce the Dirichlet Casimir energy in the limit
μ0(κ)/κ → ∞. Inserting Eq. (42) into Eq. (41) we reproduce the
usual result for δ-potentials [12].
For the local Neumann-like case described in Section 2.2, the
reﬂection coeﬃcient is given in (25), and its analytic continuation
reads
r¯2 =
[
μ2(κ)κ
2+ μ2(κ)(2−1 + κ)
]2
, (43)
and it is well deﬁned except when − < μ2(κ) < 0. The Neumann
Casimir energy can be reproduced when μ2 → − from below.
For the Neumann-like nonlocal boundary term considered in
Section 2.3, Eqs. (34) and (37) allow we to derive
r¯2 =
[
128σ¯
4κ3(1− σ¯ Δ¯g)
sinh4
(
κ
4
)]2
, (44)
where σ¯ and Δ¯g denote the analytic continuations of σ and Δg
respectively. In order to reproduce Neumann boundary conditions,
σ¯ must be a rather involved function of κ and  . However, when
computing the Casimir energy for mirrors separated by a distance
a 	  , we expect the relevant values of κ to satisfy κ  1. In
this limit, that function simpliﬁes to σ = − 3 . If we assume that4
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 . In the particular case σ/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reproducing NBC for x  1.σ is a constant, the Casimir energy for this reﬂection coeﬃcient is
well deﬁned as long as σ < − 34 or σ > 0. These properties are
illustrated in Fig. 1.
4. Generalization to arbitrary surfaces and worldline approach
In the previous sections, we have introduced nonlocal inter-
action terms, which may be regarded as ‘regularized’ versions of
the terms one should introduce to impose Dirichlet or Neumann
boundary conditions. Indeed, the singular terms involving Dirac’s δ
function or its derivatives disappear, at the price of introducing a
ﬁnite length scale.
That step is not necessary for the Dirichlet case (unless one
wanted to describe a medium with an intrinsic nonlocality). On
the other hand, because of its highly singular nature, a local Neu-
mann term should be approached as a special limit of a nonlocal
term. Indeed, one should do so in order to tame the inﬁnities that
otherwise would pop up at a very early stage, namely, when cal-
culating the reﬂection and transmission coeﬃcients, before dealing
with the Casimir energy.
The explicit construction of the nonlocal terms has, however,
only been carried out for the simplest possible case, regarding the
mirror’s geometry. Indeed, we have considered terms which, in the
local limit, would correspond to a plane mirror at xd = 0.
Let us now extend the construction to more general surfaces.
We have in mind a situation where one really wants to deal with
a Neumann-like condition on a local (zero-width) surface and, in
order to do that, one temporarily introduces a small nonlocality
along the normal direction to the surface, on a length scale ∼  .
That nonlocality is introduced to regularize the problem, and it
should disappears in the end when one takes the ‘zero width Neu-
mann limit’  → 0 (and the corresponding limit for the coupling
constant). Because of this reason, we shall make use of some sim-
pliﬁcations that stem from the fact that, even though it is different
from zero,  is very small in comparison with the other character-
istic length scales in the system.
The only assumption about the surface will be that it is piece-
wise regular. Besides, it is suﬃcient to consider just one surface.
Indeed, for more than one surface, one just have to add moreterms to the action: one for every disconnected piece. Also, for the
sake of simplicity, we shall ﬁrst assume that the nonlocality only
exists for the normal direction to the surface. Finally, we shall re-
strict our study to the case of surfaces in three-dimensional space.
Let us begin by writing the well-known local interaction term,
corresponding to Dirichlet-like boundary conditions, for a zero-
width static surface Σ , and generalize it to the nonlocal case af-
terwards. This surface will be assumed to be given in parametric
form:
Σ : (σ1,σ2) → Y(σ ), Y(σ ) ∈R(3). (45)
Then, the local Dirichlet-like interaction term SΣ(σ ), is:
SΣ(ϕ) = μ0
2
∫
dx0 dσ1 dσ2
√
G(σ )
(
ϕ
[
x0,Y(σ )
])2
(46)
where G(σ ) ≡ det[Gab(σ )], with Gab(σ ) ≡ Ta(σ ) ·Tb(σ ), a,b = 1,2,
and Ta(σ ) ≡ ∂aY(σ ).
We then introduce a nonlocality in this term, proceeding as fol-
lows: we ﬁrst construct the ﬁnite volume region, Σ , that results
from ‘dragging’ Σ along the normal direction. The volume Σ is
spanned by introduced a new parameter, η (to be denoted also by
σ3), in such a way that:
Σ : (σ1,σ2, η) → X(σ ,η), (47)
such that X(σ ,0) = Y(σ ), ∀σ . η will have inﬁnitesimal values
around zero and we want it to introduce departures in the nor-
mal direction only. Then, to ﬁrst-order in η, a parametrization for
Σ can be explicitly written:
X(σ ,η) = X(σ ,0) + [∂ηX(σ ,η)]η=0η + O(η2)
= Y(σ ) + N̂(σ )η + O(η2), (48)
where we introduced the unit normal vector ﬁeld:
N̂(σ ) = T1(σ ) × T2(σ )|T1(σ ) × T2(σ )| , (49)
at each point of the surface (which is assumed to be regular).
In these coordinates, for small η, and using the index 3
for η, the metric tensor Gij(σ ,η) (i, j = 1,2,3) on Σ becomes:
Gab(σ ,η) = Gab(σ ), Gaj(σ ,η) = G ja(σ ,η) = 0, and G33 = 1.
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follows:
SΣ(ϕ) = μ0
2
∫
dx0 dσ1 dσ2 dη
√
G(σ )δ(η)
(
ϕ
[
x0,X(σ ,η)
])2
= μ0
2
∫
dx0 dσ1 dσ2
√
G(σ )
(
ϕ
[
x0,Y(σ )
])2
, (50)
as it should be.
The nonlocal term (either Dirichlet- or Neumann-like) is then
constructed in a quite straightforward way:
SΣ (ϕ) =
λ
2
∫
dx0 dσ1 dσ2
√
G(σ )dηdη′ g(η)g
(
η′
)
× ϕ[x0,X(σ ,η)]ϕ[x0,X(σ ,η′)], (51)
where g has the form of an approximant of the δ in the Dirichlet
case, and of its derivative in the Neumann case. Note that, with
our conventions, η has the dimensions of a length. Thus we may
effectively assume that because of the function g , the relevant
range of η is ∼ [− 2 , 2 ].
As a concrete example, we may write SΣ for a sphere of ra-
dius R:
SΣ (ϕ) =
λ
2
R2
∫
dx0 dθ dϕ sin
2 θ dr dr′ g(r)g
(
r′
)
× ϕ[x0,X(θ,ϕ, r)]ϕ[x0,X(θ,ϕ, r′)], (52)
where we used spherical coordinates.
We conclude by presenting the implementation of this type of
term within the worldline approach to Casimir effect [9], a very
useful tool for the calculation of Casimir energies. The usual world-
line applies, by construction, to Dirichlet-like boundary conditions,
which emerge as the result of the introduction of a local potential
term. On the other hand, as we have shown, Neumann condi-
tions require the consideration of nonlocal terms, even when one
is interested in imposing Neumann boundary conditions on a zero-
width surface.
Let us consider here the changes one has to introduce in the
worldline approach, to be able to deal with nonlocal potentials (we
have in mind just the kind of nonlocality considered in the previ-
ous sections). For the Casimir energy of a (massive, for the sake of
completeness) ﬁeld in the worldline approach, the starting point is
formally the same as in the local case; indeed, one ﬁrst deﬁnes an
effective action Γ [V ]:
Γ [V] = 1
2
Tr ln
[−∂2 +m2 + V
−∂2 +m2
]
(53)
where now V is an operator whose matrix elements, in the coor-
dinate representation, are:
V
(
x, x′
)= 〈x|V ∣∣x′〉= 〈x0,x|V ∣∣x′0,x′〉
= μ0δ
(
x0 − x′0
)∫
d2σ
√
G(σ )
∫
dηdη′ g(η)δ(3)
× (x− X(σ ,η))g(η′)δ(3)(x′ − X(σ ,η′)) (54)
(we follow here the usual convention whereby Dirac’s notation is
used for the Hilbert space of functions of x).
Then, using Frullani’s representation [13] for the logarithm of a
ratio, one has:
Γ [V] = −1
2
∞∫
dT
T
[
K (T ) − K0(T )
]
, (55)0+where:
K (T ) =
∫
d4x K (x, T ; x,0), (56)
K
(
x′′, T ; x′,0)≡ 〈x′′∣∣e−T H ∣∣x′〉, (57)
with H = p2 +m2 + V ≡ H0 + V , and
K0
(
x′′, T ; x′,0)≡ 〈x′′∣∣e−T H0 ∣∣x′〉. (58)
The only place where a departure with respect to the local case
appears is in the path integral representation for K (T ). Partitioning
the T interval into many equal steps and evaluating the transition
amplitude for an inﬁnitesimal evolution in each step, one realizes
that, in the limit when the number of steps tends to inﬁnity, the
following path integral representation emerges:
K (T ) = N e−m2T
∫
x(T )=x(0)
Dxe−S[x] (59)
where:
S[x] ≡ S0[x] + SI [x] (60)
with
S0[x] =
T∫
0
dτ
1
4
x˙2(τ ), (61)
SI [x] =
T∫
0
dτ
T∫
0
dτ ′ V
[
x(τ ), x
(
τ ′
)]
, (62)
and N is a factor that comes from the path integration over mo-
menta, and is independent of the potential.
Finally, coming back to the effective action, and using the
known result for the free transition amplitude, one may write:
Γ [V] = −1
2
1
(4π)
d+1
2
∞∫
0+
dT
T 1+ d+12
e−m2T
[〈
e−SI [x]
〉− 1], (63)
where
〈
e−SI [x]
〉=
∫
x(0)=x(T ) Dxe−SI [x]e−S0[x]∫
x(0)=x(T ) Dxe−S0[x]
. (64)
We do not dwell with the numerical evaluation of this kind of
path integral, which may certainly be more diﬃcult than its local
counterpart, since the interaction term is not simply the integral of
a local function of time. However, since the scale of nonlocality is
assumed to be small, we expect the properties of the integral not
to be dramatically different to the standard ones. Finally, a scaling
to unit proper time may be of course implemented in a similar
way to the local case, as well as the extraction of a ‘center of mass’
for the closed paths involved in the integral over paths.
5. Conclusions
We have shown that NBC can be obtained by coupling the ﬁeld
to an interaction term which, if one wanted to have well-deﬁned
transmission and reﬂection properties, has to include an intrinsic
regularization. We have also provided an explicit mechanism to in-
troduce that regularization in the calculation.
That regularization may be naturally thought of as due to two
sources: a ﬁnite width, and a ﬁnite nonlocal coupling. Neumann
conditions on a zero width surface emerge when one takes a spe-
cial limit, whereby the coupling constant is related to the width.
C.D. Fosco et al. / Physics Letters B 690 (2010) 189–195 195One may then conclude that, to reach NBC, one needs essentially
just one constant to control the UV behaviour, rather than two
independent scales. Of course, if one wanted to deal with a phe-
nomenological model where the nonlocal term is derived, one may
obtain more that one scale, and the resulting boundary conditions
may exhibit a richer structure.
We have presented a possible way to implement the kind of
path integral that one would require if one wanted to use a world-
line approach to nonlocal terms. We believe such an approach
might shed light on the properties of the Casimir energy with NBC
for arbitrary surfaces.
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