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Abstract
One of the challenges in Natural Language Processing (NLP) is the unstructured
nature of texts, in which useful information is not easily identifiable. Information
Extraction (IE) aims to alleviate it by enabling automatic extraction of structured
information from such text sources. The resulting structured information will
facilitate easier querying, organizing, and analyzing of data from texts.
In this thesis, we are interested in two IE related tasks: (i) named entity classification
and (ii) template filling. Specifically, this thesis examines the problem of learning
classifiers of text spans and explore its application for extracting named entities and
template slot-fillers.
In general, our goal is to construct a method to learn classifiers that: (i) require less
supervision, (ii) work well with high-dimensional sparse feature spaces and (iii) are
able to classify unseen items (i.e. named entities/slot-fillers not observed in training
data).
The key idea of our contribution is the utilization of unseen conjunctive features.
A conjunctive feature is a combination of features from different feature sets. For
example, to classify a phrase, one might have one feature set for the context and
another set for the phrase itself. When learning a classifier, only a factor of these
conjunctive features will be observed in the training set, leaving the rest (i.e. unseen
features) unusable for predicting items in test time. We hypothesize that utilizing
such unseen conjunctions is useful to address all of the aspects of the goal.
We develop a general regularization framework specifically designed for sparse
conjunctive feature spaces. Our strategy is based on employing tensors to represent
the conjunctive feature space, and forcing the model to induce low-dimensional
embeddings of the feature vectors via low-rank regularization on the tensor parame-
ters. Such compressed representation will help prediction by generalizing to novel
examples where most of the conjunctions will be unseen in the training set.
We conduct experiments on learning named entity classifiers and template filling,
focusing on extracting unseen items. We show that when learning classifiers under
minimal supervision, our approach is more effective in controlling model capacity
than standard techniques for linear classification.
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1Introduction
This thesis investigates the use of linear models with a low-rank constraint, as well
as their application in the tasks of Information Extraction (IE). Specifically, we focus
on addressing the challenge of feature sparsity in Named Entity Classification (NEC)
and template filling.
We will describe the tasks in Section 1.1, in which we will also motivate our research.
We will then describe the specific contributions of this thesis in Section 1.2. Finally,
Section 1.4 will provide a guide to navigating this thesis.
1.1 Motivation and Goal
Throughout the history of human civilization, the use of written text has been key
in passing knowledge from one generation to another. With the advancement of
technology, it is getting more and more easy to produce text and share knowledge to
each other. The world wide web alone has allowed the existence of an innumerable
amount of pages of texts to be available to almost everyone in the world. Not to
mention efforts in automating the digitization of printed materials, the transcription
of audio recordings, and more recently, the captioning of images and videos.
In a modern era like today, one can find themselves drowned in a sea of literature
in search of particular information of their interest. Since it is nearly impossible
for anyone to read all existing texts, the ambition is to have machines do it for us,
synthesize all the information and present them to us by request.
It is this very idea that fuels research efforts in Natural Language Processing (NLP),
which aims to allow machines to analyze human languages for different purposes.
Such ability is useful for many applications, from assisting people in their day-to-
day activities (e.g. voice-driven assistants, natural-language search) to assisting
corporations in their business ventures (e.g. sentiment analysis for automated
trading, social media analytics, customer care).
One of the primary challenges in analyzing texts is its nature of being mainly un-
structured or semi-structured, in which useful information are not easily identifiable.
A subfield of NLP, called Information Extraction (IE), aims to enable automatic
extraction of structured information from such text sources.
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INVESTIGATIONS UNDER WAY THROUGHOUT THE COUNTRY HAVE BEEN FRUITLESS
REGARDING THE ALLEGED PRESENCE OF SPANISH, BRITISH, ISRAELI, OR ITALIAN
TERRORISTS IN COLOMBIA, FOLLOWING THE FOILED ATTACK ON SEVEN GENERALS,
EIGHT COLONELS, AND OTHER TOP COMMANDERS OF THE ARMY AND NATIONAL
POLICE IN MEDELLIN.
MEANWHILE, GENERAL MIGUEL ALFREDO MAZA MARQUEZ, DIRECTOR OF THE
ADMINISTRATIVE DEPARTMENT OF SECURITY, IDENTIFIED EUGENIO EXENDESTE,
AN IDEOLOGIST OF THE BASQUE FATHERLAND AND LIBERTY [ETA] SEPARATIST
ORGANIZATION, AS THE LINK BETWEEN THE MEDELLIN CARTEL AND THE SPANISH
TERRORISTS.
POLICE OPERATIONS DIRECTOR GENERAL OCTAVIO VARGAS SILVA SAID THAT ALL
SECURITY ORGANIZATIONS ARE ON MAXIMUM ALERT. HE NOTED THAT THE SECRET
ORGANIZATIONS HAVE COMPOSITE SKETCHES OF THE SUSPECTED ETA MEMBERS
AND THE TWO COLOMBIANS WHO COORDINATED ALL THE STEPS TO CARRY OUT
THE ATTACK THAT WAS INTENDED TO KILL MANY CIVILIANS AS A RESULT OF A
ROCKET ATTACK ON A GASOLINE TRUCK THAT CARRIED 3,000 GALLONS OF FLIGHT
FUEL.
Fig. 1.1.: An example article (DEV-MUC3-1229) from MUC-4 (Sundheim, 1992) corpus
annotated (in bold, purple colored, underlined) with PERSON named entities.
1.1.1 Information Extraction
IE is concerned with identifying predefined types of information from text (Riloff,
1999). It represents documents as sets of entities and frames that are another way
of formally describing the relationships between the entities (Feldman and Sanger,
2007).
For example, consider a text article such as in Figure 1.1, an important step in
understanding the article is to identify information relevant to the news story; what
type of event is described, where does it take place, who is involved, what are their
relations, etc. It is the goal of IE to identify such information from text and organize
it in a manner that benefits people or other systems. In this thesis, we are interested
in identifying two types of information; (i) Named Entities (NE) and (ii) template
slot-fillers.
Named Entities Named Entities (NE) are objects that can be referred to with a
proper name, such as a person, a location, an organization or a disease. For example,
in Figure 1.1, we identify some proper names of individuals and annotate the text
with such information. The annotated text contains the original news story, the
information of the people involved in it and the location of their mentions in the
text. Such is the expected result of a Named Entity Recognition and Classification
(NERC) system. The types of entity extracted by a system are application-specific,
depending on the domain of interest. Such information can be useful for further
processing, such as linking the entities to a knowledge base entry, extracting relation
between the entities or as an additional information for other NLP tasks.
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Weapon ROCKET
Perpetrator (individual) TERRORISTS




Fig. 1.2.: An example of ATTACK template for article DEV-MUC3-1229 from MUC-4 corpus.
Template slot-fillers A template is typically related to a description of an event, and
the slots are the predefined types of information related to the event. For example,
one might have a template describing an event of airline ticket booking with slots for
the city of departure, the city of arrival, and the date of the intended trip. Another
example could be a template describing an attack, with slots for the weapons, the
perpetrators and the targets. For instance, from the text in Figure 1.1, a template
filling system could be expected to extract information for an attack event such as
shown in Figure 1.2. With this type of structured information, it could be easier to
perform tasks such as text summarization or automated customer service.
1.1.2 Challenges in Information Extraction Systems
In general an IE system could use hand-crafted rules, machine-learning models or
a combination of both. Although rules and heuristics might perform well, it could
be costly, especially when dealing with large corpora with many entity/slot types.
Moreover, it is also task specific; one should create a new set of rules for a new
domain. In this thesis, we opt for making use of machine learning to model the
problem. We identify the main areas of concern for our research below.
1.1.2.1. Extracting entities/role-fillers
In extracting named entities/slot-fillers, one must address two sub-tasks; (i) recogniz-
ing if a mention is an entity/slot-filler and (ii) classifying it as one of the predefined
named entity/slot-filler types. The task of classifying could become more challenging
when mentions are ambiguous, i.e. the same phrase could belong to different types
in different contexts. In our case, we observe that entity/slot-filler candidates are
mostly unambiguous1. Unambiguous mentions suggest one can design a system
that memorizes the types of entities it sees during training and use them to predict
mentions of the same entities during test time. Therefore, in this case, the important
challenge is on extracting named entity/slot-filler candidates that are not observed
during training (i.e. unseen candidates).
1Less than 3% of entity/slot-filler candidates in CoNLL 2003 named entity task corpus (Tjong Kim Sang
and De Meulder, 2003) and MUC-4 template filling task corpus (Sundheim, 1992) are ambiguous.
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1.1.2.2. Utilizing high-dimensional sparse parameter spaces
To train a statistical model, we need to represent our entity/slot-filler candidates in
a parameter space that encodes linguistic information. In NLP, such parameter space
is often high-dimensional and sparse. For example, a typical representation called
“bag-of-words” represents a text span with the list of all words contained in the span.
It would induce a parameter space that includes all words in the dictionary. With
such feature spaces, the challenge is to control the capacity of the model to prevent
overfitting of training data.
Conjunctive feature spaces To enrich the model, one might want to leverage
conjunctions of different feature sets, such as combinations of features of the context
and features of the candidate mentions. These sets of features can be grouped
into vectors which we call elementary feature vectors, and their combinations are
referred as conjunctive features. Ideally, we would like to train a classifier that can
utilize all conjunctions of elementary features, since among them there might be
some that are discriminative for the classification task at hand. Using conjunctive
features will produce an even higher dimensional sparse feature space. Thus it is
even more crucial to control the capacity of the model.
Unseen conjunctions Although conjunctive features can help models to learn better
during training, such fine features might not influence prediction during test time,
especially for unseen candidates. In models like linear classifiers, the score of a
prediction is determined by weights associated to its features. A model learns such
weights based on examples it observes during training. Conjunctive features that
do not occur in the train set (i.e. unseen conjunctions), therefore, will not have
non-zero weights, and thus will not affect predictions.
A standard approach to control the capacity of a model is to use `1 or `2 regularization
on the parameter vector. However, this type of regularization does not seem to be
effective when dealing with sparse conjunctive feature spaces. The main limitation is
that `1 and `2 regularization can not let the model give weight to unseen conjunctions.
Without such ability it is unlikely that the model will generalize to novel examples,
where most of the conjunctions will be unseen in the training set. Therefore, figuring
out how to utilize such unseen conjunctions is another important challenge to
resolve.
Of course, one could impose a strong prior on the weight vector so that it assigns
weight to unseen conjunctions, but how can we build such a prior? What kind of
reasonable constraints can we put on unseen conjunctions?
Another common approach to handle high dimensional conjunctive feature spaces is
to manually design the feature function so that it includes only a subset of “relevant”
conjunctions. But designing such a feature function can be time consuming and one
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might need to design a new feature function for each classification task. Ideally, we
would have a learning algorithm that does not require such feature engineering and
that it can automatically leverage rich conjunctive feature spaces.
1.1.2.3. Minimal Supervision
Machine learning, unfortunately, does not always remove the need for human effort
in annotating corpora. Therefore, we seek to reduce the annotation requirement
to a minimal level; requiring only a few examples of each entity/slot type. This
is a typical scenario in an industrial setting for many NLP classification tasks. For
instance, developers might be interested in classifying entities according to their own
classification schema and can only provide a handful of examples of each class.
The challenge is then to design a system that is effective in such setting. Using only
a few examples for each type means most mentions in the test set are unseen during
training. Moreover, having less training data will require to train the model with
an even more sparse feature space where less feature conjunctions are observed.
Under such circumstances, it is imperative for the system to be able to extract unseen
mentions and utilize unseen feature conjunctions effectively. Improvements on
these two fronts will, in the end, improve the performance of models trained with
minimal supervision and allow the construction of competitive models with less
supervision.
1.1.3 Goal
In summary, the goal of this thesis is to investigate a method for: (i) extracting
unseen items of predefined types, (ii) utilizing a high dimensional conjunctive feature
space and (iii) minimizing required supervision. The practical goal is to apply such
method on two important sub-tasks of IE; named entity classification and template
filling.
1.2 Contributions
In this thesis, we attempt to address the goals mentioned above with two main
contributions. First, we develop a regularization framework specifically designed
for sparse conjunctive feature spaces. Second, we conduct experiments on learning
entity classifiers and template filling, both with minimal supervision.
1.2.1 Development of Low-Rank Regularization Method for
Sparse Conjunctive Feature Spaces
An important key feature of our method is enabling an effective utilization of
conjunctive features, including those that are unseen during training. For the unseen
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conjunctions to be useful, we need to be able to give weights to them. Such ability
will enable more unseen mentions to be classified and thus allows for building
competitive models with less supervision.
To do that, we construct a regularization scheme for training linear feature-based
models in high-dimensional sparse conjunctive feature spaces. Our approach results
in a more effective way of controlling model capacity, and it does not require feature
engineering. More importantly, it allows unseen conjunctive features to be mapped
closer and thus makes it possible to give weights to the unseen ones.
Our strategy is based on:
• Employing tensors to represent the parameter space in the scoring function of
the model.
• Forcing the model to induce low-dimensional embeddings of elementary vec-
tors via low-rank regularization on the tensor parameters.
Parameter tensor The standard approach to handling conjunctive feature spaces in
NLP is to regard the parameters of the linear model as long vectors of weights for
all possible conjunctions. In our models, the parameters are tensors that represent
weights of the elementary features and their conjunctions. To perform computations
on the tensor, we employ the technique of tensor matricization, which turns the
tensor into a matrix and allows the computations to be performed on the resulting
matrix instead of the original tensor form.
Low-rank constraint We show that the rank of the parameter matrix has a very
natural interpretation. It can be seen as the intrinsic dimensionality of a latent
embedding of the elementary feature vectors. Therefore, by imposing a low-rank
penalty on the matrix parameters, we are encouraging the model to induce a low-
dimensional projection of the elementary feature vectors. In a lower dimensional
space, unseen feature conjunctions can be projected closer to seen conjunctions that
are similar and thus weighted similarly.
Convex optimization Using the low-rank regularization constraint in the learning
algorithm would result in a non-convex optimization. Instead, we follow a standard
approach to use the nuclear norm as a convex relaxation of the rank. We also present
a simple convex learning algorithm that alternates between gradient update and
proximal projection of the parameters. In addition, we also describe implementation
details of the algorithm that addresses with memory issues.
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1.2.2 Experiments on Named Entity Classification and
Template Filling
To evaluate the efficacy of our method, we conduct experiments on learning entity
classifiers and extracting slot-fillers, both with minimal supervision.
Minimal supervision and unseen evaluation To minimize supervision, we define
the required supervision as a list of phrase examples for each entity/slot-filler types.
Considering that our candidates are mostly unambiguous, we then assume that
all mentions of these phrases in the corpus always belong to the same type as
specified in the list. This method allows us to use a handful of seed phrases to obtain
many examples for training. Meanwhile, to measure the ability of the method in
extracting unseen items, we adapt the evaluation procedure to focus on unseen
entities/role-fillers.
Results Some focused experiments were done in the framework of named entity
and slot-filler classification. The experiments show that nuclear norm regularization
(`∗) improves over `2 regularization. A full development of named entity and
slot-filler extraction for comparison with state-of-the-art is left for future work.
1.3 Publications
Publications related to this thesis are as follows:
• Primadhanty et al. (2015)
Low-rank regularization for sparse conjunctive feature spaces: An appli-
cation to named entity classification.
Audi Primadhanty, Xavier Carreras, Ariadna Quattoni. ACL 2015
This publication contains the main contributions for Chapter 3 and Chapter 4.
• Ferrero et al. (2017)
Intoevents: An interactive toolkit for discovering and building event schemas
Germán Ferrero, Audi Primadhanty, Ariadna Quattoni. EACL 2017
This publication is related to the task in Chapter 5.
We are also pursuing another publication related to Chapter 5.
1.4 Navigating The Thesis
The thesis is organized as follows: Chapter 2 provides some background and presents
some related work. Our main contribution is described in Chapter 3, with its
applications to named entity classification and template filling described in Chapter
4 and 5, respectively. Finally, in Chapter 6, we summarize our conclusions and
discuss possible future works to improve different aspects of our contributions.
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2Related Work
In this chapter, we will present studies or methods related to aspects of this thesis,
including low-rank learning, Named Entity (NE) classification, template filling and
minimal supervision. We start in Section 2.1 by presenting the use of low-rank
learning in different Natural Language Processing (NLP) applications. We then
describe methods used in solving NE classification tasks in Section 2.2, and event
role filler extraction in Section 2.3. In Section 2.4 we briefly describe the use of
different supervision settings in NLP systems in general, focusing on works on IE
with minimal supervision for training a supervised model. The literature presented
here are by no means exhaustive; we will briefly describe some papers and highlight
those relevant to aspects of this thesis.
2.1 Low-Rank Learning in NLP
Our objective in using low-rank constraint in this thesis is to (i) control the capacity
of our model and (ii) to allow the model to give weight to conjunctions of features
not observed at training by (iii) implicitly induces a low dimensional embedding of
feature vectors. The use of low-rank constraints to achieve each of these objectives
is not a novel concept in machine learning. We will show below how low-rank
constraints have been used to achieve them in NLP.
In Section 2.1.1 we present some works whose objective is to generate a latent
low dimensional embedding of words. In these works, low-rank tensor or matrix
decomposition was used as an essential (if not the main) part of their methods.
In Section 2.1.2, we present works that use low-rank to perform matrix or tensor
completion on different NLP tasks. The utilization of low-rank in such is analogous
to giving weights to unseen parameters in our method. Finally, in Section 2.1.3 we
present methods that make use of low-rank to control the capacity of their model.
2.1.1 Low Rank Constraint for Generating Low-Dimensional
Embedding
Numerous efforts in NLP have focused on generating low-dimensional word/term
representations that can capture their semantic meanings. Examples of early efforts
include Latent Semantic Analysis (LSA) (Landauer and Dumais, 1997), Probabilistic
LSA (PLSA) (Hofmann, 1999) and Latent Dirichlet Allocation (LDA) (Blei et al.,
2003). Results of some recent work on word embeddings, such as Word2vec (Mikolov
et al., 2013a,b,c), GloVe (Pennington et al., 2014), SENNA (Collobert et al., 2011)
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and the work of Lebret and Collobert (2014), have also been used in many NLP
applications for different tasks.
Many of such works adopted the use of a low-rank matrix or tensor decomposition,
including Levy and Goldberg (2014); Levy et al. (2015); Madhyastha et al. (2014,
2015); Pennington et al. (2014); Salle et al. (2016). One can view the idea of
creating word embeddings using low-rank decomposition as a way of projecting a
high-dimensional representation of words to a lower dimensional space where one
projects words with a similar linguistic properties close to one another.
Even though our model implicitly induces a low dimensional embedding of feature
vectors, in contrast to the works mentioned above, it is not the goal of our method.
Nevertheless, these studies showed that embeddings generated by using low-rank
constraint were able to capture useful semantic meanings of words and terms. In
fact, Levy and Goldberg (2014) pointed that some popular neural-network-inspired
word embedding models1 are implicitly factorizing a word-context matrix. They also
showed that explicitly using low-rank matrix factorization method can result in a
better embedding for certain tasks.
Low-rank bilinear form Similar to our model, Madhyastha et al. (2014) and Mad-
hyastha et al. (2015) use low-rank bilinear forms to induce their embeddings. They
learned embeddings of the lexical space tailored to the target linguistic relation and
showed that such method effectively learns using embeddings of a few dimensions.
Like in our case, the low-dimensional latent projections in this paper are learned
implicitly by imposing low-rank constraints on the predictions of the model. While
the techniques they employed are similar to ours, as mentioned before, they are not
novel techniques in machine learning. Both their and our studies are making use of
available techniques and focusing on different properties of them for different hy-
potheses. The focus of their work is in inducing task-specific word embeddings from
a more general ones, while in our case, we analyze the use of such techniques to per-
form multiclass classifications in sparse conjunctive feature spaces. Our hypothesis
is that there are feature conjunctions that could be helpful for classification, but are
unseen during training, thus by using low-rank constraint, we should be able to give
weights to such–otherwise zero-weighted–conjunctions. Meanwhile, their hypothesis
is that it is possible to induce low-dimensional word embeddings that are tailored
for the target linguistic relation task. In our case, representations of an item are
not necessarily word embeddings, and can be composed of–theoretically–unlimited
number of elementary feature sets, hence unlimited dimension parameter tensor.
The use of low-rank constraint in our case is crucial to give weights to unseen feature
conjunctions, while in their case, unseen feature conjunctions do not exist. Not
only such differences lead to different task settings and discussions, but practically,
1Such as Skip-Gram with Negative Sampling (SGNS) (Mikolov et al., 2013a,b) and Noise-Contrastive
Estimation (NCE) embedding method (Mnih and Kavukcuoglu, 2013)
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they also lead to different computational requirements, for which we propose an
alternative implementation details to cater for bigger tensors that requires more
memory. Our proposed implementation is specifically designed for sparse feature
spaces, as presented in Section 3.3.2.1.
2.1.2 Low Rank Decomposition for Matrix/Tensor
Completion
One can view the idea of giving weight to unobserved feature conjunctions as a prob-
lem of matrix completion of the parameter matrix. Different methods had framed
NLP tasks as a matrix completion problem, and the use of low-rank constraints
was shown to be effective in such cases. Some examples include general weighted
automata (Balle and Mohri, 2012), Finite-State Transducers (FST) (Bailly et al.,
2013a), Weighted Context Free Grammars (WCFG) (Bailly et al., 2013b), relation
extraction (Chang et al., 2013, 2014; Fan et al., 2014; Nickel et al., 2012; Riedel
et al., 2013; Singh et al., 2015; Yao et al., 2012) and entity classification (Yao et al.,
2013).
We discuss some works related to classification tasks, specifically relation extraction
and entity classification task.
2.1.2.1. Relation extraction
Relation extraction is a task of identifying semantic relationship between two objects
such as nouns (Socher et al., 2012), named entities (Gormley et al., 2015; Yu et al.,
2015) or Knowledge Base (KB) items (Bordes et al., 2011, 2013, 2014; Ngomo and
Auer, 2011; Socher et al., 2013; Weston et al., 2013).
Among the different approaches to relation extraction, some low rank matrix com-
pletion approaches have also been used. For instance, Nickel et al. (2012) used
it to address the problem of learning relations on Semantic Web’s Linked Open
Data(LOD). They performed a low-rank factorization of a sparse tensor that repre-
sent the labeling between two entities and a relation type. By performing such tensor
completion, they were able to detect correlations between different relation types,
and thus able to make decisions about unobserved relations between two entities.
Riedel et al. (2013), Yao et al. (2012) and Fan et al. (2014) also worked on relation
extraction task by framing it as a matrix completion problem, where the rows of the
matrix represent entity pairs and the columns represent the relations. In Riedel et al.
(2013) and Yao et al. (2012), the columns are combinations of different relation
schemas, such as relation in the schemas of pre-existing databases and surface form
predicate relations (as in OpenIE (Etzioni et al., 2005)). In Fan et al. (2014), the
columns are relational labels and textual features of the relation mentions. Recently,
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Singh et al. (2015) combined both matrix and tensor factorization to incorporate
per-entity information for a similar schema as in Riedel et al. (2013). Such per-entity
information, they found, is useful to label unseen entity pairs.
Matricization It is interesting to note that while all the above work tried to complete
values of entity-entity-relation triples, some represent them in a matrix instead of
a tensor. In this thesis, we also propose such use of tensor matricization, i.e.
representing a tensor as a matrix, and enforcing the low-rank constraint on the
matrix.
2.1.2.2. Entity Classification
Yao et al. (2013) utilized the schema used in (Riedel et al., 2013) to address the
problem of entity classification. Each row in the matrix corresponds to an entity
and each column an entity type. In their case, the types include types appearing in
natural language and those in pre-existing databases. They marked cells observed
during training as true, and matrix completion will attempt to fill other cells that are
unobserved by using probabilistic matrix factorization. By doing so, they were able
to leverage various patterns of co-occurrences among entity types.
Even though we are also applying the low-rank constraint to entity classification,
the notion of entity classification in our work is different. To put it simply, we
define the task as classifying mentions of entities while for them it is a multi-label
classification of entities based on pooled information of the mentions. Moreover,
the utilization of the concept of matrix completion in our method is different; it is
useful for completing a parameter matrix instead of an instance-class matrix. That
is, we do not directly complete unknown labels of unobserved entities, but rather
finding values of unobserved parameters, which indirectly will also help in classifying
unobserved entities.
2.1.3 Low Rank Regularization for Controlling Model
Capacity
In this section, we will discuss related work in NLP that uses low-rank constraints as
a way to control their model parameters. Specifically, we will highlight some work
that uses low-rank constraints in conjunctive feature spaces as well as those using
nuclear norm penalty.
In this thesis, we use the low-rank constraint as a penalty in our learning objective
to guide the learning algorithm to favor parameter matrix/tensor with lower rank.
Our parameter space is a high-dimensional feature space that includes conjunctions
of features from different features sets. To be able to use a convex optimization
method, we relax such objectives using nuclear norm penalty.
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2.1.3.1. High-dimensional conjunctive feature representation
Lei et al. (2014) used low-rank tensor learning in the context of dependency parsing,
where like in our case dependencies are represented by conjunctive feature spaces.
Their parameters are combinations of a sparse and low-rank tensor; each represents
different sets of features. They induced the low-rank tensor from conjunctions of
high-dimensional features of the head, modifier, and the dependency arc between the
head and the modifier itself, by explicitly looking for a low-dimensional factorization
of the tensor using a greedy alternating optimization.
In a more recent work, Yu et al. (2016) proposed a general framework using low-
rank tensor for high-dimensional lexical features. They represent complex lexical
features—comprised of parts of words, contextual information and labels—in a
tensor that captures conjunction information among these parts. They reduced the
tensor size by embedding each part of the features into a lower dimensional space,
which results in smaller weight tensors. The embedding and the weight tensor is
then learned jointly with a non-convex objective using stochastic gradient descent
(SGD) with fixed rank. Such framework was able to achieve state-of-the-art results
on tasks in relation extraction, PP-attachment, and preposition disambiguation.
Their setting is very similar to our work; our parameter space is also a combination
of similar sets of features, i.e. words/mention, context and label. Their work
helps to confirm our hypothesis that using low-rank constraints is suitable for a
high dimensional conjunctive space. While the motivation is similar, our technical
solution is different. In our case, we propose the technique of matricization of
a tensor combined with a nuclear-norm relaxation to obtain a convex learning
procedure.
2.1.3.2. Nuclear norm penalty
To impose a low-rank constraint, many methods, such as the Factorization Machine
(Rendle, 2012), work with a fixed rank. In our case, we use a convex relaxation
of the low-rank constraint by using nuclear norm regularization. Such relaxation
was proposed by Srebro and Shraibman (2005) and has been used in a number of
applications in machine learning. In NLP, for instance, Quattoni et al. (2014) pro-
posed a model to learn latent-variable max-margin sequence taggers by combining
a nuclear norm regularized optimization with a spectral technique. They showed
that such regularizer constraint is an effective way to control the capacity of the
model and that it outperforms standard l2 regularization. Madhyastha et al. (2014)
and Madhyastha et al. (2015), which we have mentioned in Section 2.1.1, also uses
nuclear norm relaxation in their learning objectives to generate embeddings and
made a similar observation on comparison with `1 and `2 regularization.
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Hutchinson et al. (2012) generalize a large class of `1 regularized models by adding
a low-rank component to learn a language model. They decomposed the model
parameters into a low-rank component that learns regularities in the training data
and a sparse component that learns exceptions. They regularize the sparse compo-
nent with `1, the low-rank component with nuclear-norm regularizer, and use `2 on
both. They incorporated the low-rank component as a way to exploit similarities that
might exist between different features, which a sparse solution cannot capture.
The methods and optimization method of these works are similar to our proposal,
which is to use nuclear-norm constraint as learning penalty. Moreover, they also
adopt a learning algorithm similar to ours; alternating between gradient step and
penalty thresholding. Other than the application of such method to a different
family of tasks, we also focus on the use of conjunctive feature spaces, an aspect
not explored in other works. In our case, we assume the parameter space comes
from a tensor space having at least three parts (word/mention, context and thus the
integration of such space to our method is also an interesting aspect to explore.
2.2 Named Entity Classification and Related Tasks
One of the earliest cited papers in NE research is the work of Rau (1991) on
extracting company names from text. Such task gained more attention after the
Sixth Message Understanding Conferences (MUC-6) (Grishman and Sundheim,
1996) introduced a Named Entity sub-task where the goal is identifying and labeling
the names of all the people, organization and geographic locations in a text, as
well as identifying temporal terms, numeric expressions, monetary expressions
and percentages. Henceforth, numerous scientific events and research had been
dedicated to the task (Nadeau and Sekine, 2007).
In its development, NE research has expanded to encompass different problem
definitions, including differences in NE types, corpus domains and languages. In
general, we observe three main branches of NE studies2: (i) NE Recognition and
Classification (NERC), (ii) NE Extraction (NEE) and (iii) NE Linking (NEL). Our task
of NE classification is a sub-task of NERC.
In this section, we will provide a brief description of each task and their relationship
to each other and to our work. Note that we will focus on the goals and settings of
the different tasks, and not discuss the specific methods used to solve such tasks.
2In the literature, one might use different terms to refer to these tasks, for example, using Named
Entity Recognition (NER) to refer to NERC or NEE. We clarify the intended use of such terms in
this thesis by providing a brief description for each of them in this section.
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2.2.1 Named Entity Recognition and Classification (NERC)
We define NERC as a task of identifying occurrences of named entities in a text
and labelling them with one of the predefined classes. NERC is typically context-
dependent, i.e. the same phrase or word in different contexts may refer to different
NE types.
As the name suggested, we can further divide NERC into two sub-tasks: (i) recog-
nition and (ii) classification. In Named Entity Recognition (NER), the goal is to
identify text spans in a document that refers to an NE; this entails placing the exact
beginning and end boundaries of each NE in a text sequence. In Named Entity
Classification (NEC), we label each of the recognized NE into one of the predefined
classes. One might attempt to solve both sub-tasks jointly (typically as a sequence
tagging problem) or as separate elements (typically in a pipeline architecture).
In this thesis, we focus on the problem of NE classification, such as done in Fleis-
chman (2001), Fleischman and Hovy (2002) and Elsner et al. (2009). In these
papers, it is assumed that the named entities mentions have already been correctly
extracted from the text and the task is to label them with correct entity types.
Fleischman and Hovy (2002) addressed the problem of subcategorization of person
names into a more fine-grained types including athlete, politician/government, clergy,
businessperson, entertainer/artist, lawyer, doctor/scientist and police. Their work
extended a previous work on subcategorization of location into country, city, street,
territory, region, water, mountain and artifact (Fleischman, 2001). In their settings,
they assumed that all person/location names in the text have been correctly pre-
identified by a different system.
Our domain is similar to Elsner et al. (2009), which focused on labeling identified
named entity mentions as either a person, an organization or a location. They used
pre-annotated corpus and extracted all strings in NE tags as their mentions. In our
case, we add another category: miscellaneous, which refers to other named entities
outside of person, organization and location, e.g. “russian”, “german”, “british”. We
also introduce noise in the set of identified named entity mentions to include phrases
that do not refer to a named entity (e.g. common phrases such as “year”, “thursday”,
“government”). In a way, we might view our task as also performing a part of the
NER sub-tasks; we also need to recognize which text spans are referring to named
entities.
2.2.2 Named Entity Extraction (NEE)
In this thesis, we use the term NEE to refer to the task of compiling or expanding a
list of named entities, such as extending an ontology (Alfonseca and Manandhar,
2002), extracting collections certain NE types (Etzioni et al., 2005) or completing
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mappings of NE to classes of ontology and surface patterns (Yao et al., 2013). One
can also refer to this task as a gazetteer expansion task.
The main difference of such tasks with NERC is that NEE typically use a pooled
information of all NE occurrences in a text –or even a corpus– to make a decision.
Meanwhile, an NERC system needs to make separate decisions for each possible NE
mention in a text.
2.2.3 Named Entity Linking (NEL)
NEL in this thesis refers to the task of determining the identity of NE mentions in
text, where the identity is represented by an object in a knowledge base. One can
implement this as a continuation of the NERC task; after recognizing an NE in a text,
we identify the real world object to which it refers. This task is different from NERC
in that it requires connecting each NE mentions to a known object in the knowledge
base. For example, in NERC, there might be two mentions of “John”, both tagged
as a person, but with NEL, one might be linked to a knowledge base item of “John
Lennon” and another to “John Doe”, two different individuals.
One of typical knowledge bases used by NEL systems is Wikipedia (Bunescu, 2006;
Cucerzan, 2007; Ferragina and Scaiella, 2010; Kulkarni et al., 2009; Milne and
Witten, 2008; Naderi et al., 2014a,b; Ratinov et al., 2011). Some other include
Stanford TAP entity catalog (Guha and McCool, 2003), DBpedia Lexicalization
Dataset (Bizer et al., 2009), and YAGO2 knowledge base (Hoffart et al., 2011a),
which were used by NEL systems such as Dill et al. (2003), Mendes et al. (2011) and
Hoffart et al. (2011b), respectively.
2.3 Template Filling and Related Tasks
Another task we explore in this thesis is the task of template filling. In this section, we
will describe some of the tasks that are related to extraction of template slot-fillers.
We observed two types of slot-filler tasks, one related to event/template completion
–which is the type of slot-filler task we examine in this thesis– and another related to
knowledge base population.
2.3.1 Event Template Completion
In this thesis, we consider the slot filling task of event template completion. Event
templates are structured schemas that describe a specific event at a specific context.
The example of events include a “terorrism event” described in a news article, or
a “flight booking” event described in a dialog between a customer and an airline
representative.
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For example, Riloff (1996), Patwardhan and Riloff (2007), Huang and Riloff (2012)
and Boros et al. (2014) addressed slot filling in the Fourth Message Understanding
Conference (MUC-4) (Sundheim, 1992) data. The MUC-4 data contains events
related to terrorism activities with slots such as perpetrator, weapon and victim.
Other studies, such as Ahn (2006); Ji et al. (2008); Li et al. (2013); Liao and Grish-
man (2010); Nguyen et al. (2016) performed event extraction on ACE (Automatic
Content Extraction) (Doddington et al., 2004) dataset, which contains newswire
articles describing events such as Life/Die, Transaction/Transfer, Conflict/Attack,
Movement/Transport, etc.
More recently, Liu and Lane (2016) and Vu (2016) addressed a Spoken Language
Understanding (SLU) problem of understanding speaker’s intent on ATIS (Airline
Travel Information Systems) dataset (Hemphill et al., 1990). The data set contains
audio recordings of conversations related to flight reservations. The task is to extract
information such as location of departure and arrival referred in the conversation.
A related task to event template completion is Automatic Event Schema Induction
(AESI), which aims to automatically induce event templates from raw text. For
example, works such as Chambers and Jurafsky (2011), Chambers (2013), Cheung
et al. (2013) and Sha et al. (2016) learned to induce event templates from MUC-4
dataset.
The setting of the task in this thesis is similar to that of Boros et al. (2014). We
frame the task as a classification problem, where given a candidate slot-filler, the
system should recognize whether it is a slot-filler, and –if it is– classify it as one of
the predefined slot types. The task we consider do not include the identification
of the event type itself, and thus differs with the settings of most studies of event
extraction on ACE and ATIS datasets.
2.3.2 Knowledge Base Population
In knowledge base population, slot filling plays a role of completing details or
attributes of entities listed in the Knowledge Base (KB). One of the most known
initiatives dedicated for KB population is the Text Analysis Conference Knowledge
Base Population (TAC KBP) (Surdeanu, 2013), which defines the task as collecting
information on certain attributes (or slots) of entities, which may be either persons
or organizations. For instance, for an entity “Apple” that refers to the American
multinational technology company3, one of the slot that needs to be filled is the
names of the founders. The KBP task is organized into two sub-tasks: (i) NEL and (ii)
slot filling. NEL is important to identify mentions of KB items in text, as explained in
Section 2.2.3. Information regarding the identified KB items can then be extracted
from the text to fill their slots in the KB. Moreover, some slots can be filled by another
3https://www.apple.com
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item in the KB, for which an NEL is required. The task of slot filling is then concerns
with collecting information of the identified KB items. The task can also be framed
as finding relations between entities, i.e. relation extraction task (Adel et al., 2016;
Angeli et al., 2014; Roth et al., 2013). For example, the relation “org:founded by”
between “Steve Jobs” and “Apple”.
This task is similar to NEE in the sense that both typically use a pooled information
from different sources of evidence to make decisions. For example, recent studies
such as Das et al. (2017) tried to infer attributes from combining indirect evidences
in the KB itself. For instance, one may infer “Seattle” as a slot-filler for the attribute of
the city where “Melinda Gates” lives by observing that the knowledge base contains
the path “Melinda”–spouse–“Bill”–chairman–“Microsoft”–HQ-in–“Seattle”.
The difference with event template completion is that an event template completion
system can only use local contexts of the slot-filler to make decisions about the
particular mention of the slot-filler, meanwhile KBP can use information from any
text resources or even from the KB itself. Moreover, while many KBP slot filling tasks
are framed as relation extraction problem, event template completion are typically
framed as a sequence labelling problem.
2.4 Supervision in Machine Learning for NLP
In this thesis, we focus on using machine learning techniques. One way to differ-
entiate such systems is by the type of supervision they use for learning a model.
Supervision in machine learning generally consists labeled examples. Different tasks
of machine learning can be discriminated based on whether or not such labeled
examples are used, meaning a learning method can be (i) unsupervised (using
unlabeled data), (ii) supervised (using labeled data) or (iii) semi-supervised (using
labeled and unlabeled data).
Supervised learning method Our approach employs a supervised learning method.
The main challenge in training a supervised system is it typically requires the
availability of an extensive collection of annotated data. Practically, such requirement
is not always easy to meet. An effort of preparing a big set of annotated data can be
costly, especially when dealing with a high number of named entities or slot types.
Minimal supervision Considering such challenge, we seek to minimize the supervi-
sion by requiring only a handful of examples for each entity/slot-filler type. We refer
to such supervision as minimal supervision. We define a minimal supervision as a
supervision that requires a small amount of annotation to produce a larger set of
labeled training data that might contain noise or incorrect labelings.
In this section, we discuss the different types of supervision in NLP, focusing on tasks
related to named entity and template slot-fillers.
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2.4.1 Unsupervised Learning
The first one is unsupervised learning, for which only unlabeled text corpora are
available for training. Given data items x ∈ X, the goal of unsupervised learning is
to find interesting structure in the data X (Chapelle et al., 2010). For example, one
might observe clustering of data items or estimate the underlying distribution which
is likely to have generated the data.
Unsupervised learning tasks typically do not involve predefined classes or labels.
For instance, some of the most popular unsupervised NLP tasks include document
clustering (Steinbach et al., 2000), statistical language modelling (Bengio et al.,
2003; Gotoh and Renals, 2003) and topic modelling (Blei, 2012).
In IE specifically, clustering and generative modelling have been used for named
entity mentions disambiguation/coreference resolution (Elsner et al., 2009; Haghighi
and Klein, 2007; Mann and Yarowsky, 2003) and event templates induction (Cham-
bers and Jurafsky, 2011; Nguyen et al., 2015). An unsupervised NER task has also
been attempted, for example by observing the time series distribution of a certain
word in two newspapers (Shinyama and Sekine, 2004).
2.4.2 Supervised Learning
The second setting is supervised learning, whose goal is to map input items x ∈ X
to predefined output labels/targets y ∈ Y , given a training set made of pairs (xi, yi)
(Chapelle et al., 2010). The supervised learning task is to model the distribution of
pairs (xi, yi) in the training set. Typically, such task is evaluated by the ability of the
model to correctly map new data items x in the test set to their corresponding label
y.
Many NLP tasks fall into this category, such as chunking (Tjong Kim Sang and
Buchholz, 2000), clause identification (Tjong Kim Sang and Déjean, 2001), semantic
role labelling (Carreras and Màrquez, 2005). The IE tasks we consider in this thesis–
NERC (Nadeau and Sekine, 2007) and template filling (Sundheim, 1992)–are also
both a supervised learning task.
For both NERC and template filling, we can consider the task as (i) a pipeline
of recognition task followed by classification task or (ii) a joint recognition and
classification task. In both cases, we are mapping words/tokens or phrases to
a predefined set of output labels, based on models learnt using the training set
examples. In the first case, the recognition tasks’ labels will refer to whether the
word/phrase is a NE/slot-filler and the classification tasks’ labels refer to the actual
predefined labels of our interest. In the second case, the labels will refer to both
information at the same time.
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2.4.2.1. NERC
To recognize (and classify, in some cases) NE in a sentence, one needs to map each
token in the sentence to a label that signifies if the token is part of an NE. Early
studies on NERC (Borthwick et al., 1998; Chieu and Ng, 2002) learns classifiers of
individual words/tokens of a text, and combine them with dynamic programming
algorithm such as Viterbi to find the most likely sequence of labels. Other studies
resort to a more structured prediction to find the sequence label, such as using
Hidden Markov Model (HMM) (Bikel et al., 1997), Conditional Random Fields
(CRF) (McCallum and Li, 2003a) and neural network (Lample et al., 2016; Ratinov
and Roth, 2009). A hybrid model that combines different techniques has also been
proposed, such as done by Florian et al. (2003), in which they combined robust linear
classifier, Maximum Entropy (MaxEnt) classifier, transformation-based learning, and
HMM.
In this thesis, we consider only the task of NE classification, given candidate NEs.
We assume that the task of recognizing NEs in a sentence has already been done by
previous system. Therefore, the task does not involve a sequence labelling problem
and only concerns with mapping phrases to a set of labels. Such task is often a part
of a pipeline NERC system, such as ?, where the first module performs a sequence
labelling task to identify the NEs and the second module classifies the identified NEs
into their corresponding types. In our case, we assume the result of the first module
to be noisy, i.e. it might contain non-entities, and thus we also need to recognize
such noise and do not classify them as one of the predefined entity types. Having
such classifier will lead to a more robust NERC system as it prevents more errors
from the first module to propagate to the final result.
2.4.2.2. Template filling
In some studies, template filling has been approached as a relation classification
task (Adel et al., 2016; Roth et al., 2013, 2015). In some other, it is considered a
phrase classification or sequence labelling task (Boros et al., 2014; Liu and Lane,
2016; Patwardhan and Riloff, 2007; Surdeanu et al., 2010; Xu and Sarikaya, 2013),
similar to the task of NERC.
In this thesis, we consider the second type of approach to template filling; a task
of classifying candidate slot-fillers. Similar to our NE classification task setting, we
also assume the set of candidate slot-fillers to be noisy. Instead of assuming such
candidates to be available from previous system, we use a simple rule-based module
to obtain the candidate slot-fillers, such as done in (Boros et al., 2014; Huang and
Riloff, 2011, 2012).
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2.4.3 Semi-Supervised Learning
Halfway between unsupervised and supervised learning is semi-supervised learning
(SSL), which uses both labeled and unlabeled data. The training set, in this case,
can be divided into two parts: the points Xl := (x1, . . . , xl), for which labels
Yl := (y1, . . . , yl) are provided, and the points Xu := (xl+1, ..., xl+u), the labels of
which are not known (Chapelle et al., 2010). The goal of the model is similar to
the supervised learning task; to map data items x to output labels/target y. The
difference is that, unlike supervised learning, SSL takes into account the distribution
of unlabeled items in Xu to learn the models.
A common way of performing SSL in NLP, is to train classifiers by estimating
parameters of a generative model through iterative expectation-maximization (EM)
techniques (Dempster et al., 1977), such as for text classification (Chapelle et al.,
2010). Another way is by performing an iterative co-training (Blum and Mitchell,
1998) or bootstrap/self-training (Yarowsky, 1995) technique to expand the set of
labeled training data by automatically label data items in the unlabeled set (Collins
and Singer, 1999; Cucerzan and Yarowsky, 2002; Ji and Grishman, 2006; Kim et al.,
2002; Niu et al., 2003). One can also use the unlabeled data to learn a good feature
map of items x by creating auxiliary problems using unlabeled data and performing
a joint empirical risk minimization on the auxiliary problems (Ando and Zhang,
2005). A more recent approach of semi-supervised learning is by incorporating word
representations obtained from unlabeled data as a part of a supervised learning
system, such as done by Collobert et al. (2011).
2.4.4 Labeled Examples from Minimal Supervision
The term minimal supervision in this thesis does not refer to a specific machine
learning task in the way the previous learning supervision categories do. Rather,
it refers to the way of building a labeled training set for either a supervised or a
semi-supervised learning task. Traditionally, building labeled pairs (xi, yi) involves
manually labelling each xi ∈ X in the training set with its corresponding (yi). The
idea of minimal supervision is to either reduce or completely eliminate such effort.
For example, in knowledge base population, it is common to use occurrences of
existing knowledge base instances (slot entity or relations) in unlabeled texts as
training examples for a supervised learning task,(Mintz et al., 2009; Surdeanu et al.,
2010). Such task is commonly known as distance learning. Another example is by
manually creating “seed” examples of NE spellings to perform NEE (Li et al., 2010;
Neelakantan and Collins, 2014a). In this case, all occurrences of such spellings in
the corpus are considered as positive labeled training examples. Similarly, Collins
and Singer (1999), Etzioni et al. (2005) and Patwardhan and Riloff (2007) uses
only a handful of “seed” rules/extraction patterns to build the initial training set and
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use it on SSL task with bootstrapping technique for NEE, NERC and template filling,
respectively.
The tasks we consider in this thesis are supervised learning tasks with labeled
training sets built using minimal supervision. Specifically, we follow the idea of
creating “seed” examples of NEs or slot-fillers and use occurrences of such examples
in unlabeled text to build our training set. Such a way of building the training set
might lead to a noisy training set, but it presents a cheaper alternative to manually
labelling a large size of examples.
Minimal Supervision vs Unsupervised Learning Due to the nature of creating the
labeled training examples that does not require manual labelings of example pairs,
systems using minimal supervision are sometimes referred as unsupervised in liter-
atures. To avoid confusion with the term unsupervised learning used in this thesis,
recall that we use the term unsupervised, supervised and semi-supervised learning to
distinguish whether the distribution of labeled examples (xl, yl) ∈ Xl and unlabeled
examples xu ∈ Xu affect the resulting models rather than to distinguish the effort
involved in creating the labeled examples Xl.
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3Low Rank Regularization for
Sparse Conjunctive Feature
Space
The content of this chapter is mainly published in Primadhanty et al. (2015).
We consider a problem of classifying items x ∈ X into one of the prespecified
classes y ∈ Y . In Natural Language Processing (NLP), items X can represent various
things such as documents, paragraphs, sentences, phrases, words or even characters.
Meanwhile, the classes Y can represent any set of labels such as topics, sentiments,
entity types or semantic types.
In this thesis, we frame the classification problem as finding a discriminative model
that models the probability of an item x belonging to a certain class y. Specifically,
we adopt a linear feature-based model and represent x as combinations of several
feature sets. For instance, one might represent a phrase in a sentence with features of
its surrounding context and features of the phrase itself, as well as the combination
between features of the two sets. We refer to such combination of features as
conjunctive features.
To learn the model, we use a convex optimization method and impose a low-rank
constraint as a mean of regularizing. The main goal of such method is to address
the sparsity problem in high-dimensional conjunctive feature spaces.
This chapter is organized as follows. First, we present some notations that will be
used in the remaining of the thesis in Section 3.1. In Section 3.2, we describe the
model as well as introduce the notion of conjunctive feature space. We then present
the framework for training such models using low-rank regularization and a convex
learning method in Section 3.3.
3.1 Notations
In general, we use bold symbols to represent arrays. Specifically, bold lower-
case alphabets (x) represent vectors and bold upper-case alphabets (X) represent
matrices and higher order tensors. Scalar components/elements of arrays are
denoted with their indices in square brackets. For example, X[i, j] refers to the
element in row i and column j of matrix X ∈ Rm×n, with i ∈ {1, . . . ,m} and
j ∈ {1, . . . , n}.
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We use x · y ∈ R to denote the dot product and x ⊗ y ∈ Rm∗n to denote the
Kronecker product between x ∈ Rm and y ∈ Rn. The Kronecker product between
two vectors–x and y–results in a block vector [(x[1] ∗ y), . . . , (x[n] ∗ y)], that is
(x⊗ y)[(i− 1) ∗m+ j] = x[i] ∗ y[j] ,
where i ∈ {1 . . .m} and j ∈ {1 . . . n}.
3.2 Linear Feature-based Model
This section provides a general description of linear feature-based models and
discusses the related parameter spaces in the domain of NLP.
Let us have an item x and a set of possible classes y ∈ Y. Our goal is to model the
conditional probability of y being the class of x:




where sθ : X × Y → R is a real-valued scoring function parameterized by θ.
In the literature, it is common to employ a linear feature-based model. That is,
one define the scoring function sθ(x, y) of the model as a dot product between a
representation φ(x, y) and parameters θ:
sθ(x, y) = φ(x, y) · θ . (3.2)
We discuss below the details of the representation φ(x, y) and the parameters θ.
3.2.1 Conjunctive Feature Spaces
In practice, there are variations of feature spaces of φ(x, y), which –as we will show
below– are generally a conjunctive feature space. Typically, features that represent
a candidate x and a class y can be grouped into separate elementary features that
express different information of the pair 〈x, y〉. In a conjunctive feature space,
representations φ(x, y) are made up of the independent elementary feature sets and
the conjunctions of the features between the sets. We discuss below several instances
of such feature spaces.
Multiclass feature spaces In the typical setting of multiclass classification, the
compatibility of an item x with a class y is measured based on two key elements:
(i) features φx(x) ∈ Rd that represent the item and (ii) the class’ parameter vector
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wy ∈ Rd that indicates the weight/importance of each feature for the class y. In this
case, the scoring function is a dot product between the two:






where w = [w1, . . . ,w|Y|] and φy(y) ∈ {0, 1}|Y| is an indicator vector representing
the current y:
φy(y)[i] =
1 if i = y0 otherwise. (3.5)
Indicator feature spaces In NLP, some of the popular feature vectors to represent
text spans are indicator feature vectors φx : X → {0, 1}d that indicate the occurrence
of different words in the text or whether certain characteristics of a word are
observed (e.g. all-capitalized, is-capitalized, all-digits, alphanumeric, etc.). In many
cases, we might want to define features that combine two or more of such features
to capture a more fine-grained information. For example, it might be that knowing
that a word is capitalized or if its alphanumeric by itself is not discriminative for the
task at hand but knowing that the word is both capitalized AND alphanumeric is
highly discriminative. In practice, such feature conjunctions are often engineered;
one should decide what conjunctions are relevant for the problem. We can express
all conjunctions of such feature sets as a product of φx(x) ⊗ φx(x). In this case,
the parameter vector of a class wy ∈ Rd∗d will contain the weights of each feature
conjunction, and the scoring function can be written as





Input tuple feature spaces Another common setting is to consider an input x as
a tuple of different information about x, such as x = 〈xa, xb〉 where xa and xb are
different views about x. For example, if x is a phrase, then xa can be information
about the phrase itself and xb can be information about the context where x occurs
(e.g. the document, the surrounding words, etc.). We can then define two feature
functions φxa(xa) ∈ R
dxa and φxb(xb) ∈ R
dxb to represent xa and xb respectively.
Similar to the previous case, conjunctive features for this case are also often en-
gineered. The full conjunctive feature space of such features can be expressed as
φxa(xa) ⊗ φxb(xb), and the parameter vector of a class wy ∈ R
dxa∗dxb will contain
the weights of each feature conjunction, and thus the scoring function can be written
as
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Note that in all of the instances mentioned above, the definition of the model
(equation 3.1) remains the same, but with various definitions of the feature and
parameter space.
In practice, we might have a more elaborate feature space, such as considering x
as an input tuple with more than two elements. Nevertheless, we can see that the
parameter space is always a conjunctive space, even in the simplest form (Equation
3.3). In our case, we would like to capitalize on such feature conjunctions without
having to manually engineer the choices of conjunctions that are relevant for our
problem. Our method takes the full conjunctive feature space and automatically
decides on the relevant conjunctions by learning from the evidence in the training
set. For feature conjunctions that are not observed during training, the method
will consider their relevance based on their similarities to those that are observed.
In the following sections, we will discuss the method’s strategy of realizing such
capabilities.
3.2.2 Parameter Tensor
Instead of regarding the parameters of the model as a vector, we regard them as a
parameter tensor, where each dimension of the tensor corresponds to an elementary
feature vector. For instance, in the case of having an input tuple (as in Equation 3.8),
our model will have a parameter tensor W ∈ R|Y|×dxa×dxb in place of the parameter
vector w ∈ R|Y|∗dxa∗dxb . But instead of having the feature vector φ(x, y) defined as a
tensor as well, we use an unfolding of the parameter tensor and employ a bilinear
form of the scoring function.
Matricization/unfolding A common framework for tensor computations is by turn-
ing the tensor (of order more than two) into a matrix and then perform matrix
computations on the resulting matrix instead of the original tensor form. It is com-
monly known as the process of matricization or tensor unfolding. Given an n-th
order tensor T ∈ Rd1×···×dn , we “unfold” it into a matrix M ∈ RD1×D2 , where
D1 ∗D2 = d1 ∗ · · · ∗ dn. To put it simply, we rearrange the components of the tensor
into a matrix form. This is done by partitioning the tensor axes into two sets, one for
matrix rows and another for columns.
In the case of our parameter tensor, unfolding the tensor is equal to grouping
the elementary feature vectors into two groups, and associate one group with the
columns of the resulting matrix, and the other group with the rows. For example,
to create an unfolding W′ from the parameter tensor W ∈ R|Y|×dxa×dxb , we can set
the rows of W′ to represent the classes and the columns to represent the features of
the input, i.e. W′ ∈ R|Y|×(dxa∗dxb ).
For the remainder of this chapter, unless specified otherwise, we will denote as W
the matricized version of the parameters θ of our models.
3.2 Linear Feature-based Model 25
Bilinear scoring function With a matricized W, we can rewrite the scoring function
as
sθ(x, y) = φ1(x, y)>Wφ2(x, y) , (3.9)
where W ∈ Rd1×d2 is the weight matrix and φ1 : X×Y → Rd1 and φ2 : X×Y → Rd2
are feature functions that combine elementary feature functions according to the
way we unfold W. For example, if we use the matricization W ∈ R|Y|×(da∗db)
for the case of equation 3.8 above, we will have φ1(x, y) = φy(y) and φ2(x, y) =
φxa(xa)⊗ φxb(xb).
Note that regardless of the way we represent the parameters θ (as vector, matrix or
tensor), the model remains a linear feature-based model; the scoring function sθ(x, y)
is as a dot product between a representation φ(x, y) and the parameters θ. In the
case of our bilinear scoring function (Equation 3.9) above, the model corresponds to
a linear feature-based model operating in the feature space of φ1 ⊗φ2, i.e. the score




φ1(x, y)[i] ∗ φ2(x, y)[j] ∗W[i, j] , (3.10)
where W[i, j] refers to the component of W that corresponds to the weight of
the conjunctive feature 〈φ1[i],φ2[j]〉. Notice that it is trivial to include elementary
features of φ1 and φ2, in addition to their conjunctions, by having a constant
component in each of the two representations set to 1.
In our method, the way of representing the parameters is important because the
method benefits from exploiting the rank of a parameter matrix. In the following
sections, we will see how the rank of the matrix plays an important role when
learning the parameters and how the decision of the way we unfold the parameter
tensor might affect the notion of the rank.
3.3 Low-Rank Learning
This section will discuss the framework for learning the linear feature-based model
as explained in the previous section.
We learn the parameters of the model in a supervised manner; i.e. we use information
from examples of labeled items to estimate the values of the parameters. Let
P = {(x1, y1), · · · , (xm, ym)} be a training set containing m examples of labeled
items in the form of item-label pairs (xi, yi). Our learning goal is to estimate the
values of the parameters that allow our model to correctly classify the pairs in P.
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We define such learning objective as finding parameters W that minimizes the “cost”




Recall that we define our model as in Equation 3.1; it models conditional probabilities





− log Pr(y|x; W) . (3.12)
With such loss function, the learning objective will favor a model parameter W
that sets a high conditional probability for the correct class y for each item x in the
training set P.
The ultimate goal of the model is not only to correctly predict classes of items that
are in the training set P, but also to be able to classify new items that are not in
the training set (i.e. unseen data). A common challenge in learning a model in
sparse high-dimensional feature spaces is avoiding the model from overfitting the
training data (thus cannot generalize to unseen data). One way to avoid overfitting
is by controlling the capacity of the model. which can be done by imposing a
regularization term to the objective function:
argmin
W
L(W) + τR(W) , (3.13)
where R(W) is a regularizer and τ is a constant that trades off error and capacity.
Typically, a regularizer R(W) is a penalty on the complexity of W, such as `1 and `2
penalty. An `1 regularizer favours a sparse W by limiting the size of the parameters,
while an `2 regularizer favours W with no extreme values by putting more penalty
to larger parameter values. In our case, the regularization favors solutions where
the rank of W is smaller.
In our case, the regularization will also allow the method to determine the values
of parameters that are not observed in the training data, and thus generalizes the
model to unseen data even more.
In the following sections we will discuss such regularization technique and the
optimization scheme we employ to learn the parameters.
3.3.1 Low-Rank and Nuclear Norm Regularization
Different factors can affect the problem of overfitting. Among them are the number
of parameters, the size of training data and the regularizer used. In our model, the
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number of parameters is determined by the size of the conjunctive feature space.
In NLP, such feature spaces are commonly large. Moreover, we are interested in
training with minimal supervision, and thus the size of the training data will be
small. With such settings, controlling the capacity of the model is crucial to avoid
overfitting the training data.
A standard approach to control the capacity of a linear classifier is to use `1 or `2
regularizer. However, the main limitation of `1 and `2 regularization is that they
cannot let the model give weights to conjunctions that were unobserved during
training. With our loss function, the learning method will only optimize values of
the parameters that are observed during training, so the values of the unobserved
ones will remain zero. In principle, `1 and `2 work by thresholding and normalizing
the values of the parameters. Therefore, during learning, the `1 or `2 penalty will
only affect parameters with non-zero values, and thus will not affect the unobserved
conjunctions. Without the ability to give weight to unseen conjunctions, it is unlikely
that the model will generalize to novel examples where most of the conjunctions
will be unseen in the training set.
One possible solution to unseen conjunctions is to impose a strong prior on the
weight vector so that it assigns weight to unseen conjunctions. But such approach is
non-trivial, we need to formulate how to build such a prior; deciding what kind of
reasonable constraints we can put on unseen conjunctions.
Another common approach to handle high-dimensional conjunctive feature space
is to reduce the size of the space by manually selecting features that are “relevant”.
But this can be time-consuming, and we might need to have different sets of features
for different classification tasks. Ideally, we expect to have a learning algorithm
that eliminates the need for such feature engineering and that it can automatically
leverage rich conjunctive feature spaces.
Based on such observation, we propose the use of a low-rank regularizer, with
which we can encourage the model to induce a low-dimensional projection of the
elementary feature vectors. The projection allows us to map similar conjunctions
closer, and thus give similar weights to similar conjunctions, including to those that
are unseen. Such ability will help prediction by generalizing to novel examples
where most of the conjunctions will be unseen in the training set.
3.3.1.1. Low-rank regularization
Regarding our parameters as matrices (as in Equation 3.9) allows us to control the
capacity of the model via regularizers that favor parameter matrices with low rank.
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− log Pr(y|x; W) + τ rank(W) . (3.14)
While a matrix has a clear definition of rank, it is not the case for general tensors,
and there exist various definitions in the literature. This is the main reason behind
our choice of matricization; once the tensor has been turned into a matrix, we can
use the standard definition of matrix rank. A main advantage of this approach is
that we can make use of standard routines like singular value decomposition (SVD)
to decompose the matricized tensor.
Intrinsic dimensionality To see the effect of low-rank regularizers, consider a singu-
lar value decomposition (SVD) W = UΣV> of the parameter matrix W. U ∈ Rd1×k
and Vy ∈ Rd2×k are orthonormal projections and Σ ∈ Rk×k is a diagonal matrix of










We can see that the rank k is the intrinsic dimensionality of the inner product behind
the score function; a low k implies that the score is defined as the inner product
of few projected features. This means a low-rank regularizer will favor parameter
matrices that have low intrinsic dimensionality.
The rank k of the matrix W is the number of non-zero singular values in Σ. Therefore,
an SVD decomposition is not a dimensionality reduction, but rather a change of
basis for moving from a d1 and d2 dimensions to k dimensions, and thus no loss of
information is suffered. A dimensionality reduction is done by removing the less
significant (non-zero) singular values in Σ, which entails a loss of information.
Weighting unseen conjuctions Projecting our feature vectors to a lower-dimensional
vector means projecting similar elementary features to the same dimension and thus
similar feature conjunctions will have similar weights. This ability is an important
aspect of our method that will allow us to utilize unseen feature conjunctions for
prediction.
Choice of unfolding Recall that our parameter matrix W is a matricized higher
order tensor. In this case, we can view the way we unfold W as a way of implying
the kind of latent projections that will be induced by the low-rank regularization.
Depending on the task, some configurations might be more beneficial than others.
3.3 Low-Rank Learning 29
3.3.1.2. Nuclear norm regularization
Optimizing with a low-rank regularizer leads us to a non-convex problem. There-
fore, we make use of a convex relaxation based on the nuclear norm (Srebro and






where W = UΣV> is the singular value decomposition of W. This norm has been
used in a number of applications in machine learning as a convex surrogate for






− log Pr(y|x; W) + τ‖W‖∗ . (3.16)
3.3.2 Optimization
A convex objective function (Equation 3.16) allows the use of different convex
optimization methods. In this thesis, we use a simple optimization scheme known as
forward-backward splitting (FOBOS) (Duchi and Singer, 2009), mainly for its ease
of implementation and its flexibility to be adapted for different tasks.
In a series of iterations, this algorithm performs a gradient update followed by a
proximal projection of the parameters, as shown in Algorithm 1. The proximal
projection (line 6 of Algorithm 1) projects the parameters W to take into account
the regularization penalty R that is defined by our objective function (see Equation
3.13). For example, for `1 it thresholds the parameters, for `2 it scales them, and for
nuclear norm regularization it thresholds the singular values – as shown in Algorithm
2.
Hyperparameters The algorithm have three hyperparameters input: learning rate
η, regularization factor τ and maximum number of iterations T . Setting the value
of maximum number of iterations is trivial, it will not affect the result of the
optimization in each iteration. Depending on the task, some models might need
more iterations than others before converging. Practically, in our case, we implement
such that we can continue the optimization process from the last result of previous
optimization process. This allows us to begin the experiment with few iterations and
then continue with more afterwards, in case we observe that it has not converged.
The learning rate controls how big is the step size in each iteration. Notice here
that the algorithm uses a decaying step size, so the step size will become smaller
each iteration. So specifying a too small learning rate might cause the step size to
be very close to zero in the final iterations. In general, using a too low learning
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Algorithm 1: FOBOS
Data: η (learning rate), τ (regularization factor), T (max iterations)
Result: WT
1 initialize W0 as zero matrix ;
2 for t = 0 . . .T -1 do
3 compute step size ηt = η√t+1 ;
4 compute gradient g(Wt) of loss L at Wt ;
5 update Wt+0.5 = Wt − ηtg(Wt);
6 Wt+1 = update Wt+0.5 to take into account the regularization penalty R;
7 end
Algorithm 2: Nuclear Norm Proximal Projection for FOBOS
Data: ηt, τ , Wt+0.5
Result: Wt+1
1 compute SVD Wt+0.5 = UΣV> ;
2 define a new matrix Σ̃ with diagonal elements σ̃i = max(σi − ηtτ, 0) ;
3 set Wt+1 = UΣ̃V> ;
rate the improvement will be slow, while using a too high learning rate will decay
the loss faster, but can cause the parameters to move erratically and thus unable
to settle in the optimal point. In some of our experiments, instead of setting the
learning rate, we uses a line search to find the best step size to use at each iteration.
The effect of regularization factor can be seen in difference between training and
validation performances. When the validation performance is far below training,
it indicates overfitting and thus a higher regularization factor might be needed.
However, this might also indicate insufficient training data, which in many of our
experiments–where we use only a small portion of the training data–is a possibility.
One way of choosing a good regularization factor is a greedy approach; start with a
low value and increase it until we don’t see an increase in validation performance.
3.3.2.1. Sparse implementation of FOBOS
With nuclear norm regularization, the FOBOS algorithm requires the calculation of
SVD decomposition of the W matrix in each iteration. Depending on the choice of
technology used for implementing the algorithm, full SVD routines can be memory-
intensive. Moreover, when the size W is large–which will be the case with high-
dimensional feature spaces–it might be impossible to fit the full W matrix in memory.
Therefore, we apply minor modifications to the algorithm for a sparse implementa-
tion version that does not require full SVD computation and does not require fitting
the full W in memory.
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Algorithm 3: Sparse Plus Low Rank (SPLR) SVD
Data: L ∈ Rd1×k, R ∈ Rk×d2 , S ∈ Rd1×d2 , k, maxIter // A = S + LR
Result: U, Σ, V
1 initialize U, Σ and V as zero matrices ;
2 for i = 1 . . . k do
3 x0 = random Rd2 ;
4 for j = 1 . . . maxIter do
5 compute xj: // xj = A>Axj−1





7 vi = xj/‖xj‖ ;
8 Aivi = Svi + L(Rvi)− (UΣ)(V>vi) ;
9 σi = ‖Aivi‖ ;
10 ui = Avi/σi ;
11 U[:, i] = ui[:, 0]; V[:, i] = vi[:, 0]; Σ[i, i] = σi ;
12 end
In principle, the implementation is based on decomposing the W matrix and per-
forming an SVD designed especially for matrices that can be decomposed as a sum
of a sparse matrix and a low-rank matrix.
Decomposing W We define a decomposition of W ∈ Rd1×d2 with rank k into
vectors with lower dimensions based on its SVD decomposition:
W = (UΣ)V> , (3.17)
= LR , (3.18)
with L ∈ Rd1×k and R ∈ Rk×d2 . For a sparse space, one can assume that the actual
rank of W is much less than either d1 or d2. With some modifications to the original
algorithm, we can avoid the need of creating the full W, such that we only need to
fit L and R into memory. For instance, we can calculate the score by first computing
the projection of each side, i.e. 〈φ1(x, y)>L〉 and 〈R>φ2(x, y)〉.
Sparse plus low rank SVD To perform an SVD, we employ the power method (Golub
and Van der Vorst, 2000) where we compute one singular vector and value at a time.
The algorithm is designed to perform SVD on matrices that can be represented as
a sum of a sparse matrix and a low rank matrix. We refer to such SVD as a Sparse
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Algorithm 4: Modified FOBOS for sparse implementation
Data: η (learning rate), τ (regularization factor), T (max iteration), k (rank)
Result: LT , RT
1 initialize L0 and R0 as zero matrix ;
2 for t = 0 . . .T -1 do
3 compute gradient g(Lt,Rt) of loss L at Lt, Rt ;
4 compute step size ηt = η√t+1 ;
5 compute sparse gradient matrix St = −ηg(Lt,Rt) ;
6 compute SVD U,Σ,V = svdsplr(Lt,Rt,St, k) ;
7 threshold Σ̃: σ̃i = max(σi − (min(σi′ ∈ Σ)), 0) ;
8 update Lt+1 = UΣ̃;
9 update Rt+1 = V> ;
10 end
Plus Low Rank (SPLR) SVD (Algorithm 3). In this case, it considers the input matrix
Wt+0.5 as a sum of two matrices:
Wt+0.5 = Wt − ηtg(Wt) ,
= (UΣ)V> − ηtg(Wt) ,
= LR + S ,
where S is the sparse gradient g(Wt) matrix. The gradient matrix is sparse due to
the fact that it is calculated based on our loss function (Equation 3.12) that only
takes into account conjunctions that are seen in the training set. In practice, even
though S is of size d1× d2, we can store it as a sparse matrix, for which almost every
commonly used programming languages allows a memory-efficient storage.
With the above modifications, we can rewrite the algorithm as shown in Algorithm
4. Note that we design this modification only with memory limitation in mind,
disregarding its possible effect to speed. Duchi and Singer (2009) proposed a
method for efficient implementation in high dimensions that relies on a lazy update
for W elements whose gradient are zero. However, it is inapplicable for low-rank
regularization since, after the projection, even elements with gradient zero might
change in value and become non-zero.
3.3.2.2. Evaluating Sparse Implementation of FOBOS
In this section, we would like to know the effect of using the sparse implementation to
the performance of the model. The goal is to compare the standard implementation
and the sparse implementation. Knowing the limitations and benefits of both
implementations can help in: (i) choosing the implementation to use according to
the experimental constraints and (ii) further improve the implementation of our
method.
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b: Average time per iteration
Fig. 3.1.: Maximum memory used and average time per iteration using standard implemen-
tation and sparse implementation for data with varying matrix size. Parameter
matrix rank = 5, number of iterations = 5, maxIter for SPLR SVD = 1, number of
training data = 100.
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Fig. 3.2.: Maximum memory used and average time per iteration using standard implemen-
tation and sparse implementation for data with varying matrix gradient rank.
Parameter matrix size = 5000× 5000, number of iterations = 5, maxIter for SPLR
SVD = 1, number of training data = 100.
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We have implemented both variants of the FOBOS algorithm (standard and sparse)
in python1 and train models in the form described in Chapter 4 from randomly
generated training data. First, we compare the maximum memories used and time
per iteration needed to train models with parameter matrix of varying sizes. In Figure
3.1, we can see that as the size of the parameter matrix expands, the difference
of required memories between the two implementations becomes more significant.
The time required to run one iteration, on the other hand, do not show a significant
difference.
Nevertheless, it is important to note that in Figure 3.1, we fix the underlying rank
of the parameter matrix to be quite small, i.e. 5. As we can see from Algorithm 3,
the factorization for the sparse implementation performs one iteration for each rank,
thus we can expect that it will take longer time to factorize matrices with higher
rank. Such observation is shown in Figure 3.2, where this time we fix the parameter
matrix size and vary the underlying rank instead. Figure 3.2b shows that the time
required for the standard implementation is consistent throughout varying ranks,
but it is almost exponential for the sparse implementation.
In terms of memory usage, we observe a consistent trend in which the sparse
implementation requires less memory than the standard implementation. The
standard implementation stores a dense parameter matrix and thus requires more or
less the same memory regardless of the rank. Meanwhile the sparse implementation
kept the factorized parameter matrices whose size depends on the rank, and thus
we can see that the memory requirement increases as the rank increases, as shown
in Figure 3.2a.
As for the performance differences, there is almost no difference for the data we use
in the above experiments, as shown in Figure 3.3. We show the final score of the
objective function after five iterations, and we can see that the difference between
the two implementations is very small.
From these results, it is clear that there is a significant tradeoff between memory
and time required to train models with different implementations. When memory is
not an issue, the standard implementation is preferred. But when memory is limited,
the sparse implementation can be used to cut down the memory usage up to more
than half of the standard implementation. Note also that in the case of the sparse
implementation, we need to specify the rank k as an input to the algorithm, which–as
we can see in Figure 3.2–will affect the memory usage and time. In our experiment
in the following section (see Figure 4.6), only few intrinsic dimensions, hence small
rank, is required to obtain a good performance, and thus we can experiment using
small values of k for a more efficient memory usage and a faster computation.
1https://www.python.org
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Fig. 3.3.: Final objective after 5 iterations using standard implementation and sparse im-
plementation for data with varying parameter matrix gradient rank. Parameter
matrix size = 5000× 5000, maxIter for SPLR SVD = 1, number of training data =
100.
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Of course, one thing to remember is that these implementations might not be the
most efficient implementations, and with better implementation strategies, it is
possible to improve the performances further.
3.4 Conclusion
In summary, this chapter describes the method of low-rank regularization for sparse
conjunctive feature spaces. Our method combines available techniques to compose
an effective way of utilizing sparse conjunctive feature spaces. The strategy is based
on representing our parameter space as tensor and imposing a low-rank penalty to
learn the parameter tensor. In this case, the notion of rank is defined as the rank of
the matricized tensor.
The low-rank penalty serves as a way of controlling the capacity of the model while
at the same time allowing the model to give weights to unseen feature conjunctions.
With such capability, our model has an advantage in generalizing to new examples–
where most of the conjunctions will be unseen in the training set–compared to
standard regularizations such as `1 or `2.
Moreover, our method employs a convex learning objective, making it possible to
train the model using different convex optimization methods. In this chapter, we
present a simple optimization method and discuss its implementation details.
We detailed two implementation strategies that adopted either a dense or a sparse
approach in storing and processing the parameter matrices. We showed empirical
performance comparisons between the two implementations and observed that the
sparse implementation is a plausible alternative for training models with larger
parameter matrices when memory is limited.
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4Low Rank Regularization for
Named Entity Classification
The content of this chapter is mainly published in Primadhanty et al. (2015).
In this chapter, we apply low-rank regularization on Named Entity (NE) classification
task. We propose the use of “seed” set as a form of minimal supervision and introduce
a new evaluation framework for such task that focuses only on unseen named entities.
Empirical experiments show that low-rank regularization performs better than `1
and `2 regularizer on sparse conjunctive feature spaces.
The organization of this chapter is as follows. In Section 4.1, we will introduce
the task of NE classification. We then continue by describing the specific low-rank
models with minimal supervision for NE classification in Section 4.2 and report
experimental results in Section 4.3. Finally we summarize our findings and conclude
our analysis in Section 4.4.
4.1 Introduction
Sentence 1 [Barack Hussein Obama II] is the 44th and current President of
the United States, ...
Sentence 2 Born in Honolulu, Hawaii, [Obama] is a graduate of Columbia
University and Harvard Law School, ...
Fig. 4.1.: Sentences annotated with named entity of type PERSON.
Entities are instances of predefined categories that represent real life objects, such
as names of organizations, persons, locations, etc. Information about entities and
their relations can help in different Natural Language Processing (NLP) related tasks,
such as question answering, ontology learning, biomedical information extraction or
machine translation. Being able to identify such entities in text documents is key
to understanding the content of the document. During the Message Understanding
Conference-6 (MUC-6) (Grishman and Sundheim, 1996), such task was introduced
as a sub-task of Information Extraction (IE), and hencefort gained popularity.
An entity mention is a phrase in a sentence that refers to an entity. For example,
both sentences1 1 and 2 in Figure 4.1 contain a mention of entity “Barack Obama”,
even though the phrases that refer to the entity are not identical.
1Obtained from http://en.wikipedia.org/wiki/Barack_Obama
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The categories in which entities belong are called entity types, which can be any
possible grouping of the entities. For example we can define that the entity “Barack
Obama” has an entity type PERSON together with other entities referring to a person
name, or we can define that it has an entity type PRESIDENT together with other
entities referring to a president of a country.
The goal of Named Entity Recognition and Classification task (NERC) is to identify
mentions of entities in a text and label them with one of several predefined entity
types. One can use an annotated training set and train a model that learns the
characteristics, distributions, or a set of statistical rules and patterns that distinguish
a named entity and use it to annotate other unlabeled data.
Named Entity classification task As the name suggests, it is possible to view NERC
as two separate sub-tasks: (i) NE recognition and (ii) NE classification. One might
devise a method that tries to do both at the same time, or develop two different
strategies to tackle them. In this thesis, we focus only on the task of classification,
that is, we assume that the candidate entities are given to the system, similar to
Elsner et al. (2009); Fleischman (2001); Fleischman and Hovy (2002). Nevertheless,
the classification task we consider introduces an extra challenge; we consider that
the candidate entities also include “noise”. That is, the system responsible in
performing the NE recognition might also extract non-entities. Therefore, the goals
of our classifier are twofold: determine whether a candidate is an entity and–if it
is–determine to which entity type it belongs.
Evaluation of unseen entities There are two aspects of the problem of NERC, one
is the ambiguity of entities with respect to their semantic class and another is
recognition of unseen named entities. In corpora with unambiguous entities, the
more crucial problem is on recognizing words that we have never seen during
training as named entities. For example, in the case of recognizing treatments and
conditions in a medical domain corpus, we can assume that in general there is not
much ambiguity, i.e. a proper noun is either a condition (e.g. hemophilia, hepatitis,
anemia), a treatment (e.g. aspirin, wellbutrin, adderall) or none of those. With little
ambiguity amongst the entities, classifying seen entities is as trivial as memorizing
the labels of said entities in the training data. Therefore, in such cases, the real
challenge is in recognizing unseen entities. Moreover, when only a small number of
annotated data is available, most of the named entities that we will want to predict
in the unlabeled corpus will be unseen entities, and thus we would like to focus
more on tackling this challenge. Accordingly, we propose an evaluation setting that
focuses on measuring the performance of the model in classifying unseen entities.
4.1.1 Contributions
Finally, the specific contributions of this chapter are:
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• We describe a specific instance of our low-rank model for the task of NE
classification. We describe the conjunctive feature spaces we consider for this
task, as well as the scoring function that we apply on such feature spaces.
• We present a minimal supervision strategy to build the training data for
NE classification task. The minimal supervision strategy is based on the
assumption that the corpus presents little ambiguity. We show how such
ambiguity assumption holds in the dataset we use.
• We evaluate the performance of state-of-the-art NERC systems on unseen
entities only. Such evaluation drops performances of the systems significantly,
implying that classifying unseen entities is an important challenge.
• We conduct experiments to show that the proposed regularization frame-
work is better for sparse conjunctive feature spaces than standard `1 and `2
regularization.
4.2 Low-Rank Named Entity Classification Models with
Minimal Supervision
In this section, we describe a specific implementation of our low-rank regularization
model for the task of named entity classification. First, in Section 4.2.1 we describe
the setting of minimal supervision to build the training set used for learning the
model. Then in Section 4.2.1, we describe the model.
4.2.1 Minimal Supervision for Named Entity Classification
To reduce annotation efforts, we propose the use of minimal supervision to gather
training data. Our minimal supervision setting is based on the assumption that the
data presents little ambiguity. With such assumption, we also propose to focus the
evaluation of NE classifiers in its ability to classify unseen entities.
To do supervised learning of our model, a training set containing annotated data
is required. Instead of annotating documents to build the training set, we propose
the use of seed set. A seed set contains examples of named entities for each of our
predefined entity types.
Generating training data This minimal supervision setting is based on the assump-
tion that entities are unambiguous. In such case, we can expect every occurrence
of the seed entities in the unlabeled text to be example mentions of the seeds. For
example, having a seed “John Doe” for type person, we expect all occurrences of
“John Doe” in the text to refer to a person. Therefore, we can can extract them as a
positive training data add it to the training set. Meanwhile, for as training data for
non-entities, we use single nouns that are not part of any examples in the seed set.
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Assuming that each seed entity will have numerous occurrences in the unlabeled
corpus, we can gather a considerable amount of training data by using only a handful
examples. Such requirement is more practical compared to manually annotating the
unlabeled documents.
In the literatures, this approach is also commonly used for a semi-supervised learning
such as bootstrapping (self-training/co-training) (Blum and Mitchell, 1998; Mitchell,
1999; Yarowsky, 1995), in which the training set is iteratively expanded by adding
extraction results of the classifiers in the previous iteration.
4.2.2 Low-rank Named Entity Classification Models
In this section, we describe a specific family of low-rank models for classifying entity.
We define as input a candidate entity tuple x = 〈l, e, r〉 with its respective entity
mention e and context information, which consists of its left l and right context r.
The goal is to classify x into one entity class y in the set Y. We will use log-linear
models as described in Section 3.2 of the form shown in Equation 3.1, where θ
are the parameters of this function that depends on the conjunctive feature space
defined for the model. We will describe below the space that uses information from
the left l and right r contexts of the input tuple and then proceed to extend it into
utilizing the mention information e as well.
4.2.2.1. A Low-rank Model of Left-Right Contexts
We start from the observation that when representing tuple objects such as x =
〈l, e, r〉 with features, we often depart from a feature representation of each element
of the tuple, i.e. elementary features. Hence, let φl and φr be two feature functions
representing left and right contexts, with binary dimensions dl and dr respectively.
For now, we will define a model that ignores the entity mention e and makes
predictions using context features.
It is natural to define conjunctions of left and right features. Hence, in its most
general form, one can define a matrix Wy ∈ Rdl×dr for each class, such that
θ = {Wy}y∈Y . Borrowing notations from Equation 3.9, we define φ1 and φ2 as
combinations of the elementary feature vectors φl and φr with the class indicator
feature vector φy (Equation 3.5). We can then define the score function as
sθ(x, y) = φ1(x, y)>Wφ2(x, y) , (4.1)
sθ(〈l, e, r〉, y) = φl(l)>W[φr(r)⊗ φy(y)] , (4.2)
with W being the matricized parameter tensor W′ ∈ Rdl×dr×|Y| in the conjunctive
feature space. To put it simply, W is a block matrix containing Wy of every y.
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4.2.2.2. Adding Entity Features
The model above classifies entities based only on the context. Here we extend it to
make use of features of the entity mention itself. Let T be a set of possible entity
feature tags, i.e. tags that describe an entity, such as ISCAPITALIZED, CONTAINSDIGITS,
SINGLETOKEN, . . . Let φe be a feature function representing entities. For this case,
to simplify our expression, we will use a set notation and denote by φe(e) ⊆ T the
set of feature tags that describe e. Our model will be defined with one parameter
matrix per feature tag, i.e. θ = {Wt}t∈T . The model form is:
sθ(〈l, e, r〉, y) =
∑
t∈φe(e,y)
φl(l)>Wt[φr(r)⊗ φy(y)] , (4.3)
where in this case W consists of Wt of every t.
4.2.2.3. Learning with Low-rank Constraints
Both scoring functions in Equation 4.2 and Equation 4.3 are specialized instances of
Equation 3.9, and thus learning the parameters (as described in Section 3.3) requires
the matricization of the parameter tensor. In the case of Equation 4.2, we will have
the parameter W as a matricized matrix corresponding to a tensor in the space of
φl, φr and φy. In this case, we have several options of unfolding the parameter
tensor; we can either group the context together, or separate them (combining one
with the class parameter). Meanwhile, Equation 4.3 introduces an additional tensor
dimension (i.e. φe) to the parameter tensor, thus increasing the options of possible
unfoldings. We now have a tensor with up to four axes, namely left and right context
representations, entity features, and entity classes.
Although the equations above show specific ways of unfolding the tensor, we can
choose a different unfoldings for the same feature space. In general, different ways
of partitioning the tensor axes will lead to different notions of intrinsic dimensions.
In our case we choose the left context axes as the row dimension, and the rest of
axes as the column dimension, i.e. φ1 = φl and φ2 = φr ⊗ φe ⊗ φy. In preliminary
experiments we tried variations, such as having right prefixes in the columns, and left
prefixes, entity tags and classes in the rows. We only observed minor, non-significant
variations in the results.
4.3 Experiments
In this section we evaluate our regularization framework for training models in
high-dimensional sparse conjunctive feature spaces. We run experiments on learning
entity classifiers with minimal supervision. We focus on classification of unseen




10-30 40-120 640-1920 All
PER clinton, dole, arafat, yeltsin, wasim akram,
lebed, dutroux, waqar younis, mushtaq
ahmed, croft
334 747 3,133 6,516
LOC u.s., england, germany, britain, australia,
france, spain, pakistan, italy, china
1,384 2,885 5,812 6,159
ORG reuters, u.n., oakland, puk, osce, cincin-
nati, eu, nato, ajax, honda
295 699 3,435 5,271
MISC russian, german, british, french, dutch, en-
glish, israeli, european, iraqi, australian
611 1326 3,085 3,205
O year, percent, thursday, government, po-
lice, results, tuesday, soccer, president,
monday, friday, people, minister, sunday,
division, week, time, state, market, years,
officials, group, company, saturday, match,
at, world, home, august, standings
5,326 11,595 31,071 36,673
Tab. 4.1.: For each entity class, the seed of entities for the 10-30 set, together with the
number of mentions in the training data that involve entities in the seed for
various sizes of the seeds.
are not observed at training. We perform our experiments using CoNLL-2003 Shared
Task data (Tjong Kim Sang and De Meulder, 2003), and compare the performance
to `1 and `2 regularizers, as well as with state-of-the-art systems.
4.3.1 Task Definition and Evaluation Metric
We define a named entity classification task with minimal supervision. In this task,
we are given a list of named entities (i.e. seed) for each entity class and a corpus
of unlabeled documents as input. The goal is to learn from it and train a model
to classify possible mentions of named entities in a text. During test time, we are
given candidates of named entity mention and the context in which they appear.
These candidates may also include non-entity mentions. Therefore, the goals of the
classifier can be described as two steps classification; first classifying if a candidate
is entity or non-entity, and then, for those that are classified as entity, classifying it
as one of the predefined entity types.
We evaluate the performance of models by measuring their performance on unseen
entities. We use of precision, recall and F1 score as the evaluation metric. Precision
measures the proportion of predictions that are correct. Recall measures the propor-




PER 6,516 (3,489) 1,040 (762) 1,342 (925)
LOC 6,159 ( 987) 176 (128) 246 (160)
ORG 5,271 (2,149) 400 (273) 638 (358)
MISC 3,205 ( 760) 177 (142) 213 (152)
O 36,673 (5,821) 951 (671) 995 (675)
Tab. 4.2.: The number of mentions (and number of unique candidates in parenthesis) for
each entity type of CoNLL-2003 data used in our experiments.
4.3.2 Data and Setting
We use the CoNLL-2003 English data, which is annotated with four types: person
(PER), location (LOC), organization (ORG), and miscellaneous (MISC). In addition,
the data is tagged with parts-of-speech (PoS), and we compute word clusters running
the Brown clustering algorithm (Brown et al., 1992) on the words in the training
set.
Candidate entities Similar to Elsner et al. (2009), we extract all strings in NE
tags as our entity mentions. We add single nouns that are not part of an entity as
non-entities mentions. Accordingly, we add a new label “O” to denote non-entity
type. Both entity and non-entities mentions will be referred to as candidates in the
remaining of this section.
Minimal supervision setting To create the seed set for the minimal supervision
setting, we select the most frequent non-ambiguous mentions in our training set.
We lowercase all candidates and remove the ambiguous ones (i.e., those with more
than one label in different mentions). Then we create supervision seeds by picking
the N most frequent training candidates for entity types, and the M most frequent
candidate non-entities. We create seeds of various sizes N -M , namely 10-30, 40-
120, 640-1920, as well as all of the candidates. For each seed set, the training set
will contain all training candidates that involve entities in the seed. Table 4.1 shows
the smaller seed, as well as the number of mentions for each seed size.
Evaluation For evaluation we use the development and test sections of the data.
To evaluate on unseen entities, we exclude all candidates that match the training
seed (i.e., that are in the all seed) from the development and test data. We do not
remove ambiguous instances from the tests. As evaluation metric we use the average
F1 score computed over all entity types, excluding the non-entity type. Note that
this implies a baseline that always predicts non-entity (i.e. the most frequent class)
will obtain an F1 score of zero.
After removing the ambiguous candidates from the training data, and removing
candidates seen in the training from the development and test sets, the number of
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mentions (and number of unique candidates in parenthesis) in the data used in our
experiments is shown in Table 4.2
Features Window
Bag-of-words N-grams
Lexical Cluster Lexical Cluster
Elementary features of left
and right contexts
1 13.63 14.59 13.63 14.59
2 15.49 13.86 13.08 13.54
3 12.18 14.45 12.14 13.28
Only full conjunctions of
left and right contexts
1 12.90 13.75 12.90 13.75
2 8.59 8.85 12.31 12.43
3 8.57 10.59 10.15 10.49
Elementary features and all
conjunctions of left and
right contexts
1 15.30 16.98 15.30 16.98
2 13.26 12.89 14.28 15.33
3 11.87 11.54 13.94 13.15
Tab. 4.3.: Average-F1 of classification of unseen entity candidates on development data,
using the 10-30 training seed and `2 regularization, for different conjunctive
spaces (elementary only, full conjunctions, all). Bag-of-words elementary fea-
tures contain all clusters/PoS in separate windows to the left and to the right of
the candidate. N-grams elementary features contain all n-grams of clusters/PoS
in separate left and right windows (e.g. for size 3 it includes unigrams, bigrams
and trigrams on each side).
Elementary features We refer to context as the sequence of tokens before (left
context) and after (right context) a candidate mention in a sentence. Different
classifiers can be built using different representations of the contexts. For example
we can change the window size of the context sequence (i.e., for a window size of 1
we only use the last token before the mention and the first token after the mention).
We can treat the left and right contexts independently of each other, we can treat
them as a unique combination, or we can use both. We can also choose to use the
word form of a token, its PoS tag, a word cluster, or a combination of these.
Table 4.3 compares different context representations and their performance in
classifying unseen candidates using maximum-entropy classifiers trained with Mallet
McCallum (2002) with `2 regularization, using the 10-30 seed. We use the lexical
representation (the word itself) and a word cluster representation of the context
tokens and use a window size of one to three. We use two types of features: bag-
of-words features (1-grams of tokens in the specified window) and n-gram features
(with n smaller or equal to the window size).
The performance of using word clusters is comparable, and sometimes better, to
using lexical representations. Moreover, using a longer window, in this case, does
not necessarily result in better performance. In the rest of the experiments we will
use the elementary features that are more predictive and compact for our context:
clusters and PoS tags in windows of size at most 2.
To represent an entity candidate we use standard traits of the spelling of the mention,
such as capitalization, the existence of symbols, as well as the number of tokens
4.3 Experiments 46
cap=1, cap=2 :
whether the first letter of the entity candidate is uppercase, or not
all-low=1, all-low=0 :
whether all letters of the candidate are lowercase letters, or not
all-cap1=1, all-cap1=0 :
whether all letters of the candidate are uppercase letters, or not
all-cap2=1, all-cap2=0 :
whether all letters of the candidate are uppercase letters and periods, or not
num-tokens=1, num-tokens=2, num-tok>2 :
whether the candidate consists of one token, two or more
dummy :
a tag that holds for any entity candidate, used to capture context features
alone
Fig. 4.2.: The 12 entity tags used to represent entity candidates. The tags all-cap1 and
all-cap2 are from Neelakantan and Collins (2014a).
CoNLL 2003 Eng CoNLL 2003 Deu CAp 2017 Fr







Fig. 4.3.: Proportion of ambiguous entity mentions in various NER datasets, in different
languages; English (CoNLL 2003 Eng), German (CoNLL 2003 Deu) and French
(CAp 2017 Fr). The numbers correspond to unique mentions (case-insensitive)
tagged as named entities in the datasets.
in the candidate. See Figure 4.2 for the definition of the features describing entity
candidates.
4.3.3 Ambiguity Assumptions on CoNLL-2003 Data
Our minimal supervision setting relies on the assumption that the data have little
ambiguity. We are also evaluating on unseen entities assuming that seen entities will
always have the same label, hence not an interesting problem to evaluate. In this
section, we examine closer such assumptions on the data we use in our experiments;
CoNLL-2003 data.
4.3.3.1. Unambiguous seed set for building training data
The ambiguity assumption in the seed set is that the same mentions of a named
















Fig. 4.4.: Proportion of ambiguous entity mentions in seen entities in the development
and test set of CoNLL-2003 data. The numbers corresponds to unique mentions
(case-sensitive) of entities tagged as PER, LOC, ORG or MISC in the dataset.
in NE tags–in the data and compare the labels of mentions of the same entity. We
group the mentions in a case-insensitive manner, because our seed set is also used in
the same way. We consider entities that have more than one label as an ambiguous
entity. Here we only consider entities labeled as ’PER’, ’LOC’, ’ORG’ and ’MISC’, as in
the original dataset.
Figure 4.3 shows the proportion of ambiguous entities in the CoNLL 2003 English
corpus that we use in our experiments. We can see that there is less than 3%
ambiguity, which implies that using a seed set in this corpus will result in a reliable
training data; there is little chance that the seed will include a false example from
the corpus. In addition, we also computed entity mention ambiguities in two other
NERC datasets with different languages (CoNLL 2003 German Corpus and CAp 2017
French Corpus (Lopez et al., 2017)), as shown in Figure 4.3. The CoNLL 2003
German dataset is similar to the English dataset; it contains entities tagged with
the same labels as the CoNLL 2003 English dataset. The CAp 2017 French dataset
is comprised of tweets written in French, tagged with 13 labels including Person,
Location, Organization, Product, Event, etc. For these two other datasets, we also
observed that the amount of ambiguous entities is less than 4% of all unique entities
in the corpus. This shows that the strategy of using seed set might also work in other
datasets in different languages and domains.
4.3.3.2. Unambiguous evaluation for seen entities
The notion of unambiguity also motivates the evaluation on unseen entities. We
assume that for seen entities, it is sufficient to memorize their labels from the training
set to be able to correctly classify them in test time. In this case we compare labels
of mentions between the training and development/test set. This time, we compare
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the mentions in a case-sensitive manner. We simulate the real scenario of model
prediction where the capitalization of a mention might change the prediction2.
Figure 4.4 shows the proportion of seen entities, which is around 50% of the
development set, and around 35% of the test set. Among those that are seen only
8-13% are ambiguous. This means, by just memorizing the labels in the train set,
we can correctly classify around 90% of the seen entities, showing that ambiguity is
not the main challenge in this dataset. Therefore, it is more informative to evaluate
the system on its ability to classify unseen entities. Moreover, seeing how 50% or
more of the development and test set are unseen in this corpus, having a model that
performs well on those entities is crucial.
2The baseline of CoNLL 2003 NERC task was obtained by memorizing the most frequent label of
mentions in the train set, and was also done in a case-sensitive manner, i.e. the capitalization of a





Ma and Hovy (2016) 91.21 -
Luo et al. (2015) 91.20 -
Lample et al. (2016) 90.94 -
(reproduction) (90.62) (83.28)
Collobert et al. (2011) 89.59 -
(reproduction) (87.77) (78.15)
Florian et al. (2003) 88.76 79.66
Chieu and Ng (2002) 88.31 78.36
Klein et al. (2003) 86.31 75.34
Zhang and Johnson (2003) 85.50 73.64
Carreras et al. (2003a) 85.00 72.96
Curran and Clark (2003) 84.89 72.22
Mayfield et al. (2003) 84.67 72.07
Carreras et al. (2003b) 84.30 69.43
McCallum and Li (2003b) 84.04 71.27
Bender et al. (2003) 83.92 70.37
Munro et al. (2003) 82.50 68.00
Wu et al. (2003) 81.70 66.10
Whitelaw and Patrick (2003) 79.78 62.01
Hendrickx and van den Bosch (2003) 78.20 59.43
De Meulder and Daelemans (2003) 76.97 56.39
Hammerton (2003) 60.15 14.39
Our model
`∗ 61.06 52.63
`∗ + gazetteers 78.51 60.26
Tab. 4.4.: Evaluation of NERC systems on CoNLL-2003 dataset.
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lex pos aff pre ort gaz chu pat cas tri bag quo doc unl cem clu kb
Ma and Hovy (2016) + +
Luo et al. (2015) + + + + + + + +
Lample et al. (2016) + +
Collobert et al. (2011) + +
Florian et al. (2003) + + + + + + + +
Chieu and Ng (2002) + + + + + + + + +
Klein et al. (2003) + + + +
Zhang and Johnson (2003) + + + + + + +
Carreras et al. (2003a) + + + + + + + + + +
Curran and Clark (2003) + + + + + + + + +
Mayfield et al. (2003) + + + + + + +
Carreras et al. (2003b) + + + + + +
McCallum and Li (2003b) + + + + +
Bender et al. (2003) + + + + + + +
Munro et al. (2003) + + + + + + + +
Wu et al. (2003) + + + + + +
Whitelaw and Patrick (2003) + + +
Hendrickx and van den Bosch (2003) + + + + + + + +
De Meulder and Daelemans (2003) + + + + + + + +
Hammerton (2003) + + + +
`∗ + + +
`∗+gaz + + + +
Tab. 4.5.: Features used by NERC systems on CoNLL-2003 dataset. Aff: affix information (n-grams); bag: bag of words; cas: global case information; cem:
character embeddings; chu: chunk tags; clu: word clusters; doc: global document information; gaz: gazetteers; kb: knowledge base; lex: lexical
features; ort: orthographic information; pat: orthographic patterns (like Aa0); pos: part-of-speech tags; pre:previously predicted NE tags; quo: flag





4.3.4 Evaluation of Unseen Entities on State-of-The-Art
Systems
To see the performance of state-of-the-art systems in unseen entities, we re-evaluate
their results as seen in Table 4.4. For Lample et al. (2016) and Collobert et al.
(2011), we tried to reproduce the results using the tool3 provided by the authors
and obtained the F1 score as shown in brackets (i.e. 90.62 for Lample et al. (2016)).
We were not able to reproduce results by the newest systems Luo et al. (2015) and
Ma and Hovy (2016). We can see than evaluating on unseen entities causes the
performances to drop at by least 10 percent points in F1 score, with the exception
of the system by Lample et al. (2016) (their performance drops by 7 percent only).
This suggests that part of the success of state-of-the-art models is in storing known
entities together with their type (in the form of gazetteers or directly in lexicalized
parameters of the model), and that named entity classification for unseen entities is
still a challenging problem.
We list the different features that each system used in Table 4.5. Some approaches
that has been used to help identify unseen entities include using gazetteers, exploit-
ing similar structures of entity mentions and using labeled or unlabeled external
textual resources, as described below.
4.3.4.1. Strategies for unseen entities in SOTA
Gazetteers One of the most popular way of handling unseen entities is to use
gazetteers, as done by most systems participated in CoNLL 2003 Shared Task.
The list of known entities in a gazetteer can be helpful when its covers unseen
entities. In Florian et al. (2003), gazetteers reduces the F-measure error by a
factor of 15 to 21%. Unfortunately, in practice, gazetteers are not always available.
Moreover, creating ones that are meaningful for the task is not always trivial. For
example, De Meulder and Daelemans (2003) observed that their general-purpose
gazetteers, taken partially from the internet and partially hand-crafted, are ineffective
in increasing performance. They needed to create new gazetteers that are specific
to the dataset to increase the performance. Hendrickx and van den Bosch (2003)
also have a similar observation, incorporating gazetteers in their model help only
in some of the different test sets that they have. In addition, for entity types in a
very dynamic domain–e.g. electronic consumer goods, movies, etc– where there
can be new names of entities every month, a system that heavily relies on gazetteer
will not be able to recognize such new names unless the gazetteers are maintained
continuously.
3Lample et al. (2016): https://github.com/clab/stack-lstm-ner, Collobert et al. (2011):
https://ronan.collobert.com/senna/
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a: Only full conjunctions of left-right con-
texts (cluster),
window size = 1
























b: Only full conjunctions of entity tags and
left-right contexts (cluster), window size
= 1




















c: Elementary features and all conjunctions
of entity tags and left-right contexts (clus-
ter), window size = 1


















d: Elementary features and all conjunctions
of entity tags and left-right contexts (clus-
ter), window size = 2






















e: Elementary features and all conjunctions
of entity tags and left-right contexts (clus-
ter & PoS), window size = 1


















f: Elementary features and all conjunctions
of entity tags and left-right contexts (clus-
ter & PoS), window size = 2
Fig. 4.5.: Average F1 of classification of unseen entity candidates on development data,
with respect to the size of the seed. `1, `2 and `∗ refers to models with different
regularizations. Each plot corresponds to a different conjunctive feature space
with respect to window size (1 or 2), context representation (cluster with/out
PoS), using entity features or not, and combining or not full conjunctions with
lower-order conjunctions and elementary features.
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Entity mention structure similarities Another popular approach to generalize to
unseen entities is by exploiting similar structure of entity names in certain domains.
For example, Munro et al. (2003) observed that bi-gram ‘ae’ and ‘gg’–in CoNLL
2003 training set and more generaly within English–almost always indicates a
named entity, due to etymological history of entity names in the language. Such
characteristics can be utilized to extract unseen entities with similar character n-
grams, prefix or suffix with seen ones. Most systems listed in Table 4.4–except
McCallum and Li (2003b) and Hammerton (2003)–incorporates such features in
their systems. Such features relies on the assumption that structure similarities exist
between entities in the domain. One cannot always assume names in each entity
type to share etymological history or other constraints that lead to such structure
regularities.
External labeled textual resources Some systems, such as Florian et al. (2003) and
Luo et al. (2015) also uses external textual resources that are labeled with the
same or similar named entities. Such resources can be used, for example, to train
other systems whose output can help the final classification, to expand the training
set, or to calculate important statistics as features of the model. An example of
commonly used labeled textual resources are Wikipedia articles, in which named
entity mentions are tagged by hyperlinks to their respective entities.
External unlabeled textual resources More recent systems are using external un-
labeled textual resources to create representation of words, such as Ma and Hovy
(2016) and Lample et al. (2016). A large corpus is typically required to obtain
an reliable independent representation of words. Therefore, it is common to use
pre-trained representations or embeddings of words, which were trained using an
external corpus that are available in large quantity and do not necessarily related to
the corpus that we will train and test our models.
4.3.5 Comparing Regularizers
In this section, we present a comparison of models using the nuclear norm regularizer
with baselines models. To examine the efficacy of such regularizer, we use standard
regularizers of `1 and `2 for our baseline models. In all of the models (proposed
and baselines), we use the same feature sets and simply change the regularization
penalty.
To train each model, we validate the regularization parameter and the number of
iterations on development data, trying a wide range of values. The best performing
configuration is then used for the comparison.
4.3 Experiments 54

















Fig. 4.6.: Avg. F1 on development set for increasing dimensions, using the low-rank model
in Figure 4.5e trained with all seeds.
4.3.5.1. Results
Figure 4.5 shows results on the development set for different feature sets, including
contexts in the form bag of of word cluster and Part of Speech (tags) of the words
surrounding the named entity mentions, and orthological information of the men-
tions. We started representing context using cluster labels, as it is the most compact
representation obtaining good results in preliminary experiments. We tried several
conjunctions: a conjunction of the left and right context, as well as conjunctions of
left and right contexts and features of the candidate entity. We also tried all different
conjunction combinations of the contexts and the candidate entity features, as well
as adding PoS tags to represent contexts.
We observe that for most conjunction settings our regularizer performs better than
the `1 and `2 regularizers. Moreover, in many cases, our model is able to achieve
a comparable result with `1 and `2 using only 10% of the seed set. This is very
encouraging for a minimal supervision setting; we can train competitive models with
much less annotation effort.
Using the best model from each regularizer, we evaluated on the test set. As can be
seen in Figure 4.5, the best model we obtained uses all training data, with features
of context in the form of word cluster and PoS tags (window size of 1 to the left and
to the right), as well as ortographic information (see Figure 4.2) of the named entity
mentions. The model was trained with learning rate value η = 100 and regularization
factor τ = 20, which was chosen by trying different value combinations (ranging
from 0.0001 to 1000) and evaluating them on the development set. Table 4.6 shows
the test results of the model. For all seed sets, the nuclear norm regularizer obtains
the best average F1 performance. This shows that encouraging the max-entropy
model to operate on a low-dimensional space is effective.
Moreover, Figure 4.6 shows model performance as a function of the rank. The model
obtains a good performance even if only a few intrinsic dimensions are used.
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PER LOC ORG MISC AVG




`1 66 65 66 15 24 19 59 19 29 23 30 26 35
`1 66 65 65 15 23 18 61 19 28 23 31 26 35




`1 72 44 55 13 40 20 49 31 38 22 36 27 35
`2 72 45 55 14 42 21 49 32 38 22 31 25 35




20 `1 80 62 70 24 44 31 56 48 51 20 30 24 44
`2 79 66 71 27 44 33 60 49 54 22 32 26 46
`∗ 81 81 81 52 44 48 54 54 54 29 51 37 55
A
ll
`1 76 72 74 33 36 34 57 46 51 28 29 29 47
`2 77 71 74 34 37 36 58 50 54 29 33 31 48
`∗ 74 91 81 65 36 46 72 45 55 37 44 40 56
Tab. 4.6.: Results (Precision/Recall/F1) on the test set for models trained with different
sizes of the seed, using the parameters and features that obtain the best evaluation
results on the development set. `1, `2 and `∗ refers to different regularizations.
Only test entities unseen at training are considered. Avg. F1 is over PER, LOC,
ORG and MISC, excluding O.
4.3.5.2. Analysis of weight of unseen conjunctions
To see the effect of low-rank regularization in giving weights to unseen conjunctions,
we examined the parameter matrix of the low-rank model in Figure 4.5f with
the 10-30 seed. We show in Figure 4.7 the proportions of zero and non-zero
valued parameters in the parameter matrix of the resulting model. Based on the
conjunctions seen in the training data, only around 1% of parameter matrix will have
non-zero values, but in the final model, 27% of the matrix have non-zero values.
This illustrates the ability of the low-rank regularization to give weights to unseen
conjunctions. We emphasize that using `1 or `2 regularization can not set non-zero
weights to these parameters associated with unseen conjunctions.
4.3.6 Comparison with State-of-The-Art Systems
In the previous section we compare the use of low-rank regularization with the
standard `1 and `2 regularizer. In this section, we want to compare our low-rank
regularization model with state-of-the-art NERC models.
Since our model is a classification model, we assume the availability of pre-identified







Fig. 4.7.: Weights of conjunctive features in the parameter matrix of Figure 4.5f trained
with the 10-30 seed.
to the correct boundaries. The noise is added by also selecting single word nouns
that are not a part of the correct boundaries. Note that this is the same candidate
selection strategy we use for our training data. We compare both the standard
evaluation as well as the unseen evaluation in Table 4.4. Our model uses only simple
features of the left and right context (cluster & PoS) with window size of 1 and the
simple entity mention features as described in Section 4.3.2 and Table 4.5. In this
experiment we use all training data to be comparable with state-of-the-art settings.
We also experimented with using gazetteers as a post-processing step to our model
results. We change labels of candidates to match those found in gazetteers. We
compare the candidates and the gazetteer items by case-sensitive exact match. We
use only the official gazetteer provided for the CoNLL 2003 Shared Task and no
other external resources. We can see that the use of gazetteer improves our results
significantly (up to 18% F1 score in standard evaluation and up to almost 10% F1
score in unseen evaluation).
We can see that the results of our model is quite far from the best state-of-the-art
results. It is important to note, nevertheless, that our model uses a very simple set
of elementary features compared to most state-of-the-art systems, as seen in Table
4.5. It is evident that there are many ways of improving the performance, including
enriching the feature set, using better gazetteer and exploiting structure similarities
of the entity mentions. The gazeetteer we used is a very limited set of named entity
list that were found to be unhelpful in some state-of-the-art systems. We can improve
the gazeetteer by expanding it with lists from other labeled external resources. As
noted before, entity mentions in this corpus possess some structure similarities and
thus the use of character ngrams, as used by state-of-the-art systems, can be helpful
to improve the performance.
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Another aspect to note is that our model does not do a joint NERC, instead, we
assume the entities are recognized in advance. Most systems in Table 4.4 do a
joint NERC, which may also help in classifying the named entities. Similar to ours,
Carreras et al. (2003b) did a separate NER and NEC. Assuming a perfect recognition
of named entities, they reported an accuracy of 95.14% in the development set. To
compare, we also did an experiment where we train an NEC classifier without the
“other” class, and obtained an accuracy of 70.96%. Adding gazetteer post-processing,
we obtained 82.33% accuracy. Although this result is far from state-of-the-art
performance, it is again important to note that Carreras et al. (2003b) uses much
richer elementary features as well as gazetteers to train the system.
The use of dense representations such as word and character embeddings have been
recently proven to be effective for this task, such as shown by Ma and Hovy (2016)
and Lample et al. (2016). Ma and Hovy (2016) also analyze the performance on
their system on several sets of unseen entities: those not in training but in word
embeddings, those in training but not in word embeddings, and those that are in
neither, and showed that their approach is useful in all of those cases. Therefore,
utilizing such dense features, especially combining them with discrete sparse features
where unseen conjunctions are present, would be an interesting future work. Such
setting would lead to more challenges such as the increase size of the feature
space, and thus a more efficient implementation strategy is required to run the
experiments.
Even with the simple features and gazetteers, we are able to get better performances
compared to some systems that use better features and resources. An interesting
future work is to build a complete NERC system and try to use the same feature sets
and external resources as state-of-the-art methods to do a fair comparison. With our
method, it should be possible to use all possible elementary features (as much as the
memory limitation allows) and have the learning method do the feature selection
automatically, thus do not require an extensive feature engineering.
4.4 Conclusion
In this chapter, we apply our low-rank regularization model for the task of Named
Entity classification.
We specify different aspects of the model that apply to this task. We presented
the conjunctive feature spaces and their corresponding scoring function. We have
also described the strategy of minimal supervision that can be employed for NE
classification.
Our experiments were performed on CoNLL-2003 data and some analysis regarding
the ambiguity of the data was presented in the chapter. It was shown that for this
dataset, the more crucial problem is on classifying unseen entities.
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We showed how the performance of state-of-the-art NERC systems drops significantly
when evaluated on unseen entities. This suggests that classifying unseen entities
remains a challenge.
Finally, we showed that our low-rank regularization method works better for sparse
conjunctive feature spaces. The model showed encouraging results to train competi-
tive models using less supervision. Our models were also shown to be able to obtain
a good performance using only a few intrinsic dimension (i.e. rank). Moreover, we
also visualized how our method is able to give weights to unseen conjunctions in the
parameter matrix.
With simple elementary feature sets we use in our experiments, we obtain signif-
icantly inferior results compared to current state-of-the-art results on the same
dataset. We identified some differences of feature sets and external resources of our
current models with state-of-the-art models. An interesting future work is to use a
more comparable feature sets and external resources to have a more fair comparison
with state-of-the-art results. Some notable aspects we explore in this thesis is the use
of convex method for low-rank constraint and the focus on small datasets, which we
have not seen very much explored in state-of-the-art systems.
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5Low Rank Regularization for
Template-Filling
In this chapter, we apply our low-rank model on another task of Information Extrac-
tion (IE), namely template filling, using similar settings to our NE classification task.
The particular instance of template filling task we consider adds extra challenges
compared to our NE classification task. First, classifications of mentions in this task
introduce a new notion of ambiguity; mentions of the same entity are not always a
slot-filler. Second, the type of data annotation we examine presents an additional
challenge in compiling the training set. The annotations provided for this data are
at the document level, while the supervision our method expects is at the mention
level. Finally, in contrast to the NE classification setting, we do not assume that
candidate slot-fillers are given.
Similar to our approach in NE classification, we employ a “seed” set for minimal
supervision and focus on classifying unseen slot-fillers. We again empirically compare
the performance of our model with standard `2 regularizers.
The organization of this chapter is as follows. We define the task of template filling
in Section 5.1 and describe the strategy to train the slotfiller classifiers in Section
5.2. Section 5.3 reports the experimental results, and we conclude in Section 5.4.
5.1 Introduction
In this thesis, the term template filling refers to extracting text spans from a document
that helps describe an event. We consider an event to have a pre-specified template
of slots that represent different types of information that are relevant for the event.
Template filling is useful for language understanding by representing the information
of an article in a structured manner.
For example, one can devise a system to understand news of terrorism-related events,
where we define templates that represent events such as bombing and murder. We
can define the template bombing as having slots that describe the perpetrator, the
number of victims and the location of the bombing. Meanwhile for the event of
murder, the template might have a slot to describe the weapon being used. Another
example is an automated airline customer service system where we can have events
of booking a flight with slots such as origin, destination and date of departure.
An extension of template filling task is to also induce the templates from a textual
corpus, such as done in Chambers and Jurafsky (2011). In this thesis, the templates
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are predefined; we know the type of slots we are interested in, and the task is to
identify entities relevant to the slots. Note that the term entity in this chapter does
not always refer to a named entity, but rather a more general notion of an object.
For example, mentions such as “bomb” or “gun” can be extracted for the slot weapon.
In contrast with the NE classification task, this time we do not assume that the
candidate slot-filler mentions are given or pre-identified by other systems.
This task of template filling is similar to slot filling task of Knowledge Base Population
(KBP), as mentioned in Section 2.3.2. In both tasks, the goal is to extract slot-fillers
for predefined slots of information from unlabeled text, which implies identifying
candidate slot-fillers and determine their relationship (slot-type) with either a KB
item or an event. The difference is that in the task of template filling, we can only
use local contexts of the slot-filler to make decisions about the particular mention of
the slot-filler, meanwhile KBP can use information from any text resources or even
from the KB itself. While many KBP slot filling tasks are framed as relation extraction
problem, event template completion are typically framed as a sequence labelling
problem. Moreover, slot filling in KBP implies a sub-task of NEL as well, which is not
the case for the template filling task we consider.
Similar to the NE classification task, the notion of classification in this task is more
than classifying an identified slot-filler into its correct class, rather, the model needs
to decide on two types of classification: (i) whether a mention is a slot-filler, and
if so, (ii) of which slot type. Compared to the NE classification task, the particular
instance of template filling task we consider introduces two additional challenges:
contextual extraction and document-level supervision.
Contextual extraction In our NE classification, we simulate “noisy” NE recognizer
–whose extraction might include non-entities– by adding non-entity mentions. In the
task of template filling, such task is inherent. Even in the case of non-ambiguous
slot types, mentions of the same entity are not always a slot-filler. For example, one
individual might be mentioned in two news article, but only mentioned as a victim
of an event in one of them. Such extraction thus relies heavily on the context of the
mention. Therefore, unlike in NE classification, memorizing non-ambiguous seen
entities is insufficient to classify the candidate mentions.
Document-level supervision We assume the corpus to have a document-level su-
pervision rather than mention-level supervision. That is, we are given the text and
the summary of events described in the text–in the form of complete event templates.
This is to contrast with a mention-level supervision where slot-filler mentions are
marked in the text, such as the type of supervision in the NE classification task.
A document-level of supervision presents a challenge on building the training set
because our model requires the training set to be in the form of mention-class pairs,
which are not available when the mentions are not identified.
5.1 Introduction 61
Entity-level evaluation Another difference with the NE classification task is on the
evaluation setting. For this task, we consider an entity-level evaluation. That is,
we evaluate the ability of the model to identify the correct entities for each slot,
regardless of which mention of the entities was used for extracting them. So rather
than evaluating the classification result of each mentions of the same entity, we only
evaluate whether the model is able to classify at least one of them as a filler for the
correct slot.
5.1.1 Contributions
The specific contributions of this chapter are as follow:
• We describe a specific instance of our low-rank model for the task of template
filling.
• We present a strategy to reduce the noise of training sets that are built using
document-level supervision. The strategy is based on a simple heuristics that
takes into account distances between possible mentions of slot-fillers.
• We explore the MUC-4 dataset and the respective experimental settings in
an attempt to provide reproducible results for the task of template filling on
MUC-4 dataset. We also present details of the evaluation procedure to allow
for an objective comparison for future studies.
• We conduct experiments to use our regularization framework and compare it
to standard `2 regularizations for template-filling task.
5.2 Low-Rank Template Filling Model with
Document-Level Supervision
In this section, we describe a specific implementation of the low-rank regularization
model for template-filling task. Specifically, we present a strategy to build training
data from document-level supervision to train the model.
The supervision we consider for this task is a document-level supervision such as
used in the template filling task of the Message Understanding Conference (MUC-4)
(Sundheim, 1992) dataset. In contrast with the mention-level supervision of the NE
classification task, we do not have the documents labeled with occurrences of slot-
fillers. Instead, for every document, we are given set of templates that correspond to
events described in the document. The slots of the templates, in this case, are filled
with their respective slot-fillers from the text.
We are interested to work with such type of supervision because we consider it
to be more practical –thus more realistic to expect– in real-life scenarios. While
this difference in supervision might not make a difference when the text is short or
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when the slot-fillers are only mentioned once in the text, in long texts with multiple
mentions of the slot-filler, annotating the mentions in the text will require more
effort. One can imagine that it is much more straightforward to require annotators
to answer questions such as “who are the victims?” rather than asking them to mark
the exact occurrences of the mention in the text that describes the individuals as the
victim. In some texts, the individuals might be mentioned multiple times, for which
case the annotators should carefully select and agree on which of the mentions are
indicative of them being victims.
In our model, we consider as input a list of (mention, label) pairs, in which a mention
implies its location in the text is known and thus we have information about its
context. With such supervision setting we assume for this task, the mentions need
to be first identified within the text. In this case, one can consider a simple string
matching and extract all matches in the text to be positive examples. Such simple
rule, however, might lead to noisy training data. For example, consider a mention of
a person’s name, e.g. “John Doe”, and a template containing slots for weapon and
victim. Although as a slot-filler the word “John Doe” might be unambiguous (i.e. it
will always be a victim and never a weapon), in a document containing multiple
events, it can be mentioned as a victim of one event but only as a witness in the
other events. Extracting all the mentions as positive examples will then lead to the
model learning the wrong contexts. Note that such problem does not occur for our
task of NE classifier with minimal supervision–we can safely assume “John Doe” will
always refer to a named entity of type person regardless of the role it plays in an
event.
We propose to reduce the noise by employing a simple heuristic that considers other
slot-fillers in proximity. When there are several mentions of a slot-filler in a text,
we choose ones that are closer to other possible slot-filler mentions of the same
event. We assume that descriptions of an event are usually in the same part of the
document. When there is more than one event, each event –hence slot-fillers– is
usually described in different parts of the text.
For example, for an event containing two slot-fillers A and B, each having several
possible mentions in the document; {a1, . . . , a|a|} and {b1, . . . , b|b|} respectively.
Instead of adding all mentions ai and bj to the training set, we add only one mention
of A and one mention of B. Let us number all words in a document in order of
their position from the start of the document, i.e. first word in the document is
numbered 1, second word 2, etc. A location of a phrase or mention is then defined
as the position number of the first word of the phrase. We define δ(ai, bj) to be the
distance between locations of mention ai and bj . Choosing the mentions for training
is then finding ai and bj that minimizes δ:
argmin
ai,bj
δ(ai, bj) , (5.1)
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where 1 ≤ i ≤ |a| and 1 ≤ j ≤ |b|. For events with more than two slot-fillers, we
consider the sum of distances δ between all pairs of slot-fillers of the event.
5.3 Experiments
In this section, we describe our experiments of using low-rank models on the
task of template filling with high-dimensional conjunctive feature space. We run
experiments on learning classifiers with minimal supervision and focus the evaluation
on unseen slot-fillers. We perform our experiment using MUC-4 data (Sundheim,
1992) and compare the performance with standard `2 regularizers.
5.3.1 Task Definition and Evaluation Metric
We consider the task of extracting slot-fillers from a document given few examples
of known slot-fillers in other documents. Given a document, the goal is to propose
appropriate strings that refer to entities that play certain roles in the events described
in the document. In other words, the goal is to know the participants of an event and
their roles in the event. Therefore, in contrast to the task of NE classification, the
expected result is not an annotated test document, but rather a list of participants
and their roles in the event. In fact, in this task, it does not matter if we are
able to identify either one mention or several mentions of a participant in the
document; extractions of multiple mentions of the same participant for the same
role is considered as one extraction.
Supervision The training supervision is a document-level annotation, i.e. the
location of the slot-filler is not marked in the text, as described in Section 5.2.
During test time, we are given unlabeled documents with no pre-identified candidate
slot-fillers.
5.3.1.1. Evaluation
Following state-of-the-art systems, the evaluation metric used is precision/recall/F1
score on all target slots in the test set. In addition, we also evaluate the model on
unseen slot-fillers, which are new slot-fillers that have not been observed in train.
As mentioned before, the evaluation setting assumed for this task is an entity-level
evaluation. We consider each slot-filler to be an entity, which can be mentioned
multiple times in a document. When one or multiple mentions of the entity is
classified as a slot-filler for certain slot type y, we consider it as one extraction of the
entity for slot y. We then evaluate on the ability of the model to extract the correct
entities for each of the pre-specified slots by using the standard precision, recall and
F1 of the extraction result.
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In general, we follow the evaluation setting of Huang and Riloff (2012); if the role
filler has the correct label and appears in any event template for the document, then
it is correct. We describe some details of the evaluation procedure below.
Head noun matching rule In line with state-of-the-art systems, we use the head
noun rule to judge if a candidate slot-filler matches the correct slot-filler as specified
in the template’s key–list of actual slot-fillers we need to extract. Instead of requiring
the model to extract the exact match of a slot-filler, we consider the predicted and
the actual slot-filler as a match when their head nouns match. The head noun is
defined as the right-most word in the phrase or, in the case of the phrase containing
the word “of”, the right-most word before the word “of”, e.g. “captain” for “the
captain of the team”.
Rules on multiple slot fillers A slot can be described as having several slot-fillers,
and each slot-filler can have several options of mention phrases that refer to the
same entity. The model is required to extract all slot-fillers, but not necessarily all
mention phrases. One extraction that matches one of the mention phrase options–
based on the head noun–is sufficient to be considered a successful extraction of the
slot-filler.
Evaluating optional slot-fillers A document might have optional events or optional
slot-fillers. We consider all slot-fillers in an optional event to be optional. We evaluate
optional slot-filler by including the correctly predicted ones, but not penalizing those
that are not extracted. That is, when a model correctly extract an optional slot-filler,
both precision and recall will improve, but when the model is unable to extract an
optional slot-filler, the recall will not be affected.
5.3.2 Data and Setting
We use MUC-4 data(Sundheim, 1992) that contains newswire articles about ter-
rorism events in Latin America. An example of the data is shown in Figure 5.11.
The dataset contains a set of event templates, set of labeled templates, as well as
their mappings to the respective text. We do some data preprocessing to the text,
such as sentence splitting, tokenization, parsing (using Stanford CoreNLP (Manning
et al., 2014) and SENNA (Collobert, 2011; Collobert et al., 2011)) and word sense
disambiguation (using It Makes Sense (IMS) (Zhong and Ng, 2010)).
One document might be labeled with zero templates (i.e. do not describe an event),
one template or more than one template, not necessarily of equal types. The training
corpus (DEV) contains 1300 documents, but only 733 documents are labeled with
at least one event. Documents with no event are articles such as speeches or news
related to political events that do not involve a terrorist attack. The development
(TST1+TST2) and test (TST3+TST4) sets each contain 200 documents.
1Visualization of the annotation is taken from https://github.com/brendano/muc4_proc
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a: Document DEV-MUC3-0047 from MUC-4 dataset, annotated with phrases that matches a
slot-filler in the respective event templates.
b: The event templates of document DEV-MUC3-0047 from MUC-4 dataset.
Fig. 5.1.: Document DEV-MUC3-0047 and its corresponding event templates from MUC-4
dataset.
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PerpInd PERP: INDIVIDUAL ID
PerpOrg PERP: ORGANIZATION ID
Victim HUM TGT: DESCRIPTION (without colon clauses)
HUM TGT: NAME
Target PHYS TGT: ID
Weapon INCIDENT: INSTRUMENT ID
Fig. 5.2.: List of slot types used in this thesis and their respective slot names in MUC-4 keys.
5.3.2.1. Details of MUC-4 Data
Due to the complexity of the dataset, state-of-the-art systems that were evaluated
with the same dataset have used various configurations of the same data for their
experiments. Many time, details in configuration choices are not well described in
the literature, making it difficult to do an objective comparison. To allow for easier
comparison in the future, we try to present as much details of the settings we assume
in our experiments.
Template and slot types The dataset defines six template types: Attack, Kidnapping,
Bombing, Arson, Robbery and Forced Work Stoppage. Each template consists of 25
slot types. In this thesis, we will only consider events of Attack, Kidnapping, Arson
and Bombing. For each event, we only consider the string-valued slots of: PerpInd
(individual perpetrator), PerpOrg (organizational perpetrator), Victim, Target and
Weapon. The respective template slot names for each type is shown in Figure 5.2.
Entities and mentions in key file In MUC-4 dataset, we consider a slot as having
multiple entities separated by line break and an entity can have alternate mention
strings separated by a forward slash “/” as one entity each line in the slot. For
example, consider the following slot:
19. HUM TGT: DESCRIPTION "JESUIT PRIESTS" / "JESUITS"
"WOMEN"
In this case, we have two entities to fill the slot Victim: (i) “JESUIT PRIESTS” /
“JESUITS” and (ii) “WOMEN”. The first entity have two alternate mention strings:
“JESUIT PRIESTS” and “JESUITS”.
Optional templates and entities We assume as optional template those that are
marked as “OPTIONAL” in the “MESSAGE: TEMPLATE” slot, such as:
1. MESSAGE: TEMPLATE 2 (OPTIONAL)
We assume as optional entities those that are marked with a question mark prefix,
such as:
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9. PERP: INDIVIDUAL ID ? "MANUEL RODRIGUEZ PATRIOTIC FRONT" / "FPMR"
Handling of colon clauses Some slots in MUC-4 keys can contain colon separated
clauses, such as:
18. HUM TGT: NAME "BERNARDETTE PARDO"
"CARLOS CORRALES"
"JORGE SAENZ"
19. HUM TGT: DESCRIPTION "U.S. JOURNALIST": "BERNARDETTE PARDO"
"CAMERAMAN": "CARLOS CORRALES"
"MOVIE ACTOR": "JORGE SAENZ"
In our setting, we assume that such colon clauses in the “HUM TGT: DESCRIPTION”
slot to be a description of the “HUM TGT: NAME” slot, and thus do not include them
in either training nor evaluation.
5.3.2.2. Training Settings
We extract examples of slot-fillers using heuristics as mentioned in Section 5.2. For
examples of non slot-fillers, we use Noun Phrases (NP) in the text that do not overlap
with possible slot-filler mentions in the text. We extract NP based on the parse tree
we obtain during preprocessing. We consider all overlapping NP as one example,
thus resulting in a large set of non-slot-filler examples. In our experiments, we
undersample the set of non-slot-filler examples to include only the most frequent
ones in the training set.
5.3.2.3. Candidate slot-fillers
In this task, we do not have access to pre-identified candidate slot-fillers during test
time. Therefore, a template filling system needs to also identify such candidates
from the unlabeled test corpus. For our system, we simply extract all Noun Phrases
(NP) from the text. We use SENNA to parse the text and obtain all NPs as candidate
entities. This simple rule gives us a recall of around 96% in the test set.
5.3.3 MUC-4 Data Characteristics
In this section, we explore the characteristics of the slot-fillers in the MUC-4 dataset.
Specifically we examine the ambiguity of the slot types and the mentions.
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Fig. 5.3.: Proportion of ambiguous slot-filler mentions in MUC-4 dataset. The numbers
corresponds to unique mentions of slot-fillers tagged as PerpInd, PerpOrg, Victim,















Fig. 5.4.: Proportion of seen/unseen slot-fillers in in the development and test set of MUC-4
data. The numbers corresponds to unique mentions of slot-fillers tagged as PerpInd,
PerpOrg, Victim, Target or Weapon in the event template of Attack, Kidnapping and
Bombing.
5.3.3.1. Slot types ambiguity
Figure 5.3 shows the ambiguity of slot-fillers in the train, development and test set
of MUC-4 dataset. We consider slot-fillers from the key files–i.e. the annotated event
templates–of the dataset and only consider slot types and templates as described
in Section 5.3.2.1. We do not include optional slot-fillers. For the purpose of this
comparison, we extract every alternative string of each slot filler as one instance
of slot-filler. The idea is to see if a string mention is always classified as the same
slot-type in different event templates. As we can see in Figure 5.3, only around 2%
of slot-fillers are ambiguous in this dataset. Thus if the task is simply to classify
pre-identified slot-fillers, the model can simply memorize the labels in training set.
But in our case, we do not have access to pre-identified slot-fillers at test time, rather,
we are trying to classify all Noun Phrases in the test set.
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5.3.3.2. Proportion of unseen slot-fillers
Figure 5.4 shows the proportion of seen and unseen slot-fillers in the development
and test set of MUC-4 dataset. Similar to the Figure 5.3, we also consider each
alternative string of slot-fillers in the key files as one instance of slot-filler and do not
include optional slot-fillers. Matching between the instances are measured by exact
matches between the two strings. We can see that even without minimal supervision,
more than 60% of slot-fillers in test set are unseen. Therefore, the ability of the
model to generalize to such unseen slot-fillers is important.
5.3.4 Most Frequent Class Baseline
To see if memorizing labels of seen slot-filler is sufficient for the template filling task
on MUC-4 data, we perform a simple baseline experiment that memorizes labels of
seen slot-fillers.
For this experiment, we simply memorize all the mentions of slot-fillers in training2
and their most frequent class. The Noun Phrases (NP) in the test set are then
classified based on this dictionary. Those that have not been seen in training are
not extracted as a slot-filler. The comparison of the mentions in train and test set
is based on exact match of the full phrase. We experimented with the full corpus
(without minimal supervision) and obtained an F1 score of 61% with a low precision
of 59%. This suggests that many of the predictions based on memorizing seen labels
are incorrect despite the low ambiguity of mentions as seen in section 5.3.3.1. This
shows that mentions that have been seen as a slot-filler in train do not necessarily
occur as a slot-filler in other documents, implying the importance of context for
the classification, using features or representations of the mention itself will be
insufficient. Moreover, the proportion of unseen slot-fillers shown in Section 5.3.3.2
suggests that it is important for the model to generalize to new slot-fillers in order
to improve performance.
5.3.5 Comparing Regularizers
We compare the performance of our low-rank regularized models with those of using
`2 regularizers to see if low-rank regularization applies to another task other than
named entity classification (Chapter 4).
We ran a small experiment with two training data: (i) 4-40: using only 4 most
frequent mentions of slot-fillers for each slot types and most frequent 40 non slot-
filler mentions, which leads to a total of 11,691 training samples (the full training set
we compiled contains 54,857 samples) and (ii) All: using all mentions of slot-fillers
and randomly sampled 20,000 non-entity mentions. For these experiments, we use
word embeddings as the elementary features. Specifically, we use GloVe (Pennington









Fig. 5.5.: F1 score of unseen slot-fillers in in test set of MUC-4 data, using `2 and nuclear-
norm (`∗) regularization. 4-40: models trained with only the top 4 mention
examples of slot-fillers for each slot types and top 40 non slot-fillers mention
examples. All: models trained with all mention examples of slot-fillers and
uniformly sampled 20,000 non slot-filler examples.
et al., 2014) embeddings to represent the mention and contexts. The contexts we
consider are words surrounding the mention with a window size of 3 (i.e. 3 words
before and 3 words after the mention). Similar to (Boros et al., 2014), we combine
word embeddings of multiple word phrases by performing an addition of each word’s
embedding.
Although in this case the feature spaces are no longer sparse, the comparison of `∗
regularization with standard `2 regularization is still interesting in this case, such as
observed by Madhyastha et al. (2014). Moreover, the use of tensors of elementary
features still creates a conjunctive feature space, for which it is interesting to see
whether low-rank constraint is useful in such case.
The hyperparameters are tuned on the development set, and the maximum number
of iterations are set to 100 for all models. The learning rate (η) was automatically
tuned by doing a linesearch on each iteration. We experimented varying values of
regularization factor, ranging from 0.0000001 to 2. The best `2 model is achieved
using regularization factor (τ) of 0.1, and the best `∗ model is used a regularization
factor of 1.
The results shown in Figure 5.5 are the result of classifying slot fillers in the test set
using the two models. We can see from this results that the model is also helpful in
this classification task.
5.3.6 Comparison with State-of-The-Art Systems
While it would be interesting to compare the performance of our model to state-
of-the-art methods, we leave it for future work. In order to have a competitive
results in slot-filling, we need to build a slot-filling system, which requires more than
classifying noun phrases. Most slot-filling systems are either sequence models (such
5.3 Experiments 71
PerpInd PerpOrg Target Victim Weapon
Huang and Riloff (2012) 129 74 126 201 58
Ours (total) 174 126 152 242 69
Ours (non-optional) 122 87 111 186 63
Ours (optional) 52 39 41 56 6
Tab. 5.1.: Number of slot fillers in the MUC-4 Test Set.
as Liu and Lane (2016)) or modular systems with multiple classification steps (such
as Huang and Riloff (2012)).
Moreover, unfortunately we have not been able to replicate the evaluation conditions
on the MUC-4 dataset of systems in the the literature. This is essentially due to
the nature of MUC-4 dataset being annotated in document-level and the lack of
documentation in the evaluation for slot-filler extraction evaluation in this dataset,
thus it is difficult to know for sure if the evaluations metric used by each state-of-
the-art methods are the same. For example, Huang and Riloff (2012) reported the
number of slot-fillers in MUC-4 test set, but do not provide descriptions in details
what they consider as one slot-filler. In our case, we obtain the number of slot-fillers
as in shown in Table 5.1. Such discrepancies can stem from ambiguity in assuming
what constitutes as one slot-filler, for example, the following questions can be raised
from the data (as described in Section 5.3.2.1):
• do we consider each alternate mention of an entity as one slot-filler?
• do we include optional slot-fillers?
• do we include slot-fillers in an optional template?
• how do we consider colon clauses?
Evaluation discrepancies for this dataset have also been uncovered before by O’Connor
(2013). In our case, we describe our evaluation details in Section 5.3.1.1.
With such considerations, for this experiment, we do not build a system and leave
comparison with state-of-the-art systems for future work. Instead we have focused
in analyzing how nuclear-norm regularization compares to `2 regularization for
unseen slot-fillers. For future work, we would like to utilize such regularization in
a complete end-to-end system and experiment with a more well defined task and
dataset to compare it with state-of-the-art systems.
5.4 Conclusion
In summary, in this chapter we applied our low-rank regularization model for the
task of template filling. We explored a dense conjunctive feature space by using
dense elementary feature sets than in NE.
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We have also presented a heuristic rule to build a less noisy training set from the
provided document-level supervision and unlabeled documents.
Finally, we compared our regularization model with `2 regularizer to explore the
efficacy of low-rank regularization in dense conjunctive spaces. Our experiments
are meant to obtain preliminary results to show how our methods is applicable to a
different classification tasks. We use very limited training data, as well as features.
We showed that the use of low-rank constraint is useful in comparison with `2 in this
case as well.
Comparison with state-of-the-art methods is challenging for this dataset, as de-
scribed in Section 5.3.2, due to evaluation discrepancies between state-of-the-art
methods.
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6Conclusion and Future Work
In summary, this thesis investigates a low-rank regularization framework for linear
feature-based models in high-dimensional sparse conjunctive feature spaces.
We applied such method for two tasks of Information Extraction (IE): Named Entity
Classification (NEC) and template filling. The focus is to examine the efficacy of
such regularization to extract unseen entities/slot-fillers on settings where minimal
supervision is used.
This chapter summarizes our contributions in that regard and presents possible areas
of future work.
6.1 Contributions
In summary, our contributions are: (i) we construct a regularization scheme for train-
ing linear feature-based classifiers in high-dimensional sparse conjunctive feature
spaces and (ii) we conduct experiments on learning entity classifiers and extracting
slot-fillers, both with minimal supervision.
6.1.1 Development of Low-Rank Regularization Method for
Sparse Conjunctive Feature Spaces
We have developed a low-rank regularization framework for linear feature-based
models in sparse conjunctive feature spaces. Our formulation is based on using
tensors to parameterize the classifiers, and then control the capacity of the model
using low-rank regularization. We show that by imposing a low-rank penalty, we
implicitly induce a low-dimensional embedding of the elementary feature vectors.
Such formulation enables the method to give weights to unseen conjunctive features
and allows the model to utilize them at test time. Overall, our formulation results
in a convex procedure for training the model parameters. Even though the thesis
focuses on specific IE tasks, the scheme can be easily adapted for other tasks.
6.1.2 Experiments on Named Entity Classification and
Template Filling
We empirically examined the method for named entity classification and template
filling tasks. We framed the tasks as a task of classifying text spans. For both cases,
we assumed the setting of minimal supervision by using only a handful of examples
for each entity/slot types. The training data was then compiled based on mentions
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of the examples in the text. To evaluate the models, we introduced the use of
an evaluation perspective that focuses on measuring the performance extracting
entities/slot-filler candidates that are not provided during training.
Our experiments gave preliminary results to give light on the use of low-rank
regularization in limited settings, which can be extended to a full NERC or template
filling systems using richer feature spaces in future works. Our results showed that
the proposed regularization is better for sparse conjunctive feature spaces than
standard `1 or `2 regularization. It facilitates the extraction of unseen candidates by
giving weights to unseen feature conjunctions, an ability not possessed by neither
`1 nor `2. In some cases, this allows the low-rank regularized models to use fewer
examples to achieve comparable results with `1 or `2 regularized models. For
example, in the case of named entity classification, we can use less than 10% of seed
examples to achieve comparable results using low-rank regularization.
These results make us conclude that encouraging the model to operate in a low-
dimensional space is an effective way of controlling its capacity and ensure good
generalization for high-dimensional sparse conjunctive feature spaces.
Unfortunately, we were not able to do more comprehensive experiments in large
scale, such as using more elementary feature sets, nor were we able to build a
complete end-to-end system to compare with state-of-the-art. More engineering
effort is required, which was not feasible in the timeline of this thesis.
6.2 Future work
Throughout the research, we took note of several ideas that might improve our
approach. We present some prominent ones below.
6.2.1 Incorporation of Unlabeled Data in Semi-Supervised
learning
Our current model is trained in a supervised manner, i.e. values of parameters are
learned solely based on annotated examples (features/label pairs) given during
training. To improve the model, we would like to exploit information from unlabeled
data by doing semi-supervised learning. Semi-supervised learning is useful whenever
there are far more unlabeled data than labeled, which is likely to occur if obtaining
data points is cheap, but obtaining the labels costs a lot of time, effort, or money
(Chapelle et al., 2010). With a minimal supervision setting, such conditions are true,
and thus it is worthwhile to investigate the use of semi-supervised learning for our
case.
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Semi-supervised learning vs supervised learning Technically, our models utilize
unseen conjunctions that are not a part of the labeled training data. But it is im-
portant to note that this is not a semi-supervised learning. The values of these
conjunctions depend only on the distribution of seen conjunctions from labeled data,
thus makes it a supervised learning. Meanwhile, using semi-supervised learning,
these values will also depend on the distributions of such conjunctions in the unla-
beled data. We present below two examples of possible semi-supervised extensions to
our learning method. In practice, we should also take a look at other semi-supervised
approaches as well before deciding which is most suitable.
Self-training A simple and direct extension of our method is to use a semi-supervised
approach called self-training. First, we train a classifier with a small amount of
labeled data. We then use the classifier to classify unlabeled data, which are then
added to the training set. One might also use some criteria to choose which newly
labeled data should be included. The classifier is then retrained using the new
training set, and then we repeat the steps. Self-training has been applied to different
natural language processing tasks, such as Yarowsky (1995), Riloff et al. (2003),
Maeireizo et al. (2004) and Ji and Grishman (2006).
Co-training Another possible approach is to use co-training (Blum and Mitchell,
1998; Mitchell, 1999). Other studies (Collins and Singer, 1999; Cucerzan and
Yarowsky, 2002; Jones, 2005; Kim et al., 2002; Neelakantan and Collins, 2014b)
have used co-training for the task of information extraction from text. The idea of
co-training is to have two (or more) classifiers that “learn” from each other. Each
classifier labels unlabeled data and adds the newly labeled data into the training set
of the other classifier. The classifiers are then re-trained, and the process is repeated.
One way of having different classifiers is to use different families of models, for
example, Kim et al. (2002) combines Memory-based Learning, Sparse Network of
Winnows and Maximum Entropy Model. Another option is to split the features
into two (or more) sets. An important assumption with such method is that the
feature sets are individually sufficient to train a good classifier and are conditionally
independent given the class. Although in our setting we have separate elementary
feature vectors that can be easily grouped into sub-sets, our method assumes that
there are interactions between all of these elementary feature vectors. Splitting
them into sub-groups will remove some of the interactions on the model. Therefore,
the strategy of dividing these features into subsets that adhere to the co-training
assumptions could, by itself, become an interesting research question.
6.2.2 Enforcing Low-Rank Tensor Regularization
In this thesis, we chose one tensor unfolding for each model and imposed a low-rank
constraint on the matrix. An alternative direction would be to impose the constraint
to the tensor form directly. In our current approach, the latent embeddings contain
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a combined projection of several elementary feature vectors. Tensor decomposition
would allow the projection of each elementary feature vectors into their latent
representations. Therefore, it is compelling to investigate how such difference would
affect the model. The use of tensor decomposition has been used in other IE related
works such as Chang et al. (2014) and Nickel et al. (2012). Meanwhile, the use of
low-rank tensor regularization has been employed in other fields of machine learning,
such as Dong et al. (2014), which generalizes a low-rank matrix regularized method
into a low-rank tensor regularized method for a computer vision application.
6.2.3 Combining sparse regularization and low-rank
regularization
As shown in Hutchinson et al. (2012), the combination of a sparse regularization
and a low-rank regularization could be beneficial. The idea is to keep two versions of
the parameter matrix; the sparse version and the low-rank version. Using a low-rank
regularization is useful in capturing regularities in training data, and thus good for
generalizing the model. Imposing such constraint, however, removes the sparsity of
the matrix. In some cases, it could be a good idea to keep the sparsity of the matrix
to learn exceptions. For instance, we might want to memorize features with very
strong discriminative quality. A very simple example is a feature that represents the
full phrase of a mention. Since in our case mentions are unambiguous, we might
want the model to simply memorize the classification of mentions it saw in the
training set, regardless of the context. But at the same time, we would also like
to learn the regularities of the context so we can classify mentions that are unseen
during training. In this case, using a combination of the two matrix regularization
could be beneficial to improve the model.
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