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Abstract
In this paper, we consider the diffusive Nicholson’s blowflies model in spatially
heterogeneous environment when the diffusion rate is large. We show that the
ratio of the average of the maximum per capita egg production rate to that of the
death rate affects the dynamics of the model. The unique positive steady state
is locally asymptotically stable if the ratio is less than a critical value. However,
when the ratio is greater than the critical value, large time delay can make the
unique positive steady state unstable through Hopf bifurcation. Especially, the
first Hopf bifurcation value tends to that of the “average” DDE model when the
diffusion rate tends to infinity. Moreover, we show that the direction of the Hopf
bifurcation is forward, and the bifurcating periodic solution from the first Hopf
bifurcation value is orbitally asymptotically stable, which improves the earlier
result by Wei and Li (Nonlinear. Anal., 60: 1351–1367, 2005).
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1
1 Introduction
To explain the oscillatory behavior of blowfly observed by Nicholson, Gurney et al. [17]
proposed the following classical Nicholson’s blowflies model,
du(t)
dt
= pu(t− τˆ)e−au(t−τˆ ) − δu(t), (1.1)
where u(t) represents the size of the adult population in time t, p is the maximum
per capita egg production rate, 1/a is the size at which the population reproduces at
its maximum rate, δ is the per capita daily death rate, and time delay τˆ represents
the maturation (or generation) time. The global dynamics of model (1.1) has been
investigated extensively, see [11, 18, 21, 25, 28, 29, 31, 36] and references therein.
Considering the spatial environment, one could obtained the following diffusive
Nicholson’s blowflies model:

∂u
∂t
= d∆u+ pu(x, t− τˆ )e−au(x,t−τˆ) − δu(x, t), x ∈ Ω, t > 0,
∂nu = 0, x ∈ ∂Ω, t > 0,
(1.2)
where Ω is a bounded domain with a smooth boundary ∂Ω, n is the outward unit normal
vector on ∂Ω, and ∆ is the Laplacian operator which models the passive movement of
the species in space. It was proved in [39] that all non-trivial solutions of (1.2) converge
to the unique positive steady state for 1 < p/δ < e, and when p/δ > e2, the large time
delay τˆ could make the unique positive steady state unstable through Hopf bifurcation.
Yi and Zou [40] showed that the unique positive steady state of model (1.2) is also
globally attractive for the non-monotone case that e < p/δ ≤ e2. Gourley and Ruan
[12] considered the global dynamics of model (1.2) with the distributed delay. Model
(1.2) with the homogeneous Dirichlet boundary condition was also studied extensively,
see [15, 30, 34] for the global dynamics and Hopf bifurcation. We point out that
the results on the travelling wave solution were obtained in [23, 24, 26, 32, 41] and
references therein when Ω is unbounded.
In model (1.2), all the parameters are constant. Due to the heterogeneity of the
environment, the blowflies may have different egg production rates or death rates at
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difference spaces. Then we consider the following spatially heterogeneous model:

∂u
∂t
= d∆u+ p(x)u(x, t− τˆ )e−au(x,t−τˆ) − δ(x)u(x, t), x ∈ Ω, t > 0,
∂nu = 0, x ∈ ∂Ω, t > 0.
(1.3)
To avoid unnecessary complications, here we only assume that the maximum per capita
egg production rate p and the per capita death rate δ are positive and spatially depen-
dent, and all the other parameters are positive constants. If d = 0, model (1.3) could
be regarded as a system of DDE, and clearly for every x ∈ Ω, the positive equilibrium
1
a
ln
p(x)
δ(x)
is globally attractive if 1 < p(x)/δ(x) ≤ e2, and large delay τˆ could induce
Hopf bifurcation if p(x)/δ(x) > e2. A natural question is whether large delay could
induce Hopf bifurcation for model (1.3) when d 6= 0, and in this paper, we will consider
this problem when the diffusion rate d is large.
The main method in this paper are motivated by [1], where Busenberg and Huang
showed the existence of the Hopf bifurcation near the spatially nonhomogeneous steady
state. Since then, there exist extensive results on the Hopf bifurcation near such type
of spatially nonhomogeneous steady state, see [5, 7, 13, 14, 16, 22, 33, 35, 38] and
references therein. Moreover, this method could also be applied to the delayed logistic
population model in spatially heterogeneous environment [4, 6, 27], and large time
could induce Hopf bifurcation. For the Nicholson’s blowflies model, delay cannot always
induce Hopf bifurcation, and we need to modify some arguments in [1, 6].
Letting u˜ = au, t˜ = dt and f(u˜) = u˜e−u˜, denoting r = 1/d, τ = dτˆ , and dropping
the tilde sign, system (1.3) can be transformed as follows:

∂u
∂t
= ∆u+ rp(x)f(u(x, t− τ))− rδ(x)u, x ∈ Ω, t > 0,
∂nu = 0, x ∈ ∂Ω, t > 0.
(1.4)
It follows from [2, Theorem 2.5, and Propositions 3.2 and 3.3] that
Proposition 1.1. Assume that c0 > 0 and r > 0, where
c0 = ln
p¯
δ¯
, δ¯ =
∫
Ω
δ(x)dx
|Ω| and p¯ =
∫
Ω
p(x)dx
|Ω| . (1.5)
Then model (1.4) admits a unique positive steady state ur, which is globally asymptot-
ically stable for τ = 0.
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By the similar arguments as in [3, 6], we have the asymptotic profile of ur.
Proposition 1.2. Assume that c0 > 0. Then lim ur
r→0
= c0, and ur is continuously
differentiable for r ∈ [0,∞) if u0 ≡ c0.
Our main results are summarized as follows (see Theorems 2.10 and 3.4): for r ∈
(0, r1], where 0 < r1 ≪ 1,
(i) if 0 < c0 < 2, then the unique positive steady state ur of model (1.4) is locally
asymptotically stable for any τ ≥ 0;
(ii) if c0 > 2, there exists a sequence {τn}∞n=0 such that ur is locally asymptotically
stable for any τ ∈ [0, τ0) and unstable for τ > τ0, and model (1.4) occurs Hopf
bifurcation at ur when τ = τn (n = 0, 1, . . . ). Moveover, for each n ∈ N ∪ {0},
the direction of the Hopf bifurcation at τ = τn is forward, that is, the bifurcating
periodic solutions exist for τ > τn, and the bifurcating periodic solution from
τ = τ0 is orbitally asymptotically stable.
Therefore, we have the associated results for the equivalent model (1.3), when diffusion
rate d is large, see Proposition 4.1.
Throughout the paper, as in [6], we denote the spaces X = {u ∈ H2(Ω) : ∂nu =
0}, Y = L2(Ω), C = C([−τ, 0], Y ), and C = C([−1, 0], Y ). It is well known that
X = N (∆)⊕X1, Y = N (∆)⊕ Y1, (1.6)
where
N (∆) =span{φ} = span{1}, X1 = {y ∈ X :
∫ L
0
y(x)dx = 0},
Y1 =R(∆) = {y ∈ Y :
∫ L
0
y(x)dx = 0}.
(1.7)
For any subspace Z of X, Y, C or C, let the complexification of Z be ZC := Z ⊕ iZ =
{x1 + ix2|x1, x2 ∈ Z}. Define the domain of a linear operator T by D(T ), the kernel
of T by N (T ), and the range of T by R(T ). For the Hilbert space YC, we choose the
standard inner product 〈u, v〉 = ∫
Ω
u¯(x)v(x)dx.
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The rest of the paper is organized as follows. In Section 2, we study the stabil-
ity/instability of the unique positive steady state of Eq. (1.4) and the associated Hopf
bifurcation. In Section 3, we analyze the direction of the Hopf bifurcation and the
stability of and the bifurcating periodic solutions. In Section 4, we give the associated
results for the equivalent model (1.3), and some numerical simulations are given to
illustrate our theoretical results.
2 Stability and Hopf bifurcation
In this section, we consider the stability of the positive steady state ur and the associ-
ated Hopf bifurcation. Linearizing model (1.4) at ur, we have

∂v
∂t
= ∆v + rp(x)f ′ (ur) v(x, t− τ)− rδ(x)v, x ∈ ∂Ω, t > 0,
∂nv = 0, x ∈ ∂Ω, t > 0.
(2.1)
It follows from [37, Chapter 3] that the infinitesimal generator Aτ (r) of the solution
semigroup of Eq. (2.1) satisfies
Aτ (r)Ψ = Ψ˙, (2.2)
where
D (Aτ (r)) =
{
Ψ ∈ CC ∩ C1C : Ψ(0) ∈ XC, Ψ˙(0) = ∆Ψ(0)
+ rp(x)f ′ (ur) Ψ(−τ)− rδ(x)Ψ(0)
}
,
and C1
C
= C1 ([−τ, 0], YC). Therefore, µ ∈ C is an eigenvalue of Aτ (r), if and only if
there exists ψ( 6= 0) ∈ XC such that ∆(r, µ, τ)ψ = 0, where
∆(r, µ, τ)ψ := ∆ψ + re−µτp(x)f ′ (ur)ψ − rδ(x)ψ − µψ. (2.3)
Firstly, we give the following estimates for solutions of Eq. (2.3).
Lemma 2.1. Assume that (µr, τr, ψr) solves Eq. (2.3) with Reµr, τr ≥ 0 and ψr( 6=
0) ∈ XC, then
∣∣∣µr
r
∣∣∣ is bounded for r ∈ (0, r1].
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Proof. Multiplying ∆(r, µr, τr)ψr = 0 by ψr, and integrating the result over Ω, yields
〈ψr,∆ψr〉+ r
∫
Ω
p(x)f ′ (ur) |ψr|2dxe−µrτr − r
∫
Ω
δ(x)|ψr|2dx− µr
∫
Ω
|ψr|2dx = 0.
Without loss of generality, we assume that ‖ψr‖2YC = 1. Noticing that
〈ψr,∆ψr〉 = −
∫
Ω
|∇ψr|2 dx ≤ 0,
we obtain that
〈ψr,∆ψr〉 = −r
∫
Ω
p(x)f ′ (ur) |ψr|2dxe−µrτr + r
∫
Ω
δ(x)|ψr|2dx+ µr ≤ 0.
Therefore,
0 ≤ Re
(µr
r
)
≤ Re
[∫
Ω
p(x)f ′ (ur) |ψr|2dxe−µrτr −
∫
Ω
δ(x)|ψr|2dx
]
≤ max
Ω
p(x) ‖f ′ (ur)‖∞ .
Similarly, for imaginary parts, we have
∣∣∣Im(µr
r
)∣∣∣ ≤ max
Ω
p(x) ‖f ′ (ur)‖∞ .
It follows from the continuity of mapping r 7→ ur that
∣∣∣µr
r
∣∣∣ is bounded for r ∈ (0, r1].
The following result is similar to [1, Lemma 2.3], and we omit the proof.
Lemma 2.2. If z ∈ XC and 〈φ, z〉 = 0, then |〈∆z, z〉| ≥ r2‖z‖2YC , where r2 is the second
eigenvalue of operator −∆.
By virtue of the similar arguments as in [7, Theorem 3.3], we see from Lemmas 2.1
and 2.2 that:
Theorem 2.3. Assume that 0 < c0 < 2. Then there exists r1 > 1 such that σ (Aτ (r)) ⊂
{x+ iy : x, y ∈ R, x < 0} for r ∈ (0, r1].
Proof. By way of contradiction, there exists a positive sequence {rn}∞n=1 such that
limn→∞ rn = 0, and, for n ≥ 1,∆(rn, µ, τ)ψ = 0 is solvable for some value of
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(µn, τn, ψn) with Reµn, Imµn ≥ 0, τn ≥ 0 and 0 6= ψn ∈ XC. Ignoring a scalar factor,
we see from Eq. (1.6) that ψn can be represented as
ψn = βnc0 + rnzn, zn ∈ (X1)C , βn ≥ 0,
‖ψn‖2YC = β2nc20|Ω|+ r2n‖zn‖2YC = c20|Ω|.
(2.4)
Substituting (2.4) and µn = rnhn into ∆(rn, µrn, τn)ψn = 0 , we obtain that
H1(zn, βn, hn, τn, rn) := ∆zn +
(
e−rnhnτnp(x)f ′ (urn)− δ(x)− hn
)
(βc0 + rnzn) = 0,
H2(zn, βn, rn) :=
(
β2n − 1
)
c20|Ω|+ r2n‖zn‖2YC = 0,
(2.5)
It follows from Lemma 2.1 and Eq. (2.4) that |hn| =
∣∣∣∣µnrn
∣∣∣∣ is bounded and |βn| ≤ 1. It
follows from Lemma 2.2 that there are M1,M2 > 0 such that
r2 ‖zn‖2YC ≤ |〈∆zn, zn〉| ≤M1 ‖zn‖YC +M2r ‖zn‖
2
YC
,
where r2 is defined as in Lemma 2.2. Therefore, for sufficiently small r, {zn}∞n=1 is
bounded in YC for r ∈ [0, r] . Since the operator ∆ : (X1)C 7→ (Y1)C has a bounded
inverse, and by applying ∆−1 on H1(zn, βn, hn, τn, rn) = 0, we obtain that {zn}∞n=1 is
also bounded in (X1)C. Therefore, we see that
{(
zn, βn, hn, e
−rnτn(Rehn), e−irnτn(Imhn)
)}∞
n=1
is precompact in YC × R3 × C. Then, there exists a subsequence
{(
znk , βnk , hnk , e
−rn
k
τn
k
(Rehn
k
), e−irnkτnk(Imhnk)
)}∞
k=1
convergence to (z∗, β∗, h∗, σ∗, e−iθ
∗
) as k →∞ in the norm of YC × R3 × C, where
β∗ = 1, z∗ ∈ YC, h∗ ∈ C (Reh∗, Imh∗ ≥ 0) , θ∗ ∈ [0, 2π) and σ∗ ∈ [0, 1].
Taking the limit of the equation ∆−1H1 (znk , βnk , hnk , τnk , rnk) = 0 as k → ∞, we see
that z∗ ∈ (X1)C and (z∗, β∗, h∗, θ∗, σ∗) satisfies
∆z∗ +
(
σ∗e−iθ
∗
p(x)f ′ (c0)− δ(x)− h∗
)
c0 = 0.
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Then 

σ∗f ′(c0)
∫
Ω
p(x)dx cos θ∗ =
∫
Ω
δ(x)dx+ (Reh∗)|Ω|,
−σ∗f ′(c0)
∫
Ω
p(x)dx sin θ∗ = (Imh∗)|Ω|.
(2.6)
It follows from the first equation of (2.6) that
[σ∗(1− c0)]2 ≥ 1.
Since 0 < c0 < 2 and σ
∗ ∈ [0, 1], we have [σ∗(1− c0)]2 < 1, which is a contradiction.
Then we consider the case of c0 > 2, and show that large delay will induce Hopf
bifurcation. To show the existence of Hopf bifurcation, we need to verify that the
eigenvalues of Aτ (r) could pass through the imaginary axis as time delay τ increases.
Clearly, Aτ (r) has a purely imaginary eigenvalue µ = iν(ν > 0) for some τ ≥ 0, if and
only if
∆ψ + re−iθp(x)f ′ (ur)ψ − rδ(x)ψ − iνψ = 0 (2.7)
is solvable for some value of ν > 0, θ ∈ [0, 2π), and ψ( 6= 0) ∈ XC. Ignoring a scalar
factor, we see from (1.6) that if (ν, θ, ψ) solves (2.7), then ψ ∈ XC can be represented
as
ψ = βc0 + rz, z ∈ (X1)C , β ≥ 0
‖ψ‖2YC = β2c20|Ω|+ r2‖z‖2YC = c20|Ω|.
(2.8)
Plugging (2.8) and ν = rh into Eq. (2.7), we obtain that (ν, θ, ψ) solves Eq. (2.7),
where ν > 0, θ ∈ [0, 2π) and ψ ∈ XC, if and only if the following system:

g1(z, β, h, θ, r) := ∆z +
(
e−iθp(x)f ′ (ur)− δ(x)− ih
)
(βc0 + rz) = 0
g2(z, β, r) := (β
2 − 1) c20|Ω|+ r2‖z‖2YC = 0
(2.9)
has a solution (z, β, h, θ), where z ∈ (X1)C, β ≥ 0, h > 0 and θ ∈ [0, 2π). Define
G : (X1)C × R4 → YC × R by G = (g1, g2).
We first consider the solution of G(z, β, h, θ, r) = 0 for r = 0.
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Lemma 2.4. Assume that c0 > 2. Then the following equation
 G(z, β, h, θ, 0) = 0z ∈ (X1)C , h, β ≥ 0, θ ∈ [0, 2π] (2.10)
has a unique solution (z0, β0, h0, θ0), where
cos θ0 =
1
1− c0 , sin θ0 = −
√
c20 − 2c0
1− c0 ,
β0 = 1, h0 = δ¯
√
c20 − 2c0,
(2.11)
and z0 ∈ (X1)C is the unique solution of
∆z = −c0f ′(c0)p(x)e−iθ0 + c0δ(x) + ih0c0. (2.12)
Proof. It follows from (2.9) that g2(z, β, 0) = 0 if and only if β = β0 = 1. Note that
g1(z, β0, h, θ, 0) = ∆z + c0f
′(c0)p(x)e
−iθ + c0δ(x) + ihc0. (2.13)
Then 
 g1 (z, β0, h, θ, 0) = 0z ∈ (X1)C , h, r ≥ 0, θ ∈ [0, 2π]
is solvable if and only if

 f
′(c0)
∫
Ω
p(x)dx cos θ =
∫
Ω
δ(x)dx
−f ′(c0)
∫
Ω
p(x)dx sin θ = h|Ω|
(2.14)
is solvable for a pair (θ, h) with h ≥ 0 and θ ∈ [0, 2π]. From (1.5), we see that (2.14)
has a unique solution (θ0, h0), which satisfies
cos θ0 =
1
1− c0 , sin θ0 = −
√
c20 − 2c0
1− c0 , h0 = δ¯
√
c20 − 2c0 (2.15)
when c0 > 2. Therefore, g1(z, β0, h0, θ0, 0) = 0 has a unique solution z0, which satisfies
Eq. (2.12).
Now we consider the case of r 6= 0.
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Theorem 2.5. Assume that c0 > 2. Then there exist r˜1 ∈ (0, r1), and a continu-
ously differentiable mapping r 7→ (zr, βr, hr, θr) from [0, r˜1] to (X1)C × R3 such that
G(zr, βr, hr, θr, r) = 0. Moreover, for r ∈ [0, r˜1], (zr, βr, hr, θr) is the unique solution of
the following problem 

G(z, β, h, θ, r) = 0,
z ∈ (X1)C , h > 0, β ≥ 0, θ ∈ [0, 2π).
(2.16)
Proof. Let T = (T1, T2) := (X1)C × R3 → YC × R be the Fre´chet derivative of G with
respect to (z, β, h, θ) at (z0, β0, h0, θ0, 0). Thus, we have
T1(χ, κ, ǫ, ϑ) =∆χ− iǫc0 − iϑc0f ′(c0)p(x)e−iθ0
+ κc0
[
f ′(c0)p(x)e
−iθ0 − c0δ(x)− ih0c0
]
,
T2(κ) =2κc
2
0|Ω|.
Then, we check that T is a bijection from (X1)C × R3 to YC × R, and we only need to
verify that T is an injective mapping. If T2(κ) = 0, then κ = 0, and substituting κ = 0
into T1, i.e. T1(χ, 0, ǫ, ϑ) = 0, we have ǫ = ϑ = 0. Therefore, T is an injection. This,
combined with the implicit function theorem, implies that there exist r˜1 > 0, and a
continuously differentiable mapping r 7→ (zr, βr, hr, θr) from [0, r˜1] to (X1)C × R3 such
that G(zr, βr, hr, θr, r) = 0. Next, we prove the uniqueness. We only need to verify
that if zr ∈ (X1)C , βr ≥ 0, hr > 0, θr ∈ [0, 2π), and G(zr, βr, hr, θr, r) = 0, then
(zr, βr, hr, θr)→ (z0, β0, h0, θ0) = (z0, 1, h0, θ0)
as r → 0 in the norm of (X)C × R3. It follows from Lemma 2.1 and Eq. (2.9) that
{hr}, {βr} and {θr} are bounded for r ∈ [0, r˜1]. From Lemma2.2, we can calculate that
there are M1,M2 > 0 such that
r2 ‖zr‖2YC ≤ |〈∆z, z〉| ≤M1 ‖zr‖YC +M2r ‖zr‖
2
YC
,
where r2 is defined as in Lemma 2.2. So, for sufficiently small r˜1, {zr} is bounded in
YC for r ∈ [0, r˜1] . Since the operator ∆ : (X1)C 7→ (Y1)C has a bounded inverse, and by
applying ∆−1 on g1(z
r, βr, hr, θr, r) = 0, we obtain that {zr} is also bounded in (X1)C.
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Therefore, we see that {(zr, βr, hr, θr) : r ∈ (0, r˜1]} is precompact in YC × R3. Then,
there exists a subsequence
{(
zr
n
, rr
n
, hr
n
, θr
n
)}
such that
(
zr
n
, βr
n
, hr
n
, θr
n)→ (z0, r0, h0, θ0) , rn → 0 as n→∞.
Taking the limit of the equation ∆−1g1
(
zr
n
, rr
n
, hr
n
, θr
n
)
= 0 as n → ∞, we see that
G(z0, β0, h0, θ0, 0) = 0. From Lemma 2.4, we see that
(
z0, r0, h0, θ0
)
= (z0, r0, h0, θ0) .
Therefore, (zr, βr, hr, θr) → (z0, r0, h0, θ0) as r → 0 in the norm of (X)C × R3. This
completes the proof.
The following result is deduced directly from Theorem 2.5.
Theorem 2.6. Assume that c0 > 2. Then, for each r ∈ (0, r˜1], the following equation
 ∆(r, iν, τ)ψ = 0ν > 0, τ ≥ 0, ψ( 6= 0) ∈ XC
has a solution (ν, τ, ψ), i.e. iν ∈ σ(Aτ (r)) if and only if
ν = νr = rhr, ψ = kψr, τ = τn =
θr + 2nπ
νr
, n = 0, 1, 2, · · · , (2.17)
where ψr = βrc0 + rzr, k is a nonzero constant, and zr, βr, hr, θr are defined as in
Theorem 2.5.
Then we give the following estimates to show that iνr (obtained in Theorem (2.6))
is simple and the transversality condition holds.
Lemma 2.7. Assume that c0 > 2, and let
Sn(r) :=
∫
Ω
ψ2rdx+ rτne
−iθr
∫
Ω
p(x)f ′(ur)ψ
2
rdx, (2.18)
where ψr, τn and θr are defined as in Theorem 2.6. Then limr→0 Sn(r) 6= 0 for n =
0, 1, 2, · · · .
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Proof. From Theorems 2.5 and 2.6, we obtain that θr → θ0, τnr → (θ0 + 2nπ) /h0,
ψr → c0 as r → 0. This implies that
lim
r→0
Sn(r) =
∫
Ω
c20dx+
θ0 + 2nπ
h0
c20f
′(c0)e
−iθ0
∫
Ω
p(x)dx
=
[
1 +
θ0 + 2nπ
h0
f ′(c0)e
−iθ0 p¯
]
c20|Ω| 6= 0.
(2.19)
This completes the proof.
Now we show that iνr is simple.
Theorem 2.8. Assume that c0 > 2. For each r ∈ (0, rˇ1] and n = 0, 1, 2, · · · , where rˇ1
is sufficiently small, µ = iνr is a simple eigenvalue of Aτn .
Proof. Firstly, from Theorem 2.6, we have N [Aτn(r)− iνr] = Span
[
eiνrθψr
]
, where
θ ∈ [−τn, 0] and ψr is defined as in Theorem 2.6. If φ1 ∈ N [Aτn(r)− iνr]2, i.e.
[Aτn(r)− iνr]2 φ1 = 0, then
[Aτn(r)− iνr]φ1 ∈ N [Aτn(r)− iνr] = Span
[
eiνrθψr
]
.
Therefore, there is a constant number a such that
[Aτn(r)− iνr]φ1 = aeiνrθψr,
which yields
φ˙1(θ) = iνrφ1(θ) + ae
iνrθψr, θ ∈ [−τn, 0] ,
φ˙1(0) = ∆φ1(0) + rp(x)f
′ (ur)φ1(−τn)− rδ(x)φ1(0).
(2.20)
From Eq. (2.20), we deduce that
φ1(θ) = φ1(0)e
iνrθ + aθeiνrθψr,
φ˙1(0) = iνrφ1(0) + aψr.
(2.21)
Then Eqs. (2.20) and (2.21) imply that
∆ (r, iνr, τn)φ1(0) =∆φ1(0) + rp(x)f
′ (ur)φ1(0)e
−iθr − rδ(x)φ1(0)− iνrφ1(0)
=a
(
ψr + rτnψrp(x)f
′ (ur) e
−iθr
)
.
(2.22)
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This yields
0 =
〈
∆(r,−iνr, τn) ψ¯r, φ1(0)
〉
=
〈
ψ¯r,∆(r, iνr, τn)φ1(0)
〉
= a
(∫
Ω
ψ2rdx+ rτne
−iθr
∫
Ω
p(x)f ′ (ur)ψ
2
rdx
)
.
As a consequence of Lemma 2.7, we obtain a = 0 for r ∈ (0, rˇ1], where rˇ1 is sufficiently
small. This leads to that [Aτn(r)− iνr]φ = 0 and φ ∈ N [Aτn(r)− iνr]. By induction
we obtain
N [Aτn(r)− iνr]j = N [Aτn(r)− iνr] , j = 2, 3, · · · , n = 0, 1, 2, · · · .
Hence, r = iνr is a simple eigenvalue of Aτn for n = 0, 1, 2, · · · .
Note that µ = iνr is a simple eigenvalue of Aτn , and by using the implicit function
theorem we can verify that there are a neighborhood On ×Dn ×Hn ⊂ R× C×XC of
(τn, iνr, ψr) and a continuously differential function (µ(τ), ψ(τ)) : On → Dn ×Hn such
that for each τ ∈ On, the only eigenvalue of Aτ (r) in Dn is µ(τ), and
∆(r, µ(τ), τ)ψ(τ) := ∆ψ(τ) + rp(x)f ′ (ur)ψ(τ)e
−µ(τ)τ − rδ(x)ψ(τ)− µ(τ)ψ(τ) = 0,
(2.23)
where µ (τn) = iνr, and ψ (τn) = ψr. Next, we show that the transversality condition
holds.
Theorem 2.9. Assume that c0 > 2 and r ∈ (0, rˇ1], where rˇ1 is sufficiently small. Then
dRe [µ (τn)]
dτ
> 0, n = 0, 1, 2, · · · .
Proof. Differentiating Eq. (2.23) with respect to τ at τ = τn, we obtain
−dµ (τn)
dτ
[
ψr + rτnp(x)f
′ (ur)ψre
−iθr
]
+∆(r, iνr, τn)
dψ (τn)
dτ
− iνrrp(x)f ′ (ur)ψre−iθr = 0.
(2.24)
Note that〈
ψ¯r,∆(r, iνr, τn)
dψ (τn)
dτ
〉
=
〈
∆(r,−iνr, τn) ψ¯r, dψ (τn)
dτ
〉
= 0. (2.25)
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Then, multiplying Eq. (2.24) by ψr and integrating the result over Ω, we have
dµ (τn)
dτ
=
iνrre
−iθr
∫
Ω
p(x)f ′ (ur)ψ
2
rdx
− ∫
Ω
ψ2rdx− rτne−iθr
∫
Ω
p(x)f ′ (ur)ψ2rdx
=− 1|Sn(r)|2
(
iνrre
−iθr
∫
Ω
ψ¯2rdx
∫
Ω
p(x)f ′ (ur)ψ
2
rdx
+iνrr
2τn
[∫
Ω
p(x)f ′ (ur)ψ
2
rdx
]2)
.
(2.26)
It follows from Eq. (2.15) that
h0 sin θ0 = −p¯e−c0 c
2
0 − 2c0
1− c0 .
This, combined with the expression of ur, νr, ψr and c0 > 2, yields
lim
r→0
1
r2
dRe [µ (τn)]
dτ
=
1
limr→0 |Sn(r)|2
[
(c20 − 2c0)e−2c0 p¯2c40|Ω|2
]
> 0.
From Theorems 2.3, 2.6, 2.8 and 2.9, we obtain the stability of ur and the associated
Hopf bifurcation.
Theorem 2.10. Assume that c0 > 0. Then model (1.4) has a unique positive steady
state ur. Moreover, the following two statements hold for r ∈ (0, rˇ1), where 0 < rˇ1 ≪ 1.
(i) If 0 < c0 < 2, then ur is locally asymptotically stable for any τ ∈ [0,∞).
(i) If c0 > 2, then there exists a sequence {τn}∞n=0 (defined as in Theorem 2.6) such
that ur is locally asymptotically stable for any τ ∈ [0, τ0) and unstable for τ > τ0,
and model (1.4) occurs Hopf bifurcation at ur when τ = τn (n = 0, 1, . . . ).
3 The direction of the Hopf bifurcation
In this section, we analyze the direction of the Hopf bifurcation of Eq. (1.4) by the
methods in [9, 8, 10, 20]. Letting U(t) = u(·, t)− uλ, t = τ t˜, τ = τn + γ, and dropping
the tilde sign, system (1.4) can be transformed as follows:
dU(t)
dt
= τn∆U(t) + τnL0 (Ut) + J (Ut, γ) , (3.1)
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where Ut ∈ C = C([−1, 0], Y ), and
L0 (Ut) =− rδ(x)U(t) + rp(x)f ′ (ur)U(t− 1),
J (Ut, γ) =γ∆U(t) + γL0 (Ut) + (γ + τn) rp(x)
×
[
f ′′ (ur)
2
U2(t− 1) + f
′′′ (ur)
3!
U3(t− 1) +O (U4(t− 1))] .
Then γ = 0 is the Hopf bifurcation value of Eq. (3.1).
Define by Aτn the infinitesimal generator of the linearized equation
dU(t)
dt
= τn∆U(t) + τnL0 (Ut) . (3.2)
It follows from [37, Chapter 3] that
AτnΨ =Ψ˙,
D (Aτn) =
{
Ψ ∈ CC ∩ C1C : Ψ(0) ∈ XC, Ψ˙(0) = τn∆Ψ(0)
−rτnδ(x)Ψ(0) + rτnp(x)f ′ (ur) Ψ(−1)} ,
where C1
C
= C1 ([−1, 0], YC) , and Eq. (3.1) can be written in the following abstract
form
dUt
dt
= AτnUt +X0J (Ut, γ) , (3.3)
and
X0(θ) =

 0, θ ∈ [−1, 0),I, θ = 0.
Clearly, Aτn has only one pair of purely imaginary eigenvalues ±iνrτn which are sim-
ple, and the corresponding eigenfunction with respect to iνrτn(respectively, −iνrτn) is
ψre
iνrτnθ (respectively, ψre
−iνrτnθ) for θ ∈ [−1, 0], where ψr is defined as in Theorem
2.6.
It follows from [9, 35] that we introduce the formal duality 〈〈·, ·〉〉 in C by
〈〈Ψ˜,Ψ〉〉 = 〈Ψ˜(0),Ψ(0)〉+ rτn
∫ 0
−1
〈
Ψ˜(s+ 1), p(x)f ′ (ur)Ψ(s)
〉
ds, (3.4)
for Ψ ∈ CC and Ψ˜ ∈ C∗C := C ([0, 1], YC). Similar to [19, Chapter 6] (see also [4, Lemma
3.1]), we can obtain the formal adjoint operator A∗τn of Aτn with respect to the formal
duality (3.4). Here we omit the proof.
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Lemma 3.1. The formal adjoint operator A∗τn of Aτn is defined by
A∗τnΨ˜(s) = − ˙˜Ψ(s), s ∈ [0, 1]
and
D
(Aτ∗n) ={Ψ˜ ∈ C∗C ∩ (C∗C)1 : Ψ˜(0) ∈ XC, ˙˜Ψ(0) = τn∆Ψ˜(0)
−rτnδ(x)Ψ˜(0) + rτnp(x)f ′ (ur) Ψ˜(1)
}
,
where (C∗
C
)1 = C1 ([0, 1], YC) . Moreover, A∗τn and Aτn satisfy
〈〈A∗τnΨ˜,Ψ〉〉 = 〈〈Ψ˜,AτnΨ〉〉 for Ψ ∈ D (Aτn) and Ψ˜ ∈ D
(A∗τn) .
Similar to Theorem 2.10, the operator A∗τn has only one pair of purely imagi-
nary eigenvalues ±iνrτn which are simple, and the associated eigenfunction with re-
spect to −iνrτn (respectively, iνrτn) is ψreiνrτns (respectively, ψre−iνrτns) for s ∈ [0, 1],
where ψr is defined as in Theorem 2.6. Then the center subspace of Eq. (3.3) is
P = Span{p(θ), p(θ)}, where p(θ) = ψreiνrτnθ, and the formal adjoint subspace of
P is P ∗ = Span{q(s), q(s)}, where q(s) = ψreiνrτns. Let Φp = (p(θ), p(θ)),ΨP =
1
Sn(r)
(q(s), q(s))T , we can check that 〈〈Ψp,Φp〉〉 = I directly, where I is the identity
matrix in R2×2. Therefore, CC can be decomposed as CC = P ⊕Q, where
Q =
{
Ψ ∈ CC : 〈〈Ψ˜,Ψ〉〉 = 0 for all Ψ˜ ∈ P ∗
}
.
Let γ = 0 in Eq. (3.3), and one could obtain the center manifold
w(z, z) = w20(θ)
z2
2
+ w11(θ)zz + w02(θ)
z2
2
+O
(|z|3) (3.5)
with the range in Q. Then the flow of Eq. (3.1) on the center manifold can be written
as:
Ut = Φp · (z(t), z(t))T + w(z(t), z(t)),
and
z˙(t) =
d
dt
〈〈q(s), Ut〉〉 = iνrτnz(t) + g(z, z), (3.6)
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where
g(z, z) =
1
Sn(r)
〈
q(0), J
(
Φp(z(t), z(t))
T + w(z(t), z(t)), 0
)〉
=
∑
2≤i+j≤3
gij
i!j!
zizj +O
(|z|4) . (3.7)
A direct computation implies that
g20 =
rτn
Sn(r)
e−2iνrτn
∫
Ω
p(x)f ′′(ur)ψ
3
rdx,
g11 =
rτn
Sn(r)
∫
Ω
p(x)f ′′(ur)ψr |ψr|2 dx,
g02 =
rτn
Sn(r)
e2iνrτn
∫
Ω
p(x)f ′′(ur)ψrψ
2
rdx,
g21 =
2rτn
Sn(r)
e−iνrτn
∫
Ω
p(x)f ′′(ur)ψ
2
rw11(−1)dx
+
rτn
Sn(r)
eiνrτn
∫
Ω
p(x)f ′′(ur) |ψr|2w20(−1)dx
+
rτn
Sn(r)
e−iνrτn
∫
Ω
p(x)f ′′′(ur)ψ
2
r |ψr|2dx.
(3.8)
We need to calculate w20(θ) and w11(θ) to solve g21. From [20], we obtain that
w20(θ) and w11(θ) satisfy the following equalities,
 (2iνrτn −Aτn)w20 = H20,−Aτnw11 = H11. (3.9)
Note that, for −1 ≤ θ < 0,
H20(θ) = − (g20p(θ) + g02p(θ)),
H11(θ) = − (g11p(θ) + g11p(θ)),
(3.10)
and for θ = 0,
H20(0) = − (g20p(0) + g02p(0)) + rτne−2iνrτnp(x)f ′′(ur)ψ2r ,
H11(0) = − (g11p(0) + g11p(0)) + rτnp(x)f ′′(ur) |ψr|2 .
(3.11)
Then we see from Eq. (3.9) and (3.10) that w20(θ) and w11(θ) can be expressed as
w20(θ) =
ig20
νrτn
p(θ) +
ig02
3νrτn
p(θ) + Ee2iνrτnθ, (3.12)
and
w11(θ) = − ig11
νrτn
p(θ) +
ig11
νrτn
p(θ) + F. (3.13)
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From Eqs. (3.9) and (3.11) and the definition of Aτn , we find that E satisfies
(2iνrτn −Aτn)Ee2iνrτnθ
∣∣
θ=0
= rτne
−2iνrτnp(x)f ′′(ur)ψ
2
r , (3.14)
or equivalently,
∆ (r, 2iνr, τn)E = −re−2iνrτnp(x)f ′′(ur)ψ2r , (3.15)
where ∆(r, µ, τ) is defined in Eq. (2.3). It follows from Theorem 2.6 that 2iνr is not
the eigenvalue of Aτn for r ∈ (0, rˇ1], where 0 < rˇ1 ≪ 1, and consequently
E = −re−2iνrτn∆(r, 2iνr, τn)−1
(
p(x)f ′′(ur)ψ
2
r
)
.
Similarly, we see that F satisfies
F = −r∆(r, 0, τn)−1
(
p(x)f ′′(ur) |ψr|2
)
. (3.16)
In the following, functions E and F could be determined.
Lemma 3.2. Assume that E and F satisfy (3.15) and (3.16), respectively. Then
E = krc0 + ηr, F = lrc0 + η˜r. (3.17)
Here c0 is defined as in (1.5), ηr and η˜r satisfy
ηr, η˜r ∈ X1, lim
r→0
‖ηr‖XC = 0, limr→0 ‖η˜r‖XC = 0,
where X1 is defined as in (1.7), and the constants kr and lr satisfies
lim
r→0
kr =
−e−2iθ0pf ′′(c0)c0
e−2iθ0pf ′(c0)− δ − 2ih0
, lim
r→0
lr =
−pf ′′(c0)c0
pf ′(c0)− δ
, (3.18)
where θ0 and h0 are defined as in (2.11).
Proof. We first prove the estimate for E. Substituting E (defined as in Eq. (3.17))
into Eq. (3.15), we see that
∆ηr + re
−2iνrτnp(x)f ′(ur) (krc0 + ηr)
− rδ(x) (krc0 + ηr)− 2iνr (krc0 + ηr)
=− re−2iνrτnp(x)f ′′(ur)ψ2r .
(3.19)
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Integrating (3.19) over Ω, one could easily obtain
kr
(
re−2iνrτnc0
∫
Ω
p(x)f ′(ur)dx− rc0
∫
Ω
δ(x)dx− 2iνrc0|Ω|
)
=− re−2iνrτn
∫
Ω
p(x)f ′(ur)ηrdx+ 2iνr
∫
Ω
ηrdx+ r
∫
Ω
δ(x)ηrdx
− re−2iνrτn
∫
Ω
p(x)f ′′(ur)ψ
2
rdx.
(3.20)
Then multiplying Eq. (3.19) by ηr, and integrating the result over Ω, we have
〈ηr,∆ηr〉+ rkre−2iνrτnc0
∫
Ω
p(x)f ′(ur)ηrdx− rkrc0
∫
Ω
δ(x)ηrdx− 2iνrkrc0
∫
Ω
ηrdx
=− re−2iνrτn
∫
Ω
p(x)f ′(ur)|ηr|2dx+ r
∫
Ω
δ(x)|ηr|2dx+ 2iνr
∫
Ω
|ηr|2dx
− re−2iνrτn
∫
Ω
p(x)f ′′(ur)ηrψ
2
rdx.
(3.21)
From the expression of νr, ur, ψr and τr (see Eqs. (2.11) and (2.17)), we have
ψr → c0, ur → c0, νr/r → h0, νrτn → (θ0 + 2nπ) as r → 0. (3.22)
Hence, it follows from (3.20) and (3.22) that there exist constants r˜ > 0 andM0,M1 > 0
such that for any r ∈ (0, r˜), |kr| ≤M0‖ηr‖YC +M1. Then from Eq.(3.21) and Eq.(3.22),
we obtain that there exist constants M2,M3 > 0 such that for any r ∈ (0, r˜),
|r2| · ‖ηr‖2YC ≤ rM2‖ηr‖2YC + rM3‖ηr‖YC,
where r2 (defined as in Lemma 2.2) is the second eigenvalue of −∆, and consequently,
limr→0 ‖ηr‖YC = 0. This, combined with Eq. (3.20), implies kr satisfies (3.18). Then
we see from Eq. (3.19) that limr→0 ‖ηr‖XC = 0.
Now we consider F . Similarly, substituting F (defined as in Eq. (3.17)) into Eq.
(3.16), we obtain that
∆η˜r + rp(x)f
′(ur) (lrc0 + η˜r)− rδ(x) (lrc0 + η˜r)
=− rp(x)f ′′(ur)|ψr|2.
(3.23)
Then by using the similar arguments as that for E, we see that
lim
r→0
lr =
−pf ′′(c0)c0
pf ′(c0)− δ
,
and limr→0 ‖ηr‖XC = 0. This complete the proof.
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Note from [20, Chapter 1] that the following quantity determine the direction and
stability of bifurcating periodic orbits:
C1(0) =
i
2νrτn
(
g11g20 − 2 |g11|2 − |g02|
2
3
)
+
g21
2
. (3.24)
Then we have the following result, see the Appendix for the proof.
Proposition 3.3. Assume that c0 > 2. Then limr→0Re[C1(0)] < 0.
Therefore, we see from proposition 3.3 and [20, Chapter 1] that:
Theorem 3.4. Assume that c0 > 2. For r ∈ (0, rˇ1) and 0 < rˇ1 ≪ 1, let τn(r) be
the Hopf bifurcation points of Eq. (1.4) defined as in Theorem 2.6. Then for each
n ∈ N ∪ {0}, the direction of the Hopf bifurcation at τ = τn is forward, that is,
the bifurcating periodic solutions exist for τ > τn. Moveover, the bifurcating periodic
solution from τ = τ0 is orbitally asymptotically stable.
4 Discussion
In Sections 2 and 3, we consider the stability and Hopf bifurcation for model (1.4). Note
that model (1.4) is equivalent to (1.3), and τ = dτˆ and r = 1/d, where parameters d, τˆ
are in model (1.3), and parameters r, τ are in model (1.4). Then we see from Theorems
2.10 and 3.4 that:
Proposition 4.1. Assume that d, a > 0 and p > δ, where p and δ are defined as in
(1.5). Then model (1.3) admits a unique positive steady state ud, and the following
statements hold for d ∈ (d1,∞], where d1 is sufficiently large.
(i) If 1 <
p
δ
< e2, then ud is locally asymptotically stable for any τˆ ≥ 0.
(ii) If
p
δ
> e2, then there exists a sequence {τˆn}∞n=0 such that ud is locally asymp-
totically stable for any τ ∈ [0, τˆ0) and unstable for τ > τˆ0, and model (1.4)
occurs Hopf bifurcation at ud when τˆ = τˆn (n = 0, 1, . . . ). Moveover, for each
n ∈ N ∪ {0}, the direction of the Hopf bifurcation at τˆ = τˆn is forward, that is,
20
the bifurcating periodic solutions exist for τˆ > τˆn, and the bifurcating periodic
solution from τˆ = τˆ0 is orbitally asymptotically stable.
Note that τ = dτˆ and r = 1/d, where parameters d, τˆ are in (1.3), and parameters
r, τ are in (1.4). Then we see from Lemma 2.4 and Theorem 2.6 that
lim
d→∞
τˆ0 = lim
d→∞
τ0
d
= lim
r→0
rτ0 = τˇ0 :=
θ0
h0
.
Here τˇ0 is the first Hopf bifurcation value for the following model:
u′ = pu(t− τˇ )e−au(t−τˇ ) − δu. (4.1)
Therefore, when the diffusion rate tends to infinity, the first Hopf bifurcation value of
model (1.3) tends to that of the “average” DDE model (4.1). Moreover, By using the
similar arguments as in the Appendix, we see that
lim
r→0
Re[C1(0)] = c20Re[Cˇ1(0)] < 0,
where Re[C1(0)] is the quantity which determine the direction of Hopf bifurcation for
model (1.4), and Re[Cˇ1(0)] is that for model (4.1). Therefore, for model (4.1), the
direction of the Hopf bifurcation is also forward, and the bifurcating periodic solution
from the first Hopf bifurcation value is also orbitally asymptotically stable. This result
improves the earlier result in [36].
Finally, we give some numerical simulations to demonstrate our theoretical results
for Eq. (1.3). We show that when 1 < c0 < 2, the solution converges to the unique
positive steady state for any τ ≥ 0, see Fig. 1. For c0 > 2, we show that large delay
τ could make the positive steady state unstable through Hopf bifurcation, and the
solution converges to a positive periodic solution, see Fig. 2.
A Appendix
The proof of Proposition 3.3:
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Figure 1: The case of 0 < c0 < 2. Here Ω = (0, 3), d = 0.1, and a = 2.5, p(x) =
10 + sin x, δ(x) = 2 + cos 0.2x and c0 = 1.2880. (Left): τ = 0; (Right) τ = 2.
Proof. It follows from Lemmas 2.4, 3.2 and Theorem 2.6 that
cos 2θ0 =
1− c20 + 2c0
(1− c0)2 , sin 2θ0 = −
2
√
c20 − 2c0
(1− c0)2 , h0 = δ¯
√
c20 − 2c0,
lim
r→0
rτn =
θ0 + 2nπ
h0
, lim
r→0
νrτn = θ0 + 2nπ,
lim
r→0
E =
−e−2iθ0pf ′′(c0)c20
e−2iθ0pf ′(c0)− δ − 2ih0
, lim
r→0
F =
−pf ′′(c0)c20
pf ′(c0)− δ
.
(A.1)
Since limr→0 ψ(x) = limr→0 ψ(x) = c0, we see from Eq. (3.8) that
lim
r→0
g20 = lim
r→0
rτn
Sn(r)
e−2iνrτnp|Ω|f ′′(c0)c30 = lim
r→0
g11e
−2iνrτn ,
lim
r→0
g11 = lim
r→0
rτn
Sn(r)
p|Ω|f ′′(c0)c30,
lim
r→0
g02 = lim
r→0
rτn
Sn(r)
e2iνrτnp|Ω|f ′′(c0)c30,
(A.2)
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Figure 2: The case of c0 > 2. Here Ω = (0, 3), d = 0.1, and a = 2.5, p(x) = 30 + sin x,
δ(x) = 2 + cos 0.2x and c0 = 2.3443. (Left) τ = 0; (Right) τ = 2.
and
lim
r→0
g21 = lim
r→0
2rτn
Sn(r)
e−iνrτnp|Ω|f ′′(c0)c30(−
ig11
νrτn
e−iνrτn +
ig11
νrτn
eiνrτn +
F
c0
)
+ lim
r→0
rτn
Sn(r)
eiνrτnp|Ω|f ′′(c0)c30(
ig20
νrτn
e−iνrτn +
ig02
3νrτn
eiνrτn + Ee−2iνrτn)
+ lim
r→0
rτn
Sn(r)
e−iνrτnp|Ω|f ′′(c0)c30
= lim
r→0
{
2
νrτn
[−ig11g20 + i|g11|2]+ g11e−iνrτn 2F
c0
}
+ lim
r→0
[
ig11g20
νrτn
+
i|g02|2
3νrτn
+ g11e
−iνrτn
E
c0
]
+ lim
r→0
[
−g11e−iνrτnc0 + g11e−iνrτn c0
c0 − 2
]
.
Therefore,
lim
r→0
Reg21 = lim
r→0
Re
[−ig11g20
νrτn
+ g11e
−iνrτn
(
E
c0
+
2F
c0
+
c0
c0 − 2 − c0
)]
.
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This, combined with Eq. (3.24), implies that
lim
r→0
ReC1(0) = lim
r→0
Re
[
i
2νrτn
(
g11g20 − 2 |g11|2 − |g02|
2
3
)
+
g21
2
]
= lim
r→0
Re
(
ig11g20
2νrτn
+
g21
2
)
= lim
r→0
Re
[
ig11g20
2νrτn
+
−ig11g20
2νrτn
+
1
2
g11e
−iνrτn
(
E
c0
+
2F
c0
+
c0
c0 − 2 − c0
)]
=
1
2
lim
r→0
Re
[
g11e
−iνrτn
(
E
c0
+
2F
c0
+
c0
c0 − 2 − c0
)]
=
1
2
lim
r→0
[
Re(g11e−iνrτn)(ReE
c0
+
2F
c0
+
c0
c0 − 2 − c0)
−Im (g11e−iνrτn) ImE
c0
]
.
(A.3)
In order to analyze the sign of limr→0ReC1(0), we only need to calculate the signs
of limr→0Re(g11e−iνrτn), limr→0(ReEc0 + 2Fc0 + c0c0−2 − c0), limr→0 Im
(
g11e
−iνrτn
)
and
limr→0 ImEc0 , respectively. From (2.18), we have
lim
r→0
Sn(r) = lim
r→0
(1 + rτnf
′(c0)e
−iθ0p)c20|Ω|,
then
lim
r→0
1
Sn(r)
= lim
r→0
1 + rτnf
′(c0)e
iθ0p
(1 + rτnf ′(c0)e−iθ0p)(1 + rτnf ′(c0)eiθ0p)c20|Ω|
= lim
r→0
1 + rτnf
′(c0)p cos θ0 + irτnf
′(c0)p sin θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2] c20|Ω|
.
(A.4)
It follows from (A.2) and (A.4) that
lim
r→0
g11 = lim
r→0
rτn
Sn(r)
p|Ω|f ′′(c0)c30
= lim
r→0
rτnpf
′′(c0)c0 [1 + rτnf
′(c0)p cos θ0 + irτnf
′(c0)p sin θ0]
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
.
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Then, together with Eq. (A.1), yields
lim
r→0
Re (g11e−iθ0) = lim
r→0
{Reg11 cos θ0 + Img11 sin θ0}
= lim
r→0
rτnpf
′′(c0)c0 (1 + rτnf
′(c0)p cos θ0) cos θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
+ lim
r→0
rτnpf
′′(c0)c0 (rτnf
′(c0)p sin θ0) sin θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
= lim
r→0
rτnpf
′′(c0)c0 cos θ0 + (rτnp)
2 f ′(c0)f
′′(c0)c0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
=
(θ0 + 2nπ)
√
c20 − 2c0 11−c0 + (θ0 + 2nπ)2(1− c0)
1 + 2 (θ0+2npi)√
c2
0
−2c0
+
[
(θ0+2npi)(1−c0)√
c2
0
−2c0
]2 ,
(A.5)
and
lim
r→0
Im (g11e−iθ0) = lim
r→0
{−Reg11 sin θ0 + Img11 cos θ0}
=− lim
r→0
rτnpf
′′(c0)c0 (1 + rτnf
′(c0)p cos θ0) sin θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
+ lim
r→0
rτnpf
′′(c0)c0 (rτnf
′(c0)p sin θ0) cos θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
= lim
r→0
−rτnpf ′′(c0)c0 sin θ0
[1 + 2rτnf ′(c0)p cos θ0 + (rτnf ′(c0)p)2]
=
(θ0 + 2nπ)(c0 − 2)c0 11−c0
1 + 2 (θ0+2npi)√
c2
0
−2c0
+
[
(θ0+2npi)(1−c0)√
c2
0
−2c0
]2 .
(A.6)
Note that
lim
r→0
E
c0
=
−e−2iθ0(c0 − 2)c0
e−2iθ0(1− c0)− 1− 2i
√
c20 − 2c0
=(− cos 2θ0 + i sin 2θ0)(c0 − 2)c0
× [(1− c0) cos 2θ0 − 1] + i[(1− c0) sin 2θ0 + 2
√
c20 − 2c0]
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
.
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Therefore, we obtain
lim
r→0
ReE
c0
=(c0 − 2)c0
× −(1 − c0) cos
22θ0 + cos 2θ0 − (1− c0) sin 22θ0 − 2
√
c20 − 2c0 sin 2θ0
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
=
[
(c0 − 1) + 1+3c
2
0
−6c0
(1−c0)2
]
(c0 − 2)c0
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
,
(A.7)
and
lim
r→0
ImE
c0
=
[
− sin 2θ0 − 2
√
c20 − 2c0 cos 2θ0
]
(c0 − 2)c0
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
=
2
√
c2
0
−2c0
(1−c0)2
(c20 − 2c0)2
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
=
2(c20 − 2c0)
5
2
5c40 − 14c30 + 9c20
.
(A.8)
From (A.1), one also have
lim
r→0
2F
c0
=
−2pf ′′(c0)c0
pf ′(c0)− δ
=
−2(c0 − 2)c0
−c0 = 2(c0 − 2) > 0. (A.9)
Then we see from (A.7) and (A.9) that
lim
r→0
(ReE
c0
+
2F
c0
+
c0
c0 − 2 − c0)
=
[
(c0 − 1) + 1+3c
2
0
−6c0
(1−c0)2
]
(c0 − 2)c0
((1− c0) cos 2θ0 − 1)2 + ((1− c0) sin 2θ0 + 2
√
c20 − 2c0)2
+ (c0 − 4) + c0
c0 − 2
=
(c30 − 3c0)(c0 − 2)2c0 + (c0 − 4)(5c40 − 14c30 + 9c20)(c0 − 2) + c0(5c40 − 14c30 + 9c20)
(5c40 − 14c30 + 9c20)(c0 − 2)
=
(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)
(5c40 − 14c30 + 9c20)(c0 − 2)
> 0.
(A.10)
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It follows from (A.5), (A.6), (A.8) and (A.10) that
lim
r→0
ReC1(0) = lim
r→0
Re
[
g11e
−iνrτn
(
E
c0
+
2F
c0
+
c0
c0 − 2 − c0
)]
= lim
r→0
[
Re(g11e−iνrτn)(ReE
c0
+
2F
c0
+
c0
c0 − 2 − c0)− Im
(
g11e
−iνrτn
) ImE
c0
]
=
(θ0 + 2nπ)
√
c20 − 2c0 11−c0 + (θ0 + 2nπ)2(1− c0)
1 + 2 (θ0+2npi)√
c2
0
−2c0
+
[
(θ0+2npi)(1−c0)√
c2
0
−2c0
]2
× (c
2
0 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)
(5c40 − 14c30 + 9c20)(c0 − 2)
− (θ0 + 2nπ)(c0 − 2)c0
1
1−c0
1 + 2 (θ0+2npi)√
c2
0
−2c0
+
[
(θ0+2npi)(1−c0)√
c2
0
−2c0
]2 × 2(c20 − 2c0)
5
2 (c0 − 2)
(5c40 − 14c30 + 9c20)(c0 − 2)
.
(A.11)
For simplicity, we only calculate the numerator of (A.11):[
(θ0 + 2nπ)
√
c20 − 2c0
1
1− c0 + (θ0 + 2nπ)
2(1− c0)
]
× [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)]
− (θ0 + 2nπ)(c0 − 2)c0 1
1− c0 × 2(c
2
0 − 2c0)
5
2 (c0 − 2)
=
2(c20 − 2c0)
7
2 (c0 − 2)(θ0 + 2nπ)
c0 − 1
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)]
×
[
(c0 − 1)(θ0 + 2nπ)2 +
√
c20 − 2c0(θ0 + 2nπ)
c0 − 1
]
<
2(c20 − 2c0)
7
2 (c0 − 2)(θ0 + 2nπ)
c0 − 1
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)] (c0 − 1)(θ0 + 2nπ)
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)]
√
c20 − 2c0(θ0 + 2nπ)
c0 − 1
=(θ0 + 2nπ)
{
2(c20 − 2c0)
7
2 (c0 − 2)
c0 − 1
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)] (c0 − 1)}
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)]
√
c20 − 2c0(θ0 + 2nπ)
c0 − 1 .
(A.12)
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Let
A =
2(c20 − 2c0)
7
2 (c0 − 2)
c0 − 1
− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)] (c0 − 1),
B =− [(c20 − 3)(c0 − 2)2c20 + (5c40 − 14c30 + 9c20)(c20 − 5c0 + 8)] .
Then, when c0 > 2, we have
A ≤{2c20(c0 − 2)(c0 − 1)3(c0 − 2)2
−c20(c0 − 1)2[(c20 − 3)(c0 − 2)2 + (c0 − 1)(2c0 − 4)(c20 − 5c0 + 8)]
} 1
c0 − 1
=
2c20(c0 − 2)(c0 − 1)2(c0 − 1)(c0 − 2)2 − c20(c0 − 1)2(c0 − 2)[3c30 − 14c20 + 23c0 − 10]
c0 − 1
=
c20(c0 − 2)(c0 − 1)2[−c30 + 4c20 − 7c0 + 2]
c0 − 1
=
c20(c0 − 2)(c0 − 1)2[−c0(c0 − 2)2 − 3c0 + 2]
c0 − 1
<0,
(A.13)
and
B = −
{
(c20 − 3)(c0 − 2)2c20 + (c0 − 1)(5c0 − 9)c20
[
(c0 − 5
2
)2 +
7
4
]}
< 0. (A.14)
Summarizing the (A.11), (A.12), (A.13) and (A.14), we have limr→0ReC1(0) < 0.
References
[1] S. Busenberg and W. Huang. Stability and Hopf bifurcation for a population delay
model with diffusion effects. J. Differential Equations, 124(1):80–107, 1996.
[2] R. S. Cantrell and C. Cosner. Spatial ecology via reaction-diffusion equations.
Wiley Series in Mathematical and Computational Biology. John Wiley & Sons,
Ltd., Chichester, 2003.
[3] R. S. Cantrell, C. Cosner, and V. Hutson. Ecological models, permanence and
spatial heterogeneity. Rocky Mountain J. Math., 26(1):1–35, 1996.
28
[4] S. Chen, Y. Lou, and J. Wei. Hopf bifurcation in a delayed reaction-diffusion-
advection population model. J. Differential Equations, 264(8):5333–5359, 2018.
[5] S. Chen and J. Shi. Stability and Hopf bifurcation in a diffusive logistic population
model with nonlocal delay effect. J. Differential Equations, 253(12):3440–3470,
2012.
[6] S. Chen, J. Wei, and X. Zhang. Bifurcation analysis for a delayed diffusive logistic
population model in the advective heterogeneous environment. to appear in J.
Dynam. Differential Equations, 2020.
[7] S. Chen and J. Yu. Stability and bifurcations in a nonlocal delayed reaction-
diffusion population model. J. Differential Equations, 260(1):218–240, 2016.
[8] T. Faria. Normal forms for semilinear functional differential equations in Banach
spaces and applications. II. Discrete Contin. Dyn. Syst., 7(1):155–176, 2001.
[9] T. Faria and W. Huang. Stability of periodic solutions arising from Hopf bifur-
cation for a reaction-diffusion equation with time delay. In Differential equations
and dynamical systems (Lisbon, 2000), volume 31 of Fields Inst. Commun., pages
125–141. Amer. Math. Soc., Providence, RI, 2002.
[10] T. Faria, W. Huang, and J. Wu. Smoothness of center manifolds for maps and
formal adjoints for semilinear FDEs in general Banach spaces. SIAM J. Math.
Anal., 34(1):173–203, 2002.
[11] Q. Feng and J. Yan. Global attractivity and oscillation in a kind of Nicholson’s
blowflies. J. Biomath., 17(1):21–26, 2002.
[12] S. A. Gourley and S. Ruan. Dynamics of the diffusive Nicholson’s blowflies equa-
tion with distributed delay. Proc. Roy. Soc. Edinburgh Sect. A, 130(6):1275–1291,
2000.
[13] S. Guo. Stability and bifurcation in a reaction-diffusion model with nonlocal delay
effect. J. Differential Equations, 259(4):1409–1448, 2015.
29
[14] S. Guo. Spatio-temporal patterns in a diffusive model with non-local delay effect.
IMA J. Appl. Math., 82(4):864–908, 2017.
[15] S. Guo and L. Ma. Stability and bifurcation in a delayed reaction-diffusion equa-
tion with Dirichlet boundary condition. J. Nonlinear Sci., 26(2):545–580, 2016.
[16] S. Guo and S. Yan. Hopf bifurcation in a diffusive Lotka-Volterra type system
with nonlocal delay effect. J. Differential Equations, 260(1):781–817, 2016.
[17] W. Gurney, S. Blythe, and R. M. Nisbet. Nicholson’s blowflies revisited. Nature,
287(5777):17–21, 1980.
[18] I. Gyo˝ri and S. I. Trofimchuk. On the existence of rapidly oscillatory solu-
tions in the Nicholson blowflies equation. Nonlinear Anal., 48(7, Ser. A: Theory
Methods):1033–1042, 2002.
[19] J. Hale. Theory of functional differential equations. Springer-Verlag, New York-
Heidelberg, second edition, 1977. Applied Mathematical Sciences, Vol. 3.
[20] B. D. Hassard, N. D. Kazarinoff, and Y. H. Wan. Theory and applications of
Hopf bifurcation, volume 41 of London Mathematical Society Lecture Note Series.
Cambridge University Press, Cambridge-New York, 1981.
[21] X. Hou, L. Duan, and Z. Huang. Permanence and periodic solutions for a class of
delay Nicholson’s blowflies models. Appl. Math. Model., 37(3):1537–1544, 2013.
[22] R. Hu and Y. Yuan. Spatially nonhomogeneous equilibrium in a reaction-diffusion
system with distributed delay. J. Differential Equations, 250(6):2779–2806, 2011.
[23] W. T. Li, S. Ruan, and Z. C. Wang. On the diffusive Nicholson’s blowflies equation
with nonlocal delay. J. Nonlinear Sci., 17(6):505–525, 2007.
[24] C. K. Lin, C. T. Lin, Y. Lin, and M. Mei. Exponential stability of nonmono-
tone traveling waves for Nicholson’s blowflies equation. SIAM J. Math. Anal.,
46(2):1053–1084, 2014.
30
[25] B. Liu. Global exponential stability of positive periodic solutions for a delayed
Nicholson’s blowflies model. J. Math. Anal. Appl., 412(1):212–221, 2014.
[26] M. Mei, J. W.-H. So, M. Y. Li, and S. S. P. Shen. Asymptotic stability of travelling
waves for Nicholson’s blowflies equation with diffusion. Proc. Roy. Soc. Edinburgh
Sect. A, 134(3):579–594, 2004.
[27] Q. Shi, J. Shi, and Y. Song. Hopf bifurcation and pattern formation in a delayed
diffusive logistic model with spatial heterogeneity. Discrete Contin. Dyn. Syst.
Ser. B, 24(2):467–486, 2019.
[28] Q. Shi and Y. Song. Hopf bifurcation and chaos in a delayed Nicholson’s blowflies
equation with nonlinear density-dependent mortality rate. Nonlinear Dynam.,
84(2):1021–1032, 2016.
[29] H. Shu, L. Wang, and J. Wu. Global dynamics of Nicholson’s blowflies equation re-
visited: onset and termination of nonlinear oscillations. J. Differential Equations,
255(9):2565–2586, 2013.
[30] J. W.-H. So and Y. Yang. Dirichlet problem for the diffusive Nicholson’s blowflies
equation. J. Differential Equations, 150(2):317–348, 1998.
[31] J. W.-H. So and J. S. Yu. Global attractivity and uniform persistence in Nichol-
son’s blowflies. Differential Equations Dynam. Systems, 2(1):11–18, 1994.
[32] J. W.-H. So and X. Zou. Traveling waves for the diffusive Nicholson’s blowflies
equation. Appl. Math. Comput., 122(3):385–392, 2001.
[33] Y. Su, J. Wei, and J. Shi. Hopf bifurcations in a reaction-diffusion population
model with delay effect. J. Differential Equations, 247(4):1156–1184, 2009.
[34] Y. Su, J. Wei, and J. Shi. Bifurcation analysis in a delayed diffusive Nicholson’s
blowflies equation. Nonlinear Anal. Real World Appl., 11(3):1692–1703, 2010.
31
[35] Y. Su, J. Wei, and J. Shi. Hopf bifurcation in a diffusive logistic equation with
mixed delayed and instantaneous density dependence. J. Dynam. Differential
Equations, 24(4):897–925, 2012.
[36] J. Wei and M. Y. Li. Hopf bifurcation analysis in a delayed Nicholson blowflies
equation. Nonlinear Anal., 60(7):1351–1367, 2005.
[37] J. Wu. Theory and applications of partial functional-differential equations, volume
119 of Applied Mathematical Sciences. Springer-Verlag, New York, 1996.
[38] X. P. Yan and W. T. Li. Stability of bifurcating periodic solutions in a delayed
reaction-diffusion population model. Nonlinearity, 23(6):1413–1431, 2010.
[39] Y. Yang and J. W.-H. So. Dynamics for the diffusive Nicholson’s blowflies equa-
tion. Number Added Volume II, pages 333–352. 1998. Dynamical systems and
differential equations, Vol. II (Springfield, MO, 1996).
[40] T. Yi and X. Zou. Global attractivity of the diffusive Nicholson blowflies equa-
tion with Neumann boundary condition: a non-monotone case. J. Differential
Equations, 245(11):3376–3388, 2008.
[41] J. Zhang and Y. Peng. Travelling waves of the diffusive Nicholson’s blowflies
equation with strong generic delay kernel and non-local effect. Nonlinear Anal.,
68(5):1263–1270, 2008.
32
