This paper prese nts a unifi ed account of the theory of least square s and its adaptations to statis· tic al mode ls mo re compli cated than th e classical one. Firs t co mes a d e velopme nt of the prop e rties of weak ge ne ral ized matrix inve rses, a useful variant of th e more familiar pseudo·inverse. These properties are e mpl oyed in a proof of th e usual Gauss theorem, a nd in analyzin g th e case in whic h known linea r res traints are obeye d by the para me te rs. Anothe r situ ation treated is that of a s ingular varia nce-co variance matrix for the observati ons . Appli cations in clude the case of equi-co rrelated variabl es (i ncludin g es timation d es pite igno rance of th e co rre lation), lin ea r " res tra ints" s ubj ect to random error, and step wi se linear es timatio n.
Introduction and Summary
The aim of thi s pap er is to prese nt a unifie d account of the th eory of leas t squares, and in parti«ular to describe the necessary modifi cations whe n the customary statistical model is complicated in certain ways required for greater realism. The paper contain s (probably) new results, (probably) ne w proofs of known results, and a n (almost certainly) new overall treatment of the subject. Our hesitancy to make stro nger claims arises because many of the theore ms associated with least squares are part of the " folk-lore" of the fi eld , and because the rele vant literature is growin g rapidly and mu ch of it is " di sgui sed" in th e context of other branches of mathe matics or scie nce. The most closely related paper of which we are aware of is that of Rao [1962] ; our work was done independe ntly of his. (The relevance of the very rece nt paper of Chipman and Rao [1964] , whic h contains other refe re nces of interest, is detailed at the end of section 5.2.) Valuable summaries of various aspects of th e theory of least squares can be found in Deming [1943J, Plac kett [1949 [1943J, Plac kett [ , 1960 , Rao [1946] , and Scheffe [1959] .
The foundation of leas t-squares estimation theory is the well-known Gauss 2 theorem which can be proved in a numbe r of ways, e .g. , by linear vector space techniques as in Sc he ffe (op. cit) or by the method of Lagrange multipliers as in Plackett [1960] . We shall present a proof suggested by the properties of generalized inverses of matrices, an idea motivated quite ·Pa rl of thi s au thor's wor k was supp orte d by the Mathe matics Researc h Ce nt er, U.S. Arm y, Madi so n, Wi s. under Co ntract DA-II-Q22--Drd-20S9. This is a re vision an d ex t ens ion of Mat he matics fiesearcll Cent e r Technical ~eport 3 14, May 1962.
I Prese nt address: National Cance r Institut e, National In stitut es of Health, Hethesda. Md. , 20014. 2 The lit erature refe rs to Ga uss ' fundamental work as the Markov or th e Gauss-Ma rkuv theo re m. Sin ce Markov's cO lltribution co ns isted essential ly of brin gin g ali e nI ion 10 Ga uss' work. il does not appear necessary to hyph enat e the theore m wilh the name of J\· lar kov.
naturally by th e poss ible singularity of th e coe fficie nt matrix in th e usual normal equations . It will be s hown that anyone of a wider class of matrices, whi c h we call weak ge neralized inverses, can serve equally well. The prope rti es of weak ge ne ralized inve rses appear interes ting in th eir own ri ght; th ey are de veloped in section 2, are appli ed to th e de rivation of th e Gauss th eo re m in sec ti on 3, a nd are involved impli citly or expli citly throughout th e res t of th e pap er as well.
One complication of the cus tomary statis tical model whi c h ofte n arises in prac ti ce is the imposition of known lin ear restraints on th e parame ters. In sec tion 4 the Gauss theorem is extended to thi s case. For a careful a nalysis it is important to distingui sh clearly be tween artificial cons traints (imposed to obtain unique solution s) and " real" ones, and among the latte r class to exploit the distinc tion be tween those con strained functions whic h were es timable before the restraints were imposed and those which are estimable only by virtue of the res traints.
Another frequent complication, the possibility of a singular variance-covariance matrix for the observations, is discussed in section 5. It is s hown how thi s deviation from the " standard model" can be re placed by the adjunction of lin ear res traints, and vice versa. Models involving both kinds of complications are treated. Applications of the general theory are made to the case of equicorrelated variables (including the possibility of estimation in some cases despite ignorance of the correlation), and to the case of linear "restraints" subject to random e rror. The topic of stepwise linear estimation, which has aroused considerable inte rest rece ntly, is examined in section 5.5(cf. Fre und, Vail, and Clunies-Ross [1961] , Goldberger and 10ckems [1961] ).
The style of the paper represents a compromise between (1) the desire to have it serve as a useful lSI sLatistical reference as well as a vehicle of research communication, and (2) the need to avoid a length and prolixity which surely would induce "battle fatigue" in readers and authors alike. On the one hand, additional information and "sidelights" appear throughout as corollaries and informal remarks. Also, the more familiar matrix techniques have been used in preference to vector space concepts, at the cost of some awkwardness at points where the "linear geometry" approach is the really natural one. Proofs have been written out in fairly full detail (except for matrix-algebraic steps). It is hoped that these policies make the paper more valuable and accessible to a wider range of readers. On the other hand , it has been necessary to presuppose a rather mature grasp of matrix theory and manipulations. A serious expository gap (which we hope some colleague will fill) is the omission of any discussion of computational methods for the calculations required in utilizing the theory, and also the absence of concrete and non· trivial numerical examples. Inclusion of such material, though desirable for completeness, would have interrupted the logical pattern of the theoretical development.
It is a pleasure to acknowledge the many fruitful, often heated, but always stimulating discussions with J. M. Cameron (NBS Statistical Engineering Laboratory) which have continued over many years. Without his constant interest, this paper would never have been written. Colleagues at the Mathematics Research Center, whose helpful comments have influenced the present version of the material, include H. Reinhardt and J. C. Boot. We also acknowledge with thanks a constructive reading of our paper by T. N. E . Greville.
Weak Generalized Inverses
In this section we define weak generalized inverses and develop some of their properties. Let X be a p X n matrix. As a special case of what follows, we shall show that there exists an n X p matrix X+ with the properties 3 (a) XX+X =X The matrix X+ is unique (this will not be proved in the present paper) and is called the generalized inverse of X. Further details on this topic can be found in the excellent review paper by Greville [1959] . Sometimes X+ is called a pseudo·inverse or a Moore·Penrose inverse, the latter association referring to Moore [1935] who originally discovered its properties, and to Penrose LlY53J who later rediscovered and developed them further.
Our approach to thi s material is based on the following lemmas whose proofs (although simple) are given for completeness. LEMMA 1. Let A be a p X P symmetric matrix of rank q (q < p), and K a p X r matrix of rank r=p-q.
Then there exists a p X r matrix H with the properties If this matrix, together with C 1 = H(K' H)-I and C2 = 0, is substituted in the M -l formula given above, then it is easily verified that MM-l = I so that M is nonsingular and the proof is complete.
.. The symbol I will always denote an identity matrix of appropriate dimension.
: ' o We remark that the matrix C can be writte n e~p)icitly as
One verification employs the properties (2.3b) and (3 .12) of the "true C," whose existence is show n in Lemma 2, to check that using the indicated formula in the upper left block in M -l does in fa ct lead to MM-l = I . AnOlhp.T formula !lot requiri~g knowledge of H , and verifiabl e using (3.12b) and its consequence 
Furthermore C obeys (2.3b) for every H satisfying (2.2), and has the additional properties.
PROOF . For any H obeying H'A = 0 and det(H' K) 01= 0, it is easily verified that any symmetric p X P matrix C satisfying (2.3) mus t be a block of M -I placed as in the formula for M -I given in Lemma l. Furthermore, s uch a C does satisfy (2.3). Sin ce M de· pends only on K (i.e., not on the c hoice of H ), the same is true of M -I and therefore of C. Since CK = 0, pre· multiplication of (2.3b) by C yields CAC = C, whi ch implies tha t the rank of C is at most that of A. Since H'A = 0, postmultiplication of (2.3b) by A yields ACA = A , which implies that th e rank of A is at mos t that of C. Thus (2.4) is proved. sa It is interesting to observe, from eqs (2.2) through (2.4), that the relationship between the pairs (A, H) and (C, K) is symmetric. Also, property (2.4a) s hows that C e njoys properties (2. 1a) and (2 .1b) of A +. Since A and C are symme tri c, (2. 1c) a nd (2.1d) read
AC=CA.
(2.5)
This will certainly hold (by (2.3b)) if K = H, an allowable choice of K in accordance with (2.2) since de t(H' H) 01= 0 if H(P X r) is of rank r. Equation (2.5) will not hold in general,6 but we s hall not require it and so can permit ourselves the freedom of c hoosing K differe nt from H. The case q = p (i.e., A nonsingular) can be included by appropriate formal conventions concerning "vacuous blocks" in the bloc k matrix M and its inverse ; this will be assumed done whereve r appropriate, the result (by (2.4a)) being of course C=A-I.
The next lemma and its use in the following theorem are not strictly necessary for our purposes, but are included to round out the theory.
LEMMA 3. Let A be a symmetric p X P matrix. Then every symmetric p Xp matrix C related to A by (2 .4a) arises from some K as above.
PROOF. Let q and r be as above, and let H be any p X r matrix of rank r such that H'A = O. Let K(P X r) consist of r columns of J -AC in the same positions as r indepe ndent columns of H'. Since H'(l -A C) = H', it follows that H' K is nonsingular and thus that K has rank r . Also since C(l-AC) = 0, it follow s that CK = 0 and therefore K' C = O. To verify (2.3b) , first ~a From the last formula in footnote 5, we see that C is determined by K onl ), via KK'; e.g. C is unc hanged if K is replaced by so me (p X r) KL with LL ' = I .
e For a specific exa mpl e in which eq (2.5) fail s, la ke the row s of A to be (1, 0) a nd (0. 0), H' = (0 , I), K' = (1, I); the row s of C are (I, -I) and (-I, I).
observe that (2.4a) impli es (2.4b), so that the equation C(l-AC) = 0 proves J -AC to have rank not exceeding p-q=r. Thus th e columns of J -AC not in K are lin ear combination s of the co lumns of K , i. e., we can write / -AC=KE for some r X p matrix E. Then
and the refore
J-AC=K(H'K) -IH' ,
co mplet in g the proof.
No w le t X be a p X n matrix. A weak generalized inverse of X is an n X p matrix X -with th e first three of properties (2.1), i. e.,
The following theo re m, whi c h c haracterizes th e c las s of all weak ge neralized inverses of X, in particular establi s hes th e exis te nce of at leas t one s uc h inv erse. TH EO REM . L et X be a p X n matrix. The n X p matrix X-is a weak generalized inverse of X, if and only if X-= X'C for some C associated to A =XX' as in Lemma 2.
PROOF. First suppose X-=X'C with C associated to A as above. Prope rty (2.6a) reads ACX=X, and follows from (2 .3b) upon noting that H' AH = 0 impli es 7 H'X = O. Prop erty (2.6b) re ad s X'CAC=X'C and foll ows from (2.4a), while (2.6c) asserts th e sy mme try of X' CX and is a consequence of th e sy mm e try of C. To prove the converse, assume X -is a ny n X p matrix obeying (2.6). By (2.6b) and (2.6c),
We note in passing that with X -=X'C, X -obeys (2.1d) if and only if eq (2.5) holds. Thus (2.1d) holds if the choice K = H is made (this completes the proof that X has a generalized inverse X +), but as mentioned earlier we shall not have to impose this requirement.
In what follows the notations H, K, C, X -will have the same significance as in this section, A will stand for XX', and the notation X+ will be reserved for the generalized inverse. Note that X -and C need not be uniquely determined by X (although X + is), but dep e nd on the choice of K. 
Fundamental Gauss Theorem for Linear Estimation
The methods of least squares have bee n in use now for over 150 years. Gauss [1873] in 1821 (collected works 1873) is now credited with placing the method on a sound theoretical basis without any assumptions that the random variables follow a normal distribution. Gauss's contribution was for a time neglected until Markov [1912] "rediscovered" the work of Gauss. It should be noted that Legendre [1806] in 1806 was the first to publish the method of least squares, although apparently Gauss had known about it some years previous. For a more detailed historical introduction consult Merriman [1877] , Plackett [1949] , and Eisenhart [1964] .
In this section we apply the properties of the weak generalized inverse to obtain a proof of the Gauss theorem. The relevance of the generalized inverse to the theory of least squares has been noted by Bjerhammar [1951] , Greville [1960] , and Penrose [1956] . The fundamental result used in these papers is that for an over-determined system of linear equations X'b=y, the selection of b which minimizes the sum of squares of residuals, (y-X'b) '(y-X'b) , is given by b=(X')+y where (X') + is the generalized inverse of X'. It is easily verified using (2.1) that (X') + = (X+)" so that by (2.1a) and (2.1c)
i.e., b must be a solution of the usual normal equations Ab = Xy of least-squares theory. More recently Rao [1962] has used property (2.4a) to demonstrate some of the well-known results associated with minimum variance linear unbiased estimation.
Before stating the theorem we re view the central idea of an estimable parameter, cf. Bose [1944] . Let is th e n X n matrix wit h cov( Y;,Yj ) a s (i , ;)t h e nt ry.
Whether l = 0 (so that 0 is th e o nl y value of 8) or
[ =P 0 (so that 8 ass um es all real valu es), th is will be tru e if and only if c = 0 and d obeys th e sys te m (3.4).
Th e key idea is to seek a lin ear c hange of (random) 
r 2 , which is to be minimized by a proper c hoice of d s ubj ec t to (3.4).
Define an unknown n X I vec tor 0 by d = dl + 0, so th at Howev er, si nce d1 sa ti sfies (3.4) we have 9 We assu m e fo r th is mo tiv ation thai the di s tribution of }' is not conce ntrat e d 011 s ome lowe r dimensional subset of ",· dim e nsio nal s pace.
-----------which, since l =Xd, = ACl, is equival e nt to Since CXY is a solution of the normal equations, the general solution can be writte n
wh ere 7) is an arbitrary p X 1 vector suc h that A7) = O.
For any p X 1 vec tor z,
sati s fi es thi s co nditi on by (2 .4a), whil e co nversely any 7) obey ing A7) = 0 has th e form (/ -CA)z with z = 7).
It only remains to s how th a t th e soluti o ns ~ of th e normal eq uation s are precisely the vectors [3 whi c h minimize the quadratic form
For thi s purpos e se t [3 = ~ + 0 a nd observe 
and if H'l = 0 then by (2 .3b), (1-AC)l = 0 as well.
We observe in particular that the components of S are best estimates of the corresponding components of {3 if and only if these components are in fact estimable; by (3.4) this requires that every unit p X 1 vector, and thus every p X 1 vector, be a linear combination of the columns of X. In other words" S is an estimate of {3" makes sense only in the special case q = p, when C=A-'. The next corollary pertains to finding a solution of the normal equations by adjoining "dummy" quantities to obtai n a system of full rank. The system (3.10) is of full rank since its coefficient matrix is the M of Lemma 1 in section 2. Therefore the solution can be written
However since H'X = 0, the vector A. is identically zero. Since K has rank r, m can be written as K' z where z is a p X 1 vector; then the solution vector ~ is
z which is the general solution of the normal equations. It also follows that the fJ of (3.1O)'s solution satisfies (3.11), since K' fJ = m . It only remains to prove that (3.11)'s solution is unique,
i. e., that A + HK' is nonsingular. This is true since it can be directly verified using (2.3b), (2.3a), and (2.8) that
(3.12)
For situations in which a suitable K is known but a suitable H is not at hand, it may be desirable to replace (3.11) by an analogous sys tem not involving H .
Such a system is given by
which is satisfied by the S of (3.10)'s solution, and which has only one solution since
as can be directly verified using (2.3). Lacking H, one might still want to know C in order to check estimability by (3.9).
From the criterion (3.9) and the fact that K is of rank r, it follows that the elements of K' {3 are an independent set of nonestimable functions with the additional property that 
To prove the uniqueness, of 81, consider any estimable 81 = l;{3 such that l'fJ is the best estimate of 8,. Then by Corollary 1.1 H'l, =0, so that l, = A1) for some p X 1 vector 1). Also we must have
so that X'Cl=X'1) and therefore as asserted.
For completeness we include some known facts about the vector of residuals (where S is any solution of the normal equations 12) and II<' The uniqu e ness as se rlion require s the ass umpt iun mentioned in footnote 9. Note that a definite choice of C is assumed.
. the usefulness in es timating a 2 of its s quared length (the residual s um of squares)
COROLLARY 1.4: The residual vector is uncorrelated with the estimate of any estimable function; in fact 12a
Cov({3, 8) = O.
Furthermore we have
PROOF. The expected value of the residual vector is
we have
To prove the second assertion we use the general formula
for the mea n of a quadratic form, with
By the general formula trace (MIMf) = trace (M;M I)
where Ml and M2 are rectangular matrices of the same dimensions, we have
co mpleting the proof.
A final comment de als with th e maximum possible number of linearly indep e nd e nt non es timable para- AI] and so is also no nsingular. Th e p column s of N ar e th er efore the vectors " [" of coe ffi cie nts of p ind e pe nd e nt parametri c fun c tion s, which are all non estim ab le sin ce th e nonsingularity of H 'H impli es that no co lumn of
H'N = [H'H, H'h, H'h, . .. , H'h]
is th e zero vector.
Gauss Theorem With Given Restraints
Often experime ntal situations arise in which the parameters (compone nts of (3) are conn ec ted by kn own lin ear relations. It is not ge ne rally realized that so m e of th e lin ear form s whose values are prescr ibed by these give n restraints may be es timable with respect to the equ a tio ns of conditio n E (Y) = X' {3 where as before we assume X is p X n (p ~ n) and of rank q. In this sec tio n we di sc uss the appropriate exte nsion of th e Gauss theor e m when th ese equations of condition are supplemented by known lin ear constraints. It will be s hown that se veral applications of the "simple" Gauss th eor e m of sec tion 3 s uffice to reduce such problem s to purely matrix-theor etic questions.
We introduce the te rm pre-estimable to be used in this section for those param e tri c functions (lin ear in (3) which are estimable with resp ect to E(y) = X' {3 . The term estimable will refer to th e param e tric functions which are estimable with all th e give n information including the r es traints. Clearly every pre-estimable parameter is also es timable, but the converse need not hold; for example a nonpre-es timable function whose value is specified by one of the given constraints is obviously esti mabIe . W e will find it convenient to assume that the constraints have been brought into an "irreducible form" in a sense made precise in this and the next few paragraphs. Suppose the initially given restraints are
where L' is k X p with rank k, and iii is k X 1. The matrix L can be partioned into L = (LI, L 2) where Li is pXSi (k = SI + S2) with rank Sj such that LI' f3 = ml is nonpre-estimable and L/f3 = m2 is pre-estimable; i.e., H'LI has no zero column and H'L2 = 0_ Since H has rank r = p -q, we know that S2 ~ q. Furthermore from the remarks at the end of section 3, the maximum number of linearly independent nonpre-estimable restraints 13 When the given SI nonpre-estimable restraints L;f3 are such that the rank v of H 'LI is SI (equal to the number of non pre-estimable restraints) then these res traints will be termed irreducible restraints . Alternatively if the rank v of H'LI is < SI (smaller than the number of nonpre-estimable restraints) the restraints L;f3 will be 13 We will use th e term " res traint " to refer to a co ns train ed li ne ar form as well as to th e constraint equation it self.
14 S ince S is non singui ar, L;f3 = ml is log ically e quival e nt to 5' L;f3 = 5' m •.
WI For some non s ingular "X V matri x U. we ha ve F = "tV wh ere F(vxsd consists of v = kt independe nt rows_o~H'LI' Also_L'J! = FP , wh e re P is a k.xr matrix of rank k j • Then
called reducible restraints since it is then possible (as was just shown) to obtain pre-estimable restraints from them. Unless otherwise indicated the given restraints in this section will be denoted by with th e probl e m of findin g a b es t es timat e f o r (1* -K 2 d2 )' {3 subj ec t to (3. 1). By th e Gauss th eo re m of section 3, the uniqu e solution (as a funct io n of d2) is 
and the condition on d2 is that it be related to some d by (4.4). Thi s condition is, howe ver, automatically satisfied for any d2 , which can be seen as follow s.
First, the estimability of e implies that 1* can be writte n in at leas t one way in the form (4. S eco nd, the pre-estimability of K~{3 (i. e .; th e fact H'K2= 0) implies that K2= XB for so me n x k2 matrix B. Combining these observations gives (for any d2)
as desired.
The choices of d2 (now unres trained) whi c h minimize Q* are known by the Gauss theor e m to be precisely the vectors d2 = C*X*y* + (J -C* A*)z,
where z is an arbitrary k2 X 1 vector and C* is related to A* =X*(X*)' = KzCXX'CK2 = KzCK 2 (4.8)
as C is to A. We shall however show below that 1 -A*C* = 0, so that A* is nonsingular and the solution becom es uniquely
(4.9)
Substitutio n of (4.6) a nd (4.9) into (4 .3) gives the best es timate 0 as asserted in th e s tate me nt of th e th eore m.
S in ce K2 has lin early ind e pe nd e nt column s, we c an prove 1= A*C* by s ho wing that Then the ge neral form of th e vector S , suc h that the best estimate of every estimable l'f3 is l' S , is given by reduces to that of (4. 18).
Since the S of (4. 15) clearly obeys K! S = mi, and also (pre multiply S by CA) sati sfi es C{AS + K2A -XY} = 0 where (4.22) we find that S and A obey (4. 18). Thus the solution of (4.18), once it is proved uniqu e, mus t have th e form by (H;Kd-1 H; yield s f..t I = o. Thus every solution of (4.17) is a solution of (4.18), so (4.17) does not require furth e r discus sion. Note that the dummy variables p.,o and p.,1 are zero vectors in the solution.
It is trivial to c heck that any solution of (4.18) is al so a solution of (4.19). Thus the results for (4.16) through (4.19) will be proved once we show that (4.19) has a unique solution. The utility of (4.19) is that it is a smaller syste m than those preceding it. We write the first subsystem of (4.19) in the form To treat (4.20) we firs t use (4.14) to obtain and the n apply coronary 1.1 (see (3 .11a)) to th e s ys te m (4.21) to show th a t it s unique solution has 
PROOF. Firs t assum e II = [AC+ KI(H;KI) -IH;
]l and 61 = l;/3. Then Holl = 0, so 61 is estimable, and we have by direct ~alculation (using CAC = C, AH 1 = 0, K;C = 0) so that l' f3 is the best estimate of 61• To prove unique. ness, consider any estimable 61 = l;/3 such that l' fI is the best estimate of 61 for all ml and m2. Note with the aid of (2.2a), that det (H;K I ) =F-0 implies that [A, K I] has rank q + kl. Since Hb[A, K I] = 0 and Ho has rank p -(q + kd, it follows from BOll = 0 that II = Ad + Kldl for some vectors d and dl. Using ACX = X and ACK2 = K2 we obtain l.~a The un iqu e ne ss a ssert ion requires the a ss llmption me ntio ned in footn ote 9 .
Setting mi = K;/3 (i = 1, 2) and equating the coe ffi c ie nts of Y and f3 inl(/3 and l'{3 , we obtain
K2(K~CK2)-IK~ (d-Cl)=KI[(H;KI )-IH;l -d l] (4.26)

Multiplication of the second equation by H( lead s to
H;l = H;K1d1 and thus to as desired. Substitution of this into (4.26) yields a result which when substituted into (4.25) gives
X'(d-Cl)=O
implying that Ad = ACl as desired.
We turn now to the residual vector o = Y-X'~ and th e residual s um of squares S2 = 0'0. COROLLARY 2.4. The residual sum of squares can be written as and has the expected value where ~ 0 is the estimate ignoring the preestimable restraint K2/3 = m2 and PROOF. Th e residual sum of squares c an be writte n
However we have
and thu s From Corollary 1.4 of section 3 we have Substituting in (4.29) we obtain the desired result (4.28). It is possible to develop the extension of the Gauss theorem in a manner which leans more heavily on properties of the weak generalized inverse. However, the final form of the solution is not useful for practical applications. One possible advantage of this alternative approach is that there is no need to make a distinction between pre-estimable and nonpre-estimahIe functions. These results are contained in the following theorem. 
1-Xd=Lp =LL -Lp =LL -(1-Xd)
with L -any weak generalized inverse of L, so that
and a particular solution of (4.35) is p* = L -(1-Xd). Conversely if (4.37) is satisfied then p* provides a solution of eq (4.35) and we can take It has been shown that finding a best estimate of (j is equivalent to minimizing d'd _subje_ct to condition L'f3=m (4.32) (4.37), which can be rewritten as Xd= I with --This is analogous to the problem (treated in the proof Note that (5.2) co mbined with (5.1) results in of the Gauss theorem) of minimizing d'd subj ect to Xd=l, and so the unique solution is (4.39) from whic h eq (4.33) follows by substitution into (4.38). Still another approach to the material of the section can be based on the random variable Z defined by eq (4.36~. Namely, as regards the first and second moments with which least-squares theory is exclusively concerned, the model specified by E(y) = X' (3 and L' (3 = m is equivalent to the model
where In is the n X n identity matrix and Ok is the k X k zero matrix. Thus a model with linear restraints is equivalent to a "restraintless" model whic h however involves a sin' gular variance-covariance matrix. Least-squares estimation in such models is discu ssed in the next section .
Gauss Theorem With Arbitrary VarianceCovariance Matrix
Th e results of the previous sec tions were derived assuming that the vector of random variables Y' = (y" Y2, • • . , y,,) were uncorrelated and had co mmon variance; i.e., var Y = a 2 I . This section co nsiders some ramifications when var Y = a 2 V where V is a known n X n matrix with rank m (m ~ n). The case whe n m = n has been investigated by Aitken [1937] . His result is generalized to include the possibility of a singular variance-covariance matrix.
Preliminaries
Before di sc ussing th e exten sion of Aitken's results it will be conv e nie nt to r ecord the impli cations of having a singular variance-covariance matri x. When V is 'singular with rank m (m < n), then there will exist a n X s (s = n -m ) matrix F with rank s suc h that F' V = O. However, this also impli es that the s co mpone nts of F'Y have var F'Y = (F' VF)a 2 = 0 whicb is equivale nt to F'Y being equal to a constant. 17 Since E(y) = X' (3, we have as the value of this constant 
17The qualifying phra se "with probability one " should be add ed but we omi t s uc h distinctions.
That is, there are SI independe nt linear relc>.tions among (YI, Y2, ... , Y n) and S2 restraints among the (3 which are preestimable by virtue of H' (XF2) = o.
Another preliminary aspect of the problem is the existence of an n X n orthogonal matrix P such that P'VP=[~ ~J (5.4) where A is the m X m diagonal matrix whos e elements are the m nonzero characteristic roots of the symmetri c positive semidefinite matrix V. Let G be a n X m matrix such that the columns of G are the m (normalized) c harac teristic vectors of V; i.e .,
VG=GA, G'G=I
Then the orthogo nal matrix P In (5.4) can be tak en to be P = [F,G] ( 5.5) whe re F is the n X s matrix men ti oned previously, c hose n (as is possible) so that F'F=I and G'F=O. We also note that V+ is given by
V+=GA-IG'.
The necessary four properties (2. la-d) follow from
V +V = GA -'G'GAG' = GG' as G'G=I.
A frequently occurrin g case is when V2 = cV where c is a scalar. Th en it ca n readily be verified that the ge neralized inverse of V is V + = c-2 v.
Also there will be need for writing the matrix V+ as
V+= TT', T =GA-'/2 (5.7)
where A -1/ 2 denotes the matrix obtained from A by replacing the diagonal term s by the reciprocals of their posi tive square roots. Note also th a t T'VT = I .
Arbitrary Variance-Covariance Matrix
In thi s s ub sec tion we give some of the main results associated with an arbitrary variance-covariance matrix. The notation used will correspond to that of the preceding sections . PROOF. As in the proof of the Gauss theorem of section 3, obtai ning a bes t es timate ~' Y + c of () is equivalent to c hoosing an n X 1 vector ~, subject to X~ = I, so as to minimize
On the other hand , from the beginning of the proof of Theorem 3 we see that finding a bes t estimate in the model (5.8) Thus the theorem will be proved if we show how to PROOF. When V is nonsingular, the matrix F is null and V + = V -I, so thesesult follows from (5 .9). COROLLARY 4.2. Let X = XT have rank q. Then the minimum variance linear unbiased estimate of an estimable function is e = l'~ where
The matrix C is related to A = XX' = XY + x' and K by Le mmas 1 and 2; :k js a p X r (r = p -q) matrix of rank r such that det H'K =I' 0, and mo is an arbitrary r X 1 vector. _ PROOF. Since X = XT has rank q, H has the same relation to X as to X. Because H' K = 0, the restraints Given Ed', p'] we simply set ~ = Td + F2P; the second relation in (*) then follows from F' V = 0 and T' VT = I. Given ~, we e mploy the orthogonal matrix p= [F, G] = [F I , F2, G] to define an n X 1 vector (and thus define d and p) by
then we have The first requirement of (*) is satisfied because XF I = 0, and the second for the same reasons as above.
Finally, that the normal equations corresponding to the first lin e of (5.8) are given by (5 .9) follows from s ub stitution for the tilde quantities, together with TT'= V+. The first two sentences of the proof of corollary 4.2
show that if X = XT has rank q, then the class of preestimable functions is no! reduced in passing to the model (5.8). However it X has rank ·Wi < q) , thefl in passing to (5.8) °H is replaced by a p X r matrix H of rank r = p -ij such that if'x = O. Such a matrix can be obtained as if = [Ho , H] where lIo is an appropriate
It is desirable to have a system of equations for /3 (in Theore m 4) when F 2 is not null. Such systems can be obtained (and other information derived) by applying the material of section 4 to the model (5.8). In doing ~o it should be kept in mind that the re straints K' ~ = in must be sepa rated into those whIch are pre· estimable (this is the sole class when (j = q, as already noted), and those which are not; the latter mu st b e examined for irreducibility (see the paragraph preced· ing Theorem 2) and "reduced" if necessary. It is natural, as a next ste p, to consider a model which involves both the co mplications of linear restraints on the f3 and an arbitrary variance·covariance matrix Vcr 2 • This r equires no new extension of the theory, s in ce th e only addit ion is that of th e res traints K!f3 = mi (i = 1, 2) where K~ f3 re prese nt pre-es timable res traints. It is quite possible that sq.me of the res traints K'f3 co in cide with the restraints f5.'f3 in whic h case the dupli cate r es traints in K'd3 (or K'd3) may be dropp ed . Aside from this duplication one will then hav e the situation
which I S identical for purposes of estimating (J = [' f3 with ---
where t he tild e C-) quantities a re defin ed as in Th eorem 4. A formal proof is ob tain ed by applyin g Th eore m 4 to
Suppose for exa mple th a t X is of full rank (i .e., q = p) and that V is nons in gular (i.e., m= n), a nd co nsid er the model 17a
where K is a p X k matrix of rank k and m is a k X 1 vector, both consisting of known co nstants. By the prescription give n in the last paragrap h, and from the fact that m = n implies that K in Th eorem 4 is null, we see that an ap propriate /3 will be one for the model where C is related to i =XX' = XV -IX' as C is to A, and wh e re iJo is the uniqu e so lu tio n of ljio=XY.
Since A is p X P non singula r, we have
in agreeme nt with th e result obtained for thi s special case by Chipman and Rao [1964] .
Simplification of the Normal Equations
In th e mod el
E(y) =X'(3 ,
we will hav e XF = 0 (so th at th e normal equations are give n by (5. for some nonsin gular p X P matrix B. For, the first co ndition in (5 .1 2) yields X = MC' with M = B -'XCA -I , while the second yield s it with M = BXCA . Th e two conditi ons of (5.12) are logicall y equivalent, for t he firs t implies
(5. llb) while the second implies
where X=XT, Y=T'Y, and T=CA -I/2. C is of rank m = n and so T is n X n nonsingular, implying (since q = p ) that X is of rank p. Hen ce th e constraints K'f3 are all pre-estimable with respect to (5.llb), i. e. K = K2 in our previous notation. Applying (4.20), we see that we can take
In th e re st of thi s subsec t ion. use of t he s ymbol m both for th e rank of V (here m = n), a nd fo r the k x I vec tu r in (S.lla), should cause no confu s ion. F or the rest of this section we assume XF = 0 (i.e., X =XGG'), and ask when a simplification of the normal equations something like the one described above is possible. Note that X =XGG' implies q:%: m. If q = m we can partition 8' = [,8;, ,8~] where XI is qXn of rank q, X2 is rXn,,81 is qXl and,82 'is rX1. The normal equations become Without assuming X;X2 = 0, we can observe that Xz=X;N for some q X r matrix N and that A,=XIX; is q X q nonsingular; thus the first subsystem of (5 .13) can be solved for f3 I as and the second subsystem becomes
N'(B I -A,B;A11)A IN/3 2 =N'(BI -A ,B(A]I)XIY
which is to be solved for P 2. If in addition Xz has rank r (which requires r ~g), then N do~s too and one can first find the unique ,8J such that A I,81 =Xlt', ang then ~atisfy the secQnd subsystem by solving Nf3 2 =,81, i.e.
If q < m the situation is more complicated. This is illustrated by the following example (due to K. Goldberg, NBS) in which P = q = 1 and n = m = 2. Take X= [1, 0] and and we obtain the bounds -{n _1)-1 :%: P :%: 1. When either p =-{n _1)-1 or p = 1, a characteristic root will be zero and V will be singular. If the Yi are in creasing linear functions of one another, p will be equal to unity.
the sum of the elements in any row or column of V is zero. When p =I' 1 or p =I' (n -1)-1, V has an inverse which is given by
Therefore using (5.10) the normal equations can be written
( 5.16) where A =XX'. Th e co ndition s for eS limability of a parame tri c function only involve first mom e nts and hence are not de pend e nt on p. Le t 1 d e note an n X 1 vector of ones, so that J = 1 I'.
Since 1 and therefore n -I / 2 1 is a characteristic vector of V corresponding to the characteristic root Since G is square, G'G=J impli es GG' = I and therefore
MM' = i-n-IJ _
Also, in the notatio n of subsection 5.1,
so in applying Th eore m 4
The eq uation E(Y)=X'{3 of (5.8) th e refore becomes equivalent to
and it is readily verified that (5.17)
The unbiased estimates of any es timable 8 = I' (3 have the form
where d is an (n-l) X 1 vector, e is a scalar, and
First s uppose the rank of X =XM is less than th e rank q of X. This rank must be q -1. Then there exists an m x l vector h suc h that h 'X= I , and (5.20) yields 
Thus th e bes t es timate g( Now assume X =XM has th e sa me rank q as X. To minimize val ' [g(Y) ] , first treat e as fix ed ; as in the previous case we are led to the c hoice
where {3 is any solution of (5.21). Th e rank hypo thes is ilTJpli es that th e same H , a nd thus th e sa me K and c;, wQEk for XX' as for A, and so we may choose
The range of e in th e remaining minimization problem is that of all real numbers. To prove this. note that by the rank hypothesis l = Xdo for some (n -1) x l III A simpl e suffi cie nt condit ion for th e ex istence of such a vec tor h is th at th e colum ns of X all sum to some nonze ro consta nt k. That is, I 'X =~k l ' and thu s we Illay tuk e h = k-1 J.
vector do (i.e., each estimable form is also estimable with respect to (5.18)), and also X = XN for some matrix N, so that for any real number e !-Xle=Xd (d=do-Nle) as required by (5.20). The solution of the minimiza· tion problem is therefore
This is independent of p if and only if the numerator vanishes, i.e.,
with t3 as above.
COROLLARY 5.1. Let the deviations y* and X* be defined by Y*=MY = MM'Y, X*=XM'=XMM'. Then the quantity S2 = (y* -X*'t3 )'(y* -X*'t3)
has expectation
if a vector h exists for which h 'X = I'; otherwise the ex· and in that event the best estimate reduces to pectation ofS2 is
where t3 is a solution of At3 = XY. Note that I' CXI = 0 will hold for all estimable functions if and only if XI=O.
Before assembling these results (with a few more substitutions) into a formal theorem, we remark that XM has the same rank as
XMM'X' =X([-n -l])X' =X(I -n-l])2X',
and thus the same rank as the matrix X*=X [I-n -1 ] ] obtained from X by simply taking deviations from the mean, i.e.,
Thus when X* and X have the same rank, a solution of (5.21) can be obtained as
-(n _1)-1 < P < 1. If the rank q* ofX* =X[I -n -1 J) 
e., a vector hex· ists for which h'X = 1). When X has rank q, the ex· pectation is (n -q -1)(1-p)a-2 . These results immediately follow by applying corollary 1.4 of the Gauss theorem. Since
The problem arises as to what to do if there does not exist an h for which h'X = I' (i.e., if XM has the same rank q as X), p is unknown, and we wish to estimate an estimable function for which i'CXI f= O. Estimates of f) = i' /3 can be obtained if we are willing to consider the alternate estimation problem where After pre multiplication by the nonzero 1 Xp vector 1 'X' , th e firs t equation can be solved for A. to ob tain
and th en the normal equations for {3 alone are obtained
Alternatively, we can apply Theorem 2 to the model give n by (5.23) and the restraint l' X',B = 1 'Y. Since X has the s ame rank as X, H has the same relation to X as to X. Thus, by Lemmas 1 and 2, the matrices K and C are the same for X as for X. Here HI and KI are null, while Ho and Ko correspond to Hand K, reo spectively. The result of applying Theorem 2 is given next as another theore m ; note that the es timate 8 = l' ~ coi ncides with that given in Th eor e m 5 wh e n l' CXl = 0 :
where -(n -1)-1 < P < 1, the parameter p is unknown, and X = XM has the same rank as X, the best estimate co nditional on 1 'X',B = l ' Y of the estimable fun ctio n 8 = l',B is given by
COROLLARY 6.1. The qua ntity
where X*=X(I-n -IJ ) and Y*=(I-n -IJ)Y, has the co nditional expectation
PROOF. W e firs t observe that s o that E(S211'y) can be found by applying Corollary 2.4 to the model consisting of (5.23) and the restraint 1 'X',B = 1 'Y. Here k2 = 1, n is replaced by n-1 since X is p X (n-1), and (T2 is replaced by (1-p)(T2.
This proof also shows, by (4.27) , that S2 can be written as
Two Stage Least Squares
An applicatio n of Theorem 4 arises in two !' ; tage leas t squares estimation which has recently been discussed by Freund, Vail, and Clunies·Ross (1961) and Goldberger and Jockems (1961) . W e s hall con· s ider so me furt her generaliz ations and di scuss the matter more fully . Consid e r th e mod el (5.25) where Xi are Pi X n matri ces and ,Bi are P i X 1 vec tors for i = 1, 2. Instead of considering th e full model, in the first stage we ignore ,132 variables and take E(y)=X/,BI. Then the normal equation s will yield the solution (5.26) where C is related to X1X/ as C is to A. where C2 is related to X2 VX2 as is C to A.
S uppose 8 = l;,BI + l2,B2 is es timable in th e full model.
The n (see (3.4)) there exi sts a n n X 1 vec tor d suc h th at X;d = l;(i = 1,2), and so 8 1 = l;,B1 is es tim able in th e firs t· stage mod el. Its bes t es tim a te in that model is and in the full mod el The procedure to be described involves adding a term to 81 to obtain a n unbiased es timate 81 of 81• Clearly thi s will be pos sible only if 81 is in fact esti· mabIe in th e full mod el. W e th e refore are led to determin e what condition on the partition [X;, Xf] will e ns ure that 81 = l;,B1 is es timable in the full model whe never 8 = l',B is. First suppose the partition has thi s property . Since the rows of X',B are estimable in the full model, the same must hold for the rows of X{,BI and thu s for the rows of By (3.4) there is an nXn matrix B such that XIB=O and X2B = X2. XIB = 0 implies that B = VB I for some PI Xn matrix B I, and so X2VB 1 =X2. An unbiased estimate of (}I in the full model can now be given as Since () and (}I are estimable in the full model, the same is true of so that for some n X 1 vector d2• From this and (5.30) it can be verified that is an estimate (therefore the best estimate) of (}2 in the second-stage model, and also an unbiased estimate of (}2 in the full model.
It has been shown that an unbiased estimate of the estimable function is gIven by 0= 01+02= L;/' 3 J + l;S 2, where (5.31)
The solutions (5.31) can be shown by substitution to satisfy the normal equations of the full model, and so 0 is the minimum variance linear unbiased estimate of ().
For the same reason, oi=lIS i is the best estimate of (}i = lif3i in the full model. obeys val' (m) = VIIl(J'2. Further it is assumed that the restraints K;f3 are nonpre-estimable functions and K;f3 are pre-estimable functions with respect to the observational equations E(y) = X' {3. It is desired to perform estimation subject to the additional conditions K/ S = m;, i.e ., to fit the new data so that the quantit-ies K'f3 are exactly equal to m. We may assume without loss of generality that K~K2 = I and that the restraints K;f3 are irreducible. It will be convenient to introduce the expression undisturbed to refer to those estimable functions () = [' f3 whose best estimate 0 = l'S is not altered by the requirement that S be chosen to satisfy K'S = m.
Not all estimable functions are undisturbed in general; for example we have no freedom in choosing 0 when () is a linear combination of the rows of K;f3. The subclass of the estimable functions, consisting of those which are undisturbed, is a matter of choice and its selection would presumably depend on the problem at hand, but it should not contain any nonzero linear combinations of the rows of K;f3. (If for example there is skepticism concerning the prior information, then this subclass would chosen to include, so far as possible, those functions for which a minimum variance estimate is of particular importance.) The class of undisturbed functions may be chosen, of the maximum possible dimension, equations other than AS =XY. Thus () The estimate assigned to (J= /31 + /32, which IS not a linear combination of the rows of L'/3, is () = {3 1 + {3 2 = m2 + Y2 and has variance 7 2 (T2 + (T2, whereas the best estimate of () in the original mod el is YI +Y2 with variance 2(T2.
Thus the requirement K'{3 = m2 decreases or increase s the variance of th e estimate of () according as 7 < 1 or 7 > 1, i.e., according as th e prior measureme nt of
