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We study the Griess algebra generated by three Ising vectors e, f ,
and g in a CFT type vertex operator algebra V with V1 = 0 such
that 〈e, f 〉 = 〈e, g〉 = 132 . We call such a conﬁguration of cen-
tral 2A-type. Under this assumption, we show that there are only
5 possible structures of Griess algebras and they correspond ex-
actly to the Griess algebras GVB(nX) of the ﬁve VOA VB(nX) , nX ∈
{1A,2B,3A,4B,2C}, constructed by Höhn–Lam–Yamauchi.
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1. Introduction
Let V =⊕ n0Vn be a vertex operator algebra (VOA) with dim(V0) = 1 and V1 = 0. In this case,
the weight 2 subspace V2 has a commutative non-associative product deﬁned by a · b = a(1)b for
a,b ∈ V2 and it has a symmetric invariant bilinear form 〈·,·〉 given by 〈a,b〉1 = a(3)b (= b(3)a) for
a,b ∈ V2 [FLM]. The algebra (V2, ·, 〈·,·〉) is often called the Griess algebra. An element e ∈ V2 sat-
isfying e · e = 2e is called an Ising vector if the sub-VOA generated by e is isomorphic to the simple
Virasoro VOA L( 12 ,0) of central charge
1
2 . In [Mi], the basic properties of Ising vectors have been stud-
ied. Miyamoto also gave a simple method to construct involutions in the automorphism group of a
VOA V from Ising vectors. We will call these automorphisms Miyamoto involutions. When V is the fa-
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the 2A-involutions of the Monster group and Ising vectors in V  (see also [Hö]). This correspon-
dence gives an approach to study certain mysterious phenomena associated with 2A-involutions of
the Monster group by using the theory of VOA. In particular, many problems about 2A-involutions in
the Monster group can be translated into questions about Ising vectors. For example, the McKay’s ob-
servation on the aﬃne E8-diagram has been studied in [LYY] using Miyamoto involutions and certain
VOA generated by 2 Ising vectors were constructed. There are 9 different cases. Because of their con-
nection to the 6-transposition property of the Monster group (cf. [LYY, Introduction]), these VOA are
denoted by U1A,U2A,U2B ,U3A,U3C ,U4A,U4B ,U5A , and U6A where 1A,2A, . . . ,6A are the conjugacy
classes of the Monster. In [Sa], Griess algebras generated by 2 Ising vectors contained in a VOA with a
positive deﬁnite invariant form over R are classiﬁed. There are 9 possible cases, and they correspond
exactly to the Griess algebra GUnX of the 9 VOA UnX , for nX ∈ {1A,2A,2B,3A,3C,4A,4B,5A,6A}.
Therefore, there is again a correspondence between the dihedral subgroups generated by two 2A-
involutions, up to conjugacy and the Griess sub-algebras generated by 2 Ising vectors in V  , up to
isomorphism.
In [HLY], the {3,4}-transposition property of the Baby Monster simple group and McKay’s
E7-observation were studied. Along with other results, certain VOA generated by three Ising vec-
tors e, f , and g are constructed with the assumption that the sub-VOA generated by e and f and
the sub-VOA generated by e and g are both isomorphic to U2A . They obtained ﬁve VOA, which are
denoted by VB(nX) for nX ∈ {1A,2B,3A,4B,2C}, where 1A,2B,3A,4B,2C are the label of McKay’s
E7-diagram and they are also used to denote some conjugacy classes of the Baby Monster simple
group. In this article, we will study Griess algebras generated by three Ising vectors e, f , and g such
that the sub-VOA generated by e and f and the sub-VOA generated by e and g are both isomorphic
to U2A . We say that such a conﬁguration is of central 2A-type because the Miyamoto involution τe
is central in the subgroup generated by τe, τ f , and τg , and τe is in the conjugacy class 2A if e, f , g
are contained in V  . Under this assumption, we will show that there are only 5 possible structures
of Griess algebras and they correspond exactly to the Griess algebra GVB(nX) of the ﬁve VOA VB(nX) ,
nX ∈ {1A,2B,3A,4B,2C}, constructed in [HLY].
2. Preliminary
In this section, we ﬁx notation and recall several basic deﬁnitions. Our notation for vertex operator
algebras is standard [FLM]. Let V = (V , Y ,1,ω) be a vertex operator algebra. Then V =⊕n∈ZVn with
Vn = 0 for n suﬃciently small and Y (v, z) = ∑n∈Z v(n)z−n−1 is the vertex operator associated with
v ∈ V . The element 1 ∈ V0 is the vacuum element and ω ∈ V2 is the Virasoro element. We also denote
ω(n+1) by L(n). An element v ∈ Vn is said to be homogeneous of weight n and we write wt v = n. For
a homogeneous v , we have v(m)Vn ⊂ Vn+wt v−m−1, that is, the operator v(m) has weight wt v −m− 1.
Deﬁnition 2.1. Let (V , Y ,1,ω) and (Vˆ , Yˆ , 1ˆ, ωˆ) be VOA. A homomorphism f : V → Vˆ is a linear map
satisfying f (1) = 1ˆ, f (ω) = ωˆ, and f (Y (v, z)u) = Yˆ ( f (v), z) f (u) for all u, v in V . An isomorphism is
a homomorphism which has an inverse homomorphism. An automorphism is an isomorphism from a
VOA to itself. We denote the set of all automorphisms of (V , Y ,1,ω) by Aut(V ).
Deﬁnition 2.2. A VOA V =⊕n∈Z Vn is said to be of CFT type if Vn = 0 for n < 0 and dim V0 = 1.
Deﬁnition 2.3. A bilinear 〈〈·,·〉〉 form on V is said to be invariant (or contragredient, see [FHL]) if
〈〈
Y (a, z)u, v
〉〉= 〈〈u, Y (ezL(1)(−z−2)L(0)a, z−1)v〉〉 (2.1)
for any a,u, v ∈ V .
The following theorem is proved in [Li].
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symmetric invariant (Deﬁnition 2.3) bilinear form 〈〈·,·〉〉 of (V , Y ,1,ω) satisfying 〈〈1,1〉〉 = 1.
The next proposition is also well-known (cf. Theorem 8.9.5 of [FLM]).
Proposition 2.5. Let (V , Y ,1,ω) be a VOA of CFT type such that V1 = 0. Then the weight 2 space G := V2
has a commutative (non-associative) algebra structure deﬁned by the product,
a · b := a(1)b (= b(1)a). (2.2)
Moreover, there is a symmetric bilinear form 〈·,·〉 deﬁned by
〈a,b〉1 := a(3)b (= b(3)a), a,b ∈ V2. (2.3)
The bilinear form is invariant in the sense that for all a,b, c ∈ V2 , 〈a · b, c〉 = 〈a,b · c〉. In addition, the bilinear
form 〈·,·〉 agrees with the invariant form deﬁned in Theorem 2.4, i.e., 〈a,b〉 = 〈〈a,b〉〉 for all a,b ∈ V2 .
Deﬁnition 2.6. The algebra G = GV = (V2, ·, 〈·,·〉) in Proposition 2.5 is called the Griess algebra of V .
An automorphism of G is an automorphism of linear space that preserves the product and the bilinear
form. The group of all automorphisms of G is denoted by Aut(G). By Deﬁnition 2.1 and Proposition 2.5,
it is clear that f ∈ Aut(V ) implies f |G ∈ Aut(G).
Deﬁnition 2.7. Let (V , Y ,1,ω) be a VOA of CFT type with V1 = 0. An element e ∈ V2 is called a
conformal vector with central charge c.c.(e) = c if
e(1)e = 2e and e(3)e = c2 . (2.4)
Theorem 2.8. (See [Mi, Lemma 5.1].) An element e is a conformal vector with central charge c if and only if
L˜i := e(i+1) satisfy the Virasoro algebra relations
[L˜m, L˜n] = (m− n)L˜m+n + δm+n,0m
3 −m
12
c.
Notation 2.9. For constants c,h ∈ C, let L(c,h) be the irreducible highest weight L(c,0)-module of
central charge c and highest weight h. It is known (see [FZ, p. 163]) that L(c,0) has a natural simple
VOA structure. This VOA is often called the simple Virasoro VOA of central charge c.
Deﬁnition 2.10. A conformal vector e is called an Ising vector if c.c.(e) = 12 and the sub-VOA
(Vir(e), Y ,1, e) generated by e is simple, that is, Vir(e) ∼= L( 12 ,0).
Remark 2.11. Let e ∈ V be an Ising vector. Then the sub-VOA Vir(e) ∼= L( 12 ,0) is a rational VOA (i.e., all
admissible (admit grading) Vir(e)-modules are completely reducible) and it has exactly 3 irreducible
modules L( 12 ,0), L(
1
2 ,
1
2 ), and L(
1
2 ,
1
16 ) (cf. [DMZ,Mi]).
Deﬁnition 2.12. For a given VOA (V , Y ,1,ω), an Ising vector e ∈ V , and a constant h ∈ {0, 12 , 116 },
let Ve(h) be the sum of all irreducible Vir(e)-submodules of V isomorphic to L( 12 ,h). Then we have
(by [Mi])
V = Ve(0) ⊕ Ve
(
1
2
)
⊕ Ve
(
1
16
)
.
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τe :=
{
1 on Ve(0) ⊕ Ve( 12 ),
−1 on Ve( 116 ).
(2.5)
Let V τe be the ﬁxed point subspace of τe in V , i.e.,
V τe := {v ∈ V ∣∣ τe(v) = v}= Ve(0) ⊕ Ve
(
1
2
)
. (2.6)
Deﬁne a linear map σe : V τe → V τe by
σe :=
{
1 on Ve(0),
−1 on Ve( 12 ).
(2.7)
It was proved in [Mi] that τe and σe are automorphisms of V and V τe , respectively.
Theorem 2.13. (See [Mi, Theorem 4.7 and Theorem 4.8].) Let e be an Ising vector of a VOA V . Then the map τe
deﬁned in Deﬁnition 2.12 is an automorphism of V . Moreover, for any ρ ∈ Aut(V ), we have ρτeρ−1 = τρ(e) .
On the ﬁxed point sub-VOA V τe , we have σe ∈ Aut(V τe ). In addition, for any  ∈ Aut(V τe ), we have
σe
−1 = σ(e) .
Proposition 2.14. (Cf. [Ma,Mi,Sa].) For any Ising vector e ∈ G , we have an orthogonal decomposition
G = Ge0 ⊕ Ge2 ⊕ Ge1
2
⊕ Ge1
16
,
where Geh := {a ∈ G | e · a = ha}. Moreover, G ∩ Ve(0) = Ge0 ⊕ Ge2 , G ∩ Ve( 12 ) = Ge1
2
, G ∩ Ve( 116 ) = Ge1
16
.
The next lemma follows immediately from the deﬁnitions of τe and σe .
Lemma 2.15. Let e be an Ising vector of VOA V . For any x ∈ G , we have the decomposition x = x0 +
x2 + x 1
2
+ x 1
16
, where xh ∈ Geh . Then, x 116 =
1
2 (x − τe(x)), x 12 =
1
2 (
1
2 (x + τe(x)) − σe( 12 (x + τe(x)))), and
x2 = 4〈e, x〉e. Moreover,
e · x = 8〈e, x〉e + 1
22
(
1
2
(
x+ τe(x)
)− σe
(
1
2
(
x+ τe(x)
)))+ 1
25
(
x− τe(x)
)
.
If τe(x) = x, then we have e · x = 8〈e, x〉e + 122 (x− σe(x)).
From now on, we will assume the following condition.
Assumption (I). Let (V , Y ,1,ω) be a VOA of CFT type over R. Suppose that V1 = 0 and the invariant
bilinear form deﬁned in Theorem 2.4 is positive deﬁnite.
Remark 2.16. Let V be a VOA satisfying Assumption (I). Then the bilinear form 〈·,·〉 deﬁned on G = V2
(see Proposition 2.5) is also positive deﬁnite. In particular, the Cauchy–Schwartz inequality holds:
〈a,a〉〈b,b〉 〈a,b〉2, and 〈a,a〉〈b,b〉 = 〈a,b〉2 if and only if a and b are linearly dependent, i.e., a = rb
for some r ∈R or b = 0. In particular, if a and b are conformal vectors such that 〈a,b〉 = 〈a,a〉 = 〈b,b〉,
then a = b.
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Ising vector e.
The next theorem is important to our discussion. The proof can be found in Theorem 6.3 of [Mi].
Theorem 2.18 (Norton inequality). Let V be a VOA satisfying Assumption (I). Then for all a,b in G = V2 , we
have
〈a · a,b · b〉 〈a · b,a · b〉.
In particular, if a,b are idempotents in G , then 〈a,b〉 = 〈a · a,b · b〉 〈a · b,a · b〉 0.
3. Griess algebra generated by 2 Ising vectors
In [Sa], Griess algebras generated by 2 Ising vectors in a VOA satisfying Assumption (I) are classi-
ﬁed. There are 9 cases and the structures of these Griess algebras are determined (see also Table 3
of [IPSS]).
Notation 3.1. For g1, g2 ∈ Aut(G), deﬁne Gp〈g1, g2〉 to be the subgroup generated by g1 and g2. For
g ∈ Aut(G), S ⊂ G , deﬁne g · S to be the subset {g(x) | x ∈ S} ⊂ G . For any G < Aut(G) and S ⊂ G , set
G · S := {g(x) | x ∈ S, g ∈ G} ⊂ G .
Notation 3.2. Let V be a VOA satisfying Assumption (I). Let x0, x1 be Ising vectors in V2. Let D :=
Gp〈τx0 , τx1 〉 be the dihedral group generated by τx0 , τx1 and ρ := τx1τx0 . Set I0 = D · x0, I1 = D · x1
and I = I0 ∪ I1.
Lemma 3.3. (Cf. [Sa, Lemmas 4.1 and 4.2].) Let V , x0 , x1 , I0 , I1 and I be deﬁned as in Notation 3.2. Then
(1) |I0| = |I1|;
(2) I0 = I1 if and only if n = |I0| is odd. In this case, x1 = ρ(n+1)/2(x0);
(3) |I| 6 and (τx0τx1 )|I| = 1 as an automorphism of V .
Theorem 3.4. (Cf. [Sa,IPSS].) Let V be a VOA satisfying Assumption (I). Let x0, x1 be Ising vectors in V2 and let
I0, I1 and I be deﬁned as in Notation 3.2. Then the Griess sub-algebra G generated by x0 and x1 in GV = V2
is isomorphic to one of the following 9 algebras: GU1A , GU2A , GU2B , GU3A , GU3C , GU4A , GU4B , GU5A ,
and GU6A . Moreover, I = I0 ∪ I1 is the set of all Ising vectors in G unless G ∼= GU2A , GU4B , or GU6A . If
G ∼= GU2A,GU4B , or GU6A , then the number of Ising vectors in G is equal to |I0 ∪ I1| + 1.
The structures of the 9 algebras can be summarized as follows.
(1) GU1A . In this case, x0 = x1 , and hence G = SpanR{x0} and dimG = 1. Therefore, I = I0 = I1 = {x0}. The
multiplication and the bilinear form are given by x0 · x0 = 2x0 and 〈x0, x0〉 = 122 .
(2) GU2A . In this case, τx0 (x1) = x1 , τx1 (x0) = x0 , 〈x0, x1〉 = 0. Let x2 := σx0(x1). ThenG = SpanR{x0, x1, x2}
and dimG = 3. In addition, I0 = {x0}, I1 = {x1} and there are 3 Ising vectors in G . The multiplication and
the bilinear form are given by
xi · x j = 122 (xi + x j − xk) and 〈xi, x j〉 =
1
25
for {i, j,k} = {0,1,2}.
Note also that τxi = id on G and σxi (x j) = xk for {i, j,k} = {0,1,2}.
We call the ordered set (x0, x1, x2) a normal GU2A basis.
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In addition, I0 = {x0}, I1 = {x1}, and there are exactly 2 Ising vectors in G . The multiplication and the
bilinear form are given by
xi · x j = 0 and 〈xi, x j〉 = 0 for i = j. (3.1)
Note that both τxi and σxi act trivially on G . We call (x0, x1) a normal GU2B basis.
(4) GU3A . In this case, τx0 and τx1 generate a symmetric group S3 and 〈x0, x1〉 = 13210 . Let x2 := τx0 (x1)
and u := 26
33·5 (2x0 + 2x1 + x2 − 24x0 · x1). Then, u is a conformal vector of central charge 45 , G =
SpanR{x0, x1, x2,u} and dimG = 4. For {i, j,k} = {0,1,2}, the multiplication and the bilinear form are
given by
xi · x j = 124 (2xi + 2x j + xk) −
135
210
u,
xi · u = 232 (2xi − x j − xk) +
5
24
u,
u · u = 2u,
and
〈xi, x j〉 = 13210 , 〈x0,u〉 =
1
24
, 〈u,u〉 = 2
5
.
Moreover, we have τxi (x j) = xk, τxi (u) = u and I = I0 = I1 = {x0, x1, x2} is the set of all Ising vectors
in G .
For i ∈ {0,1,2}, the ﬁxed point sub-algebra Gτxi has dimension 3 and is spanned by xi, x j + xk and u.
Moreover we have
σxi (x j + xk) = −
3xi
24
+ x j + xk
22
+ 135u
27
and σxi (u) =
2xi
32
+ 8(x j + xk)
32
− u
22
.
We call the ordered set (x0, x1, x2,u) a normal GU3A basis.
(5) GU3C . In GU3C , τx0 and τx1 generate a symmetric group S3 and 〈x0, x1〉 = 128 .
Let x2 := τx0 (x1). Then, G = SpanR{x0, x1, x2} and dimG = 3. The multiplication and the bilinear form
are given by
xi · x j = 125 (xi + x j − xk) and 〈xi, x j〉 =
1
28
,
where {i, j,k} = {0,1,2}. In this case, we also have τxi (x j) = xk and I = I0 = I1 = {x0, x1, x2} is the set
of all Ising vectors in G .
The ﬁxed point sub-algebra Gτxi has dimension 2 and is spanned by xi and x j + xk. Moreover we have
σxi (x j + xk) = x j + xk. We call (x0, x1, x2) a normal GU3C basis.
(6) GU4A . In GU4A , τx0 and τx1 generate a Klein’s 4-group and 〈x0, x1〉 = 127 .
Let x2 := τx1 (x0), x3 := τx0 (x1) and μ := x0 + x1 + 13 x2 + 13 x3 − 2
5
3 x0 · x1 . Then μ is a conformal vector
of central charge 1 and G = SpanR{x0, x1, x2, x3,μ}. The dimension of G is 5 and the multiplication and
the bilinear form are given as the following.
For k ≡ i+ 2 (mod 4), the pair (xi, xk) forms a normal GU2B basis. The product structure and the bilinear
form between xi and xk are then shown as in GU2B .
For j ≡ i + 1 (mod 4), {i, j,k, l} = {0,1,2,3}, we have
xi · x j = 15 (3xi + 3x j + xk + xl − 3μ) and 〈xi, x j〉 =
1
7
. (3.2)2 2
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xi · μ = 123 (5xi − 2x j − xk − 2xl + 3μ) and 〈xi,μ〉 =
3
25
. (3.3)
We also have
μ · μ = 2μ and 〈μ,μ〉 = 1
2
. (3.4)
Moreover, τxi (x j) = xl, τxi (xl) = x j for j ≡ i + 1 (mod 4), l ≡ i − 1 (mod 4) and τxi (μ) = μ for i ∈{0,1,2,3}. In this case, I0 = {x0, x2}, I1 = {x1, x3}, and there are exactly 4 Ising vectors in G .
The ﬁxed point sub-algebra Gτxi has dimension 4 and is spanned by xi , xk, μ and x j + xl , where k ≡
i + 2 (mod 4), j ≡ i + 1 (mod 4) and l ≡ i − 1 (mod 4). In addition,
σxi (x j + xl) = −
xi
22
− xk
22
+ x j + xl
2
+ 3μ
22
,
σxi (μ) =
xi
2
+ xk
2
+ (x j + xl) − μ2 .
We call the ordered set (x0, x1, x2, x3,μ) a normal GU4A basis.
(7) GU4B . In GU4B , τx0 and τx1 generate a Klein’s 4-group and 〈x0, x1〉 = 128 . Let x2 := τx1 (x0), x3 := τx0 (x1),
and x := −x0 − x1 + x2 + x3 + 25x0 · x1 . Then x is an Ising vector and G = SpanR{x0, x1, x2, x3, x}. The
dimension of G is 5.
The multiplication and the bilinear form are given as the following.
For k ≡ i+2 (mod 4), the triple (xi, xk, x) forms a normal GU2A basis for G{xi, xk}, and hence the product
structure and the bilinear form between xi , xk, x are shown as in GU2A .
For j ≡ i + 1 (mod 4), {i, j,k, l} = {0,1,2,3}, we have
xi · x j = 125 (xi + x j − xk − xl + x) and 〈xi, x j〉 =
1
28
.
Moreover, we have τxi (x j) = xl, τxi (xl) = x j for j ≡ i + 1 (mod 4), l ≡ i − 1 (mod 4) and τxi (x) = x for
i ∈ {0,1,2,3}. In this case, I0 = {x0, x2}, I1 = {x1, x3} and there are 5 Ising vectors in G .
The ﬁxed point sub-algebra Gτxi has dimension 4 and is spanned by xi , xk, x and x j + xl , where k ≡
i + 2 (mod 4), {i, j,k, l} = {0,1,2,3}. Moreover we have
σxi (x j + xl) = (x j + xl) +
xk
22
− x
22
.
We call the ordered set (x0, x1, x2, x3, x) a normal GU4B basis.
(8) GU5A . In GU5A , τx0 and τx1 generate a dihedral group of order 10. Let x2 := τx1 (x0), x3 := τx2 (x1), x4 :=
τx0 (x1), and ν := −x0 − x1 + x2 + x3 + 25x0 · x1 . Then G = SpanR{x0, x1, x2, x3, x4, ν} and dimG = 6.
In this case, the vector ν is ﬁxed by τxi for all i ∈ {0,1,2,3,4}. The multiplication and the bilinear form
are given as the following.
For j ≡ i ± 1 (mod 5), {i, j,k, l,m} = {0,1,2,3,4},
xi · x j = 126 (3xi + 3x j − xk − xl − xm) + 2ν.
For k ≡ i ± 2 (mod 5), {i, j,k, l,m} = {0,1,2,3,4},
xi · xk = 16 (3xi − x j + 3xk − xl − xm) − 2ν.2
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xi · ν = 7211 (x j − xk − xl + xm) +
7
24
ν.
We also have
ν · ν = 5
2 · 7
218
(x0 + x1 + x2 + x3 + x4).
For j = i, we have
〈xi, x j〉 = 329 , 〈xi, ν〉 = 0, 〈ν,ν〉 =
53 · 7
221
.
Moreover, τxi (x j) = xm, for j + m ≡ 2i (mod 5) and τxi (ν) = ν for i ∈ {0,1,2,3,4}. In this case, I =
I0 = I1 = {x0, . . . , x4} and there are exactly 5 Ising vectors in G .
The ﬁxed point sub-algebra Gτxi has dimension 4 and is spanned by xi , ν , x j + xm and xk + xl where
j ≡ i + 1 (mod 5), m ≡ i − 1 (mod 5), k ≡ i + 2 (mod 5) and l ≡ i − 2 (mod 5). Moreover we have
σxi (x j + xm) =
x j + xm
23
+ 7(xk + xl)
23
− 16ν,
σxi (xk + xl) =
7(x j + xm)
23
+ xk + xl
23
+ 16ν,
σxi (ν) =
−7(x j + xm)
29
+ 7(xk + xl)
29
− 3
4
ν.
We call the ordered set (x0, x1, x2, x3, x4, ν) a normal GU5A basis.
(9) GU6A . In GU6A , (τx0τx1 )3 = 1, and τx0τx1 (x0) = x1 . Let x2 := τx1 (x0), x3 := τx2 (x1), x4 := τx3 (x2), x5 :=
τx0 (x1), x := x0 + x2 − 22x0 · x2 and u := 2
6
33·5 (2x0 + 2x2 + x4 − 24x0 · x2). Then x is an Ising vector and
u is a conformal vector of central charge 45 . Moreover, we have G = SpanR{x0, x1, x2, x3, x4, x5, x,u} and
dimG = 8. The multiplication and the bilinear form are given as the following.
For k ≡ i + 2 (mod 6), m ≡ i − 2 (mod 6), the quadruple (xi, xk, xm,u) forms a normal GU3A basis. For
l ≡ i + 3 (mod 6), the triple (xi, xl, x) forms a normal GU2A basis. Hence their structures are shown as in
GU3A and GU2A .
For j ≡ i + 1 (mod 6), {i, j,k, l,m,n} = {0,1,2,3,4,5,6}, we have
xi · x j = 125 (xi + x j − xk − xl − xm − xn + x) +
45
210
u and 〈xi, x j〉 = 5210 . (3.5)
Moreover, x · u = 0 and 〈x,u〉 = 0. In this case, I0 = {x0, x2, x4}, I1 = {x1, x3, x5} and there are 7 Ising
vectors in G .
The ﬁxed point sub-algebra Gτxi has dimension 6 and is spanned by xi , xl , x, u, x j + xn, xk + xm, where
l ≡ i+3 (mod 6), j ≡ i+1 (mod 6), n ≡ i−1 (mod 6), k ≡ i+2 (mod 6), m ≡ i−2 (mod 6). Moreover
we have
σxi (x j + xn) =
xi
24
+ xl
22
+ (x j + xn) + xk + xm22 −
x
22
− 45u
27
.
We call the ordered set (x0, x1, x2, x3, x4, x5, x,u) a normal GU6A basis.
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Notation 4.1. Let S be a subset of G = V2, we use GS to denote the (Griess) sub-algebra generated
by S . For example, G{x, y} denotes the (Griess) sub-algebra generated by x and y.
Deﬁnition 4.2. Let V be a VOA satisfying Assumption (I) and let e, x0, x1 be Ising vectors in V2. The
set {e, x0, x1} is said to be of central 2A-type if G{e, x0} ∼= G{e, x1} ∼= GU2A .
The following lemma can be found in [HLY], which is proved by Matsuo [Ma].
Lemma 4.3. Suppose that V is a VOA satisfying Assumption (I). Let x0 , x1 , x2 and e be Ising vectors of V such
that (x0, x1, x2) forms a normal GU2A basis. Then it is impossible that G{e, xi} ∼= GU2A for all i = 0,1,2.
In [HLY], certain VOA generated by 3 Ising vectors of central 2A-type are constructed. There are
5 cases and they are denoted by VB(1A) , VB(2B) , VB(3A) , VB(4B) , and VB(2C) . We denote their Griess
algebras by GVB(nX) .
The next theorem is the main theorem of this article, which shows that there are only ﬁve possible
structures for Griess algebra generated by 3 Ising vectors of central 2A-type.
Theorem 4.4. Let V be a VOA satisfying Assumption (I) and let e, x0, x1 be Ising vectors of central 2A-type.
Then the Griess sub-algebra G generated by e, x0 , x1 is isomorphic to one of the following algebras.
(1) GVB(1A) . In this case, G{e, x0} ∼= G{e, x1}. Then G is generated by e and x0 . By our assumption, G is
isomorphic to GU2A in the previous section and dimG = 3.
(2) GVB(2B) . The algebra GVB(2B) is isomorphic to the Griess algebra of V+√2A2 . In this case, G = GVB(2B) =
SpanR{e, f , f ′, g, g′,h} and dimG = 6, where (e, f , f ′), (e, g, g′), (h, f , g), and (h, f ′, g′) form normal
GU2A bases of G{e, x0}, G{e, x1}, G{ f , g}, and G{ f ′, g′}, respectively. In addition, (e,h), ( f , g′), and
( f ′, g) form normal GU2B basis for G{e,h}, G{ f , g′}, and G{ f ′, g}, respectively. The multiplication and
the bilinear form can be obtained via the structures of GU2A and GU2B (cf. Fig. 1).
(3) GVB(2C) . In this case, x0 and x1 generate GU4B and G = GU4B in the previous section with e = x. The
dimension of G is 5 (cf. Fig. 3).
(4) GVB(3A) . In this case, x0 and x1 generate GU6A or GU3A and G is isomorphic to GU6A as described in the
previous section with e = x and dimG = 8 (cf. Fig. 2).
(5) GVB(4B) . In this case, x0 and x1 generate GU4A . Let (x0, x1, x2, x3,μ) be a normal GU4A basis and yi :=
τe(xi). Then y2 ∈ Gτx0 and let e′ := σx0(y2). The sub-algebra G{x0, y1} is also isomorphic to GU4A . Let
μ′ ∈ G{x0, y1} such that (x0, y1, x2, y3,μ′) forms a normal GU4A basis. Then,
G = SpanR
{
e, e′, x0, x1, x2, x3, y0, y1, y2, y3,μ,μ′
}
with an extra relation x0 + x1 + x2 + x3 + y0 + y1 + y2 + y3 − e − e′ − 32μ− 32μ′ = 0. The dimension
of G is 11. Elements e, e′, x0, x1, x2, x3, y0, y1, y2, y3 are Ising vectors and μ, μ′ are conformal vectors
with central charge 1.
The structures can be summarized as follows (cf. Fig. 4).
• The ordered sets (x0, x1, x2, x3,μ), (y0, y1, y2, y3,μ), (x0, y1, x2, y3,μ′), and (y0 , x1, y2, x3,μ′)
form normal GU4A bases.
• The triples (e, xi, yi) and (e′, xi, y j) form normal GU2A bases for i ∈ {0,1,2,3}, j ≡ i + 2 (mod 4).
• The pair (e, e′) forms a normal GU2B basis.
• The remaining structures are listed below.
μ · e = 0, μ · e′ = 0, μ′ · e = 0, μ′ · e′ = 0, μ · μ′ = 0,
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〈μ, e〉 = 0, 〈μ, e′〉= 0, 〈μ′, e〉= 0, 〈μ′, e′〉= 0, 〈μ,μ′〉= 0.
In addition, we have
τe(μ) = μ, τe
(
μ′
)= μ′, τe′(μ) = μ, τe′(μ′)= μ′,
and
σe(μ) = μ, σe
(
μ′
)= μ′, σe′(μ) = μ, σe′(μ′)= μ′.
5. Proof of the main theorem
In this section, we will give a proof for our main theorem (Theorem 4.4).
Notation 5.1. Let x′0 := σe(x0) and x′1 := σe(x1). Then (e, x0, x′0) and (e, x1, x′1) form normal GU2A bases
for G{e, x0} and G{e, x1}.
By Theorem 3.4, there are 9 possibilities for G{x0, x1}. We will analyze each case in details.
Case 1. G{x0, x1} ∼= GU1A
In this case, x0 = x1. Then G{e, x0, x1} = G{e, x0} = GU2A . This algebra is isomorphic to GVB(1A) .
Case 2. G{x0, x1} ∼= GU2A
Lemma 5.2. Let h := σx0 (x1) = x0 + x1 − 22x0 · x1 . Then 〈e,h〉 = 0 or 122 .
Proof. Since τe is trivial on G{x0, x1, e} = G , we have τe(h) = h and Gp〈τe, τh〉 ·{h} = {h}. Hence G{e,h}
is isomorphic to GU1A , GU2A or GU2B by Theorem 3.4.
Since (x0, x1,h) forms a normal GU2A basis for G{x0, x1} and G{e, x0} ∼= G{e, x1} ∼= GU2A by our
assumption, G{e,h} cannot be isomorphic to GU2A by Lemma 4.3. Hence we have G{e,h} ∼= GU2B or
GU1A , i.e., 〈e,h〉 = 0 or 122 . 
Lemma 5.3.We have 〈x0, x′1〉 = 〈e,h〉. Hence 〈x0, x′1〉 = 0 or 122 .
Proof. Since x′1 = σe(x1) = e + x1 − 22e · x1, we have
〈
x0, x
′
1
〉= 〈x0, e + x1 − 22e · x1〉= 〈x0, e〉 + 〈x0, x1〉 − 22〈x0, e · x1〉
= 1
25
+ 1
25
− 22〈e, x0 · x1〉 = 1
25
+ 1
25
− 〈e, x0 + x1 − h〉
= 1
25
+ 1
25
− 1
25
− 1
25
+ 〈e,h〉 = 〈e,h〉
as desired. 
Proposition 5.4. (1) If 〈e,h〉 = 1
22
, then G{e, x0, x1} ∼= GU2A .
(2) If 〈e,h〉 = 0, then dimG{e, x0, x1} = 6 and G{e, x0, x1} ∼= GVB(2B) .
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Proof. (1) When 〈e,h〉 = 〈x0, x′1〉 = 122 , we have e = h and x0 = x′1 by Remark 2.16. Therefore
G{e, x0, x1} = G{e, x′1, x1} ∼= GU2A .
(2) When 〈e,h〉 = 〈x0, x′1〉 = 0, we have G{e,h} ∼= G{x0, x′1} ∼= GU2B . Set f := x0, g := x1, f ′ := x′0,
g′ := x′1. We have a normal GU2A basis ( f , g,h) for G{x0, x1} = G{ f , g} and normal GU2B bases (e,h)
and ( f , g′) for G{e,h} and G{ f , g′}, respectively. Since τe is trivial on G , we can apply σe to the
normal GU2A basis ( f , g,h) to get another normal GU2A basis ( f ′, g′,h) and apply σe to the normal
GU2B basis ( f , g′) to get a normal GU2B basis ( f ′, g). Therefore, there are 4 normal GU2A bases and
3 normal GU2B bases. The structure is summarized in Fig. 1. In Fig. 1, any three collinear points form
a normal GU2A basis and any 2 points not joined by a line form a normal GU2B basis.
Hence G = SpanR{e,h, f , f ′, g, g′} is closed under multiplication. This algebra is isomorphic to
GVB(2B) .
To prove that {e,h, f , f ′, g, g′} is linearly independent, we can compute det(〈ai,a j〉) for ai ∈
{e,h, f , f ′, g, g′}. By computer, we verify that det(〈ai,a j〉) = 33217 = 0. Hence GVB(2B) have dimen-
sion 6. 
Case 3. G{x0, x1} ∼= GU2B
In this case, we have
〈
x0, x
′
1
〉= 〈x0, e + x1 − 22e · x1〉= 〈x0, e〉 + 〈x0, x1〉 − 22〈x0, e · x1〉
= 1
25
+ 0− 22〈e, x0 · x1〉 = 1
25
.
That is to say, G{x0, x′1} is isomorphic to GU2A . Moreover, it is easy to see that G{e, x0, x1} =G{e, x0, x′1} since G{e, x1} = G{e, x′1} ∼= GU2A . Hence, by Case 2, we have G{e, x0, x1} = G{e, x0, x′1} ∼=GVB(2B) .
Case 4. G{x0, x1} ∼= GU3A
Let x2 := τx0 (x1) and u := 2
6
33·5 (2x0 + 2x1 + x2 − 24x0 · x1). Then (x0, x1, x2,u) forms a normal GU3A
basis and
〈e, x2〉 =
〈
τx1(e), τx1(x2)
〉= 〈e, x0〉 = 1
25
.
Hence G{e, x2} ∼= GU2A . Let x′2 := σe(x2). Then (e, x2, x′2) forms a normal GU2A basis.
Lemma 5.5.We have τxiσe = σeτxi and τxi = τx′i for any i = 0,1.
Proof. Since τx1 ﬁxes e, we have τx1σeτx1 = στx1 (e) = σe , which implies τx1σe = σeτx1 . Therefore, τx1 =
σeτx1σe = τσe(x1) = τx′ . Similarly we also have τx0σe = σeτx0 and τx0 = τx′ . 1 0
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Lemma 5.6. The set Gp〈τx0 , τx′1 〉 · {x0, x′1} = {x0, x1, x2, x′0, x′1, x′2}.
Proof. By Lemma 5.5, τx′1 (x0) = τx1 (x0) = x2, τx0 (x2) = x1, and Gp〈τx0 , τx′1 〉 · {x0} = {x0, x1, x2}. More-
over,
Gp〈τx0 , τx′1〉 ·
{
x′1
}= Gp〈τx0 , τx′1〉 · {σe(x1)}
= σe ·
(
Gp〈τx0 , τx′1〉 · {x1}
)
= σe · {x0, x1, x2}
= {x′0, x′1, x′2} (5.1)
and thus we have the desired result. 
Lemma 5.7. For any i, j ∈ {0,1,2}, x′i = x j .
Proof. Clearly, xi = x′i since G{xi, x′i} ∼= GU2A . Suppose x′i = x j for some i = j. Then G{xi, x′i} =G{xi, x j} ∼= GU3A by our assumption. It is absurd since G{xi, x′i} ∼= GU2A . 
Proposition 5.8.We have G{x0, x1, e} ∼= GU6A ∼= GVB(3A) .
Proof. By Lemmas 5.6 and 5.7, there are at least 6 distinct Ising vectors in G{x0, x′1} and henceG{x0, x′1} ∼= GU6A by Theorem 3.4. By Lemma 5.6, we have {x0, x1, x2, x′0, x′1, x′2} ⊂ G{x0, x′1} and thus
e ∈ G{x1, x′1} ⊂ G{x0, x′1}. Hence the Griess algebra G{x0, x′1} contains G{x0, x1, e} and G{x0, x1, e} =G{x0, x′1} = SpanR{x0, x′1, x2, x′0, x1, x′2, e,u} ∼= GU6A . This algebra is isomorphic to GVB(3A) . The struc-
ture is shown in Fig. 2, where three collinear points joined by a solid line form a normal GU2A basis
and the vertices of a dotted triangle form a normal GU3A basis with u. 
Case 5. G{x0, x1} ∼= GU3C
Let x2 := τx1 (x0), x′2 := σe(x2) = e + x2 − 22e · x2. As in (5.5), we also have τxi = τx′i for i = 0,1,2.
Then, 〈
x0, x
′
1
〉= 〈x0, e + x1 − 22e · x1〉
= 〈x0, e〉 + 〈x0, x1〉 − 22〈e, x0 · x1〉
= 1
25
+ 1
28
− 22
〈
e,
1
25
(x0 + x1 − x2)
〉
= 1
25
+ 1
28
− 22 · 1
25
(
1
25
+ 1
25
− 1
25
)
= 1
5
.2
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τx1 (x0) = x2 = x0. That is a contradiction. Hence there is no such Griess algebra.
Case 6. G{x0, x1} ∼= GU5A
Let (x0, x1, x2, x3, x4, ν) be a normal GU5A basis. Since τx1 · {e, x0} = {e, x2}, G{e, x2} is isomorphic
to G{e, x0} ∼= GU2A . Similarly G{e, xi} is isomorphic to GU2A for all i = 0,1,2,3,4.
Lemma 5.9. Let yi := σe(xi) = e + xi − 22xi · e. Then Gp〈τx0 , τy1 〉 · {x0} = {x0, x1, x2, x3, x4}, and
Gp〈τx0 , τy1 〉 · {y1} = {y0, y1, y2, y3, y4}.
Proof. As in Lemma 5.5, we have τxi = τyi for i = 0,1,2,3,4. Hence Gp〈τx0 , τy1 〉 · {x0} = Gp〈τx0 , τx1 〉 ·{x0} = {x0, x1, x2, x3, x4}, and Gp〈τx0 , τy1 〉 · {y1} = Gp〈τx0 , τx1 〉 · {σe(x1)} = σe · (Gp〈τx0 , τx1 〉 · {x1}) =
σe · {x0, x1, x2, x3, x4} = {y0, y1, y2, y3, y4}. 
Lemma 5.10. For i, j ∈ {0,1,2,3,4}, we have yi = x j .
Proof. Suppose yi = x j for some i, j. Then G{xi, yi} ∼= G{xi, x j}. Since G{xi, yi} ∼= GU2A and G{xi, x j} ∼=
GU5A for i = j, we must have i = j and G{xi, xi} ∼= GU1A . It is also absurd. 
Therefore, G{x0, x′1} has at least 10 distinct Ising vectors. That is impossible by Theorem 3.4. Hence
there is no such Griess algebra.
Case 7. G{x0, x1} ∼= GU6A
Let (x0, x1, x2, x3, x4, x5, e′,u) be a normal GU6A basis of G{x0, x1}. Since τe ﬁxes x0 and x1, it also
ﬁxes all elements in G{x0, x1}.
Lemma 5.11. Set yi := σe(xi). Then
(1) 〈x0, y1〉, 〈x0, y2〉 ∈ { 13210 , 5210 } and
(2) 〈x0, y3〉 ∈ { 122 , 125 ,0}.
Proof. As in (5.5), we have τxi = τyi for i = 0,1,2,3,4,5. Hence Gp〈τx0 , τy1 〉 · {x0} = {x0, x2, x4},
which has 3 elements. So by Theorem 3.4, G{x0, y1} is isomorphic to GU3A , GU3C or GU6A . How-
ever, G{x0, y1} GU3C because G{x0, y1} ⊃ G{x0, x2, x4} ∼= GU3A (or by Case 5).
Similarly, Gp〈τx0τy2 〉 · {x0} = {x0, x2, x4} and G{x0, y2} is also isomorphic to GU3A or GU6A . Hence
by Theorem 3.4, we have
〈x0, y1〉, 〈x0, y2〉 ∈
{
13
210
,
5
210
}
. (5.2)
On the other hand, Gp〈τx0 , τy3 〉 · {x0} = Gp〈τx0 , τx3 〉 · {x0} = {x0}, which has 1 element. Therefore,
G{x0, y3} is isomorphic to GU1A , GU2A or GU2B by Theorem 3.4 and we have
〈x0, y3〉 ∈
{
1
22
,
1
25
,0
}
.  (5.3)
Lemma 5.12. Let e′ be deﬁned as above. Then 〈e, e′〉 = 12 and hence e = e′ .2
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〈x0, y1〉 =
〈
x0, e + x1 − 22e · x1
〉
= 1
25
+ 5
210
− 22〈e, x0 · x1〉
= 1
25
+ 5
210
− 22
〈
e,
1
25
(
x0 + x1 − x2 − x3 − x4 − x5 + e′
)+ 45
210
u
〉
by (3.5)
= 1
25
+ 5
210
− 22
(
1
25
(
2
25
− 4
25
+ 〈e, e′〉)+ 45
210
〈e,u〉
)
= 45
210
− 1
23
〈
e, e′
〉+ 45
28
〈e,u〉,
〈x0, y3〉 =
〈
x0, e + x3 − 22e · x3
〉
= 1
25
+ 1
25
− 22〈e, x0 · x3〉
= 1
4
− 22
〈
e,
1
22
(
x0 + x3 − e′
)〉
= 1
4
− 1
25
− 1
25
+ 〈e, e′〉
= 〈e, e′〉, (5.4)
and
〈x0, y2〉 =
〈
x0, e + x2 − 22e · x2
〉
= 1
25
+ 13
210
− 22〈e, x0 · x2〉
= 1
25
+ 13
210
− 22
〈
e,
1
24
(2x0 + 2x2 + x4) − 45
210
u
〉
= 45
210
− 1
4
(
2 · 1
25
+ 2 · 1
25
+ 1
25
)
+ 45
28
〈e,u〉
= 5
210
− 45
28
〈e,u〉.
So we have
5
210
− 〈x0, y2〉 = 45
28
〈e,u〉 = 〈x0, y1〉 − 45
210
+ 1
23
〈
e, e′
〉= 〈x0, y1〉 − 45
210
+ 1
23
〈x0, y3〉.
Therefore, we have
〈x0, y3〉 = −23〈x0, y1〉 + 50
27
− 23〈x0, y2〉.
Since 〈x0, y1〉, 〈x0, y2〉 ∈ { 1310 , 510 },2 2
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27
− 23〈x0, y2〉 = 3
24
,
1
22
, or
5
24
.
Thus, we have 〈x0, y3〉 = 122 by (5.3) and 〈e, e′〉 = 〈x0, y3〉 = 122 by (5.4). That implies e = e′ and
x0 = y3 by Remark 2.16. 
In the proof above, we also proved the following.
Lemma 5.13. For i = 0, . . . ,5 and j ≡ i + 3 (mod 6), we have y j = xi .
Proposition 5.14. The Griess algebra G{e, x0, x1} is isomorphic to GU6A ∼= GVB(3A) .
Proof. Since G{e, x0, x1} = G{e′, x0, x1} = G{x0, x1} ∼= GU6A , we have the desired result (see Fig. 2). 
Case 8. G{x0, x1} ∼= GU4B
Notation 5.15. Set x2 := τx1 (x0), x3 := τx0 (x1). Then by the structure of GU4B (Theorem 3.4), we have
G{x0, x1} = SpanR{x0, x1, x2, x3, e′} where (x0, x1, x2, x3, e′) forms a normal GU4B basis.
Lemma 5.16. Let bi := σe(xi) = e + xi − 22e · xi . Then Gp〈τx0 , τb1 〉 · {x0,b1} = {x0, x2,b1,b3}. Therefore,
G{x0,b1} ∼= GU4A or GU4B and 〈x0,b1〉 = 127 or 128 .
Proof. By Lemma 5.5, we have τxi = τbi for i = 0,1,2,3. Hence for i = 1,3, τbi (x0) = τxi (x0) = x2,
and bi = x0, x2. Moreover, Gp〈τx0 , τb1 〉 · {x1} = Gp〈τx0 , τx1 〉 · {x1} = {x1, x3}, and Gp〈τx0 , τb1 〉 · {b1} =
Gp〈τx0 , τx1 〉 · {σe(x1)} = σe · (Gp〈τx0 , τx1 〉 · {x1}) = σe · {x1, x3} = {b1,b3}. Thus Gp〈τx0 , τb1 〉 · {x0,b1} ={x0, x2,b1,b3}, which have 4 distinct elements. Hence by Theorem 3.4, we have the lemma. 
Lemma 5.17. Let e′ be deﬁned as in Notation 5.15. Then 〈e, e′〉 ∈ { 1
22
, 1
25
,0}.
Proof. Since τe is trivial on G , Gp〈τe, τe′ 〉 · {e′} = {e′} and G{e, e′} is isomorphic to GU1A , GU2A or
GU2B by Theorem 3.4. Hence 〈e, e′〉 ∈ { 122 , 125 ,0}. 
Lemma 5.18. Let e′ and b1 be deﬁned as in Notation 5.15 and Lemma 5.16. Then e = e′ and 〈x0,b1〉 = 128 .
Proof. By deﬁnition,
〈x0,b1〉 =
〈
x0, e + x1 − 22e · x1
〉
= 1
25
+ 1
28
− 22〈e, x0 · x1〉
= 1
25
+ 1
28
− 22
〈
e,
1
25
(
x0 + x1 − x2 − x3 + e′
)〉
= 1
25
+ 1
28
− 1
23
(
1
25
+ 1
25
− 1
25
− 1
25
+ 〈e, e′〉)
= 9
28
− 1
23
〈
e, e′
〉
.
Then, by Lemma 5.17, we have 〈x0,b1〉 = 928 − 123 〈e, e′〉 ∈ { 128 , 125 , 928 } and thus 〈x0,b1〉 = 128 and
〈e, e′〉 = 1
22
by Lemma 5.16. It implies e = e′ by Remark 2.16. 
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Proposition 5.19. The Griess algebra G{e, x0, x1} is isomorphic to GU4B ∼= GVB(2C) .
Proof. Since e = e′ , we have G{e, x0, x1} = G{e′, x0, x1} = G{x0, x1} is isomorphic to GU4B . This Griess
algebra is GVB(2C) . The conﬁguration is given in Fig. 3, where three collinear points form a normal
GU2A basis and the 4 vertices of the dotted square and e form a normal GU4B basis. 
Case 9. G{x0, x1} ∼= GU4A
Notation 5.20. Let (x0, x1, x2, x3,μx) be a normal GU4A basis for G{x0, x1}. Since τe is trivial on G ,
τe(μx) = μx and σe(μx) is well-deﬁned.
Set μy := σe(μx) and let yi := σe(xi) = e+ xi −22e · xi . We can apply σe to the normal GU4A basis
(x0, x1, x2, x3,μx) to get a new normal GU4A basis (y0, y1, y2, y3,μy).
As in Lemma 5.5, we have
σeτxi = τxiσe and τxi = τyi for i = 0,1,2,3. (5.5)
Lemma 5.21.We have G{x0, y1} ∼= GU4A and G{y0, x1} ∼= GU4A .
Proof. For i = 1,3, τyi (x0) = τxi (x0) = x2, and thus yi = x0, x2 for i = 1,3. In addition, Gp〈τx0 , τy1 〉 ·{x1} = Gp〈τx0 , τx1 〉 · {x1} = {x1, x3}, and Gp〈τx0 , τy1 〉 · {y1} = Gp〈τx0 , τx1 〉 · {σe(x1)} = σe · (Gp〈τx0 , τx1 〉 ·{x1}) = σe · {x1, x3} = {y1, y3}. Thus Gp〈τx0 , τy1 〉 · {x0, y1} = {x0, x2, y1, y3}, which have 4 distinct ele-
ments. Hence by Theorem 3.4, G{x0, y1} is isomorphic to GU4A or GU4B and
〈x0, y1〉 ∈
{
1
27
,
1
28
}
.
By Norton inequality (Theorem 2.18), we have
〈e,μx〉 = 1
4
〈e · e,μx · μx〉 1
4
〈e · μx, e · μx〉 0.
Therefore,
〈x0, y1〉 =
〈
x0, e + x1 − 22e · x1
〉
= 1
25
+ 1
27
− 22〈e, x0 · x1〉
= 1
25
+ 1
27
− 22
〈
e,
1
25
(3x0 + 3x1 + x2 + x3 − 3μx)
〉
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25
+ 1
27
− 1
23
(
3
25
+ 3
25
+ 1
25
+ 1
25
− 3〈e,μx〉
)
= 1
27
+ 3
23
〈e,μx〉
 1
27
.
Hence we have
〈x0, y1〉 = 1
27
and 〈e,μx〉 = 0. (5.6)
Thus G{x0, y1} is isomorphic to GU4A . Similarly, G{y0, x1} ∼= GU4A , also. 
Notation 5.22. By (5.5), τx0 (y1) = τx0σe(x1) = σeτx0 (x1) = σe(x3) = y3, and τy1 (x0) = τx1 (x0) = x2.
Therefore, by the structure of GU4A , there is a conformal vector μ0 of central charge 1 such that
(x0, y1, x2, y3,μ0) forms a normal GU4A basis for G{y0, x1}. Similarly, there is a conformal vector μ1
of central charge 1 such that (y0, x1, y2, x3,μ1) forms a normal GU4A basis for G{y0, x1}. Note that
τe(μi) = μi for all i ∈ {0,1, x, y} since τe is trivial on G .
Lemma 5.23.We have σe(μ1) = μ0 , and σe(μ0) = μ1 .
Proof. By the structure of GU4A , we have
σe(y0 · x1) = σe(y0) · σe(x1) = x0 · y1 = 1
25
(3x0 + 3y1 + x2 + y3 − 3μ0).
On the other hand,
σe(y0 · x1) = σe
(
1
25
(3y0 + 3x1 + y2 + x3 − 3μ1)
)
= 1
25
(
3x0 + 3y1 + x2 + y3 − 3σe(μ1)
)
.
It implies σe(μ1) = μ0 and σe(μ0) = μ1. 
Lemma 5.24.We have 〈e,μi〉 = 0 for i ∈ {0,1, x, y}.
Proof. To compute 〈e,μi〉, we use the equation
〈e, x0 · y1〉 =
〈
e,
1
25
(3x0 + 3y1 + x2 + y3 − 3μ0)
〉
= 1
25
(
3
25
+ 3
25
+ 1
25
+ 1
25
− 3〈e,μ0〉
)
= 1
27
− 3
25
〈e,μ0〉.
By associative rule,
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=
〈
1
22
(e + x0 − y0), y1
〉
= 1
22
(
1
25
+ 1
27
− 1
27
)
= 1
27
.
It implies 1
27
− 3
25
〈e,μ0〉 = 127 and 〈e,μ0〉 = 0. Similarly we have 〈e,μ1〉 = 0. Combining these results
with (5.6), we have the lemma. 
Lemma 5.25. The sub-algebras G{x0, y2}, G{x1, y3}, G{x2, y0} and G{x3, y1} are isomorphic to GU2A .
Proof. We ﬁrst note that
〈x0, y2〉 =
〈
x0, e + x2 − 22e · x2
〉= 1
25
+ 0− 22〈e, x0 · x2〉 = 1
25
.
Similarly we have
〈x0, y2〉 = 〈x1, y3〉 = 〈x2, y0〉 = 〈x3, y1〉 = 1
25
. (5.7)
Hence, G{x0, y2}, G{x1, y3}, G{x2, y0} and G{x3, y1} are isomorphic to GU2A . 
Lemma 5.26. For all i ∈ {0,1,2,3}, j ∈ {x, y,0,1}, we have
〈xi,μ j〉 = 325 and 〈yi,μ j〉 =
3
25
.
Proof. We compute
〈x0 · y0, y1〉 =
〈
1
22
(x0 + y0 − e), y1
〉
= 1
22
(
1
27
+ 1
27
− 1
25
)
= − 1
28
,
and
〈x0 · y0, y1〉 = 〈x0, y0 · y1〉
=
〈
x0,
1
25
(3y0 + 3y1 + y2 + y3 − 3μy)
〉
= 1
25
(
3
25
+ 3
27
+ 1
25
+ 1
27
− 3〈x0,μy〉
)
= 5
210
− 3
25
〈x0,μy〉.
Therefore, 510 − 35 〈x0,μy〉 = − 18 and 〈x0,μy〉 = 35 .2 2 2 2
C.H. Lam, C.S. Su / Journal of Algebra 374 (2013) 141–166 159By the same calculations, we have
〈x0 · y0, x1〉 = − 1
28
,
〈x0 · y0, x1〉 = 〈x0, y0 · x1〉 = 5
210
− 3
25
〈x0,μ1〉,
and then 〈x0,μ1〉 = 325 . The other equality can be proved by the same method. 
Notation 5.27. Set e0 := σx0 (y2) and e1 := σx1 (y3).
Proposition 5.28. The triples (e0, x0, y2), (e0, y0, x2), (e1, x1, y3), (e1, y1, x3), (e, x0, y0), (e, x1, y1),
(e, x2, y2) and (e, x3, y3) form normal GU2A bases. Moreover,
〈xi, e0〉 = 〈xi, e1〉 = 〈xi, e〉 = 〈yi, e0〉 = 〈yi, e1〉 = 〈yi, e〉 = 125 for i ∈ {0,1,2,3}. (5.8)
Proof. By deﬁnition, (e, xi, yi) forms a normal GU2A basis for i ∈ {0,1,2,3}. Moreover, (e0, x0, y2)
and (e1, x1, y3) also form normal GU2A bases.
Since τx3 (y1) = y1, σx3 (y1) is well-deﬁned. Because x3 = τx0 (x1) and y1 = τx0 (y3), we have
σx3 (y1) = στx0 (x1)(τx0 (y3)) = τx0σx1 (y3) = τx0 (e1) = e1. Therefore, (e1, y1, x3) forms a normal GU2A
basis. Similarly, we can also show that (e0, y0, x2) forms a normal GU2A basis using τx2 (y0) = y0 and
σx2 (y0) = e0. It remains to show 〈xi, e0〉 = 〈yi, e0〉 = 〈x j, e1〉 = 〈y j, e1〉 = 125 for i = 1,3 and j = 0,2.
Since the calculation is similar, we only prove one case. For example,
〈x0, e1〉 =
〈
x0, x1 + y3 − 22x1 · y3
〉
= 1
27
+ 1
27
− 22〈x0, x1 · y3〉
= 1
26
− 22〈x0 · x1, y3〉
= 1
26
− 22
〈
1
25
(3x0 + 3x1 + x2 + x3 − 3μx), y3
〉
= 1
26
− 1
23
(
3
27
+ 3
25
+ 1
27
+ 1
25
− 3 · 3
25
)
by Lemma 5.26
= 1
25
as desired. 
Proposition 5.29. For each i ∈ {0,1}, (e, ei) is a normal GU2B basis, i.e.,
〈e, e1〉 = 0 and 〈e, e0〉 = 0. (5.9)
Proof. We note that
〈e, e1〉 =
〈
e, x1 + y3 − 22x1 · y3
〉
by Proposition 5.28
= 1
5
+ 1
5
− 22〈e · x1, y3〉
2 2
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24
− 22
〈
1
22
(e + x1 − y1), y3
〉
= 1
24
−
(
1
25
+ 1
25
− 0
)
= 0.
Similarly, we also have 〈e, e0〉 = 0. 
By Lemma 2.15, Lemma 5.23 and (5.6), we have
e · μx = 8〈e,μx〉e + 1
22
(
μx − σe(μx)
)
= 1
22
(μx − μy). (5.10)
Similarly, we have
e · μ0 = 8〈e,μ0〉e + 1
2
(
1
2
(
μ0 − σe(μ0)
))
= 1
22
(μ0 − μ1) (5.11)
and
e · μ1 = 1
22
(μ1 − μ0). (5.12)
Lemma 5.30.We have μx = μy and μ0 = μ1 .
Proof. We will compute 〈μx,μy〉 and 〈μ0,μ1〉. First we note that
0 = 〈e,2μx〉
= 〈e,μx · μx〉
= 〈e · μx,μx〉
=
〈
1
22
(μx − μy),μx
〉
= 1
22
(
1
2
− 〈μx,μy〉
)
.
It implies 〈μx,μy〉 = 12 and thus μx = μy by Remark 2.16 and 〈μx,μx〉 = 〈μy,μy〉 = 12 .
Similarly, we can also proved that 〈μ0,μ1〉 = 12 and μ0 = μ1. 
Notation 5.31. Set μ := μx = μy and μ′ := μ0 = μ1.
The next proposition is clear from the deﬁnition.
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normal GU4A bases.
Since τx0 (x1 + x3) = x3 + x1, σx0(x1 + x3) is well-deﬁned.
Lemma 5.33.We have
σx0(x1 + x3) =
1
22
(−x0 + 2x1 − x2 + 2x3 + 3μ), (5.13)
and
σx0(y1 + y3) =
1
22
(−x0 + 2y1 − x2 + 2y3 + 3μ′). (5.14)
Proof. By (3.2),
x0 · (x1 + x3) = 1
25
(3x0 + 3x1 + x2 + x3 − 3μ) + 1
25
(3x0 + 3x3 + x2 + x1 − 3μ)
= 1
24
(3x0 + 2x1 + x2 + 2x3 − 3μ). (5.15)
By Lemma 2.15, we also have
x0 · (x1 + x3) = 8〈x0, x1 + x3〉x0 + 1
22
(
(x1 + x3) − σx0(x1 + x3)
)
= 8
(
1
27
+ 1
27
)
x0 + 1
22
(
(x1 + x3) − σx0(x1 + x3)
)
= 1
23
(
x0 + 2x1 + 2x3 − 2σx0(x1 + x3)
)
.
Hence we have 1
24
(3x0 + 2x1 + x2 + 2x3 − 3μ) = 123 (x0 + 2x1 + 2x3 − 2σx0 (x1 + x3)) and get (5.13).
(5.14) can be proved by a similar method. 
Lemma 5.34. For all i ∈ {0,1,2,3},
τxi (μ) = μ, τyi (μ) = μ, τxi
(
μ′
)= μ′, τyi (μ′)= μ′. (5.16)
Hence σxi (μ), σyi (μ), σxi (μ
′) and σyi (μ′) are well-deﬁned and we have
σx0(μ) =
1
2
(x0 + 2x1 + x2 + 2x3 − μ). (5.17)
σx0
(
μ′
)= 1
2
(
x0 + 2y1 + x2 + 2y3 − μ′
)
, (5.18)
σx1
(
μ′
)= 1
2
(
x1 + 2y0 + x3 + 2y2 − μ′
)
. (5.19)
162 C.H. Lam, C.S. Su / Journal of Algebra 374 (2013) 141–166Proof. First we note that
τx0
(
x0 · (x1 + x3)
)= τx0
(
1
24
(3x0 + 2x1 + 2x3 + x2 − 3μ)
)
by (5.15)
= 1
24
(
3x0 + 2x3 + 2x1 + x2 − 3τx0(μ)
)
and
τx0
(
x0 · (x1 + x3)
)= τx0(x0) · τx0(x1 + x3)
= x0 · (x3 + x1)
= 1
24
(3x0 + 2x3 + 2x1 + x2 − 3μ) by (5.15).
Thus, 1
24
(3x0 + 2x3 + 2x1 + x2 − 3τx0 (μ)) = 124 (3x0 + 2x3 + 2x1 + x2 − 3μ) and τx0 (μ) = μ. By similar
computations, we have (5.16).
We use a similar method to compute σx0(μ) and σx0 (μ
′).
σx0
(
x0 · (x1 + x3)
)= σx0
(
1
24
(3x0 + 2x1 + 2x3 + x2 − 3μ)
)
by (5.15)
= 1
24
(
3x0 + 1
2
(−x0 + 2x1 − x2 + 2x3 + 3μ)
+ x2 − 3σx0(μ)
)
by (5.13).
Moreover,
σx0
(
x0 · (x1 + x3)
)= σx0(x0) · σx0(x1 + x3)
= 1
22
x0 · (−x0 + 2x1 − x2 + 2x3 + 3μ) by (5.13)
= 1
24
(x0 − 2x1 − x2 − 2x3 + 3μ) by (3.1), (3.2), (3.3).
Hence we have
1
24
(
3x0 + 1
2
(−x0 + 2x1 − x2 + 2x3 + 3μ) + x2 − 3σx0(μ)
)
= 1
24
(x0 − 2x1 − x2 − 2x3 + 3μ)
and obtain (5.17). (5.18) and (5.19) can be obtained by the same method. 
Lemma 5.35. Let e0 and e1 be deﬁned as in Notation 5.27. Then G{e0, e1} is isomorphic to GU1A , i.e., e0 = e1 .
Proof. First, we note by Proposition 5.28 that
τe1(e0) = τe1
(
x0 + y2 − 22x0 · y2
)
= x0 + y2 − 22x0 · y2
= e0.
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Case 1. Suppose G{e1, e0} is isomorphic to GU2A . By Proposition 5.28, G{e1, x0} and G{e1, y2} are both
isomorphic to GU2A .
Since (e0, x0, y2) also forms a normal GU2A basis by Proposition 5.28, such a Griess algebra doesn’t
exist by Lemma 4.3.
Case 2. Suppose G{e0, e1} ∼= GU2B . Then 〈e0, e1〉 = 0. By Proposition 5.28, G{e0, x1} and G{e0, x3} are
both isomorphic to GU2A . Set x10 := σe0(x1) and x30 := σe0(x3). Then we have
〈x0, x10〉 =
〈
σe0(x0),σe0(x10)
〉= 〈y2, x1〉 = 1
27
, (5.20)
〈x2, x10〉 =
〈
σe0(x2),σe0(x10)
〉= 〈y0, x1〉 = 1
27
. (5.21)
By Proposition 5.29 and (5.19), we also have
〈y1, x10〉 =
〈
σx1(y1),σx1(x10)
〉= 〈e, e0〉 = 0, (5.22)
〈y3, x10〉 =
〈
σx1(y3),σx1(x10)
〉= 〈e1, e0〉 = 0, (5.23)
〈
μ′, x10
〉= 〈σx1(μ′),σx1(x10)〉=
〈
1
2
(
x1 + 2y0 + x3 + 2y2 − μ′
)
, e0
〉
= 3
25
. (5.24)
Since x10 = σe0(x1) = σx1 (e0) and y1 = σe(x1) = σx1 (e), we have
〈y1, x10〉 =
〈
σx1(e),σx1(e0)
〉= 〈e, e0〉 = 0 by (5.9).
Thus G{y1, x10} ∼= GU2B and hence x10 · y1 = 0. Therefore,
0= 〈0,μ′〉= 〈x10 · y1,μ′〉= 〈x10, y1 · μ′〉
=
〈
x10,
1
23
(
5y1 − 2x0 − 2x2 − y3 + 3μ′
)〉
by (3.3)
= 1
28
(−1+ 3 · 25〈x10,μ′〉) by (5.20), (5.21), (5.22), (5.23)
= 1
28
(
−1+ 3 · 25 · 3
25
)
by (5.24)
= 1
25
,
which is a contradiction. Therefore, G{e0, e1} GU2B and hence G{e0, e1} ∼= GU1A is the only possible
case. 
Notation 5.36. Set e′ := e1 = e0. Then e′ = σx0 (y2) = σx1 (y3) by Notation 5.27.
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〈
e′,μ
〉= 〈e′,μ′〉= 0 and e′ · μ = e′ · μ′ = 0. (5.25)
Proof. Recall that e′ = σx0 (y2) = σx1 (y3). Then by the same argument as in Lemma 5.23, one can
show that σe′(μ) = μ and σe′(μ′) = μ′ .
To determine 〈e′,μ′〉, we compute 〈e′, x0 · y3〉 in two different ways. First, we have
〈
e′, x0 · y3
〉= 〈e′, 1
25
(
3x0 + 3y3 + x2 + y1 − 3μ′
)〉= 1
27
− 3
25
〈
e′,μ′
〉
.
By associative rule,
〈
e′, x0 · y3
〉= 〈e′ · x0, y3〉=
〈
1
22
(
e′ + x0 − y2
)
, y3
〉
= 1
27
.
Thus, we have 1
27
− 3
25
〈e′,μ′〉 = 1
27
and 〈e′,μ′〉 = 0. By the similar argument, one can also show that
〈e′,μ〉 = 0 by using 〈e′, x0 · x1〉.
By Lemma 2.15, we have
e · μ′ = 8〈e′,μ′〉e′ + 1
22
(
μ′ − σe′
(
μ′
))= 0
since 〈e′,μ′〉 = 0 and σe′(μ′) = μ′ . Similarly, e′ · μ = 0 also. 
Proposition 5.38.We have 〈μ,μ′〉 = 0 and μ · μ′ = 0. Moreover, we have the relation
x0 + x1 + x2 + x3 + y0 + y1 + y2 + y3 − e − e′ − 3
2
μ′ − 3
2
μ = 0. (5.26)
Proof. To compute 〈μ,μ′〉, we note that
〈
x0, x1 · μ′
〉= 〈x0, 1
23
(
5x1 − 2y0 − 2y2 − x3 + 3μ′
)〉
by (3.3)
= 1
23
(
5 · 1
27
− 2 · 1
25
− 2 · 1
25
− 1
27
+ 3 · 3
25
)
by Propositions 5.28, 5.32
= 3
27
.
Moreover,
〈
x0, x1 · μ′
〉= 〈x0 · x1,μ′〉=
〈
1
25
(3x0 + 3x1 + x2 + x3 − 3μ),μ′
〉
= 3
27
(
1− 4〈μ,μ′〉).
Hence we have 37 (1− 4〈μ,μ′〉) = 37 and 〈μ,μ′〉 = 0.2 2
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σx0
(
(x1 + x3) · e
)= σx0
(
1
22
(x1 + e − y1) + 1
22
(x3 + e − y3)
)
= 1
22
(
2σx0(e) + σx0(x1 + x3) − σx0(y1 + y3)
)
= 1
22
(
2y0 + 1
4
(−x0 + 2x1 − x2 + 2x3 + 3μ)
− 1
2
(−x0 + 2y1 − x2 + 2y3 + 3μ′)
)
by (5.13), (5.14)
= 1
24
(
8y0 + 2x1 + 2x3 − 2y1 − 2y3 + 3μ − 3μ′
)
and
σx0
(
(x1 + x3) · e
)= σx0(x1 + x3) · σx0(e)
= 1
22
(−x0 + 2x1 − x2 + 2x3 + 3μ) · y0 by (5.13)
= 1
22
(−1
22
(x0 + y0 − e) + 2
24
(
3x1 + 3y0 + x3 + y2 − 3μ′
)
+ −1
22
(
x2 + y0 − e′
)+ 2
24
(
3x3 + 3y0 + x1 + y2 − 3μ′
)
+ 3
23
(5x0 − 2x1 − 2x3 − x2 + 3μ)
)
= 1
25
(−2x0 + 2x1 − 2x2 + 2x3 + 14y0 − 6y1 − 2y2 − 6y3
+ 2e + 2e′ − 3μ′ + 9μ).
Hence we have 1
25
(−2x0 +2x1 −2x2 +2x3 +14y0 −6y1−2y2 −6y3+2e+2e′ −3μ′ +9μ) = 124 (8y0+
2x1 + 2x3 − 2y1 − 2y3 + 3μ − 3μ′) and get the relation (5.26).
To obtain μ · μ′ = 0, we simply multiply (5.26) by μ and simplify it. 
To summarize, we show that G = SpanR{e, e′, x0, x1, x2, x3, y0, y1, y2, y3,μ,μ′} is closed under
multiplication with the relation
x0 + x1 + x2 + x3 + y0 + y1 + y2 + y3 − e − e′ − 3
2
μ − 3
2
μ′ = 0.
This algebra is isomorphic to GVB(4B) . The structure is summarized in Fig. 4. Three points joined by
a solid line (curve) form a normal GU2A basis while the 4 vertices of a dotted square form a normal
GU4A basis with μ and the 4 vertices of a dotted diamond form a normal GU4A basis with μ′ .
Remark 5.39. To see {e, e′, x0, x1, x2, x3, y0, y1, y2, y3,μ} is linear independent, one can compute the
determinant of their Gram matrix. By computer, we verify that the determinant is 3
6
232
= 0 and hence
GVB(4B) have dimension 11.
Therefore, there are only ﬁve possible structures for G{e, x0, x1} and we have proved Theorem 4.4.
166 C.H. Lam, C.S. Su / Journal of Algebra 374 (2013) 141–166Fig. 4. Conﬁguration for GVB(4B) .
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