Summary. This papers studies the performance of several interior-point and activeset methods on bound constrained optimization problems. The numerical tests show that the sequential linear-quadratic programming (SLQP) method is robust, but is not as effective as gradient projection at identifying the optimal active set. Interiorpoint methods are robust and require a small number of iterations and function evaluations to converge. An analysis of computing times reveals that it is essential to develop improved preconditioners for the conjugate gradient iterations used in SLQP and interior-point methods. The paper discusses how to efficiently implement incomplete Cholesky preconditioners and how to eliminate ill-conditioning caused by the barrier approach. The paper concludes with an evaluation of methods that use quasi-Newton approximations to the Hessian of the Lagrangian.
Introduction
A variety of interior-point and active-set methods for nonlinear optimization have been developed in the last decade; see Gould et al. [12] for a recent survey. Some of these algorithms have now been implemented in high quality software and complement an already rich collection of established methods for constrained optimization. It is therefore an appropriate time to evaluate the contributions of these new algorithms in order to identify promising directions of future research. A comparison of active-set and interior-point approaches is particularly interesting given that both classes of algorithms have matured.
A practical evaluation of optimization algorithms is complicated by details of implementation, heuristics and algorithmic options. It is also difficult to select a good test set because various problem characteristics, such as nonconvexity, degeneracy and ill-conditioning, affect algorithms in different ways. To simplify our task, we focus on large-scale bound constrained problems of the form minimize x f (x) (1a) subject to l ≤ x ≤ u,
where f : R n → R is a smooth function and l ≤ u are both vectors in R n . The simple geometry of the feasible region (1b) eliminates the difficulties caused by degenerate constraints and allows us to focus on other challenges, such as the effects of ill-conditioning.
Furthermore, the availability of specialized (and very efficient) gradient projection algorithms for bound constrained problems places great demands on the general-purpose methods studied in this paper. The gradient projection method can quickly generate a good working set and then perform subspace minimization on a smaller dimensional subspace. Interior-point methods, on the other hand, never eliminate inequalities and work on an n-dimensional space, putting them at a disadvantage (in this respect) when solving bound constrained problems.
We chose four active-set methods that are representative of the best methods currently available:
(1) The sequential quadratic programming (SQP) method implemented in snopt [10] ; (2) The sequential linear-quadratic programming (SLQP) method implemented in knitro/active [2] ; (3) The gradient projection method implemented in tron [15]; (4) The gradient projection method implemented in l-bfgs-b [4, 19] .
SQP and gradient projection methods have been studied extensively since the 1980s, while SLQP methods have emerged in the last few years. These three methods are quite different in nature. The SLQP and gradient projection methods follow a so-called EQP approach in which the active-set identification and optimization computations are performed in two separate stages. In the SLQP method a linear program is used in the active-set identification phase, while the gradient projection performs a piecewise linear search along the gradient projection path. In contrast, SQP methods follow an IQP approach in which the new iterate and the new estimate of the active set are computed simultaneously by solving an inequality constrained subproblem.
We selected two interior-point methods, both of which are implemented in the knitro software package [5] :
(5) The primal-dual method in knitro/direct [18] that (typically) computes steps by performing a factorization of the primal-dual system; (6) The trust region method in knitro/cg [3] that employs iterative linear algebra techniques in the step computation.
The algorithm implemented in knitro/direct is representative of various line search primal-dual interior-point methods developed since the mid 1990s (see [12] ), whereas the algorithm in knitro/cg follows a trust region approach that is significantly different from most interior-point methods proposed in the literature. We have chosen the two interior-point methods available in the knitro package, as opposed to other interior-point codes, to minimize the effect of implementation details. In this way, the same type of stop tests and scalings are used in the two interior-point methods and in the SLQP method used in our tests. The algorithms implemented in (2), (3) and (6) use a form of the conjugate gradient method in the step computation. We study these iterative approaches, giving particular attention to their performance in interior-point methods where preconditioning is more challenging [8, 1, 13] . Indeed, whereas in active-set methods ill-conditioning is caused only by the objective function and constraints, in interior-point methods there is an additional source of ill-conditioning caused by the barrier approach.
The paper is organized as follows. In Section 2, we describe numerical tests with algorithms that use exact Hessian information. The observations made from these results set the stage for the rest of the paper. In Section 3 we describe the projected conjugate gradient method that plays a central role in several of the methods studied in our experiments. A brief discussion on preconditioning for the SLQP method is given in Section 4. Preconditioning in the context of interior-point methods is the subject of Section 5. In Section 6 we study the performance of algorithms that use quasi-Newton Hessian approximations.
Some Comparative Tests
In this section we report test results for four algorithms, all using exact second derivative information. The algorithms are: tron (version 1.2), knitro/direct, knitro/cg and knitro/active (versions 5.0). The latter three were not specialized in any way to the bound constrained case. In fact, we know of no such specialization for interior-point methods, although advantage can be taken at the linear algebra level, as we discuss below. A modification of the SLQP approach that may prove to be effective for bound constraints is investigated by Byrd and Waltz [6] , but was not used here.
We do not include snopt in these tests because this algorithm works more effectively with quasi-Newton Hessian approximations, which are studied in Section 6. Similarly, l-bfgs-b is a limited memory quasi-Newton method and will also be discussed in that section. All the test problems were taken from the CUTEr collection [11] using versions of the models formulated in Ampl [9] . We chose all the bound constrained CUTEr problems available as Ampl models for which the sizes could be made large enough for our purposes, while excluding some of the repeated models (e.g., we only used torsion1 and torsiona from the group of torsion models).
The results are summarized in Table 1 , which reports the number of variables for each problem, as well as the number of iterations, function evaluations and computing time for each solver. For tron we also report the number of active bounds at the solution; for those solvers that use a conjugate gradient (CG) iteration, we report the average number of CG iterations per outer iteration. In addition, for knitro/cg we report the number of CG iterations performed in the last iteration of the optimization algorithm divided by the number of variables (endCG/n).
We use a limit of 10000 iterations for all solvers. Unless otherwise noted, default settings were used for all solvers, including default stopping tests and tolerances which appeared to provide comparable solution accuracy in practice.
We also provide in Figures 1 and 2 performance profiles based, respectively, on the number of function evaluations and computing time. All figures plot the logarithmic performance profiles described in [7] . We now comment on these results. In terms of robustness, there appears to be no significant difference between the four algorithms tested, although knitro/direct is slightly more reliable.
Function Evaluations. In terms of function evaluations (or iterations), we observe some significant differences between the algorithms. knitro/active requires more iterations overall than the other three methods; if we compare it with tron-the other active-set method-we note that tron is almost uniformly superior. This suggests that the SLQP approach implemented in knitro/active is less effective than gradient projection at identifying the optimal active set. We discuss this issue in more detail below.
As expected, the interior-point methods typically perform between 10 and 30 iterations to reach convergence. Since the geometry of bound constraints is simple, only nonlinearity and nonconvexity in the objective function cause interior-point methods to perform a large number of iterations. It is not surprising that knitro/cg requires more iterations than knitro/direct given that it uses an inexact iterative approach in the step computation. Figure 1 indicates that the gradient projection method is only slightly more efficient than interior-point methods, in terms of function evaluations. As in any active-set method, tron sometimes converges in a very small number of iterations (e.g. 2), but on other problems it requires significantly more iterations than the interior-point algorithms.
CPU Time. It is clear from Table 1 that knitro/cg requires the largest amount of computing time among all the solvers. This test set contains a significant number of problems with ill-conditioned Hessians, ∇ 2 f (x), and the step computation of knitro/cg is dominated by the large number of CG steps performed. tron reports the lowest computing times; the average number of CG iterations per step is rarely greater than 2. This method uses an incomplete Cholesky preconditioner [14] , whose effectiveness is crucial to the success of tron.
The high number of CG iterations in knitro/cg is easily explained by the fact that it does not employ a preconditioner to remove ill-conditioning caused by the Hessian of the objective function. What is not so simple to explain is the higher number of CG iteration in knitro/cg compared to knitro/active. Both methods use an unpreconditioned projected CG method in the step computation (see Section 3), and therefore one would expect that both methods would suffer equally from ill-conditioning. Table 1 indicates that this is not the case. In addition, we note that the average cost of the CG iteration is higher in knitro/cg than in knitro/active.
One possible reason for this difference is that the SLQP method applies CG to a smaller problem than the interior-point algorithm. The effective number of variables in the knitro/active CG iteration is n − t k , where t k is the number of constraints in the working set at the kth iteration. On the other hand, the interior-point approach applies the CG iteration in n-dimensional space. This, however, accounts only partly for the differences in performance. For example, we examined some runs in which t k is about n/3 to n/2 during the run of knitro/active and noticed that the differences in CG iterations between knitro/cg and knitro/active are significantly greater than 2 or 3 toward the end of the run. As we discuss in Section 5, it is the combination of barrier and Hessian ill-conditioning that can be very detrimental to the interior-point method implemented in knitro/cg.
Active-set identification. The results in Table 1 suggest that the SLQP approach will not be competitive with gradient projection on bound constrained problems, unless the SLQP method can be redesigned so as to require fewer outer iterations. In other words, it needs to improve its active-set identification mechanism. As already noted, the SLQP method in knitro/active computes the step in two phases. In the linear programming phase, an estimate of the optimal active set is computed. This linear program takes a simple form in the bound constrained case, and can be solved very quickly. Most of the computing effort goes in the EQP phase, which solves an equality constrained quadratic program where the constraints in the working set are imposed as equalities (i.e., fixed variables in this case) and all other constraints are ignored. This subproblem is solved using a projected CG iteration. Assuming that the cost of this CG phase is comparable in tron and knitro/active (we can use the same preconditioners in the two methods), the SLQP method needs to perform a similar number of outer iterations to be competitive.
Comparing the detailed results of tron versus knitro/active highlights two features that provide tron with superior active-set identification properties. First, the active set determined by SLQP is given by the solution of one LP (whose solution is constrained by an infinity norm trust-region), whereas the gradient projection method, minimizes a quadratic model along the gradient projection path to determine an active-set estimate. Because it explores a whole path as opposed to a single point, this often results in a better active-set estimate for gradient projection. An enhancement to SLQP proposed in [6] mimics what is done in gradient projection by solving a parameteric LP (parameterized by the trust-region radius) rather than a single LP to determine an active set with improved results.
Second, the gradient projection implementation in tron has a feature which allows it to add bounds to the active set during the unconstrained minimization phase, if inactive bounds are encountered. On some problems this significantly decreases the number of iterations required to identify the optimal active set. In the bound constrained case, it is easy to do something similar for SLQP. In [6] , this feature was added to an SLQP algorithm and shown to improve performance on bound constrained problems.
The combination of these two features may result in an SLQP method that is competitive with tron. However, more research is needed to determine if this goal can be achieved.
In the following section we give attention to the issue of preconditioning. Although, in this paper, we are interested in preconditioners applied to bound constrained problems, we will first present our preconditioning approach in the more general context of constrained optimization where it is also applicable.
The Projected Conjugate Gradient Method
Both knitro/cg and knitro/active use a projected CG iteration in the step computation. To understand the challenges of preconditioning this iteration, we now describe it in some detail.
The projected CG iteration is a method for solving equality constrained quadratic programs of the form
where G is an n × n symmetric matrix that is positive definite on the null space of the m × n matrix A, and h is an n-vector. Problem (2) can be solved by eliminating the constraints (2b), applying the conjugate gradient method to the reduced problem of dimension (n − m), and expressing this solution process in n-dimensional space. This procedure is specified in the following algorithm. We denote the preconditioning operator by P ; its precise definition is given below.
Algorithm PCG. Preconditioned Projected CG Method.
Choose an initial point x 0 satisfying Ax 0 = b. Set x ← x 0 , compute r = Gx+h, z = P r and p = −z.
Repeat the following steps, until z is smaller than a given tolerance:
The preconditioning operation is defined indirectly, as follows. Given a vector r, we compute z = P r as the solution of the system
where (3) is often called a constraint preconditioner. To accelerate the convergence of Algorithm PCG, the matrix D should approximate G in the null space of A and should be sparse so that solving (3) is not too costly. It is easy to verify that since initially Ax 0 = b, all subsequent iterates x of Algorithm PCG also satisfy the linear constraints (2b). The choice D = I gives an unpreconditioned projected CG iteration. To improve the performance of Algorithm PCG, we consider some other choices for D. One option is to let D be a diagonal matrix; see e.g. [1, 16] ). Another option is to define D by means of an incomplete Cholesky factorization of G, but the challenge is how to implement it effectively in the setting of constrained optimization. An implementation that computes the incomplete factors L and L T of G, multiplies them to give D = LL T , and then factors the system (3), is of little interest; one might as well use the perfect preconditioner D = G. However, for special classes of problems, such as bound constrained optimization, it is possible to rearrange the computations and compute the incomplete Cholesky factorization on a reduced system, as discussed in the next sections.
We note that the knitro/cg and knitro/active algorithms actually solve quadratic programs of the form (2) subject to a trust region constraint x ≤ ∆; in addition, G may not always be positive definite on the null space of A. To deal with these two requirements, Algorithm PCG can be adapted by following Steihaug's approach: we terminate the iteration if the trust region is crossed or if negative curvature is encountered [17] . In this paper, we will ignore these additional features and consider preconditioning in the simpler context of Algorithm PCG.
Preconditioning the SLQP Method
In the SLQP method implemented in knitro/active, the equality constraints (2b) are defined as the linearization of the problem constraints belonging to the working set. We have already mentioned that this working set is obtained by solving an auxiliary linear program. In the experiments reported in Table 1 , we used D = I in (3), i.e. the projected CG iteration in knitro/active was not preconditioned. This explains the high number of CG iterations and computing time for many of the problems.
Let us therefore consider other choices for D. Diagonal preconditioners are straightforward to implement, but are often not very effective. A more attractive option is incomplete Cholesky preconditioning, which can be implemented as follows.
Suppose for the moment that we use the perfect preconditioner D = G in (3). Since z satisfies Az = 0, we can write z = Zu, where Z is a basis matrix such that AZ = 0 and u is some vector of dimension (n − m). Multiplying the first block of equations in (3) by Z T and recalling the condition Az = 0 we have that
We now compute the incomplete Cholesky factorization of the reduced Hessian,
solve the system
and set z = Zû. This defines the preconditioning step. Since for nonconvex problems Z T GZ may not be positive definite, we can apply a modified incomplete Cholesky factorization of the form LL T ≈ Z T (G + δI)Z, for some positive scalar δ; see [14] .
For bound constrained problems, the linear constraints (2b) are defined to be the bounds in the working set. Therefore the columns of Z are unit vectors and the reduced Hessian Z T GZ is obtained by selecting appropriate rows and columns from G. This preconditioning strategy is therefore practical and efficient since the matrix Z need not be computed and the reduced Hessian Z T GZ is easy to form. In fact, this procedure is essentially the same as that used in tron. The gradient projection method selects a working set (a set of active bounds) by using a gradient projection search, and computes a step by solving a quadratic program of the form (2). To solve this quadratic program, the gradient projection method in tron eliminates the constraints and applies a preconditioned CG method to the reduced problem
The preconditioner is defined by the incomplete Cholesky factorization (5).
Thus the only difference between the CG iterations in tron and the preconditioned projected CG method based on Algorithm PCG is that the latter works in R n while the former works in R n−m . (It is easy to see that the two approaches are equivalent and that the computational costs are very similar.)
Numerical tests of knitro/active using the incomplete Cholesky preconditioner just described will be reported in a forthcoming publication. In the rest of the paper, we focus on interior-point methods and report results using various preconditioning approaches.
Preconditioning the Interior-Point Method
The interior-point methods implemented in knitro solve a sequence of barrier problems of the form minimize
where s is a vector of slack variables, µ > 0 is the barrier parameter, and c E (x), c I (x) denote the equality and inequality constraints, respectively. knitro/cg finds an approximate solution of (7) using a form of sequential quadratic programming. This leads to an equality constrained subproblem of the form (2), in which the Hessian and Jacobian matrices are given by
where L(x, λ) is the Lagrangian of the nonlinear program, Σ is a diagonal matrix and A E and A I denote the Jacobian matrices corresponding to the equality and inequality constraints, respectively. (In the bound constrained case, A E does not exist and A I is a simple sparse matrix whose rows are unit vectors.) The matrix Σ is defined as Σ = S −1 Λ I , where
and where the s i are slack variables and λ i , i ∈ I are Lagrange multipliers corresponding to the inequality constraints. Hence there are two separate sources of ill-conditioning in G; one caused by the Hessian ∇ 2 xx L and the other by the barrier effects reflected in Σ. Any ill-conditioning due to A is removed by the projected CG approach.
Given the block structure (8), the preconditioning operation (3) takes the form    
The matrix D s will always be chosen as a diagonal matrix, given that Σ is diagonal. In the experiments reported in Table 1 , knitro/cg was implemented with D x = I and D s = S −2 . This means that the algorithm does not include preconditioning for the Hessian ∇ 2 xx L, and applies a form of preconditioning for the barrier term Σ (as we discuss below). The high computing times of knitro/cg in Table 1 indicate that this preconditioning strategy is not effective for many problems, and therefore we discuss how to precondition each of the two terms in G.
Hessian Preconditioning
Possible preconditioners for the Hessian ∇ 2 xx L include diagonal preconditioning and incomplete Cholesky. Diagonal preconditioners are simple to implement; we report results for them in the next section. To design an incomplete Cholesky preconditioner, we exploit the special structure of (9) .
Performing block elimination on (9) yields the condensed system
the eliminated variables z s , w 2 are recovered from the relation
If we define D x = LL T , where L is the incomplete Cholesky factor of ∇ 2 L, we still have to face the problem of how to factor (10) efficiently.
However, for problems without equality constraints, such as bound constrained problems, (10) reduces to
Let us assume that the diagonal preconditioning matrix D s is given. For bound constrained problems, A I T D s A I can be expressed as the sum of two diagonal matrices. Hence, the coefficient matrix in (11) is easy to form. Setting D x = ∇ 2 xx L, we compute the (possibly modified) incomplete Cholesky factorization
The preconditioning step is then obtained by solving
and by defining z s = A I z x . One advantage of this approach is apparent from the structure of the matrix in the right hand side of (12). Since we are adding a positive diagonal matrix to ∇ 2 xx L, it is less likely that a modification of the form δI must be introduced in the course of the incomplete Cholesky factorization. Minimizing the use of the modification δI is desirable because it can introduce undesirable distortions in the Hessian information. We note that the incomplete factorization (12) is also practical for problems that contain general inequality constraints, provided the term A I T D s A I is not costly to form and does not lead to severe fill-in.
Barrier Preconditioning
It is well known that the matrix Σ = S −1 Λ I becomes increasingly illconditioned as the iterates of the optimization algorithm approach the solution. Some diagonal elements of Σ diverge while others converge to zero. Since Σ is a diagonal matrix, it can always be preconditioned adequately using a diagonal matrix. We consider two preconditioners:
The first is the natural choice corresponding to the perfect preconditioner for the barrier term, while the second choice is justified because near the central path,
Numerical Results
We test the preconditioners discussed above using a MATLAB implementation of the algorithm in knitro/cg. Our MATLAB program does not contain all the features of knitro/cg, but is sufficiently robust and efficient to study the effectiveness of various preconditioners.
The results are given by Table 2 , which reports the preconditioning option (option), the final objective function value, the number of iterations of the interior-point algorithm, the total number of CG iterations, the average number of CG iterations per interior-point iteration, and the CPU time. The preconditioning options are labeled as:
where a denotes the Hessian preconditioner and b the barrier preconditioner. The options are:
No Hessian preconditioning (current default in knitro) a = 1:
Diagonal Hessian preconditioning a = 2:
Incomplete Cholesky preconditioning b = 0:
Since our MATLAB code is not optimized for speed, we have chosen test problems with a relatively small number of variables. Note that for all the test problems, except cvxbqp1, the number of interiorpoint iterations is not greatly affected by the choice of preconditioner. Therefore, we can use Table 2 to measure the efficiency of the preconditioners, but we must exercise caution when interpreting the results for problem cvxbqp1.
Let us consider first the case when only barrier preconditioning is used, i.e., where option has the form (0, * ). As expected, the options (0, 1) and (0, 2) generally decrease the number of CG iterations and computing time with respect to the standard option (0, 0), and can therefore be considered successful in this context. From these experiments it is not clear whether option (0, 1) is to be preferred over option (0, 2).
Incomplete Cholesky preconditioning is very successful. If we compare the results for options (0,0) and (2,0), we see substantial reductions in the number of CG iterations and computing time for the latter option. When we add barrier preconditioning to incomplete Cholesky preconditioning (options (2, 1) and (2, 2)) we do not see further gains. Therefore, we speculate that the standard barrier preconditioner D s = S −2 may be adequate, provided the Hessian preconditioner is effective.
Diagonal Hessian preconditioning, i.e, options of the form (1, * ), rarely provides much benefit. Clearly this preconditioner is of limited use.
One might expect that preconditioning would not affect much the number of iterations of the interior-point method because it is simply a mechanism for accelerating the step computation procedure. The results for problem cvxbqp1 suggest that this is not the case (we have seen a similar behavior on other problems). In fact, preconditioning changes the form of the algorithm in two ways: it changes the shape of the trust region and it affects the barrier stop test.
We introduce preconditioning in knitro/cg by defining the trust region as D 1/2
The standard barrier preconditioner D s = S −2 gives rise to the trust-region
which has proved to control well the rate at which the slacks approach zero.
(This is the standard affine scaling strategy used in many optimization methods.) On the other hand, the barrier preconditioner
When µ is small, (15) does not penalize a step approaching the bounds s ≥ 0 as severely as (14) . This allows the interior-point method to approach the boundary of the feasible region prematurely and can lead to very small steps. An examination of the results for problem cvxbqp1 shows that this is indeed the case. The preconditioner D s = Σ = S −1 Λ I can be ineffective for a different reason. When the multiplier estimates λ i are inaccurate (too large or too small) the trust region will not properly control the step d s .
These remarks reinforce our view that the standard barrier preconditioner D s = S −2 may be the best choice and that our effort should focus on Hessian preconditioning.
Let us consider the second way in which preconditioning changes the interior-point algorithm. Preconditioning amounts to a scaling of the variables of the problem; this scaling alters the form of the KKT optimality conditions. knitro/cg uses a barrier stop test that determines when the barrier problem has been solved to sufficient accuracy. This strategy forces the iterates to remain in a (broad) neighborhood of the central path. Each barrier problem is terminated when the norm of the scaled KKT conditions is small enough, where the scaling factors are affected by the choice of D x and D s . A poor choice of preconditioner, including diagonal Hessian preconditioning, introduces an unwanted distortion in the barrier stop test, and this can result in a deterioration of the interior-point iteration. Note in contrast that the incomplete Cholesky preconditioner (option (2, * )) does not adversely affect the overall behavior of the interior-point iteration in problem cvxbqp1.
Quasi-Newton Methods
We now consider algorithms that use quasi-Newton approximations. In recent years, most of the numerical studies of interior-point methods have focused on the use of exact Hessian information. It is well known, however, that in many practical applications, second derivatives are not available, and it is therefore of interest to compare the performance of active-set and interior-point methods in this context. We report results with 5 solvers: snopt version 7.2-1 [10] , l-bfgs-b [4, 19] , knitro/direct, knitro/cg and knitro/active version 5.0. Since all the problems in our test set have more than 1000 variables, we employ the limited memory BFGS quasi-Newton options in all codes, saving m = 20 correction pairs. All other options in the codes were set to their defaults.
snopt is an active-set SQP method that computes steps by solving an inequality constrained quadratic program. l-bfgs-b implements a gradient projection method. Unlike tron, which is a trust region method, l-bfgs-b is a line search algorithm that exploits the simple structure of limited memory quasi-Newton matrices to compute the step at small cost. Table 3 reports the results on the same set of problems as in Table 1 . Performance profiles are provided in Figures 3 and 4 . A sharp drop in robustness and speed is noticeable for the three knitro algorithms; compare with Table 1 . In terms of function evaluations, l-bfgsb and knitro/active perform the best. snopt and the two interior-point methods require roughly the same number of function evaluations, and this number is often dramatically larger than that obtained by the interior-point solvers using exact Hessian information.
In terms of CPU time, l-bfgs-b is by far the best solver and knitro/active comes in second. Again, snopt and the two interior-point methods require a comparable amount of CPU, and for some of these problems the times are unacceptably high.
In summation, as was the case with tron when exact Hessian information was available, the specialized quasi-Newton method for bound constrained problems l-bfgs-b has an edge over the general purpose solvers. The use of preconditioning has helped bridge the gap in the exact Hessian case, but in the quasi-Newton case, improved updating procedures are clearly needed for general purpose methods.
