Introduction and review
Welcome to 231b, Applications of Quantum Mechanics. In this course, we begin from the simplest possible description of the simplest possible molecule, and work our way outwards to much larger systems, such as bulk solids. In doing so, we will learn all about how quantum mechanics is used in practice for applications in chemistry and materials physics. Rules for the course: Some useful references are:
• Quantum Mechanics: G04 Introduction to Quantum Mechanics (2nd Edition) (Hardcover), Griffiths.
• Physical Chemistry/Chemical Physics BRR00 Physical Chemistry (Topics in Physical Chemistry) by R. Stephen Berry, Stuart A. Rice, and John Ross (Hardcover -Mar 30, 2000) "I think I can safely say that nobody understands quantum mechanics." Richard P Feynman in The Character of Physical Law (1965) Ch. 6 Here we do a quick review of the quantum mechanics you should have learned in your first quarter. You should know how the basics of quantum mechanics work. One figures out a Hamiltonian, and solves for its eigenvalues and eigenfunctions. This can be done either as a matrix problem (Heisenberg) or by solving a differential equation (Schrödinger's) . Particles in eigenstates remain so (stationary states) unless perturbed, when they jump to another eigenstate, absorbing a photon, for example.
We are particularly interested in approximate solutions to these problems. If a problem is already solved, and some small perturbing potential is added to it, then one can use perturbation theory to a given order in the perturbation to extract approximate answers. If the states of interest are degenerate, then one must use degenerate perturbation theory, by diagonalizing in the degenerate subspace. Another useful method is called the Rayleigh-Ritz variational principle. The Hamiltonian, evaluated on any trial wavefunction differing from the ground-state wavefunction, yields an energy above that of the true ground state. Finally, one can solve a problem exactly by finding a complete set of functions, writing the Hamiltonian as a matrix in that complete set, and diagonalizing it.
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Basic formulas include: Static non-degenerate perturbation theory: If we know solutions to some problem:
Then, if we add a perturbation ∆v to the Hamiltonian, and write a power series:
where the superscript indicates how many powers of ∆v are included, then
(1)
where
and
The next order contains double sums, etc. The wavefunction is, to first-order:
1 It is sad, but true, that the basic textbooks can be very misleading. They usually show only quantum problems that have analytic solutions, whereas in real life, details are important, and an accurate description of a problem almost always leads to solutions that can only be found numerically.
All these are derived by expanding in powers and equating, power-by-power. Important points include:
• The first-order correction is simply the expectation value of the perturbation on the unperturbed eigenstate itself.
• The ground-state energy is always lowered by second-order perturbation theory.
• If looking at energy of state j, and there's another level of almost the same energy, j ± 1, then there will be a small denominator in second-order and higher-order perturbation theory. In such a case, the terms are likely to get bigger and oscillate with increasing order, so that perturbation theory will not converge and, e.g., second-order will fail disastrously.
The variational principle is very simple, and states:
where 0 is the ground-state energy, φ is any trial wavefunction, with equality only occuring when φ is the ground-state wavefunction. This can be proven by, e.g., expanding φ in terms of the true eigenstates. A particular application is Dirac's variation of constants. Suppose you have a fixed set of functions, f i , where i = 1..p. Then if you expand the ground-state wavefunction as a linear combination of these functions:
and apply the variational principle to find the best values of the coefficients, this is equivalent to solving the generalized eigenvalue problem:
where these are pxp matrices,
The first is the Hamiltonian matrix in this basis set, the second is the overlap matrix. Often the basis functions are chosen to be the eigenstates of a simpler Hamiltonians, and so are made orthonormal, and so the overlap matrix is just δ ij . Important points:
• Any variational method, i.e., based on applying the exact Hamiltonian on an approximate wavefunction, is guaranteed to yield a result above the true ground-state energy.
• In general, perturbation theory is not variational, i.e., it can produce an energy below the true ground-state energy. However, first-order perturbation theory is, if you think about it.
The following is a list of words which should be familiar to you by now. Any that are not, you should look up, and make sure you can both define the term, and give a concrete example: Born interpretation , Hamiltonian , Hermite polynomials , Hilbert space , Laguerre polynomials , Potential energy , angular momentum , boson , boundary condition , differential operator , eigenfunction , eigenstate , excited state , exclusion principle , expectation value , fermion , ground state , harmonic oscillator , hermitian , hydrogen atom , kinetic energy , operator , orthogonality , orthonormality , particle in box , potential energy , probabilty density , raising and lowering operators, spherical harmonics , spin , uncertainty principle , variational principle , zero-point energy , . Our first exercise, Ex. 22.1, combines many aspects of basic quantum as a test of what you know already.
1.1. Box with a bump down: Perturbation theory and zero-energy well-depth
FIG. 1 Bump down in middle of a box
Consider the potential given in Fig 14. It is of the form:
1. For D = 0, give the energy eigenvalues and eigenfunctions. Note that the eigenfunctions may need to be shifted relative to those in a text book, because the well is centered at zero. It is also convenient to start the index at 0 instead of 1. 4. Using the first two relevant levels in the unperturbed well, write H as a 2x2 matrix and diagonalize, to obtain a different estimate of the energy of the ground state. Check this for shallow and deep wells, and comment on its accuracy.
5. Using your results above, estimate the welldepth for which the ground-state energy is exactly 0, and sketch the wavefunction.
6. Bonus: Find exact answer to previous question, and comment on accuracy of your previous answers.
ATOMIC UNITS
"Nowadays people know the price of everything and the value of nothing." Oscar Wilde in Picture of Dorian Grey (1890) At the heart of all the material in this course is the electronic structure problem. This problem becomes much less cumbersome to tackle if we choose a convenient set of units, one tailored to the scales of electrons in everyday matter. In SI units, the Hamiltonian of the Hydrogen atom is:
where = h/(2π) denotes the reduced Planck constant, m e the mass of an electron, e the electron charge, and 0 the vacuum permittivity. This can be greatly simplified with the following definitions:
is the Bohr radius, of size 0.529Å. We also define the Hartree as
being 27.2116 eV. Then,
Thus if we choose our length scale to be in units of Bohr, and our energies to be in units of Hartrees, our Hamiltonian is very simple and elegant:ĥ
and we either simply remember that we are using atomic units, or restore all units at the end of the calculation. Although not particularly necessary, we also choose to measure all mass in units of the electron rest mass (m e ), so that in our atomic units, we can say: = m e = e 2 /4π 0 = 1. Throughout this course, we will automatically use atomic units whenever treating electronic problems, but of course, many other units are used as standard in different fields. In particular, energies are expressed in many different kinds of units, and we use the standard choices for different quantities. For example, total electronic energies are usually given in Hartrees, ionization potentials in electron volts, bond energies in kcal/mol, transition state barriers in kJ/mol, vibrational frequencies in inverse wavenumbers (cm −1 ), and rotational constants and magnetic energies in Kelvin. Ex. 22.2 is designed to give you practice in atomic units and conversions. The easy way to remember conversion is that:
• 1 Ha = 27.2114 eV
• 1 eV = 23.06 kcal/mol
• 1 kcal/mol = 4.184 kJ/mol
• 1 kJ/mol = 83.59 cm −1
• 1 cm −1 = 1.4388 K Alternatively, one can say 1 Hartree is 27.2114 eV, or 627.5 kcal/mol or 2625.5 kJ/mol. 1 eV is also 8065 cm −1 or 11,604K.
SIMPLE PICTURE OF BONDING
Our kindergarten example is simply the H 2 molecule. In many introductory chemistry or physics books, this will be described by molecular orbital theory applied to a linear combination of atomic orbitals (LCAO). Later, we will define these terms precisely, but for now, please just review a basic book, and accept that a single 1s orbital is placed on each nucleus, making a basis set containing just those two functions. The Hamiltonian in this basis set is just:
where α = 1s A |H|1s A is the Hamiltonian evaluated on the left-hand 1s orbital (denoted A), while β = 1s A |H|1s B is the cross-term. By symmetry, both diagonal terms have the same value, and α is called the on-site energy, while β is often called the hopping term, as it gives the amplitude for the electron to hop from one site to the other. Because H 2 has two electrons, we doubly occupy the bonding orbital, since the electrons occupy the lowest allowed level, subject to the Pauli principle, which only allows two (one up, one down) per orbital. Thus the energy gain, relative to two isolated H atoms, is 2β. This is the binding energy of the molecule, within this very simple picture, and this is what determines that two H atoms form a H 2 molecule, and why Hydrogen is molecular in its gaseous state. Please note that, in the real world (which does not include infinite square wells or harmonic oscillators), all potentials felt by electrons are chosen to vanish at large distances from the system. Thus systems that bind electrons have negative energies. Thus α = −13.6 eV is the binding energy of a single electron to a proton. It will turn out that β is also negative. Now, if we diagonalize the matrix in Eq. 17, we find two eigenvalues and eigenvectors, φ = (c 1 , c 2 ),
The positive combination gives a more negative energy than that of an isolated atom, and so a bond is formed. The eigenstate is called the bonding orbital, whereas the negative combination is an antibonding orbital, whose energy is less negative than that of the isolated atom. Because H 2 has two electrons, we doubly occupy the bonding orbital, since the electrons occupy the lowest allowed level, subject to the Pauli principle, which only allows two (one up, one down) per orbital. Thus the energy gain, relative to two isolated H atoms, is 2β. This is the binding energy of the molecule, within this very simple picture, and this is what determines that two H atoms form a H 2 molecule, and why Hydrogen is molecular in its gaseous state.
This very simple story is the basic story behind why atoms form molecules, and which molecules they form. Using extensions of this simple model, and including models for the parameters α and β, one can go on to understand most bonding motifs in molecules and solids, including directional bonding, aromaticity, and which lattices solids form in. But it contains many gross simplifications, some of which are oversimplifications. It provides the basic mechanism behind why bonds form, but is nowhere near accurate enough to make anything other than crude chemical predictions. Many interesting reactions and effects depend on minute energy differences, and the estimates given by this model are far less accurate than that.
More importantly, how is this simple story even connected to the basic quantum mechanics you've learned before? Where did the famous Schrödinger equation go to? Where are the wavefunctions? Where are the nuclei? All seems to have vanished before Eq. 17 was ever written down.
Let's see where all that went, but without getting into too much mathematical detail. We learn to start from the Schrödinger equation, which requires first knowing the Hamiltonian for our system. We are used to treating one particle at a time, but here we have four: Two nuclei and two electrons. Each has kinetic energy (positive) and they all interact with one another. Since nuclei have positive charges and electrons negative, the unlike pairs attract one another while like pairs repel. So, if we could solve this 12-coordinate Schrödinger equation (each particle has 3 coordinates), we would be able to predict all the properties of H 2 that we're interested in, especially the energy gain upon bonding.
But this would not be a useful exercise. We would simply be simulating nature, without gaining any insight. A 12-coordinate wavefunction is impossible to imagine, and very difficult to even store on a computer. Moreover, its extremely wasteful, as some very elementary steps, some of which can be done exactly, remove lots of unnecessary and irrelevant information, cutting down the total. What we really want is simple insights leading to simple approximations that allow us to generate sufficiently accurate answers with the least computational effort. By doing so, for any given size of computer, we can then apply them to much larger molecules.
In the rest of this chapter, we point out the various approximations that get us all the way to solving a simple 2x2 matrix to find that H atoms like to bond, and all the variations that we are interested in.
To begin with, we make the BornOppenheimer approximation for the nuclear motion. Because the nuclei are so much heavier than the electrons and their motion so much slower, it is as if the nuclei are stationary and can be treated as fixed when solving for the electronic energies. Thus the two motions are approximately separable, just like the levels of a 3d infinite well. Because electronic energies are so much greater than nuclear energies at room temperature, these electronic levels are usually well-separated, and this approximation has been perhaps the most useful and successful in the quantum mechanics of matter. Note that they include both the electronic energy and the nuclear repulsion, and the zero is chosen to equal that of separated H atoms.
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Next, we consider the problem of electronelectron repulsion. The Coulomb repulsion between electrons is not weak, and is typically comparable to the attraction between the electrons and nuclei. Since the electrons must be treated quantum-mechanically, we have a difficult quantum many-body problem on our hands, meaning one with many degrees of freedom which are coupled to one another, and that coupling is not weak. This means it is a very demanding problem to solve, whose difficulty grows exponentially with N, the number of electrons.
To tackle this problem, perhaps the most useful concept has been that of the mean-field, which is some average potential imagined to be experienced by a single electron, which somehow accounts for the presence of all other electrons in the problem. For example, in a simple case discussed in Sec. 7, each electron in He seems to feel a nuclear charge of about 1.7, rather than 2, because some of the time, the other electron is between it and the nucleus, screening the nuclear charge.
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There are several ways to implement such a description and even different conceptual meanings given, which we ignore for now. The main thing is that our two electrons in H 2 are moving in such a potential, and the matrix elements in our Hamiltonian are those of such an effective potential, not the bare potential of the nuclei.
Finally, even when the each electron is moving independently in an effective potential, we don't want to have to solve the differential equation directly for the orbitals. Instead, we expand the effective Hamiltonian in a basis set, consisting of functions centered on the individual nuclei. The simplest possible such basis-set is the 1s orbitals of the H atoms themselves. Ignoring the weak overlap effects of the other nucleus, the diagonals of the Hamiltonian are just the bare atomic levels, while the cross-terms generate the values of β.
Part II

Atoms and ions
In this chapter, we introduce the basics of applying quantum mechanics to sets of nuclei and electrons. We will need this intuitive understanding for everything that follows. "The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble." Paul A. M. Dirac in Proc Roy Soc Lon, 1929 The above quote is often given by those studying electronic structure, often with the implication that the physicists think of the problem as being essentially solved. But this was part of the opening of Dirac's important paper, in which he discussess the exclusion principle for orbitals. The quote continues..."It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed which can lead to an explanation of the main features of complex atomic systems without too much computation." This is the subject of most of the rest of this section.
EXACT CONDITIONS: HAMILTONIAN, VIRIAL, CUSP, AND DECAY
In this section, we discuss exact conditions satisfied by all Coulombic matter, using the atoms as special cases.
The electronic Hamiltonian is best written as a sum of terms, aŝ
where each h(i) is the Hamiltonian of each separate electron, as if the other electrons were not there:ĥ
and v(r) = −Z/r for an atom with nuclear charge Z. The electron-electron repulsion op-erator is very simple:
Note that the sum includes every pair of values of i and j twice, and so the factor of 1/2 makes it correct. Although the electrons have spin, the Hamiltonian in X does not depend on spin, so the eigenstates can be chosen to be eigenstates of the total spin.Ŝ
A similar statement is true for the total orbital angular momentumL and the total total angular momentumĴ =L +Ŝ. In reality, relativistic effects couple the spin and orbital angular momentum, and so these are not separately conserved. These are very small for light atoms, but become increasingly important as Z grows. Eventually, relativistic effects become important even for the spatial degrees of freedom, and corrections to the kinetic energy become relevant.
The virial theorem is then easy to state. In any eigenstate,
where V is the total potential energy (both onebody and two-body). This condition is always satisfied and becomes especially simple if the potential has some simple power-law dependence, since then the right hand side becomes proportional to the expectation value of V itself. In Ex. 22.4, you must deduce the relation between the kinetic and total energies in an atom. Such an exact theorem can be used in several ways when performing approximate calculations. One way is to design approximations that automatically satisfy it, with the hope that the approximation is somehow better for doing so. A second is to take an approximation that does not satisfy the condition exactly, and see how well the condition is satisfied, as a test of the quality of the calculation. The error can be a rough guide to the accuracy of the approximation. Finally, we point out two exact conditions that the density of an atom satisfies. By density, we mean the one-body electronic density. We denote this n(r) in general (most atomic densities are non-spherical). It is defined so that n(r)d 3 r is the probability of finding any electron in the volume d 3 r around r. It is plotted for the He atom in Fig. 5 .
The density is normalized to the number of electrons in the system:
In the case of a spherical density, we can also define the radial density:
so that
All atomic densities decay monotonically, and their features are hard to discern. But the radial density shows many more features, and has the advantage of having its area equal the total number of electrons, as in Fig. 6 Close to a nucleus, the external potential dominates in the Schrödinger equation, and causes a cusp (i.e., a continuous but not differentiable point) in the density, whose size is proportional to the nuclear charge: for a nucleus of charge Z at the origin. This is Kato's cusp condition, and is not altered by the electron-electron repulsion, because the nuclear repulsion dominates near the nucleus. In Ex. 22.4, you check it for the H and He atoms.
In the opposite extreme, the density far from the atomic center is very simple. When one coordinate in a wavefunction is taken to large distances from the nuclei, the N-electron groundstate wavefunction collapses to the product of the square-root of the density times the (N − 1)-electron wavefunction. This means the squareroot of the density satisfies a Schrödinger-like equation, whose eigenvalue is the difference in energies between the two systems:
where α = √ 2I, and
is the first ionization potential. We call this the density-decay theorem or ionization potential theorem.
BASIS SETS, ESPECIALLY NON-ORTHOGONAL ONES
In your earlier quantum course, you should have learned that usually the eigenstates of an operator form a 'complete set.' This means that any function defined on the same space can be expressed as a linear combination of these eigenfunctions. Often one might solve a simpler problem and find its eigenfunctions, and then express the solution of a more complex problem in terms of those simpler solutions.
We distinguish between two types of parameters that a trial wavefunction can depend on. The first is a linear dependence, where fixed functions are combined into some linear combination, whose coefficients are found by minimizing the energy:
where f i (x) are fixed, given functions. This type of dependence is relatively easy to handle, as it turns all problems into linear algebra problems, for which vast experience and libraries are available, and this is what is done in almost all electronic structure codes. For example, finding the energy eigenvalues within this basis set amounts to diagonalizing the Hamiltonian. This is what you did in Problem X, and we did in Sec X, for a very tiny basis of 2 functions.
The other, more difficult possibility is if each f i (x) itself depends on some parameter or parameters, e.g., f (x) = exp(−αx), and α is to be found by minimization. This produces a nonlinear problem that is hard to solve when there are many such parameters. In practice, it is usually better to make liner combinations of fixed basis functions that to search for solutions to non-linear problems.
Note that, for the lowest energy eigenvalue, one must always get an answer above the true answer, according to the variational principle, unless your exact eigenfunction can be exactly written as a combination of your finite basis functions. Thus we talk about the concept of convergence. As you add more and more basis functions, your solution should change less and less. When it stops changing by some given small amount, we say it has converged to within that amount.
Convergence is a crucial concept in electronic structure calculations: All results should be converged to the basis-set limit, i.e., have a maximum small deviation from the result of an infinite basis. When results are converged, it no longer matters which basis set was used. Since people use many different types of basis functions, this way all answers can be compared.
If one uses the solutions to some other (solved) problem as basis functions, they are automatically orthogonal, and can always be normalized. This is what we did in Problem X, and what is done in solid calculations using plane waves with periodic boundary conditions. But the most commonly-used basis functions in chemistry are atom-centered, designed to mimic the decay of the eigenfunctions of isolated atoms. Functions centered on different atoms are not orthogonal, and then their overlap must be accounted for.
ELECTRONS ARE FERMIONS AND SATISFY THE PAULI EXCLUSION
To begin considering what happens when we have more than one electron, we note that electrons are indistinguishable spin-1 2 particles. Thus they are Fermions and their many-body wavefunction must be antisymmetric with respect to interchange of any pair of them. We write x i = (r i , σ i ) to denote the combined spin and spatial coordinate of the i-th particle. Then
and to be normalized,
where the sum over an x coordinate means both the spatial integral and spin sum. Now, in general, the true many-body wavefunction is an extremely complex function of many variables, but if there is no interaction between the particles, it simplifies to a Slater determinant, which is simply an antisymmetric product of one-particle functions:
The number of such orbitals is the number of electrons, N, and we use Φ to denote a manybody wavefunction that has such a form. This obeys Eq. (??) by construction, and the prefactor ensures normalization. We also use a shorthand for these determinants:
where 1 is short for x 1 , etc. The Pauli exclusion principle applies to fermionic wavefunctions that are Slater determinants. If any pair of orbitals are the same, then the Slater determinant vanishes. Thus each electron must occupy a different orbital. If these are labelled by a set of quantum numbers, no two electrons can have the same set of such numbers.
To get a more concrete idea of this, consider N = 2, so that
Now, in many cases, the orbitals will be spinrestricted, meaning that they are simple products of spatial orbitals times spin functions, i.e.,
where α(σ) = δ α,σ and we use the argument to distinguish the combined orbital from just its spatial part. Hence
When either the spatial or the spin orbitals are identical, the antisymmetry limits the possibilities for the remaining orbitals. For example, if
is the spin wavefunction with both spins up, while (40) is either the symmetric (+) or antisymmetric (-) combination of the spatial orbitals. Similarly, there's a χ ↓↓ spin state with the same spatial wavefunction. If the spin functions are opposite, then we have two states with spin configurations | ↑↓ and | ↓↑ respectively. If we take normalized symmetric and antisymmetric combinations of these:
then
Thus this triplet of states all have the same spatial wavefunction, and differ only in their spin part. All spin parts are even under interchange of 1 and 2, while the spatial part is odd. On the other hand, the one remaining combination is
which singlet is odd under interchange of the spin wavefunction, and even in the spatial part. Finally, we note that, in the case where the two spatial orbitals coincide, the triplet wavefunctions vanish, while the singlet is simply:
Thus the Pauli exclusion principle restricts which determinants can actually form non-zero wavefunctions. To see what all this means for actual quantum problems, consider two non-interacting spin-half particles in a finite well. In that case the true many-body states are the Slater determinants. Our well is chosen to have exactly three single particle levels, with energies 0 , 1 , and 2 , as shown in Fig. 7 .
Let us first consider the energy levels of a single particle in this box, as shown in Fig. 8 . There are the three discrete negative energy bound states, plus the continuum beginning at zero energy (value of v(x) as |x| → ∞). Thus the ionization energy is I = − 0 for a particle in the ground state.
Even for just two non-interacting particles, the energy level diagram gets much more complicated, as in Fig. 9 . There are levels at all possible combinations of the sum of two singleparticle energies, i.e.,
where i = 0, 1, 2 and all the positive energy states, and the same for j. Important features are:
• The ground-state energy E 0 = 2 0 is twice as deep as for the single particle. Then, for all states with one index different from the ground state, there is a single excitation, including even ionization to the first ionization threshold.
• Obviously, for non-interacting particles, the ground state is always that in which the lowest single-particle levels are filled, subject to Pauli exclusion. For example, with N = 3, the ground-state energy becomes:
• If both indices differ from those of the ground state, its called a double excitation.
• Some double excitation are above the first ionization threshold, i.e., in the continuum. Since our particles don't interact, these remain discrete excitations. But in any real electronic system, these are weakly coupled to the single-excitation continuum states, and become resonances, often with long lifetimes.
• The levels above the ground state, up to the threshold, are identical to those of the single-particle problem (see Fig. 8 ), except shifted down by 0 . There is also an intruder, a low-lying double excitation. For atoms such as He, in fact all double excitations are above the threshold, so such states do not occur.
• We refer to φ 0 (x) as the HOMO, standing for highest occupied molecular orbital, even if we're discussing just an atom or a solid. We call φ 1 (x) the LUMO, the lowest unoccupied molecular orbital. The smallest excitation is a single excitation from the HOMO to the LUMO.
HE ATOM: APPROXIMATE VARIATIONAL CALCULATION
We begin with the Hamiltonian for our two electrons:Ĥ
and, as discussed, since since it has no spindependence, its eigenstates can also be chosen as simultaneous eigenstates of total spin, i.e., with S = 0 or S = 1. The ground state is always a singlet. Thus the spin wavefunction is antisymmetric, so the spatial part is symmetric. The hard part of the problem is the electronelectron repulsion. Without it, it becomes separable, just like a particle in a two-dimensional box. Although it does not look weak, let's try perturbation theory in the Coulomb repulsion. To zero order, we set it to zero, and get:
where the first factor is for the 2 electrons, and the second is the lowest orbital energy of an electron in a hydrogenic orbital ( Z = 2 for He).
To get an accurate estimate of the true groundstate energy, we consult a periodic table to discover that the ionization potential for the He atom is 24.2 eV. Thus the ground-state energy is (by adding the energy of He + ): E = −2 − 24.2/27.211 = −2.906, (accurate) (49) Obviously our answer is wrong by 30 eV or so, a disaster. Worse, we have violated the variational principle, because we threw away part of the Hamiltonian.
To improve our answer, we should at least apply the variational principle, i.e., evaluate the real Hamiltonian on some trial wavefunction. An obvious candidate is to use a doubly-occupied hydrogenic orbital, the one appropriate for the one-particle problem:
We can very quickly evaluate this energy, since the single-particle contributions are just those of a single electron in a nucleus of charge Z, i.e., −Z 2 /2. The only unknown is the then the electron-electron repulsion, which evaluates to:
We discuss later exactly how one can do this double integral. For now, believe it or check with Mathematica. In any event, this yields a total energy of
a much better result, now satisfying the variational principle, and only a little above the true answer. Our estimated ionization potential is 0.75 Hartree or 20.4 eV, less than 4 eV below the exact value. Note that while the error we made in the ground-state energy is only -5%, the error in the ionization potential is -17%. But we can do better still, with just a tiny bit of algebra, just as we did when trying out the variational principle for the H atom. Consider a hydrogenic orbital of decay constant α. We can use this as a variational parameter, and find the lowest energy. Now we already know all our integrals, but we must be careful to distinguish the Z of the external potential (fixed) and α, a variable:
Minimizing by setting the derivative to zero yields α = Z ef f = Z − 5/16, and
Thus we have greatly improved over the previous estimate, with an ionization potential of 23.1 eV, just 1.1 eV below the exact value! This is incredibly good for such a ditzy little calculation. There are several important points to learn from this:
• Energy differences: Our last answer has an error of just -2% in the total energy and -6% in the ionization potential, because the ionization potential of He is about one-third of its total energy and because we know the exact energy of He + , because its a oneelectron system. When one goes to larger atoms, the total energy grows very rapidly (with Z 7/3 ), so it would seem that, no matter how small your % error is, it would become larger than the ionization potential itself, making it impossible to calculate. However, in reality, most approximate methods make almost identical errors for the total electronic energy of the atom and the ion, because any electrons in the core, i.e., any but the most loosely bound, hardly change energy at all upon ionization. Thus the calculation makes almost the same absolute error for neutral and ion, i.e., each are wrong by about almost exactly the same amount. (If they were truely in error by exactly the same amount, your ionization potential would come out perfect).
• Screening: In trying to understand the interacting system, and why Z ef f < Z, we often use the idea of screening. From the vantage point of one electron, the Coulomb attraction to the center is not just that due to the nucleus, but it is screened by the other electron, which is occasionally between it and the nucleus. This is not often, so Z ef f is only slightly less than Z, but a larger atom produces more screening. In fact, for valence electrons, each core electron almost perfectly screens the nucleus, so the outermost electron never sees a very large charge, and all ionization potentials are below a Hartree.
• Accuracy of variational calculation: Notice how the use of a variational parameter reduced our error by a factor of 3. In fact, one can go even further, and consider introducing many parameters into the orbital, and minimize with respect to all of them. This is in fact what is done in a converged Hartree-Fock calculation, described in the next section. But it only reduces the energy to -2.862, for an ionization potential of 23.46 eV, still 0.7 eV short. Thus the error in our approximate HF calculation relative to an exact HF calculation is smaller than that of the HF calculation itself.
HARTREE-FOCK AND WAVEFUNCTION METHODS
The Hartree-Fock approximation is at the heart of almost all wavefunction treatments of the electronic structure problem. Because the Coulomb repulsion is a two-body interaction, one gets two distinct contributions when it is evaluated on a Slater determinant
In the double sum, we add back in the j = i contribution to both terms, since they exactly cancel. The first term is called direct, because the i and j orbitals appear in the same place on left and right, while the second is called exchange because they are swapped. All other contributions vanish from the antisymmetry of Φ. Writing each out in terms of separate spin and spatial coordinates, the direct terms is called the Hartree or Coulomb energy:
where the density is the sum of the orbital densities:
This is also known as the electrostatic energy, because it is the self-energy of a charge distribution interacting with itself in electrostatics. It is not the true repulsion energy of a wavefunction, because it ignores all quantum fluctuations within the density. The other term is due to the antisymmetric nature of the Slater determinant. Once the orbitals are individual spin orbitals, it simplifies to:
The existence of this terms is a purely quantum effect, arising from the antisymmetry of the wavefunction, also known as the Pauli-exclusion principle effect.
To find the orbitals in the Hartree-Fock approximation, we minimize the energy as a functional of every orbital φ i (r), subject to the constraint of orthonormal orbitals. Using Lagrange multipliers, one finds a set of self-consistent equations, called the Hartree-Fock equations
where the last contribution to the potential is due to the Fock operator, and is defined by
(60) These are solved by making an initial guess for the orbitals, solving the HF equations for the potentials these yield, and finding a new set of orbitals, and repeating until some predefined convergence criterion is reached, i.e., one has reached self-consistency. Those orbitals are then fed into the total energy expression to find the HF energy.
There are many important things to note:
• HF does not produce the true ground of the system. It is always above the lowest energy (via the variational principle) and the true wavefunction is a linear combination of lots of determinants. The difference between the HF energy and the exact ground-state energy is called the correlation energy:
and is never positive.
• By cycling to self-consistency, one find that Slater determinant that yields the lowest energy. In this sense, the HF is the optimum Slater determinant.
• Whenever an interacting system is approximated by a non-interacting one, the ground-state energy (even within that approximation) is not the sum of the individual orbital energies.
• If there's only one particle in the system, E X = −U exactly, and so there is no interaction.
• If there's two particles in a single doublyoccupied orbital, then one can show E X = −U/2 exactly. This is why our approximate He calculation yielded V ee = U/2. HF does not produce the true ground of the system. It is always above the lowest energy (via the variational principle) and the true wavefunction is a linear combination of lots of determinants.
• If there's two particles in a single doublyoccupied orbital, then one can show E X = −U/2 exactly. This is why our approximate He calculation yielded V ee = U/2.
REAL ATOMS AND IONS
We have seen how the Hartree-Fock equations produce a self-consistent set of orbitals with orbital energies. In many cases, the true wavefunction has a strong overlap with the HF wavefunction, and so the behavior of the interacting system can be understood in terms of the HF orbitals.
If the interaction were truely weak, the energies would be those of Fig. 9 , slightly shifted from their values there, and so for atoms, these would be at the hydrogenic values. But the Hartree potential especially alters the effective potential seen by the electrons, splitting the l-degeneracy of a pure Coulomb potential, so much so that the orbital order differs from that of hydrogenic orbitals. In Fig. 10 , we give a simple mnemonic for remembering the ordering. Essentially, the s orbitals of the n + 1st level are lower than the d's of the nth level, etc., because of the distortion of the potential away from Coulombic.
Most of the time, occupying the lowest energy levels gives you the lowest energy configuration. This is the aufbau principle (German for filling up). But since the many-body energy is never equal to the sum of the orbital energies, if two configurations have very similar orbital sums, there might be an anomaly. This happens quite a bit in excited states, and even for a few ground states, especially in the transition metals, because of the closeness of those s and d. Cu and Cr are well-known examples, where closing a d shell or subshell is energetically lower than doubly occupying the lower s level.
A list of the filled orbitals is called the elec-tronic configuration of a system. This still does not determine the ground-state entirely, as many different angular momenta combinations, both spin and orbital, (terms) can be contained in one configuration. Hund's rules are used to choose which one has the lowest energy. Our treatment will not require much details beyond knowing the lowest configuration.
FIG. 11 Main group elements, from Los Alamos
We generally divide the elements into three groups. The first, in Fig. 11 , are the main group elements. They have s and p valence electrons. The rightmost 6 are filling the p subshell, the leftmost 2 are filling the s shell (alkali and alkali earth metals). The last in each row fills a shell and is very stable, called a Noble gas.
FIG. 12 Transition metals, from Los Alamos
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We will not at all discuss the rare earths of Fig. 13 .
The ionization potential theorem leads to a very useful approximate relation between the HOMO and the ionization energy, known as Koopmans' theorem. If the electronic orbitals did not change when an electron is removed and the eigenvalues remain the same, then HOM O = −I. In reality, the orbitals are not frozen, and are said to relax, and so this is only approximately satisfied. So Koopmans' theorem is really an approximation. But it still readily allows interpretation of the highest occupied orbital. Similarly, one finds (but less accurately) that LU M O = −A, the electron affinity (which is I for the negative ion.).
Correlation energies are a very small but vital fraction of the total energy. Table 9 lists a few correlation energies for atoms. We see that correlation energies are a very small (but turn out utterly vital) fraction of the total energy of systems. They are usually about 20-40 mH/electron, but we need errors of order 2 mH or less for chemical accuracy, i.e., typically only 10% error in correlation energies. As always, if HF made the same error for the neutral and the ion, i.e., if they had the same correlation energy, ionization potentials would be perfect from HF.
The chemical properties of many elements can be largely understood in terms of their configurations. The trend in first ionization potentials across a row (increasing, except when the ionization requires breaking a filled or half-filled subshell), and decreasing down a column as an atom gets bigger and its outermost electron becomes more loosely bound. Electron affinities are the ionization potentials of the negative ions. No atom binds more than one extra electron. The self-repulsion of the Hartree potential causes this. Far from a nucleus,
while the exchange potential always goes effectively as −1/r. Thus, the total potential varies as (−Z + N − 1)/r at large r. For a neutral atom, this is −1/r, and explains why the excitations of a neutral form a Rydberg series. For a singly-charged cation, the numerator vanishes, but the potential remains repulsive, but shortranged. Any greater charge will cause it to be repulsive, and no electron will bind. When a chemical bond is formed between two atoms, chemists often think in terms of electronegativies. There are scales of electronegativity, the most standard being Pauling's, and if the electronegativity difference between two atoms is sufficiently large, they form an ionic bond. But imagine that the act of forming a bond was simply removing an infinitesimal of an electron from one atom and adding it to the other. Then imagine moving the electron in the opposite direction. The difference in energy cost for each of these processes can be written as a difference in electronegativies of the atoms, if they are defined as I + A. A table of such values lines up similarly to Pauling's, so we may consider his as an empirical version, since real bond formation is not the same as infinitesimal electron transfer.
Finally, the ions that typically appear in chemical species can be understood in terms of the ionization potentials. Typical bond energies are 2-6 eV. The alkali metals have the lowest IP's, and so are very reactive. But they have the largest 2nd IP's, since their positive ions have noble gas configurations, so one never sees them doubly charged, whereas the alkali earths often are. So two are the zinc family, because of the ease of stripping off the two s electrons, although harder than for alkali earths. On the other hand, one never sees singly charged alkali earths, because the intense Hartee field of the doubly-ionized configuration yields much greater lowering of energy in a solid (such as CaCl 2 ) or in solution, where negative ions can surround the positive ion.
DENSITY FUNCTIONAL THEORY
Density functional theory (DFT) is a completely alternative approach to quantum mechanics, with its roots in semiclassical approximations. We will study its application to electronic structure problems, where we use it find the ground-state energy and density, but DFT is used in many fields, including nuclear physics, classical liquids, superfluids, superconductors, and for time-dependent problems.
The principle idea is to use the electronic density n(r) as the basic variable, instead of the wavefunction. To see that this can be done, begin from the variational principle for the groundstate energy of our problem:
where the minmization is over all antisymmetric many-body wavefunctions with N particles. First note that the one-body potential (−Z/r for an atom) couples only to the electronic density, so we can write
Next, we write the minimization as a two-step process: First, find all Ψ which have a certain n(r), and then search over all possible n(r):
So this is still the variational principle, just written in a very specific manner. But now we can define the following density functional:
and then our variational principle suddenly looks much easier:
Suddenly, we merely need to search over electronic densities to solve our problem, not wavefunctions. At the minimum, we will have the exact density and energy! Important points to note are:
• A functional is simply a function of a function. A simple example is the area under a curve in a given region:
If you give me any function f , it has some area. We use the square brackets to denote functional dependence. In fact, we've been using functionals ever since we did the variational principle, because that gives the ground-state energy as a functional of wavefunctions. And we already know several simple density functionals, such as the onebody potential energy:
and the Hartree energy.
• Thomas (1926) and later Fermi brilliantly wrote down intuitively an approximate version of this theory, now called ThomasFermi theory, using a simple approximation for the kinetic contribution to F and U, the Hartree-energy, for V ee . This was used for about 50 years in electronic structure problems, and continues to be used in lots of areas of physics today, but was supplanted by the formally exact work of Hohenberg and Kohn, and the much more accurate approximations of Kohn and Sham. Unfortunately, the TF approximation has about a 10% error in the total energy, due to approximating the kinetic energy as a simple density functional, making it useless for studying energetics of bonds. Edward Teller even proved that molecules cannot bind in this theory.
• In principle, the theory is exact. If you knew exactly F [n], you'd get the exact answers. In practice, we have no direct way to calculate F , and so we make clever approximations. But the beauty of DFT is that, once a given approximation is written as a functional of n(r), it can be applied to every electronic problem.
• Hohenberg and Kohn first deduced the exact F [n] and its formal properties, but the reasoning given above is simpler and more general, and due to Levy and Lieb.
The key step in constructing modern DFT came a year after HK, with the definition of the Kohn-Sham equations. They asked the question: Is there a unique system of non-interaction fermions, which we will call KS electrons, that has the same density as the real system? The answer is that it is always unique, and usually exists. We call the Schrödinger equation for the KS electrons the KS equations:
and yield and density
The subscript s denotes single-electron equations. We can write the missing functional in terms of the KS energies:
where T S is the kinetic energy of the KS electrons:
We have explicitly included the Hartree energy, as we know this will be a large part of the re-mainder, and we know it explictly as a density functional. 
This is the first and most important relationship of exact density functional theory: from the functional dependence of F [n], we can extract the potential felt by non-interacting electrons of the same density. We note several important points:
• The Kohn-Sham equations are exact, and yield the exact density. For every physical system, the Kohn-Sham alter ego is welldefined and unique (recall Fig. ?? ). There is nothing approximate about this.
• The Kohn-Sham equations are a set of single-particle equations, and so are much easier to solve than the coupled Schrödinger equation, especially for large numbers of electrons. However, in return, the unknown exchange-correlation energy must be approximated. (We do not know this functional exactly, or else we would have solved all Coulomb-interacting electronic problems exactly.)
• While the KS potential is unique by the Hohenberg-Kohn theorem (applied to noninteracting electrons), there are known examples where such a potential cannot be found. In common practice, this has never been a problem.
• The great advantage of the KS equations over Thomas-Fermi theory is that almost all the kinetic energy (T S ) is treated exactly.
• The KS orbitals supercede the HF orbitals, in providing an exact molecular orbital theory. With exact KS theory, we see now how an orbital calculation can provide exact energetics. The HF orbitals are better thought of as approximations to exact KS orbitals. So the standard figure, Fig.  ? ?, and other orbital pictures, are much more usefully interpreted as pictures of KS atomic and molecular orbitals.
• Note that pictures like that of Fig. ? ? tell us nothing about the functional dependence of v S (r). That KS potential was found simply by inverting the noninteracting Schrödinger equation for a single orbital. This gives us the exact KS potential for this system, but tells us nothing about how that potential would change with the density.
• By subtracting T S and U from F , what's left (exchange and correlation) will turn out to be very amenable to simple approximations.
• The missing XC energy is just the sum of the exchange and correlation energies that we had before, only now exchange is calculated on the KS orbitals, not the HF orbitals.
• For many years before the KS work, Slater and co-workers were running KS calculations, but on an empirical basis, using an adjustable parameter α to capture XC effects accurately. The great contribution of KS was to exactly identify the missing pieces and make the local density approximation (LDA), which then dominated all calculations of solids for a quarter century.
• The wonderful utility of the KS scheme is that it yields self-consistent equations that are even quicker to solve than the HF ones, but includes correlation approximately. Thus one can handle molecules and solids about 10 times bigger than can be handled with comparable accuracy using sophisticated wavefunction approximations, because the wavefunction is never used.
Lastly in this section, we must discuss approximations, since all practical DFT calculations use them. The simplest imaginable is the local (spin) density approximation (LDA), suggested by KS:
which was (and still is) used for solids from 1964 to the early 1990's. The XC energy density is that of a uniform electron gas, essentially an infinite box of interacting electrons, with spin densities n ↑ and n ↓ . In the KS equations, it is much more accurate than TF theory, and binds molecules. Whereas HF typically underbinds by about 100 kcal/mol per bond, LDA overbinds by about 30 kcal/mol, still not accurate enough for thermochemistry.
The vast majority of all calculations today (which is most of electronic structure calculations) use one of the following:
• A generalized gradient approximation (GGA):
where e GGA XC is the XC energy density given by some formula, and depends on the spindensities and their gradients. By far, the most used formula is the one called PBE, which is not the most accurate for thermochemistry, but provides a general purpose balance between accuracy and reliability. It is particularly favored for solid calculations, because it works well for metals.
• A hybrid functional that mixes a a fixed fraction of HF exchange and GGA:
Such hybrids can yield excellent energetics for thermochemistry. Again, there is a very dominant formula in use in chemistry, called B3LYP. It is less popular for solids, because HF has problems with bulk metals.
Part III
Molecules
In this chapter, we expand our repertoire to make the Born-Oppenheimer apprximation for all matter, and study the specific case of small molecules.
BORN-OPPENHEIMER APPROXIMATION
As mentioned in the introduction, the BO approximation is the most standard and successful for everyday matter. It is based on the huge mass ratio between electrons and protons (or neutrons).
Hamiltonian for electrons and nuclei
Kieron: Rewrite, with electronic parts bundled To assemble the Hamiltonian for a collection of electrons and nuclei, we begin by labelling each nucleus with index α = 1, ..., N n , where N n is the number of nuclei. Each nucleus is at position R α and has charge Z α . We write the total Hamiltonian as a sum of contributions:
H =T n +T +V ee +V nn +V en (79)
is the nuclear kinetic energy,
is the electronic kinetic energy, whilê
is the electron-electron repulsion,
