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Resumen y Abstract V
 
Resumen 
El pronóstico de ocupación del espectro radioeléctrico es útil en el diseño de sistemas 
inalámbricos que aprovechan las oportunidades en el espectro como la radio cognitiva. 
En este documento se propone el desarrollo de un modelo de propagación, que a través 
del pronóstico de la potencia recibida, identifica las oportunidades espectrales en canales 
de una red móvil celular para un entorno urbano. El modelo propuesto integra un modelo 
de propagación a gran escala con un modelo neuronal wavelet, que combina las pérdidas 
promedio con las pérdidas instantáneas. Los resultados del modelo, obtenidos a través 
de simulaciones, son consistentes con el comportamiento observado en experimentos de 
este tipo de sistemas inalámbricos.  
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Resumen y Abstract VI
 
Abstract 
The forecast of the radioelectric spectrum occupancy is useful for wireless systems 
designs that take advantage of spectrum opportunities, such as cognitive radio. In this 
document the development of a propagation model is proposed, that through the 
forecasting of received power, identifies the spectral opportunities in channels of a cellular 
mobile network for an urban environment. The proposed model integrates a large-scale 
propagation model with a wavelet neural model, which combines the average losses with 
the instantaneous losses. The results of this model, which are obtained through 
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El espectro radioeléctrico se percibe como un bien escaso. En la actualidad, el uso de 
buena parte de las bandas licenciadas está mal distribuido; pues, normalmente, se 
pueden encontrar bandas de frecuencia muy congestionadas y otras bandas poco 
utilizadas. La radio cognitiva (CR) se ha convertido en uno de los paradigmas más 
investigados en las comunicaciones de radio para optimizar el uso del espectro 
radioeléctrico [1]. Una CR es una radio inteligente, consciente de su entorno, capaz de 
reconfigurarse de manera autónoma para aprender y adaptarse al entorno de radio que 
la rodea [2]. La investigación en CR ha sido motivada por los resultados de las campañas 
de medición de espectro realizadas en todo el mundo [3-13]. Estas campañas de 
medición muestran que el espectro radioeléctrico está subutilizado en los dominios de 
frecuencia, tiempo y espacio geográfico [4, 6-8, 10, 13]. 
En Colombia y en el mundo, las políticas para la regulación del espectro radioeléctrico, 
que son tradicionalmente aplicadas, conciernen, en una parte, a la asignación exclusiva 
de bandas del espectro a operadores de tecnologías inalámbricas y, en otra parte, a la 
concesión de bandas del espectro para el uso libre por parte de operadores y usuarios 
particulares [14]. Estas políticas de asignación espectral han permitido el desarrollo del 
sector de las telecomunicaciones; sin embargo, el elevado costo de las licencias para la 
asignación del espectro concesionado, la escasez de espectro para la asignación a 
nuevos operadores, el bajo porcentaje de uso que le dan, en su mayoría, los operadores 
al espectro licenciado [15] y los elevados niveles de interferencia en las bandas libres del 
espectro, han hecho que se consideren novedosas estrategias, como la CR, para 
contrarrestar estas deficiencias [16, 17]. 
El principio para el funcionamiento de la CR se basa en que los usuarios no licenciados 
no interfieran a los usuarios licenciados; para ello, una forma de enfrentar este problema 
es que los usuarios no licenciados detecten la ocupación del espectro en diferentes 
localizaciones, como función del entorno considerado y de las condiciones de 
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propagación; esto proporciona una valiosa herramienta para el diseño, dimensionamiento 
y evaluación del rendimiento en redes de CR [18]. 
Los modelos de propagación comenzaron a formularse a finales de la década de los 
años sesenta, con el fin de estimar con precisión las pérdidas de propagación en un 
entorno. Inicialmente, se diseñaron modelos de propagación empíricos y estadísticos en 
áreas urbanas [19, 20]; luego, con el despliegue de las comunicaciones móviles a 
comienzos de la década de los ochenta, se diseñaron modelos de propagación para 
escenarios de microceldas y macroceldas [21-23]. A partir de esto, se han desarrollado 
numerosos esfuerzos para entender y predecir las características de los canales en las 
comunicaciones móviles [24], que hace parte de esta investigación.  
Las series de tiempo han sido usadas, en algunos casos, como mecanismo para el 
pronóstico de las pérdidas de propagación. Por ejemplo, se han utilizado las redes 
neuronales para pronosticar la intensidad de campo [25] y las pérdidas promedio de 
propagación [26, 27]. Además, se ha empleado la lógica difusa para este mismo 
propósito [28]. En la presente investigación las series de tiempo se usan en el pronóstico 
de la potencia recibida en una red móvil celular. 
Por tanto, en este documento se desarrolla un pronóstico de la potencia recibida para 
identificar las oportunidades espectrales en una red móvil licenciada, la cual integra un 
modelo de propagación a gran escala, con un modelo estadístico en un entorno urbano. 
El documento está organizado de la siguiente forma: en el Capítulo 1, se realiza una 
breve presentación del concepto de CR, de las técnicas de detección de espectro y de la 
afectación de la propagación en la CR. En el Capítulo 2, se realiza una descripción de los 
modelos de propagación, y de las series de tiempo utilizados y evaluados en la presente 
investigación. En el Capítulo 3, se expone el procedimiento de medición del espectro. En 
el Capítulo 4, se realiza un análisis y validación de los modelos de series de tiempo, así 
como el ajuste a los modelos de propagación en función de las medidas; a su vez, se 
presenta la metodología para el diseño del modelo de propagación propuesto. En el 
Capítulo 5, se exponen los resultados de la potencia recibida y el ciclo de trabajo para los 
nuevos modelos diseñados. Finalmente, en el Capítulo 6, se exhiben las conclusiones y 





La creciente necesidad de comunicarse cada vez más, a través de tecnologías 
inalámbricas, trae consigo el aumento en la ocupación del espectro radioeléctrico y, por 
consiguiente, la interferencia entre diferentes equipos, especialmente, los usados en las 
bandas no licenciadas. Esto puede causar pérdidas de información, errores de 
transmisión, entre otros problemas. Por tanto, se han desarrollado diferentes técnicas 
para minimizar las interferencias como: el beamforming, el espectro ensanchado, el salto 
en frecuencia y el control de potencia adaptativo, entre otros [29]. 
 
Asimismo, es importante el estudio de tecnologías que permitan el uso más eficiente del 
espectro radioeléctrico, como lo es la CR, donde es necesario detectar los espacios del 
espectro que no están siendo usados por parte de los usuarios licenciados, de modo que 
se pueda conllevar a una asignación oportunista y dinámica de este espectro restante, a 
usuarios no licenciados que lo soliciten [30].  
 
La CR es un tema que se encuentra, desde la pasada década, en investigación teórica 
[31], los fabricantes de telefonía celular como Nokia [32] y departamentos como la 
Agencia de Investigación de Proyectos Avanzados de Defensa (DARPA) [33], entre otros, 
se encuentran financiando este tema de investigación en aras de lograr la 
implementación física de estas redes. En Colombia, esta temática es liderada por 
entidades como la Agencia Nacional del Espectro (ANE), con el fin de definir políticas de 
espectro en el país y hacer aportes a nivel regulatorio en las Conferencias Mundiales de 
Radiocomunicaciones (CMR). Esto hace necesario una continua investigación en esta 
área, en campos como la propagación [34-36]; una investigación que conlleve al 
despliegue de esta tecnología emergente y se logren superar, de una manera eficiente, 
los inminentes problemas frente a la subutilización e inadecuada distribución del espectro 
radioeléctrico, lo que no solo beneficiará a los operadores de redes inalámbricas, sino a 
los usuarios de estas tecnologías, puesto que podrán poseer más servicios, lo que 
redunda en más operadores y más competencia, y, por tanto, menos costo [37]. 
 
Por esta razón, esta tesis consiste en el desarrollo de un modelo de propagación que 
identifica las oportunidades espectrales en una red móvil a partir de mediciones 





Desarrollar un modelo de propagación para un entorno urbano capaz de identificar 
oportunidades espectrales para redes móviles de radio cognitiva. 
Objetivos específicos 
 Analizar estadísticamente las tendencias de ocupación espectral con base en 
mediciones realizadas, en redes móviles para un entorno urbano. 
 Diseñar un modelo de simulación que integre características de propagación a gran 
escala con el análisis estadístico. 
 Evaluar los resultados del modelo de propagación en un entorno urbano controlado1 
utilizando las variables tiempo, distancia y potencia.  
Contribución 
La principal contribución de este trabajo consiste en la propuesta de un modelo de 
propagación, el cual integra las pérdidas promedio con las pérdidas instantáneas para 
pronosticar la potencia recibida en un usuario no licenciado proveniente de un transmisor 
licenciado en un entorno urbano.  
Para lograr este propósito, se toman medidas del espectro radioeléctrico, emitidas por un 
transmisor licenciado, durante una semana en un entorno urbano. A continuación, se 
seleccionan tres canales con diferentes niveles de ocupación de la tecnología: ‘sistema 
global para comunicaciones móviles (GSM)’. Con esta información de la potencia 
medida, se validan y evalúan los modelos de series de tiempo: SARIMA, GARCH, 
Markov, EMD-SVR y neuronal wavelet; seguidamente, con estas medidas y las 
características del entorno urbano, se ajustan los modelos de propagación a gran escala 
que más se adecuan. Posteriormente, se entrena el modelo de serie de tiempo 
seleccionado, con los datos medidos, y se integra con el modelo a gran escala, a fin de 
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pronosticar la potencia que se recibiría desde el transmisor licenciado a lo largo del 
entorno. Finalmente, se exhibe el ciclo de trabajo, el cual determina la ocupación 
espectral a lo largo del entorno.  
Este tipo de modelos son muy útiles en las comunicaciones inalámbricas, puesto que 
contribuye en el compartir del espectro radioeléctrico, entre usuarios licenciados y no 











1. Marco teórico 
Para abordar los problemas de limitación de espectro, la Comisión Federal de 
Comunicaciones (FCC) aprobó el uso de dispositivos no licenciados en las bandas 
licenciadas [38]. En consecuencia, se proponen las técnicas de acceso dinámico al 
espectro para resolver los problemas actuales de ineficiencia espectral [2]. 
 
La tecnología clave para el acceso dinámico al espectro es la CR, que está emergiendo 
como una tecnología promisoria e innovadora, que tiene como fin, solventar y solucionar 
uno de los grandes problemas de los sistemas de comunicaciones inalámbricas de 
próxima generación: la escasez de espectro radioeléctrico y la subutilización del mismo. 
Esta tecnología provee la capacidad de compartir, de una manera oportunista, el canal 
inalámbrico con los usuarios que poseen una parte licenciada del espectro [30, 39]. 
El término CR, formalmente, se puede definir de la siguiente forma [40]: 
Una CR es una radio que puede cambiar los parámetros del transmisor basado en la 
interacción con el entorno en que este opera. 
A partir de esta definición, dos características principales de la CR pueden ser definidas 
de la siguiente manera [41]: 
 Capacidad Cognitiva: la capacidad cognitiva se refiere a la habilidad de la 
tecnología de radio para capturar o detectar la información y adaptarse a su entorno 
de radio. Esta capacidad no solo puede ser realizada mediante la monitorización de 
potencia en una banda de frecuencias de interés, sino que las técnicas más 
sofisticadas, tales como el aprendizaje autónomo y la decisión de acción son 
requeridas para captar las variaciones temporales y espaciales en el entorno de 
radio, y, así, evitar la interferencia a otros usuarios. 
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 Reconfigurabilidad: la CR puede ser programada para transmitir y recibir señales 
en una variedad de frecuencias, y para usar diferentes tecnologías de acceso de 
transmisión, con el apoyo de su hardware [42].  
 
Figura 1-1: Concepto de radio cognitiva [41]. 
En la Figura 1-1, se muestra el concepto de CR a través de la capacidad cognitiva y la 
reconfiguración. En primer lugar, la CR identifica la información de radio a través de la 
observación y los procesos de aprendizaje y, por consiguiente, toma las decisiones 
apropiadas. 
Basada en estas decisiones, la CR reconfigura su software (p. e. los protocolos de 






Figura 1-2: Hueco espectral y acceso dinámico al espectro [30]. 
A través de la capacidad cognitiva y la reconfigurabilidad, la CR permite el uso del 
espectro no utilizado temporalmente, lo que se conoce como un hueco espectral o 
espacio en blanco [1]. Si esta banda es usada por un usuario licenciado, también llamado 
usuario primario (PU), la CR se mueve a otro hueco espectral para evitar interferir a los 
PU, como se muestra en la Figura 1-2. Esta nueva área de investigación prevé el 
desarrollo de las redes de CR a fin de mejorar la eficiencia espectral. 
La CR ofrece la capacidad de compartir los canales inalámbricos con los PU de una 
manera oportunista. Con este fin, los usuarios de CR (usuarios no licenciados o usuarios 
secundarios) necesitan monitorear continuamente el espectro para determinar la 
presencia de los PU y reconfigurar el RF front-end de acuerdo con las demandas y 
necesidades de las capas superiores.  
Para cumplir con lo anterior, las redes de CR necesitan conocer las operaciones del 
espectro, que forman un ciclo cognitivo. Como se muestra en la Figura 1-3, el ciclo 
cognitivo consta de cuatro funciones para gestionar el espectro: detección de espectro, 
decisión de espectro, compartir el espectro y movilidad de espectro. Para implementar 
redes de CR, cada función necesita ser incorporada en los protocolos clásicos de capas. 
Las siguientes son las principales características de las funciones para gestionar el 
espectro [30]:  
1. Detección de espectro: un usuario de CR supervisa las bandas disponibles del 
espectro, captura su información y, después, detecta los huecos del espectro. 
2. Decisión de espectro: basados en la disponibilidad del espectro, los usuarios de 
CR pueden determinar la mejor banda espectral. Esta operación no solo depende de 
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la disponibilidad de espectro, sino también se determina basándose en políticas 
internas (y posiblemente externas). 
3. Compartir el espectro: desde que múltiples usuarios de CR intentan acceder al 
espectro, el acceso a la red de CR se debe coordinar para prevenir que los múltiples 
usuarios colisionen en las partes solapadas del espectro. 
4. Movilidad de espectro: Los usuarios de CR son considerados como “visitantes” en 
el espectro. Si los PU necesitan una parte específica del espectro o si las 
condiciones del canal se deterioran, los usuarios de CR deben continuar en otra 
parte vacante del espectro. 
 
Figura 1-3: Ciclo Cognitivo [43]. 
1.1 Detección de espectro 
La detección de espectro ha sido brevemente definida como: la labor de obtener espectro 
disponible, determinando la existencia de PU dentro de una región geográfica definida. 
Esto se obtiene de diversas formas dentro de las cuales se encuentra la detección local 
del espectro en CR [44-46]. En la técnica de acceso al espectro overlay, un usuario de 
CR puede transmitir únicamente en frecuencias que no estén siendo usadas en el 
espectro que lo rodea [1]. 
A pesar de que la detección de espectro es, tradicionalmente, entendida como la medida 
de la energía de las frecuencias de radio a lo largo del espectro; cuando se trata de CR, 
la detección se convierte en un término más amplio, el cual involucra la obtención de 
características de uso espectral en múltiples dimensiones como: el tiempo, el espacio, la 
frecuencia y el código [47]. La detección comprende una gran variedad de aspectos 
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asociados con la determinación del tipo de señal que ocupa una banda; empero, esto 
requiere técnicas más robustas para el análisis de señales, las cuales suponen mayor 
complejidad desde el punto de vista computacional [48]. 
A continuación se presentan de forma general las técnicas fundamentales de detección 
de espectro; las cuales, a su vez, son la base para desarrollar algoritmos de detección 
más elaborados [48-54]: 
1.1.1 Detección de energía 
La detección de energía en las bandas de frecuencia es la forma más común de detectar 
oportunidades en el espectro (p.e., en los analizadores de espectro), debido a su bajo 
nivel de complejidad, en términos de computación e implementación, al compararse con 
otras técnicas [55-60]. De acuerdo con esta técnica, se determinará que existe un usuario 
licenciado transmitiendo en una banda determinada, cuando el promedio de las muestras 
detectadas en una banda del espectro en particular supera un umbral específico. 
 
Las señales son detectadas comparando el nivel de salida de un detector de energía con 
respecto a un umbral que depende del ruido [61, 62]. No obstante, la selección de este 
umbral es una de las debilidades de esta técnica, puesto que la potencia de ruido es 
cambiante.  
1.1.2 Detección por filtro adaptado 
Básicamente, un filtro adaptado adecua su respuesta al impulso de manera tal que, al 
tomar las muestras de la señal en un tiempo específico, la salida del filtro sea equivalente 
a la salida de un receptor de correlación. Esta técnica es reconocida por su óptimo 
desempeño en la detección de usuarios licenciados, cuando las señales transmitidas son 
conocidas [49], esto es equivalente a la convolución de la señal desconocida, con una 
versión de tiempo de la señal conocida. La complejidad de implementar este tipo de 
detección es muy alta para ser llevada a la práctica [56].  
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1.1.3 Detección basada en características cicloestacionarias  
En este caso, para detectar la presencia de usuarios licenciados, se explota la naturaleza 
periódica de las señales moduladas, es decir que, a diferencia de lo que sucede en la 
detección de energía, una señal que porte información será muy diferente del ruido y de 
la interferencia debido a los cambios consecutivos que se presentan en periodos iguales 
de tiempo (p.e., la tasa a la que cambian los símbolos o la periodicidad intrínseca de las 
mismas portadoras)[63].  
En la Tabla 1-1 se presenta una comparación de las técnicas más relevantes en la 
detección de usuarios primarios. 
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En la Tabla 1-1, se observa la existencia de algunas técnicas, teóricamente robustas, 
para la detección del espectro; sin embargo, a nivel práctico, en estaciones de 
monitorización y recientes investigaciones para la medición del espectro, se hace uso de 
analizadores de espectro, los cuales presentan la ocupación de las bandas del espectro 
a través de un espectrograma; además, usan la técnica de detección de energía [4, 64, 
65]. En el desarrollo de esta tesis se utilizó el analizador de espectro marca Anritsu 
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MS2721B, que proporciona medidas rápidas y precisas [66], para medir datos y, 
posteriormente, compararlos con el modelo desarrollado. 
1.2 Propagación en radio cognitiva 
El principio clave de la jerarquía de CR es que los usuarios de CR no interfieran a los PU; 
para esto, es esencial la capacidad de un usuario de CR para detectar la señal de un PU. 
Por esta razón, es necesario analizar la capacidad de detección de un usuario de CR 
para diversas condiciones de propagación [67]. 
1.2.1 Efectos de las características de propagación 
El nivel de señal en un sensor o receptor del sistema de CR está determinado por las 
pérdidas por trayectoria del enlace entre este sensor y el transmisor primario, así como 
por el desvanecimiento a gran escala y pequeña escala de este enlace. El nivel de señal, 
a su vez, influye en la probabilidad de detección de una falsa alarma (espectro que es 
declarado ocupado a pesar de que esta libre) y la probabilidad de detección errónea 
(espectro que es declarado vacío a pesar de que está ocupado por un PU) [34]. 
 
Cuando la detección es usada en una banda ancha, los niveles de señal son diferentes 
en diversas frecuencias, debido a la selectividad de frecuencia del desvanecimiento a 
pequeña escala, así como, posiblemente, por la dependencia de la frecuencia en las 
pérdidas por trayectoria [68].  
La propagación también es clave en el problema del “nodo oculto”, en donde un 
transreceptor secundario “no escucha” a un transmisor primario, pero está lo 
suficientemente cerca para crear interferencias en el receptor primario. La probabilidad 
de que existan nodos ocultos se incrementa con el aumento de la pérdida por trayectoria 
y el efecto de sombreado [68]. 
 
Encontrar las oportunidades espectrales, requiere, por parte del sistema secundario, el 
conocimiento preciso del canal de propagación, desde el receptor (Rx) primario hacia el 
transmisor (Tx) primario y el Tx secundario, en el momento de la transmisión. Con el fin 
de desarrollar estrategias adecuadas de transmisión, es vital que el Tx secundario sea 
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capaz de hacer predicciones del canal (con base en observaciones pasadas y presentes) 
y entender la precisión alcanzada con estas predicciones. Esto, a su vez, requiere 
buenos modelos de canal [69]. 
Las características del canal también tienen un impacto en el diseño de la estrategia de 
transmisión para CR. Por ejemplo, el espaciamiento óptimo de las subportadoras, en la 
multiplexación por división de frecuencia ortogonal (OFDM), depende del perfil de retardo 
de potencia y el espectro Doppler [70]. Por tanto, una CR debe ajustar la separación de 
subportadoras para el canal de propagación. El número de símbolos de la modulación 
debe adaptarse al nivel de la señal (este nivel de la señal depende de la pérdida por 
trayectoria, el sombreado y el desvanecimiento a pequeña escala). De manera general, 
se puede inferir que los parámetros de operación en una CR dependen, de alguna forma, 
del canal de propagación [68]. 
1.2.2 Modelos de pérdida por trayectoria 
El aspecto más importante para la caracterización de la propagación de radio es la forma 
en la que la intensidad de la señal varía en función de la distancia y la ubicación. Esta 
propiedad está implícita en la pérdida por trayectoria. La pérdida por trayectoria es un 
mecanismo fundamental, que asegura que un Tx de CR no perturbe a un Rx primario si 
está lo suficientemente lejos [70]. 
Hay muchos modelos de pérdidas por trayectoria publicados; estos corresponden a 
diferentes bandas de frecuencia y entornos en los que pueden operar las radios 
cognitivas [19, 21, 71-74]. En varios textos [70, 75-77], se han descrito diversos 
mecanismos que permiten analizar la atenuación de la señal. Al mismo tiempo, se han 
realizado amplias mediciones del espectro, las cuales permiten modelar las pérdidas por 




Figura 1-4: Principio de la propagación multitrayecto [68]. 
Normalmente, las trayectorias de radio en los sistemas inalámbricos no reúnen las 
condiciones de un entorno de espacio libre. A menudo no existe línea de vista y las 
trayectorias sin línea de vista (NLOS) son numerosas debido a múltiples obstáculos, 
reflexiones y dispersiones que afectan la señal recibida, como se observa en la Figura 1-
4. A continuación se presenta una ecuación general de la potencia recibida por caminos 
inalámbricos NLOS [77]:  
LMN O LPN Q R SSTUVW XYZ                                        (1.1) 
Donde PRx y PTx son las potencias de recepción y transmisión, respectivamente; α es una 
constante que puede depender de la frecuencia, la altura de la antena y otros factores; d 
y d0 son la longitud del camino y una distancia de referencia, respectivamente; ɣ es el 
llamado exponente de pérdida multitrayecto, ζ y s representan los desvanecimientos a 
“pequeña escala” (correspondientes a los modelos de propagación a pequeña escala) y 
“gran escala” (correspondientes a los modelos de propagación a gran escala), 
respectivamente. 
Los desvanecimientos a pequeña escala y gran escala también juegan un papel 
importante en el diseño de radios de CR debido a la introducción de aleatoriedad en la 
potencia de recepción. Si el desvanecimiento no existe, entonces una CR simplemente 
podría calcular la potencia recibida en los Rx primarios y secundarios desde las 
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ubicaciones geográficas de los transreceptores (esta, a su vez, se podría derivar de la 
potencia recibida en los nodos conocidos o receptores GPS, o por otros medios). Debido 
a los desvanecimientos a pequeña escala y gran escala, el conocimiento de la distancia 
al Tx no permite establecer una única conclusión acerca de la potencia (útil o 
interferencia) de recepción. La magnitud en las variaciones de la potencia es un factor 
importante en el cálculo de la probabilidad de interferencia [68].  
Las escalas espaciales y temporales sobre las que se producen variaciones tienen un 
impacto en: cómo un canal tiene que ser detectado, a qué distancia deben estar ubicados 
los nodos de detección de manera que el desvanecimiento en estos se puede considerar 
sin correlación, y qué tan probable es la existencia de un nodo oculto. Por ejemplo, un Rx 
de CR podría detectar que un canal está disponible debido a un desvanecimiento a 
pequeña escala, que conlleva a una fuerte atenuación de un transreceptor primario. Si la 
CR transmite un poco más tarde, cuando la atenuación ha cambiado debido al 
desvanecimiento a pequeña escala, la radiación emitida por la CR dará lugar a una alta 
interferencia [70]. 
En diferentes investigaciones se han discutido los efectos de los fenómenos de 
propagación en la CR [68]. Es así como [81-83], demuestran que la ganancia de las 
antenas, el ancho del haz y las pérdidas por trayectoria, afectan la oportunidad espacial 
de reusar frecuencias para los usuarios de CR.  
En [84], se analiza la interferencia que se genera en una red de CR, teniendo en cuenta 
la sensibilidad, la potencia de transmisión y la densidad de los radios cognitivos bajo un 
entorno de propagación. Para esto, se hace uso de un detector de energía con ruido 
gaussiano blanco y, en [85], se analiza la probabilidad de detección si el ruido no es 
gaussiano. En  [86] se analiza la capacidad de un canal de CR para diferentes entornos 
de desvanecimiento, teniendo en cuenta el desvanecimiento por sombreado, así como el 
desvanecimiento rápido Rayleigh y Ricean. En  [87, 88] se construyen modelos de 
propagación para interiores-exteriores, con el fin de evitar interferencias entre PU al 





 Modelos de propagación a gran escala 
En la Figura 1-5, se presenta una clasificación de los modelos de propagación a gran 
escala. Estos son útiles para predecir la potencia promedio para una distancia de 
separación arbitraria entre un transmisor-receptor [77].  
 





















2. Análisis de modelos 
En este Capítulo se presentan los modelos de propagación y los modelos de series de 
tiempo en los que se basa la presente investigación.  
2.1 Modelos de propagación en ambientes exteriores 
Los modelos de propagación para exteriores que se describen fueron seleccionados 
teniendo en cuenta que las variables que emplean se adecuan al entorno urbano 
analizado. Dicho entorno se estudia en el Capítulo 4. 
2.1.1 Modelo de Okumura-Hata 
El modelo de Okumura es uno de los más utilizados para predecir la potencia de 
recepción en áreas urbanas. Este modelo es aplicable para frecuencias en el rango de 
150MHz a 1920MHz [19]; no obstante, Hata [21] adecuó este modelo para facilitar su 
aplicabilidad. La fórmula estándar de este modelo es [70]:  
[\(]^) O 69.55 + 26.16 log à − 13.82 log ℎde − f(ℎge)   +(44.9 − 6.55 log ℎde) log ]                      (2.1) 
 
Donde, [\ corresponde a las pérdidas del modelo en dB, fc es la frecuencia portadora en 
MHz, hte es la altura de la antena transmisora en m, hre es la altura de la antena receptora 
en m, a(hre) es el factor de corrección para la altura efectiva de la antena móvil, que es 
función del tipo de área de servicio, y d es la distancia entre Tx y Rx en km. Los rangos 
de funcionamiento para estas variables son: 
150 MHz < à < 1500 MHz 
20 m < ℎde < 200 m 
1 m < ℎge < 10 m
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1 km < ] < 20 km 
El factor de corrección depende de la altura del móvil y se calcula de la siguiente forma, 
esto aplica para ciudades pequeñas o medianas:   
 f(ℎge) O (1.1 log à −  0.7)ℎge − (1.56 log à − 0.8)               (2.2) 
Para ciudades grandes es: 
 
f(ℎge) O  h 8.29 (log 1.54 ℎge)i − 1.1 ` ≤ 200 klm  3.2 (log 11.75 ℎge)i − 4.97 ` ≥ 400 klm                (2.3) 
2.1.2 Modelo COST 231 Walfisch-Ikegami 
El modelo COST 231 fue creado para extender el uso del modelo Okumura-Hata (O-H) 
hasta los 2GHz [89]. El modelo Walfisch-Bertoni [22], el cual tiene en cuenta 
características de las edificaciones del entorno, fue combinado con el modelo Ikegami 
[90] con el propósito de considerar la difracción descendente hasta el nivel de las calles y 
algunos factores empíricos de corrección, los cuales dan como resultado el modelo 
COST 231 Walfisch-Ikegami (C231-W-I) [23]. Este es un modelo para sistemas 
celulares de corto alcance, en un rango de frecuencias desde 800 hasta 2000 MHz. 
 
Este distingue entre las situaciones en las que hay línea de vista (LOS) y en las NLOS. 
En el caso de LOS, las pérdidas están dadas por: 
 [\(]^) O 42.6 + 26 log ] + 20 log à                   (2.4) 
 
Para ] ≥ 20 m, d esta expresada en km y fc en MHz. 
En condiciones NLOS el total de pérdidas está dado por [23]: 
 [\ O [o + [gdp + [qpS                              (2.5) 
 
Donde [o son las pérdidas por espacio libre, [qpS  son las pérdidas por difracción 
multipantalla a través de la trayectoria de propagación, y [gdp son las pérdidas desde el 
borde del último techo hasta el móvil. El modelo se representa en la Figura 2-1.
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Figura 2-1: Parámetros para el modelo C231-W-I [70]. 
Los parámetros definidos en el modelo de la Figura 2-1 son los siguientes: 
 hRoof es la altura media de los edificios en m. 
 w es el ancho de la calle en m. 
 b es la separación media entre edificios en m. 
 hb es la altura de la antena de la estación base en m. 
 hm es la altura de la antena del dispositivo móvil en m. 
 ∆hm = hRoof – hm, en m. 
 ∆hb = hb – hRoof, en m. 
 d es la distancia entre la estación base y el dispositivo móvil en km. 
 [\ dará un valor mínimo de [o cuando [gdp + [qpS ≤ 0 y, en otros casos, puede llegar a 
ser negativo. Las pérdidas por espacio libre están dadas por: 
 [o(]^) O 32.4 + 20 log ] + 20 log à                        (2.6) 
Para d expresada en km y fc expresada en MHz. 
 
El término [gdp tiene en cuenta el ancho de la calle y su orientación con respecto a la 
dirección de propagación de la señal. Su definición está basada en los principios de 
difracción del modelo de Ikegami [90]. Por tanto, [gdp esta dada por: 
 [gdp O −16.9 − 10 log r + 10 log à + 20 log ∆ℎq + [Tgt               (2.7) 
Donde, 
[Tgt O u −10 + 0.354v wfxf 0° ≤  v z  35° 2.5 + 0.075(v − 35) wfxf 35° ≤  v z  55° 4 − 0.114(v − 55) wfxf 55° ≤  v ≤  90°                     (2.8) 
 
Aquí, φ es el ángulo entre la orientación de la calle y la dirección de propagación en 
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grados. [Tgt es un factor de corrección empírica que tiene en cuenta las pérdidas debido 
a la orientación de la calle. Para el cálculo de la pérdida por difracción multipantalla Lmsd, 
los bordes de los edificios se modelan como pantallas. Por tanto, 
 [qpS O [{p| + }~ + }S log ] + } log à − 9 log                    (2.9) 
Donde, 
[{p| O h−18 log(1 + ∆ℎ{)  wfxf ℎ{ > ℎMTT 0 wfxf ℎ{ ≤ ℎMTT                       (2.10) 
 
}~ O  54 wfxf ℎ{ > ℎMTT 54 − 0.8∆ℎ{ wfxf ℎ{ ≤ ℎMTT  ] ≥ 0.5 54 − 0.8∆ℎ{ So.  wfxf ℎ{ ≤ ℎMTT  ] z 0.5              (2.11) 
 
La dependencia de las pérdidas de propagación, con respecto a la frecuencia y la 
distancia, se da a través de los coeficientes }S y } en la ecuación (2.9): 
 
}S O  18 wfxf ℎ{ > ℎMTT18 − 15 ∆||  wfxf ℎ{ ≤ ℎMTT                           (2.12) 
 
} O u−4 + 0.7 R i − 1U  para ciudades de tamaño medio−4 + 1.5 R i − 1U  para zonas metropolitanas         (2.13) 
2.1.3 Modelo interino de la Universidad de Stanford  
El modelo interino de la Universidad de Stanford (SUI) es un modelo empírico que 
requiere la caracterización de cada zona de la ciudad, de acuerdo con un tipo de terreno 
[71]. Se definen tres tipos de terreno:  
 Tipo A: Asociado a la mayor cantidad de pérdidas, adecuado para terreno 
montañoso o con colinas, y con moderada o abundante presencia de vegetación.  
 Tipo B: Puede tratarse de terreno llano con bastantes árboles o terreno montañoso 
con poca vegetación.  
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 Tipo C: Asociado a pérdidas bajas, apropiado para terreno llano con poca 
vegetación.  
Esta es la expresión matemática básica para hallar las pérdidas del modelo [71]: 
[\(]^) O  + 10   Q SSZ +                                        (2.14) 
Donde,  
 O 20  QS Z                          (2.15)  
  O f − ℎ{ + a|                             (2.16) 
Acá, d es la distancia entre Tx y Rx en metros, d0 = 100 m, hb es la altura de la estación 
base (BTS) en metros, λ es la longitud de onda en metros, S es el efecto de sombreado, 
y γ es el exponente de pérdidas por trayectoria. Las constantes a, b y c dependen de la 
categoría del terreno y se calculan con ayuda de la Tabla 2-1. 
Tabla 2-1: Parámetros del modelo SUI [71]. 
Parámetro Terreno A Terreno B Terreno C 
a 4.6 4.0 3.6 
b 0.0075 0.0065 0.005 
c 12.6 17.1 20 
S 10.6 9.6 8.2 
2.2 Modelos de series de tiempo 
A continuación se describen los modelos para pronosticar el comportamiento de las 
señales medidas, a partir de un análisis del estado del arte para la predicción del 
espectro en redes de CR [91]. Para esto, se clasifican los modelos en dos según el 
análisis de la serie de tiempo: Análisis lineal, entre los que se usa el modelo 
autorregresivo integrado de media móvil estacional (SARIMA), y el modelo de 
heterocedasticidad condicional autorregresiva generalizada (GARCH); y el análisis no 
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lineal, basado en el estudio de los modelos de Markov, descomposición de modo 
empírico-vector de soporte para regresión (EMD-SVR) y neuronal wavelet. 
2.2.1 Análisis lineal 
El supuesto para este tipo de modelos consiste en considerar que la serie de tiempo es 
lineal y tiene una distribución estadística conocida, lo que se cumple parcialmente, como 
se presenta en el Capítulo 3, durante el análisis a largo plazo de la serie de tiempo 
medida.  
 Modelo autorregresivo integrado de media móvil estacional  
Distintos estudios han demostrado que el modelo SARIMA es adecuado para analizar 
series de tiempo con estacionalidad [92-94]. En los sistemas cognitivos, SARIMA se ha 
utilizado para modelar el ciclo de trabajo de un canal GSM [95]. Igualmente, en  [96, 97] 
el ciclo de trabajo fue pronosticado usando el modelo autorregresivo con 
transformaciones logit; mientras que para la investigación de la presente tesis se usa 
SARIMA para modelar la potencia recibida en tres canales GSM, con diferentes niveles 
de ocupación.  
En general, si una serie de tiempo exhibe una potencial estacionalidad indicada por s, 
entonces es ventajoso utilizar un modelo ARIMA estacional(p, d, q)(P, D, Q)s, donde d es 
el nivel de diferenciación no estacional, p es el orden autorregresivo (AR) no estacional, q 
es el orden de la media móvil (MA) no estacional, P es el número de términos 
autorregresivos estacionales, D es el número de diferencias estacionales, y Q es el 
número de términos de media móvil estacional. El modelo de media móvil integrado 
autorregresivo estacional de Box-Jenkins [98] está dado por, 
∅(^)Φ(^p)∇S∇pd O (^)Θ (^p)¡d                            (2.17) 
Donde B es el operador de desplazamiento hacia atrás, xt es la serie de tiempo 
observada de la carga en el tiempo t, y et es el error distribuido normalmente, idéntico e 
independiente (shock aleatorio) en el período t; ∇pd O (1 − ^p)d, ɸp(Bs) y ΘQ(Bs) son 
los operadores AR(p) y MA(q) estacionales, respectivamente, los cuales  se definen 
como, 
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 Φ(^p) O 1 − Φ¢^p − Φi^ip − ⋯ − Φ^¤p                                  (2.18) 
Θ (^p) O 1 − Θ¢^p − Θi^ip − ⋯ − Θ ^ p                                (2.19) 
Donde ɸ1, ɸ2,..., ɸp son los parámetros del modelo AR(p) estacional, Θ1, Θ2,X, ΘQ son los 
parámetros de la MA(q) estacional [94].  
La metodología de Box-Jenkins [98] se aplica al modelo ARIMA para encontrar el mejor 
ajuste de una serie de tiempo a sus valores anteriores, con el fin de hacer previsiones. La 
metodología de Box-Jenkins consta de cuatro pasos iterativos [99]: 
 
 Paso 1: Identificación 
Este paso se enfoca en la selección de d, D, p, P, q y Q. El número de orden se 
puede identificar mediante la observación de las muestras de la función de 
autocorrelación (ACF) y de la función de autocorrelación parcial (PACF). 
 Paso 2: Estimación 
Los datos históricos se utilizan para estimar los parámetros del modelo tentativo del 
Paso 1. 
 Paso 3: Diagnóstico de verificación 
La prueba de diagnóstico se utiliza para comprobar la idoneidad del modelo 
tentativo. 
 Paso 4: Pronóstico 
El modelo final del Paso 3 se utiliza para pronosticar los valores [100]. 
 Modelo de heterocedasticidad condicional autorregresiva 
generalizada 
GARCH ha sido usado para modelar el ruido aditivo en un método de detección de 
espectro de banda ancha para redes de radio cognitiva [101]; también se ha aplicado 
ampliamente en el modelamiento y pronóstico del tráfico para diferentes redes de 
comunicación [102-105]. Varios modelos han sido sugeridos para la captura de las 
características especiales de datos, y la mayoría de estos modelos tienen la propiedad 
de que la varianza condicional depende del pasado.  
Los modelos utilizados para estos casos son: heterocedasticidad condicional 
autorregresiva (ARCH), introducido en  [106], y el ARCH generalizada (GARCH) dado por  
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[107]. El modelado ARCH-GARCH considera la varianza del error condicional como una 
función de la comprensión del pasado de la serie. 
 Modelo ARCH(q) 
Si ɛt es el ruido blanco gaussiano con media igual a cero, la varianza es igual a la unidad, 
y Ht es la información establecida en el tiempo t dada por Ht = {r1,r2X,rt-1}. Entonces, el 
proceso {rt} es ARCH(q) [106] si 
rt = σtɛt                                      (2.20) 
Donde 
E(rt|Ht) = 0                                  (2.21) 
¥fx(xd|ld) O §di O o + ∑ txdVtit©¢                       (2.22) 
Y el término de error ɛt está dado por, 
E(ɛt|Ht) = 0                                               (2.23) 
Var(ɛt|Ht) = 1                                             (2.24) 
Las Ecuaciones (2.23) y (2.24) muestran que el término de error ɛt es una diferencia 
martingala, condicionalmente estandarizada, definida de la siguiente manera: una serie 
estocástica {rt} es una diferencia martingala si sus expectativas con respecto a los 
valores pasados de otra serie estocástica Xi es cero, es decir que [108]: 
ª(xd«t|¬t, ¬tV¢, … , ) O 0                                 (2.25) 
Para i = 1, 2,X. En este tipo de impacto del pasado, la desviación estándar se asume 
como una función cuadrática de innovaciones retrasadas. El coeficiente (α0, α1,X, αq), 
consistentemente, puede estimarse mediante la regresión {rt2} en r2t-1, r2t-2,<, r2t-q. Para 
asegurar que la desviación estándar no sea negativa, se requiere α0 ≥ 0, αi ≥ 0 para todo i 
= 1, 2,X, q.  
Basándose en la supuesta normalidad de ɛt, se adopta el método de estimación de 
máxima verosimilitud. Si r1, r2,X, rt, es un resultado de un proceso ARCH(1); entonces, la 
probabilidad de los datos puede ser escrita como un producto de las condicionales [108]: 
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 `(x¢, xi, … , xd|; x¢) O `(xd|xdV¢) `(xdV¢|xdVi) … `(xi|x¢)`(x¢|)                (2.26) 
Donde θ = (α0, α1)’. 
 Modelo GARCH 
El modelamiento ARCH, puede requerir un gran valor de retrasos q, y, por tanto, un gran 
número de parámetros. Esto puede resultar en un modelo con un gran número de 
parámetros, lo que va en contra del principio de parsimonia, lo que conlleva, muchas 
veces, a presentar dificultades cuando se utiliza el modelo para describir adecuadamente 
los datos. Un modelo GARCH puede contener menos parámetros, en comparación con 
un modelo ARCH; esto hace que un modelo GARCH pueda ser preferible que un modelo 
ARCH [108, 109]. 
Lo anterior no es analizado en esta investigación; aunque en [110] es discutido. El 
modelo GARCH (p,q) emplea la Ecuación (2.20) para los retornos logarítmicos rt; pero, la 
ecuación de desviación estándar incluye nuevos términos para q, es decir [108]: 
xd O §d¯d, ¯d~±(0,1)                         (2.27) 
 §di O o + ¢xdV¢i + ⋯ + xdVi + ²¢§dV¢i + ⋯ + ²§dVi                     (2.28) 
Donde, ahora, t > max(p,q) y los componentes restantes son como los del modelo ARCH. 
Los parámetros del modelo son α0, α1,X, αq, β1,X, βp, para algunos enteros positivos p, 
q.  
 El Modelo GARCH (p, q) 
El GARCH (p,q) es una generalización de GARCH(1,1) con p como el retraso 
autorregresivo y q como el retraso promedio móvil.  
Formalmente, un proceso {rt} es GARCH(p, q) si [108] 
rt = σtɛt                                              (2.29) 
§di O o + ∑ txdVti +t©¢ ∑ ²³§dV³i³©¢ O o + (^)xdi + ²(^)§di          (2.30) 
Donde α(B) y β(B) son los polinomios en el operador dados por 
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(^) O ¢^ + ⋯ + ^                                      (2.31) 
Y 
²(^) O ²¢^ + ⋯ + ²^                                     (2.32) 
Con las restricciones α0>0, αi≥0 y βj≥0 para i = 1, 2,X, q y j = 1, 2,X, p, impuestas con el 
fin de que la varianza condicional se mantenga positiva. La Ecuación (2.30) se puede 
expresar como [108]: 
(1 − ²(^))§di O o + (^)xdi                               (2.33) 
El modelo GARCH(0,q) es el mismo modelo ARCH(q) y, para p=q=0, se tiene un modelo 
GARCH(0,0), que es un simple ruido blanco. Al igual que en el modelo ARCH(q), la 
media condicional de {rt} es cero, es decir, E(rt|Ht) conlleva a que la serie {rt} sea una 
diferencia martingala y, al analizar {rt}, se observa que no hay correlación [111]. 
Asumiendo que el proceso GARCH(p,q) es estacionario de segundo orden [108], es 
decir, 
¥fx(xd) O ª(xdi) O ´¢V∑ ´µV∑ ¶··̧¹º»µ¹º                                  (2.34) 
La autocovarianza de un modelo GARCH(p,q) para k ≥ 1, donde k es el retraso [108], es: 
E(r¼r¼V½) O 0                                             (2.35) 
Ya que rt es una diferencia martingala [111]. Así, el modelo GARCH(p,q) no muestra 
autocorrelación en la serie de retorno {rt}. Sin embargo, los retornos cuadrados muestran 
autocorrelación a pesar de que los retornos no están correlacionados.  
Expresando rt
2 en términos de vt = rt2-σt2, se tiene [108], 
xdi O §di + ¾d O o + ∑ (t + ²t)xdV³i − ∑ ²³¾dV³ + ¾d³©¢t©¢           (2.36) 
Donde αi=0 para i > q, βj=0 para i > p, y vt es otra diferencia martingala, lo que significa 
que E(vt)=0. Para encontrar el proceso GARCH(p,q), se resuelve α0 en la Ecuación (2.36) 
y expresando la varianza de rt como σɛ
2, se tiene de [108]: 
o O §¿iR1 − ∑ tt©¢ − ∑ ²³³©¢ U                             (2.37) 
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Y sustituyendo la Ecuación (2.37) en la (2.36), se llega a: 
   ªÀÁxdVÂi − §¿iÃ(xdi − §¿i)Ä  O ªÀ∑ Át + ²³Ãqt,³©¢ ÁxdVti − §¿iÃÁxdVÂi − §¿iÃÄ −  
ªQ∑ ²³¾dV³³©¢ ÁxdVÂi − §¿iÃZ + ªÀ¾dÁxdVÂi − §¿iÃÄ                        (2.38)  
La autocovarianza de los retornos cuadrados para el modelo GARCH (p,q) [108] viene 
dada por: 
Å¾Áxdi, xdVÂi Ã O ªÀ∑ Át + ²³ÃÁxdVti − §¿iÃqt,³©¢ ÁxdVÂi − §¿iÃÄ                (2.39) 
Por tanto, la ACF y la PACF de los retornos cuadrados en un proceso GARCH tienen el 
mismo patrón que las de un proceso ARIMA. Al igual que en un modelo ARIMA, la ACF y 
la PACF son útiles en la identificación del orden p y q del proceso GARCH(p,q). 
2.2.2 Análisis no lineal 
En este caso los modelos se aplican para describir el comportamiento de las series de 
tiempo no lineales. La no linealidad en la serie medida para la presente investigación, se 
observa especialmente en el análisis a corto plazo [112].  
 Modelo de Markov 
En redes de CR los estados de ocupación (ocupado o libre) están ocultos, ya que nos 
son directamente observables. Por tanto, el modelo de Markov ha sido usado, en redes 
cognitivas, para pronosticar los estados de ocupación del canal [113-116], y en  [117] se 
ha empleado una cadena de Markov en tiempo discreto para modelar los ciclos de 
trabajo de canales de diferentes tecnologías inalámbricas.  
Un modelo oculto de Markov (HMM) es un modelo matemático en el que el sistema que 
está siendo modelado contiene un proceso oculto de Markov. Los parámetros del modelo 
son desconocidos y deben determinarse a partir de un conjunto de datos observables. La 
técnica tiene su origen en el reconocimiento de voz y el procesamiento de señales, y su 
aplicación ha aumentado su uso en las series de tiempo. La idea principal detrás de un 
HMM es que el estado latente del sistema y otra información no observable se ocultan en 
un proceso de observación, que está afectado por algo de “ruido”. Esta información 
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oculta se supone que sigue la dinámica de una cadena de Markov de estado finito en 
tiempo discreto o continuo [118].  
El modelo de Markov empleado en esta tesis hace uso de un cambio de medida de 
probabilidad, de un filtrado recursivo y de un algoritmo de estimación; con el fin de 
pronosticar las diferentes potencias recibidas en canales GSM, y no los habituales 
estados de ocupación del canal (ocupado y libre), desarrollados en trabajos anteriores 
[113-116]. A continuación, se describen los componentes usados en el modelo.  
 Cadenas de Markov 
Un proceso de Markov es un proceso aleatorio sin memoria. El estado futuro del proceso 
depende, únicamente, de su estado actual; esto es condicionalmente independiente del 
pasado. Se tiene en cuenta la discusión en [119], y se asume que la cadena de Markov 
tiene un conjunto finito y contable de los estados. 
 Cadenas de Markov en tiempo discreto 
Sea (Ω, F, P) un espacio de probabilidad y (Xk)kЄN una sucesión de variables aleatorias 
con valores en el espacio de estado M = {m1, m2,X, mN}, donde x es una función x: Ω→M 
y N es el conjunto de números naturales. 
El proceso x es una cadena de Markov, si satisface la propiedad de Markov [118] 
LÁÂ«¢ O NÆÇº| o O o, … . . , Â O ÂÃ O LÁÂ«¢ O NÆÇº| Â O ÂÃ     (2.40) ∀ ≥ 1  o, ¢, … . , Â ∈ k  
 
La distribución inicial de x está definida por X = (Xm: mЄM), Xm = P(x = m) = P ({w: x (w) = 
m}). Además, la cadena de Markov (Xk)kЄN se caracteriza por su matriz de probabilidad de 
transición Π. Para un elemento en particular πji de la matriz de probabilidad de transición 
Π se tiene [118], 
Ê³t O  L(Â«¢ O Ë| Â O Ì), Ì, Ë Є k                              (2.41) 
Donde πji ≥ 0 ∀ (Ë, Ì) ∈ ki  ∑ Ê³t O 1 ∀Ì ∈ k³∈Î . 
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Esta etapa de probabilidades de transición πjis para la cadena de Markov indica la 
probabilidad de cambiar del estado i al estado j. La cadena de Markov es homogénea, 
esto es, que las probabilidades de transición Ê³t O  L(Â«¢ O Ë| Â O Ì) no dependen del 
tiempo k. 
Las probabilidades de transición de h pasos adelante pueden calcularse multiplicando la 
matriz Π por sí misma h veces. Esta matriz se denota por Πh y πji
(h) = (Πh)ji es la (j,i) 
entrada en la matriz de probabilidad de transición de h pasos Πh. 
Los estados de una cadena de Markov pueden ser representados por la base canónica 
{e1, e2,X, eN} de R
N, donde ei = (0,X, 0, 1, 0,X, 0)
T Є Rk, donde T denota la transpuesta 
del vector fila. Esto se asocia con el espacio de estados M. Cuando mk = j, entonces, la 
cadena de Markov Xk se representa por un vector unitario con el elemento 1 en la fila j, y 
0 en otro lugar. La expectativa condicional de Xk+1 es, por tanto, dada por la jth columna 
de la matriz de probabilidad de transición [118], 
ª(¬Â«¢|Â O Ë) O ÏÊ³¢⋮Ê³ÑÒ                                        (2.42) 
Por tanto, se tiene 
E(Xk+1 | Xk) = E(Xk+1 | Xk, Xk-1, X) = Πxk                        (2.43) 
En la predicción de los estados de una cadena de Markov, representados por los 
vectores unitarios, se puede expresar la cadena de Markov [118] como 
Xk+1 = ΠXk + Vk+1                                      (2.44) 
Donde Vk es un incremento martingala [120]. No es posible predecir Vk sobre la base de 
los estados anteriores del proceso y Vk+1 puede encontrarse a partir de la siguiente 
diferencia [118]: 
Vk+1 = Xk+1 – E(Xk+1 | Xk, Xk-1,X)                          (2.45) 
La dinámica de X en la Ecuación (2.44) implica que Xk+h = Π
hXk + Vk+h + ΠVK+h-1 + Π
2Vk+h-2 
+X+ Πh-1VK+1. Ya que Vk es un incremento martingala, se deduce que la predicción del h-
paso adelante de la cadena de Markov [118] está dada por: 
E(Xk+h | Xk, Xk-1,X) = Π
hXk                                      (2.46) 
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 Modelos Ocultos de Markov 
En un HMM, una cadena de Markov está embebida en un proceso estocástico, el cual 
corresponde a una serie de observaciones. La propia cadena de Markov no es 
observable; esta se "oculta" en las observaciones y su objetivo es estimar la cadena de 
Markov subyacente, es decir, filtrar la secuencia {xk} de las observaciones, por lo que se 
asume que la cadena de Markov subyacente xk es homogénea con espacio de estado 
finito en tiempo discreto. Bajo la medida del mundo real P, la cadena de Markov sigue la 
dinámica Xk+1 = ΠXK + Vk+1, donde Π es la matriz de probabilidad de transición y Vk+1 es 
un incremento martingala. El proceso de observación se denota por {yk} y puede seguir 
diferentes tipos de dinámicas. 
Se destaca la importancia del número de estados N de la cadena de Markov, ya que la 
cadena de Markov es oculta, lo que conlleva a que el número de estados no sea 
observable. Una elección razonable del número de estados tiene que ser hecha sobre la 
base del proceso observado. 
El espacio de estado M es finito, más específicamente M = {m1, m2,X, mN}, y, como se 
mencionó anteriormente, puede estar asociado con la base canónica de RN. En un HMM 
ergódico, todos los estados están interconectados; por lo tanto, cada estado puede ser 
alcanzado desde cualquier otro estado. La segunda característica en importancia de un 
HMM es el número M de observaciones distintas. Cuando el proceso de observación es 
discreto, se selecciona un conjunto de observaciones distintas. La matriz de probabilidad 
de transición Π = {πji} es el tercer elemento en importancia de un HMM y define la 
distribución de probabilidad de transición de estado, mientras que la distribución de 
probabilidad del proceso de observación es el cuarto elemento clave. Por último, el HMM 
es caracterizado por la distribución del estado inicial X = {Xji}, donde Xj = P(x1 = mj), para 
todo 1 ≤ j ≤N [118]. 
 Cambio de medida de probabilidad 
A continuación se ofrece un resumen de un cambio de técnica de medición de 
probabilidad para el proceso de filtrado. El cambio de la técnica de medida se utiliza 
ampliamente en aplicaciones de filtrado y se introdujo para el filtrado estocástico en 
[121]. En [122], se utiliza este cambio de técnica de medida, el cual se basa en una 
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versión de tiempo discreto del teorema de Girsanov para derivar filtros óptimos. Esta 
técnica permite hacer cálculos bajo una medida matemáticamente “ideal”, denominada 
como una medida de probabilidad de referencia. Esta medida se usa en esta tesis para el 
pronóstico de la potencia recibida de tres distintos canales GSM.  
Esta nueva medida de probabilidad “ideal” es equivalente a la medida del mundo real, 
que es la medida bajo la cual se tiene el proceso de observación. Las observaciones bajo 
la nueva medida son variables independientes e idénticamente aleatorias. La cadena de 
Markov sigue la misma dinámica tanto bajo la medida de probabilidad de referencia como 
la medida del mundo real. El cambio de la medida real a la medida ideal conduce a 
formas más fáciles de calcular filtros, como los resultados de tipo Fubini, los cuales se 
pueden emplear en lugar de cálculos directos, los cuales requieren métodos difíciles de 
semi-martingala [118]. 
 Cambio de técnicas de medición 
La teoría de la evolución de las medidas se basa en la equivalencia de las dos medidas 
de probabilidad enlazadas a través del teorema de Radon-Nikodym [122]. Si (Ω,F) es un 
espacio medible, se supone a P como una medida de probabilidad sobre F. Para 
construir una medida de probabilidad equivalente L\ en (Ω,F) se usa el siguiente teorema. 
Si P y L\ son dos medidas de probabilidad con P << L\, entonces existe una función no 
negativa f, tal que[118] 
L() O Ó ` ]L\ ∀ ∈ ÔÕ                           (2.47) 
Para dos de estas funciones f y g se asume L\(` ≠ ) O 0, por lo que la función no 
negativa es única. 
Del anterior teorema se puede escribir [118]: 
Ó ]LÕ O Ó S¤S¤\ ]L\Õ  ∀  ∈ Ô                       (2.48) 
La función medible 
S¤S¤\ es el teorema de Radon-Nikodym derivado de P con respecto a L\. 
La nueva medida de probabilidad L\ en (Ω,F) se define a través del teorema de Radon-
Nikodym. Entonces 
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S¤\S¤×Ø ≔ Ʌ                               (2.49) 
De lo que se deduce, que [118] 
L\() O Ó Ʌ]L ∀ ∈ ÔÕ                          (2.50) 
Es necesario realizar las derivaciones de filtro para los procesos de la cadena de Markov, 
con el fin de considerar las expectativas condicionales que relacionan las dos medidas 
equivalentes [122]. 
El teorema de Bayes condicional es fundamental en la obtención de muchos resultados 
importantes. Para las aplicaciones de filtrado que se analizan a continuación, se necesita 
una versión modificada del teorema de Bayes, llamado teorema condicional de Bayes 
para procesos estocásticos [118].  
Si se tiene: 
Ʌd ≔ ª[Ʌ|Ôd]                              (2.51) 
Donde ˄ es la derivada de Radon-Nikodym Ʌ ≔ S¤\S¤ . Entonces, el proceso Ʌt es un 
martingala. 
 Cambio de medida para procesos de tiempo discreto 
En el tiempo discreto, sea {Xk}, k Є N, una secuencia de variables aleatorias con 
funciones de densidad de probabilidad (pdf) positivas Φk en (Ω,F,P). Correspondiente a 
esta secuencia, se tiene la filtración {Fk} generada por σ{X1,X, Xk}. Se define una nueva 
medida de probabilidad L\ en (Ω, Uk≥0Fk), de manera que {Xk} es independiente e 
idénticamente distribuida (IID) con pdf positiva α.  
Para alcanzar este objetivo, se define Ûo ≔ 1,  ÛÜ ≔ ∝(Þß)àß(Þß)  wfxf  ≥ 1   ɅÂ ≔ ∏ ÛÜÂÜ©o  [118]. 
Considerando, 
S¤\S¤ (r)×ØÆ ≔ ɅÂ(r)                      (2.52) 
Análisis de modelos 35
 
Las variables aleatorias Ʌk, k>0 son P-martingalas bajo Fk y E[Ʌk] = 1. Además, de 
acuerdo con L\, {Xk} es una secuencia de variables aleatorias IID con pdf α, [118]. 
 Filtros recursivos y adaptativos 
Los filtros adaptativos permiten que los coeficientes se ajusten a las situaciones actuales 
de la serie. Este ajuste se consigue con la ayuda de un algoritmo recursivo dentro del 
filtro. En consecuencia, se crea un modelo de "auto-sintonizado", el cual se adapta a los 
cambios en los datos de la serie de tiempo. En un filtro recursivo, los valores de salida 
del filtro anteriores se utilizan como entradas para los cálculos. 
Primero, se calculan los filtros recursivos para la expectativa condicional âÂ Oª\ÀɅÂÂ|ÔÂãÄ. Dk+1 es una matriz diagonal cuyos elementos dij se definen por [118] 
]t³ O äåæ
åç∅èéÆÇºêµëµ ìíµ∅(ãÆÇº)  para Ì O Ë
 0 para otro caso                               (2.53) 
Los elementos de la matriz diagonal Dk+1 para el caso i=j son los elementos componente 
a componente del proceso λl definido por la derivada de Radon-Nikodym. 
El filtro recursivo para Ξk, de acuerdo con [118], es: 
âÂ«¢ O îïÂ«¢âÂ                                            (2.54) 
Con el fin de obtener estimadores recursivos óptimos para los parámetros del modelo, 
primero, se analiza la cadena de Markov Xk con la dinámica Xk+1 = ΠXk+Vk+1. A 
continuación, se consideran los siguientes procesos [118, 122]: 
Inicialmente, el número de saltos de una cadena de Markov, desde el estado r al estado s 
en el tiempo k, está definida por 
ðÂ(pg): O ∑ 〈ÜV¢, ¡g〉〈Ü , ¡p〉ÂÜ©¢                                         (2.55) 
En segundo lugar, se tiene en cuenta el tiempo de ocupación, el cual corresponde a la 
longitud de tiempo x que lleva en el estado r hasta el instante k. Y está dado por 
óÂ(g): O ∑ 〈ÜV¢, ¡g〉ÂÜ©¢                                             (2.56) 
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También se necesita un proceso auxiliar para estimar los vectores Ê, ,      y esto 
tiene la forma 
ôÂ(g)(): O ∑ 〈ÜV¢, ¡g〉(Ü)ÂÜ©¢                                (2.57) 
Donde g es una función, que es g(y)=y o g(y)=y2. 
Para cualquier proceso Hk F
y-adaptado, se escribe lõÂ: O ªÀlÂ|ÔÂãÄ . La expectativa 
condicional de Hk dado ÔÂã se denota por öÂ(lÂ): O ª\À˄ÂlÂ|ÔÂãÄ. A continuación se 
desarrollan relaciones recursivas para las expectativas condicionales de los procesos 
definidos anteriormente.  
Aplicando el teorema de Bayes [118], se considera, 
ðøÂ(pg) O ª QðÂ(pg)|ÔÂãZ O ù\Q˄ÆúÆ(ûü)|ØÆéZù\À˄Æ|ØÆéÄ                              (2.58) 
Aunque no se puede encontrar una expresión recursiva para ª\ Q˄ÂðÂ(pg)|ÔÂãZ, se encuentra 
una para el proceso vectorial ª\ Q˄ÂðÂ(pg)Â|ÔÂãZ O öÂ RðÂ(pg)ÂU. 
Las relaciones recursivas para öÂ RðÂ(pg)ÂU , öÂ RóÂ(g)ÂU y öÂ RôÂ(g)ÂU, tomadas de [118], 
se presentan a continuación. 
Si D es la matriz diagonal definida anteriormente, entonces: 
öÜ RðÜ(pg)ÜU O îïÜ(Ü)öÜV¢ RðÜV¢(pg)ÜV¢U + 〈âÜV¢,¡g〉 ∅Áíüêº(ãßVüÃ)íü∅(ãß) Êpg¡p      (2.59) 
öÜ RóÜ(g)ÜU O îïÜ(Ü)öÜV¢ RóÜV¢(g) ÜV¢U + 〈âÜV¢,¡g〉 ∅Áíüêº(ãßVüÃ)íü∅(ãß) î¡g       (2.60) 
Y 
öÜ RôÜ(g)()ÜU O îïÜ(Ü)öÜV¢ RôÜV¢(g)()ÜV¢U + 〈âÜV¢,¡g〉 ∅Áíüêº(ãßVüÃ)íü∅(ãß) (Ü)î¡g  (2.61) 
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 Movimiento Browniano 
Este tipo de modelos se pueden expresar, según [123], mediante la siguiente ecuación 
estocástica diferencial: 
]xd O [d − dxd]]d + ýd]þd                    (2.62) 
Wt es el movimiento Browniano bajo una medida de probabilidad P, rt es un proceso de 
Markov. Los parámetros αt, θt y ut son funciones deterministas de tiempo t. 
 Modelo de régimen de conmutación 
El modelo de series de tiempo general para los cambios en los regímenes sigue un 
proceso de primer orden autorregresivo [120], donde el término constante y el coeficiente 
autorregresivo pueden ser diferentes para distintos regímenes. El modelo para el proceso 
At como se indica en [118], toma la forma 
d O ÅÑd + ∅ÑddV¢ + ¯d                                   (2.63) 
El término del error ɛt es IID y sigue una distribución N(0,σ
2). Los diferentes regímenes se 
denotan por el subíndice Nt, el cual se modela como un resultado de una cadena de 
Markov no observada con N estados. 
En el modelo propuesto, se considera la dinámica estocástica de rt dada en la Ecuación 
(2.62). Reordenando la formula se tiene [118] 
]xd O d[d − xd]] + ýd]þd                                  (2.64) 
Donde  O ´ . La Ecuación (2.64) es un caso particular de un proceso de Ornstein-
Uhlenbeck, con un nivel de reversión media δ [118]. Cuando los parámetros son 
constantes se tiene la solución: 
LMN O LMN¡V´d + (1 − ¡V´d) + ý¡V´d Ó ¡´]þdo                       (2.65) 
A partir de la especificación de [123], se desarrolla un modelo oculto de Markov para la 
potencia recibida PRx, donde PRx corresponde a una serie de datos en tiempo discreto.  
Un estado N de una cadena de Markov de tiempo discreto Xk, que representa diferentes 
estados de la potencia recibida en el canal, se oculta en los valores observados. Xk es 
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una cadena de Markov homogénea con estados finitos en tiempo discreto (k = 0, 1,X). 
La distribución de x0 es conocida y el espacio de estados de Xk se describe por la base 
canónica de RN, {e1, e2,X, eN}. Por una parte, ÔÂo O §¬o, … ,  ¬Â es el σ-campo generado 
por X0,X, Xk, y Fkx es la filtración completa generada por Fk0. De otra parte, Rk denota la 
filtración completa generada por PRx, de modo que Hk= Fkx V Rk es la filtración global 
generada por x y PRx, donde H es un proceso estocástico adaptado [118]. 
La potencia recibida PRx con los parámetros del régimen de conmutación sigue el 
proceso estocástico [118] 
]LMNd O (d)[(d) − LMNd]] + ý(d)]þd                   (2.66) 
Para PRx0 ≥ 0 con (d) O 〈f, d〉, (d) O 〈, d〉 y ý(d) O 〈ý, d〉, donde 〈∙,∙〉 es el usual 
producto escalar Euclidiano. Los tres parámetros se rigen por una cadena de Markov, la 
cual asegura que el modelo está cambiando de una potencia a otra a través del tiempo.  
Se considera el proceso de potencia de recepción durante el intervalo de tiempo [s,t]. Por 
ende, si t-s es pequeña y x es constante sobre el intervalo, la solución del proceso 
estocástico en la Ecuación (2.66), teniendo en cuenta la Ecuación (2.65), es [118]: 
LMN O ¡V´(Nû)(dVp)LMNp + (p)Á1 − ¡V´(Nû)(dVp)Ã + ý(p)¡V´(Nû)d Ó ¡´(Nû)]þdp   (2.67) 
La integral estocástica ¡V´(Nû)d Ó ¡´(Nû)]þdp  es normalmente distribuida con media cero y 
varianza 
Ó ¡i´(Nû)(Vd)]ý O ¢Veê	
(û)(êû)i´(Nû)dp                                 (2.68) 
De la Ecuación (2.67), la representación en tiempo discreto del proceso de potencia de 
recepción se obtiene a partir de [118] 
LMNÂ«¢ O (Â)LMNÂ + (Â) + (Â)rÂ«¢                        (2.69) 
Donde 
(Â) O ¡V´(NÆ)∆                                             (2.70) 
(Â) O (Â)(1 − ¡V´(NÆ)∆)                                  (2.71) 




ÁÆÃ∆i´(NÆ)                                             (2.72) 
Aquí, {xk} es un tiempo discreto de la cadena de Markov y rÂ es una secuencia de 
variables aleatorias normales estándar IID. Para esta versión de tiempo discreto, los 
parámetros óptimos se pueden derivar con técnicas de filtrado [118]. 
La estimación de los parámetros Ê³t, t, t  y  t , para el proceso de observación, se 
realiza usando el algoritmo de expectativa de maximización (EM). 
 Estimaciones de los parámetros del modelo 
Se necesitan las relaciones recursivas de los procesos de la cadena de Markov, 
considerados en las Ecuaciones (2.59), (2.60) y (2.61), para derivar estimadores 
recursivos óptimos de los parámetros del modelo, [118], que son: 
1. Matriz de transición Π = (πji), 
2. Parámetros de la potencia recibida discreta , , .  
Las estimaciones de los parámetros óptimos se obtienen a través de la técnica de 
estimación de máxima verosimilitud (EMV). El método utilizado para calcular la EMV es el 
llamado algoritmo EM, que se describe a continuación. 
 Algoritmo expectativa de maximización 
Este algoritmo se aplica para derivar estimaciones de los parámetros óptimos para el 
parámetro de modelo ajustado  O Ê³t,  t,   t  ,  õt 1 ≤ Ì, Ë ≤ . El algoritmo EM es un 
procedimiento iterativo para encontrar el EMV en problemas de datos incompletos, donde 
el cálculo de EMV podría ser difícil a causa de los valores faltantes o donde la 
optimización de la función de verosimilitud es analíticamente intratable [124].  
Acá θ corresponde a un conjunto de parámetros en el espacio de parámetros Θ. {Pθ, θ Є 
Θ} es una familia de medidas de probabilidad en un espacio medible (Ω,F), lo que es 
absolutamente continúo con respecto a una medida de probabilidad fija P0 y con Ɣ ϲ F. 
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Para calcular una estimación óptima de θ. La función de probabilidad para calcular θ 
sobre la base de la información contenida en Ɣ está dada por [118] 
Ô() O ªo QS¤S¤× Z                                  (2.73) 
Y el estimador de máxima verosimilitud de θ se define por 
  argmax Ô()                                                            (2.74) 
Sin embargo, el estimador no es sencillo de calcular. El algoritmo EM se acerca 
indirectamente al problema con un método de aproximación iterativa [125]. 
Se establece m = 0 y se selecciona θo. Para cada iteración, el algoritmo EM consta de 
dos pasos: la etapa de expectativa (E) y la etapa de maximización (M)[118]. 
1. En la etapa de expectativa, se coloca θ* = q y se determina la función Q(θ,θ*). 
(, ∗) O ª∗ Q S¤S¤∗× Z                                 (2.75) 
2. En la etapa de maximización, se encuentra algún valor de θ Є Θ que maximiza Q(θ, 
θ*), es decir,  
q«¢  ∈  fxf (, ∗)  ∈                                                        (2.76) 
Por último, se sustituye m por m+1 y se repite las E- y M-etapas hasta que algún criterio 
de parada sea satisfecho. 
Como se muestra en [126], la secuencia {q} arroja valores no decrecientes de la función 
de probabilidad, los cuales convergen a un máximo local de la función de probabilidad. 
Un algoritmo conocido para la estimación de parámetros en HMM es el algoritmo de 
[127]. Este algoritmo es un caso particular del algoritmo generalizado EM para HMMs. 
Este es un algoritmo de avance-retroceso que calcula las probabilidades de avance y 
retroceso para cada estado del HMM; a su vez, utiliza estas probabilidades para calcular 
la EMV de los parámetros [128]. Ahora, en el modelo propuesto, los parámetros se 
pueden optimizar mediante la aplicación del algoritmo EM para  S¤S¤õ , con el 
previamente definido . El objetivo es encontrar  que maximiza la función Q [118]. 
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 Estimaciones de los parámetros óptimos 
Se lleva a cabo un cambio de medida, como se describió anteriormente. Según Pθ, x es 
una cadena de Markov, con matriz de transición Π = (πji). Se introduce una nueva medida 
de probabilidad Lõ  y, de acuerdo con Lõ , x es una cadena de Markov con matriz de 
transición îõ O ÁÊ³tÃ. En otras palabras, Lõ (xk+1 = ej|xk = ei) = Ê³t . Por tanto, Ê³t ≥ 0 y ∑ Ê³t O 1.³©¢  
En esta situación [118], 
S¤õS¤ØÆ O ˄Â , ˄o O 1  ˄Â O ∏ è∏ RûüûüU〈Nµ,eû〉〈Nßêº,eü〉p,g©¢ ìÂÜ©¢                 (2.77) 
Cuando Ê³t O 0,  se asume Ê³t O 0  ·µ·µ O 1 . Las estimaciones óptimas para los 
parámetros del modelo se obtienen mediante lo siguiente [118, 122]: 
Si una secuencia de observaciones y1, y2,X, yk está disponible en el instante k, y el 
conjunto de parámetros {Ê³t,  t , t, øt} determinan el modelo; entonces, las estimaciones 
EM del filtro para estos parámetros están dados por: 
Ê³t O úøÆ(·µ)Æ(µ) O ÆRúÆ(·µ)UÆRÆ(µ)U                              (2.78) 
t O ÆRPÆ(µ)(ãÆÇº,ãÆ)UVÆRPÆ(µ)(ã)UWµÆRPÆ(µ)(ã	)U                       (2.79) 
t O ÆÇºRPÆÇº(µ) (ã)UVÆRPÆ(µ)(ã)U́µÆRÆ(µ)U                             (2.80) 
Y 
øt O öÂ«¢ èôÂ«¢(t) (i)ì + tiöÂ èôÂ(t)(i)ì + tiöÂóÂt − 2töÂ èôÂ(t)(Â«¢, Â)ìöÂ RóÂ(t)U − 
iWµÆÇºèPÆÇº(µ) (ã)ì«i́µWµÆèPÆ(µ)(ã)ì
ÆRÆ(µ)U               (2.81) 
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Los resultados anteriores no solo proporcionan estimaciones de la cadena de Markov, 
sino que también actualizan los parámetros del modelo [118]. 
 Modelo de descomposición de modo empírico y vector de soporte 
para regresión 
El modelo de vector de soporte para regresión (SVR) es un método adecuado para el 
pronóstico de señales no estacionarias y, a su vez, la descomposición de modo empírico 
(EMD) ha sido usada para el análisis de señales no lineales y no estacionarias. Para 
sistemas cognitivos, en [129] se propone el uso de un nuevo algoritmo que combina los 
métodos anteriores, llamado EMD-SVR y el cual pronostica la señal de un sistema de 
monitorización de frecuencia de radar. 
 Descomposición del modo empírico 
El principio de la EMD es descomponer una señal x(t) en una suma de funciones que 
satisface dos condiciones [130]: 
1. El número de extremos y el número de cruces por cero debe ser igual o diferir en 
más de uno; 
2. El valor medio de la envolvente definida por los máximos locales y los mínimos 
locales es cero [130]. 
Estas funciones se conocen como funciones de modo intrínsecas (IMF), y se denotan 
imfi(t). Las IMF se obtienen utilizando el siguiente algoritmo [131]: 
1. Inicializar: r0(t)=x(t),i=1 
2. Extraer el i-th IMF: 
(a) Inicializar: h0(t)=ri-1(t),j=1 
(b) Extraer los mínimos y máximos locales de hj-1(t)  
(c) Interpolar los máximos locales y los mínimos locales por un spline cúbico para 
formar envolventes superiores e inferiores de hj-1(t) 
(d) Calcular la media mj-1(t) de las envolventes superiores e inferiores  
(e) hj(t)= hj-1(t)- mj-1(t) 
(f) Si al detenerse, el criterio es satisfecho, establecer entonces imfi(t)=hj(t), sino ir a 
(b) con j=j+1 
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3. ri(t)=ri-1(t)-imfi(t) 
4. Si ri(t) todavía tiene al menos 2 extremos entonces ir al paso 2 con i=i+1; de otra 
forma, la descomposición ha finalizado y ri(t) es el residuo. 
Al final del algoritmo se obtiene, 
() O ∑ Ì t̀() + x()t©¢                       (2.82) 
Donde rn(t) es el residuo de la descomposición, que puede ser la tendencia media o una 
constante. 
 Vector de soporte para regresión 
Se considera un conjunto de datos de entrenamiento (t, t)t©¢Ñ , donde cada xi Є Rn 
denota un valor de entrada y tiene un valor objetivo correspondiente yi ∈ R. El SVR 
genérico construye una función lineal [132]: 
`() O 〈r,()〉 +                           (2.83) 
Donde φ(⋅) es un mapeo no lineal de Rn a un mayor espacio dimensional llamado espacio 
de características. El vector de regresión w (w ⊂ Rn) y el término de tendencia b (b ∈ R) 
dan las soluciones al siguiente problema de optimización convexa [133]: 
min ,!µ,!µ∗ [ O "#(t + t∗)
Ñ
t©¢ + 12 ‖r‖i 
ut − 〈r,(t)〉 −  ≤ ¯ + t〈r,(t)〉 +  − t ≤ ¯ + t∗t , t∗  ≥ 0                                    (2.84) 
Donde el parámetro ε ajusta el tamaño del error de aproximación de la regresión para 
controlar el número del vector de soporte y la capacidad de generalización. Cuanto más 
grande es el valor de ε, la precisión es más baja. La presencia de errores en el conjunto 
de datos se mide por otros parámetros internos ξi y ξi
* llamados "variables de holgura", 
que caracterizan la desviación de muestras de entrenamiento fuera del ε-margen [133].  
El término C en la Ecuación (2.84) es una constante, que determina sanciones a los 
errores de estimación. Un término C considerable asigna grandes sanciones a los 
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errores, de forma que la regresión es entrenada para minimizar el error con una menor 
generalización; mientras que un término C pequeño asigna un menor número de 
sanciones a los errores [132]. En el estándar SVR, los valores de ε y C se deben 
especificar de antemano. 
El problema de optimización anterior, se puede resolver más fácilmente con esta doble 
formulación [132]: 
max~µ,~µ∗ [ O − 12 # (ft∗ − ft)(
Ñ
t,³©¢ f³∗ − f³) R(t),Á³ÃU −  #(ft∗(t − ¯) − ft(
Ñ
t©¢ t + ¯)) 
Teniendo en cuenta que: 
∑ (ft − ft∗) O 0, ft , ft∗ ∈ [0,"] Ñt©¢                                (2.85) 
Donde las variables αi y αi
* se determinan mediante técnicas de programación cuadrática. 
Entonces, la solución del vector w y la función de regresión SVR se obtienen de las 
siguientes expresiones [132]: 
r O ∑ (ft − ft∗)(t) Ñt©¢                                        (2.86) 
`() O ∑ (ft − ft∗)〈(t),()〉 + Ñt©¢                             (2.87) 
En la Ecuación (2.87), el producto escalar en el espacio característico ‹φ(xi),φ(x)› puede 
ser reemplazado por una función kernel k(xi,x). Las funciones kernel permiten que el 
producto punto se realice en el espacio característico de alta dimensión, usando datos de 
entrada del espacio, de bajas dimensiones, sin conocer la transformación φ [132]. La 
función kernel más utilizada es la función de base radial (RBF) gaussiana con un ancho σ 
[132]: 
(, t) O ¡w %− |NVNµ|	í	 &                             (2.88) 
 Vector de soporte para regresión en el pronóstico de series de tiempo 
Para el modelado y pronóstico de una serie de tiempo no lineal, es fundamental la 
reconstrucción del espacio de fase (PSR) [134]. En términos generales, es probable que 
la dimensión del espacio de fase de las series de tiempo no lineales sea muy alta, incluso 
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infinita, lo que no se conoce en la mayoría de casos. Así que, la información oculta en las 
series de tiempo solo puede ser descubierta, cuando la serie de tiempo se expande al 
espacio multidimensional [135]. Este es el PSR de series de tiempo. Por tanto, el PSR 
permite hacer un pronóstico a corto plazo del comportamiento futuro de una serie de 
tiempo, usando la información basada solamente en los valores pasados [129]. 
El espacio de reconstrucción de fase tradicional, generalmente, adopta el método 
llamado retardo de coordenadas (CD) [135]. Dada una serie de tiempo dd©¢Ñ , 
reconstruir el vector de características 
¬d O Ád, dV¢, … , dV(qV¢)Ã                        (2.89) 
(m está incorporando la dimensión, el tiempo de retardo se establece en 1; t = m, m + 
1,X, N -1), modelando series de tiempo, consiste en encontrar una función f: Rm → R 
entre la entrada auto-correlativa Xt y la salida Yt, tal que 
'd O d«¢ O `Ád , dV¢, … , dV(qV¢)Ã O `(¬d)              (2.90) 
Al aplicar el SVR para tratar el conjunto de datos de entrenamiento (¬d,'d)t©qÑ , se 
puede construir un modelo de pronóstico de series de tiempo, de la siguiente forma [136]: 
'Ñ O Ñ«¢ O ∑ (ft − ft∗)ÑVqt©¢ }(¬Ñ, t) +                    (2.91) 
Donde XN = (xN, xN-1,X, xN-(m-1)). 
 Modelo de pronóstico EMD-SVR  
El modelo de pronóstico EMD-SVR, como se presenta en la Figura 2-2, utiliza, 
principalmente, el algoritmo de la EMD para descomponer las series de datos {x1,<,xl} en 
un conjunto finito de IMF; luego, se realizan los pronósticos de estas IMF con el modelo 
SVR para obtener el valor pronosticado ( )̀* ( + 1), y, finalmente, de acuerdo con la 
Ecuación (2.82), el valor pronosticado ( + 1)  se encuentra con la suma de los 
resultados pronosticados anteriormente [129]. 
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Figura 2-2: Diagrama de flujo del modelo EMD-SVR [129]. 
Usando la EMD, pueden mostrarse, en diferentes escalas, las distintas características de 
la información de los datos sin procesar, por lo que este método puede capturar mejor las 
fluctuaciones locales de los datos sin procesar; además, cada IMF tiene características 
de frecuencia similares, componentes de frecuencia más simples y una fuerte 
regularidad; por lo tanto, este modelo puede reducir la complejidad del modelado SVR y 
mejorar la eficiencia y precisión del pronóstico SVR [129]. 
 Modelo neuronal wavelet 
Para sistemas cognitivos, en [137], se hace uso de una red neuronal de propagación 
hacia atrás para predecir el estado del espectro, y en [138, 139] se optimiza la red 
neuronal con un algoritmo genético. Igualmente, en [140], se hace uso de una red 
neuronal para pronosticar la potencia en las bandas de televisión y GSM900. Finalmente, 
en [141] se modela y pronostica el espectro utilizando las wavelets Daubechies. 
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Lo anterior, demuestra el carácter promisorio de las redes neuronales y las wavelets en 
el pronóstico de la potencia recibida en canales inalámbricos. Por tanto, en esta tesis se 
propone el uso de una teoría que combina las disciplinas wavelets y redes neuronales 
[142], para pronosticar la potencia recibida en canales GSM. En seguida, se detallan los 
métodos que componen el modelo neuronal wavelet.  
 Wavelet 
Las wavelets son una clase de funciones usadas para localizar una determinada función 
tanto en la posición como en la escala. Las wavelets son la base de la transformada 
wavelet que “divide los datos de las funciones u operadores en diferentes componentes 
de frecuencia, y entonces estudia cada componente con una resolución igual a la de su 
escala” [142, 143]. 
Una wavelet es una función de “pequeña señal”, usualmente denotada ψ(·). Una 
pequeña señal crece y decae en un período de tiempo finito, en oposición a una “gran 
señal”, tal y como la señal seno, la cual crece y decae en varias ocasiones durante un 
período de tiempo infinito. La función ψ(·), generalmente, se refiere como la wavelet 
madre. Una familia de wavelets puede ser creada por traslación y expansión de esta 
wavelet madre [144].  
La transformada wavelet discreta (DWT) usa wavelets madre como Haar, Daubechies, 
Coefiman, entre otras. Con DWT, se analiza una señal en diferentes bandas de 
frecuencia, con diferentes resoluciones para descomponer la señal en alta escala, que 
son componentes de baja frecuencia llamados coeficientes aproximados; y de baja 
escala, que son componentes de alta frecuencia llamados coeficientes detallados. Por 
tanto, la transformada wavelet es una implementación de un banco de filtros que 
descompone una señal en múltiples señales [145]. Los coeficientes wavelet se pueden 
expresar como [146]: 
þà[Ëo, ] O ¢√Î ∑ `[]³T,Â[]                        (2.92) 
þ,[Ë, ] O ¢√Î ∑ `[]-³,Â[] Ë ≥ Ëo                         (2.93) 
Donde f[n] es la proyección de la muestra en el dominio del tiempo, φjo,k es la función de 
escala y ψj,k es la función de traslación, las cuales son funciones discretas definidas entre 
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[0,M-1], para el total de M puntos. Los coeficientes de la Ecuación (2.92) son los 
coeficientes de aproximación, mientras que los de la Ecuación (2.93) son los coeficientes 
detallados. 
 Red neuronal 
Una red neuronal artificial (ANN) es una red distribuida en paralelo de unidades de 
procesamiento conectadas, llamadas neuronas. Esta está motivada por el proceso 
cognitivo humano: el cerebro humano es muy complejo, no lineal y paralelo. La red tiene 
una serie de entradas y salidas externas que toman o suministran información al entorno 
circundante. Las conexiones inter-neuronas se llaman sinapsis, que tienen asociado 
pesos sinápticos. Estos pesos se utilizan para almacenar el conocimiento que se 
adquiere desde el entorno. El aprendizaje se logra ajustando estos pesos de acuerdo con 
un algoritmo de aprendizaje. También es posible, para las neuronas, evolucionar 
mediante la modificación de su propia topología; esta evolución está motivada por el 
hecho de que las neuronas en el cerebro humano pueden morir y pueden crecer nuevas 
sinapsis [144]. 
Por lo general, se necesita un número de entradas/destino para entrenar una red. Una 
neurona recibe la información numérica a través de un número de nodos de entrada, la 
procesa internamente, y se obtiene una respuesta. El procesamiento se realiza, 
usualmente, en dos etapas: primero, los valores de entrada se combinan linealmente, y 
luego, el resultado se utiliza como argumento de una función de activación no lineal. La 
combinación utiliza los pesos atribuidos a cada conexión, y un término constante. La 
Figura 2-3 muestra uno de los esquemas más utilizados para representar una neurona 
[147]. 
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Figura 2-3: Modelo de una neurona [147]. 
La salida de la neurona de la Figura 2-3 está dada por: 
 O `[(∑ rtt − t©¢ )], Ì O 1,2,3 …                (2.94) 
Donde xi es la entrada a la neurona, wi es el peso, θ es el offset y f es la función de 
activación.  
 Redes multi-capa de alimentación hacia adelante 
Las redes neuronales de alimentación hacia adelante contienen una o más capas 
ocultas, cuyos nodos de cómputo son llamados neuronas ocultas. Las neuronas ocultas 
intervienen entre las capas de entrada y las de salida, lo que le permite, a la red, extraer 
estadísticas de orden superior. Normalmente, las neuronas, en cada capa de la red, 
tienen como entradas únicamente las señales de salida de las neuronas de la capa 
anterior. La Figura 2-4 muestra un ejemplo con una capa oculta. Esto se refiere a una red 
3-3-2, compuesta por 3 nodos de origen, 3 neuronas ocultas (en la primera capa oculta) y 
2 neuronas de salida [144]. 
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Figura 2-4: Red neuronal multi-capa de alimentación hacia adelante [144]. 
El modelo neuronal de esta investigación hace uso de una red neuronal multi-capa de 
propagación hacia atrás, cuyo error en la salida se propaga hacia atrás, para ajustar los 
pesos que conllevan a minimizar el error. Las redes de propagación hacia atrás aprenden 
con el método de gradiente descendente, el cual define cómo se realiza el entrenamiento 
para los nodos de salida en una red multicapa [148].  
 Red neuronal wavelet 
Las redes neuronales wavelet combinan la teoría de wavelets y redes neuronales. Para 
el modelo propuesto en la presente investigación, se lleva a cabo por separado el 
procesamiento wavelet y de redes neuronales. La señal de entrada, primero, se 
descompone usando una wavelet madre; luego, los coeficientes se envían a la entrada 
de la red neuronal multi-capa de propagación hacia atrás; finalmente, la salida de la red 
neuronal es reconstruida usando el análisis wavelet para obtener el pronóstico de la 
potencia de los canales GSM.  
 
3. Análisis estadístico para las mediciones de 
la red móvil 
A partir de la campaña de mediciones de espectro, realizadas en la ciudad de Bogotá-
Colombia, durante el estudio de ocupación del espectro [13, 149, 150], se decide analizar 
la banda GSM 850MHz, puesto que es una banda en constante uso y viable de analizar 
en función del tiempo, con equipos de medida convencionales como el analizador de 
espectro. Las medidas usadas en este estudio corresponden a las de una semana que 
va desde el 23 hasta el 29 de diciembre de 2012. En algunos estudios [6], se ha indicado 
que una opción razonable para obtener resultados representativos sin ninguna 
información a priori de la banda a medir, es considerar periodos de medición de, al 
menos, 24 horas a fin de no subestimar o sobrestimar la ocupación de bandas de 
frecuencia con algunos patrones temporales. Aunque un período de medición de 24 
horas puede considerarse adecuado, para caracterizar correctamente la actividad de las 
bandas del espectro determinado; en esta investigación, se analizan 7 días, lo que 
incluye patrones de uso en los días entre semana y el fin de semana; adicionalmente, es 
un tiempo suficiente para medir la ocupación hasta en redes móviles de poco uso, tal 
como se indica en ITU-R [151].  
En este Capítulo, se presenta, inicialmente, la metodología con la que se realizó la 
medición del espectro radioeléctrico; posteriormente, se efectúa un análisis estadístico de 
los canales seleccionados.  
3.1 Metodología para medición del espectro 
radioeléctrico  
El procedimiento de medición del espectro radioeléctrico es descrito a continuación y los 
resultados de medición de las bandas móviles son usados para el análisis de esta 
investigación.  
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Los rangos de medición de las bandas se basaron en aspectos como: el tiempo de 
barrido, el ancho de banda de resolución (RBW) y el span, con el fin de garantizar una 
adecuada medida en función del piso de ruido y del ancho de banda del canal de la 
tecnología a medir [6]. La configuración de la medición se muestra en la Figura 3-1 y las 
especificaciones técnicas de los dispositivos usados se pueden observar en la Tabla 3-1. 
Como se espera, el analizador de espectro proporciona la detección basada en energía 
a fin de indicar si las señales están presentes o ausentes [149]. 
 
 
Figura 3-1: Configuración de la medición [149]. 
 







Antena tipo discono 25 MHz – 6 GHz Super-M Ultra Base 
Cable de banda ancha DC – 18 GHz CBL-6FT SMNM+ 
Amplificador de bajo ruido 20 MHz – 8 GHz ZX60-8008E-S+ 
Analizador de espectro 9 kHz – 7.1 GHz 
MS2721B 
Anritsu 
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A continuación se describen las variables características que se consideraron en este 
estudio [6]. 
3.1.1 Frecuencia 
La ocupación del espectro se midió en el intervalo de 54MHz a 6 GHz. El span para cada 
medición fue menor a 100MHz y fue calculado a partir de las Ecuaciones (3.1) y (3.2) 
cuando la tecnología a medir es conocida, con el fin de garantizar un estimado preciso 
de ocupación.  
 ^P > {̀                                         (3.1) 
 
{̀ O .¤ÕÑpV¢                   (3.2) 
 
Donde ABT es el ancho de banda del canal de la tecnología a medir, fb es el bin de 
frecuencia y pps es el número de puntos por span del analizador, el cual, para este caso, 
es 551. Dichos segmentos menores a 100MHz permitieron escoger el RBW ≤ ABT, el 
cual estuvo alrededor de 3kHz ≤ RBW ≤ 100kHz, con tiempos de barrido que oscilaron 
entre 290 milisegundos y 5.124 segundos [149].  
3.1.2 Localización  
Las mediciones de la banda móvil se realizaron en un sitio residencial del norte de la 
ciudad de Bogotá; las coordenadas de dicho estudio son: latitud = 4°43’51” norte, longitud 
= 74°3’24” oeste, altitud = 2578 metros. Este sitio fue seleccionado por sus características 
urbanas, puesto que presenta no solo edificaciones sino zonas verdes, descritas en el 
Capítulo 4. A su vez, en este lugar, se facilitó el almacenamiento de las mediciones 
durante las 24 horas del día. 
3.1.3 Amplitud 
Los niveles de potencia se ajustaron en cada segmento del analizador de espectro, sin 
exceder los niveles de señal que permite el analizador; pues, de lo contrario, se producen 
espurios mayores que la variación promedio de piso de ruido, para cada medida. Estudios 
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de espectro previos [6] sugieren que un buen criterio para configurar el rango dinámico de 
un analizador de espectro, al que se le conecta un amplificador a la entrada, es ajustar los 
niveles de potencia para que las señales se encuentren dentro del margen dinámico libre 
de espurios (SFDR), el cual se calcula como: 
 Ôï/(]^) O L0(]^) − LÑ(]^)                       (3.3) 
Donde, PI es la potencia de la señal a la entrada y PN es la potencia de ruido equivalente a 
la entrada. El objetivo es tener tanta sensibilidad, como sea posible, en el receptor, con el 
uso del amplificador, evitando que los niveles de espurios puedan ser detectados como 
actividad de un PU. El ruido promedio del instrumento para cada medida es determinado 
con la ubicación de una impedancia de 50Ω a la entrada del analizador de espectro, con 
una atenuación de 0 dB, detección de valor cuadrático medio (RMS) y un tiempo de 
medición de 6h [149].  
La Figura 3-2 muestra una estimación global del ciclo de trabajo desde 54MHz a 6GHz. 
Para cada frecuencia medida, el ciclo de trabajo se calcula como el cociente entre el 
número de muestras de la densidad espectral de potencia (DEP) correspondientes a 
canales ocupados (tiempo en el que los canales son usados por sus usuarios) y el 
número total de muestras de la DEP capturadas durante el periodo de medida. Para 
cada frecuencia, esta métrica representa la fracción de tiempo durante la cual el canal 
permanece ocupado. Para una determinada banda, el ciclo de trabajo promedio se 
calcula como la media aritmética de los ciclos de trabajo obtenidos para las diversas 
frecuencias medidas dentro de dicha banda [6, 149]. En la Figura 3-2, se hace evidente 
que el espectro está siendo subutilizado. 
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Figura 3-2: Ciclo de trabajo del rango completo de espectro medido durante la Campaña 
[149]. 
 
La Figura 3-3 resume las estadísticas de ocupación promedio de espectro, en función de 
los servicios de cada banda, utilizando los equipos de medida de la Tabla 3-1. Los 
resultados obtenidos muestran que algunas bandas de espectro están sujetas a 
moderados niveles de utilización (espectro que es usado; pero no durante todo el 
tiempo); mientras que algunas otras exhiben usos escasos y, en algunos casos, 
prácticamente no se usan [149]. 
 
Figura 3-3: Porcentaje del ciclo de trabajo de acuerdo a los servicios ofrecidos en las 
bandas medidas [149]. 
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3.2 Análisis de bandas móviles 
En la Figura 3-4 se presentan los resultados de las potencias medidas para tres canales 
del enlace de bajada, durante una semana. Los canales se escogieron con niveles de 
ocupación: alto, con una frecuencia central de 828.73 MHz (canal alto); medio, con una 
frecuencia central de 830.13 MHz (canal medio), y bajo, con una frecuencia central de 
828.93 MHz (canal bajo); respecto a los 60 canales medidos en esta banda. La 
configuración del analizador de espectro para esta banda fue la siguiente: RBW de 
100kHz, con un tiempo de barrido de 290ms, lo que garantiza la detección de señales 
GSM, las cuales tienen un ancho de banda de 200kHz. Los ciclos de trabajo por día de 
los canales seleccionados se muestran en la Figura 3-5 y el umbral (λ) utilizado, que para 
este caso es de -89dBm, se obtiene a partir de la Ecuación (3.4), para una probabilidad 
de falsa alarma (Pfa) del 1% [152]: 
L~ O 1Rq ,2	U1(q)                                   (3.4) 
Donde Г(.) y Γ(. , .) son la función gamma completa e incompleta, respectivamente, y m 
es el producto del tiempo por el ancho de banda. 
 
Figura 3-4: Potencias medidas para tres canales del enlace de bajada de la banda GSM. 
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) Medición de canal de ocupación alta
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Figura 3-5: Ciclos de trabajo de tres canales del enlace de bajada de la banda GSM. 
Las Figuras 3-6, 3-7 y 3-8 presentan los histogramas correspondientes a la distribución 
de oportunidades en periodos de tiempo para los canales de la banda GSM; aquí se 
observa que dichas oportunidades tienen un comportamiento exponencial, cuyas 
ecuaciones aproximadas se exhiben en cada Figura. A medida que aumenta la 
ocupación del canal, se observa que la ocurrencia se presenta, especialmente, en los 
periodos de tiempo más cortos. Para los canales de ocupación baja, media y alta, los 
tiempos totales de oportunidades son de, aproximadamente, 84 horas, 81 horas y 78 
horas, respectivamente, lo que indica relativamente baja ocupación. 
 
Figura 3-6: Distribución de oportunidades de periodos de tiempo del canal de ocupación 
baja. 
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Figura 3-7: Distribución de oportunidades de periodos de tiempo del canal de ocupación 
media. 
  
Figura 3-8: Distribución de oportunidades de periodos de tiempo del canal de ocupación 
alta. 
A continuación se procede a analizar las series de tiempo de los canales medidos 
durante una semana, lo que equivale a 1’062.514 muestras. Para esto, inicialmente, se 
presenta la autocorrelación simple, como se observa en la Figura 3-9. Los diagramas de 
autocorrelación, para los tres canales, presentan una forma alternadamente positiva y 
negativa, decayendo lentamente a cero, y cuyos valores están por encima del intervalo 
de confianza, lo que indica la existencia de correlación [100].  
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Figura 3-9: Autocorrelación para los tres canales del enlace de bajada de la banda GSM 
[100]. 
Al analizar la estacionariedad de los canales de la Figura 3-9, se observa que la media y 
varianza son constantes y similares entre sí, en cada uno de los días, desde el lunes 
hasta el viernes, es así que para el canal de ocupación baja, la media oscila entre -96.17 
y -96.01dBm, y la varianza entre 6.6 y 7.17; para el canal de ocupación media, la media 
oscila entre -94.97 y -94.8dBm, y la varianza entre 18.8 y 21.02; para el canal de 
ocupación alta, la media oscila entre -94.75 y -94.18dBm, y la varianza entre 29.36 y 
31.46. Por tanto, las mediciones del fin de semana no se toman en cuenta para el 
entrenamiento en los modelos analizados, debido a que la media para el canal bajo se 
encuentra entre -96.34 y -96.24dBm, y la varianza entre 3.62 y 4.37; para el canal medio, 
la media se encuentra entre -95.76 y -95.35dBm, y la varianza entre 8.67 y 10.79; para el 
canal alto, la media se encuentra entre -95.43 y -95.34dBm, y la varianza entre 13.82 y 
15.68; lo que indica que no son similares y cambian considerablemente con respecto a 
las mediciones de lunes a viernes. 
 
Adicionalmente, se analiza el parámetro de auto-similitud H = 1+a/2, denominado 
parámetro de Hurst, el cual se utiliza como medida de dependencia a largo plazo de la 
serie de tiempo y, así, comprobar su posibilidad de pronóstico. Acá a es una pendiente 
de la línea de regresión [153]. En las Figuras 3-10, 3-11 y 3-12 se estima el parámetro de 
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Hurst para los canales medidos. Los tres canales tienen un alto grado de auto-similitud 
puesto que H > 0.5; no obstante, el canal de ocupación baja presenta una mejor 
probabilidad de pronóstico que los canales restantes, debido a que su H es más cercano 
a uno.  
 
Figura 3-10: Estimación del parámetro de Hurst para el canal de ocupación baja. 
 
 
Figura 3-11: Estimación del parámetro de Hurst para el canal de ocupación media. 
 










































Método tiempo-varianza canal de ocupación media
H=0.809
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4. Diseño del modelo de propagación  
Inicialmente, se realiza una validación de los modelos de series de tiempo a través de la 
confrontación, en un tiempo, de las medidas de potencia de recepción de los canales de 
ocupación baja, media y alta; y del resultado pronosticado por los modelos de series de 
tiempo. Junto a esto, se determina qué modelo es el más adecuado para el posterior 
desarrollo del modelo de propagación. En segundo lugar, se ajustan los modelos de 
propagación del Capítulo 2, a partir de las medidas obtenidas alrededor del entorno. 
Finalmente, se presenta la metodología para el diseño del modelo de propagación. 
  
La evaluación de los resultados obtenidos en los pronósticos de los siguientes modelos 
se realiza utilizando el software Matlab®, en un computador de dos núcleos de 
procesamiento de 2.4GHz y 4GB de memoria RAM, y con base en las variables: tiempo 
de disponibilidad del canal, tiempo de ocupación del canal, tiempo de observación y 
análisis de los criterios de error (error porcentual absoluto medio simétrico [SMAPE], 
error porcentual absoluto medio [MAPE] y error absoluto medio [MAE]) [154]. El tiempo 
de disponibilidad permite analizar la precisión, en el pronóstico, con la que los usuarios 
de CR podrían usar el tiempo disponible (o hueco espectral) en los canales GSM, en un 
sistema de CR. Asimismo, el tiempo de ocupación examina la precisión en el pronóstico 
del tiempo en el que los PU utilizan los canales GSM. 
4.1 Análisis y validación del modelo estacional ARIMA  
En la Figura 4-1, se presenta la tendencia y estacionalidad en el nivel de ocupación de 
los tres canales, cuya estacionalidad tiene un periodo de 24 horas, prácticamente, sin 
tendencia y con componentes estacionarios, lo cual hace viable el uso de un modelo 
SARIMA, para pronosticar el comportamiento del sistema GSM [100]. 
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La diferencia del retardo s, que para este caso se selecciona como cinco (∆5), equivale al 
número de días de la semana en los que la señal es estacionaria [95]. Al aplicar la 
prueba aumentada de Dickey–Fuller [155] en las series de los tres canales, entre los días 
lunes y viernes, se rechaza la hipótesis nula de la raíz unitaria, lo que indica que existe 
estacionariedad. Con el fin de encontrar los parámetros del modelo SARIMA (p, d, q)(P, 
D, Q)s, se calcula la autocorrelación simple y parcial para ∆5 de los respectivos canales, 
como se muestra en la Figura 4-2. 
 
Figura 4-1: Componentes de tendencia y estacionalidad de los canales GSM [100]. 
 
Figura 4-2: Autocorrelación simple y parcial para los canales GSM [100]. 
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Función autocorrelación canal ocupación alta





Función autocorrelación parcial canal ocupación alta
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Usando la metodología de Box–Jenkins [98], la Figura 4-2 muestra que la autocorrelación 
parcial de ∆5 decae a cero con un patrón estacional y cruza el nivel de confianza, 
inicialmente, en el retraso 5 para el lado negativo; esto sugiere que podría usarse un 
término AR(1) no estacional y que se podría adicionar MA(5) estacional.  
A fin de evitar el sobre-estimado para pronosticar (varianza pequeña y grandes errores), 
se selecciona el criterio de información de Akaike (AIC) [156], con el que se evalúan las 
diferentes combinaciones razonables, como se observa en la Tabla 4-1. De esta manera, 
los modelos seleccionados son SARIMA(1,0,5)x(1,0,1)5, SARIMA(1,0,5)x(0,0,1)5 y 
SARIMA(1,0,5)x(0,0,1)5, para los niveles de ocupación de los canales bajo, medio y alto, 
respectivamente; y las ecuaciones que los describen, en el mismo orden son: 
 (1 − 0.0135^)(1 − 0.55^)(1 − ^)(1 − ^)d O (1 − 0.997^)(1 − 0.546^)¡d      (4.1) 
(1 − 0.0192^)(1 + 0.996^)(1 − ^)(1 − ^)d O (1 + 0.0085^)¡d           (4.2) 
(1 − 0.0199^)(1 − 0.016^)(1 − ^)(1 − ^)d O (1 − 0.994^)¡d         (4.3) 
Tabla 4-1: Valores AIC para diferentes modelos. 










1 0 5 0 0 1 -8.24 -30.6 -50.82 
1 0 5 1 0 0 -8.3 -32.7 -51.7 
1 1 5 0 0 1 -14.1 -46.9 -76.2 
1 0 5 1 0 1 -8.19 -32.6 -50.9 
 
 
La Figura 4-3 muestra la validación de los pronósticos de los modelos obtenidos a partir 
de las Ecuaciones (4.1), (4.2) y (4.3), contrastado con los datos medidos para las 
potencias del día viernes desde las 5 pm hasta las 6 pm. 
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Figura 4-3: Series de los canales GSM y series pronosticadas para el modelo SARIMA. 
En las Figuras 4-4 y 4-5, se presentan los tiempos de disponibilidad y ocupación de los 
canales medidos y los pronosticados. Las precisiones promedio, obtenidas en el 
pronóstico de los tiempos disponibles son: 82%, 54% y 60%, y para los tiempos de 
ocupación equivalen a: 58%, 77% y 78%; entre los datos reales y pronosticados 
correspondientes a los canales de niveles de ocupación baja, media y alta, 
respectivamente. Adicionalmente, como es de esperarse, existe una relación 
inversamente proporcional entre la ocupación de canal y su tiempo de disponibilidad, y 
una relación directamente proporcional entre la probabilidad de ocupación y el tiempo de 
ocupación de los canales.  
 
Figura 4-4: Tiempo de disponibilidad de los canales para el modelo SARIMA. 
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Figura 4-5: Tiempo de ocupación de los canales para el modelo SARIMA. 
En la Tabla 4-2, se comparan los datos pronosticados y los medidos, con respecto a 
diferentes métodos para estimar el error. De los resultados de la Tabla 4-2, se puede 
observar que el modelo de canal de ocupación baja presenta mejor comportamiento 
frente al error, que los modelos de los canales de ocupación media y alta. 
Tabla 4-2: Comparación de variables de error para el modelo SARIMA. 
Canal SMAPE MAPE MAE 
Bajo 0.0170 0.0172 1.6042 
Medio 0.0470 0.0466 4.2987 
Alto 0.0488 0.0497 4.4195 
 
En la Figura 4-6, se muestra la comparación del rendimiento en el pronóstico, desde uno 
hasta cinco días de entrenamiento del modelo SARIMA. Aquí se observa que, mientras 
mayor es el tiempo de observación, menor es el error de predicción; aunque no de una 
manera significativa. Por ejemplo, para el canal bajo, se logra una reducción del error del 
2.5%, a costa de un aumento del 261% en el tiempo de observación; para el canal medio, 
el error disminuye 7.8%, con un incremento en el tiempo de observación de 158.6%, y 
para el canal alto, el error se mitiga un 7.8%, con un crecimiento del 177.1% para el 
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corresponde a un día de entrenamiento, lo que indica que, con este tiempo de 
entrenamiento, se alcanzan errores de predicción aceptables. 
 
Figura 4-6: Error de predicción vs. Tiempo de observación para el modelo SARIMA.  
4.2 Análisis y validación del modelo GARCH 
Al analizar en detalle la gran cantidad de información adquirida, se observa la existencia 
de desviación estándar; por tanto, se utiliza el modelo GARCH, con el objeto de 
pronosticar el comportamiento de la serie medida.  
 
Los modelos estocásticos ARIMA y SARIMA son métodos de modelamiento univariante. 
La principal diferencia de los anteriores modelos con el modelo GARCH es con respecto 
al supuesto de varianza constante.  
 
Aunque para el modelo desarrollado se indica que existe estacionariedad en la señal 
original desde el día lunes hasta el día viernes, para este caso, se desarrolla la quinta 
diferencia porque existe un mayor grado de estacionariedad. En la Figura 4-7, se 
presenta la diferencia para cada canal, acá se convierten las medidas del canal a 
retornos por transformación logarítmica. Los retornos logarítmicos se definen como: 
 xd O  ¤¤êº                             (4.4) 
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Figura 4-7: Quinta diferencia de las potencias medidas en los canales de la banda GSM. 
A continuación, se presenta la prueba estadística formal para establecer la presencia de 
efectos ARCH en los datos y en la correlación. H = 0 implica que no existe una 
correlación significativa y H = 1 indica que existe una correlación significativa. En las 
Tablas 4-3 y 4-4 todos los valores de p muestran que la Prueba-Q Ljung-Box-Pierce y la 
prueba de ARCH, en los retrasos 10, 15 y 20, son significativos; esto demuestra la 
presencia de efectos ARCH. 
 
Tabla 4-3: Prueba-Q Ljung-Box-Pierce de autocorrelación: (en 95% de confianza) para 
canales GSM. 






medio canal alto 
10 1 0 725124 731923 731240 18.3 
15 1 0 725136 731956 731266 24.99 
20 1 0 725138 731996 731313 31.41 
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Quinta diferencia de la medición del canal alto
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Tabla 4-4: Prueba de ARCH Engle de heterocedasticidad: (en 95% de confianza) para 
canales GSM. 
Retraso H Valor de p 
Prueba estadística  
Valor  




10 1 0 574940 578554 576595 18.3 
15 1 0 578008 581225 579079 24.99 
20 1 0 578710 581829 579500 31.41 
   
La dependencia en los datos x1,<, xn se determinó mediante el cálculo de las 
correlaciones. Esto se hace representando la ACF. 
 
Si la serie de tiempo es el resultado de un fenómeno completamente aleatorio, la 
autocorrelación debe estar cerca de cero para todas las separaciones de los retrasos. De 
lo contrario, una o más de las autocorrelaciones serán significativamente diferentes de 
cero. Otra forma útil para examinar las dependencias de la serie es examinar la PACF, 
donde se elimina la dependencia de los elementos intermedios (aquellos dentro de los 
retrasos). En la Figura 4-8, las gráficas de ACF, PACF y ACF de los retornos al 
cuadrado, demuestran la existencia de correlación en los datos de ocupación de los 
canales.  
 
Figura 4-8: Gráficas de correlación de los canales de la banda GSM. 
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A continuación, en las Tablas 4-5, 4-6 y 4-7, se procede a la evaluación y selección del 
modelo GARCH para cada canal. 
  
Tabla 4-5: Comparación de modelos GARCH para el canal bajo. 





SMAPE MAPE MAE 
GARCH(0,1) 201838 201873 7.8x10
-4 
96127.5 0.0249 0.0253 2.3606 
GARCH(1,1) 192263 192309 7.82x10
-4 
96127.5 0.0249 0.0253 2.3604 
GARCH(0,2) 192622 192649 7.8x10
-4
 96127.5 0.0248 0.0252 2.3492 
GARCH(1,2) 192265 192299 0.0016 96127.5 0.0244 0.0248 2.3075 
GARCH(2,1) 191587 191621 7.33x10
-4
 96127.5 0.0251 0.0255 2.3792 
GARCH(2,2) 191581 191622 0.0034 96127.5 0.0243 0.0247 2.3060 
 
Tabla 4-6: Comparación de modelos GARCH para el canal medio. 





SMAPE MAPE MAE 
GARCH(0,1) 876834 876854 7.6x10
-4
 422041 0.0374 0.0393 3.4198 
GARCH(1,1) 844089 844117 6.6x10
-4
 422041 0.0427 0.0440 3.8676 
GARCH(0,2) 844984 845012 6.6x10
-4
 422041 0.0375 0.0395 3.4385 
GARCH(1,2) 844091 844125 0.0012 422041 0.0411 0.0429 3.7699 
GARCH(2,1) 843470 843504 6.0x10
-4
 422041 0.0410 0.0427 3.7531 
GARCH(2,2) 843472 843513 5.0x10
-4
 422041 0.0434 0.0452 3.9895 
 
Tabla 4-7: Comparación de modelos GARCH para el canal alto. 





SMAPE MAPE MAE 
GARCH(0,1) 1223114 1223135 7.8x10
-4
 608609 0.0514 0.0542 4.6565 
GARCH(1,1) 1217225 1217252 6.6x10
-4
 608609 0.0551 0.0580 5.0138 
GARCH(0,2) 1220306 1220333 6.7x10
-4
 608609 0.0534 0.0557 4.7957 
GARCH(1,2) 1217227 1217261 5.3x10
-4
 608609 0.0566 0.0591 5.1279 
GARCH(2,1) 1214308 1214343 6.5x10
-4
 608609 0.0540 0.0570 4.9224 
GARCH(2,2) 1214310 1214352 5.4x10
-4
 608609 0.0620 0.0675 5.9397 
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La selección del modelo GARCH para cada canal se realiza dándole cumplimiento al 
criterio t + ²t z 1 para que el modelo sea estacionario, y, adicionalmente, teniendo en 
cuenta los valores más cercanos a cero de MAE, MAPE y SMAPE de las Tablas 4-5, 4-6 
y 4-7. Por tanto, los modelos seleccionados para el canal bajo, medio y alto son 
GARCH(2,2), GARCH(0,2) y GARCH(0,1), respectivamente. 
 
En la Tabla 4-8, se estiman los parámetros para el modelo de canal bajo, GARCH(2,2), 
en el que se cumple ¢ + i + ²¢ + ²i z 1. 
 
Tabla 4-8: Estimación de los parámetros para el modelo de canal bajo. 
Parámetro Valor estimado Error estándar Valor t 
µ - 96.112 0.0019308 -49778.3308 
α0 0.003516 0.00041447 8.4833 
GARCH(1) 0.098255 0.19212 0.5114 
GARCH(2) 0.90062 0.19201 4.6905 
ARCH(1) 0.00029573 0.00018772 1.5753 
ARCH(2) 0 0.00020886 0 
 
Por tanto, el modelo según la Tabla 4-8 es, 
 xd O −96.112 + d §di O 0.003516 + 0.098255§dV¢i + 0.90062§dVii + 0.00029573dV¢i     (4.5) 
 
Para el canal medio, GARCH(0,2), se estiman los valores del modelo presentados en la 
Tabla 4-9. 
 
Tabla 4-9: Estimación de los parámetros para el modelo de canal medio. 
Parámetro Valor estimado Error estándar Valor t 
µ -95.061 0.0024331 -39069.8019 
α0 5 0.012924 386.8834 
ARCH(1) 0.085692 0.0010392 82.4572 
ARCH(2) 0.088298 0.0010582 83.4378 
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Por tanto, se tiene: xd O −95.061 + d §di O 5 + 0.085692dV¢i + 0.088298dVii                                   (4.6) 
 
Para el canal alto, GARCH(0,1), se obtienen los siguientes parámetros, mostrados en la 
Tabla 4-10. 
 
Tabla 4-10: Estimación de los parámetros para el modelo de canal alto. 
Parámetro Valor estimado Error estándar Valor t 
µ -94.585 0.0026236 -36051.8702 
α0 5 0.015341 325.9324 
ARCH(1) 0.86058 0.0044771 192.2169 
 
Entonces, el modelo es: xd O −94.585 + d §di O 5 + 0.86058dV¢i                                                 (4.7) 
 
El análisis del modelo ARCH-GARCH se basa en la evaluación de los residuos 
estandarizados [110]. Uno de los supuestos del modelo GARCH es que, para un buen 
modelo, los residuos deben seguir un proceso de ruido blanco, es decir, se espera que 
los residuos sean aleatorios, independientes e idénticamente distribuidos, siguiendo una 
distribución normal. La Figura 4-9 presenta la relación entre las innovaciones (residuales) 
derivadas del modelo ajustado, las correspondientes desviaciones estándar 
condicionales y los retornos. En la Figura 4-9, se observa que tanto las innovaciones 
como los retornos exhiben variaciones. 
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Figura 4-9: Innovaciones, desviaciones estándar condicionales y retornos de los canales 
GSM. 
La Figura 4-10, corresponde a la autocorrelación de las innovaciones estandarizadas al 
cuadrado, en la que no se observa correlación. 
 
 
Figura 4-10: Autocorrelación de las innovaciones estandarizadas al cuadrado de los 
canales GSM. 
En las Tablas 4-11 y 4-12 se presentan los resultados de la prueba-Q Ljung-Box-Pierce y 
la prueba de ARCH para el análisis posterior, usando innovaciones estandarizadas. 
Estas pruebas indican que no existe presencia de correlación ni de efectos ARCH. 
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Tabla 4-11: Prueba-Q Ljung-Box-Pierce en innovaciones estandarizadas para canales 
GSM. 
Retraso H 















10 0 0.424 0.402 0.701 25787 26701 33455 18.3 
15 0 0.7014 0.6883 0.8236 26447 28617 37143 24.99 
20 0 0.947 0.876 0.9355 26945 30313 40772 31.41 
 
Tabla 4-12: Prueba de ARCH Engle en innovaciones estandarizadas para canales GSM. 
Retraso H 















10 0 0.539 0.479 0.6212 26930 27093 33757 18.3 
15 0 0.776 0.7144 0.7697 27432 28443 36248 24.99 
20 0 0.908 0.863 0.8841 27792 29443 38240 31.41 
 
La comprobación de la normalidad se realiza mediante el análisis del histograma de los 
residuos y el gráfico de probabilidad normal, como se observa en la Figura 4-11. El 
histograma de los tres canales muestra que los residuos siguen una distribución normal. 
Asimismo, en el gráfico de probabilidad se observa que la normalidad de los residuos es 
una distribución normal, ya que la mayor parte de los datos se encuentra a lo largo de la 
línea recta.  
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Figura 4-11: Histograma de residuos y probabilidad normal para los canales GSM.  
La Figura 4-12 presenta la validación de los pronósticos de los modelos obtenidos para el 
día viernes, desde las 5 pm hasta las 6 pm, a partir de las Ecuaciones (4.5), (4.6) y (4.7); 
lo que es contrastado con los datos medidos.  
 
Figura 4-12: Series de los canales GSM y series pronosticadas con el modelo GARCH. 
En las Figuras 4-13 y 4-14, se presentan los tiempos de disponibilidad y ocupación de los 
canales medidos y los pronosticados. Las precisiones promedio obtenidas en el 
pronóstico de los tiempos de ocupación son: 44%, 46.6% y 44.2%, y para los tiempos de 
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correspondientes a los canales de niveles de ocupación baja, media y alta, 
respectivamente.  
 
Figura 4-13: Tiempo de ocupación de los canales para el modelo GARCH. 
 
Figura 4-14: Tiempo de disponibilidad de los canales para el modelo GARCH. 
En la Figura 4-15, se muestra la comparación del rendimiento en el pronóstico, desde 
uno hasta cinco días de entrenamiento del modelo GARCH. Aquí, se observa que para el 
canal bajo, el error de predicción permanece prácticamente constante para los diferentes 
tiempos de observación; para el canal medio, se alcanza a reducir el error máximo en un 
5.7% a costa de un aumento en el tiempo de observación del 72.7%; y para el canal alto, 
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observación del 128.5%. Al igual que con el modelo SARIMA, basta con un día de 
entrenamiento del modelo GARCH para lograr errores de predicción tolerables en los tres 
canales GSM. 
 
Figura 4-15: Error de Predicción vs. Tiempo de observación para el modelo GARCH. 
4.3 Análisis y validación del modelo de Markov 
El diseño del algoritmo HMM utilizado para pronosticar la potencia recibida en los canales 
GSM se basa en el diagrama de flujo propuesto en la Figura 4-16. Dado que las 
estimaciones de los parámetros se calculan a través del algoritmo EM, entonces, se 
escogen los valores iniciales para la implementación. Estos valores deben ser razonables 
para que el algoritmo obtenga los máximos locales. Los valores iniciales para el algoritmo 
se encuentran mediante el empleo de un método de mínimos cuadrados en los primeros 
puntos de los datos. Las estimaciones de los parámetros resultantes se usan como 
aproximaciones para los valores iniciales de los parámetros ,  y ; estos son:  O  1.53, O  −96.3192 y  O  3.2551;   O  0.09,  O  −81.8678 y  O  6.7551;   O  0.05,  O −94.8265 y  O  8.7551 , para los canales de ocupación baja, media y alta, 
respectivamente. Los valores iniciales para la matriz de probabilidad de transición Π se 
establecen en 1/N, donde N indica el número de estados, como se define en la 
implementación. 
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El valor a predecir de la potencia de recepción se calcula por: 
 ª[Â«¢|ÔÂ] O ª[(Â)Â + (Â) + (Â)rÂ«¢| ÔÂ] O 〈, îÂ〉Â + 〈, îÂ〉         (4.8) 
 
Donde Â O ª[Â|ÔÂ]. La Figura 4-17 muestra la serie de tiempo de los valores medidos y 
valida los resultados pronosticados para una hora (viernes de 5 a 6 pm), generados por un 
modelo de 3 estados. El número de estados se seleccionó a partir del menor AIC; para 
este caso, es el de 3 estados, comparado con respecto a los valores de 2 y 4 estados. En 
la Figura 4-18, se presenta la evolución de los parámetros , ,  y la probabilidad de 
transición después de 1440, 1654 y 1879 pasos; para los canales de ocupación baja, 
media y alta, respectivamente. 
 
 
Figura 4-16: Diagrama de flujo de modelo oculto de Markov. 
 





Figura 4-17: Series de tiempo medida y pronosticada para los canales GSM con el 
modelo de Markov. 
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Evolución de los parámetros para el canal de ocupación baja


































Figura 4-18: Evolución de los parámetros , ,  y la probabilidad de transición para los 
canales GSM. a) Ocupación baja, b) Ocupación media, c) Ocupación alta. 
Las Figuras 4-19 y 4-20 presentan los tiempos de disponibilidad y ocupación de los 
canales medidos y los pronosticados para los modelos de Markov. Las precisiones 
promedio, obtenidas en el pronóstico de los tiempos de disponibilidad, son: 31%, 41% y 
32%, y para los tiempos de ocupación, equivalen a: 79%, 46% y 60%; entre los datos 
reales y pronosticados correspondientes a los canales de niveles de ocupación baja, 
media y alta, respectivamente.  

























Evolución de los parámetros para el canal de ocupación media























































Evolución de los parámetros para el canal de ocupación alta
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Figura 4-19: Tiempo de disponibilidad de canales para el modelo de Markov. 
 
Figura 4-20: Tiempo de ocupación de canales para el modelo de Markov. 
En la Tabla 4-13, se presentan los errores entre los datos reales y los pronosticados para 
los modelos de Markov. El modelo de canal de ocupación media presenta menores 
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Tabla 4-13: Comparación de variables de error para canales GSM con base en el modelo 
de Markov. 
Canal SMAPE MAPE MAE 
Bajo 0.0231 0.0227 2.1336 
Medio 0.02 0.0189 1.6016 
Alto 0.1201 0.1117 4.3067 
 
En la Figura 4-21 se evalúa el rendimiento frente al pronóstico, desde uno hasta cinco 
días de entrenamiento del modelo de Markov. Para el canal medio, el error de predicción 
tiene muy poca variación para los diferentes tiempos de observación; para el canal bajo, 
se alcanza a reducir el error máximo en un 16.6% a costa de un aumento en el tiempo de 
observación del 349%; y para el canal alto, la reducción máxima del error es del 27%, 
con un incremento en el tiempo de observación del 391%. Para el canal medio, se 
recomienda usar un día de entrenamiento; para el canal bajo, es suficiente con el uso de 
dos días de entrenamiento, y para el canal alto, se sugiere emplear cinco días de 
entrenamiento; ello, con el fin de obtener errores aceptables.  
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4.4 Análisis y validación del modelo EMD-SVR 
El modelo EMD-SVR presenta un mayor consumo en tiempo de procesamiento que los 
otros modelos presentados, lo que conlleva a que los recursos de la máquina con la que 
se realizó la simulación sean insuficientes para un entrenamiento con el total de los datos 
de entrada (lunes a viernes); por tanto, este modelo se entrena con 152.000 datos, el 
cual corresponde, aproximadamente, a un día de mediciones; además, se pronostican 
los siguientes 6.351 valores que equivalen a la hora del día viernes de 5 a 6 pm; luego, 
se validan los resultados. El procedimiento para el desarrollo del modelo EMD-SVR, 
presentado en la Figura 2-2, se puede resumir en los siguientes pasos: 
1. Se ejecuta el algoritmo EMD. En este paso, se obtienen 10 datos de la serie de 
tiempo (9 IMF y 1 residuo), como se muestra en las Figuras 4-22, 4-23 y 4-24. 
 
Figura 4-22: Resultados de los datos EMD para el canal de ocupación baja. 
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Figura 4-24: Resultados de los datos EMD para el canal de ocupación alta. 
2. Se realiza el procesamiento normalizado de las series de datos de cada ramificación, 
con el fin de mejorar la precisión del modelado. 
3. Se dividen los datos en dos grupos. Los primeros 152.000 datos se utilizan como 
conjunto de datos de entrenamiento y los últimos 6.350 datos son el conjunto de 
datos de prueba. 
4. Se crea el modelo SVR para cada serie de la ramificación, con base en el conjunto 
de datos de entrenamiento; en seguida, se reconstruyen y pronostican los datos 
correspondientes a 1 hora, tal y como se presenta en la Figura 4-25. 
 
Figura 4-25: Series de tiempo medida y pronosticada de los canales GSM para el 
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Los tiempos de disponibilidad y ocupación de los canales medidos y pronosticados a 
través del modelo EMD-SVR se presentan en las Figuras 4-26 y 4-27. Las precisiones 
promedio obtenidas en el pronóstico de los tiempos de ocupación son: 81%, 80% y 62%, 
y para los tiempos de disponibilidad equivalen a: 30%, 42% y 44%; entre los datos reales 
y pronosticados correspondientes a los canales de niveles de ocupación baja, media y 
alta, respectivamente.  
 
Figura 4-26: Tiempo de disponibilidad de canales para el modelo EMD-SVR. 
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En la Tabla 4-14, se presentan los errores entre los datos reales y los pronosticados para 
el modelo EMD-SVR. El modelo de canal de ocupación baja presenta una cuantía menor 
de los errores, con respecto a los modelos de los canales de ocupación media y alta. 
 
Tabla 4-14: Comparación de variables de error para canales GSM con base en el modelo 
EMD-SVR. 
Canal SMAPE MAPE MAE 
Bajo 0.0681 0.0556 5.296 
Medio 0.0654 0.0598 5.411 
Alto 0.0991 0.0890 8.022 
 
En la Figura 4-28, se evalúa el rendimiento frente al pronóstico, con 6h, 12h, 18h y 24h 
de entrenamiento del modelo EMD-SVR. Aquí se observa poca variación del error para 
los tres canales, por ejemplo: para el canal bajo, en el escenario más optimista, el error 
de predicción se disminuye un 12.1%, a expensas de un aumento en el tiempo de 
observación del 24.8%; para el canal medio, se alcanza a reducir el error máximo en un 
10.15%, a costa de un aumento en el tiempo de observación del 26.43%, y para el canal 
alto, la reducción máxima del error es del 4.7%, con un incremento en el tiempo de 
observación del 35%. Con 6h de entrenamiento del modelo EMD-SVR se consiguen 
errores de predicción adecuados en los tres canales GSM. 
 
Figura 4-28: Error de predicción vs. Tiempo de observación para el modelo EMD-SVR. 
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4.5 Análisis y validación del modelo neuronal wavelet 
La señal de entrada al modelo, correspondiente a la potencia recibida de los canales 
GSM, se descompone usando la wavelet madre, Discrete Meyer (dmey), que presentó un 
menor error al ser comparada con las wavelets madre Daubechies, Coiflets y Symlets 
[157]. El resultado son 2 niveles que contienen, en total, 4 coeficientes. 
La red neuronal wavelet multi-capa de propagación hacia atrás desarrollada es mostrada 
en la Figura 4-29, y es expresada como: 
`[] O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢         (4.9) 
Donde g es la función de activación de la red neuronal, que para este caso contiene: 2 
entradas, 2 salidas y 2 capas ocultas. La red fue entrenada con los 714.952 datos de la 
señal de entrada (medidas de lunes a viernes) y se aumentó el número de patrones de 
entrenamiento hasta que el error disminuyó y se hizo relativamente constante; esto se 
alcanzó para 1.000 patrones de entrenamiento. Finalmente, la salida de la red neuronal 
es reconstruida usando un análisis wavelet para obtener la potencia pronosticada.  
 
Figura 4-29: Red neuronal wavelet. 
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La Figura 4-30 valida los valores de potencia pronosticados, con respecto a los medidos 
durante una hora, que corresponden al día viernes de 5 a 6 pm. 
 
Figura 4-30: Series de tiempo medida y pronosticada para los canales GSM con el 
modelo neuronal wavelet. 
Los tiempos de disponibilidad y ocupación de los canales medidos y pronosticados, a 
través del modelo neuronal wavelet, se presentan en las Figuras 4-31 y 4-32. Las 
precisiones promedio obtenidas en el pronóstico de los tiempos de ocupación son: 100%, 
95.1% y 99.9%, y para los tiempos de disponibilidad equivalen a: 100%, 97% y 99.8%; 
entre los datos reales y pronosticados correspondientes a los canales de niveles de 
ocupación baja, media y alta, respectivamente. 
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Figura 4-31: Tiempo de ocupación de canales para el modelo neuronal wavelet. 
 
Figura 4-32: Tiempo de disponibilidad de canales para el modelo neuronal wavelet. 
En la Tabla 4-15, se presentan los errores entre los datos reales y los pronosticados para 
los modelos neuronal wavelet. El modelo de canal de ocupación baja presenta los 
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Tabla 4-15: Comparación de variables de error para canales GSM con base en el modelo 
neuronal wavelet. 
Canal SMAPE MAPE MAE 
Bajo 0.0017 0.00089 0.0866 
Medio 0.0020 0.0011 0.1 
Alto 0.0019 0.0010 0.1005 
  
En la Figura 4-33, se evalúa el rendimiento frente al pronóstico, desde uno hasta cinco 
días de entrenamiento del modelo neuronal wavelet. El error en el canal alto se reduce en 
un total de 1.75%, en detrimento de un 31.24% en el tiempo de observación; para el canal 
medio, el error, en total, se disminuye en un 3.29%, a costa de un 23.8% en el tiempo de 
observación; y para el canal bajo, el total del error es minimizado en un 5.45% en 
menoscabo de un 47.5% en el tiempo de observación.  
Al validar el modelo neuronal wavelet, se presentó mayor precisión en el pronóstico de las 
potencias de recepción, con respecto a los cuatro modelos restantes, tal y como se 
demostró a través de las variables evaluadas. La disminución del error del modelo 
neuronal wavelet llega a ser de 10 a 80 veces, en relación con los otros modelos, sin 
contemplar un mejoramiento en el error de predicción mayor al 99%. Por estas razones, el 
modelo neuronal wavelet se selecciona para ser usado en el posterior diseño de los 
modelos de propagación. 
 
Figura 4-33: Error de predicción vs. Tiempo de observación para el modelo neuronal 
wavelet. 



























92 Diseño del modelo de propagación 
 
Para completar el análisis del entrenamiento, se calcula el error cuadrático medio, 
correspondiente al promedio del cuadrado de las desviaciones estándares de los valores 
estimados con respecto a los originales. En las Tablas 4-16, 4-17 y 4-18 se exhibe el 
error cuadrático medio en el pronóstico de las potencias de recepción, para el modelo 
neuronal wavelet, con una cantidad de datos de entrenamiento de hasta cinco días. 
Estos resultados y la Figura 4-33 justifican que un día de entrenamiento en el modelo 
neuronal wavelet es suficiente para obtener un error admisible. Además, el canal de 
ocupación baja presenta el menor error y la mayor precisión en los pronósticos de los 
tiempos de disponibilidad y ocupación del canal, tal como se concluyó en el análisis del 
parámetro de Hurst.  
Tabla 4-16: Resultado de error cuadrático medio para el canal bajo, con diferentes días 







1 2.3784 24.19 s 
2 2.3402 27.21 s 
3 2.3015 31.39 s 
4 2.2851 34.92 s 
5 2.2659 35.69 s 
 
 
Tabla 4-17: Resultado de error cuadrático medio para el canal medio con diferentes días 








1 4.661 28.19 s 
2 4.6133 29.55 s 
3 4.5878 30.85 s 
4 4.5549 34.27 s 
5 4.5213 34.9 s 
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Tabla 4-18: Resultado de error cuadrático medio para el canal alto con diferentes días de 







1 2.9262 26.47 s 
2 2.8558 28.68 s 
3 2.8110 29.64 s 
4 2.7604 31.87 s 
5 2.7339 34.76 s 
 
El pronóstico de la potencia recibida, realizado durante esta sección, no solo es 
importante en la determinación del estado de un canal; sino porque permite omitir la 
detección de algún canal cuando se pronostica que estará ocupado, lo que reduce el 
tiempo de detección y el consumo de energía. 
4.6 Ajuste a modelos de propagación 
En la Figura 4-34 se presenta el entorno alrededor de la celda de la BTS en el que se 
realizaron las medidas descritas en el capítulo anterior para el norte de la ciudad de 
Bogotá D.C. La semana de mediciones se desarrolló en el punto A. Los cinco puntos de 
medida restantes corresponden a sitios de cobertura de la celda, los cuales se 
encuentran a diferentes distancias de la BTS, para evaluar y ajustar los modelos de 
propagación descritos en la sección 2.1. La duración de las medidas en estos cinco 
puntos fue aproximadamente de una hora. El entorno es llano y está conformado, en su 
mayoría, por concentración de edificios; aunque también hay zonas verdes, con algunos 
árboles, como se observa en el punto de medida D. 
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Figura 4-34: Puntos de medida en la zona norte de la ciudad de Bogotá D.C. 
En la Tabla 4-19 se presentan los parámetros del Tx y Rx para ser utilizados en los 
modelos de propagación. 
Tabla 4-19: Parámetros de la BTS y el analizador. 
Parámetro Valor 
Potencia de transmisión BTS (PTx) 26 dBm 
Altura BTS 26 m 
Ganancia antena BTS (GBTS) 16.5 dBi 
Pérdidas combinador BTS (Lco) 4 dB 
Pérdidas cable BTS (Lc) 4 dB 
Ganancia antena analizador (GAn) 3 dBi 
Pérdidas cable analizador (Lca) 0.72 dB 
Ganancia Amplificador de bajo ruido (GLNA) 11 dB 
Altura analizador 1.5 m 
Frecuencia de transmisión canal bajo 828.73 MHz 
Frecuencia de transmisión canal medio 830.13 MHz 
Frecuencia de transmisión canal alto 828.93 MHz 
 
Diseño del modelo de propagación 95
 
A continuación, se evalúan los modelos de propagación con la información de la Tabla 4-
19, para, luego, ajustarlos tomando como referencia las potencias medidas en los seis 
puntos de la Figura 4-34.  
4.6.1 Ajuste al modelo Okumura-Hata 
Haciendo uso de la Ecuación (2.1), se obtienen las pérdidas de propagación teóricas 
promedio ([\) del modelo O-H para cada punto de medida, como se observa en la Tabla 
4-20. 
Tabla 4-20: Pérdidas de propagación del modelo O-H para los puntos de medida de la 
Figura 4-34. 
Punto 4\ canal bajo (dB) 4\ canal medio (dB) 4\ canal alto (dB) 
F(58m) 82.279 82.298 82.282 
C(152m) 97.188 97.207 97.191 
D(226m) 103.326 103.345 103.329 
B(287m) 107.024 107.043 107.026 
E(290m) 107.184 107.204 107.187 
A(328m) 109.09 109.109 109.093 
 
Con los resultados de la Tabla 4-20 y los parámetros de la Tabla 4-19, se obtiene la 
potencia de recepción promedio (LMÞ\\\\\) teórica [77]: 
LMÞ\\\\\ O LPÞ + 56P. + 5Õ + 57ÑÕ − [\ − [a − [aT − [a~                   (4.10) 
En las Figuras 4-35, 4-36 y 4-37, se presenta la LMÞ\\\\\ hallada a través de la Ecuación 
(4.10) para el modelo O-H, en comparación con el rango de la potencia de recepción 
medida con sus respectivos valores promedio. En estas Figuras, existe una diferencia 
apreciable entre los datos teóricos respecto a los medidos. 
 
96 Diseño del modelo de propagación 
 
 
Figura 4-35: Potencia de recepción teórica y medida para el modelo O-H del canal bajo.  
 
Figura 4-36: Potencia de recepción teórica y medida para el modelo O-H del canal 
medio. 
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Figura 4-37: Potencia de recepción teórica y medida para el modelo O-H del canal alto. 
Con el fin de aumentar la precisión del modelo de propagación de O-H, se usa el método 
de mínimos cuadrados [158], para ajustar los resultados teóricos a los valores promedio 
medidos. A partir de esto, se obtienen las siguientes ecuaciones ajustadas para los 
canales bajo, medio y alto, de manera respectiva: 
[\6~³T(]^) O 79.3407 + 26.16 log à − 13.82 log ℎ¡ − f(ℎge) +(17.4938 − 6.55 log ℎ¡) log ]                                   (4.11) 
[\ÎeStT(]^) O 76.5997 + 26.16 log à − 13.82 log ℎ¡ − f(ℎge) +(15.6501 − 6.55 log ℎ¡) log ]                                 (4.12) 
[\ÕÜdT(]^) O 78.2616 + 26.16 log à − 13.82 log ℎ¡ − f(ℎge) +(19.5356 − 6.55 log ℎ¡) log ]                                (4.13) 
En las Figuras 4-38, 4-39 y 4-40 se presenta la potencia de recepción del modelo O-H 
ajustado con las Ecuaciones (4.11), (4.12) y (4.13), respecto al promedio de la potencia 
de recepción medida. En las Figuras, se aprecia una aproximación entre los valores 
medidos y el modelo ajustado, cuyo error cuadrático medio se observa en la Tabla 4-21 
para cada canal.  
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Tabla 4-21: Error cuadrático medio del modelo O-H ajustado. 
Error Cuadrático Medio 
canal bajo canal medio canal alto 
1.4315 0.6093 1.2688 
 
Figura 4-38: Potencia de recepción ajustada y medida para el modelo O-H del canal 
bajo.  
 
Figura 4-39: Potencia de recepción ajustada y medida para el modelo O-H del canal 
medio. 
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Figura 4-40: Potencia de recepción ajustada y medida para el modelo O-H del canal alto. 
4.6.2 Ajuste al modelo Cost 231 Walfisch-Ikegami 
A partir de la Ecuación (2.5) se obtienen las [\ del modelo C231-W-I para cada punto de 
medida, como se observa en la Tabla 4-22. 
Tabla 4-22: Pérdidas de propagación del modelo C231-W-I para los puntos de medida de 
la Figura 4-34. 
Punto 4\ canal bajo (dB) 4\ canal medio (dB) 4\ canal alto (dB) 
F(58m) 82.615 82.642 82.62 
C(152m) 93.403 93.43 93.409 
D(226m) 98.838 98.863 98.841 
B(287m) 102.288 102.316 102.294 
E(290m) 102.4438 102.469 102.447 
A(328m) 104.667 104.292 104.27 
 
En las Figuras 4-41, 4-42 y 4-43 se presenta la LMÞ\\\\\ hallada a través de la Ecuación 
(4.10), para el modelo C231-W-I, con respecto al rango de la potencia de recepción 
medida con sus respectivos valores promedio. También, en las Figuras de este modelo, 
se muestra un error considerable entre los datos teóricos respecto a los medidos. 
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Figura 4-41: Potencia de recepción teórica y medida para el modelo C231-W-I del canal 
bajo. 
 
Figura 4-42: Potencia de recepción teórica y medida para el modelo C231-W-I del canal 
medio. 
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Figura 4-43: Potencia de recepción teórica y medida para el modelo C231-W-I del canal 
alto. 
Para ajustar los valores teóricos a los medidos en el modelo C231-W-I, se hace uso del 
método de mínimo cuadrados [158]. Entonces se obtiene: 
 
1. Para el canal bajo, la modificación de las ecuaciones (2.6), (2.8) y (2.12), da como 
resultado, de manera respectiva: 
 [o(]^) O 47.3213 − 195.146 log ] + 20 log à                               (4.14) 
 [Tgt O −10 + 0.0254v wfxf 0° ≤ v z 35°                               (4.15) 
 }S O 203.3658 wfxf ℎ{ > ℎMTT                                   (4.16) 
 
Con las Ecuaciones (4.14), (4.15) y (4.16) se construye la Ecuación (2.5) del modelo 
C231-W-I y se grafica la Figura 4-44, en la que también se incluye el valor promedio 
de la potencia medida. 
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Figura 4-44: Potencia de recepción ajustada y medida para el modelo C231-W-I del 
canal bajo. 
2. El resultado en la modificación de las Ecuaciones (2.6), (2.8) y (2.12), para el canal 
medio, es: 
 [o(]^) O 44.3848 + 111.444 log ] + 20 log à                  (4.17) 
 [Tgt O −10 + 0.0215v wfxf 0° ≤ v z 35°                       (4.18) 
 }S O  −105.2172 wfxf ℎ{ > ℎMTT                           (4.19) 
 
Estas nuevas Ecuaciones se incluyen en la Ecuación (2.5) del modelo C231-W-I y se 
obtiene la Figura 4-45, junto al valor promedio de la potencia medida. 
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Figura 4-45: Potencia de recepción ajustada y medida para el modelo C231-W-I del 
canal medio. 
3. De la misma forma, para el canal alto, la modificación de las Ecuaciones (2.6), (2.8) y 
(2.12), conlleva a: 
 [o(]^) O 47.1435 − 612.156 log ] + 20 log à             (4.20) 
 [Tgt O −10 + 0.0162v wfxf 0° ≤ v z 35°                              (4.21) 
 }S O  622.4238 wfxf ℎ{ > ℎMTT                                    (4.22) 
 
Estas tres Ecuaciones son contenidas en la Ecuación (2.5) del modelo C231-W-I 
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Figura 4-46: Potencia de recepción ajustada y medida para el modelo C231-W-I del 
canal alto. 
En las Figuras 4-44, 4-45 y 4-46 se observa una reducción en el error, entre los valores 
medidos y el modelo ajustado, al contrastarse con las Figuras 4-41, 4-42 y 4-43. En la 
Tabla 4-23 se presentan el error cuadrático medio para cada canal.  
Tabla 4-23: Error cuadrático medio del modelo C231-W-I ajustado. 
Error Cuadrático Medio  
canal bajo canal medio canal alto 
1.4170 0.6186 1.5456 
4.6.3 Ajuste al modelo interino de la Universidad de Stanford 
En la Tabla 4-24, se muestran las [\ para el modelo SUI en los seis puntos medidos, 
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Tabla 4-24: Pérdidas de propagación del modelo SUI para los puntos de medida de la 
Figura 4-34. 
Punto 4\ canal bajo (dB) 4\ canal medio (dB) 4\ canal alto (dB) 
F(58m) 69.791 69.805 69.793 
C(152m) 88.572 88.587 88.574 
D(226m) 96.304 96.319 96.306 
B(287m) 100.962 100.977 100.965 
E(290m) 101.165 101.18 101.167 
A(328m) 103.566 103.58 103.568 
Para el hallazgo de la LMÞ\\\\\, se hace uso de la Ecuación (4.10), cuyos resultados se 
presentan en las Figuras 4-47, 4-48 y 4-49. Estos resultados son confrontados con el 
rango de los valores de potencias medidas y sus correspondientes datos promedio, los 
cuales indican la existencia de un notable error. 
 
Figura 4-47: Potencia de recepción teórica y medida para el modelo SUI del canal bajo. 
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Figura 4-48: Potencia de recepción teórica y medida para el modelo SUI del canal 
medio. 
 
Figura 4-49: Potencia de recepción teórica y medida para el modelo SUI del canal alto. 
Con el propósito de minimizar el error de las Figuras 4-47, 4-48 y 4-49, se ajusta el 
modelo SUI empleando el método de mínimos cuadrados [158]. De este modo, se 
obtienen las siguientes Ecuaciones para cada canal:  
 [\6~³T(]^) O  + 1.831   Q SSZ +  + 47.4982                           (4.23) 
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[\ÎeStT(]^) O  + 1.389   Q SSZ +  + 46.6648                         (4.24) 
[\ÕÜdT(]^) O  + 2.287   Q SSZ +  + 44.3754                          (4.25) 
Con las Ecuaciones (4.23), (4.24) y (4.25) se halla la LMÞ\\\\\ para cada canal; esta se grafica 
en las Figuras 4-50, 4-51 y 4-52, la cual, a su vez, contiene la potencia de recepción 
promedio medida. 
 
Figura 4-50: Potencia de recepción ajustada y medida para el modelo SUI del canal bajo. 
 
Figura 4-51: Potencia de recepción ajustada y medida para el modelo SUI del canal 
medio. 
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Figura 4-52: Potencia de recepción ajustada y medida para el modelo SUI del canal alto. 
Finalmente, se exhibe el error cuadrático medio entre los datos medidos y ajustados en la 
Tabla 4-25, donde se vislumbra un reducido error. 
  
Tabla 4-25: Error cuadrático medio del modelo SUI ajustado. 
Error Cuadrático Medio 
canal bajo canal medio canal alto 
1.4315 0.6078 1.2688 
 
Al comparar los errores cuadráticos medios de las Tablas 4-21, 4-23 y 4-25, se observan 
valores relativamente cercanos entre cada uno de los modelos de propagación. Es así 
que los modelos O-H, C231-W-I y SUI son adecuados para aproximar los valores 
promedio de las potencias recibidas en los puntos medidos; sin embargo, el modelo de 
mayor precisión para el canal bajo es el C231-W-I, para el canal medio es el SUI y para 
el canal alto son el SUI o el O-H. A pesar de ello, la ventaja de los modelos O-H y SUI es 
que son más sencillos de ajustar, ya que poseen menos variables que el modelo C231-
W-I. 
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4.7 Metodología de diseño del modelo de propagación 
Ahora, se describe la metodología usada para diseñar el modelo de propagación, y la 
ecuación general para pronosticar la potencia de recepción con el modelo neuronal 
wavelet y los modelos de propagación descritos y ajustados anteriormente.  
 
Entonces, el procedimiento general para obtener el modelo de propagación en un 
entorno desconocido es el siguiente: 
 
1. Realizar mediciones. 
En este paso, se toman las mediciones del canal y/o canales del espectro 
radioeléctrico variantes, en función del tiempo durante un día, con base en el método 
descrito en la sección 3.1. 
 
2. Seleccionar el modelo de propagación a gran escala. 
Se escoge el modelo de propagación apropiado al entorno urbano, según las 
variables que utiliza y el resultado de las mediciones en diferentes puntos. 
 
3. Ajustar modelo de propagación. 
El modelo de propagación seleccionado en el paso 2 se ajusta. Por ejemplo, con el 
método de mínimos cuadrados, en función de los valores promedio de las 
mediciones. 
 
4. Entrenar modelo neuronal wavelet. 
Con las mediciones realizadas por un tiempo mínimo de 24 horas se entrena el 
modelo neuronal wavelet diseñado. 
 
5. Integrar modelos. 
Extrapolar el modelo de propagación ajustado al modelo neuronal wavelet, 
integrando las pérdidas de propagación promedio con las pérdidas instantáneas. 
 
6. Pronosticar la potencia de recepción. 
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A lo largo del entorno urbano analizado, se pronostica la potencia de recepción 
durante un tiempo determinado, con base en el modelo de propagación compuesto 
en el paso 5. 
 
Por consiguiente, el modelo de propagación, que tiene en cuenta tanto las pérdidas 
instantáneas como las pérdidas promedio de propagación, se puede escribir a nivel 
general de la siguiente forma: [ O ∆[ + [\                                                      (4.26) 
Donde ∆L=f(f[n])│f[n]=∆PRX son las pérdidas de propagación instantáneas en función de la 
potencia de recepción obtenida en la Ecuación (4.9), y [\ son las pérdidas de propagación 
promedio, obtenidas a partir del ajuste de cada modelo realizado en las secciones 4.6.1, 
4.6.2 y 4.6.3. Por tanto, al combinar la Ecuación (4.9) con la Ecuación (4.10), se obtiene 
la potencia de recepción en función de los modelos de propagación descritos 
anteriormente: 
LMÞ O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ + LMÞ\\\\\    (4.27) 
Donde LMÞ\\\\\ O `([\). En la Figura 4-53 se representa la Ecuación (4.27). 
 
Figura 4-53: Esquema del modelo de propagación propuesto.
 
5. Resultados y discusión 
En este Capítulo, se presentan y discuten los resultados del modelo de propagación, 
diseñado en el Capítulo anterior, para los diferentes niveles de ocupación de los canales. 
En la Figura 5-1, se exhibe un ejemplo en el que existe aplicación del modelo de 
propagación diseñado; aquí, el usuario de CR percibe la potencia de una BTS primaria y 
se puede desplazar a través de la cobertura de la celda, como lo indica el sentido de las 
flechas. El usuario de CR puede pronosticar el nivel de potencia que recibirá por la BTS 
primaria a diferentes distancias y teniendo en cuenta las pérdidas de propagación del 
entorno.  
La evaluación de los modelos se realiza para el pronóstico, hasta en una hora, de la 
potencia de recepción, con una distancia máxima de 328 m. Asimismo, se muestra el 
ciclo de trabajo para cada modelo sobre el entorno analizado. 
 
Figura 5-1: Ejemplo de aplicación para el modelo de propagación diseñado. 
Para los modelos O-H de canal bajo, medio y alto, las ecuaciones de la potencia de 
recepción, de manera respectiva, son: 
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 LMÞ V8 6~³T O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ +  `[79.3407 +26.16  à − 13.82  ℎ¡ − f(ℎge) + (17.4938 − 6.55  ℎ¡)  ]]   (5.1) 
 LMÞ V8 ÎeStT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ +`[76.5997 + 26.16 log à − 13.82 log ℎ¡ − f(ℎge) + (15.6501 − 6.55 log ℎ¡) log ]]  (5.2) 
 LMÞ V8 ÕÜdT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ + `[78.2616 +26.16 log à − 13.82 log ℎ¡ − f(ℎge) + (19.5356 − 6.55 log ℎ¡) log ]]    (5.3) 
 




Figura 5-2: Potencia de recepción para el modelo O-H del canal bajo. 
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Figura 5-3: Potencia de recepción para el modelo O-H del canal medio. 
 
Figura 5-4: Potencia de recepción para el modelo O-H del canal alto. 
Las ecuaciones de los canales bajo, medio y alto, para el pronóstico de la potencia de 
recepción, con base en el modelo C231-W-I, corresponden a: 
 
 LMÞ 9i:¢V;V0 6~³T O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ +`À47.3213 − 195.146  ] + 20  à − 16.9 − 10  r + 10  à + 20  ∆ℎq + [Tgt +[{p| + }~ + }S  ] + }  à − 9  Ä                (5.4) 
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 LMÞ 9i:¢V;V0 ÎeStT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ +`À44.3848 + 111.444  ] + 20  à − 16.9 − 10  r + 10  à + 20  ∆ℎq + [Tgt +[{p| + }~ + }S  ] + }  à − 9  Ä                          (5.5) 
LMÞ 9i:¢V;V0 ÕÜdT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ +`À47.1435 − 612.156  ] + 20  à − 16.9 − 10  r + 10  à + 20  ∆ℎq + [Tgt +[{p| + }~ + }S  ] + }  à − 9  Ä                           (5.6) 
Los resultados de las Ecuaciones (5.4), (5.5) y (5.6), se representan en las Figuras 5-5, 
5-6 y 5-7. 
 
Figura 5-5: Potencia de recepción para el modelo C231-W-I del canal bajo. 
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Figura 5-6: Potencia de recepción para el modelo C231-W-I del canal medio. 
 
Figura 5-7: Potencia de recepción para el modelo C231-W-I del canal alto. 
Finalmente, para el modelo SUI, las ecuaciones que pronostican la potencia de 
recepción, para los canales bajo, medio y alto, son: 
LMÞ .<0 6~³T O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ + ` Q +1.831   Q SSZ +  + 47.4982Z                           (5.7) 
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 LMÞ .<0 ÎeStT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ + ` Q +1.389   Q SSZ +  + 46.6648Z                       (5.8) 
LMÞ .<0 ÕÜdT O  ∑ Q ¢√Î ∑ þà[Ëo, ]³T,Â[] + ¢√Î ∑ ∑ þ,[Ë, ]-³,Â[]Â3³©³Â Zt©¢ + ` Q +2.287   Q SSZ +  + 44.3754Z                      (5.9) 
En las Figuras 5-8, 5-9 y 5-10, las Ecuaciones (5.7), (5.8) y (5.9) son interpretadas. 
 
Figura 5-8: Potencia de recepción para el modelo SUI del canal bajo. 
 
Figura 5-9: Potencia de recepción para el modelo SUI del canal medio. 
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Figura 5-10: Potencia de recepción para el modelo SUI del canal alto. 
Desde la Figura 5-2 hasta la 5-10, se identifican las oportunidades espectrales (color 
naranja) que serían percibidas y aprovechadas por parte de los usuarios de CR; aunque 
para ser más precisos se depende del umbral seleccionado. Estas son obtenidas del 
pronóstico de una hora de potencia con base en la información histórica de un día.  
 
A nivel general, para los tres modelos de propagación, el canal de mayor ocupación 
pronostica los mayores niveles de potencia recibida, al ser comparado con los canales de 
niveles de ocupación baja y media. En las Figuras anteriores, el nivel de potencia tiene la 
tendencia de disminuir a medida que aumenta la distancia, según las pérdidas halladas 
para cada modelo.  
En el ejemplo de la Figura 5-1, para analizar los modelos de propagación, se realiza el 
pronóstico de la potencia desde el usuario de CR, haciendo un símil con el analizador de 
espectro en el que se efectuaron las mediciones; sin embargo, esto depende de la 
arquitectura de CR desplegada en el entorno.  
Debido a que el procesador y el consumo de energía son más limitados en el equipo del 
usuario de CR, se recomienda el uso de una arquitectura con infraestructura donde el 
pronóstico se realice desde la BTS de CR, la cual es provista con un mejor procesador 
que el del usuario de CR y sin limitaciones en el consumo de energía. No obstante, existe 
un tiempo entre la captura de datos en el entorno y el procesamiento, el cual agrega un 
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retraso en la respuesta que no debe ser ignorado; empero, el pronóstico ayuda a reducir 
el impacto negativo del retraso en la respuesta. En la Figura 5-11 se presenta una 
arquitectura con infraestructura [2].  
 
Figura 5-11: Arquitectura de CR con infraestructura. 
Para un sistema de CR, el modelo desarrollado en la banda GSM, puede contribuir a 
mejorar el uso de la eficiencia espectral, puesto que permitiría, a los usuarios de CR, 
compartir los canales y evitar las colisiones con los PU en las oportunidades 
encontradas. 
5.1 Ciclo de trabajo 
El pronóstico del ciclo de trabajo se encuentra a partir de la Ecuación (5.10) [18, 159]: 
- O Á1 − ∑ Â=Â©¢ ÃL~ + ∑ Â=Â©¢   è êºÁ¤>Ãí?VWÆí@Æ ì                       (5.10) 
Donde K>0 representa el número de niveles de potencia de transmisión, los cuales 
pueden estar presentes en el canal; para este caso, en las medidas del punto A de la 
Figura 4-34 existe una sola potencia de transmisión. 0 < αk ≤ 1 es el factor de actividad 
del k-ésimo nivel de potencia, esto se obtiene del valor promedio de uso de cada canal 
analizado en la Figura 3-4. Pfa es la probabilidad de falsa alarma objetivo, considerada 
para la selección del umbral de decisión de la energía, en este ejercicio, es de 1%. Â O LMÞÂ − LÑ es la relación entre la señal y el ruido, que resulta del k-ésimo nivel de 
potencia de transmisión promedio. σSk y σN son la desviación estándar en decibelios de 
los k-ésimos niveles de potencia de la señal y del ruido respectivamente, estos valores se 
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obtuvieron, experimentalmente, con el analizador de espectro y se presentan en la Tabla 
5-1. Q(·) es la función gaussiana Q y Q-1(·) es la inversa de Q(·). 
PRXk es la potencia recibida por el usuario, la cual ya ha sido encontrada para cada 
modelo. Mientras PN, representa el piso de ruido del terminal de CR, creado a partir de la 
suma de todas las fuentes de ruido en el receptor (incluyendo el ruido térmico). Este se 
puede expresar como: 
LÑ(]^) O −174 S6q8A + 10 log ^ (lm) + ±Ô (]^)             (5.11) 
Donde -174 dBm/Hz es la densidad espectral de potencia de ruido térmico en 290°K, B 
es el ancho de banda del canal detectado y NF es la figura de ruido total del receptor. El 
NF del amplificador de bajo ruido es 4dB, con una ganancia de 11dB; las pérdidas del 
cable son 0.72dB. La NF del analizador es 16dB para la configuración realizada. Por 
tanto, la NF total se halla a partir del factor de ruido total (FT) [160]: 
ÔP O Ôa~ + ØB?CV¢D> + ØCEV¢D>DB?C O 3.266                      (5.12) 
Fca es el factor de ruido del cable, FLNA es el factor de ruido del amplificador de bajo ruido, 
FAn es el factor de ruido del analizador de espectro, Gca es la ganancia del cable y GLNA es 
la ganancia del amplificador de bajo ruido. Por tanto, el NF total es 5.14dB. 
Tabla 5-1: Valores experimentales de σSk y σN para GSM. 
Banda B(kHz) σSk(dB) σN(dB) 
GSM 200 1.816 0.8785 
 
Los ciclos de trabajo, resultado de la Ecuación (5.10), para cada modelo de propagación 
con los diferentes canales y en el sector de la celda de la BTS del entorno exterior de la 
Figura 4-34, se presentan a continuación. 
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Figura 5-12: Ciclo de trabajo para el modelo de O-H del canal bajo. 
 
Figura 5-13: Ciclo de trabajo para el modelo de O-H del canal medio. 
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Figura 5-14: Ciclo de trabajo para el modelo de O-H del canal alto. 
 
Figura 5-15: Ciclo de trabajo para el modelo de C231-W-I del canal bajo.  
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Figura 5-16: Ciclo de trabajo para el modelo de C231-W-I del canal medio. 
 
Figura 5-17: Ciclo de trabajo para el modelo de C231-W-I del canal alto. 
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Figura 5-18: Ciclo de trabajo para el modelo de SUI del canal bajo. 
 
Figura 5-19: Ciclo de trabajo para el modelo de SUI del canal medio. 
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Figura 5-20: Ciclo de trabajo para el modelo de SUI del canal alto. 
En las anteriores Figuras de los ciclos de trabajo, se observa que, debido al 
planteamiento usado en la Ecuación (5.10), en el escenario, existen diferentes niveles de 
ocupación y no solo ocupado o libre; por ejemplo, se puede encontrar que la probabilidad 
de ocupación del canal es baja o alta, mas no igual a cero o a uno. El modelamiento 
realizado es capaz de proporcionar una caracterización realista del pronóstico de la 
ocupación de espectro, en función del escenario de propagación considerado, el cual 
constituye un aspecto importante en el diseño y dimensionamiento de sistemas de CR 
para implementaciones reales. 
En estas Figuras, se advierte que los niveles de ocupación máxima oscilan entre 0.2 y 
0.3 (dependiendo del canal). Estos valores corresponden a localizaciones cerca de la 
BTS y son graficados con la gama de colores rojos. Los valores de ocupación van 
disminuyendo y, por tanto, las oportunidades espectrales para usuarios de CR aumentan, 
a medida que la señal se aleja de la BTS; estos se representan mediante la gama de 
colores azules. Lo anterior es coherente a nivel práctico y le da robustez al modelo de 
propagación propuesto. 
En los escenarios del canal de ocupación alta, se percibe, desde la BTS, una mayor 
distancia de cobertura de niveles de ocupación máxima; seguido por los escenarios del 
canal de ocupación baja, y, después, por los escenarios del canal de ocupación media. 
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En el modelo C231-W-I se presentan los niveles de ocupación baja en puntos cercanos a 
la BTS. Esto debido a que, en estos puntos, el ángulo v de la Ecuación (2.8) es mayor a 
35°; en consecuencia, allí, se utilizaron los valores predefinidos por el modelo, puesto 
que solo se ajustó en el modelo el valor de v menor a 35°, como consecuencia de los 





6. Conclusiones y recomendaciones 
6.1 Conclusiones 
1. Se realizó un análisis estadístico a partir de las mediciones realizadas por una 
semana en un entorno urbano de la ciudad de Bogotá, donde, inicialmente, se 
describieron los instrumentos utilizados, así como la configuración de estos y los 
resultados generales de las mediciones. Luego, se seleccionaron tres canales de 
diferentes niveles de ocupación, correspondientes a las bandas de la tecnología 
móvil GSM, en los que se analizó el ciclo de trabajo, la distribución de oportunidades 
y la autocorrelación.  
 
Posteriormente, se validó el pronóstico de la potencia recibida, para una hora, con 
los modelos SARIMA, GARCH, Markov, EMD-SVR y neuronal wavelet, con base en 
las variables: tiempo de disponibilidad del canal, tiempo de ocupación del canal, 
tiempo de observación, SMAPE, MAPE y MAE. Finalmente, se decidió que el modelo 
neuronal wavelet presentó mejor desempeño, frente a las variables evaluadas, que 
los cuatro modelos restantes y con una relativa baja complejidad computacional. 
 
2. Se desarrolló el diseño de un modelo de propagación para tres canales: primero, a 
partir del ajuste de los modelos con características de propagación a gran escala O-
H, C231-W-I y SUI; con las medidas realizadas en el entorno urbano. 
Posteriormente, dada la aproximación del ajuste con el promedio de los datos 
medidos, se integró cada uno de estos modelos de propagación ajustados con el 
modelo neuronal wavelet.  
 
3. Se determinaron las oportunidades espectrales de los modelos de propagación 
diseñados, a través del pronóstico de la potencia recibida en un tiempo determinado 
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y del ciclo de trabajo a lo largo de un entorno urbano. Estos resultados demuestran 
su consistencia con el comportamiento práctico de los sistemas de comunicaciones 
móviles.  
 
4. La metodología para el diseño del modelo de propagación ha propuesto un enfoque 
novedoso y práctico para pronosticar la ocupación del espectro, la cual sería 
percibida por los usuarios de CR en escenarios reales. 
 
5. Los modelos analizados en el Capítulo 4 no solo pronostican la potencia de 
recepción; sino los tiempos de ocupación y disponibilidad para los canales GSM. El 
modelo neuronal wavelet diseñado muestra, en la Figura 4-33, que, en sistemas 
prácticos de CR, sería viable usar un tiempo de observación entre 25 y 29 segundos, 
y los datos de entrenamiento de un día, para pronosticar con precisión la potencia 
recibida en un usuario de CR desde una BTS primaria.  
 
6. La importancia en el pronóstico de la potencia recibida, a través de los modelos de 
propagación, radica en que las señales de los PUs se describen con mayor precisión 
y se mejora el rendimiento en las CRs, p. e., los usuarios de CR pueden: ahorrar 
energía en el proceso de detección del espectro; aprovechar las oportunidades 
espectrales incrementando la tasa de transmisión exitosa y las oportunidades de 
transmisión; reducir el tiempo para encontrar un canal disponible; y ajustar los 
niveles de potencia de transmisión para proteger de colisiones e interferencias a los 
PU.  
 
7. La mayor parte de los esquemas de pronóstico se ha basado en la determinación de 
huecos espectrales; mientras que este trabajo se fundamenta en el conocimiento a 
priori de la potencia que se recibe por parte de los canales de los PU; esto permite 
evitar la selección de canales ruidosos y conllevar a un mejor reparto del espectro 
entre los usuarios de CR, para, así, lograr parámetros de calidad de servicio 
superiores con menos recursos de radio. 
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6.2 Recomendaciones 
1. Como trabajo futuro, se propone implementar y evaluar los modelos de propagación 
desarrollados en equipos de radio definido por software. 
 
2. Los resultados de medición son de un usuario de CR, en donde no se consideraron 
problemas de desvanecimientos por sombreado o propagación multitrayectoria 
diferentes a los de los modelos de propagación seleccionados. Por tanto, si se 
presentan este tipo de desvanecimientos no considerados, se tendría una detección 
errónea de la señal para el resto del entorno. A partir de esto, se aconseja usar la 
detección cooperativa para minimizar los errores en la detección. 
 
3. Analizar el rendimiento en la transmisión de los usuarios de CR, a partir de los 
diferentes niveles de potencia recibida por parte de los PU. 
 
4. Se sugiere tener varios equipos para medir las potencias en diferentes localizaciones 
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