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Abst rac t - -An  approximate spline is constructed for the solution of initial-value problems in 
delay differential equations. The existence and uniqueness of the approximate spline solution are 
investigated. Samples of our computational experiments are given and compared with other methods. 
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1. INTRODUCTION 
Consider the following initial-value problem for the delay differential equation (DDE) 
y' (x)  = f (x ,y (x ) ,  y (a (x ) ) ) ,  0 < • < b, 
(1) 
y(x )  = g(z ) ,  a < x < 0, 
where a = min[a(x)], for x c [0, hi, g(x) is the initial function and a(x) < x is the delay function. 
We assume that f ,  a and g are sufficiently smooth. The reader who is interested in existence 
and uniqueness results and on continuous dependence on data for delay problems is referred to 
Driver [1] and Hale [2]. 
In the recent years, there has been an increasing interest in the numerical solution of initial- 
value problems for delay differential equations (DDEs). This is due to the fact that these problems 
arise in many fields of applied mathematics ( ee [3]). Several numerical methods that were 
originally designed for solving initial-value problems in ordinary differential equations have been 
adapted to solve delay differential equations. These methods generally fall into two categories: 
(i) discrete variable methods which produce an approximate solution on a discrete set of 
points and interpolation is then necessary because of the delay (see [3-5]), and 
(ii) global methods which, at each step, produce an approximate solution on the whole interval 
and avoid interpolation (see [6-8]). 
Adapting the idea of Loscalzo and Talbot [9], EL-Safty and Abo-Hasha [7] constructed a 
polynomial spline function S(x) of degree m (m > 2) and class Cm-l[0, b] with knots x = 
h, 2h, . . . ,  (n - 1)h to approximate the exact solution of (1). For m = 2, their method (SP1 [7]) 
is second-order accurate and is P-stable (see [10]). In this paper, we continue this trend and 
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construct a polynomial spline function S(x) of degree m (m > 3) and class Cm-2[0, b] with knots 
x = 2h, 4h , . . . ,2 (n -  1)h. 
2. DESCRIPT ION OF THE METHOD 
Let us consider the delay differential equation (1) and assume that the function f satisfies the 
Lipschitz condition 
If(x, y l ,z l )  - f (x,  y2, z2)l < Lllyl - zll + Le]y2 - z2] ,  0<x<b.  (2) 
Our construction of the approximate solution S(x) = Sin(x) is as follows. Let y(x) be the 
solution of (1). Let n > m be an integer, 2h = b/n and let S(x), 0 < x < b, be a spline function 
of degree m (m _> 3), class C "~-2 and having its knots at the points x = 2h, 4h , . . . ,  2(n - 1)h. 
The first component of S(x) = Sin(x) on I0 = [0, 2h] is 
m-2 y(~) 
S(x)= E ~o x ~ + Ci,o i! T x • I0, (3) 
i=O i=m--1  
where y0 (~) = g(~)(0), i = 0, 1 , . . . ,  m - 2 are known from the initial condition, g(x) • cm-2[a, o], 
and the coefficients ci,0 are as yet undetermined. We now determined ci,0 by requiring that S(x) 
should satisfy (1) at x = h and x = 2h. This gives us 
S'( jh) = f ( jh ,  S(jh),  S(o~(jh))), j = 1, 2, (4) 
where S(a( jh))  axe computed from g(a(jh)) for a(jh) • [a,0], and from (3) after putting 
x = a( jh)  for a(jh) • Io. By doing so the equations (4) can be solved for ci,0. 
Having determined the polynomials (3), we repeat he same steps on I1 = [2h, 4hi. We use the 
continuity conditions to define 
m-2 S(~)(2h) [x -2h]  i+  ~ ci,1 [x -2h]  i, x• I1 .  (5) s(z) = Z i! T., 
i=O i=m--1  
The coefficients ci,1 will be determined from the equations 
S'( jh) = f ( jh ,  S( jh) ,S(a( jh) ) ) ,  j = 3,4, 
where S(a( jh) )  are calculated from g(a(jh)) for a(jh) • [a, 0], from (3) for a( jh)  • Io and 
from (5) for a(jh) • I1. 
Continuing in this way, we obtain a spline function Sin(x) • cm-2[0, b] satisfying the equation 
S'm(kh ) = f(kh,  Sm(kh), S,~(a(kh))), k = O, 1, . . . ,  n. (6) 
THEOREM 1. I fh  < (m-1) /7L (1  + rm-1), where 0 < 7" < 1 and L = max(L1,L2), then the 
spline function Sin(x) given by the above construction exists and is unique. 
PROOF. On the interval Ik = [2kh, 2(k + 1)hi, we define S(x) by 
m-2 ¢:(i) 
S(x) = E ~2k [x -  2kh] i+ c{,k [x -  2kh] ~, 7.  (7) 
i=0 ~=m--1 
X• Ik, k=0,1  . . . .  ,n - l ,  S =S ({)(2kh). 
The coefficients Ci,k will be determined from the equations 
S'( jk)  = f ( jh ,  S(jh),  S(c~(jh))), j : 2k + 1, 2k + 2, (8) 
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where S(a( jh) )  are computed as follows. When the delay terms a(jh)  E [a, 0], we take S(a( jh))  = 
g(a(jh)).  When a(jh)  e [21h, 2( /+ 1)hi, l = 0(1)k - 1, we calculate S(a( jh))  from (7): 
m-2 S~) ~ Ci,l 
S(a( jh)  ) = E [c~(jh) - 21hi + ~ [a(jh) - 21h] ~, 
i=0 i=rn-1 
where ci,1 are already defined. But when a(jh)  E Ik ,  we compute S(a( jh))  from 
rn--2 q(i) 
S(a( jh))  = E ~2k ci,k 7 .  [a(jh) - 2kh] i + 7 .  [a ( jh )  - 2kh] ~. 
i=0 i=m-1 
(9) 
Equations (7) and (9) can be rewritten in the from 
S(x) = Ak(x) + 
m 
c i ,k  [x - 2kh] i 
7.  
i=m- I  
and 
S(a( jh))  = A*k(a(jh)) + 
Ci,k -~. [a(jh) - 2kh] ~. 
i=m-1 
Clearly Ak (x) and A~ are uniquely determined by the spline continuity conditions. Using (8), we 
have 
A~((2k +i )h)  + - -  
(ih) rn-2 (ih) m-1 
(m - 2)! Cm-l,k + (m - 1) - - - - -v .  Cm,k 
( /h im-  ~ (/hi m 
= f (2k + i)h, Ak((ek + i)h)) + -~Z~!  cm-~,k + ~cm,k ,  
(irh) m-1 (irh) "~ ) 
A*k((2k + i)h) + -(-g~-V),. Cm-l,k + ----gg-cm,k , i = 1, 2. 
(10) 
Since a( jh)  - 2kh < ih, let a(jh)  - 2kh = r(ih), where 0 < r < 1, j = 2k + i, i = 1, 2. Taking 
hCm,k = Cm,k, then (10) takes the form 
i (m-2) !{  (ih)m-1 ( i ) 
cm-l,k + m-1  Cm,k -- -~-h~-m_- ~ f ( (2k + i)h, Ak((2k + i)h) + (~---~)! Cm-,,k + --~m,km ' 
A~(a(2k+i )h)  + --~----~)l. cm-l,k + -~cm,k - A~((2k + i)h) . (11) 
Solving (11) for cm-l,k and cm,k, after putting i = 1, 2, then after certain amount of manipulation, 
we get 
C k = (I)k(Ck; h), (12) 
where 
t ~.~,k ' L¢k ,0 (cm- l ,k ,~m,k ;h )  " 
Since f is Lipschitzian, we can prove, by standard argument, hat the function ~k is a contraction 
mapping on R 2 provided h < h0, where h0 = m - 1/7L(1 + rm+l). Therefore we can conclude 
that, for h < h0, (12) has unique solution C k which may be found by iteration and hence the 
spline method is feasible step-by-step. 
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3. COMPUTATIONAL EXPERIMENTS 
In this section, we present he result of some computational experiments by applying our spline 
method (SP2 with m = 3) to various numerical examples. We also compare the method with 
other methods. 
EXAMPLE 1. 
1 x/2 1 
y(O) -- 1. 
X e [0,11 
The exact solution is: y(x )  = e x. 
EXAMPLE 2. 
y(o)  = o. 
xE  [0,11 
The exact solution is: y(x )  = sin x. 
EXAMPLE 3.  
y ' (x )  = -Ay(x  - 1) [1  + y (x ) ] ,  x _> O. (13) 
The reference solution is: y(20) = 4.6714374975, when A = 3, g(x)  = x. This example has been 
extensively studied in the literature. It is concerned with qualitative behavior of the solution of 
the delay initial-value problem (13) depending on the parameter A and the initial function g(x) .  
This delay differential equation occurs widely in application; for example, it describes a fluctuating 
population of organisms under certain environmental condition (see for instance [4,5] and [6]). 
In Tables 1 and 2, we give the errors between the exact solution and the computed solution 
obtained by the spline method (SP2 with m = 3) for Examples 1 and 2 at x = 0.2(0.2)1. 
Tab le  1. Example  1. Tab le  2. Example  2, 
x 
0.2 1.00 x 10 -6  
0.4 1.11 × 10 -6  
0.6 2.01 x 10 -6  
0.8 3.18 x 10 -6  
1,0 4.76 X 10 -6  
h = 0.1 h = 0.01 h = 0.001 
7.64 x 10 -11 
2.08 x 10 -1°  
3.44 x 10 -1°  
5.94 x 10 -10 
9.28 × 10 -1°  
1.37 × 10 -11 
3.27 x 10 -11 
5.86 x 10 -11 
9.54 × 10 -11 
1.43 x 10 - l °  
x 
0.2 1.20 × 10 -7  
0.4 2.41 × 10 -7  
0.6 4.46 x 10 -7  
0.8 6.48 x 10 -7  
1.0 1.01 x 10 -6  
h = 0.1 h = 0.01 h = 0.001 
1.15 x 10 -11 
2.52 x 10 -11 
4.32 x 10 -11 
6.71 x 10 -1 ]  
9.80 x 10 -11 
1.17 × 10 -15 
2.22 x 10-15 
4.00 x 10 -15 
6.11 x 10 -15 
9.66 x 10 -15 
In Table 3, we give the errors between the exact solution and the computed solution by spline 
methods SP1 (m = 2) and SP2 (m = 3) at x = 1, h = 2- i , i  = 2(1)9, for Examples 1 and 2. 
Namely, the errors Eh(1) = ly(1) -- Sh(1)l are listed along with the ratios Rh = Eh(1) /Eh /2(1) .  
From this table, we notice that the ratios Rh(1) --* 22 for SP1 and Rh(1) --* 24 for SP2 as h ---* 0. 
These results indicate that SP1 method might be second-order accurate and SP2 method might 
be fourth-order accurate. 
In Table 4, we give the errors between the reference solution and the computed solution obtained 
by various methods for Example 3. 
In Figure 1, we plot the numerical solutions obtained with our spline method (SP2) for Exam- 
ple 3 with g(x)  = x and different values of the parameter A. Note that, we have recovered the 
same figure as in [4, Figure 3]. 
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Table 3. 
h 
2 -2  
2 -3  
2 -4  
2 -5  
2 -6  
2 -7  
2 -8  
2 -9  
SP1 [7] 
1.27 x 10 -2  
3.15 x 10 -3  
7.87 x 10 -4  
1.97 x 10 -4  
4.92 X 10 -5  
1.23 X 10 -5  
3.07 X 10 -6  
7.67 x 10 -7  
Example  1 
(ratio) SP2 
1.83 x 10 -4  
(4.03) 
1.16 x 10 -5  
(4.01) 
7.24 x 10 .7  
(4.00) 
4.52 x 10 - s  
(4.00) 
2.83 x 10 -9  
(3.99) 
1.77 x 10 - l °  
(4.01) 
1.10 x 10 -11 
(3.99) 
6.89 x 10 -13 
(ratio) 
(15.78) 
(16.03) 
(16.01) 
(16.00) 
(16.00) 
(16.00) 
(16.oo) 
SP1 [7] 
2.80 x 10 -3  
7.03 x 10 -4  
1.76 X 10 -4  
4.40 x 10 .5  
1.10 X 10 .5  
2.75 X 10 -6  
6.87 X 10 -7  
1.72 X 10 -T 
Example  2 
(ratio) SP2 
3.10 x 10 .5  
(3.99) 
2.29 x 10 .6 
(3.99) 
1.15 x 10 -7  
(3.99) 
9.32 x 10 -9  
(3.99) 
5.84 x i0 -1° 
(3.99) 
3.65 x 10 -11 
(3.99) 
2.28 x 10 -12 
(4.00) 
1.42 x 10 -13 
(ratio) 
(13.55) 
(15.47) 
(15.85) 
(15.96) 
(15.99) 
(15.99) 
(16.03) 
Table 4. 
Method h = 0.02 h = 0.01 h = 0.005 h = 0.0025 
SP1171 
SP2 
IRKSR4[6] 
P-(C)216] 
5.96 x 10 - ]  
2.41 x 10 .2 
1.50 × 10 -3 
8.50 X 10 -2 
8.82 x 10 .2 
1.51 x 10 -3 
1.00 x i0 -4 
3.80 x 10 -3 
6.93 x i0 -3 
9.30 x 10 .5 
6.70 x i0 -6 
2.10 x I0 -4 
7.88 X 10 -4  
5.86 X 10 -6  
1.20 x 10 .5 
8 
7 
6 
5 
Zl 
3 
2 
l 
0 
-1  
-2  
00- :  
004 
o04 
2- 
oo~ 
oo4 
t - / 0o4 0o4 
00 ~ 
00-  
oo- 
i 
~'!" 1 ,5  ~2-2 .0  
}'3" 2 .5  x4= 3.0  
X 4 
~3 
Figure 1. Solut ions y(x) of Example  3. 
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4. CONCLUDING REMARKS 
A procedure for obtaining aspline function approximation for solutions of initial-value problems 
in delay differential equations is presented. For h < h0, we proved that the spline function 
given by this procedure xists and is unique. In [7,8] and [10], the authors showed that the 
SP1 method is second-order accurate and P-stable for m = 2, but it is unstable for m >_ 3. 
The SP2 procedure presented in this paper is an extension of the SP1 method [7]. But by 
relaxing the continuity requirements (S(x) c C m-2) and changing the step-length to 2h, we 
achieve higher accuracy and better stability properties. Namely, the numerical results indicate 
that the proposed procedure SP2 (m = 3) is stable and fourth-order accurate. In contrast with 
these advantages, the SP2 procedure requires iterations at each step to obtain two coefficients in 
the spline function. Nevertheless the numerical results show that, even with constant step-length, 
and with few iterations, the method is competitive with other methods as listed in Table 4. The 
study of stability and convergence of the SP2 procedure and comparison with some other existing 
methods uch as continuous Runge-Kutta methods (see [11]) will be given in a subsequent paper. 
The numerical results presented in this paper are obtained using double precision. 
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