A model was developed for tracking production floor inventory for a Kanban manufacturing production system. The production (Kanban) parameters used include percent loading, percent availability, yield, lead time, batch time, and cycle time. The model was constructed for a discrete, non continuous simulation of a multi stage dual-card Kanban production system. The performance of the model was monitored by tracking WIP, orders completed, average time in the system, and the production throughput in the JITKanban production environment.
INTRODUCTION
Inventory is defined as "The raw materials, semi-finished parts and assemblies, and finished goods that are in a production system at any point in time." Inventory may incur cost in several ways. The variation in cost factors will depend on layout as well as operation. Targeting and monitoring production floor inventory as a cost control measure is an effective tool in production and inventory control. By tracking the production floor inventory, one can manage inventory more eficiently and make decisions based on the actual production performance at each level.
This paper shows a technique using simulation of a JIT (Just-In-Timc) system in a realistic but simplified production setting. In particular, this study investigatcs a shown in Figure 1 . It is assumed that both process A and C are dedicated processes and process B makes withdrawals from both A and C, Schonberger (1983) . It is also assumed that the production processes replace only what has been withdrawn, and the operation sheet at the beginning of the day specifies demand and cycle time. If the production rate drops at the subsequent process (B), the number of containers withdrawn from the pre-Farahman d and Heembergen ceding process will decrease accordingly This causes delay at both processes A and C. On the other hand, if the production rate increases at the subsequent process, the number of Kanbans must be increased to meet the additional demand or process B will starve. Therefore, if the production rate at process B is less than the required demand, the actual number of withdrawals will be calculated based on the production rate rather than demand rate.
SIMULATION MODEL
The flow of entities from one process to another on the production floor is simulated and the model has been tested to capacity. A flow chart of the model is shown in Figure 2 . The entities in the system represent containers. There are two queues associated with the Kanbans at each station. A queue holding the production Kanban cards is associated with the input containers, and a queue holding the withdrawal Kanban cards is associated with the output containers.
The demand is issued into the system in the form of withdrawal Kanban cards at the last stage of the production system. The maximum capacity of this demand input queue is set at 400 orders. This number forms a limit on the system when the system is operating in an inefficient manner.
The introduction of demand generates a withdrawal Kanban at process B (WKBB). The withdrawal Kanban is matched with the material and generates a production Kanban at process A (PKBA). The production Kanban is then attached to an empty container and produced at process A. The process time at A is marked as TPA. At the end of this production statistics are collected and a withdrawal Kanban card for process A is generated.
The demand is introduced into the system in the form of orders created at specified time intervals. For the sake of consistency whenever Poisson distribution was used in the simulation program, the random number stream was seeded. The same seed value were used for the different number of Kanban cards simulated to ensure repeatability and comparability of the results. 
Production Parameters
This section contains the definition of the parameteres used in the simulation and the range of values investigated for each parameter.
Percent Loading
Percent loading is the ratio of the demand rate to the actual production capacity of the system. The system that is loaded 100% is said to be fully capacitized. The production processes at this study were rated at 24 minutes per part. This is equivalent to 120 minutes per container, operating at 100% capacity. T loading on the system was reduced by decreasing the demand rate. The demand rates used in this study were 120, 126, 132, 138, and 144 minutes per container.
Percent Availability
Machine availability is measured by how much the machines are utilized. This is characterized by machine breakdowns and production stoppage for any reason.
Percent availability is a function of demand and production up time. Machine up time is referred to the productive period of the machine. As demand increases, utilization also increases. The same relationship also holds for the production up time. This study did not include the effect of breakdowns on the system's performance.
Yield
3.1.6 Cycle Time The philosophy of JITKanban calls for zero defects in the production process. However, the fact remains that defects and defective products will always exist. Yield is defined as in equations (1) ans (2).
No previous attempts has been made to look at the effects on the JITKanban model as a result of producing defective products. The effect of producing defectives on the performance of the model is left for future studies.
Lead Time
Lead time or throughput time is defined as the total time required to produce a product from ordering raw materials to the completion of the final product. However, the time from when the order is placed until it is filled is considered the inventory lead time. Therefore, manufacturing lead time is the sum of setup time, process time, Kanban time, conveyance time, and the waiting time. Again, assuming that the setup time is minimized and the time to issue the Kanbans are negligible, the effect of variable lead time on the system's performance is investigated. Inventory lead times are also determined as a function of manufacturing lead times.
Batch Time
Batch time is defined as the total time required to produce the entire batch or container of products. Lot-sizes are directly proportional to batch times, as the lot-size increases, the batch time also increases. However, by reducing the setup time, smaller lot-sizes may become feasible. This increases the number of setups per production period, but reduces the batch time.
Given a batch or container of size (C), and a process time per unit of TP minutes, then the batch time is calculated as shown in equation (3).
The batch cycle time (TCB) is the sum of setup time and the process time for each part in the batch or container.
This dissertation examined the erfects of the variable batch time on the pcrformance of the Kanban systcm.
Production cycle time is the duration of time required to process a single part for a given process or machine.
This duration also includes a portion of the production setup time. Therefore, cycle time for a given operation is the sum of setup time and process time for one unit of production.
This study examines cycle time only through investigating batch time.
DISCUSSION OF RESULTS
The results of the study are presented and evaluated in this section. The approach taken to evaluate the simulation results of the production model and their significance is described. The main objective is to show the behavior of the inventory, in a given JITKanban production system, when exposed to variation in demand and throughput. The efficiency and throughput of the system is measured and compared for various demand rates using a range of values for process times, withdrawal times, and number of Kanbans. The performance parameters measured during the study are discussed and the data is plotted.
This study examines the effect on the dependent variable as a function of two independent variables is shown using the three dimensional graphs. Three different types of graphs are presented in this paper. The three independent variables include number of Kanbans (N), time to process a container at the using machine (TPB), and the time between order arrivals (TBC). From the listed objectives for this entire study, only the results for order completion time and the average time in the system, average withdrawal time, and the number of containers completed are presented in this paper.
Order Completion Time
Order completion time is the average system time required to fill an order. This is an important parameter which reflects the time required to satisfy a demand for the various system configurations. It could be used to measure production rates and the ability to meet delivery schedules. Figure 3 shows the order completion time plotted as a function of number of Kanbans and withdrawal times. This is the data for a Poisson run using TBC of 120, and TPB of 30. As shown by Figure 3 , for the number of
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Kanbans equal to 1, the coniplction time incrcascs in an exponential fashion as a rcsult of an increase in withdrawal time. The increase in the average tinics to complete an order becomes less significant as tlie number ofKanbans are increased. This is due to the fact that tlie system has more capacity, and the orders are satisficd quicker at the higher number of Kanbans.
rclationship of the number of Kanbans times TBC. For tlic values of lcad time less than or equal to ( N x TBC), the demand is satisfied and the order completion times are zero. However, for the lead time values greater than (N x TBC). the demand is no longer satisfied, and the avcrage time to complete the orders increase in an exponential fashion.
Wlhdad Tim ?@re 3: Ordcr Complction Time, RUN=P, TBC=120, TPB=30
For the same data, from a tn'o dinicnsional point of view. the significant changes that occnr by iiicrcasiiig tlic number of Kanbans are easily iiotcd in Figure 4 , Figure 4 shows the growth in completion time as a function of withdrawal time. It becomes obvious that increasing tlic withdrawal tinic has a significant inlluence on delivery time of the orders, especially at lowcr Kanban values. Looking at Figure 3 , the demand is satisficd at all thc points where the completion time is zero. Howcvcr. the ordcr complction time increascs exponentially for all other locations. In fact, thcrc exist a relationship bctween order complction timc and thc independcnt variables involved. The points at ndiich the demand is no longcr satisficd and the ordcr complction tinics start to incrcasc. fall on a straight linc rcprcscntcd by tlic Equation (6). This relationship between the production lead time, demand, and the number of Kanbans could be utilized to determine the allowable withdrawal times between two processes or transit times between any two locations. For csaniple, using the production parameters specified for Figure 3 to be TBC = 120 and TPB = 30 and solving for the withdrawal time:
The following results are obtained:
Thc lcft sidc of abovc cquation rcprcscnts thc production lcad tinic and the right sidc rcprcscnts tlic Iincar
The above values of TW are the withdrawal times at which tlie incrcasc in the order completion times have occurrcd in Figure 3 . This relationship can also be utilized to calculate the number of Kanbans rcquircd to satisfy the demand. For example, for a demand ratc of one container every 120 minutes, a proccss time of 30 minutes, and a withdrawal time of 420 minutes, the number of Kanbans required to fill thc orders and satisfy the demand without any delay can be calculated using the following equation.
Equation@) is somewhat different than the equations used by Monden (1983 Monden ( , 1986 to calculate the number of Kanbnas. It allows the process time and withdrawal timc to be indepcndcnt of production lead timc. This change in the Equation@) is required, since the numbcr of Kanbans needed is not only a function of demand but also a function of withdrawal time and process time. 
The Average Time of Parts in System
The average time of parts in the system provide us with the actual time that parts spend in the system. The results show the effects of increasing the lead time and the number of Kanbans on the performance of thc system. This value is important due to the direct relationship to the production WIP. Thc results obtained provide a tool to optimize the time parts spend in the system Figure 8 shows the average time of parts in the system as a function of the two independent variables TW and TPB.
escept the number of Kanbans in the system. As the number of Kanbans are increased from 2 to 3 rcspectively, the point of inflection shifted further down the axis to higher values of withdrawal time. This is due to the fact that increasing the number of Kanbans resulted in an increase in the system capacity. The saddle shape cline consists of two diffcrent portions. The first portion at the lower values of withdrawal time shows the initial decrease in the time the containers spend in the system as TW increases Thc second portion of the curve with increasing time values is formed as a result of an increase in the production lead times past the point of optimum capacity The increase i n either process time or withdrawal time forces an iiicrcasc in the time spend in the system
At small values of lead time the model is satisryiiig thc demand The point of inflection is where the lead time values are equal to the factor (N x T B C ) Aftcr tlie lead time increases above this factor for each run. thc orders will accumulate in the WKBB queue This is consistent with our previous findings about the behavior of the system in this region The penally for too many parts i n the system at the early portion of this cuwc IS much smaller than tlie penally for too few parts Figure 9 shows thc avcragc timc of parts i n the system for N=3, as a function of proccssing timc Comparing thc two Figures 8 and 9 , all the parameters arc kept thc saiiic Figure 9 . Average Time of Parts in the System, RUN=P, TBC=132, N=3 Figure 10 shows the effects of increasing the number of Kanbans on the time the containers spend in system. The machine process time is kept constant and equal to 30 minutes for process B. It is obvious that the increase in the time values as B result of changing N, is more significant than the increase as a result of changing the withdrawal time. At lower values of withdrawal time, the increase in the number of Kanbans will produce a sharp and linear increase in the time spent in the system. However. at higher values of withdrawal time, the increase in time spent in the system is gradual. An increase in the process time at B from 30 to 120 has little or no effect on the model at higher values of N. But at small values of N. the model was affected by changing the process time. There esists a minimum time of parts i n the system for various numbers of Kanbans and processing time at B. One can determine the optimum process time and number of Kanbans required to maintain a iiiiiiin~um number of parts in the system, using Equation (6) . The results presented in Figure 9 , can also be utilized to determine the optimum capacity required to maximize the efficiency of the system. values increase since the model is satisfying the demand in a less and less efficient manner. 
TheAvcragc Withtli-awal Time
This section contains the data representing the time from when machine A starts processing a container until that container is ready to be processed at B. The results show the performance of the system without the ordcr processing time, and the time variability at machine B. By eliminating the processing time variability of machinc B, the values represent the average time required €or parts withdrawal from one process to another. The results are used to confirm that there exists a minimum time that parts spcnd in the system. This optimum value is a function of thc production lead time. The optimum timc valuc is the lowest point of the saddle in Figure 11 . This Figure As the Icad time incrcascs, thc average U itlidra\val timc dccreascs This rclationship holds tnic for values of lcnd time lcss than thc factor ( N x l/K'). givcn i n thc Equation (6) Howcvcr, whcn the Icad tiinc \alucs arc greater than (N x 7 K ), the avcragc U it1icli:inal time The process time at machine B has the same effect on either side of the curve in Figure 11 . As TPB increases, average withdrawal times also increases. However, it is apparent that the withdrawal times between the two processes has two opposite effects on the model, on either side of the limiting factor given by Equation (6). For lead time values less than (N * TBC), as TW decreases the system capacity decreases to a point of maximum efficiency. But for the values of lead time greater than ( N x TBC ), as TW increases, the system capacity still decreases which decreases the overall efficiency of the Kanban process. Also, as it is shown in Figure 11 , the penalty for running the system at higher values of TW is much greater than the penalty encountered at lower values of TW.
The Number of Containers Completed
The results dcscribc the total count for the containers that have left the system before termination of the simulation run. The results should explain the effect on production efficiency as a function of number of Kanbans. They also provide a guide line on the number of Kanbans required to avoid exponential growth of entities in the system. The actual nunibcr of containers completed as a function of withdrawal timc and numbcr of Kanbans are shown in Figure 12 . As the number of Kanbans increascs, the capacity of the system also increases. This nicans that more orders are processed through the system, which in turn will increase the WIP Figure 12 : RUN=C, TBC=120, TPB=30
Nunibcr of Containers Complctcd, TYPE=], Therefore, for lower values of Kanban, the orders are not processed as rapidly as for the larger values, due to lack of availability of containers for withdrawal from machine A. This leads to a faster build up of orders in WKBB queue. This, in turn, will terminate the simulation sooner than desired due to the third simulation stopping rule Less orders were coniplcted before the masimuin queuc lcngth for the WKBB was reached. This occurrcd as a direct result of an increase in the system time In thc case, for TW=510, increasing the process tinic by a factor o f 4 , from 30 to 120, only rcduced the nunibcr of orders completed by 26%. Where as the increase in TW from 120 to 540 which is a factor of 1 5. rcduced the numbcr of orders filled by 93%.
CONCLUSION
It is concludcd that incrcasing the numbcr of Kanbans, increascs the capacity of thc system which i n turn incrcases the nunibcr of containers coniplclcd This approach can bc uscd to reduce the ovcrall floor invcntory. Whcn the nunibcr of Kanbans escccds 1, all thc orders gcncratcd arc proccsscd through thc sgstcm i n this simulation. For smallcr number of Kanbans. thc simulation is sometimes terminated when the capacity on WKl3B is achieved. The termination point shows an exponential type of growth in the queue length WKBB, as the system becomes more constrained.
This paper identifies the relationship that exists between completion time of an order, the number of Kanbans, and the production process time. A point where the production system operates most effectively is also recognizes and described. This is shown by the point of inflection on the saddle shape curves presented in this study. Production Kanban withdrawal time and process time are shown to have a dominant effect on the system throughput. The deciding factor on the optimum values of throughput time for a given model is shown to be the product of time between order arrivals and the number of Kanbans. An equation is developed for calculate the number of Kanbans required, as a function of process time and withdrawal time, to meet the production demand and minimize floor inventory as well.
