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ABSTRACT
Probe vehicles with smart phones or other advanced technologies are attractive options for
collecting real-time traffic data. In this paper, a method is proposed to estimate the minimum
number of equipped vehicles needed to completely cover the network within a specified updating
period considering time dependent link travel times. The method uses a traverse indicator, which
is a function of a travel time factor, coverage factor, number of times a link has been traversed,
and link travel time. The approach is applied to two network structures (radial and grid) to test
the sensitivity of the results to network structure, number of origins, travel time and coverage
factors, and the updating period. Assuming travel time and coverage factors equal to 0.1 and 0.9,
respectively, in the grid network and both equal to 0.5 in the radial network produce minimum
fleet sizes. Increasing numbers of origins and updating periods generally yield lower fleet sizes.
1. INTRODUCTION
Smart phones, blue tooth technologies, and automatic vehicle identification and other
global positioning-based technologies are relatively new tools to gather information
about the state of the traffic network. These technologies are mobile, unlike traditional
inductive loop detectors and surveillance cameras, and thus are more flexible in their
spatial coverage in the network, reaching road classes not typically covered by loop
detectors, provided that data receiving devices are appropriately located. However,
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because the devices move in space and exit the network, network coverage may
experience temporal as well as spatial gaps. This paper addresses the fundamental
question of how many individual devices or vehicles would be needed to meet a network
coverage threshold (e.g., here 100% corresponding to complete coverage) given a
specified traffic state updating period.
Answering this question is critical to understanding gaps in commercially available
traffic data, which, due to their proprietary nature, may not be clear about the mix of
data collection tools or how gaps are filled. Despite the semi-black box nature of some
of the products, departments of transportation (DOTs) are drawn to them in an effort to
have near real time updates and more comprehensive coverage of their networks. The
traffic information is then provided to travelers through Intelligent Transportation
System (ITS) devices and services, which allows travelers to make intelligent decisions
about their trips. For instance, commercial vehicles are able to bypass congested routes
for just-in-time deliveries and commuters may take faster alternative paths to home or
work [1]. These decisions can result in lower congestion levels and extend the
information’s benefits to other travelers as well.
Recognizing the importance of collecting data across the network and seeking to
better understand the market penetration for mobile data collection devices to cover the
network within a specified updating period, this paper presents a method to determine
the minimum number of equipped vehicles to meet the data collection requirements. It
is assumed that the reported link travel time by probe vehicles is accurate. The method
uses a traverse indicator, which is a function of a travel time factor, coverage factor,
number of times a link has been traversed, and link travel time. The approach is applied
to two network structures to test the sensitivity of the results to network structure,
number of origins, travel time and coverage factors, and the updating period as well as
the coverage that can be achieved by a given number of probes and the number of miles
the probes travel.
The remainder of this paper is divided into six sections. In Section 2, we review
relevant literature pertaining to probe vehicles and network coverage. Section 3
describes the specific problem addressed in this paper and modeling considerations. The
method to solve the problem is presented in Section 4. Section 5 describes a sample
application of the method to two network structures (radial and grid) while the results
are presented and discussed in Section 6. Finally, Section 7 presents conclusions and
future directions.
2. LITERATURE REVIEW
Network coverage by mobile data collecting vehicles is most closely related to probe
vehicle studies, which generally follow two branches: link level and network level. The
vast majority fall into the first category.
At the link level, studies are frequently statistically based and address issues related to
probe vehicle sample size on the links. For example, Turner and Holdener [1] examined
probe vehicle travel time data from the Houston AVI (Automatic Vehicle Identification)
traffic monitoring system. They used estimated travel time variation to determine the
minimum number of instrumented vehicles required for a given link and time period.
These minima were exceeded by observed sample sizes in nearly all cases [1].
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Travel time variance was also used in Van Aerde et al.’s work [2], which determined
the proportion of probe vehicles likely to be on each link at a given time period for
origin-destination and travel time estimation. They asked a similar question to the one
addressed in our paper, except in a different context: “what level of market penetration
is necessary to provide adequate probe samples?” They introduced an analytical
expression for the reliability of probe travel times and conducted simulations to verify
their analytical approach [2].
The relationship between average link travel time accuracy and probe vehicle sample
size was investigated by Guiyan et al. [3] with random sampling theory. Two data sets
consisting of simulation data and field data were used to calculate the estimation errors
between the real value of link travel time and estimated travel time derived from sampled
vehicles [3]. In another statistical study, Liu et al. [4] based their efforts on the central
limit theorem. They assumed a directly proportional relationship between probe sample
size on links and the network sample size allowing link based sample size to be used
instead of the whole network sample size to compare the costs between situations at
various polling frequencies.
Central tendency was also a factor involved in Quiroga and Bullock’s work [6]. In
their study on travel time estimation using global positioning system (GPS) and
geographic information system (GIS) technologies, they tested their methodology with
respect to central tendency, segment lengths, and sampling rates. They concluded that the
GPS sampling period needs to be smaller than half the shortest travel time of a segment.
Specifically investigating congestion and incident detection, Hallenbeck et al. [5]
used data from AVI (automatic vehicle identification) technology tagged HELP trucks
in three AVI stations on the northbound lanes of Interstate 5. They estimated the number
of vehicles needed to measure changes with a given level of confidence by introducing
the relationship between detection time and the headway between vehicles, the distance
between stations, the speed of the vehicles, and the number of vehicles needed [5].
For the network level probe vehicle studies, Boyce et al. [7] were among the early
researchers on this topic. They used a five step procedure to determine probe vehicle
sample size at the network level. The procedure involves solving a static user-optimal
route choice model, assuming randomly selected equipped vehicles, and calculating the
number of links traversed by probe vehicles in a given time interval by selecting random
trips. They recorded which network links each randomly selected vehicle traverses
during each time interval. Later, they applied their proposed method in another study
related to in-vehicle navigation and route guidance systems [8].
Combining link and network level considerations, Srinivasan and Jovanis [9]
proposed a heuristic method to find the number of probes needed to reliably cover each
type of road considering both reliability on each link and adequacy on the network. The
number of probes on each link is calculated based on reliability, then a sample of probe
vehicles is taken, stochastic assignment is conducted, and the proportion of links
covered reliably is determined. Sampling continues until the desired proportion of the
network is covered [9].
Ishizaka et al. [10] used micro simulation to estimate the number of probe vehicles
required. The simulation model was built based on field data collected by taxis (probes)
in Bangkok. Taxis were able to cover 50% of all links.
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Ygance and colleagues [11, 12] specifically used cellular phones as the probe data
collection source to find network coverage. They calculated coverage with the
cumulative density function for the exponential distribution. The parameter was a
function of the fraction of vehicles sampled, the traffic density per unit length, and link
length. They assumed that all links of a certain road type have the same density, which
is not necessarily a realistic assumption. Later, Wang et al. [13] developed an analytical
model considering more influential factors on the accuracy of probe data such as
location error and road type. Their model, in the ideal case, can be converted to Ygance
et al.’s model [11].
The above mentioned studies investigated the adequate number of probes under various
traffic conditions and routing assumptions. However, depending on the context of
application, the number of probes differs based on the route assignment criterion [9]. The
method of probe fleet size estimation revolves around the system controller strategy
regarding probe guidance. In the previously discussed work, the controller has no control
over the probes’ path decisions and origin-destination pairs. The probe fleet size in these
cases is estimated by sampling assumptions and formulations. Alternatively, the assumption
could be made that the controller has control over probes’ paths. This strategy leads to a
smaller fleet size [9] and sets a minimum size that could be considered a lower bound for
other routing assumptions. In this study, we address the latter assumption to determine the
probe vehicle fleet size to cover a network in a given updating period.
Network coverage by mobile data collecting vehicles, when considering that the
system controller guides the probe vehicle routing, is also related to network coverage
problems, specifically the Chinese postman problem (CPP). In the CPP, an analyst finds
the minimum cost of traversing all edges of a network at least once. Various definitions
of the CPP have been addressed in research efforts with respect to the area of study and
application of the CPP, e.g., Undirected, Directed, and Mixed Chinese Postman
Problem (UCPP, DCPP, and MCPP), Undirected, Directed, and Mixed Rural Postman
Problem (URPP, DRPP, and MRPP), Windy Postman Problem (WPP), and Undirected
Capacitated Chinese Postman Problem (UCCPP) [14]. To find the solution for these
types of the CPP, some studies transformed them to other routing problems. For
instance, Laporte [15] showed how each of UCPP, DCPP, MCPP, and other types of
CPPs can be transformed into a directed TSP (traveling salesman problem).
Transportation networks are particularly related to the oriented network versions of
the CPP. Teodorovic [16] indicated that the DCPP was solved by Beltrami and Bodin in
1974 [17]. They used Euler’s theorem stating that “A connected oriented network
contains an Euler tour if and only if the in-degree of every node equals the out-degree
of the same node.” In addition to transportation networks, the DCPP applies to other
fields, such as computer science. In this context, Thimbleby [18] considered the DCPP
on multigraphs which arise in analyzing the world wide web.
The Rural Postman Problem family is the general case of the CPP. The objective of
the RPP is to find the minimum cost of traversing a subset of all links in a network. This
problem is of interest when considering traversing some special links in a network. To
solve the DRPP, Rodrigues and Ferreira [20] used Memetic Algorithms. However, the
more well-known solution for the RPP is Christofides et al.’s [21] algorithm based on a
branch and bound approach with bounds computed from Lagrangean Relaxation.
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This study differs from the aforementioned network coverage problems by
minimizing the number of probes while ensuring that the time limit is not passed. This
is done considering time dependent link travel time (in contrast to static link travel times
often assumed in CPPs). However, most other network coverage problems minimize
cost and fleet size or assume a single vehicle. In network coverage problems, the main
limiting resources are the number of available probes and cost (including travel time,
energy, air pollution, etc.) associated with vehicle miles traveled (VMT). As part of the
analysis below, this paper investigates the relationship between the number of probes
and vehicle distance traveled. Cost and fleet size restrict agencies’ abilities to collect data
in a desired updating time period. In this study, the limitation is the updating time period
while considering time dependent link travel times and determining the number of
probes - assuming that the number of available probes is unlimited. If the probe fleet is
limited, it may not be possible to collect data for a specific updating time period. In this
study, considering a range of updating time periods and an associated different number
of probes provides a baseline to adjust the level of data collection precision with
available probe resources. Furthermore, this baseline can also be used for comparison
with studies addressing imprecise measurements and/or other routing assumptions,
which may require larger fleet sizes, or studies involving imputation, which may reduce
the required fleet size.
3. PROBLEM DESCRIPTION AND MODELING CONSIDERATIONS
The problem of identifying the minimum probe vehicle fleet size for network coverage
can be viewed from multiple dimensions, including (1) the case where the data
collection entity has control over which links the probe vehicles traverse and determines
their routes and (2) the case where the data entity does not have control and drivers
individually select their routes. In this paper, we focus on the first situation and assume
that the probe vehicle travels at exactly the average travel time for each link. While this
is a simplifying assumption, it allows for a more straightforward interpretation of the
results when discussing the methodology described below.
Vehicles travel over a transportation network G(N,L), which consists of a set of nodes
N and directed links L. The problem is to find the minimum number of probe vehicles
Vmin to cover all links L in a given updating period T and the vehicles’ routes; set Rv
indicates the consecutive nodes of vehicle υ’s route. (Inference techniques may be used
when the coverage threshold is less than 100%.) A link is considered covered when the
vehicle reaches the downstream node of the link. The number of times (Cij) link (i, j) is
covered given updating period T must be at least one. An initial number of probe
vehicles (n) is loaded onto the network by randomly assigning them to pre-specified
origins (set S). Therefore, each vehicle (υ) starts from a node (s) in the network ((s) ∈S).
(The initial number of vehicles (n) affects the method’s run time and could be
determined based on the network size and updating period.)
Link travel times are time dependent - vehicles passing a link experience different
travel times based on their arrival time on that link. Travel time of link (i,j) in the pth
time interval assuming that there are P total time intervals in which link travel times
vary is denoted by t pij. Links with travel times exceeding the updating period T should
International Journal of Transportation Science and Technology · vol. 2 · no. 3 · 2013 209
be broken into segments of sufficiently small length that allow the segment to be
traversed in T time units or less.
When a vehicle reaches an intersection, the choice of the next link it traverses is
determined based on finding the link with the minimum traverse indicator (TIij), which is
a function of a travel time factor (ft), coverage factor (fc), number of times a link has been
traversed (Cij), and link travel time (t
p
ij), as shown in equation (1). The travel time factor
and coverage factor are weights that indicate a trade-off between the effect of travel time
of a link and the number of times that link has been already traversed (fc + ft = 1).
(1)
Where Di is the set of nodes downstream from node i.
Equation (1) shows that the traverse indicator is unitless where each potential next
link is considered relative to all potential next links from a given node.
4. APPROACH
The process to address the network coverage problem outlined in Section 3 is shown
below. After initialization, the process consists of six steps.
• Initialization
 Determine link travel times for each time interval p, (tpij, (i,j) ∈L and p = 1, 2,
…, P).
 Select an initial number of probe vehicles (n).
 Set the number of probes V equal to n.
 Set Rυ = Ø.
 Set travel time and coverage factors ( ft and fc).
 Choose an updating period T.
• Step 1: Load probe vehicles onto the network
 Set elapsed time of all V probe vehicles to 0.
 Set Cij = 0, (i, j) ∈L.
 Load probe vehicles onto the network by randomly assigning them to origin
nodes (s) from the set S.
 Record the origin node of each probe as the first node in the vehicle’s path Rυ.
• Step 2: Vehicle selection
 Select any of the probe vehicles as the current probe (v) and consider its
associated origin as the current node (r).
• Step 3: Find the next link to traverse for the current vehicle v
 For each link with the upstream node r, calculate the traverse indicator based on
equation 1 and link travel times associated with the elapsed time.
 Select the link with the minimum traverse indicator.
• Step 4: Update
 Update Cij.
TI f
C
f
t
tij c
ij
k D
C t
ij
p
ik
p
k D
i
ik
i
= +
∈ ∈∑ ∑
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 Update elapsed time of the probe vehicle υ by adding the travel time of the
traversed link to the vehicle’s elapsed time. It is assumed that link travel times
are not affected by the traversal of the probe vehicles.
 Add the downstream node of the traversed link to the route (Rυ) of vehicle υ.
 Select the probe vehicle with the minimum elapsed time as the updated current
vehicle and take the associated node as the current node r.
• Step 5: Check stopping/continue criteria
 If elapsed time of the current vehicle is greater than updating period (T ) add one
vehicle to the probe fleet size (V = V + 1) and go to step 1.
 If Cij ≥ 1, (i, j) ∈L all links have been covered, then go to step 6, otherwise go
to step 3.
• Step 6: Stop
 Report the number of probe vehicles as the minimum number of probes (Vmin = V).
5. SAMPLE APPLICATION
The method described in the previous section is applied to two hypothetical networks
of different structures - grid and radial - to test the sensitivity of the method’s results to
network structure, number of origins, travel time and coverage factors ( ft and fc) and the
updating period. As illustrated in Figure 1, the grid network includes 20 nodes and 62
links, which reasonably corresponds to the size of the commonly used Sioux Falls
network [22]. Similarly, the radial network (Figure 1) consists of 19 nodes and 60 links.
Tables 1 and 2 present the free flow travel times for links in the grid and radial
networks, respectively. These values are multiplied by factors of 1, 1.2, and 1.5
randomly to generate time dependent travel times on links considering congestion
effects and delays. Each multiple has an even probability of being selected. We also
investigate each of the multiples in the context of static travel times.
For each network structure, we evaluate the performance of the method under
different scenarios of (1) number of origins, (2) travel time and coverage factors, and (3)
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Figure 1. Sample network structures, (left) Grid structure, (right) Radial structure
212 Time Dependent Network Coverage: A Method to Estimate the Minimum Required 
Reporting Vehicle Fleet Size
Ta
bl
e 
1.
 F
re
e 
fl
ow
 t
ra
ve
l t
im
e 
on
 g
ri
d 
ne
tw
or
k 
lin
ks
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
1
2
0.
36
6
10
0.
18
11
10
0.
36
15
19
0.
12
1
5
0.
24
7
3
0.
12
11
12
0.
24
16
12
0.
18
2
1
0.
36
7
6
0.
12
11
15
0.
24
16
15
0.
48
2
3
0.
3
7
8
0.
18
12
8
0.
36
16
20
0.
12
2
6
0.
24
7
11
0.
65
12
11
0.
18
17
13
0.
12
3
2
0.
24
8
4
0.
3
12
16
0.
18
17
18
0.
12
3
4
0.
24
8
7
0.
3
13
9
0.
24
18
14
0.
18
3
7
0.
24
8
12
0.
65
13
14
0.
24
18
17
0.
24
4
3
0.
12
9
5
0.
18
13
17
0.
3
18
19
0.
18
4
8
0.
36
9
10
0.
18
14
10
0.
24
19
15
0.
12
5
1
0.
12
9
13
0.
3
14
13
0.
36
19
18
0.
24
5
6
0.
24
10
6
0.
36
14
15
0.
3
19
20
0.
24
5
9
0.
3
10
9
0.
24
14
18
0.
18
20
16
0.
24
6
2
0.
3
10
11
0.
48
15
11
0.
18
20
19
0.
36
6
5
0.
24
10
14
0.
36
15
14
0.
3
6
7
0.
12
11
7
0.
3
15
16
0.
24
International Journal of Transportation Science and Technology · vol. 2 · no. 3 · 2013 213
Ta
bl
e 
2.
 F
re
e 
fl
ow
 t
ra
ve
l t
im
e 
on
 r
ad
ia
l n
et
w
or
k 
lin
ks
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
St
ar
t 
E
nd
 
Fr
ee
 f
lo
w
 tr
av
el
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
no
de
no
de
tim
e 
(u
ni
ts
 o
f 
tim
e)
1
2
0.
36
4
3
0.
12
8
2
0.
36
11
17
0.
18
1
3
0.
24
4
5
0.
18
8
9
0.
3
12
6
0.
3
1
4
0.
36
4
10
0.
12
8
13
0.
36
12
11
0.
24
1
5
0.
3
5
1
0.
12
8
14
0.
24
12
13
0.
12
1
6
0.
24
5
4
0.
18
9
3
0.
24
12
18
0.
18
1
7
0.
24
5
6
0.
65
9
8
0.
36
13
7
0.
48
2
1
0.
24
5
11
0.
3
9
10
0.
18
13
8
0.
12
2
3
0.
24
6
1
0.
3
9
15
0.
18
13
12
0.
12
2
7
0.
12
6
5
0.
65
10
4
0.
24
13
19
0.
12
2
8
0.
36
6
7
0.
18
10
9
0.
24
14
8
0.
18
3
1
0.
12
6
12
0.
18
10
11
0.
3
15
9
0.
24
3
2
0.
24
7
1
0.
3
10
16
0.
24
16
10
0.
18
3
4
0.
3
7
2
0.
36
11
5
0.
36
17
11
0.
12
3
9
0.
3
7
6
0.
24
11
10
0.
3
18
12
0.
24
4
1
0.
24
7
13
0.
48
11
12
0.
18
19
13
0.
24
updating period. Table 3 presents the ranges for these three factors. The number of
origins Oi varies between the total number of nodes in the network and a minimum
value depending on the updating period. If the number of origins is fewer than this
lower bound, some links cannot be reached by even an infinite number of probes due to
their distances to origins. Implementing the method revealed that the minimum number
of origins in both grid and radial networks is 6 for the minimum considered updating
period equal to 1. Based on this finding, the number of origins is assumed to take the
values of total number of nodes (upper bound), 15 (an intermediate value), 10 (middle
value), and 6 (lower value) to be examined in this paper (i = 1, 2, 3, 4). Fj in Table 3
indicates the combinations of travel time and coverage factors (ft and fc). Five
combinations of these two factors are evaluated. For instance, F3 represents the case in
which the travel time and coverage factors are equal to 0.5. The third experimental term
pertains to the updating period, which is indicated by Uk in the table. Four updating
periods are selected to be examined (T = 1, 2, 5, and 10 units of time). The first value
(T = 1) is the smallest integer updating period without any link division required. The
second value (T = 2) is selected due to higher sensitivity of the results to smaller
updating periods. With regard to link travel times and network size, the shortest path
between two furthest nodes of both networks is less than 10, so T = 10 is the upper
bound in the analysis. T = 5 is chosen as a middle value between lower bound (T = 1)
and upper bound (T = 10). The initial number of probes (n) is 1 in all scenarios.
6. RESULTS AND DISCUSSION
The effects of the experimental factors (Table 3) on the minimum probe vehicle fleet
size for the different networks are examined by combining the factors into 20 scenarios,
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Table 3. Experimental factors
Variable parameter
Experimental term Notation number of origins
Oi i = 1 6
i = 2 10
i = 3 15
i = 4 20(Grid) 
or 19(Radial)
Travel time factor Coverage factors
Fj j = 1 0.9 0.1
j = 2 0.7 0.3
j = 3 0.5 0.5
j = 4 0.3 0.7
j = 5 0.1 0.9
Updating period (units of time)
Uk k = 1 1
k = 2 2
k = 3 5
k = 4 10
as shown in Table 4. For instance, scenario O3F3U1 indicates 15 origins, travel time and
coverage factors equal to 0.5, and an updating period equal to 1. Each of these scenarios
is run 30 times to obtain statistical parameters for comparison between scenarios. The
results are presented in two sections, depending on whether the travel times were
randomly changed or whether they were static across the entire time period.
6.1. Random Time Dependent Link Travel Times
This section presents the results for cases when link travel times in each interval are
determined by randomly multiplying the base times by 1, 1.2, or 1.5.
Statistical parameters for the number of probes are summarized in Table 5. The count
columns of this table show the number of runs used to calculate the statistical
parameters. Scenario 4 has the value less than 30 because six random origins does not
always result in a finite number of probes; so among 30 runs, 19 of them in the grid
network and 25 in the radial network result in a finite number of probes.
Scenarios 1–4 have different numbers of origins. Among these scenarios in the grid
network, the minimum number of probes is obtained in scenario 2 (43 vehicles) where
the number of origins is 15, although it does not have the least mean. For the same
scenarios, in the radial network, the minimum number belongs to scenario 3 with 10
origins, but the least mean is seen in scenario 1. This result reveals that the minimum
number of probes is not necessarily the result of the highest number of origins and there
could be an optimal number of and placement of origins.
Comparing scenarios 1, 5, 6, 7, 8 related to travel time and coverage factors, in the
grid network, scenario 8 results in the minimum number of probes at the mean, min and
max. This scenario has the travel time and coverage factors equal to 0.1 and 0.9,
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Table 4. Scenario Descriptions
Experimental Scenario Experimental Scenario
term Scenario number term Scenario number
Oi O4F3U1 1 Oi and Uk O4F3U1 1
O3F3U1 2 O3F3U1 2
O2F3U1 3 O2F3U1 3
O1F3U1 4 O1F3U1 4
Fj O4F3U1 1 O4F3U2 9
O4F1U1 5 O4F3U3 10
O4F2U1 6 O4F3U4 11
O4F4U1 7 O3F3U2 12
O4F5U1 8 O3F3U3 13
Uk O4F3U1 1 O3F3U4 14
O4F3U2 9 O2F3U2 15
O4F3U3 10 O2F3U3 16
O4F3U4 11 O2F3U4 17
O1F3U2 18
O1F3U3 19
O1F3U4 20
respectively. In the radial network, except for scenario 1, other scenarios have mean
values similar to each other. The minimum fleet for scenarios 6, 7, and 8 is the same,
suggesting that the radial network is not sensitive to the travel time and coverage factors
in these three scenarios.
Table 5 also shows that, for the radial network, standard deviation of the fleet size
associated with an updating period of 10 (scenarios 11, 14, 17, and 20) are 0, 0, 0.35,
and 0 as opposed to the grid network that still shows a little variation in all cases. This
means that the methodology provides a reliable result for the radial structure and high
updating period, even if the number of sample runs is low.
To examine the effects of a single experimental term, the results pertaining to mean
and standard deviation values are also graphed in Figures 2–5. Figure 2 presents the
effects of the number of origins / percentage of nodes that are origins through scenarios
1, 2, 3, and 4. Figure 3 allows the examination of the effects of the travel time and
coverage factors through scenarios 1, 5, 6, 7, and 8. Figure 4 depicts the result of
scenarios 1, 9, 10, and 11 related to the updating period. In all these figures, three lines
represent the mean number of probes, mean plus one standard deviation, and mean
minus one standard deviation. Figure 5 allows for examination of the joint effects of the
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Table 5. Statistical parameters for the estimated number of probe vehicles
Grid network Radial network
Standard Standard 
Scenario Mean deviation Min Max Count Mean deviation Min Max Count
1 54.37 4.81 45 66 30 60.67 8.07 44 77 30
2 60.40 9.09 43 83 30 63.33 7.59 45 81 30
3 92.67 17.31 60 131 30 79.93 14.85 41 121 30
4 149.53 28.94 77 194 19 121.20 33.20 66 186 25
5 57.93 4.79 50 69 30 62.43 7.03 42 73 30
6 55.70 4.19 48 64 30 63.53 6.48 51 74 30
7 53.07 6.28 42 72 30 63.67 6.63 51 79 30
8 51.93 4.90 43 60 30 62.70 7.20 51 76 30
9 18.73 2.10 15 23 30 18.93 2.92 15 26 30
10 6.87 0.86 5 8 30 5.83 0.59 5 7 30
11 3.60 0.67 3 5 30 3.00 0.00 3 3 30
12 19.8 1.99 16 23 30 19.6 2.45 15 24 30
13 6.7 0.92 5 8 30 6.13 0.82 5 8 30
14 3.6 0.56 3 5 30 3.00 0.00 3 3 30
15 20.5 2.75 17 26 30 21.3 2.91 16 27 30
16 6.77 0.82 5 8 30 5.97 0.61 5 7 30
17 3.7 0.65 3 5 30 2.87 0.35 2 3 30
18 23.8 4.19 17 36 30 20.9 2.83 14 26 30
19 6.73 0.87 5 8 30 6.07 0.74 5 8 30
20 3.4 0.5 3 4 30 3.00 0.00 3 3 30
number of origins and the updating period by summarizing the results of scenarios 1, 2,
3, 4, 9–20 in a contour format.
As shown in Figure 2, for both the grid and radial networks, reduction in the number
of origins leads to a greater fleet size (on average). The variation of the results of 30
runs, represented by standard deviation, is higher in the radial network compared to the
grid network for upper and lower bounds of the number of origins (6 and 20 or 19
origins). The fleet size’s mean is higher in the radial network compared to the grid
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Figure 2. Number of probes with respect to percent of nodes that are origins
(scenarios 1, 2, 3, and 4), (a) Grid network, (b) Radial network
network for high numbers of origins (15 and 20), yet it increases at a smaller rate when
the number of origins decreases (smaller slope change in the figure). For 6 and 10
origins, the number of probes in the radial network is less than in the grid network. This
result relates to the network structure - random positioning of a smaller subset of origins
in the radial network is more advantageous due to the different connectivity types than
in the grid network, which has nodes of more similar connectivity. When the number of
origins decreases, the grid network structure makes it difficult to cover all the links, so
more vehicles are needed.
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Figure 3. Changes in the number of probes with different travel time and coverage
factors (scenarios 1, 5, 6, 7, and 8), (a) Grid network, (b) Radial network
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Figure 4. Probe fleet size changes for different updating periods (scenarios 1, 9, 10,
and 11), (a) Grid network, (b) Radial network
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Figure 5. Number of probes with respect to updating period and number of origins
(scenarios 1, 2, 3, 4, 9–20), (a) Grid network, (b) Radial network
Figure 3 illustrates the results of changing the travel time and coverage factors. In the
grid network (Figure 3a), generally, decreasing the travel time factor results in
estimating fewer probes. That is to say, the smallest fleet size is obtained when the travel
time factor is 0.1 and the coverage factor is 0.9. However, in the radial network, almost
symmetrical curves are observed that include a minimum at the middle point of the chart
where the travel time and coverage factors are equal to 0.5. The standard deviation is
larger in the radial network. This could be because of the higher probability of
traversing a link which is already traversed in the radial structure compared to the grid
network. Due to the structure of the radial network, fewer routes connect one node to
another compared to the grid network.
In Figure 4, results of sensitivity to the updating period are presented. In both
networks the number of probes increases exponentially when the updating period
decreases. A large increase in fleet size occurs when changing the updating period from
2 to 1, to the point where one vehicle is needed for each link; this would not be practical,
suggesting that agencies will have to balance their data update requests with fleet
considerations and/or consider imputation techniques. On the other hand, longer
updating periods may allow a few vehicles to traverse the entire network. In the radial
network, the standard deviation of the result is zero for updating period equal to 10,
meaning that all runs result in the same number of probes (3, in this case).
Figure 5 summarizes the results of scenarios 1, 2, 3, 4, and 9–20, which combine the
impacts of the number of origins and the updating period. The number of vehicles is
shown in pattern coded ranges with an increment of 20. The width of the contour
indicates how far in the ranges of updating period and number of origins an increment
of the number of probes is valid. For example, the area designated by solid black for
both networks shows that for the entire range of origins, if the updating period is higher
than 2, less than 20 vehicles are able to cover the network.
As the contours in Figure 5 show, when the number of origins is low, with a decrease
in the updating period, the grid network needs more probes in order to be covered.
Thinner width of the contours on the bottom left of the graph for the grid network shows
that the number of probes changes quicker from one range to another range compared
to the radial network. However, for high numbers of origins (15 and up) and the low
updating period, the radial network requires more probes as the thin striped band in the
upper left corner of the radial contour depicts.
Another significant issue related to the number of probes is the cost associated with
vehicle miles traveled (VMT) by the probes. To test this aspect, a series of experiments
were conducted with T = 5 and different numbers of probes assuming each link has a
length equal to 1 unit of distance. Figure 6 shows the distance traveled by the probes in
these experiments. Up to the case where the radial network has 19 probes, the radial
network has a lower distance traveled; this is a result of the network structure and the
two fewer links. As shown in the figure, for both grid and radial networks, increasing
the number of probes up to 13 and 14, respectively, decreases the distance traveled as
more probes means that fewer links have to be traversed more than once. However, after
a certain number of probes, the distance traveled starts to increase with greater numbers
of probes. The reason could be because some of the probes are redundant, meaning that
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they cover the same links unnecessarily, adding to the distance traveled. Therefore, for
both networks there is an optimal number of probes to minimize VMT.
The last analysis in this part is to examine the relationship between network coverage
and the number of probes. Figure 7 illustrates this relationship for various updating
periods (scenarios 1, 9, 10, and 11). Dips in the graphs are due to the randomized origin
assignment to the probes. For both the grid and radial network, as the updating period
increases, the slope of the curve increases as well. For example, in the radial network,
for scenario 1 to obtain 70% coverage around 15 probes are required. To increase from
70% to 100%, the number of probes needs to be increased more than 4 times. This
increase in the number of probes is less for higher updating periods. Imputation
techniques may be applied to estimate the missing data when 100% coverage threshold
is not available or required. These techniques are more important for shorter updating
periods and lead to high savings in data collection costs.
6.2. Static Link Travel Times
This section presents the results when link travel times are static over the entire period.
Three travel time datasets denoted as t1 (free flow travel time), t2 (t1 multiplied by 1.2),
and t3 (t1 multiplied by 1.5) were used to implement scenarios 1 to 11 on grid and radial
networks.
Results of scenarios 1–4, related to the number of origins, indicate that when link
travel times are in states t1 and t2, in almost all cases, the number of probes in the grid
network is less than that in the radial network. However, increasing travel time to state
t3 results in more probes in the grid network especially when the number of origins
decreases. When link travel times are low, one probe vehicle is able to traverse more
links in the updating period; the radial structure may force vehicles to traverse links
repeatedly as opposed to the grid network. However, in the case of higher link travel
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times, one probe vehicle traverses fewer links in the updating period and the grid
network makes it hard to cover the entire network when the number of origin
decreases.
Outcomes of the scenarios 1, 5, 6, 7, and 8 regarding the travel time and coverage
factors, show that in the grid network, akin to the results in Section 6.1, a travel time
factor equal to 0.1 results in the least number of probes. Also similar to Section 6.1, in
the radial network for the state t1, the lowest estimation of fleet size is obtained by
assuming travel time and coverage factors equal to 0.5. Yet states t2 and t3 are relatively
insensitive to the travel time and coverage factors. In the states t2 and t3, the mean
number of vehicles in all scenarios are close and the difference between them is around
one vehicle. The reason for this could be the high number of origins in all these
scenarios, meaning that with the radial network structure, the choice of the new link to
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Figure 7. Coverage with respect to the number of probes for scenarios number 1, 9,
10, and 11, (a) Grid network, (b) Radial network
traverse is not critical when the travel time of links is high and vehicles do not traverse
many links in one updating period. Based on this finding, assuming equal travel time
and coverage factors in the radial network could be a safe consideration.
When examining the updating period, scenarios, 1, 9, 10, and 11, for all states t1, t2,
and t3, both grid and radial networks show the same trend of increasing the number of
probes exponentially by decreasing the updating period. In lower updating periods (U1
and U2) for the radial network, the fleet size is greater than for the grid network, as
opposed to the higher updating periods (U3 and U4). This result is in line with Section 6.1.
7. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we proposed a method to estimate the minimum number of probe vehicles
needed to cover the network (here we used 100% coverage) in a given period of time
when the network has time dependent link travel times. Through the proposed approach,
the probes’ routes are also determined leading to an analysis of the effect of the number
of probes on the vehicle distance traveled. The method involves a traverse indicator to
assign probe vehicles to links. The traverse indicator is a function of a travel time factor,
coverage factor, number of times a link has been traversed, and link travel time. The
method is applied to two hypothetical networks of different structures - grid and radial
- to test the sensitivity of the results to network structure, number of origins, travel time
and coverage factors, and the updating period. The results lead to the following
conclusions:
• Decreasing the number of origins generally increases the probe fleet size. When the
number of origins is high, the grid network requires fewer probe vehicles compared
to the radial network. However, with a low number of origins, the radial network
structure results in a smaller number of probes to fulfill the coverage criteria.
• In the grid network, considering travel time and coverage factors equal to 0.1 and
0.9, respectively, is a safe consideration to obtain the least probe fleet size. In the
radial network, setting the travel time and coverage factors equal to 0.5 is a safe
consideration.
• In general, increasing the updating period leads to fewer required vehicle probes to
cover the network. In a short updating period, the grid network results in a smaller
probe fleet size, but in longer updating periods the radial network requires fewer
probe vehicles to cover the network.
• There is an optimal fleet size which minimizes the distance traveled (VMT) by
probes. When there are too few vehicles, the probes traverse links multiple times,
while too many vehicles would be redundant and traverse the same links
unnecessarily.
• Imputation techniques, to estimate the missing data when 100% coverage is not
available, are more important for shorter updating periods and could lead to savings
in data collection costs.
The study presented here aids in the understanding of the number of equipped
vehicles that would be required to cover a network, assuming the reported link travel
time by a probe vehicle is accurate. This assumption can be relaxed in the future. The
results from our study suggested an optimal number of origins and their optimal
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positions could reduce the fleet size from the overall average of many scenarios. These
optima will be determined in the future. Other factors, such as VMT, could be explicitly
considered in the minimization process in the future. Finally, the minimization of the
fleet size explored here can be viewed as a baseline by which to compare fleet size
estimations under different routing conditions (e.g., user equilibrium) and with
imputation techniques, which are areas of future study.
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