Investigation of wall bounded flows using SPH and the unified
  semi-analytical wall boundary conditions by Mayrhofer, Arno et al.
Investigation of wall bounded flows using SPH and the unified
semi-analytical wall boundary conditions
Arno Mayrhofera,∗, Benedict D. Rogersa, Damien Violeaub,c, Martin Ferrandb
aSchool of Mechanical Aerospace and Civil Engineering, University of Manchester, Manchester, United
Kingdom
bEDF R&D, Chatou, France
cSaint-Venant Laboratory for Hydraulics, Universite´ Paris-Est, Paris, France
Abstract
The semi-analytical wall boundary conditions present a mathematically rigorous framework
to prescribe the influence of solid walls in SPH for fluid flows. In this paper they are inves-
tigated with respect to the skew-adjoint property which implies exact energy conservation.
It will be shown that this property holds only in the limit of the continuous SPH approx-
imation, whereas in the discrete SPH formulation it is only approximately true, leading to
numerical noise. This noise, interpreted as form of “turbulence”, is treated using an addi-
tional volume diffusion term in the continuity equation which we show is equivalent to an
approximate Riemann solver. Subsequently two extensions to the boundary conditions are
presented. The first dealing with a variable driving force when imposing a volume flux in
a periodic flow and the second showing a generalization of the wall boundary condition to
Robin type and arbitrary-order interpolation. Two modifications for free-surface flows are
presented for the volume diffusion term as well as the wall boundary condition. In order to
validate the theoretical constructs numerical experiments are performed showing that the
present volume flux term yields results with an error 5 orders of magnitude smaller then
previous methods while the Robin boundary conditions are imposed correctly with an error
depending on the order of the approximation. Furthermore, the proposed modifications for
free-surface flows improve the behaviour at the intersection of free surface and wall as well as
prevent free-surface detachment when using the volume diffusion term. Finally, this paper
is concluded by a simulation of a dam break over a wedge demonstrating the improvements
proposed in this paper.
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1. Introduction
Smoothed particle hydrodynamics (SPH) has become one of the predominant meshless
methods to solve the Navier-Stokes equations. An introduction to this method can be found
in the reference paper by Monaghan [1] or the book by Violeau [2]. One of the greatest
difficulties associated with this method is the imposition of boundary conditions. The semi-
analytical wall boundary conditions introduced by Ferrand et al. [3] provide a consistent
framework for imposing wall boundary conditions in both laminar and turbulent flows. Con-
trary to previous approaches such as the Lennard-Jones potential forces (see Monaghan [4])
or more advanced repulsive force models (see Monaghan and Kajtar [5]) they do not rely on
additional modelling but instead are introduced naturally from the numerical treatment of
the governing equations. Furthermore, they can deal with arbitrarily complex geometries in
contrast to the approach using ghost particles (see e.g. Colagrossi and Landrini [6]).
Despite its ability to predict flows with good accuracy, SPH with the semi-analytical wall
boundary conditions still suffers from numerical drawbacks. This can be observed, for exam-
ple, when considering the energy budget from an inviscid flow between two infinite plates.
As the energy is not constant the skew-adjoint principle is violated thus warranting an in-
vestigation of this property with respect to the semi-analytical wall boundary conditions. In
addition to a theoretical analysis a numerical simulation will show stability issues associated
with this property. This leads to the question of whether it is possible to counter the insta-
bilities by some numerical procedure. If a diffusion term is chosen, as in this paper, then
its properties and influence on the fluid flow need to be investigated. The question of how
to impose a volume flux or specific boundary conditions are also closely linked to modelling
wall boundary conditions. In free-surface flows certain difficulties can occur which are not
apparent in confined flows. To solve these, it is necessary to revisit certain investigations by
separating hydrostatic and dynamic pressure differences. Within the development of SPH
formulations, numerous modifications have been suggested to improve the behaviour of SPH.
In this paper, we unify these modifications (energy conservation, diffusion correction, Fer-
rand et al. [3] treatment, etc.), investigate their properties and extend them to more general
situations.
In the following section the wall boundary conditions will be introduced in detail and will
then be investigated with respect to the skew-adjoint property in Section 3. This will be
done by considering analytical as well as numerical calculations. The instabilities that will be
observed will then be treated by using a volume diffusion term that is derived from turbulent
Reynolds-averaged considerations and implemented into the continuity equation. This term
is related to an approximate Riemann solver proposed by Ferrari et al. [7] and adapted to
the present wall boundary conditions.
The next two sections deal with improvements regarding the imposition of boundary values.
In Section 5 a new formula for imposing a non-constant driving force based on a volume flux
will be introduced and compared to a standard formulation. Subsequently, the method of
imposing Neumann wall boundary conditions will be generalized to Robin boundary condi-
tions and arbitrary orders of accuracy. A wave equation with Robin boundary conditions
will be solved numerically in order to demonstrate the capability of the present model.
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The last theoretical contribution presented in this paper will then deal with minor modifica-
tions to the volume diffusion term as well as the wall boundary conditions to take external
forces, e.g. gravity, into account. These two modifications are validated by two still water
simulations.
Finally, the present methodology is applied to a violent free-surface flow, a schematic dam-
break over a wedge. Quantitative comparison of wall pressure forces is made with respect
to other numerical formulations including a Volume-of-Fluid method and it is shown that
the volume diffusion term avoids using any free-surface correction in the continuity equation
required in previous work [3].
2. SPH Overview
Smoothed particle hydrodynamics (SPH) is now a well-known Lagrangian numerical
method. It will be assumed that the reader is familiar with the basics (for theoretical
grounds refer to Monaghan [4] or Violeau [2]). Particles will be denoted by a or b, and the
interpolating SPH kernel by w. It is assumed to be radial, i.e. isotropic. The kernel used
throughout the paper is the 5th-order Wendland kernel given by
w(r) =
 αmhm
(
1− 1
2
r
h
)4 (
1 + 2
r
h
)
if 0 ≤ r/h ≤ 2,
0 if 2 < r/h,
(1)
where r is the distance between two particles, m is the dimension, αm = 7/(4pi) in 2-D and
h is the smoothing length. The latter in the following is set as h = 2∆r, where ∆r is the
initial particle spacing. Only weakly compressible SPH [8] in 2-D will be considered in this
paper.
Semi-analytical wall boundary conditions for arbitrary boundaries in SPH were introduced
by Ferrand et al. in [3, 9, 10]. The approach is inspired by the papers from Kulasegaram et
al. [11] and Di Monaco et al. [12]. First, the main principles of this method are recalled.
The key idea is to use an analytical kernel wall correction factor γ defined by
γa =
∫
Ω
wabdrb, (2)
where wab = w(‖ra−rb‖), ra being the position of particle a. Here, rb is used as a continuous
variable, integrated over the fluid domain Ω. If no part of the wall is inside the kernel support
of a particle a then the value of γa is equal to one.
The boundary conditions are implemented by using the sets of elements described in Table
1. As usual, the fluid is discretized using particles with a spacing initially set to ∆r. The
boundary is split into line segments s of length approximately ∆r. These segments are called
boundary elements and are located between two vertex particles v as shown in Figure 1.
Herein, differential operators, both continuous and discrete, will be written in bold (e.g.
Div). Vectors and matrices will be written as B and M respectively. The general discrete
3
Figure 1: The different types of elements.
Set Description
P All particles (V ∪ F)
V Particles on wall boundary (vertex
particles)
F Particles inside the fluid domain
S Wall boundary segments
Table 1: Overview of elements.
SPH approximation for a scalar f at position a is given by
[f ]a =
1
γa
∑
b∈P
Vbfbwab, (3)
where Vb is the volume of particle b, P the set of all particles and fb the value of the field
f associated with particle b. The continuous analog will be denoted with [f ]ca. Note that in
general [f ]
(c)
a 6= fa, i.e. the SPH interpolation violates the Kronecker delta property even in
the continuous case.
To obtain an approximation of γ, a governing equation is used, given by
dγa
dt
= vra · ∇γa, (4)
where vr is the velocity relative to the wall and
∇γa =
∫
∂Ω
wabnbdrb. (5)
The normal nb in the equation above is oriented inwards, a convention used throughout this
paper. Note that the integral in Eq. (2) is obtained by a discretization in time and values
based on the boundary. It is thus distinctly different to the Shepard filter given as
αa =
∑
b∈P
Vbwab, (6)
which originates from a discretization in space based on the fluid particles.
The other key idea here is to derive rigorously the differential operators without neglecting
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boundary terms coming from the integration by parts as demonstrated below starting from
the continuous SPH approximation (denoted by the superscript c) of a gradient of a scalar
field f :
[∇f ]ca =
1
γa
∫
Ω
(∇f)bwabdrb (7)
= − 1
γa
∫
Ω
fb∇bwabdrb +
1
γa
∫
Ω
∇b(fbwab)drb
=
1
γa
∫
Ω
fb∇awabdrb −
1
γa
∫
∂Ω
fbwabnbdrb.
To obtain the last line the kernel gradient asymmetry (a result of kernel isotropy) was used
as well as Green’s Theorem. From the SPH approximation as given by Eq. (3) Ferrand et
al. proposed the following SPH approximation for the divergence of a vector field B:
Divγ,Fa (B) := −
1
γaρa
∑
b∈P
mbBab · ∇awab +
1
γa
∑
s∈S
Bas · ∇γas, (8)
where the superscript F stands for ”Ferrand” and Bab = Ba −Bb and
∇γas =
∫
s
wabnbdrb, (9)
is the integral of the kernel over an individual segment s, i.e. the contribution of this segment
to ∇γa. Hence, the gradient of γa can be written as
∇γa =
∑
s∈S
∇γas. (10)
Note that the integral in Eq. (9) is known analytically for a given kernel (see Ferrand et al.
[3] for the case of the Wendland kernel). Following the same paper, the discrete gradient of
a scalar field f is given by
Gradγ,Fa (f) =
ρa
γa
∑
b∈P
mb
(
fa
ρ2a
+
fb
ρ2b
)
∇awab −
ρa
γa
∑
s∈S
(
fa
ρ2a
+
fs
ρ2s
)
ρs∇γas. (11)
The boundary terms in the above differential operators originate from the fact that the
differential operator is shifted from the unknown function to the kernel via partial integration.
In most SPH publications they are neglected. This is not the case in the semi-analytical wall
boundary conditions where they are transformed to boundary integrals via Green’s theorem
as shown in Eq. (8).
The continuity equation used in [3] is not the conventional time-dependent form given as
dρa
dt
= −ρaDivγ,Fa (v), (12)
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but the equivalent time-independent form
d(γaρa) = d
(∑
b∈P
mbwab
)
. (13)
In the case of a free-surface flow γa is replaced with an heuristic blending function which is a
necessary correction as otherwise particle repulsion can be observed as demonstrated later.
The Navier-Stokes equation is given as
dva
dt
= − 1
ρa
Gradγ,Fa (p) + Lap
γ,F
a (µ, v) + g, (14)
where the SPH Laplacian is defined below by Eq. (18). The system of equations is closed
with the Tait equation of state [13], given as
p =
ρ0c
2
0
ζ
[(
ρ
ρ0
)ζ
− 1
]
, (15)
where ρ0 is the reference density, c0 the numerical speed of sound and ζ = 7 for water.
Continuing to follow [3], in order to impose Neumann boundary conditions at the wall for a
scalar f the values from the fluid can be extrapolated to a vertex particle v via
fv =
1
αv
∑
b∈F
Vb fb wvb, (16)
where
αv =
∑
b∈F
Vb wbv. (17)
The values for the boundary segments s are given as an arithmetic mean of the associated
vertex particles. The above represents a first-order approximation of the true Neumann
condition.
Finally, some aspects of the viscosity treatment as proposed in [3] will be summarized. The
first requirement is a Laplacian operator for which the same approach as Morris et al. [14]
is used but including the boundary terms. Ferrand et al. [3] approximate the Laplacian as
∇·(f∇⊗B) ≈ Lapγ,Fa (f,B) =
ρa
γa
∑
b∈P
mb
fa + fb
ρaρb
Bab
r2ab
rab ·∇awab−
2
γa
∑
s∈S
fs(∇B)s ·∇γas, (18)
where rab = ‖rab‖. In the case of viscosity B = v, f = µ and so µs(∇⊗ v)s · ns = τ s, i.e. the
wall shear stress vector at segment s. The latter is given by
µ
∂v
∂n
= ρ‖vτ‖vτ , (19)
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where, by definition, vτ is the friction velocity. In the case of laminar flow this is approxi-
mated by
‖vτ‖vτ =
νv(z)
z
, (20)
where z is a short distance from the wall and ν = µ/ρ. This equation only holds for z  L,
where L is a characteristic length-scale of the flow geometry. It can be extended to turbulent
flows using wall functions, see [3].
3. On the skew-adjoint property including boundaries
3.1. Theoretical investigation
Now, new developments will be presented in order to better understand and improve
Ferrand et al.’s [3] model. The boundary corrected formulation has already been theoretically
investigated by Macia et al. [15] with respect to its approximation property in 1-D. The
goal of this section is to investigate another aspect of this formulation which is the energy
conservation.
In this section the focus will be on the property of skew-adjointness of the two arbitrary
(discrete or continuous) operators Grad and Div. These two operators are skew-adjoint if
and only if
< Grad(f), B >= − < f,Div(B) >, (21)
where 〈〉 are the respective L2 scalar products. Before starting the actual investigation the
importance of this property shall be highlighted. Consider a system of particles representing
a fluid without external influence nor dissipative forces, then its energy is given by
E = Ekin + Eint =
∑
a∈P
ma
(
1
2
‖va‖2 + eint,a(ρa)
)
, (22)
where Ekin and Eint are the total kinetic and internal energy respectively, while eint,a is the
specific internal energy of particle a. The time derivative of the kinetic energy is given by
dEkin
dt
=
∑
a∈P
mava ·
dva
dt
= −
∑
a∈P
mava ·
1
ρa
Grada(p), (23)
where the Euler momentum equation was used, i.e. Eq. (14) without the Lap and g terms.
The time derivative of the internal energy can in turn be written as
dEint
dt
=
∑
a∈P
ma
(
∂eint
∂ρ
)
a
dρa
dt
=
∑
a∈P
mapa
ρ2a
dρa
dt
, (24)
where the last equality follows from thermodynamic principles that relate the internal energy
per unit mass to pressure and density via p = ρ2 deint/dρ. Looking at the time derivative of
the total energy one thus obtains with the help of the continuity equation (Eq. (12)):
dE
dt
= −
∑
a∈P
Vava ·Grada(p)−
∑
a∈P
VapaDiva(v). (25)
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Written in notation with discrete scalar products this yields
dE
dt
= −〈Grada(p), va〉 − 〈pa,Diva(v)〉 . (26)
This shows that the energy is exactly conserved if the two discrete differential operators
Grad and Div are skew-adjoint (Eq. (21)), i.e. if the right-hand-side of (26) is equal to
zero. This property is natural, since the same occurs with ordinary differential operators
when changing the discrete sums with integrals (see e.g. Violeau [2]):
Skew-adjoint operator definition: 〈∇f,B〉+ 〈f,∇ ·B〉︸ ︷︷ ︸
=:SA
= −
∫
∂Ω
f(r)B(r) ·n(r)dr. (27)
If f = p and B = v, the pressure and velocity, respectively, which solve the Navier-Stokes
equations, then the right-hand side is equal to zero. This is due to p = 0 at a free-surface
and v · n = 0 at a solid wall. It would thus be advantageous if the SPH operators adhere to
this property.
The investigation into skew-adjoint operators will commence by first considering basic con-
tinuous SPH operators without boundary terms, i.e. using integrals instead of discrete sums
and assuming that no boundaries are present. The operators under investigation are given
by
Gradb,ca (f) =
∫
Ω
fb∇awabdrb (28)
Divb,ca (B) =
∫
Ω
Bb · ∇awabdrb, (29)
where the superscript b stands for “basic” in the sense that it is the SPH operator which
can be derived directly from the interpolation without the addition of any other terms. The
superscript c stands for “continuous” similar to the SPH interpolation. The left-hand side
of the skew-adjoint operator definition (Eq. (27)) is then given by
SA =
∫
Ω
∫
Ω
(fb∇awab ·Ba + faBb · ∇awab) drbdra. (30)
Due to integral additivity it is possible to swap the dummy labels a, b in the second term
which yields
SA =
∫
Ω
∫
Ω
(fbBa · ∇awab + fbBa · ∇bwab) drbdra. (31)
The kernel isotropy result in the asymmetry of its gradient, i.e. ∇awab = −∇bwab, shows
finally that SA = 0, i.e. that Gradb,c and Divb,c are skew-adjoint. Note that this property
also holds true in the discrete case, where the integrals are replaced by sums, from the same
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properties.
Now the following symmetrised operators shall be defined:
Grads,c,ka (f) =
∫
Ω
ρ2ka fb + ρ
2k
b fa
ρkaρ
k
b
∇awabdrb, (32)
Divs,c,ka (B) =
1
ρ2ka
∫
Ω
ρkaρ
k
b (Bb −Ba) · ∇awabdrb, (33)
where the superscript s stands for “standard” and k is a power used to discuss a wide range of
operators using a sole notation. Its effect will be discussed in the following. Note that, apart
from the lack of boundary terms, the symmetrized gradient (32) differs from the discrete
form (11) by the presence of density terms. Eq. (11) can be recovered by setting k = 1. The
above operators in Equations (32) and (33) are skew-adjoint if the newly added terms have
opposing signs. The proof, which will be omitted, can be found in [2]. As in the previous
case it holds true in the discrete case also.
When removing the assumption of no boundaries the calculations are no longer as straight-
forward. Following a similar procedure to Equation (7), in the vicinity of a boundary the
operators of interest are given in continuous form by
Gradγ,c,ka (f) =
1
γa
∫
Ω
ρ2ka fb + ρ
2k
b fa
ρkaρ
k
b
∇awabdrb (34)
− 1
γa
∫
∂Ω
ρ2ka fb + ρ
2k
b fa
ρkaρ
k
b
nbwabdrb,
Divγ,c,ka (B) =
1
γaρ2ka
∫
Ω
ρkaρ
k
b (Bb −Ba) · ∇awabdrb (35)
− 1
γaρ2ka
∫
∂Ω
ρkaρ
k
b (Bb −Ba) · nbwabdrb,
where the superscript γ indicates the renormalization. Apart from the additional density
terms in the denominator of the Grad operator, these formulae are the continuous analog
to Eqs. (8) and (11) for k = 1. In Appendix A using the gradient and divergence given by
Eqs. (34) and (35) the left-hand side of the skew-adjoint operator definition, Eq. (27), can
be shown to reduce to
SA →
(h→0)
−
∫
∂Ω
faBa · nadra. (36)
This is equivalent to Eq. (27) showing the skew-adjoint property for SPH continuous oper-
ators with boundary terms in case of the correct imposition of the boundary conditions in
the limit h→ 0. Note that it is essential for this result that the operators are renormalized
with γ. Furthermore, the process of taking the limit is only required due to the violation of
the Kronecker delta property by the SPH interpolation.
The derivation shown in Appendix A could have been made significantly shorter, if we were
only interested in continuous operators. However, the reason for explicitly going through this
derivation was to show the steps necessary to prove the same in the case of discrete operators.
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It would thus be necessary to have a discrete version of the Stokes’ theorem. Additionally,
the Kronecker delta property is required, but that is violated even by the continuous SPH
interpolation. The difficulty for a discrete Stokes’ theorem is due to the fact that ∇γ is
calculated analytically along the wall (see Section 2), whereas the volumetric integral over
∇w is approximated via a discrete sum.
As a consequence, discrete SPH operators with boundary terms as presented here are not ex-
actly skew-adjoint contrary to continuous SPH operators. Inside the fluid, however, (γ = 1,
no boundary terms) the skew-adjoint property is fulfilled in the discrete case as it is equiva-
lent to the standard differential operators (Divs,c,k, Grads,c,k) given by Eqs. (32) and (33).
Finally, the discretized forms of Eqs. (34) and (35) are given by
Gradγ,ka (f) =
1
γa
∑
b∈P
Vb
ρ2ka fb + ρ
2k
b fa
ρkaρ
k
b
∇awab −
1
γa
∑
s∈S
ρ2ka fs + ρ
2k
s fa
ρkaρ
k
s
∇γas (37)
Divγ,ka (B) =
1
γaρ2ka
∑
b∈P
Vbρ
k
aρ
k
b (Bb −Ba) · ∇awab −
1
γaρ2ka
∑
s∈S
ρkaρ
k
s(Bs −Ba) · ∇γas.(38)
Note that these operators are a generalization from the ones derived by Ferrand et al. given
by Eqs. (8) and (11) (where k = 1). In the following k = 0 will be used unless otherwise
noted. According to the authors experience this choice has at best a marginal influence on
the results.
3.2. A numerical experiment
As the above theoretical investigation indicates the SPH discrete operators for the semi-
analytical boundary conditions are not skew-adjoint, and thus do not conserve total energy.
Hence, a flow between two infinite plates (at z = 0 and z = h) will be used to address this
issue from a numerical perspective. Equations (12) and (14) are solved with the pressure
calculated via the equation of state (15) and the particles are moved according to dra/dt = va.
The viscosity is set to zero and the following velocity profile is used as initial condition
vx = 0, vz =
c0
10
sin(4piz),
where c0 is the numerical speed of sound and z ∈ [0, 1]. The quantity of interest is the energy
E which is defined by
E(t) =
t∑
n=1
(< Gradγ(p), v > + < p,Divγ(v) >)n , (39)
where the subscript n indicates the current time-step. The value of E is equal to the time
integral of the left hand side of Eq. (27) and it is zero if the operators under investigation
are skew-adjoint.
In Figure 2 the non-dimensionalized value E+ = E/(ρ0c
2
0h
2) can be seen plotted over time
for the present boundary condition as well as the ghost particle approach [16] using Eqs.
(32) and (33) for the differential operators. Two important features of this plot shall be
10
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Figure 2: Non-dimensional energy budget over time t+ = tc0/h for ghost particles and present approach
highlighted. The first is that the value E is never zero, indicating that the operators are
indeed not analytically skew-adjoint in cases where boundaries are present. Compared to
the ghost particle formulation the energy introduced to the flow is lower with the present
boundary conditions.
It shall be noted that this simulation was also run with the formulation by Kulasegaram [11]
which resembles the present approach but, in contrast to the present method, is analytically
skew-adjoint. However, as Ferrand [3] already pointed out, the operators by Kulasegaram
lack a term in the gradient and thus do not represent the physics accurately. The simulation
was also conducted with the formulation by Monaghan and Kajtar [5] but the results were
completely non-physical.
(a) (b)
Figure 3: Values of v+ at different times (t+ = 0.0: Fig. 3(a), t+ = 9.0: Fig. 3(b))
The second observation is that the flow starts exhibiting non-physical fluctuations after some
time. In Figure 3 the flow can be seen at t+ = t c0/h = 0 and t
+ = 9.0 (corresponding to
the times indicated by black circles in Figure 2) where the non-dimensionalized values of v is
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plotted at each particle. It was already remarked in the previous section that the deficiency
has to originate from the boundaries, as inside the fluid the operators are skew-adjoint.
This result can be connected to the numerical experiments of Basa et al. [17] who simulate
the laminar Poiseuille flow with viscosity. They also observe that the break-up that occurs,
originates from the boundaries as particles which are close to the wall experience different
viscous forces due to numerical fluctuations. It should be noted that the behaviour of the
viscous system is quite similar to that of a laminar flow that becomes turbulent. Starting
from this observation the continuity equation will be investigated in the next section to
extract the mean flow field in order to suppress this numerical “turbulence”.
4. A volume diffusion term for numerical turbulence
4.1. Basic idea
In the context of turbulent flows the continuity equation in the Reynolds averaged context
is given by
dρ
dt
= −ρ∇ · v −∇ · (ρ′ v′), (40)
where the primes refer to turbulent fluctuations and the bars the Reynolds averaging (see
e.g. Pope [18]). Moreover, the bar on the Lagrangian derivative means that the advection
velocity is in principle the averaged one. In laminar flows, as considered here, the fluctuating
quantities are supposed to be zero. Still Eq. (40) can be applied to numerical fluctuations
in an attempt to stabilize them. The gradient-diffusion hypothesis states that
ρ′ v′ = −K∇ρ, (41)
where K is the turbulent diffusivity. Inserting this into the averaged continuity equation
yields
dρ
dt
= −ρ∇ · v +∇ · (K∇ρ). (42)
As no fluctuating quantities remain we will drop the bars in the following. Expressing Eq.
(42) in terms of SPH operators the following is obtained
dρa
dt
= −ρaDivγa(v) + Lapγa(K, ρ), (43)
where Lapγ is an SPH discrete operator, here applied to ρ with a diffusion coefficient K. If
the model by Morris [14] is used for the discretisation of the Lapγ operator as in Eq. (18),
without boundary terms, then the full discretisation reads
dρa
dt
= ρa
∑
b∈P
Vb
(
vab + (Ka +Kb)ρab
rab
r2ab
)
· ∇awab, (44)
where ρab = ρa − ρb. It is common to write the diffusivity term as K = νT/σT , where νT
is the turbulent viscosity and σT is the turbulent Prandtl number. Continuing the analogy
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with physically-based turbulence, one may use the mixing length model to estimate νT (see
e.g. Pope [18]), leading to
K ∼ 1
σT
L2m
U
L
, (45)
where U and L are characteristic velocity and length scales, respectively, and Lm is the
mixing length. Defining the numerical Mach number as Ma = U/c0, where again c0 is the
numerical speed of sound, yields
K ∼ Ma
σT
L2m
c0
L
. (46)
Typically, σT ≈ 1, Lm = L/10 and in weakly compressible SPH Ma = 1/10 [1], which yields
K ∼ L
∆r
c0 ∆r
103
. (47)
Depending on the resolution, K can thus be given as
K =
c0 ∆r
η
, (48)
where η ≈ 103∆r/L typically has the range of values of O(10) − O(100) depending on the
ratio of ∆r/L used to resolve the length scale L.
Ferrari et al. [7] proposed a diffusion term which is remarkably similar to the one above (Eqs.
(44) and (48)). It is based on the theory of Riemann solvers which were first introduced to
SPH by Vila [19]. Ferrari et al. use an approximate Riemann solver to obtain the following
continuity equation
dρa
dt
=
∑
b∈P
Vb
(
ρbvab + cab
rab
rab
ρab
)
· ∇awab, (49)
where
cab = max(ca, cb), (50)
and
ca = c0
√(
ρa
ρ0
)ζ−1
, (51)
with ρ0 being the reference density and ζ the exponent of the equation of state (15). Com-
paring Eqs. (44) and (49) it can be deduced that our model is equivalent to that of Ferrari
et al. [7] if
rabcab = Ka +Kb. (52)
Now a closer examination of ca, given by (51), Eq. (15) shows that
ca = c0
(
ρa
ρ0
) ζ−1
2
=
√
∂p
∂ρ
∣∣∣∣
a
, (53)
so ca is the speed of sound of particle a. Thus K has the dimension m
2/s as expected for
the turbulent diffusivity term.
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Comparing Eqs. (52) and (48) shows that the correction as proposed by Ferrari et al. [7]
applies a significantly higher viscosity term than what can be derived from the simple mixing
length model. This fact can be of importance when it comes to the use of this correction
in the context of turbulent flows, where SPH is used increasingly (e.g. Ting et al. [20]).
The turbulent viscosity introduced due to the volume diffusion term by Ferrari et al. [7]
can dissipate more than just the numerical noise and thus have an influence on the energy
spectrum of the flow.
Finally, note that in the Reynolds averaged context the Navier-Stokes equations would also
need to be averaged. This was neglected in the above as the aim was to find a different
interpretation for the volume diffusion term by Ferrari et al. [7] which only acts on the
continuity equation.
4.2. Semi-analytical wall boundary framework
After this interpretation the question arises of how this additional numerical diffusion
term can be included in the wall boundary formulation as described above. To do so, the
flux of the quantity K∇ρ has to be investigated in the normal direction of the wall. As the
boundary condition on the density implies ∂ρ/∂n = 0 for flows without external forces, this
flux is zero as well. Thus, using the Laplacian of Ferrand [3, 9] and the divergence given by
Eq. (38) the continuity equation with volume diffusion term reads
dρa
dt
=
ρa
γa
∑
b∈P
Vb
(
vab +
cab
ρa
ρab
rab
rab
)
· ∇awab −
ρa
γa
∑
s∈S
vas · ∇γas. (54)
As can be seen from the above, the volumetric term contains also vertex particles. In turn
however, their density is determined from the boundary condition. As this volume diffusion
term can be seen as a way of transferring volume from one particle to the next it is important
that this term is anti-symmetric, i.e. the volume taken from a particle a due to the influence
of particle b needs to be added to particle b as a result of the influence of particle a. This
principle is thus violated if vertex particles are taken into account in the volumetric sum. In
2-D simulations this change has negligible impact on the flow.
5. Imposing a volume flux in periodic viscous flows
Related to the issue of solid boundaries are open boundary conditions. In the following
the focus will lie on periodic boundaries which itself do not pose an issue with SPH. However,
in order to drive such a periodic flow with a fixed volume flux and thus variable force only
one formula exists, which shows relatively large errors as will be shown in the following.
Imposing movement in the standard Poiseuille flow is normally achieved with a fixed driving
force. This is however only possible if the value of the latter was known a priori, since the
expected velocity profile is known. It is more common to drive a flow with a certain volume
flux Q. In the following it will be described how to impose a variable driving force based on
the expected volume flux.
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The volume flux Q is defined as
Q =
∫
A
v · dA =
∫
A
v · ndA, (55)
where A is the cross-section area of the flow, n its normal and v the velocity. To obtain this
value in the SPH framework an average over all particles in a slice of the domain will be
taken, i.e.
QSPH =
1
∆rA
∑
b∈PA
Vbvb · nA, (56)
where ∆rA is the width of the slice and the set PA contains the particles in the slice. Herein,
∆rA is twice the particle spacing ∆r. This can also be written as
QSPH = Av˜, (57)
where v˜ is the cross-averaged velocity.
In the book by Violeau [2] this average velocity is used to calculate the force via
F ext,n =
v − 2v˜n−1 + v˜n−2
2∆t
, (58)
where n is the n-th time-step, F is the force in direction of the normal and v = Q/A the
desired velocity. This formula originates from the finite volume community [21]. As can be
seen in Figure 4 this value does not converge to the analytical (expected) one. The reason
for this deficiency comes from the fact that internal forces are not considered in the above
formulation and so the external force is always underestimated. The equilibrium that should
be reached is defined by
F ext + F int = 0, (59)
where F ext and F int are the external and internal force respectively (the latter includes
pressure and viscous forces). If the system is not in equilibrium the following holds
F ext,n + F int,n =
v˜n − v˜n−1
∆tn
. (60)
Ideally the velocity reached at time n is equal to the desired velocity v = Q/A. So rewriting
the above yields
F ext,n =
v − v˜n−1
∆tn
− F int,n. (61)
Clearly F int,n is not available but it can be assumed to vary only a little between two
consecutive time-steps, i.e. F int,n ≈ F int,n−1. The latter value can then be calculated using
Eq. (60) to give
F ext,n ≈ v − v˜
n−1
∆tn
− v˜
n−1 − v˜n−2
∆tn−1
+ F ext,n−1. (62)
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Finally rearranging the above yields the following new formula for calculating the external
force:
F ext,n =
v − 2v˜n−1 + v˜n−2
∆t
+ F ext,n−1, (63)
where it is assumed that the time-step ∆t is constant. The first term in the right-hand
side of Eq. (63) is twice that of Eq. (58). Thus (58) amounts to considering that F ext is
independent of time, which is a crude approximation.
In Figure 4 the two different means of imposing a driving force based on a volume flux are
compared in the Poiseuille flow case. To do so the relative error in the bulk velocity is
plotted over time. In Figure 4 it can be seen that with this new formulation the external
force converges much more closely to the theoretical value. In the case of the Poiseuille flow
it is not necessary to impose a volume flux but instead the analytical force can be used.
However, in cases where the analytical value of the internal (viscous) force is not known a
priori the above formulation provides the means to impose a volume flux which converges
to the desired value.
As it can be seen from Figure 4 the present approach reduced the error by about five orders
of magnitude. The error obtained with the original formulation is close to 1% which is not
negligible.
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Figure 4: Comparison of the error in the bulk velocity of the Poiseuille flow.
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6. Generalization of wall boundary conditions
After this analysis of the unified semi-analytical wall boundary conditions and the rein-
terpretation of the volume diffusion term the focus in the following two sections will shift
towards novel developments which expand the boundary model.
6.1. Theory
As mentioned in Section 2, to satisfy von Neumann boundary conditions Ferrand et al.
[3] showed a first-order approximation approach (see Eqs. (16) and (17)). In the following
this approach shall be generalized to arbitrary orders of accuracy and to Robin boundary
conditions, which include Neumann boundary conditions as particular case. Ryan et al. [22]
implemented Robin boundary conditions for SPH with the use of an additional source term
in the governing equation. In this section a different approach will be shown that enables
Robin boundary conditions to be imposed directly.
Such a boundary condition is given by(
µ1f + µ2
∂f
∂n
) ∣∣∣∣
∂Ω
= µ3, (64)
for an arbitrary scalar field f with given µ1, µ2 6= 0, µ3. To impose Neumann boundary
conditions (µ1, µ2) take the values (0, 1). The above can be rewritten as
∂f
∂n
=
µ3 − µ1f
µ2
. (65)
The key idea is to use a weighted linear least squares approximation of the desired field in
the direction of the normal nv of a vertex particle v, which is defined as the average over the
two adjacent segment normals. This implies that the problem is considered locally as one
dimensional projected onto the normal nv of the vertex particle v. The procedure presented
in detail in the following is illustrated in Fig. 5.
Let m be the desired order of approximation and define a polynomial λ as
λ(x) =
m∑
i=2
βix
i +
µ3 − µ1β1
µ2
x+ β1, (66)
x being the normal distance to the wall.
We set β1 = f
∣∣
∂Ω
, i.e. β1 is the value of f prescribed at the wall. The polynomial can also
be written as
λ(x) =
m∑
i=2
βix
i +
µ3
µ2
x+ β1
(
1− µ1
µ2
x
)
. (67)
This represents an approximation of f in the direction of the normal nv with fv = λ(0). For
a fluid particle a ∈ F and xa = rav · nv the value of λa is thus given as λ(rav · nv) when no
external forces are present. Let X ∈M(|F|,m) be a matrix defined as
X
aj
=
{
1− µ1
µ2
(rav · nv) if j = 1,
(rav · nv)j if j > 1,
(68)
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Figure 5: Illustration of the arbitrary order Robin boundary conditions for SPH. Blue particles denote fluid
particles and particle v in orange is a vertex particle under consideration.
where j is the second index of the matrix X, |F| is the number of fluid particles and defining
y ∈ R|F| as
ya = fa − µ3
µ2
(rav · nv). (69)
The goal is to minimize fa−λa. Hence, we are looking for a solution of the over constrained
system of linear equations
X · β = y, (70)
where β is the vector of components βi and the dot represents a single contraction, in this
case the matrix multiplication. A common approach to this type of over-constrained problem
is to use the least squares method which can be solved via
XT ·X · β = XT · y. (71)
In order to put more weight on particles closer to the vertex particle, the SPH kernel is used
to construct a weighted least squares interpolation. To include this into the above let δab be
the Kronecker delta and Λ ∈M(|F|), a square matrix, be defined with elements given by
Λ
ab
= δabVawva, (72)
(there is no summation over indices here). Then the weighted least squares interpolation
can be found by solving
XT · Λ ·X · β = XT · Λ · y. (73)
Due to the fact that the problem is one dimensional the matrix on the left-hand side is of
size m×m and can be inverted easily. Of interest is λ(0) which is β1. Thus finally
fv = λ(0) = β1 = ((X
T · Λ ·X)−1 ·XT · Λ · y)1, (74)
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where the subscript 1 on the right hand side refers to the first component of the vector in
brackets.
If m = 1 the above reduces to the equation shown in Eq. (16) thus showing that this
indeed is a generalization to arbitrary order. Note that the matrix that needs to be inverted
(XT ·Λ ·X) is contained in M(m) and thus to obtain second-order boundary conditions the
inversion of a 2× 2 matrix is required in two dimensions.
Finally, two things should be noted. Firstly, the matrix is non-degenerate if at least m fluid
particles are in the neighbourhood of v and that they have different values of (rav · nv).
Secondly, the formulation as presented above is independent of the method used to describe
the walls, so it could also be used e.g. for the SPH ghost particle approach [6].
In comparison to the present method where the boundary condition is directly imposed,
Ryan et al. [22] add an extra term to the governing equations. This work is an extension of
Ferrand et al. [3] such that it is now possible to specify Robin boundary conditions and not
only Neumann ones. Moreover, these can be imposed to arbitrary order.
6.2. The wave equation as an example
In this section it will be shown that the above formulation indeed works, i.e. that Robin
boundary conditions can be enforced. For this purpose, a wave equation is considered in 1
dimension:
∂2u
∂t2
=
∂2u
∂x2
, (75)
with boundary conditions
∂u
∂n
({0, 1}, t) = u({0, 1}, t), (76)
and initial conditions
u(x, 0) = 0 and
∂u
∂t
(x, 0) = sin(2pix). (77)
The domain [0, 1] is discretized with an initial particle distance ∆r = 0.01 and the particles
are fixed. The second-order spatial differential operator is again discretized by using the
Laplacian as given in Eq. (18). The temporal derivative is discretized by a second-order
finite difference scheme. The analytical solution [23] of this problem as a function of the
dimensionless variables x and t is given by
uana(x, t) =
∞∑
i=1
αi sin(κit) [sin(κix) + κi cos(κix)] , (78)
where κi is given as the i-th root of
tan(κi) =
2κi
κ2i − 1
, (79)
and the αi are uniquely determined by the initial condition.
First, a qualitative view on the solution is given in Fig. 6 at times t = {0.1, 0.22, 0.7, 0.82}.
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Figure 6: Wave equation (75) with Robin boundary conditions (76) at four different time-steps. Analytical
solution given by Eq. (78). For the SPH solution, the matrix size in Eq. (74) is given by first (m = 1) or
second (m = 2) order according to Eq. (66)
It can be seen that the main features of the field u are reproduced by the SPH solution and
that, due to the new boundary condition formulation, the Robin boundary conditions are
correctly imposed as we observed a distinct difference in the solution when using Neumann
boundary conditions, i.e. µ1 = 0. In order to illustrate this the analytical solution for the
Neumann boundary case was superimposed in Fig. 6. The snapshots in Figs. 6(a) and
6(d) are plotted at instants where the error on the boundary is maximal. Compared to
these snapshots, the error between the SPH solution and the analytical solution is smaller
throughout the domain at intermediate times (Figs. 6(b) and 6(c)).
There is a notable difference in the SPH solution depending on whether the boundary con-
ditions are of first or second order, i.e. whether m = 1 or m = 2 in Eq. (66). To quantify
this more precisely consider Fig. 7 where the error at the boundary is plotted over time. It
can be observed that the error is sensitive to the order of the boundary condition and that it
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Figure 7: Wave equation with Robin boundary conditions: Relative error of the SPH solution over time at
the boundary.
can be reduced by up to 30% by choosing a second-order approximation. The vertical bars
in Fig. 7 show the instants that were shown in Fig. 6.
7. Still water with a free-surface
In the following, two of the above presented improvements will be reviewed in the context
of still water free-surface evolution. The first section below will focus on the volume diffusion
term and the second one on the arbitrary order boundary conditions.
7.1. Modification of the volume diffusion term
Using the volume diffusion term presented in Section 4 in a simulation of still water shows
that the term as shown above will not have a zero contribution towards the density equation.
This is caused by the fact that the boundary terms in Eq. (54) do not vanish when gravity
is present. However, there are no segments on the free-surface and the problem can thus not
be resolved by adding a boundary term.
In order to compensate for this deficiency the correction can be modified so that it reads
dρa
dt
=
ρa
γa
∑
b∈P
Vb
(
vab +
cab
ρa
%ab
rab
rab
)
· ∇awab −
ρa
γa
∑
s∈S
vas · ∇γas, (80)
in place of Eq. (54) where the density difference ρab was replaced by the modified density
difference %ab which is given by
%ab = ρa − ρb − gρ0
c20
(zb − za). (81)
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Figure 8: Position of free-surface in infinite open channel at rest.
where g is the gravitational constant and z the vertical elevation. This is a linear approxi-
mation of the difference between the non-hydrostatic densities of two particles. The external
force in the formula above is gravity, but adaptation to other forces is straightforward.
In Section 4.2 it was remarked that the volume diffusion term should be anti-symmetric with
respect to particles a and b in order to avoid that the global volume is changed. Clearly Eq.
(81) obeys this principle. A similar correction was simultaneously proposed by Antuono et
al. [24].
To illustrate the difference between using the traditional ρab = ρa − ρb and %ab consider Fig.
8, which shows the non-dimensionalized position of the free-surface of an open channel-flow
at rest where the initial density is set to ρ0. In the plot the time was renormalized by hswl/c0,
where hswl = 1 is the still water-level and c0 = 10 the numerical speed of sound. It can be
seen that without the above modification the free-surface detaches due to a transfer of vol-
ume from the denser lower part to the upper part of the fluid. The modification proposed
above clearly avoids this issue keeping the free-surface elevation almost constant as expected.
The decrease is due to the initial condition and the weak compressibility of the fluid.
7.2. Modification of the boundary interpolation
In this section the generalized boundary conditions presented in Section 6 will be investi-
gated in the presence of gravity. This means that the function f will be equal to the pressure
for which the classical Neumann boundary condition (∂p/∂n = ρg · n) will be applied.
The approach presented in Section 6 will produce unsatisfactory results at the intersection
of free-surface and a wall as tangential variations are not neglected. The constraint above
(Eq. (69)) reads
λa ≈ ya = pa. (82)
In order to neglect tangential variations for external forces such as gravity, the proper con-
straint is given by
λa ≈ ya = pa − ρa [rav − (rav · nv)nv] · g. (83)
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Figure 9: Still water in a closed tank (left: without correction (82), right: with correction (83)).
In Fig. 9 the difference between Eqs. (82) and (83) is shown. The resolution is chosen to be
relatively low in order to highlight the impact of the proposed correction. The picture on the
left hand side shows particle movement which is an order of magnitude larger than the one on
the right hand side which demonstrates the corrected approximation. Similar to the velocity
field, the pressure prediction is improved as well by lowering the magnitude of pressure waves
originating from this corner. To explain the formula presented above consider the setup in
Fig. 9 with a perfect hydrostatic pressure distribution. Now we look at a vertex particle on
a vertical wall which is located next to the free-surface. When constructing the polynomial
λ (Eq. (66)) as given in Section 6 the fluid particles considered for the approximation all
have a pressure greater or equal to zero. This causes the pressure of the vertex particle to
be greater than zero, although its theoretical value is zero. This in turn causes a repulsive
force that can be seen on the left hand side of Fig. 9. If, on the other hand, the hydrostatic
part is subtracted from the fluid particles as in Eq. (83) then all fluid particles used for
the approximation of λ will have zero pressure and thus the vertex particle has the correct
pressure.
8. Dam-break with wedge
After having analyzed and extended the present wall boundary conditions a final simulation
shall be performed. This uses most of the theoretical results presented above in a more
complex free-surface flow.
A schematic dam-break over a wedge will be simulated with the same geometry as used in
[3]. The initial volume of water is 1 m high and 0.5 m wide and the dynamic viscosity is
set to ν = 0.01m2/s resulting in a Reynolds number of approximately 140 based on the
maximum velocity. The box has a length of 2.2 m where the wedge begins after 0.85 m with
a side-length of 0.25 m. The force will be calculated as the integral of the pressure along the
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Figure 10: Schematic dam-break on a wedge: Comparison of forces on left wedge wall.
left wedge wall. A Volume-of-Fluid (VOF) simulation is taken as reference solution (Open-
Foam [25]). It should be noted that the latter is a multiphase simulation and thus some
discrepancies are to be expected when compared to the SPH single-phase simulation as il-
lustrated in Fig. 11. As shown, the traditional boundary conditions using fictitious particles
[26] or the Lennard-Jones potential [4] fail in predicting the force. Comparing the approach
by Ferrand et al. [3] with the present one, it can be seen that the volume diffusion term
successfully reduces the numerical noise, while still showing closer agreement with VOF in
Fig. 10.
Finally, Fig. 12(a) shows the steady state solution of the dam break with the time-independent
continuity equation (Eq. (13)) without the heuristic free-surface correction. Particles that
were initially on the free surface have retained their larger volumes producing the strange
bubbles and unphysical pressures. Following the developments in Section 4.1 the integrated-
in-time volume diffusion term was added, so that the continuity equation now reads
γnaρ
n
a = γ
n−1
a ρ
n−1
a +
∑
b∈P
mb(w
n
ab − wn−1ab ) + ∆t
∑
b∈F
mbcab
rab
rab
%ab
ρb
∇awab, (84)
where the superscripts refer to the time iteration. Note that again the gravitationally cor-
rected volume diffusion term (Eq. (81)) is used through %ab. The continuity equation above
is equivalent to using Divγ,k (Eq. (38)) with k = 1 so for consistency Gradγ,1 (Eq. (37))
has to be used for the discretisation of the pressure gradient.
From Fig. 12(b) it can thus be concluded that the heuristic free-surface correction is no
longer required (contrary to [3]) as the volume diffusion term successfully redistributes the
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(a) VOF, t=0.5 s (b) SPH, t=0.5 s
(c) VOF, t=0.75 s (d) SPH, t=0.75 s
(e) VOF, t=1.1 s (f) SPH, t=1.1 s
(g) VOF, t=2.5 s (h) SPH, t=2.5 s
Figure 11: Comparison between VOF and SPH.
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Figure 12: Steady flow on a wedge: Without (Fig. 12(a)) and with (Fig. 12(b)) the volume diffusion term
(84) to avoid particle repulsion.
higher volume of particles initially on the free surface once they become entrained in the
fluid body.
9. Conclusion
This paper has investigated SPH boundary conditions for wall-bounded, potentially tur-
bulent, flows within a semi-analytical framework. Three distinct but equally important areas
have been investigated.
The semi-analytical wall boundary conditions for SPH introduced by Ferrand et al. [3] have
been further developed where the skew-adjoint property of discrete operators was examined
both theoretically and numerically. It was shown that the skew-adjoint property does not
hold in the discrete case leading to errors in the conservation of energy and demonstrated
for 2-D channel flows. As shown by Morinishi et al. [27] for non-uniform grids, exact conser-
vation is not required if errors are small and remain bounded. A detailed error analysis of
the conservation of different boundary conditions would be of interest for further research.
Another general issue with SPH is instability within the method that manifests itself as
numerical noise. As shown in this paper the noise can be explained by analogy with a
Reynolds-averaged continuity equation which is shown to be equivalent to the density dif-
fusion introduced by Ferrari et al. [7] which used an approximate Riemann solver. This
interpretation justifies the addition of a constant that depends on the relative resolution.
As the volume diffusion term introduces artificial viscosity this constant prevents excessive
damping which would be problematic such as in the simulation of turbulent cases.
With the aim of simulating turbulent flows in periodic geometries, a novel formulation was
presented to prescribe a variable driving force with an imposed volume flux which improves
the predicted flow rate by 5 orders of magnitude. Additionally, the Neumann boundary
conditions by Ferrand et al. [3] were generalized to arbitrary orders of interpolation and
Robin-type boundary conditions. The formulation was shown to impose Robin boundary
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conditions correctly thereby extending their potential application. Finally, two modifications
to the boundary conditions as well as the volume diffusion term were presented in order to
correctly deal with free-surface flows, reducing unphysical velocities at the surface by at least
an order of magnitude for still water.
The new numerical scheme was demonstrated for a dam-break flow over a wedge showing
the capabilities of the present improved model compared to a well-known VOF code. This
simulation was also used to highlight the fact that the volume diffusion term can correct the
free surface when using the time-independent continuity equation, as proposed by Ferrand
et al. [3]
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Appendix A. Derivation of skew-adjointness
In the following the left hand side of Eq. (27) will be analyzed when replacing the nabla
operator with the gradient and divergence given by Eqs. (34) and (35). Initially the part
containing the volume integrals of SA Eq. (27) will be investigated.
SAv =
∫
Ω
∫
Ω
1
γa
[
ρ2ka fb + ρ
2k
b fa
ρkaρ
k
b
Ba + fa
ρkaρ
k
b
ρ2ka
(Bb −Ba)
]
· ∇awabdrbdra (A.1)
=
∫
Ω
∫
Ω
1
γa
[
ρka
ρkb
fbBa +
ρkb
ρka
faBb
]
· ∇awabdrbdra
Furthermore, due to the additivity of the integral we can split it up
SAv =
∫
Ω
∫
Ω
1
γa
ρka
ρkb
fbBa · ∇awabdrbdra +
∫
Ω
∫
Ω
1
γa
ρkb
ρka
faBb · ∇awabdrbdra (A.2)
= −
∫
Ω
∫
Ω
1
γa
ρka
ρkb
fbBa · ∇bwabdrbdra −
∫
Ω
∫
Ω
1
γa
ρkb
ρka
faBb · ∇bwabdrbdra.
In the last line the kernel gradient asymmetry ∇awab = −∇bwab was used in both terms.
The boundary part of Eq. (27) can be reformulated to
SAb =
∫
Ω
∫
∂Ω
1
γa
[
−ρ
2k
a fb + ρ
2k
b fa
ρkaρ
k
b
Ba +
ρkb
ρka
fa(Ba −Bb)
]
· nbwabdrbdra (A.3)
=
∫
Ω
∫
∂Ω
1
γa
[
−ρ
k
a
ρkb
fbBa −
ρkb
ρka
faBb
]
· nbwabdrbdra
= −
∫
Ω
∫
∂Ω
1
γa
ρka
ρkb
fbBa · nbwabdrbdra −
∫
Ω
∫
∂Ω
1
γa
ρkb
ρka
faBb · nbwabdrbdra.
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Combining the volumic SAv and the boundary term SAb yields
SA = SAv + SAb (A.4)
= −
∫
Ω
∫
Ω
1
γa
ρka
ρkb
fbBa · ∇bwabdrbdra −
∫
Ω
∫
∂Ω
1
γa
ρka
ρkb
fbBa · nbwabdrbdra
−
∫
Ω
∫
Ω
1
γa
ρkb
ρka
faBb · ∇bwabdrbdra −
∫
Ω
∫
∂Ω
1
γa
ρkb
ρka
faBb · nbwabdrbdra
= −
∫
Ω
1
γa
ρkaBa ·
[∫
Ω
fb
ρkb
∇bwabdrb −
∫
∂Ω
fb
ρkb
nbwabdrb
]
dra
−
∫
Ω
1
γa
fa
ρka
[∫
Ω
ρkbBb · ∇bwabdrb −
∫
∂Ω
ρkbBb · nbwabdrb
]
dra
= −
∫
Ω
ρkaBa ·
[
1
γa
∫
Ω
∇b
(
fb
ρkb
)
wabdrb
]
dra −
∫
Ω
fa
ρka
[
1
γa
∫
Ω
∇b ·
(
ρkbBb
)
wabdrb
]
dra,
where in the last step a reverse integration by parts was used. The terms in square brackets
represent SPH approximations which in the limit of h→ 0 converge to
SA → −
∫
Ω
ρkaBa · ∇a
(
fa
ρka
)
dra −
∫
Ω
fa
ρka
∇a ·
(
ρkaBa
)
dra (A.5)
= −
∫
Ω
[
ρkaBa · ∇a
(
fa
ρka
)
− fa
ρka
∇a ·
(
ρkaBa
)]
dra
= −
∫
Ω
∇a · (faBa) dra
= −
∫
∂Ω
faBa · nadra,
where in the second last line again a reverse integration by parts was used and the final line
follows from Stokes’ theorem.
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