an outgoing subspace of ξ> + in the sense that
In view of Sinai's theorem (Theorem 3.1 in chap. 2 [11] ) the restriction (U t ,ξ) + ), which is a unitary representation of R, is unitarily equivalent to some multiple of the regular representation of R. Consequently the representation (U t9 ίQ) of R must contain at least one regular representation of R. On the other hand, making use of (1) and (3) and putting
a ^J ? we can verify easily that
where ε denotes one of constants ±1, ±M~1 and 0. This implies that the spectrum of the self adjoint operator iU[\ t=0 has either upper or lower bounds. In particular the representation U t never contains the regular representation.
Q.E.D.
We turn now to the representations corresponding to the orbit V iM » Since each of them is specified by an irreducible unitary representation of the little group G Q = SU(1, 1), we summarize those representations after Vilenkin ( § 2 in chap. VI [17] ). All of them can be obtained from algebraic representations on closed subspaces D of C°°-functions C°°(Γ) on the 1-dimensional torus T. We denote the inner product by ( , ). We shall give the proof of Theorem 3 as well as Theorem 1 in the following § 5. 
Decomposition of unitary representations of SL(2, C)
We begin with reviewing the irreducible unitary representations of SL(2,C) after Naimark [12] . Throughout this section G stands for SL (2, C) . For an integer m denote by V m (SU(2)) a subspace of L\SU(2)) consisting of functions φ satisfying The irreducible representations S m>p (m e Z, pe R) has a realization on LUSU(2)): (SU (2) ) is dense: Remark. A homomomorphism yl from G onto the proper Lorentz group defined by Λ(g)x -g*~ιxg~ι for xeR± (recall the identification in § 1) satisfies
We refer subgroups α t (ί) and b^t) to [12] where a homomorphism Λ(g)x = gxg* is used.
We write down explicitly a canonical basis of the representations S ntβ and Ό β . LEMMA 
Proof. See § 11 and § 12 of [12] . Since we use the homomophism A, the canonical basis above differs a little from the one cited in [12] .
It seems convenient to reparametrize these representations of G as follows: Hence a(ug)la(ug) is given by
for S Wf , ,
are C°°-functions on G X S£/(2) X i? and G X S£7(2) X (0,2) respectively. Recalling that the inner products of the representation space of S m , p and D σ are of the form
respectively, where Φ(u) = \u 21 \-2+σ , we easily verify (iv). Since V{g)ψ{u) is smooth, (v) is clear.
Thanks to Lemma 2 (especially to (iv)), for a σ-fίnite measure on G to determine a sequence of mutually singular σ-finite measures {σ u σ 2 , --, σ^} on the measurable space G so that the representation is unitarily equivalent to the representation (T, H) defined by
where the cardinal number in the bracket indicates the multiplicity. We shall search for a procedure to determine the measure σ t up to the usual equivalence. 
Without loss of generality we may assume that all measures except for OΊ are zero measures. Rewrite σ x = σ. We claim
1°
W k = {£ a(2k, λ)fU λ dσ:j d \af dσ < oo} . We will show that the restriction Δ 0 \W k is equal to -k(k + 1). To this
and Δ™* λ the operator Δ o Corresponded (2) ing to the left regular representation of SU (2) and the restriction T mfλ \SU (2) C® respectively, for h = h mtλ dσ we have 
provided the members on the right side belong to £>. Indeed we can argue as we showed that Δ 0 \W k = -k(k + 1) in 1°. Now 1°, 2° and 3°y ield the Lemma. Q.E.D.
The following lemma is also useful. into G such that p o s u = identity and that
where (τ,θ,φ} stands for the matrix ω^τ)ω 2 {θ)ω z {φ). We fix s u once for all. Then the representation U iMt * has the following realization U** u on the Hubert space % π = L\V iM ,Q κ ,μ) for each ueSU(2): We proceed, assuming the representation π to be π+ t>0) . Other cases can be treated in the same way. Setting
for we >S{7 (2) 
for φ e C 0~( G) and /e φj tt [14] . To this end we will show that for ψ e C? (G) and Λ e $o' maps Y u onto R X S". We note that each S^ is dense and open in the unit sphere S 2 and that the union ^Juesuw S? covers the sphere.
Observing that for given a,a'eG and y,y'β V iM there exists weSU(2) such that {y, y', y' α'^α} c Y H;, we can show inductively that there exist a finite covering {£/"} of Supp^>, finite covering {U aβ } of Suppψ, finite covering {Y aβr } of Supp/, finite covering {Y aβrd } of Supp/i and Waβγδ € SU (2) such that each member is relatively compact and that Denote χ a , χ aβ , χ aβr and χ aβrδ the partition of unity associated with the coverings above. Now the left side of (9) is equal to (jo, yi, ^2, y 3 ) = ( -sh r, ch r sin θ sin ψ, ch τ sin 0 cos φ, ch r cos 0) , dμ = ch 2 r sin θ dτdθdφ , cot*cosp9, -a, + sin θ 2 sin 
We remark that the differential operator S does not contain any terms of the form S(r, θ, φ, ψ)d{ (j = 0,1, 2).
We are ready to solve the equation (4) . Consider the following equation
and denote W& the space of solutions (in (11) we omitted the indexes π and e for the sake of simplicity). [17] . That PJ f . y is a bounded solution of (13) is known. By the change of variable t = (z + l)/2, the solution of (13) may be written as where F(a, b, c, t) denotes the hypergeometric function. Checking the behavior of them around t = 0 and 1 [5] 
is a weak solution, consequently, a smooth solution of (13) (2) (chap. 3 [17] ). It suffices to prove assuming that ω 6 (τ')u' = g 0 ω 6 (τ)u. As one verifies easily, the condition implies that τ' = τ and g 0 = ω d (t) for some t. Thus it holds that which proves (16) . Take a compact set B of the hyperboloid V iM so that any/o § tt (ueSU (2)) vanishes on the complement B c , then find a finite covering {Y a } 9 the partition of unity and a finite set {u a } C SU(2) satisfying Suppχ α cY w α . Since I« β /r7z« = (/Ό%« belongs to $ζ' Ua , Dj, tUa9 for example, contains it due to Lemma 6. This in turn implies that fχ a , hence / itself, belongs to the domain of J π>e . Recalling
we complete the proof.
Finally we solve the equations (4). where Q v (z) is a L 2 -solution of (13) which is independent of P k^v (z), we will show the opposite inclusion. By Lemma 8, Q υ is either identically zero or unbounded arround -1 or 1. From (8) we see that f u = I u ol~λf has the form:
Assume that Q v (z) is unbounded around 1 and that for a positive constant a α" 1 < |/ v (τ)| < a on a non-null set B v . In other words we assume that f v (τ)Q v (cos θ)e~ί lcφ , as a function on Y, is not essentially bounded around y = (-shτ, 0, 0, 1). Let ue SU(2) be so chosen that q op(ω 6 (τ)ω ί (πl2)ω z (π)u) = y (see (10) for q). By the assumption fv(τ) Qϊ(θ 9 ψ) is not essentially bounded on B v X (ττ/2 -ε, π/2 + ε) X (π -ε, τr + ε). We will conclude the proof showing that sin ΘQ»(Θ, φ) must be a smooth function on (ττ/2 -ε, ττ/2 + ε) X (π -ε, TΓ + ε). To this end choose an open neighborhood U x of a point of (0, π) X (0, 2π) X Γ and an open neighborhood U 2 of the unit element of SU (2) 
-V(β -ή)(k + n + and calculating formally, we see that
Similarly, applying the formulas (18) (19) and
we obtain
Since / in Wl is C°°-function on V <Jf , the formal calculus can be justified. to [2] f @ Proof. Applying the result of [7] , we obtain (i). We note that Lj is a Schrδdinger operator with a so-called short range potential. So (ii) is a direct consequence of Agmon [1] and Kato [9] .
Q.E.D. We begin with 
