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ABSTRACT 
 
        Commercially available motion capture systems are expensive, can have rigid, non-
breathable materials with moderate to strong compression, and are not aesthetically appealing to 
be worn in everyday life. This study aimed to investigate the feasibility of using fabric-based radio 
frequency identification (RFID) tags for received signal strength indicator (RSSI) human position-
sensing classification using artificial neural networks. Subsequent to this, characterization of each 
antenna type was investigated. Models were tested using k-fold cross validation schemes using the 
classification metrics of overall accuracy, individual position accuracies, and cohen’s kappa 
statistic. 
        In the supervised models for each participant, the tags with commercial antennas (CA), and 
the tags with the conductive fabric antennas (CFA) yielded overall classification rates of 95%, 
while the tags with embroidered antennas (EA) was 91%. The CFA, similar in thickness to the 
CA, showed a superior water vapor transmission rate and bending rigidity than the CA and EA. 
Misclassifications were generally due to either similar positions, or positions with similar signal 
strength signatures, resulting in ambiguity when training the artificial neural network. Concealing 
fabric-based antennas into wearable garments presents the opportunity for human-sensing 
applications to work in tandem with outpatient healthcare and virtual reality entertainment 
systems. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Project Background  
Commercial motion capture systems are used in applications including gait analysis, 
musculoskeletal biometric sensing, tracking movements for computer character animations, and 
rehabilitation of patients in clinical settings (Carlson, 2012; Chang et al., 2011; Cloete & Scheffer, 
2008; Corazza et al., 2006). These motion capture systems include optical marker-based systems 
with  either passive retroreflective balls or active light-emitting diode (LED) markers, marker-less 
camera-based systems, using electromechanical sensors, or a combination of techniques to 
accurately represent the target’s body (Ceseracciu et al., 2014). Preparing a person for any of the 
marker-based motion capture systems requires time-intensive marker placement, and after 
placement, these markers can interfere with the naturalness of wearer movements (Ceseracciu et 
al., 2014). Inertial measurement unit (IMU)-based systems rely on a list of user measurement 
inputs, a calibration with a mix of static and dynamic poses, and reconstruction algorithms with 
feedback for appropriate skeletal visualizations (Roetenberg et al., 2013).  For everyday life, 
capturing movement either requires preparation similar to that of marker-based systems, or relies 
on a single device, such as a smart watch, and does not have the broadness to track the entire body 
effectively.  
For the average consumer, the options are fairly limited for tracking movements while 
exercising, playing virtual reality games, or of patients in outpatient homecare. Smart watches 
have been dominating the wearables market and captivating consumers since the famous and 
wildly successful launch of the Pebble smartwatches in 2012 (Thompson, 2018). This 
crowdfunding, reaching $20 million in backers from two campaigns, was shortly followed by 
  11 
Apple Inc., Samsung Inc., and Fitbit, Inc. realizing the potential, and announcing releases of their 
own smart watches and trackers (Winchester, 2015). Between 2014 and 2017, the unit sales of 
smartwatches worldwide have increased on average by 259% annually, with projected unit sales 
of 2018 being 141 million (Statista, 2018). While fitness trackers and smart watches  can monitor 
biometric data and track routes with GPS monitoring, these wearables are limited to very specific 
cardio workouts (Kooser, 2018). The surge in popularity of health and fitness tech over the past 
few years has motivated startups to build motion tracking wearables beyond smart watches.  
 Recent developments in MEMS (micro-electromechanical systems) have inspired 
researchers and startups to explore clothing-based motion capture systems for more general 
applications (Acht et al., 2007; Cloete & Scheffer, 2008; Luinge & Veltink, 2005). Notch is a 
hardware-software platform for motion capture analysis, designed for performance analysis in 
sports, healthcare and wellness, and virtual reality (VR) development platforms (Notch Interfaces 
Inc., 2018). Notch’s system uses elastic straps and between 6 and 18 IMUs, allowing use from all 
body types and sensing localization for specific workouts. Aside from motion sensing using 11 
IMUs, Teslasuit incorporates haptic feedback, heating and cooling, and biometric feedback 
systems into a shirt and pant pair (Teslasuit, 2018). The Testlasuit is designed for enhancing 
sensing and tracking biometrics for realistic virtual reality experiences. These motion capture 
system products represent two state-of-the-art variations with 1) a less expensive, modular 
approach using straps and wireless IMUs, and 2) a high-end all-in-one solution justifying a more 
customized wired two-piece product, aimed only at the VR gaming applications. Lacking from 
these examples is a motion tracking garment that is sensible in aesthetics for everyday life, and 
does not require intermittent charging between uses, which is the motivation for this thesis. 
Based on the identified research gap, this study explores the use of fabric-based antennas 
  12 
as a use case for a position-sensing RFID-enabled garment. The objectives for this study are to: 
1) Create and characterize fabric-based antennas for passive RFID sensing 
2) Test tags with fabric-based antennas against commercial tags in position classification 
models using artificial neural networks 
3) Demonstrate potential applications and limitations of the current RFID technology for 
further research and development of wearable motion tracking systems with enhanced 
comfort and ease of use. 
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CHAPTER 2 
LITERATURE REVIEW 
 
This project focuses on replacing passive RFID tag antennas with conductive yarn and 
fabric to investigate feasibility for more wearable RFID-enabled clothing, and testing an  Artificial 
Neural Network (ANN) to detect wearer position in an indoor environment. This chapter will 
introduce fundamental topics for this research, and present the relevant findings of prior literature.  
2.1.1 RFID Systems and Use Cases 
The central principle behind RF technologies, modulated backscatter seen in Figure 1, is 
first discussed in a publication dating back to 1948 with Stockman’s article Communications by 
Means of Reflected Power (Landt, 2005; Stockman, 1948). RFID tags exist as passive, semi-
passive, or active, depending on the source for powering the tag. For a passive type, the tag is 
powered solely by the signal emitted by the reader’s antenna (Chawla & Ha, 2007). Modulated 
backscatter is the method that a tag can communicate back to a reader using periodic changes in 
the amplitude. Unlike other RF systems, these signals must induce a threshold power requirement, 
in some cases, be interpreted for clock synchronization, and act as a transporter of passive tag data 
(Sorrells, 1998).  
Later in the 1970’s, Koelle et al. developed a novel subcarrier, sideband modulation 
scheme, to distinguish the signal of interest from background noise and encode information, setting 
Figure 1. Modulated backscatter in an RFID system (Rao et al., 2005). 
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the frameworks of the RFID systems used today (Dobkin et al., 2005; Koelle et al., 1975).  This 
allows for easier identification of passive RFID tags and transmission of information widely used 
today. 
Widespread applications of RFID systems, seen in Figure 2, include supply chain 
management in the retail industry, patient and blood sample management in hospitals for more 
effective healthcare, toll systems on highways, and in the production of tickets for large events, 
theme parks or public transportation (Angeles, 2005; Dalton & Rossini, 2005; Domdouzis et al., 
2007; Wu et al., 2009). In each of these solutions, RFID technologies have been used for 
optimization in different ways, being advantageous over traditional barcode technologies. The 
disadvantages of scanning barcodes include manual rotation of objects for line-of-sight reading, 
problematic reads with unclean barcodes, and the limitation of only one tag per read (Kärkkäinen, 
2003). For product tracking in supply chain management, individual products can be assigned 
unique RFID tag Electronic Product Code (EPC)  values to ensure specific items are routed to 
correct locations, and to reduce theft in brick-and-mortar retail location (Angeles, 2005; Juels, 
2006). Implementation of RFID systems in hospital settings, specifically with RFID-enabled 
wristbands,  has allowed for a fast retrieval of identity and relevant recent care information, which 
reduces ambiguity relating to medications administered, blood samples, and prior medical staff 
involved (Aguilar & Maguire, 2006; Cangialosi et al., 2007; Martínez Pérez et al., 2018). Today, 
a number of toll booths are outfitted with linearly-polarized antennas to interrogate transponders, 
like the E-ZPass®, allowing for extremely quick transactions and fewer workers needed (Laghari 
et al., 2012). Disney® created MagicBands™, RFID-enabled wristbands, to be used as a 
contactless payment option, as well as authorization for entry into the park and hotel rooms (Barnes 
& Phillips, 2013). Additionally, using RFID-enabled tickets instead of magnetic tickets has 
  15 
prevented fraud, and has reduced maintenance time on readers due to minimized wear and tear on 
contactless readers (Gnoni et al., 2009; Hasan et al., 2010). Although the benefits are very well 
known in everyday products, certain limitations must be considered for proper usage. 
RF systems interrogating passive RFIDs have limitations from the individual components 
and environmental conditions that ultimately affect performance. Figure 3a depicts a general RFID 
system and environment, operating with greater accuracy (read rate) at higher distances while at 
(a) 
(c) 
(b) 
(d) 
Figure 2. RFID-enabled applications. a) MagicBands™ at Disney® theme parks, b) wristbands for patient care in 
hospitals, c) warehouse product management, and d) streamlined toll-collecting. (Aguilar & Maguire, 2006; 
Barnes & Phillips, 2013; RMS, 2018; Schober, n.d.). 
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the frequency of 900 MHz. An essential measurement of performance in an RFID system is tag 
range, which refers to the maximum distance where a reader can receive the backscattered signals 
from a passive RFID tag (Chawla & Ha, 2007; Nikitin & Rao, 2008). Figure 3b shows both the 
reader and tag sensitivities, indicating a tag range limitation of 20 feet, and a reader range limitation 
of 120 feet during and after the tag interrogation.  
 
 
 
Important limitations that exist in an RF system include chip sensitivity of the RFID tag, 
path loss in the environment, and EIRP (equivalent isotropic radiated power) (Leong et al., 2005; 
Nikitin & Rao, 2006; Nikitin et al., 2009). Chip sensitivity is a threshold for the minimum power 
to enable the microchip in the RFID tag, and is determined by the manufacturing and architecture. 
If a tag requires less power, the maximum read-tag distance can be extended. Path loss depends on 
the distance and environment that the signals are propagating through, characterized by line-of-
sight and many single reflections (Nikitin & Rao, 2008). EIRP is regulated by the FCC (Federal 
Communications Commission) to be at maximum 4 watts, and is the amount of power radiated out 
(a) (b) 
Figure 3. RFID limitations. a) Read rate by distance and frequency for an RF system and b) distance by signal 
strength of a reader and a passive tag using modulated backscatter. (Nikitin & Rao, 2006). 
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from the antenna, which is a product of the transmitted power from the reader, amount of energy 
absorbed by the cable, and the antenna gain, being the antenna’s ability to concentrate RF energy 
in one direction or all directions (Chawla & Ha, 2007; Nikitin & Rao, 2006). The FCC in the USA 
also requires FH (frequency hopping) for transmission above 125mW (22 dBm) in all FCC 
regulated areas, spreading the power across the band over a given duration. For UHF RFID bands, 
FCC requires changing 0.5 MHz channels between 902MHz and 928MHz (Miodrag Bolie et al., 
2010).  
 
2.1.2 Tag Localization and Fingerprinting 
Indoor localization techniques have used tag read measurements including RSSI, phase, 
Doppler effect, and read rate for position estimation in a space (Chen et al., 2014; Tesch et al., 
2015; Yan et al., 2012). Received Signal Strength Indicator (RSSI)  is a function of distance 
between the transmitter (reader antenna) and transponder (RFID tag), affected by environmental 
interference and manufacturing differences (Chapre et al., 2013; Zanetti et al., 2011). Although 
widely used RSSI-based localization and readily available, the main issue is the lack of precision 
for exact positions (Peng & Sichitiu, 2007).   
  18 
RFID tag fingerprinting describes tag uniqueness through RF signal features that usually 
stem from randomness in the manufacturing process and components (Rehman et al., 2014).  This 
was originally established for anti-counterfeit applications, where one tag’s memory was being 
copied to another tag to operate, but has also been researched to be used with localization 
techniques for tracking human movement patterns. Zanetti et al (2011) used 16 different 
configurations of fixed antennas with fixed and moving tags with antenna-tag distances up to 2.75 
m to extract backscatter link frequency (BLF) from each tag. These tests varied the tag 
manufacturer, sampling rate (5 to 20 MS/s), ambient temperature (10-50 °C), and transmission 
Figure 4. The backscatter link frequency of (a) 100 same-model tags and (b) 120 tags of  12 different 
models, and fingerprint distribution for (c) 100 same-model tags and (d) 120 tags of 12 different 
models (Zanetti et al., 2011).  
  19 
powers (17.5 – 23 dBm), and found the averaged fingerprint variations within each tag are small, 
and different tags are located in different frequency areas, but may overlap, seen in Figure 4 
(Zanetti et al., 2011). 
 
2.1.3 RFID Wearables 
Passive RFID tags are now being integrated into clothing and accessories for functions 
beyond inventory tracking and security. Applications for RFID-enabled wristbands have primarily 
been for identifying and monitoring patients, and their temperature and movements, in hospitals, 
(Chen et al., 2014; Nahas & Deogun, 2007). With the potential applications of RFID-enabled 
wearables being of interest, developing textile-based RFID tags is becoming increasingly popular. 
An RFID tag antenna was knitted within a textile, seen in Figure 5c, and the effects of stretching 
and was found to have an enhanced signal strength value when stretched, theoretical model seen 
in Figure 5a, while the experimental data in 5b (Liu et al., 2016). Additionally, an embroidered 
antenna with an attached microchip, Figure 6a, was found to have a comparable performance to 
(a) 
 
(b) 
(c
) 
Figure 5. a) Schematic representation of Bellyband principle, b) elongation by signal strength with 
tested knitted tag, and c) picture of the relaxed Bellyband (Liu et al., 2016). 
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the same commercial antenna design up to 2.25 m, seen in Figure 6b (Gordon et al., 2017). These 
types of advancements in textile-based RFID tags can further the development of wearable RF 
based systems, particularly for clothing applications. Commercial RFID tags may lack the thermal 
and tactile comfort that society has accepted as standard. Traditional textiles worn in everyday life 
have a very small evaporative resistance, in effect being breathable and dry. Laminated plastic 
RFID tags would collect moisture which has been shown to be correlated with discomfort, and 
also, would inhibit mobility due to the lack of elongation (Raccuglia et al., 2017). 
 
 
2.2.1 Artificial Intelligence  
RFID signal features are frequently analyzed using statistical methods and pattern 
recognition programs due to the large amount of data. Artificial intelligence (AI) was used in this 
study to investigate the feasibility of position sensing classification using decision-making models.  
AI is the engineering of computer systems for reasoning, learning, and solving of problems that 
would, seemingly, require human intelligence (Chris Smith et al., 2006; McCarthy, 2007). These 
systems aid in recognizing trained patterns of data and assist in designing computationally complex 
models. Alan Turing was one of the first computer scientists and mathematicians that 
(a)
} 
(b)
} 
Figure 6. a) RSSI values from interrogation of a commercial and an embroidered tag at distances up to 4 meters, and 
b) an image of the RFID tags: commercial (top) and embroidered (bottom) (Gordon et al.,, 2017). 
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conceptualized artificial intelligence, specifically, in a 1950 article called Computing Machinery 
and Intelligence, noting his fundamental question, “Can machines think?”  (Anyoha, 2017; 
Harnad, 2008; Turing, 1950). The digital computer that Turing outlines in his 1950 paper relating 
to AI is similar to the first computer with memory developed by J.V. Attansoff in 1937, and 
Turing’s own concepts of a computational machine discussed in 1936. These developments in new 
digital machines set the foundations for artificial intelligence with the introduction of memory, 
and pioneered a new world of computing systems (Anyoha, 2017). Several well-known 
applications using artificial intelligence include search engines, customer service, imaging 
recognition, and face and voice recognition (Boyan et al., 1970; Brunelli & Poggio, 1993; 
Joachims, 2002; Ngai et al., 2009; Pentland & Choudhury, 2000; Venayagamoorthy et al., 1998). 
There are many types of AI models, but this literature review and thesis will focus on artificial 
neural networks, chosen for the exceptional nonlinear pattern recognition properties needed to 
identify positions in the RFID-based motion capture system discussed in this thesis. 
 
2.2.1 Artificial Neural Networks  
 An artificial neural network is a branch of AI (Artificial Intelligence) and machine learning, 
AI using statistical techniques, focused on developing intelligent computer systems inspired by 
biological neural networks. These models can be used to solve problems in pattern recognition, 
optimization, and prediction (Jain et al., 1996). A neuron is a specialized cell used for receiving 
and transmitting signals, and when a signal reaches the terminal synapses, a structure between 
neurons, specific chemicals called neurotransmitters are released. Figure 7a shows an artificial 
neuron that has several inputs with corresponding weights, initialized with random values, and a 
bias (Voegt, 2017). The weights determine the strength associated with each of the inputs, and, 
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along with the bias term, resemble the way a biological neuron’s synapses change effectiveness 
after “learning” from experiences (Jain et al., 1996). These values are fed into an activation 
function that determines the “ON” or “OFF” firing state, and then transfers the value to the output 
or connecting node.  
 
 
Equations defining the output signal of each neuron (Twomey & Smith, 1995): 
 𝑜 = 	𝑓	 𝑤&𝑥&	(&)* = 𝑓(𝑤,𝑥) 
[1] 
where w is the weight vector : 𝑤 =	 𝑤*, 𝑤/, … ,𝑤(	 , 
        [2] 
and x is the input vector: 𝑥 = 	 𝑥*, 𝑥/, … , 𝑥(	 , 
[3] 
 
(b) (a) 
Figure 7. The breakdown of an artificial neural network. a) An artificial neuron, and b) a two-layer feed-forward 
neural network (Hippert et al., 2001; Saxena, 2017). 
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 An ANN is a connected set of neurons in one or more layers that have an input layer and 
an output layer, seen in Figure 7b. These can either be 1) feed-forward networks, where there are 
no loops, or recurrent networks, which have at least one feedback loop (Jain et al., 1996). The most 
common feed-forward network is called a multilayer perceptron, where each of the neurons is 
organized into layers that are unidirectional. For accuracy in an ANN, there must be a learning 
algorithm to adequately teach the model, either through supervised, unsupervised or hybrid 
strategies. Within supervised learning, a common learning rule is using an error-correction model, 
which evaluates the difference between the calculated and expected outputs, while adjusting 
weights and biases in each layer, to minimize misclassification. Backpropagation optimization is 
an error-correction algorithm that finds a local minimum value error by calculating the gradient of 
the error function with respects to the weights (Guenther & Fritsch, 2010; Robert Hecht-nielsen, 
1992; Rojas, 1996).  
ANNs have been used to leverage RF data for applications in indoor localization, real-time 
access control, and for monitoring product supplies (Hong et al., 2010; Wagner et al., 2012; Wu 
et al., 2010). Following the research of Lieckfieldt et al. for indoor RSSI-based human localization, 
Wagner et al. proposed adding a three-layered neural network to the system process design to 
estimate a two-dimensional user position, seen in Figure 8c (2009, 2012). Figure 8a shows the 
basic room layout, outfitted with four antennas and 69 passive transponders. The user walking 
through the room changes the environmental interference of the interrogation zone, and changes 
the respective RSSI values from each tag depending on the relative proximity and path blocking 
from the reader antenna to each tag. Seen in Figure 8b, the lowest mean squared error (MSE) was 
the linear-linear model (activation and training functions), found to be .0004 m.  
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2.3 Evaluation Methods 
 After a neural network is made with training data, the model must be tested in an exhaustive 
way. Without partitioning a dataset and executing multiple iterations of a model, an accuracy 
representative performance of a neural network cannot be determined.   
 
(a) (b) 
(c) 
Figure 8.  a) Experimental setup of the reader antennas and RFID tag locations, b) localization results 
example of a tested optimization method, and c) data collection and analysis schematic with added 
neural network (Wagner et al., 2012). 
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2.3.1 k-Fold Cross-Validation 
 Cross validation splits datasets into training and testing sets, and uses an iterative model to 
test randomized or batches of the data, in order to get a more accurate representation of the neural 
network performance in all independent cases to avoid over-fitting (David Poole & Alan 
Mackworth, 2010; Karl Rosaen, 2016). The k-fold cross validation method partitions the dataset 
into k number of batches, and uses one batch as the testing set, and the remainder as the training 
set. This is executed for k number of neural network models, and the averaged metrics from all of 
the models is calculated. This method has been used in RFID applications mentioned in previous 
sections including testing neural network optimization algorithms with RFID position-sensing 
systems, RFID fingerprinting-based location algorithm testing, and tag action classifying using 
artificial neural networks (Buffi et al., 2017; Geigl et al., 2017; Kuo et al., 2013; Organero & Brito-
Pacheco, 2016). 
 
2.3.2 Classification Metrics  
 Overall classification accuracy is the “go-to” metric for describing the performance of a 
neural network, but this measurement does not provide any details, specifically on where the model 
underperforms. To pinpoint the models’ weaknesses, the individual position accuracies will be 
calculated, while looking at the top predictors accounting for the misclassification for these 
specific positions. To calculate the overall and position accuracies, the True Positive (TP), True 
Negative (TN), False Positive (FP) and False Negative (FN) must be taken from the output or 
confusion matrix. These metrics correspond to the correct classifications for positive (TP) and 
negative (TN) actual values and incorrect classifications for the positive (FP) and negative (FN) 
actual values. Evaluation of neural networks using these accuracy metrics has been used for visual 
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life-logging image classification, end-to-end text recognition, and sensing daily indoor activities 
of a person (Buettner et al., 2009; Buhagiar, 2017; Wang et al., 2012). Individual position metrics 
will be used from the model’s corresponding confusion matrix to understand position-specific 
performance.  
 
2.3.3 Cohen’s Kappa Coefficient  
 Cohen’s Kappa is the level of agreement between inter-users that is corrected for chance. 
This value ranges from -1 to 1, signifying a poor agreement when negative, a better-than-chance 
agreement than positive, and a random guess when zero (Fleiss & Cohen, 1973). Cohen’s Kappa 
has been widely used for multi-class classification performance evaluation since typical 
classification metrics like Precision, Recall, and F-Score are easy to compute, but difficult to draw 
real meaning when involving multiple classes (Kampakis, 2016). Table 1 shows an interpretation 
of the statistic, developed by Landis & Koch (1977).  
 
Table 1. Cohen's Kappa value interpretation (Landis & Koch, 1977). 
Cohen’s Kappa Value Agreement 
-1.00-0.00 Less than Chance 
0.00 Chance 
0.00-0.20 Poor 
0.21-0.40 Fair 
0.41-0.60 Moderate 
0.61-0.80 Substantial 
0.81-1.00 Almost Perfect 
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CHAPTER 3 
METHODOLOGY 
 
This study consisted of two phases of testing: static mannequin testing, and human subject 
testing. For each phase, three types of antennas were tested, including a commercial antenna (CA), 
conductive fabric antenna (CFA), and an embroidered antenna (EA). The static mannequin testing 
was used for a proof-of-concept behind basic RSSI-based position sensing, while the human 
subject test data was used to train and test a neural network to be the initial frameworks for the 
intended application.  
 
3.1 Antenna and Tag Fabrication 
 Conductive fabric and embroidered antennas were attached to a piece of commercial tag 
metal tracing with the microchip. Seen in Figure 9a, the CFA was lasercut from a commercial 
silver-coated nylon tricot knit fabric. The importance of using a knit fabric was to mimic the 
intended application of wearable RFID tags, and understanding the strengths and weaknesses 
associated with the fabric structure. This conductive fabric was found to have less than 2 Ω of 
resistance over 12 inches of material. Seen in Figure 9b, the embroidered antenna was made with 
silver-coated conductive yarn onto a woven cotton fabric. Initially, the embroidered was done on 
stretch knit, but this had complications with the lab’s embroidery machine. The finalized 
embroidered tag was found to have a resistance of 63 Ω across the antenna over a distance of 2 
inches. Both of these antenna types were adhered to the microchip piece using a conductive epoxy, 
shown in the bottom right of each respective picture in Figure 9. 
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3.2 General Setup 
An RFID reader (Impinj R220 Speedway) was used with a Laird S9028PCR RFID antenna, 
operating in a frequency range of 902-928 MHz, to communicate with commercial RFID tags 
(SMARTRAC Dogbone), or tags with textile-based antennas and a harvested commercial tag’s 
microchip, seen in Figure 10. The Impinj RFID readers are widely used due to high performance 
in UHF (Ultra High Frequency) signal transmission and read rates, and the Laird S9028PCR was 
chosen for UHF compatibility and circular polarization (Nikitin & Rao, 2008).  Each data 
collection was taken in a lab space with noise from metal surfaces intended to simulate a real 
environment. A program was made using the Octane SDK (Software Developer Kit) in Java to 
call the RFID reader, and ping the RFID tags for two minutes per data collection.  
 
Figure 9. a) Conductive fabric antennas being lasercut, b) creating antennas using an embroidered machine with 
conductive thread. 
(a) (b) 
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3.3.1 Static Mannequin Testing 
A mannequin with an adjustable arm was dressed with one of three sleeves containing four 
RFID tags, with each sleeve focused on a different RFID tag antenna. These sleeves were made 
from polyester-spandex blends, and had two RFID tags located on the upper arm, and two on the 
lower arm, seen in Figure 11. Data from these trials were recorded for each antenna type and across 
five different reader-tag distances, ranging from one meter to three meters, and the three elbow 
angle variants being 90, 135 and 180 degrees.  
 
 
PC 
RFID 
Reader 
RFID Reader 
Antenna 
Circularly Polarized 
EM Waves 
RFID Tags (a) (b) 
Figure 10. Experimental setup a) schematic representation, and b) picture of the actual system setup. 
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This rudimentary experiment was used for familiarization with the RSSI reader, processing 
of RFID data, and determine the scope of the study, related to RSSI-based position sensing with 
multiple antenna types. 
The objectives of this experiment were to:  
1) Understand if fabricated non-commercial antenna types were feasible for use by evaluating 
RSSI differences.  
2) Identify signal strength signature differences between elbow changes and distance 
increments. 
 
3.3.2 Static Mannequin Analysis 
RSSI (dBm) was converted to mW for data processing using Equation 4, seen below.  By 
converting RSSI to a linear scale, averaged signal strengths and standard deviations can be 
examined.  
Figure 11. Schematic of sleeves with embedded RFID tags (SMARTRAC Dogbone RFID).  
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𝑃(2 = 105678*9 (1	𝑚𝑊) 
           [4] 
Where PdBm is power in decibels with reference to mW 
 
Static Mannequin Test Statistics 
Using multiple linear regression, a model was made in R using the experimental data, with 
mW as the response of the predictor variables of reader antenna-tag distance, mannequin elbow 
angle, tag antenna type, and tag positions. This model was used to estimate parameter effects and 
understand differences between changes in each of the predictor variables (Rencher & Schaalje, 
2008). The estimated marginal mean (EMM) was calculated for each predictor variable, and the 
differences were measured and tested using the tukey method for appropriate comparisons between 
sample means. The EMM is the mean response for each of the predictor variables, adjusted usually 
by averaging the responses all other predictor variables (Lenth et al., 2019). The contrast estimates 
are the differences in EMMs within predictor variable values, yielding a positive value when the 
EMM for the minuend is greater than for the subtrahend. Standard error is the standard deviation 
of the sampling distribution. The t ratio is the amount of standard deviations or error the coefficient 
estimate is from 0.  The p-value is a measure of likeliness that the observed value for the predictor 
would be the same as the response due to chance (Minitab, 2016; Rego, 2015; Stat Trek, 2019). 
Low values, usually lower than 5%, represent significant p values. The lower and upper limits of 
the 95% confidence interval offer a range where sampled data from the population would be within 
95% of the time (Rego, 2015). These model statistics were used to understand the trends and 
findings for the static mannequin testing data.  
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3.4.1 Human Subject Testing 
To further understand the feasibility of using RFID tags in clothing, a series of human 
subject tests were conducted with IRB (Institutional Review Board) exemption (Protocol ID# 
1802007765), seen in Appendix A. These tests were to analyze the difference between commercial 
and unconventional tag types, as well as collect testing data for a machine learning program for 
position detection. There were two hypotheses to be explored during human subject testing: 
1) Position Signatures - RSSI can act as an accurate indicator for sensing arm positions 
with one RFID antenna and four passive RFID tags. 
2) Fabric-Based Antenna Feasibility - There is a difference in performance, RSSI 
averages and standard deviation, between commercial and non-commercial antenna 
types for position sensing. 
 
3.4.2 Pretests 
Checking Interference 
 Common interference to a tag includes obstacles, and RF signal reflecting or absorbing 
objects in an environment which can cause multipath propagation error (Miodrag Bolie et al., 
2010).  Seen in Figure 12, the pretest experiments investigated possible interference from the 
human body and the motion capture systems IMUs (inertial measurement unit) by interrogating 
the tags on top of the IMU and on top of a piece of foam, the same width as the IMU. This data 
will then be analyzed against the static mannequin tests to identify relationships between 
experimental data collections. Additionally, correlating with static mannequin testing will inform 
the design if tag antenna detuning is introduced. 
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Experimental Design  
The experimental procedure was made with a variety of human motions in mind, 
incorporating flexing and extending of the elbow and knees, rotation of the torso, and a neutral 
position. The positions ranged from being extremely different, rotating the torso 90 degrees with 
the arm extended, to very similar, curling the arm for a change in forearm placement. This variety 
was thought to allow for thorough performance evaluation of the neural network. For the exercises, 
which consisted of either two or three positions, fairly common workout sequences were followed. 
Additionally, for comfort and safety, as well as building robustness of the neural network, 
participants were allowed to slightly deviate from the positions, as some are more physically 
demanding than others.  
 
Figure 12. a) Spacers made to resemble the Xsens wireless IMUs, and b) visual of the 
commercial tag and space on the right shoulder of a participant. 
(a) (b) 
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3.4.3 Participants and Setup 
Six participants between the ages of 18-35 and heights of 5’6” and 6’4” with no physical 
injuries or pacemakers participated in this research study. Participants were suited in the wireless 
Xsens Motion Capture System (Xsens Technologies B.V., Enschede, The Netherlands), with RFID 
tags attached to four of the IMUs, located at the right shoulder, right upper arm, right lower arm, 
and right hand seen in Figure 13.  Tags were limited to only the shoulder and right arm for pattern 
recognition and data processing regarding the upper extremity while developing the frameworks 
for an RFID-based motion capture system.  
By placing the RFID tags on top of the Xsens motion trackers, inertial measurement data 
can be correlated to supplement the signal strength data if needed, and act as a ground truth when 
assigning solutions for the neural network’s training and testing data.  Once the participant was 
outfitted with the commercial system and RFID tags, a calibration was done using the Xsens 
software, MVN Analyze. This calibration consisted of walking straight, turning around, and 
walking back to the starting location to process the participant’s gait and test the IMU modules for 
Figure 13. a) Experimental setup for human subject testing, and b) RFID tag placement on human subjects. 
(a) (b) 
  35 
correct placement. At this time, the RFID tags were pinged using Impinj’s MultiReader software 
to check that each tag was functioning normally.   
 
3.4.4 Exercises and Measurements 
There were four exercises that covered seven unique positions in the human subject testing: 
1) Torso Rotation (TR) – two-part exercise - 1) Standing up straight, right arm extended 
forward, parallel to the sagittal plane, perpendicular to the front plane. 2) With right arm 
extended, rotating the torso 90 degrees to the left.  
2) Arm Curl (AC) – two-part exercise – 1) Standing up straight with arms relaxed at each 
side, elbow near fully extended, palm facing the body.  2) Flexion of the elbow 120 to 150 
degrees from neutral extension. 
3) Arm-Up Squat (AUS) – two-part exercise – 1) Standing up straight, right arm extended 
forward, parallel to the sagittal plane, perpendicular to the front plane. 2) Flexion of the 
knee at least 90 degrees, squatting, while maintaining the arm extended.  
4) Twist and Squat (TS) – three-part exercise - 1) Standing up straight with arms relaxed at 
each side, elbow near fully extended, palm facing the body.  2)  Grasp hands together in 
front of chest with flexion of the elbows 120 to 150 degrees from neutral extension. 3) 
Twist body to the left between 70-90 degrees and bend knees between 70-90 degrees from 
neutral position. 
Each participant performed each of these four exercises for three antenna types at a reader-tag 
distance of 1 m, creating 12 unique combinations and data collections. RSSI is the signal feature 
being used for the neural network from tag-interrogation. RSSI was converted to mW for data 
processing using Equation 4. 
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Figure 14. Positions with visuals of the motion capture system and human subject. 
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Human Subject Test Data  
Each dataset obtained from the RFID reader was cleaned and processed. In this cleaning, 
the reads outside of the EPC’s of interest were discarded, the timestamps in machine time were 
offset to start at zero seconds, RSSI was converted to mW, and the files were labeled with the same 
headers. The bulk of the processing was using the both the Xsens Motion Capture System files and 
graphed RFID data to classify groups of data points by positions (1-7), including the labeling of 
transitions.  
  
 
Position transition data was removed from the model, seen in Figure 16, and each position 
was assigned an output value using one hot encoding. One hot encoding is a way of assigning 
categorical variables that doesn’t assume an ordinal relationship among values (Brownlee, 2017).  
This allows the neural network to classify the positions in a categorical manner, instead of have 
Position 2 
Position 1 
Position 1 Position 2 
Figure 15. a) Position signatures for the Torso Rotation exercise, and b) human subject performing the Torso 
Rotation during testing. 
(a) 
(b) 
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integer values from 1-7, which would cause classification issues since the proximity to other 
numbers should be treated as arbitrary. 
 
 
3.4.5 Neural Network Models 
A neural network with one hidden layer consisting of seven neurons was made in R using 
the library neuralnet, seen in Figure 17.  Each mW input was averaged within set time clusters, 
about one second, and normalized for values to range between 0-1. Using this method, four distinct 
mW averages can be grouped for each input vector into the neural network. For the purposes of 
this study, neural network calibration was classified as having training set data corresponding to 
the test participant.  
Position 2 
Position 1 
Transition Transition 
Position 1 
Figure 16. Read number by RSSI graph showing transition data between position one and two. 
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3.4.6 Backpropagation Optimization  
 A backpropagation algorithm was used to optimize the data set, allowing the algorithm to 
execute for up to 107 steps or until the difference in the error function results in an increment less 
than .01, referred to as the threshold value. (Guenther & Fritsch, 2010). 
 
Figure 17. Neuralnet example model and plotting for an example ANN using one hidden layer 
with seven neurons, four inputs, and seven outputs. 
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Equation defining the error function (Guenther & Fritsch, 2010; Rojas, 1996): 
𝐸 = 	12	 (𝑜>? −	𝑦>?)/B?)*C>)*  
      [5] 
Where o refers to the predicted output, and y refers to the observed output.  
 
Equation defining the gradient of the error function, using partial derivatives with respects to 
biases and neuron connection weights (Rojas, 1996): 
[6] 
Where w1..wl refer to the corresponding weights between neurons.  
 
Equation defining the incremental update of the ANN weights: 
[7] 
Where 𝛾	refers to the learning constant, defining the step length of each iteration, and w1..wl refer 
to the corresponding weights between neurons.  
 
3.4.7 Evaluation Metrics 
To understand how the neural network performs for each exercise and participant, 
classification scores including classification accuracy (ACC) and Cohen’s Kappa (CK) coefficient 
will be used. ACC is performed on the model for overall accuracy, but also on individual positions. 
The overall and position accuracies are found using the TP, TN, FP, and FN of the confusion 
𝛻𝐸 = 	 F 𝜕𝐸𝜕𝑤* , 𝜕𝐸𝜕𝑤/ , … , 𝜕𝐸𝜕𝑤>H 
∆𝑤& = −𝛾	 𝛿𝐸𝛿𝑤& 		 
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matrix, where the sum of TP + TN for one position is calculated for the overall accuracy. CK will 
be calculated using P0, the observed accuracy, and Pc, the chance of agreement (Kampakis, 2016). 
 
Table 2. Neural network evaluation metrics (Fleiss & Cohen, 1973; Kampakis, 2016). 
Evaluation Type Definition or Equation 
Classification Accuracy 
𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
Cohen’s Kappa  
𝑃9 + 𝑃O1 − 𝑃O  
 
 
These metrics are found by extracting values from the confusion matrices, which quantify 
and sort the classifications that were correct and incorrect into a table, seen in Figure 18a. Since 
the neural networks created by this study have seven possible solutions, the confusion matrix, seen 
in Figure 18b, will be a seven-by-seven matrix.  
 
 
Figure 18. Neural network confusion matrix of data with a) two output variables, and b) seven output variables. 
(a) (b) 
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3.4.8 k-Fold Cross Validation 
The classification accuracy of the testing sets for each of the three different antenna types 
(CA, EA, CFA) will be evaluated from 10-fold cross validation, seen in Figure 19. Using the 
datasets from all six human subjects in the training library, a neural network will be made for each 
batch of the 10-fold cross validation to establish a representative overall accuracy of each tag type. 
This will produce 10 neural networks and classification accuracies for each tag type, which will 
be averaged to understand an overall performance. Before separating the data into 10 batches of 
equal size, the dataset will be randomized. In order to evaluate the performance of this position 
sensing system without any type of calibration, six models will be made and tested using five 
participants in the training set and one in the testing set, similar to the k-fold method using k=6. 
 
 
Training set
1sᵗ iteration
2nᵈ iteration
3rᵈ iteration
10ᵗh iteration
Test fold
E₁
E = Ei 
E₂
E₃
E₁₀
Training fold
1
10
10
i = 1
Figure 19. k-fold cross-validation schematic where k=10, adapted from (Karl Rosaen, 2016). 
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3.5.1 Neutral Clothing 
 As a supplemental understanding of how the proposed model can perform without the 
Xsens suit, a human subject was outfitted with RFID tags on top of normal clothing, simulating 
the application use case, seen in Figure 20. Since this testing was done without a ground truth to 
correlate classification labels, the wearer performed each position individually for one minute.  
3.5.2 Antenna Characterization  
 These tests were done to learn about the physical and functional characteristics of each 
antenna and material. These included thickness, water vapor transmission rate (WVTR), bending 
rigidity by Fabric Assurance by Simple Testing (FAST), and Scanning Electron Microscopy 
(SEM). Test materials for textile testing were stored in the testing room, conditioned to a 
temperature of 21˚C ± 2 and a relative humidity of 65% (wind speed <.1 m/s). Thickness 
measurements were taken averaged over five repetitions for each material using a Mitutoyo digital 
thickness gage.  Scanning Electron Microscope (SEM) images were taken using the LEO 1550 
Figure 20. Neural clothing experimental design.  
  44 
FESEM (Keck SEM). Processes for the WVTR and bending rigidity of a material are discussed in 
the next sections. 
 
Water Vapor Transmission Rate 
Material vapor breathability was  assessed with eight cups, two per sample type, over four 
days using the SDL ATLAS- M261 (SDLAtlas, Rock Hill, South Carolina) Water Vapor 
Transmission Tester, seen in Figure 21b. Eight circular specimens were cut out of the testing 
material, and were adhered above 25 ml of water in the cups seen in Figure 21a.  Tape was used 
to secure the metal cup pieces, and ensured the water did not escape into the environment, and 
permeated through the sample material.  The cups were massed every 24 hours using an electronic 
balance (“BS 7209:1990,” 1990).  
 
Bending Rigidity 
Bending rigidity, relating to a material’s perceived stiffness, was found using the same 
three samples types as the WVTR, being plain weave, plain weave with embroidery, conductive 
fabric knit, and the commercial antenna. The textile-based materials were cut to the same size and 
       PW            PW+E         CF Knit          CA 
Figure 21. (a) Samples for cup testing and (b) cup tester with eight samples in progress. 
(a) (b) 
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shape of the commercial antenna, Smartrac Dogbone RFID (Monza 4D), 97 x 27 mm, seen in 
Figure 21a. These samples were placed on the machine and are slowly moved along the marked 
path using a metal top piece, seen in Figure 21b. The length pushed to achieve 41.5 degrees of 
bending was recorded and displayed by the FAST bending rigidity tester (Giorgio Minazio, 1995).  
Bending rigidity calculated using bending length and mass per unit area (Giorgio Minazio, 
1995): 𝐵 = 𝑊 ∙ 𝐶/ ∙ 9.81 ∙ 10VW ∙ (𝜇𝑁 ∙ 𝑚) 
[8] 
Where W is the mass per unit area (g/m2), and C is the bending length (mm). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  PW        PW+E    CF Knit      CA 
Figure 22. (a) Samples for testing and (b) testing apparatus for bending rigidity.  
(a) (b) 
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CHAPTER 4 
RESULTS AND DISCUSSION 
 
4.1.1 Static Mannequin Testing Results 
Antenna Type by Position 
Seen in Table 3, there is a significant difference (p<.0001) between the CFA antenna and 
both the CA and EA across all of the positions (1-4) as shown in Table 3. The CFA maintains the 
highest signal strength value, with the greatest contrast between the CFA and CA at all positions. 
In position 1, there is a significant difference between the CA, EMM value 1.86e-05 mW, and 
CFA antenna, EMM value of 3.56e-05 mW, while the EA performed insignificantly better to the 
CA, EMM value 1.92e-05 mW. Figure 23 displays the largest difference between antenna types 
between the CFA and CA at position 3, showing the CFA, on average, had a signal strength value 
6.79e-05 mW higher than the CA. Additionally, the CA and the EA had insignificant difference in 
signal strength at position 4.  
 
 
Table 3. Linear model EMM contrast results for antenna type and RFID tag position (df= 375412). 
Contrast Position Estimate Standard Error t-Ratio p -Value 
CA - CFA 1 -1.70e-05 2.15e-07 -78.96 <.0001 
CA- EA 1 -6.07e-07 2.19e-07 -2.78 0.0152 
CFA - EA 1 1.64e-05 2.21e-07 74.21 <.0001 
CA - CFA 2 -1.15e-05 2.20e-07 -52.42 <.0001 
CA- EA 2 -4.97e-06 2.20e-07 -22.56 <.0001 
CFA - EA 2 6.58e-06 2.27e-07 28.93 <.0001 
CA - CFA 3 -6.79e-05 2.15e-07 -315.28 <.0001 
CA- EA 3 -1.37e-05 2.18e-07 -62.97 <.0001 
CFA - EA 3 5.41e-05 2.20e-07 245.93 <.0001 
CA - CFA 4 -1.81e-05 2.15e-07 -84.19 <.0001 
CA- EA 4 -7.14e-07 2.18e-07 -3.28 0.003 
CFA - EA 4 1.74e-05 2.20e-07 78.91 <.0001 
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Antenna Type by Distance 
The CFA has a significantly higher signal strength than the CA and EA at all distances, 
being 3.41 times larger (1.35e-4 mW) than the CA (3.96e-5 mW) at 1 meter, seen in Table 4. The 
EA had a significantly higher signal strength than the CA at distances 1, 1.5 and 2 m, with 
differences in signal strengths of -1.44e-05 mW, -6.88e-06 mW, and -3.27e-06 mW, respectively. 
The differences between the EA and CA were insignificant at distances 2.5 m and 3 m, seen in 
Figure 24. Each tag experienced the biggest percentage drops in signal strength from 1 m to 1.5 
m, being 3.59x for the CFA, 3.38x for the CA, and 2.90x for the EA.  
 
Figure 23. Results for the signal strength differences between antenna types and tag positions. 
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Table 4. Linear model EMM contrast results for antenna type and reader-tag distance (df= 375412). 
Contrast Distance (meters) Estimate Standard Error t-Ratio  p-Value 
CA - CFA 1 -9.52E-05 2.41e-07 -395.77 <.0001 
CA- EA 1 -1.44E-05 2.46e-07 -58.63 <.0001 
CFA - EA 1 8.08E-05 2.48e-07 325.80 <.0001 
CA - CFA 1.5 -2.59E-05 2.40e-07 -107.97 <.0001 
CA- EA 1.5 -6.88E-06 2.42e-07 -28.40 <.0001 
CFA - EA 1.5 1.90E-05 2.47e-07 76.96 <.0001 
CA - CFA 2 -1.21E-05 2.38e-07 -50.69 <.0001 
CA- EA 2 -3.27E-06 2.42e-07 -13.47 <.0001 
CFA - EA 2 8.81E-06 2.44e-07 36.05 <.0001 
CA - CFA 2.5 -4.85E-06 2.44e-07 -19.90 <.0001 
CA- EA 2.5 1.38E-07 2.46e-07 0.56 0.8415 
CFA - EA 2.5 4.99E-06 2.49e-07 20.05 <.0001 
CA - CFA 3 -5.11E-06 2.47e-07 -20.67 <.0001 
CA- EA 3 -6.13E-07 2.46e-07 -2.49 0.0338 
CFA - EA 3 4.50E-06 2.53e-07 17.75 <.0001 
 
Figure 24. Results for the signal strength differences between antenna types and distances. 
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Elbow Angle by Position 
Seen in Table 5, the tags in positions 1-4 were found to have a higher signal strength at 
an elbow angle of 90 degrees, while 135 and 180 degrees yielded similarly low signal strength 
averages. Position 3 yielded the highest signal strengths at all three angles, followed by position 
1, seen in Figure 25.  
 
Table 5. Linear model EMM results for arm angle and tag position (df= 375412). 
Angle 
(degrees) Position EMM Standard Error 
Lower  
Confidence Limit 
Upper  
Confidence Limit 
90 1 2.689E-05 1.09e-07 2.67e-05 2.71e-05 
135 1 2.317E-05 1.09e-07 2.30e-05 2.34e-05 
180 1 2.349E-05 1.09e-07 2.33e-05 2.37e-05 
90 2 1.723E-05 1.12e-07 1.70e-05 1.75e-05 
135 2 1.352E-05 1.10e-07 1.33e-05 1.37e-05 
180 2 1.384E-05 1.10e-07 1.36e-05 1.41e-05 
90 3 4.290E-05 1.09e-07 4.27e-05 4.31e-05 
135 3 3.918E-05 1.09e-07 3.90e-05 3.94e-05 
180 3 3.950E-05 1.09e-07 3.93e-05 3.97e-05 
90 4 1.966E-05 1.09e-07 1.94e-05 1.99e-05 
135 4 1.594E-05 1.09e-07 1.57e-05 1.62e-05 
180 4 1.626E-05 1.09e-07 1.60e-05 1.65e-05 
Figure 25. Graph depicting the signal strength differences between elbow angle and positions. 
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4.1.4 Discussion  
 Even though the conductivity of the thicker fibrous antennas may suffer from yarn-to-yarn 
contact, density of embroidered yarns, or impurities on the coating surface, the results from the 
static mannequin testing confirmed that the nonconventional antennas, the CFA and EA, can 
perform similarly to the CA. Specifically, showing the CFA and EA having significantly higher 
signal strength values at each tag position, and from all experimental distances except 2.5 m and 
3 m. The performance between the CFA and EA can be understood from the fabrication 
differences, where the embroidered antennas suffered from an unequal density throughout the 
antenna. The precision of lasercutting and consistency from using yardage of the conductive knit 
allowed for higher signal strengths. The differences in tag position signal strength across all 
antennas and angles can be due to specific environmental interference at the tag locations. The 
lowest signal strengths were found at tag position 4, which could be affected by reflections from 
the ground. The CFA had an extremely high signal strength at tag position 3, which may be a result 
of fabrication differences between the CFA tags. Testing on the mannequin arm with and elbow 
angle of 90 degrees yielded the highest overall signal strength in all four tag positions. For tag 
positions 3 and 4, this could be due to a change in environmental interference, specifically, further 
away from the ground or reducing the reader antenna-tag distance. The result that is unexplainable 
is that tag positions 1 and 2 do not change placement and were estimated to have the same signal 
strength patterns as tag positions 3 and 4 when modifying the elbow angle.  
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4.2.1 Pre-Test Results 
IMU Interference Check 
Seen in Figure 26, for each of the four positions, having the IMUs off resulted in an 
increased signal strength value, with the largest difference of 3.01x at position 3, being 1.40e-05 
when the IMU is off versus 4.65e-06 when the IMU is on. Additionally, the signal strength at 
position 3 increases by 1.88x from 4.65e-06 to 1.40e-05 when removing the IMU. Positions 1 and 
2 exhibited negligible changes in signal strength between IMU on and off, .41e-07 and .6e-06, 
respectively.  
 
 
  
Figure 26. Graph depicting the signal strength differences at tag positions 1-4 for the IMU 
interference test. 
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4.2.2 Discussion 
 Testing with and without the IMU has shown that there is interference present at tag 
positions 3 and 4. RFID signals would not have interference with the IMU due to overlapping 
ranges because the IMU operates in the frequency band of 2400-2483.5 MHz (Telefication, 2015). 
Being composed of the sensing elements, battery, wireless I/O board, and processor, a possible 
cause for interference could be proximity to metal elements (Paulich et al., 2018). Being mounted 
on top of a part-metallic object could cause interference, but this did not seem to affect the tags 
substantially, especially considering that tag positions 1 and 2 had very minimal effects from being 
on an active IMU. 
 
4.3.1 Supervised Models  
Across All Participants 
When evaluating all of the participants’ data together by antenna type, average 
classification accuracies (ACC) were 87.0% for both the CA and CFA, and 78.5% for the EA, seen 
in Table 7. The CFA results show the variability among 10-fold cross-validation batches, having 
a standard deviation of 2.7%. Looking at the performance by position, position 2 had a relatively 
high classification rate of 95.2% while position 6 had the lowest classification rate of 68.9% across 
the three antenna batches, seen in Table 8. The majority, 60.3%, of the misclassification of position 
6 was due to a prediction of position 3. The next lowest position classification accuracy is that of 
position 3, which yielded a classification accuracy of 80.4%, and 63.1% of the misclassifications 
were due to falsely predicting position 6. Overall, with Cohen’s Kappa (CK) values of .843 and 
.845, the CA and CFA had excellent classification, with the EA performing slightly worse with a 
CK of .739. 
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Table 6. K-fold cross-validation results across all participants for three antenna types (k=10). 
 Commercial Embroidered Conductive 
Fold ACC CK ACC CK ACC CK 
1 0.839 0.806 0.785 0.741 0.857 0.828 
2 0.868 0.839 0.783 0.737 0.848 0.818 
3 0.868 0.840 0.782 0.735 0.815 0.779 
4 0.881 0.856 0.770 0.720 0.875 0.850 
5 0.864 0.835 0.773 0.724 0.864 0.837 
6 0.903 0.883 0.773 0.724 0.903 0.883 
7 0.889 0.866 0.821 0.782 0.891 0.869 
8 0.860 0.830 0.770 0.721 0.900 0.880 
9 0.854 0.824 0.792 0.748 0.884 0.861 
10 0.878 0.852 0.799 0.755 0.869 0.843 
Average 0.870 0.843 0.785 0.739 0.870 0.845 
Standard Deviation 0.018 0.022 0.018 0.019 0.027 0.032 
 
 
 
Table 7. Position confusion matrix from all participant testing across the three antenna types. 
n=7146 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 1631 3 5 1 195 33 6  1 0.870 
Actual: 
2 2 921 4 0 1 1 38  2 0.952 
Actual: 
3 38 1 1157 51 12 178 2  3 0.804 
Actual: 
4 16 0 59 826 38 45 1  4 0.839 
Actual: 
5 103 0 1 1 639 2 4  5 0.852 
Actual: 
6 57 0 155 39 3 570 3  6 0.689 
Actual: 
7 4 27 0 0 1 2 270  7 0.888 
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Commercial Antenna by Participant 
The CA yielded 95.5% average classification accuracy across all 6 participants. 
Participants 1 and 4 had the highest classification accuracies of 98.7% and 98.8%, while participant 
3 had the lowest classification accuracy, at 90.1%, seen in Table 9. Position 2 had a near-perfect 
accuracy of 99.7%, having a single misclassification prediction of position 7. Position 6 had the 
lowest overall accuracy at 88.4%, with position 3 predictions accounting for 65.4% of 
misclassifications, and the remainder, 34.6%, due to position 4 predictions, seen in Table 10.  The 
average CK value for the CA averaged across all six participants was .945, signifying a near-
perfect agreement between the predictions and actual values.  
 
 
Table 8. K-fold cross validation with accuracy and cohen’s kappa values for commercial antenna position 
classification by participant (k=10). 
 Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Participant 6 
Fold ACC CK ACC CK ACC CK ACC CK ACC CK ACC CK 
1 1.000 1.000 0.909 1.000 0.868 0.843 1.000 1.000 1.000 1.000 1.000 1.000 
2 0.974 0.968 0.886 0.862 0.976 0.972 1.000 1.000 0.944 0.932 0.943 0.929 
3 0.974 0.968 0.943 0.930 0.854 0.826 0.976 0.971 0.914 0.895 0.971 0.964 
4 1.000 1.000 0.973 0.968 0.927 0.913 1.000 1.000 0.946 0.934 0.971 0.965 
5 1.000 1.000 0.972 0.966 0.907 0.889 1.000 1.000 0.914 0.895 0.972 0.966 
6 0.949 0.937 0.857 0.826 0.925 0.910 0.951 0.945 0.944 0.932 1.000 1.000 
7 1.000 1.000 0.972 0.967 0.951 0.942 0.977 0.972 0.972 0.966 0.941 0.929 
8 1.000 1.000 0.917 0.897 0.829 0.797 0.976 0.972 0.917 0.898 0.971 0.963 
9 1.000 1.000 0.941 0.928 0.881 0.859 1.000 1.000 0.914 0.895 1.000 1.000 
10 0.976 0.970 0.897 0.876 0.886 0.865 1.000 1.000 0.974 0.968 0.947 0.936 
Average 0.987 0.984 0.927 0.922 0.901 0.882 0.988 0.986 0.944 0.932 0.972 0.965 
Standard 
Deviation 0.018 0.022 0.040 0.055 0.045 0.054 0.017 0.020 0.030 0.037 0.023 0.028 
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Table 9. Confusion matrix and overall position accuracies for commercial antenna position classification 
by participant. 
n=2285 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 593 0 0 0 12 3 0  1 0.975 
Actual: 
2 0 321 0 0 0 0 1  2 0.997 
Actual: 
3 1 0 416 4 1 26 0  3 0.929 
Actual: 
4 0 0 3 284 0 10 0  4 0.956 
Actual: 
5 11 0 0 0 274 0 0  5 0.961 
Actual: 
6 0 0 17 9 0 199 0  6 0.884 
Actual: 
7 1 3 0 0 0 0 96  7 0.960 
 
 
 
 
Embroidered Antennas by Participant 
 The EA had a 91.2% average classification accuracy across all 6 participants, seen in Table 
11. Participant 3 had the highest classification accuracy, 99.1%, with 7 out of 10 folds having 
perfect classifications rates. Participant 4 had the lowest accuracy rate at 70.0%, 19.3% lower than 
the next lowest accuracy rate of participant 1. Position 4 had the lowest accuracy, with 58% of the 
misclassification from predictions of position 5. The largest number of individual position 
misclassifications was predicting position 1 as a true position 5, account for 77.8% of the 
misclassification error for position 5, seen in Table 12. The average CK value for the EA 
participant testing was .895, which represents a very good agreement between the model 
classification and actual values 
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Table 10. K-fold cross validation with accuracy and cohen’s kappa values for embroidered antenna 
position classification by participant (k=10). 
 Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Participant 6 
Fold ACC CK ACC CK ACC CK ACC CK ACC CK ACC CK 
1 0.906 0.883 0.900 0.877 1.000 1.000 0.641 0.564 1.000 1.000 0.943 0.931 
2 0.857 0.823 0.867 0.838 1.000 1.000 0.721 0.668 0.974 0.969 1.000 1.000 
3 0.882 0.856 0.881 0.857 1.000 1.000 0.625 0.549 1.000 1.000 0.973 0.967 
4 0.829 0.787 0.956 0.946 1.000 1.000 0.705 0.640 0.974 0.969 0.975 0.970 
5 0.886 0.860 0.955 0.945 1.000 1.000 0.667 0.601 1.000 1.000 1.000 1.000 
6 0.971 0.964 0.909 0.891 1.000 1.000 0.667 0.602 0.971 0.965 0.974 0.969 
7 0.941 0.928 0.955 0.945 0.976 0.971 0.833 0.798 0.974 0.968 1.000 1.000 
8 0.886 0.859 0.956 0.946 1.000 1.000 0.667 0.595 0.947 0.937 1.000 1.000 
9 0.912 0.893 0.933 0.920 0.954 0.945 0.756 0.707 1.000 1.000 1.000 1.000 
10 0.865 0.834 0.911 0.893 0.978 0.974 0.717 0.656 1.000 1.000 1.000 1.000 
Average 0.893 0.869 0.922 0.906 0.991 0.989 0.700 0.638 0.984 0.981 0.987 0.984 
Standard 
Deviation 0.039 0.051 0.033 0.041 0.016 0.019 0.062 0.074 0.018 0.022 0.020 0.024 
 
 
Table 11. Confusion matrix and overall position accuracies for embroidered antenna position 
classification by participant. 
n=2410 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 575 0 14 1 27 2 2  1 0.926 
Actual: 
2 0 301 0 0 0 0 2  2 0.993 
Actual: 
3 29 0 433 1 9 3 0  3 0.912 
Actual: 
4 14 0 8 289 36 4 0  4 0.823 
Actual: 
5 34 0 1 9 222 0 0  5 0.835 
Actual: 
6 2 0 5 6 1 274 0  6 0.951 
Actual: 
7 0 1 0 0 1 0 104  7 0.981 
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Conductive Fabric Antennas by Participant 
The CFA had an overall classification accuracy of 95.3% across the six participants, seen 
in Table 13. Participant 1 had the highest average classification accuracy, 99.5%, while participant 
3 had the lowest at 88.7%. The lowest position classification was position 6, 89.7%, with 71.9% 
of the misclassification error resulting from predictions of position 3. Additionally, the next lowest 
position accuracy rate was position 3, which had position 6 representing 90.3% misclassification 
error. The highest position classification rate was from position 7 with 99.3% correct predictions, 
seen in Table 14. This model had a near perfect classification rate, and represents a .943 CK value. 
 
 
 
Table 12. K-fold cross validation with accuracy and cohen’s kappa values for conductive fabric antenna 
position classification by participant (k=10). 
 Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Participant 6 
Fold ACC CK ACC CK ACC CK ACC CK ACC CK ACC CK 
1 1.000 1.000 0.972 0.966 0.902 0.883 0.929 0.914 0.949 0.938 0.944 0.934 
2 1.000 1.000 0.974 0.969 0.884 0.860 0.954 0.944 0.878 0.854 0.977 0.973 
3 0.974 0.969 1.000 1.000 0.886 0.864 0.954 0.944 0.909 0.892 0.947 0.938 
4 1.000 1.000 0.950 0.939 0.837 0.803 0.977 0.972 0.900 0.880 0.930 0.918 
5 1.000 1.000 1.000 1.000 0.935 0.922 1.000 1.000 0.955 0.946 0.975 0.970 
6 1.000 1.000 1.000 1.000 0.929 0.915 1.000 1.000 0.878 0.855 0.975 0.970 
7 1.000 1.000 0.897 0.877 0.854 0.825 0.977 0.972 0.950 0.940 0.950 0.941 
8 1.000 1.000 0.944 0.932 0.935 0.922 0.977 0.972 0.909 0.891 1.000 1.000 
9 1.000 1.000 1.000 1.000 0.857 0.825 1.000 1.000 0.951 0.941 0.950 0.941 
10 0.976 0.972 1.000 1.000 0.851 0.822 0.980 0.976 0.932 0.918 0.977 0.973 
Average 0.995 0.994 0.974 0.968 0.887 0.864 0.975 0.969 0.921 0.905 0.963 0.956 
Standard 
Deviation 0.010 0.013 0.034 0.042 0.037 0.045 0.024 0.028 0.030 0.036 0.021 0.025 
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Table 13. Confusion matrix and overall position accuracies for conductive fabric antenna position 
classification by participant. 
n=1118 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 578 0 8 0 12 0 0  1 0.967 
Actual: 
2 0 325 8 0 0 0 3  2 0.967 
Actual: 
3 1 0 434 2 0 28 0  3 0.933 
Actual: 
4 0 0 13 312 0 0 0  4 0.960 
Actual: 
5 8 0 0 0 292 0 1  5 0.970 
Actual: 
6 1 2 23 0 1 278 5  6 0.897 
Actual: 
7 0 1 0 0 0 0 136  7 0.993 
 
 
All Antenna Types by Participant 
The overall classification accuracy was 91.0% with individual participant accuracies 
ranging from the lowest at 88.3%, participant 4, to the highest at 95.6% correct, participant 5, 
classification rates, seen in Table 15. The lowest individual position classification rate was from 
position 6, 87.2%, with misclassification percentages from predictions of position 3, 43.7%, and 
position 4, 41.7%. The highest position accuracy was position 2, with an overall accuracy of 
97.8%, with 81.0% misclassification error from predictions of position 7. Although position 1 had 
a high accuracy of 92.3%, 89.0% of the misclassification error was from position 5 predictions, 
seen in Table 16.  This model had an overall CK value of .895, signifying an excellent agreement 
between the actual values and predictor.  
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Table 14. K-fold cross validation with accuracy and cohen’s kappa values for all antenna types by 
participant (k=10). 
  Participant 1 Participant 2 Participant 3 Participant 4 Participant 5 Participant 6 
Fold ACC CK ACC CK ACC CK ACC CK ACC CK ACC CK 
1 0.870 0.839 0.895 0.871 0.928 0.914 0.896 0.875 0.982 0.978 0.847 0.815 
2 0.911 0.891 0.915 0.897 0.930 0.917 0.877 0.853 0.966 0.958 0.868 0.842 
3 0.893 0.868 0.949 0.938 0.898 0.878 0.833 0.800 0.957 0.947 0.920 0.903 
4 0.946 0.934 0.897 0.875 0.914 0.897 0.868 0.843 0.957 0.947 0.913 0.896 
5 0.930 0.914 0.924 0.908 0.900 0.881 0.915 0.898 0.957 0.948 0.956 0.947 
6 0.864 0.830 0.931 0.916 0.922 0.906 0.921 0.905 0.948 0.937 0.929 0.915 
7 0.883 0.856 0.949 0.938 0.866 0.841 0.873 0.848 0.957 0.947 0.904 0.884 
8 0.876 0.848 0.932 0.918 0.914 0.898 0.868 0.842 0.957 0.948 0.938 0.926 
9 0.856 0.821 0.924 0.908 0.930 0.916 0.884 0.860 0.957 0.947 0.956 0.947 
10 0.861 0.830 0.917 0.899 0.917 0.900 0.892 0.871 0.941 0.929 0.915 0.898 
Average 0.889 0.863 0.923 0.907 0.912 0.895 0.883 0.859 0.958 0.949 0.915 0.897 
Standard 
Deviation 0.031 0.038 0.018 0.023 0.020 0.023 0.025 0.030 0.011 0.013 0.035 0.042 
 
Table 15. Confusion matrix and overall position accuracies for all antenna types classification by 
participant. 
n=1118 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 1729 0 3 3 129 10 0  1 0.923 
Actual: 
2 3 940 0 1 0 0 17  2 0.978 
Actual: 
3 46 4 1300 22 18 67 0  3 0.892 
Actual: 
4 15 1 24 836 39 38 0  4 0.877 
Actual: 
5 52 0 9 13 697 11 0  5 0.891 
Actual: 
6 7 0 45 43 3 700 5  6 0.872 
Actual: 
7 1 9 0 0 4 3 299  7 0.946 
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4.3.3 Discussion 
In contrast to the findings from the static mannequin testing, the EA performed lowered 
than the CA in each of the overall classifications by model. Among the classification errors in the 
supervised models, the position pairs 3/6, and 1/5 caused issues among all of the models. Looking 
at the EA and all antenna types by participant models, there is a similar misclassification error 
from predicting position 6 from positions 3 and 4. The largest difference between position 6 and 
positions 3 and 4 is the flexion of the elbow, causing tag positions 3 and 4 to displace further from 
the ground, close to tags 1 and 2. Although this is a large change, if the reader’s antenna is angled 
approximately at the elbow, there could be a similar tag distance away from the antenna across all 
three positions (3,4,6). It was expected that tags closer to the floor could experience ground-
reflection, affecting the signal strength, but this factor may not be as effective due to a noisy test 
environment with other reflectors. Positions 1 and 5 are identical in arm and shoulder position, but 
differ from a height offset. Depending on the height of the participant and how far the participant 
chose to lower the right arm during the transition to position 5, each tag position could have a 
relatively similar reader-tag distance. Participant 3 had the highest overall accuracy for the EA, 
but the lowest for both the CA and CFA. Although the reasons for this are unclear, participant 3 
could have had more distinct position differences with less variability while performing the 
exercises for the EA. 
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4.3.4 Semi-supervised model 
6-Fold Participant Batches by Antenna Type 
Seen in Table 17, the CFA had the highest overall accuracy for semi-supervised models at 
60.6%, and testing on participant 2 showed an 83.3% classification accuracy, the highest of any 
antenna type-participant combination. The EA exhibited the lowest classification accuracy, and 
corresponding CK values, yielding an overall accuracy of 45.6%. Testing on participant 1 using 
the EA model had a 21.7% classification rate and CK value of .003, which signifies the model 
performed marginally better than a random guess. Participant 1 had the lowest classification 
accuracy, 45.1%, averaged over the three antenna types, while participant 2 had the highest, at 
72.5%. Seen in Table 18, position 6 and 7 had the lowest position classification accuracies, of 
26.0% and 31.1%. Predictions of position 3 accounted for 54.8% of the position 6 misclassification 
error, and 31.1% from predictions of position 1. A majority of the position 7 misclassification 
error, 73.0%, was from predictions of position 2. Interestingly, position 2 had the highest 
classification accuracy at 79.0%. The classification accuracies of these semi-supervised models 
suggest there is a decent agreement between the classifier and data, but there was high variability 
between participants. 
 
Table 16. K-fold cross-validation results for each semi-supervised participant (k=6).  
 Commercial Embroidered Conductive 
Participant ACC CK ACC CK ACC CK 
1 0.547 0.451 0.217 0.003 0.589 0.503 
2 0.588 0.497 0.755 0.693 0.833 0.796 
3 0.538 0.449 0.357 0.236 0.538 0.457 
4 0.701 0.631 0.544 0.464 0.705 0.645 
5 0.663 0.586 0.343 0.210 0.421 0.298 
6 0.405 0.285 0.521 0.439 0.550 0.456 
Average 0.574 0.483 0.456 0.341 0.606 0.526 
Standard Deviation 0.105 0.122 0.190 0.241 0.144 0.173 
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Table 17. Confusion matrix across all semi-supervised participant testing and position accuracies. 
n=7147 Predicted:  1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 1133 43 40 51 355 157 24  1 0.628 
Actual: 
2 1 741 0 0 5 0 191  2 0.790 
Actual: 
3 32 0 786 264 20 333 2  3 0.547 
Actual: 
4 30 0 191 522 34 108 3  4 0.588 
Actual: 
5 446 0 0 1 403 0 0  5 0.474 
Actual: 
6 207 0 364 81 12 233 0  6 0.260 
Actual: 
7 1 168 0 0 61 0 104  7 0.311 
 
4.3.5 Discussion 
 The semi-supervised model had significantly lower accuracies than the supervised models 
across all antenna types. Participant 1 is the tallest in the participant pool, having a height of 188 
cm while the average height among the participants is 172.5 cm, and had the lowest accuracy in 
any of the three antenna models at 21.7% with the EA. The confusion matrix for participant 1 with 
EA shows a 0% accuracy rate for positions 5 and 7. The entirety of misclassification error for 
position 5 is from predictions of position 1, which has the same shoulder and arm configuration at 
a lower height. Position 7 experiences the same effect, having position 2 accounting for all of the 
misclassification error, and very similar arm and shoulder positions. The difference in height can 
explain these two positions being misclassified since the training set for participant 1 did not 
contain any data from similarly tall participants, which may teach the system incorrectly.  
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4.3.8 Participant Variability 
Height  
Seen in Table 19, the average height of participants for this study was 172.5 cm participant 
1 was the tallest among the test participants, at 188 cm, while participants 2, 3 and 4 were all 168 
cm (the minimum height to participate in this experiment. Using this data, relationships can be 
discussed from participant-participant variability. 
 
Table 18. Participant height variation. 
Participant 1 2 3 4 5 6 Average 
Height (cm) 188 168 168 173 168 170 172.5 
 
 
While examining the participant 1’s confusion matrix for the semi-supervised model with 
embroidered antenna, which yielded a CK value of .003, it is evident that there were position pairs 
that caused ambiguity for ANN classification predictions. Seen in Table 20 in red font, position 5 
was misclassified 100% of the time, all due to position 1 predictions. In the semi-supervised model, 
since the training of the ANN is done with five participants and tested on the remaining participant, 
if there is high participant-participant variability and the signal signatures of the test participant 
are not represented in the testing set, misclassification errors can occur due to position ambiguity. 
When looking at the signal strength signatures between participants, the height difference between 
participants 1 and 2 may have caused very similar patterns for positions 1 and 5, seen in Figure 
27b.  
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Table 19. Confusion matrix for Participant 1 in the semi-supervised model using embroidered tags. 
 
 
n=345 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 58 25 0 0 55 5 18  1 0.341 
Actual: 
2 0 7 0 0 0 0 0  2 1.000 
Actual: 
3 0 0 4 1 0 19 0  3 0.208 
Actual: 
4 0 0 3 0 0 0 0  4 0.000 
Actual: 
5 55 0 0 0 0 0 0  5 0.000 
Actual: 
6 0 0 45 29 0 6 0  6 0.075 
Actual: 
7 0 15 0 0 0 0 0  7 0.000 
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Figure 22. (a) Participant signal strength signatures for Positions 1 and 5, and (b) motion capture model and 
participant representation of Positions 1 and 5.  
(a) (b) 
  65 
Within a single participant’s data, Position pairs 1-5 and 3-6 had the most misclassification 
issues. Seen in Figure 28b, antenna ambiguity based on the tags being in similar reader antenna-
tag distances causes similar signal strength signatures. If the participant is fairly consistent in the 
arm extension angle, position 1 is extremely similar to position 5, with the only difference being a 
slight change in Tag 1’s orientation and an offset in height. If the reader antenna is situated at an 
elbow height, this can certainly cause the equidistant path ambiguity. For positions 3 and 6, the 
tags are not as identical in configuration, but the tags may maintain very similar reader antenna-
tag distances depending on the height of the participant.  Adding more RFID tags on the human 
subject on other parts of the body or having two reader antennas situated for diverse vision paths 
to the tags would greatly reduce or eliminate misclassification error from path ambiguity.  
 
 
Figure 23. (a) Motion capture models and participant representation of Position pairs 1-5 and 3-6. (b) Antenna 
ambiguity between reader antenna-tag paths distances. 
(a) (b) 
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4.4.1 Neutral Clothing 
Seen in Table 21, the neutral clothing test had an overall classification accuracy of 99.7% 
across all three antennas, signifying a near-perfect agreement between the predictor and actual 
values. In this test, sustaining one position per data collection without any transitions may have 
shifted the experiment to a more unrealistic and ideal testing method, but still offers the insight 
that position-sensing using RFID tags mounted on a t-shirt and skin instead of being spaced from 
the body by the IMUs is feasible. Although the CA had the highest overall classification rate, all 
three antenna types achieved near-perfect accuracy rates, being evidence the antenna type was not 
a significant factor in this test. Similarly, the position accuracies were all above 99%, seen in Table 
22, suggesting specific positions were not problematic for the neural network classification.   
 
Table 20. K-fold cross-validation using supervised models for the neutral clothing test (k=10). 
  Commercial Embroidered Conductive 
Fold ACC CK ACC CK ACC CK 
1 1.000 1.000 1.000 1.000 1.000 1.000 
2 1.000 1.000 1.000 1.000 0.976 0.972 
3 1.000 1.000 1.000 1.000 0.976 0.972 
4 1.000 1.000 1.000 1.000 1.000 1.000 
5 1.000 1.000 1.000 1.000 1.000 1.000 
6 1.000 1.000 1.000 1.000 1.000 1.000 
7 1.000 1.000 1.000 1.000 1.000 1.000 
8 1.000 1.000 0.976 0.972 1.000 1.000 
9 1.000 1.000 1.000 1.000 1.000 1.000 
10 1.000 1.000 1.000 1.000 1.000 1.000 
Average 1.000 1.000 0.998 0.997 0.995 0.994 
Standard  
Deviation 0.000 0.000 0.008 0.009 0.010 0.012 
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Table 21. Confusion matrix for the supervised neutral clothing test. 
n=1260 
Predicted: 
 1 
Predicted: 
 2 
Predicted: 
 3 
Predicted: 
 4 
Predicted: 
 5 
Predicted: 
 6 
Predicted: 
 7  Position ACC 
Actual: 
1 179	 0	 0	 0	 1	 0	 0	 	 1 0.994 
Actual: 
2 0	 180	 0	 0	 0	 0	 0	 	 2 1.000 
Actual: 
3 0	 0	 180	 0	 0	 0	 0	 	 3 1.000 
Actual: 
4 0	 0	 0	 180	 0	 0	 0	 	 4 1.000 
Actual: 
5 1	 0	 0	 0	 178	 0	 0	 	 5 0.994 
Actual: 
6 0	 0	 0	 0	 0	 180	 0	 	 6 1.000 
Actual: 
7 0	 0	 0	 0	 1	 0	 180	 	 7 0.994 
 
4.4.2 Antenna Characterization  
Table 22. Antenna characterization results.  
Sample Commercial Conductive Fabric Embroidered Base Fabric 
Material Aluminum Silver-coated nylon tricot knit 
Silver-coated PET on 
cotton plain weave 
Cotton plain 
weave 
Thickness 
(mm) .203 .266 .929 .285 
WVTR 
(g/m2⋅day) 4.411±1.1 149.293±7.9 127.937±5.8 140.236±6.1 
Bending Rigidity 
(µN⋅m) --* .17 --* .45 
Resistance Across 
Antenna 
(Ω) 
.05  12  63  -- 
* Samples were too stiff to yield bending lengths. 
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The following discussions on the antenna characterization are in reference from the results in 
Table 23: 
Thickness 
Both the CA and CFA materials had low thickness values, at .203 mm and .266 mm, 
respectively. In contrast, the embroidery from the EA resulted in a net thickness gain of .644 mm, 
over triple the thickness of the CA.  
 
WVTR 
 Being a combination of materials including a seemingly impermeable film, adhesive, and 
paper, the CA yielded a WVTR of 4.4 g/m2⋅day. The textile-based antenna samples were found to 
have significantly higher water vapor transmission rates than the commercial antenna, with the 
CFA material being the most water vapor permeable, resulting in a WVTR of 149.3 g/m2⋅day. 
 
Bending Rigidity  
CA and EA material samples exhibited high stiffness, and did not yield a bending length 
from the FAST bending meter. The CFA material and EA base fabric, a 1-by-1 plain weave, were 
both found to have bending rigidities in the acceptable range for textiles.  
 
Resistance across Antenna 
 The CA was found to have the lowest resistance across the antenna being .05 Ω, while the 
CFA and EA were 12 and 63 Ω, respectively. The difference is certainly caused in part by the 
manufacturing differences between the commercial versus fabric-based tags, specifically for the 
conductive epoxy connections, and also due to the material difference. A more direct path exists 
in the CA, and the material also has a lower base resistance. The conductive fabric is more uniform 
and dense with connections, potentially being another factor in the EA’s poor performance.   
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SEM Images 
The SEM images show the coating of both the conductive fabric and the conductive thread 
used for embroidered. Using Image J, the fiber diameters were found to be around 18.5 mm for 
the CFA material, and 12.0 mm for the EA thread, seen in Table 24. The coatings seemed uniform, 
with minor defects, seen on the right in Figure 29.  
 
 
 Figure 24. SEM images at 250X zoom showing structure on the left and showing minor coating defects at 8000x zoom on 
the right. 
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Table 23. Average fiber diameter for conductive fabric knit and conductive embroidered thread. 
Sample Average Fiber Diameter (µm) * 
CF Knit 18.54 ± 2.13 
Conductive Thread 12.01 ± 1.63 
*Average diameters found using Image J with 100 sample measurements 
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CHAPTER 5 
CONCLUSION 
 
This study explored using fabric RFID antennas for RSSI-based human position sensing. 
Although the human subject testing was performed only at 1 meter away, the respective average 
accuracies for each antenna type in the supervised models show promising results, up to 95%. The 
dominating misclassification errors, including position pairs 1-5, 3-4, and 3-6, can be explained 
by similar reader antenna-tag distances, causing related signal strength signatures, which 
introduces ambiguity within the neural network training. The semi-supervised model showed an 
average Cohen’s Kappa value of .45 over all three antenna types, signifying a moderate agreement 
between the predicted and actual values. This is a low value, but is partially due to the high 
variation of height in a small quantity of participants. Participant 1 had the lowest overall 
accuracies across all antenna types, but yielded a 100% misclassification error for position 5 (being 
misclassified as position 1). Discussed earlier, since the training set consisted of all participants 
except participant 1, and other participants performing position 1 had similar signal strength values 
as participant 1’s position 5 signature, this caused misaligned pairing in the model. With this said, 
using a much larger library of participants of all sizes may achieve a near-perfect classification 
rate in a semi-supervised model. 
In the pilot testing, the CFA had a significantly higher signal strength value represented at 
all positions and distances. The EA may have suffered from localized areas with small amounts of 
interlacings between the conductive sheath fibers. The CFA has exposed conductive coatings and 
a higher thickness than the CA, which may have been the reason for a higher overall signal 
strength. For human subject testing, the EA had the highest standard deviations at each of the tag 
positions, possible being a cause for lower overall classification rates. Although the CFA and CA 
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had differences in signal strength for the pilot testing, both shared a lower standard deviation than 
the EA and performed similarly.  
Weaknesses of current motion capture technology include high price points, impacting the 
naturalness of wearer movements, and reducing overall comfort from compressive, non-breathable 
materials. After the testing and development of RFID wearables in multiple environments, fabric-
based RFID tags could be incorporated into everyday clothing, such as athletic apparel, for 
seamless integration in performing daily activities. The early adopting applications of this 
technology include patient activity monitoring in homecare environments or virtual reality game 
integration for fuller immersion. In these cases, motion sensing data offers new insights and 
experiences, increasing efficiency for doctors reviewing day-to-day routines and incremental 
tallies of exercises, or offering new ways to game without the hassle or cost of traditional motion 
capture systems, while both may rely on reliable position sensing without extreme detail. When 
RFID enabled garments can be used with similar precision as current motion capture systems, 
application fields widen, and the utility for having an inexpensive RFID enabled garment would 
be heightened. Using more detailed motion analysis, workplace ergonomics could be assessed with 
extracting posture and position data of employees over long periods of time.  
 Future work includes creating and testing fabric-based RFID tags within a knitted garment, 
testing in multiple types of environments while using smartphone-enabled RFID readers, and 
testing how other signal features can be used with RSSI for continuous motion capture in a space. 
The RFID tags used in this study were all attached to the human subjects for testing, while the end-
use focuses on usability of garments with integrated RFID fabric-based tags. When the tags are 
within the clothing of a user, there may be changes in the signal strength when the textile is 
stretched, offering more insight on the motions happening. Subjective analysis on comfort and 
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wearability of the new RFID-enabled garments would provide insight into the commercial 
limitations behind this use case. Testing how the system can be calibrated and can function in 
various environments, specifically with more interference can be informative in testing the 
robustness of the system. Using smartphone accessories as the RFID readers is important for 
realizing this as a product that can be used by the general public in everyday life, being of interest 
for reducing the cost and enhancing the usability of the system. RSSI was chosen as a starting 
point for this platform, but using another signal feature, like phase or time of flight, in tandem with 
RSSI could provide further accuracy or precision in analyzing the positions of a person. This study 
focused on tracking merely the shoulder and arm as a result of time constraints, but tracking the 
either the torso or entire body may increase the accuracy of the overall system.  
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