Background: Crisis resource management (CRM) skills are a set of nonmedical skills required to manage medical emergencies. There is currently no gold standard for evaluation of CRM performance. A prior study examined the use of a global rating scale (GRS) to evaluate CRM performance. This current study compared the use of a GRS and a checklist as formal rating instruments to evaluate CRM performance during simulated emergencies. Methods: First-year and third-year residents participated in two simulator scenarios each. Three raters then evaluated resident performance in CRM using edited video recordings using both a GRS and a checklist. The Ottawa GRS provides a seven-point anchored ordinal scale for performance in five categories of CRM, and an overall performance score. The Ottawa CRM checklist provides 12 items in the five categories of CRM, with a maximum cumulative score of 30 points. Construct validity was measured on the basis of content validity, response process, internal structure, and response to other variables. T-test analysis of Ottawa GRS scores was conducted to examine response to the variable of level of training. Intraclass correlation coefficient (ICC) scores were used to measure inter-rater reliability for both scenarios. Results: Thirty-two first-year and 28 third-year residents participated in the study. Third-year residents produced higher mean scores for overall CRM performance than first-year residents (P Ͻ 0.05), and in all individual categories within the Ottawa GRS (P Ͻ 0.05) and the Ottawa CRM checklist (P Ͻ 0.05). This difference was noted for both scenarios and for each individual rater (P Ͻ 0.05). No statistically significant difference in resident scores was observed between scenarios for both instruments. ICC scores of 0.59 and 0.61 were obtained for Scenarios 1 and 2 with the Ottawa GRS, whereas ICC scores of 0.63 and 0.55 were obtained with the Ottawa CRM checklist. Users indicated a strong preference for the Ottawa GRS given ease of scoring, presence of an overall score, and the potential for formative evaluation. Conclusion: Construct validity seems to be present when using both the Ottawa GRS and CRM checklist to evaluate CRM performance during simulated emergencies. Data also indicate the presence of moderate inter-rater reliability when using both the Ottawa GRS and CRM checklist. Theacutemanagementofcri tically ill patients is not limited to Critical Care Medicine physicians, but is pertinent to all acute care specialties. 1 Despite this fact, instruction of skills required to successfully manage such crises is rarely provided in undergraduate or postgraduate education. 2,3 Although medical knowledge forms the foundation of resuscitation skills, it alone is insufficient. Studies reviewing Operating Room critical events indicate that human error is responsible for half of these complications. 4,5 A more important finding is that most of these events are not due to a lack of medical knowledge, but are attributable to errors in crisis resource management (CRM). CRM refers to a set of skills outside of medical knowledge that are required to effectively manage the actual crisis itself. Errors that occurred were found to be similar to those discovered during reviews of emergencies in other nonmedical professions such as the aviation, aerospace, and nuclear industries. 6 -11 The original crew resource man- 
agement skills identified in the nonmedical professions were then adapted for use in the medical setting as CRM skills. 1 Given the universal nature of critically ill patients, the instruction of CRM skills is essential for any acute care specialty. Similarly, the ability to formally evaluate performance in CRM seems equally important.
Recent advances in computer technology have enabled innovative medical education programs to incorporate computer-based patient simulation as an instruction tool for CRM skills. Although simulations provide a safe environment in which evaluation of resuscitation skills can be performed, it cannot be equated with evaluation of real-life performance. However, real-life resuscitation often takes place in an uncontrolled environment, with many factors influencing both the process and result of the attempted resuscitation. Because patient welfare takes precedence over the requirements to provide a controlled evaluation setting, many confounding factors are introduced in the evaluation of performance during a real-life emergency. These include supervisor intervention, variability in support staff assistance, and differences in the presentation and/or severity of each case. For all of the above reasons, while simulation can only provide an approximation of real-life resuscitation, it remains the only viable means to formally evaluate performance of resuscitation skills in a real-time and dynamic environment.
Few studies exist that formally validate performance evaluation during simulation. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] The lack of a gold standard for CRM performance represents the greatest obstacle in formally validating CRM evaluation and evaluation of performance during simulated emergencies. One rating instrument used in the Operating Room setting, the Anesthetists' NonTechnical Skills tool, has undergone formal evaluation and shows considerable promise. 25 A recent study at the University of Ottawa examined the role of a global rating scale (GRS) for the formal evaluation of CRM performance during common simulated emergencies. 26 The rating instrument used in the study was the University of Ottawa CRM GRS (hereafter referred as the "Ottawa GRS").
It is unclear what type of instrument should be used to measure CRM performance. While most of the studies in high-fidelity simulation have used checklists, these have been for evaluation of crises where specific solutions or "best actions" are recognized. In contrast, emergencies that commonly occur in the intensive care unit and Emergency Room (ER) (respiratory failure, shock, etc.) do not have a single "best action" or specific remedy. Some studies in medical education in other settings suggest checklists are unable to detect increases in levels of expertise, while GRS seem to be superior in detecting such differences. [27] [28] [29] Other studies have demonstrated that checklists can discriminate between differing levels of performance, especially in settings where clearly accepted "best actions" are present. 30, 31 Given the conflicting data, a comparison of a CRM checklist (hereinafter referred to as the "Ottawa CRM checklist") and GRS (Ottawa GRS) in the evaluation of CRM performance was conducted.
The American Educational Research Association and American Psychologic Association Standards for Educational and Psychologic Testing have outlined five components of evidence to support the presence of construct validity. 32, 33 The following four areas were examined for this study.
Content Validity
Content validity refers to whether or not the rating instrument covers all the relevant domains of CRM.
Response Process
Response process refers to the integrity of data and the maximum control and/or elimination of error associated with test administration. 32, 33 Therefore, both case delivery and scoring of performance were examined.
Relationship to Other Variables
Relationship to other variables was examined using the variable of residency experience and/or training through the hypothesis that postgraduate third-year (PGY-3) residents will have higher CRM scores than postgraduate first-year (PGY-1) residents. A corollary hypothesis that exists is that as residents gain more experience in CRM, they will have higher CRM scores.
Internal Structure
Internal structure refers to the statistical or psychometric properties of the instrument itself. 32, 33 Internal structure was therefore examined by the evaluation of both reliability and discriminatory ability measures for each simulator scenario and for each category within the Ottawa GRS and each category and/or item within the Ottawa CRM checklist.
METHODS

Target Population
The study was conducted with consenting PGY-1 and PGY-3 residents at the University of Ottawa, after receiving ethics approval from The Ottawa Hospital Research Ethics Board. The University of Ottawa holds accredited residency programs in all major medical, surgical, and anesthesiology specialties. Participants with prior simulator experience in residency were excluded. This excluded all PGY-3 residents from the Department of Anesthesiology. Recruitment took place via an anonymous e-mail advertisement.
Study Design
Participating residents were allocated into PGY-1 or PGY-3 groups. Each group of residents then participated in three separate half-day sessions-the simulator tutorial session, and two individual simulator scenario sessions.
Simulator Tutorial Session
The simulator tutorial session took place 2 days before the first simulator session and covered topics in acute resuscitation of critically ill patients. This was done to ensure that a minimal foundation of medical knowledge required for the acute management of critically ill patients was provided to all residents. The tutorial session also provided a brief orientation to the simulator patient and simulator room environment.
Simulator Sessions
The two simulator sessions took place within a 2-3 week period. Each resident performed as the lead physician for each simulator scenario. The order of scenarios was identical for each resident. The first scenario involved cardiac ischemia and arrhythmias in a postoperative patient, whereas the second scenario involved a patient presenting in acute shock and hypoxemic respiratory failure after severe trauma from a fall. Both cases were developed from real-life cases and were reviewed by simulator instructors and staff intensivists from across Canada for realism of case content and timing. Both cases were reviewed and/or used by instructors during the Canadian Local and National Acute Critical Events Simulation (ACES) courses-a skills-based Continuing Medical Education (CME) course using high-fidelity patient simulation and task trainers to train critical care residents in resuscitation skills. These cases were reviewed and/or used during the 2001 Local and 2002 National ACES courses. The programmed sequence of events for both scenarios required that residents re-evaluate and react to new problems in each scenario. Before each scenario, residents received a brief synopsis of the case, similar to a phone consultation for assessment.
The initial setting and the clinical events in each case were identical for all residents. For each case, support staff was present to assist the resident. Trained actors assumed the roles of registered nurse and respiratory therapist in each case. In the event that residents failed to intervene unaided to specific events during the scenario, support staff would give preset cues to assist residents in recognizing these events. These cues included repeated observation of abnormal vital signs or aberrant clinical signs. These cues were determined during the scenario development and were peer-reviewed by simulation instructors during the Canadian National ACES course and local ACES courses for realism and timing. The cues thus enabled the scenario to progress in a realistic fashion, as support staff interaction could assist residents of different skill levels.
Resident performance during the simulator scenario sessions was videotaped. The videotapes were digitally edited to superimpose a black dot over the image of the participant's face to completely hide their identity. Residents were also instructed to avoid using their own names. Three attending physicians, with experience in Critical Care Medicine and/or CRM skills instruction, evaluated each resident simulator scenario session using the Ottawa GRS and the Ottawa CRM checklist.
Development of Evaluation Instrument-Ottawa GRS
The Ottawa GRS is divided into five categories of CRM skills based on recognized CRM literature-problem solving, situational awareness, leadership, resource utilization, and communication (Appendix 1). 2, 3 An overall rating category for CRM performance was also provided. Each category was measured on a seven-point anchored ordinal scale with descriptive anchors to provide guidelines on alternating points along the scale. These descriptors were added to reduce personal bias in interpreting performance. The scoring system was designed so that a score of one corresponded to the performance judged to be that of a complete novice, and a score of three corresponded to the performance of a novice with some CRM and resuscitation experience. A score of five corresponded to the performance of a physician with sufficient CRM and resuscitation experience to manage critical events competently, whereas a score of seven corresponded to the performance of a physician with expertise in the area of resuscitation and CRM. The amount of cueing necessary for residents to act was taken into account in the Ottawa GRS descriptive anchors.
The individual Ottawa GRS categories, scoring system, and descriptive anchors for each category were developed using a Delphi process 34 to collect expert data and opinion about CRM evaluation. Input was received from Critical Care Medicine physicians, acute care specialty staff physicians (Anesthesiology, Emergency Medicine) and CRM experts from the University of Ottawa. Input was also received from other high-fidelity simulation instructors across Canada. An initial GRS was circulated to each expert in Ottawa and feedback received. After input was received and initial revisions made, the GRS was circulated to national simulation and/or CRM instructors during the 2001-2003 National ACES courses for feedback. Further modifications were made after receiving the feedback from national instructors. Before administration of the GRS, the local group of instructors met and made final revisions after a test run of GRS use on a pilot group of residents performing in simulated emergencies.
Development of Evaluation Instrument-Ottawa CRM Checklist
The Ottawa CRM checklist incorporates the CRM categories used with the Ottawa GRS (Appendix 2). However, the categories are further subdivided into individual items, each representing important actions or behaviors within that category. Each item was scored on a two-point scale, with two points for a successfully completed action/behavior, one point for a partially completed behavior (or if it required cueing), and no points for an omitted or inadequately completed behavior. A total of 12 items were identified; three items were given double weight (four, two, and zero) based on expert opinion. These were given extra weighting after unanimous input from both CRM and acute care specialty physicians indicating that these elements formed the foundation of successful CRM. A Delphi process 34 identical to the Ottawa GRS development (as described earlier) was used in the development of the Ottawa CRM checklist categories, scoring system, and descriptors.
Rater Training
Three raters (A, B, and C) were chosen to evaluate each resident case scenario session. Each rater was chosen for their expertise as an acute care physician and CRM instructor. The simulator instructor present for all simulator sessions was excluded from being a rater to preserve the integrity of the blinding process.
The simulator instructor and two of the three raters participated in the original Delphi process used in the development of the Ottawa GRS and Ottawa CRM checklist. Each simulator instructor reviewed video files of a substandard, standard, and near-expert level of performance for each scenario. Each rater individually rated the video files using the Ottawa GRS and Ottawa CRM checklist. All raters and the simulator instructor then met again to review the scoring by each rater for each session. The Ottawa GRS and Ottawa CRM checklist scoring system and use of descriptive anchors were revised, and statistical consensus was obtained from all three raters for each scoring category. Raters then individually rated all sessions. Raters were not instructed on order of instrument used and were allowed to review the videotape if necessary to complete scoring with either instrument.
Measurement of Construct Validity
Construct validity was measured with the four American Educational Research Association and American Psychologic Association Standards for Educational and Psychologic Testing variables of content validity, response process, internal validity, and the relationship to the variable of training. 32, 33 Content validity and response process were not measured statistically, but through the analysis as described in the Discussion section. Response to the variable of training was thus measured by comparing PGY-1 and PGY-3 Ottawa GRS and Ottawa CRM checklist scores. Analysis of performance between groups was conducted by t test analysis of a mean of the raters' scores. A comparison of PGY-1 and PGY-3 scores between scenarios was also performed for both the Ottawa GRS overall scores and Ottawa CRM checklist total scores using an analysis of variance for each rater to examine if any differences in scores were present in both cases, and with each rater. Internal consistency was measured by assessed by measures of interobserver reliability using type III intraclass correlation coefficient (ICC) for the overall CRM performance score on the Ottawa GRS and individual GRS category scores. A type III ICC was also calculated for the summation score on the Ottawa CRM checklist and for the individual CRM checklist category scores.
Sample Size and Timeline
Sample size was based on the primary hypothesis that PGY-3 residents will outperform PGY-1 residents. The sample size was based on Cohen's 35 definition of moderate effect size of 0.5 population standard deviation units. Since the hypothesis is directional, a one-tailed significance test was used with a power of 0.8. Based on these parameters, the required sample size was 50 for each group of residents.
In May 2002, when the study was presented at the 2002 Ontario Network of Medical Education, expert opinion indicated that an effect size calculation of 0.8 units would be more appropriate. This translated to a sample size target of 20 PGY-1 and 20 PGY-3 residents per group. By that time, 32 PGY-1 residents and 19 PGY-3 residents had been successfully completed participation in the study, with an additional nine PGY-3 residents already recruited for sessions in July and August 2002. Based on expert opinion, enrollment was terminated after the August 2002 resident group completed participation in the study.
RESULTS
Thirty-two PGY-1 and 28 PGY-3 residents were recruited (Table 1) . One PGY-1 and one PGY-3 resident withdrew from the second simulator session after participating in one simulator session due to an inability to attend the second simulator session. During the video recording process, three videos of PGY-1 simulator sessions and three videos from PGY-3 simulator sessions encountered technical problems and were thus excluded from the analysis. The remaining 112 sessions were analyzed, with 28 PGY-1 and 27 PGY-3 residents having recorded videos of both scenarios. All videos were included for analysis of construct validity by comparison of PGY-1 and PGY-3 scores. All videos were also used for analysis of inter-rater reliability. However, videos from residents with only one session for scoring were excluded from analysis of intercase reliability.
Construct validity through relationship to the variable of training for both the Ottawa GRS and Ottawa CRM checklist was examined by comparison of PGY-1 and PGY-3 scores (Tables 2 and 3 ). A significant difference between PGY-1 and PGY-3 residents was noted in both overall CRM performance scores on the Ottawa GRS (P Ͻ 0.05) and cumulative CRM checklist scores (P Ͻ 0.05).
Individual categories within the Ottawa GRS and Ottawa CRM checklist underwent analysis for construct validity with respect to relationship to the variable of training (Tables 4  and 5 ). Significant differences were present in all Ottawa GRS categories and all Ottawa CRM checklist categories (P Ͻ 0.05). An analysis of variance for overall CRM scores in the Ottawa GRS and cumulative CRM scores for the Ottawa CRM checklist was conducted for each case and with each rater (Tables 6 and 7 ). Significant differences were present in both cases with all raters (P Ͻ 0.05). A comparison of resident scores for overall GRS category scores and summation scores on the Ottawa CRM checklist from Scenario 1 to 2 was conducted (Table 8) . No significant difference in CRM performance was noted for either the Ottawa GRS or the Ottawa CRM checklist for PGY-1 and PGY-3 residents.
Inter-rater reliability for both the Ottawa GRS and Ottawa CRM checklist was also examined by a calculation of ICC scores. The overall CRM performance score on the Ottawa GRS demonstrated an ICC score of 0.59 and 0.61 for Scenarios 1 and 2, respectively ( Table 9 ). The cumulative checklist score on the Ottawa CRM checklist demonstrated an ICC score of 0.63 and 0.55 for Scenarios 1 and 2, respectively. Further analysis of individual categories within the Ottawa GRS revealed similar reliability scores for problem solving, leadership, and situational awareness, with ICC scores ranging from 0.48 to 0.63. The Ottawa GRS categories of Resource Utilization and Communication demonstrated lower reliability scores, with ICC scores ranging from 0.24 to 0.38. The pattern of reliability was again noted for individual items within the Ottawa CRM checklist, with ICC scores ranging from 0.46 to 0.60 for the categories of problem solving, leadership, and situational awareness. Lower inter-rater reliability measurements were again observed for Resource Utilization and Communication, with ICC scores ranging from 0.24 to 0.38.
DISCUSSION
The scientific validation of an evaluation device represents a daunting task. For high-fidelity simulation, the challenge is even greater, especially given the lack of an accepted gold standard for comparison. 36 In the case of CRM skills, it was also necessary to create and validate a formal instrument to measure CRM skill performance. Given the lack of gold standard, the role of high-fidelity simulation as a potential evaluation device was first examined by measures of construct validity and reliability for both instruments.
The Ottawa GRS and Ottawa CRM checklist demonstrated evidence for the presence of construct validity in multiple domains. 32, 33 Both the Ottawa GRS and Ottawa CRM checklist categories are based on the work by Gaba et al. 2 Both rating instruments and simulator cases were reviewed and modified through a Delphi process by both simulation and CRM instructors from across Canada, therefore content validity seems to be present.
Residents received an orientation session to familiarize themselves with the simulator environment, and each resident participated in identical scenarios. The use of scripted cues from support staff for each case also ensured uniformity of case delivery. An extensive Delphi rater training process was undertaken to complete the Ottawa GRS and the Ottawa CRM checklist, and that all videotapes were digitally converted to a uniform viewing format for rater evaluation. Therefore, both the case delivery and the rating process itself also seem to meet optimal criteria to minimize error in the scoring process itself, and therefore meet the criteria of response process.
Relationship to the variable of training was examined by comparing PGY-1 and PGY-3 scores. The study results indicate that both the Ottawa GRS and Ottawa CRM checklist could differentiate between PGY-1 and PGY-3 performance during simulator scenarios. Some readers may question whether the difference in performance was simply due to a difference in medical knowledge between the PGY-1 and PGY-3 groups. However, as the second case involved a trauma scenario, a difference in case-specific knowledge alone would seem insufficient to explain this difference, given that over half the PGY-3 residents did not train in surgical or trauma-related specialties. More importantly, regardless of the reason for the difference in observed performance between groups, all three raters consistently and reliably noted a significant difference in overall CRM scores between the PGY-1 and PGY-3 resident groups, as well as cumulative scores for the Ottawa CRM checklist (Tables 2 and 3 ). These results would suggest that both the Ottawa GRS and Ottawa CRM checklist differentiated groups not based on differences in medical knowledge alone, but on some other skill set, such as CRM performance. The fact that all CRM categories in the Ottawa GRS and Ottawa CRM checklist demonstrated this effect would suggest that from a relationship-to-other-variables perspective, construct validity is present (Tables 4 and  5 ). The fact that these differences were also observed with each case and with each rater (Tables 6 and 7) further strengthens the notion that construct validity is present. Construct validity was also measured by the effect of simulator session participation on CRM scores from the second simulator session (Table 8 ). The fact that resident overall CRM scores on the Ottawa GRS and cumulative scores on the Ottawa CRM checklist did not improve is not surprising, given the short-time interval between the first and second sessions. A more robust analysis of the effect of experience on CRM would involve PGY-1 residents again performing in the simulator later in training, when they would have presumably acquired a significant amount of CRM experience. Future studies will incorporate this design change.
Both the Ottawa GRS and the Ottawa CRM checklist seemed to demonstrate discriminatory ability for each case, as statistically significant differences between PGY-1 and PGY-3 residents were observed both in overall and individual categories. From a reliability perspective, the Ottawa CRM overall performance, problem solving, situational awareness, and leadership style categories demonstrated moderate ICC scores ( Table 9 ). Similar ICC scores were seen in the same categories for the Ottawa CRM checklist. Therefore, construct validity seems to be present from the perspective of internal structure.
Although prior studies in high-fidelity simulation mostly used checklists of recognized "best" actions and behaviors for problems with recognized solutions, data from other settings in medical education suggest that the GRS is superior in detecting differences from the novice and expert performer. 27, 28, 29 However, in this case, both the Ottawa GRS and Ottawa CRM checklist demonstrated good measures of construct validity. The fact that all Ottawa GRS and Ottawa CRM checklist categories demonstrated this effect is also important. These findings would support the premise that differences in CRM performance during simulated emergencies can be detected using both the Ottawa GRS and Ottawa CRM checklist.
The Ottawa CRM checklist differs from many of the checklists used in prior studies is that it was designed for generic use and not as a checklist of "correct" actions for specific emergencies where a "best solution" is present. Given that most emergencies in medicine do not have such "best solutions," this difference may account for the similar properties observed for both the Ottawa GRS and Ottawa CRM checklist.
From the perspective of reliability, while an ICC score of 0.60 represents a moderate level of inter-rater reliability, it is not considered to be ideal for high stakes (or "summative") evaluation. Given the fact that both rating instruments are unproven as evaluation tools, it is difficult to determine if reliability was decreased due to errors in the rating instrument design or due to errors in the rater training process, or a combination of the two. In reviewing the individual rater scores, the so-called "dove/hawk" effect was observed-some raters may consistently score performances lower than other raters (hawks), whereas other raters may consistently score performances higher than other raters (doves). 37 Rater B clearly demonstrated mean overall CRM performance scores and cumulative checklist scores higher than Raters A and C in both simulator scenarios. This finding suggests that the rater training process may be at least partially responsible for some of the variability between raters. Given the above results, it is likely that revisions both to the original instrument design and rater training process will be required before greater inter-rater reliability will be observed.
It is important to recognize that the results of this study indicate both the Ottawa GRS and Ottawa CRM checklist seem equivalent at this time in terms of construct validity and inter-rater reliability. This was based on a comparison of scores from two different sets of residents at the PGY-1 and PGY-3 level of training. However, the study does not specifically determine which instrument may be able to detect changes in CRM skills expertise as residents' progress through training; such comparisons are premature given the scope of this study.
While the rating instruments are being compared in their potential role as a summative evaluation tool, they may also serve a formative role in providing valuable feedback and direction for self-improvement to residents as they progress in training. This study did not specifically examine this issue. The Ottawa CRM checklist provides more items for each CRM category, which may be helpful in identifying specific strengths and weaknesses within a resident's CRM skill set. However, the GRS provides a greater range of scores within each category, which may allow a resident to track their progress as they become more proficient in both acute resuscitation and CRM skills. The Ottawa GRS also provides descriptive anchors that incorporate many of the ideal behaviors and actions for each CRM category. Ultimately, if revisions to instrument design and/or rater training fail to separate the Ottawa GRS and Ottawa CRM checklist in terms of reliability and validity, issues of feasibility and formative feedback will likely play a pivotal role in determining which rating scale is preferable for CRM evaluation. Furthermore, while construct validity and reliability are key characteristics of any potential evaluation device, feasibility is a key educational consideration. Given that both instruments demonstrate excellent measures of construct validity and similar measures of inter-rater reliability, feasibility may ultimately determine which device is preferable. Each rater indicated a strong preference for the Ottawa GRS, given its simplicity, overall CRM performance score, ease of use, and greater flexibility in allocating scores for CRM performance. Each instructor noted that the Ottawa GRS was easier to score, and allowed for greater flexibility in judgment. They also commented that the Ottawa GRS took less time to administer while scoring. While the Ottawa CRM checklist provides more categories for scoring, the narrow range for scoring and extra time required to complete the checklist were both noted by each rater as significant drawbacks compared with the Ottawa GRS. The narrow range of scoring was also identified by each rater as an obstacle for use as a formative evaluation tool. However, the checklist's comprehensive list of actions may also provide more information to a resident in training. As revisions to the Ottawa GRS and Ottawa CRM checklist are underway, issues of reliability and validity will need to be re-examined to ensure equivalence between both instruments still exists.
High-fidelity simulation is fast becoming an integral component of training in academic centers. 38 This is likely in recognition of the fact that high-fidelity simulation represents the only safe alternative to real-life practice for the acquisition of experience in acute resuscitation and CRM. For this reason alone, further examination of its potential as a formal evaluation device for CRM and other skill sets in acute resuscitation is warranted. The results of this publication suggest that high-fidelity simulation may indeed play a key role in the evaluation of CRM. A second follow-up study with resident participation at the University of Ottawa is already underway to assess revisions to both instrument design and ICC, intraclass correlation coefficient.
rater training for both the Ottawa GRS and Ottawa CRM checklist. Resident recruitment has also been redesigned to allow PGY-1 residents to participate in their PGY-2 and PGY-3 year of training. The results from this study will provide a more robust comparison on the validity, reliability, and feasibility of both instruments. Until then, given the similarity in measures of reliability and validity, the choice of rating instrument for the assessment of CRM will likely reflect differences in feasibility and personal preference for each instrument.
CONCLUSION
High-fidelity simulation offers the opportunity to evaluate a skill set previously no gold standard for evaluation of CRM current exists. This study examined the use of a CRM skills GRS and checklist in formally evaluating CRM performance. Construct validity seemed to be present for both instruments from the perspective of content validity, response process, internal structure, and relationship to the variable of training. The Ottawa GRS and Ottawa CRM checklist demonstrated statistically significant differences in PGY-1 and PGY-3 scores, indicating that both instruments demonstrate the ability to discriminate between participants of differing levels of ability. Both the Ottawa GRS and Ottawa CRM checklist demonstrated moderate measures of inter-rater reliability, with poor reliability demonstrated in both instruments in several CRM categories, indicating that future revisions in design for both instruments are necessary. From a feasibility perspective, users indicated a strong preference for the Ottawa GRS, given the ease of scoring, presence of overall score, and potential use as a tool for formative evaluation. A second study is underway to examine further issues of validity and reliability once instrument design and rater training revisions are completed.
