Batch normalization has been widely used to improve optimization in deep neural networks. While the uncertainty in batch statistics can act as a regularizer, using these dataset statistics specific to the training set impairs generalization in certain tasks. Recently, alternative methods for normalizing feature activations in neural networks have been proposed. Among them, group normalization has been shown to yield similar, in some domains even superior performance to batch normalization. All these methods utilize a learned affine transformation after the normalization operation to increase representational power. Methods used in conditional computation define the parameters of these transformations as learnable functions of conditioning information. In this work, we study whether and where the conditional formulation of group normalization can improve generalization compared to conditional batch normalization. We evaluate performances on the tasks of visual question answering, few-shot learning, and conditional image generation.
Introduction
In machine learning, the parameters of a model are typically optimized using a fixed training set. The model is then evaluated on a separate partition of the data to estimate its generalization capability. In practice, even under the i.i.d. assumption 1 , the distribution of these two finite sets can appear quite different to the learning algorithm, making it challenging to achieve strong and robust generalization. This difference is often the result of the fact that a training set of limited size cannot adequately cover the cross-product of all relevant factors of variation. This issue can be addressed by making strong assumptions that simplify discovering a family of patterns from limited data. Bahdanau et al. [1] , for example, show that their proposed synthetic relational reasoning task can be solved by a Neural Module Network (NMN) [2] with fixed tree structure, while models without this structural prior fail.
Recent studies propose different benchmarks for evaluating task specific models for their generalization capacity [3, 4, 1] . While in this paper, we focus on visual question answering (VQA), few-shot learning and generative models, any improvement in this direction can also benefit other domains such as reinforcement learning. Some of the best-performing models for each of these tasks are deep neural networks that employ Conditional Batch Normalization (CBN) [5] for modulating normalized activations with contextual information. For Batch Normalization (BN), one usually has to precompute activation statistics over the training set to be used during inference. Since BN [6] (and thus also CBN) relies on dataset statistics, it seems that it may be vulnerable to significant domain shifts between training and test data. A recent study by Galloway et al. [7] indicates that BN is also vulnerable to adversarial examples.
The recently proposed Group Normalization (GN) [8] normalizes across groups of feature maps instead of across batch samples. Here, we explore whether a conditional formulation of GN is a viable alternative for CBN. GN is conceptually simpler than BN, as its function is the same during training and inference. Further, GN can be used with small batch sizes, which may help in applications with particularly large feature maps, such as medical imaging or video processing, in which the available memory can be a constraint.
We compare Conditional Group Normalization (CGN) and CBN in a variety of tasks to see whether there are any significant performance differences. Section 2 reviews some basic concepts that our work builds upon. Section 3 describes setup and results of our experiments. Finally, we draw conclusions and present some directions for future work in Section 4.
Background

Normalization Layers
Several normalization methods have been proposed to stabilize and speed-up the training of deep neural networks [6, 8, 9, 10] . To stabilize the range of variation of network activations x i , methods such as BN [6] first normalize the activations by subtracting mean µ i and dividing by standard deviation σ i :
The distinction between different methods lies in how exactly these statistics are being computed. Wu and He [8] aptly summarize several methods using the following notation.
be a four-dimensional vector, whose elements index the features along the batch, channel, height and width axes, respectively. The computation of the statistics can then be written as
where the set S i of size m is defined differently for each method and is a small constant for numerical stability. BN, for instance, corresponds to:
i.e. S i is the set of all pixels sharing the same channel axis, resulting in µ i and σ i being computed along the (N, H, W ) axes.
As Lei Ba et al. [9] point out, the performance of BN is highly affected by the batch size hyperparameter. This insight led to the introduction of several alternative normalization schemes, that normalize per sample, i.e. not along batch axis N . Layer Normalization (LN) [9] , which normalizes activations within each layer, corresponds to the following set definition:
Ulyanov et al. [10] introduce Instance Normalization (IN) in the context of image stylization. IN normalizes separately for each sample and each channel along the spatial dimensions:
Recently, Wu and He [8] introduced GN, which draws inspiration from classical features such as HOG [11] . It normalizes features per sample, separately within each of G groups, along the channel axis:
GN can be seen as a way to interpolate between the two extremes of LN (corresponding to G = 1, i.e. all channels are in a single group) and IN (corresponding to G = C, i.e. each channel is in its own group).
After normalization, all above mentioned methods insert a scaling and shifting operation using learnable per-channel parameters γ and β:
This "de-normalization" is done to restore the representational power of the normalized network layer [6] .
CBN [5, 12] is a conditional variant of BN, in which the learnable parameters γ and β in Equation 7 are replaced by learnable functions
of some per-sample conditioning input c k to the network with parameters W γ , W β , b γ , b β . In a VQA model, c k would for instance be an embedding of the question [12] . Dumoulin et al. [13] introduce Conditional Instance Normalization (CIN), a conditional variant of IN similar to CBN, replacing BN with IN. In our experiments, we also explore a conditional variant of GN.
Visual Question Answering
In VQA [14, 15] , the task is to answer a question about an image. This task is usually approached by feeding both image and question to a parametric model, which is trained to predict the correct answer, for instance via classification among all possible answers in the dataset. One recent successful model for VQA is the Feature-wise Linear Modulation (FiLM) architecture [12] , which employs CBN to modulate visual features based on an embedding of the question.
Few-Shot Classification
The task of few-shot classification consists in the challenge of classifying data given only a small set of support samples for each class. In episodic M -way, k-shot classification tasks, meta-learning models [16] learn to adapt a classifier given multiple M -class classification tasks, with k support samples for each class. The meta-learner thus has to solve the problem of generalizing between these tasks given the limited number of training samples. In this work we experiment with the recently proposed Task dependent adaptive metric (TADAM) architecture [17] . It belongs to the family of meta-learners, that employ nearest neighbor classification within a learned embedding space. In the case of TADAM, the network providing this embedding is modulated by a task embedding using CBN.
Conditional Image Generation
Some of the most successful models for generating images are Generative Adversarial Networks (GANs) [18] . This approach involves training a neural network (Generator) to generate an image, while the only supervisory signal is that from another neural network (Discriminator) which indicates whether the image looks real or not. Several variants of GANs [19, 20] have been proposed to condition the image generation process on a class label. More recently, the generators that work best stack multiple ResNet-style [21] architectural blocks, involving two CBN-ReLU-Conv operations and an upsampling operation. These blocks are followed by a BN-ReLU-Conv operation to transform the last features into the shape of an image.
Such models can be trained as Wasserstein GANs using gradient penalty (WGAN-GP) as proposed by Gulrajani et al. [22] , which gives mathematically sound arguments for an optimization framework. We adopt this framework for our experiments. More recently, two of the most noteworthy GAN architectures, Self-Attention GAN (SAGAN) [23] and BigGAN [24] , use architectures similar to WGAN-GP, with some important changes. SAGAN inserts a self-attention mechanism [25, 26, 27] to attend over important parts of features during the generation process. In addition, it uses spectral normalization [28] to stabilize training. The architecture of BigGAN is the same as for SAGAN, with the exception of an increase in batch size and channel widths, as well as some architectural changes to improve memory and computational efficiency. Both these models have been successfully used in generating high quality natural images. In our experiments, we compare performance metrics of WGAN-GP networks using two types of normalization.
Experiments
Visual Question Answering
We study whether substituting CGN for CBN in the VQA architecture FiLM [12] yields comparable performance. We run experiments on several recently proposed benchmarks for compositional generalization.
Datasets
is a variant of the popular Compositional Language and Elementary Visual Reasoning (CLEVR) dataset [3] , that tests for compositional generalization. The images consist of rendered three-dimensional scenes containing several shapes (small and large cubes, spheres and cylinders) of differing material properties (metal or rubber) and colors. Questions involve queries for object attributes, comparisons, counting of sets and combinations thereof. In contrast to the regular CLEVR dataset, the training set of CLEVRCoGenT explicitly combines some shapes only with different subsets of four out of eight colors, and provides two validation sets: one with the same combinations (valA) and one in which the shape-color assignments are swapped (valB). To perform well on valB, the model has to generalize to unseen combinations of shapes and colors, i.e. it needs to somewhat capture the compositionality of the task. Figure 1a shows an example from this dataset. Figure 1c shows an example from the training set.
Model
We experiment with several small variations of the FiLM architecture [12] . The original architecture in Perez et al. [12] consists of an unconditional stem network, a core of four ResNet [21] blocks with CBN [5] and a classifier. The stem network is either a sequence of residual blocks trained from scratch or a fixed pre-trained feature extractor followed by a learnable layer of 3 × 3 convolutions. The scaling and shifting parameters of the core layers are affine transforms of a question embedding provided by a gated recurrent unit (GRU) [29] . The output of the last residual block is fed to the classifier, which consists of a layer of 512 1 × 1 convolutions, global max-pooling, followed by a fully-connected ReLU [30] layer using (unconditional) BN and a softmax layer, which outputs the probability of each possible answer. We train the following three variants that include CGN 2 :
1. all conditional and regular BN layers are replaced with corresponding conditional or regular GN layers.
2. all CBN layers are replaced with CGN, regular BN layers are left unchanged.
3. all CBN layers are replaced with CGN, regular BN layers are left unchanged, except the fully-connected hidden layer in the classifier, for which we remove normalization.
Besides the described changes in the normalization layers, the architecture and hyperparameters are the same as used in Perez et al. [12] for all experiments, except for SQOOP where they are the same as in Bahdanau et al. [1] . The only difference is that we set the constant of the Adam optimizer [31] to 1e−5 to improve training stability 3 . For SQOOP, the input to the residual network are the raw image pixels. For all other networks, the input is features extracted from layer conv4 of a ResNet-101 [21] , pre-trained on ImageNet [32] , following Perez et al. [12] . Tables 1, 2 and 3 show the results of training FiLM with CBN and CGN on the three considered datasets. In the experiments on CLEVR-CoGenT, all three CGN variants of FiLM achieve a slightly higher average accuracy. On FigureQA, CBN outperforms CGN slightly. In the hardest SQOOP variant with only one right-hand side object per left-hand side object (1 rhs/lhs), all three variants of CGN achieve a higher performance than CBN. For SQOOP variants whose training sets contain more combinations, CGN did not converge in some cases. Learning curves of models successfully trained on SQOOP seem to follow the same pattern: For a relatively large number of gradient updates there is no significant improvement. Then, at some point, almost instantly the model achieves 100% training accuracy. It is possible that a hyperparameter search or additional regularization is required to guarantee convergence.
Results
Few-Shot Learning
CBN has also been used in recent methods for few-shot learning [17, 33] . We replicate the experiments of Oreshkin et al. [17] on Mini-ImageNet and Fewshot-CIFAR100 (FC100) using their code for TADAM 4 and compare the results with a version that uses CGN instead of CBN. (BN in stem and classifier) 75.807 ± 0.511 
Fewshot-CIFAR100
[17] is a few-shot classification version of the popular CIFAR100 data set [35] . Similarly to Mini-ImageNet, it contains 100 classes and 600 samples per class. The resolution of the images is 32 × 32. The classes are split by superclasses to reduce information overlap between data set partitions, which makes the task more challenging than Mini-ImageNet. The training partition 
Model
TADAM [17] is a metric-based few-shot classifier, i.e. it learns a measure of similarity between query samples and class representations. The metric is based on a learned image embedding f φ (x, c) provided by a residual network. Figure 2 shows a diagram of the overall architecture. Each class template is computed as the average embedding of all support samples for the respective class. The Euclidean distances between the embedding of a query sample and each of the class templates, weighted by a learned scaling factor α, is then used to classify the query sample x * . The embedding network f φ (see the dashed boxes in Figure 2 ) is modulated using CBN with a conditioning input c. In the computation of the similarity metric, c is fed by a task embedding Γ provided by a task embedding network (TEN), which reads the average embeddings of support samples from all classes of the task. Note that f φ is evaluated without conditioning (i.e. by setting c to a zero vector 5 ) in the computation of the task embedding Γ (see bottom of Figure 2 ). For the GN version we replaced all conditional and regular BN layers with their corresponding conditional or regular GN version (with the number of groups set to 4). For a complete description of the experimental setup, including all other hyperparameters, we refer the reader to Oreshkin et al. [17] . We see that using CGN instead of CBN yields only slightly reduced performance on FC100, while there is a considerable 2.4% gap for Mini-ImageNet. Note, that we simply reuse the hyperparameters from Oreshkin et al. [17] , which were tuned for CBN. 
Results
Conditional Image Generation
Here we compare CBN and CGN on the task of generating images conditioned on their class label using the WGAN-GP [22] architecture.
Dataset
CIFAR-10 [35] is a data set containing 60000 32 × 32 images, 6000 for each of 10 classes. The dataset is split into 50000 training and 10000 test samples.
Model
We replicated the WGAN-GP [22] architecture from the original paper, which uses CBN. As in other tasks, we also train the CGN variants, where we substitute conditional and unconditional BN layers with the corresponding conditional or unconditional GN layers, with number of groups set to 4. We use the optimization setup from Gulrajani et al. [22] : a learning rate of 2e −4 for both generator and discriminator, five discriminator updates per generator update, and we also use the Adam optimizer [31] . We train using a single GPU (NVIDIA P100) and a batch size of 64. Figure 3 shows samples from WGAN-GP trained using each of the two normalization methods. For both normalization methods, in addition to a qualitative check of the generated samples, we calculate two scores that are widely used in the community to evaluate image generation Inception Score (IS) [36] and Fréchet Inception Distance (FID) [37] . We use publicly available code to calculate IS 6 and FID 7 . The computed values for real data may differ slightly from the original ones since these use PyTorch [38] implementations, while the original papers use TensorFlow [39] . However, we compare the same implementation of these metrics for true and generated data.
Results
IS is meant to measure the natural-ness of an image by checking the embedding of the generated images on a pre-trained Inception network [40] . Although the suitability of the IS for this purpose has been rightfully put into question [41] , it continues to be used frequently. FID measures how similar two sets of images are, by computing the Fréchet distance between two multivariate Gaussians fitted to the embeddings of the images from the two sets. The embeddings are obtained from a pre-trained InceptionV3 network [40] . In this case, we measure the distance between the real CIFAR-10 images, and the generated ones. This is a better metric than IS, since there is no constraint on the images being natural, and it is able to quantify not only their similarity to the real images, but also diversity in the generated images.
We first calculate the IS of the true images of CIFAR-10, for each class separately. Then, during training of a model, we sample images from the generator at regular intervals, and calculate the IS and FID of those images for each class separately. This allows us to see the effect of the different We also calculate the recently proposed Classification Accuracy Score (CAS) [42] for one instance of training using WGAN-GP with CBN and CGN each, shown in Figure 5 . In the computation of this metric, a ResNet [21] classifier is trained on data sampled from the generative model being evaluated. Then the accuracy of this classifier on the true validation data is calculated. Ravuri and Vinyals [42] mention that this could indicate the closeness of the generated data distribution to the true data distribution. All three metrics indicate that CBN is better than CGN in conditional generative models of images such as WGAN-GP.
The WGAN-GP model architecture consists of a series of residual blocks followed by bn-relu-conv layers. Each residual block contains two bn-relu-conv modules. Since the architectures of more recent models such as SAGAN [23] and BigGAN [24] are similar to that of the one we used, it is likely that the conclusions we draw from the WGAN-GP experiments transfer to them.
Conclusion
Because the performance of CBN heavily depends on the batch size and on how well training and test statistics match, we investigate the use of CGN as a potential alternative for CBN. We consider a set of experiments for VQA, few-shot learning and image generation tasks in which some of the best models rely on CBN for conditional computation. We experimentally show that the effect of this substitution is task-dependent, with performance increases in some VQA tasks that focus on systematic generalization, but a clear decrease in performance in conditional image generation. CGN's simpler implementation, its consistent behaviour during training and inference time, as well as its independence from batch sizes, are all good reasons to explore its adoption instead of CBN in tasks that require systematic generalization. That being said, further analysis is required to be able to confidently suggest one method over the other. For instance, a hyperparameter search for each of the normalization methods would be required to provide a better performance comparison. Also, we would like to characterize the sensitivity of CBN's performance to the batch size and focus on domains, such as medical imaging or video processing, for which efficient large-batch training becomes nontrivial. Lastly, since some of the success of BN (and consequently also CBN) can be attributed to the regularization effect introduced by noisy batch statistics, it seems worthwile to explore combinations of CGN with additional regularization as suggested for GN by Wu and He [8] . The latter is also motivated by recent successful attempts at replacing (unconditional) BN with careful network initialization [43] , which relies on additional regularization [44] to match generalization performance.
