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Abstrakt
Tato diplomová práce se zabývá problematikou implementace systému pro vytváření obec-
ných obrazových operací s využitím řetězce zpracování obrazu. Text práce představuje
koncept zpracování obrazu pomocí řetězců a ukazuje jeho přednosti a široké možnosti. Dále
se text soustřeďuje na detailní návrh systému založeného na tomto konceptu. Systém byl
úspěšně implementován, přičemž byly prozkoumány jeho vlastnosti a změřené výsledky byly
popsány a diskutovány. Nakonec je ukázána praktická aplikace systému v několika úlohách
zpracování obrazu.
Abstract
This master’s thesis deals with implementation of a system for creating general image oper-
ations using an image processing chain. The text introduces the concept of image processing
using chains and shows its advantages and possibilities. Furthermore, the text focuses on
the detailed design of a system based on that concept. The system was successfully imple-
mented and tested, while the results were described and discussed. Finally, the system is
shown in a practical application of several image processing tasks.
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Úvod
Řetězce zpracování obrazu jsou v současnosti široce využívanou technikou zpracování obrazu,
která v mnoha ohledech usnadňuje práci s obrazem, a má tak svou nezastupitelnou roli
v různých aplikacích. Na řetězce můžeme běžně narazit v celé řadě populárního software, i
když jejich využití nemusí být na první pohled znát.
V této práci nás budou zajímat řetězce zpracování obrazu z hlediska problematiky je-
jich implementace. Implementace řetězce totiž není zcela triviální, zvláště pokud má být
provedena kvalitně. Přes rozšířenost řetězců se však k problematice jejich implementace
přistupuje ad hoc. Neexistuje žádný ucelený vědní obor, který by se řetězci zpracování
obrazu podrobně zabýval. Není to nakonec ani potřeba. Řetězce lze vyvíjet intuitivně se
základními znalostmi programování. Navíc je obvykle potřeba jejich implementaci přizpů-
sobit konkrétní aplikaci.
Nicméně to znamená, že při vývoji každého nového software využívajícího řetězce je
často potřeba řešit jeden a ten samý problém - problém implementace řetězce, který musel
být mnohokrát řešen už dříve jinými vývojáři.
Dalo by se říci, že chybí nějaká snadno použitelná a univerzální implementace řetězce
zpracování obrazu, která by byla snadno aplikovatelná v novém software. Taková implemen-
tace by mohla být velmi užitečná. Existuje mnoho úloh zpracování obrazu, které by řetězce
mohly pomoci řešit. Navíc současný výkonný hardware k použití řetězců přímo vybízí.
Dnešní počítače zvládají nad obrazem vykonávat obrovské množství operací v krátkém čase.
Stále častěji také využíváme výhod víceprocesorové architektury a paralelního zpracování.
V řetězcích zpracování obrazu se tak v kombinaci se současnými technickými možnostmi
skrývá velký potenciál.
Cílem této diplomové práce je navrhnout a implementovat systém pro vytváření řetězců
zpracování obrazu za účelem jeho využití ve vyvíjených aplikacích zpracování obrazu.
Takový systém by řešil problém implementace řetězce při vývoji aplikace, čímž by urychlil
její realizaci při současném rozšíření funkcionality. V návrhu výsledného systému se za-
měříme na univerzálnost systému, snadnost jeho použití a pokud to bude možné i na
výkonnost a spolehlivost celého řešení.
V textu této práce budou nejdříve stručně probrány základní techniky zpracování obrazu
související s řešeným tématem. V další kapitole pak bude v návaznosti na první kapitolu
vysvětlen koncept řetězce zpracování obrazu a budou naznačeny jeho možnosti. Tyto první
dvě kapitoly byly vytvořeny v rámci semestrálního projektu.
Další kapitoly byly sepsány později při řešení této diplomové práce. První z těchto kapi-
tol se soustřeďuje se na detailní analýzu systému a možnosti implementace jeho částí včetně
uvedení rozšiřujících funkcí, které by mohly systém značně vylepšit. V dalších kapitolách
pak bude představena implementace systému a budou srovnány její vlastnosti s jinými přís-
tupy. V poslední kapitole budou nakonec ukázány příklady aplikace systému v konkrétních
úlohách zpracování obrazu.
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Kapitola 1
Zpracování obrazu
V této kapitole bude vysvětlen pojem zpracování obrazu a bude stručně představeno něko-
lik základních technik práce s obrazem souvisejících s řetězcem zpracování obrazu. Cílem
rozhodně není pokrýt celou teorii z mnoha oblastí zpracování obrazu, ale poskytnout jakousi
oporu pro další text práce. Uvedené informace vycházejí zejména z publikací [6, 11].
1.1 Pojem obraz
Na začátku kapitoly uvedeme nutnou definici pojmu obraz, který budeme v celém textu
často používat. Obecně význam tohoto pojmu silně závisí na kontextu, v jakém je uveden.
V této práci budeme obrazem vždy mínit digitalizovaný obraz, který lze matematicky
definovat jako diskrétní funkci dvou souřadnic f(x, y) v rovině. V počítačích je tato funkce
obvykle představována maticí, jejíž prvky jsou dále nedělitelné obrazové elementy, tzv.
pixely, zjednodušeně nazývané též body. Tyto prvky mohou být dle typu obrazu skalární
hodnoty nebo vektory hodnot popisující barvu pixelu. Např. pro obraz v barevném modelu
RGB může být každý pixel trojicí hodnot v intervalu 〈0; 1〉 udávajících intenzity barevných
složek R, G, B. Pro šedotónový obraz je pixel vyjádřen jedinou hodnotou intenzity.
1.2 Zpracování obrazu, typické techniky
Zpracováním obrazu rozumíme proces provádění určitých operací s obrazem, resp. aplikaci
algoritmů na obraz. Vstupem tohoto procesu je obraz a výstupem buď obraz jiných vlast-
ností nebo nějaká zjištená informace či příznak.
Existuje mnoho technik zpracování obrazu a je též mnoho způsobů, jak se v nich orien-
tovat. Můžeme je dělit např. podle aplikací, typu algoritmu, lokality vlivu na obraz (bodové,
lokální a globální) nebo linearity (lineární, nelineární). My se zde ale budeme soustředit jen
na techniky významné z hlediska řetězců zpracování obrazu. Pro přehlednost je rozdělíme
do tří skupin: filtrace obrazu, geometrické transformace a ostatní techniky.
Filtrace obrazu Filtrační techniky nebo filtry jsou obvykle využívány ke zvýraznění nebo
potlačení informací vyskytujících se v obraze. Významná část těchto technik úzce
souvisí s teorií zpracování signálů. Typicky filtry využíváme ke zlepšení vlastností
obrazu nebo za účelem zjednodušení jeho dalšího zpracování. Jako příklady častých
úloh filtrů uveďme vyhlazení obrazu a potlačení šumu, doostření špatně zaostřeného
snímku nebo zvýraznění hran.
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Geometrické transformace Jde o techniky transformace souřadnic pixelů obrazu, které
umožňují realizovat například operace zvětšení či zmenšení obrazu, posun, rotaci a
jiné. Příkladem aplikace těchto technik je korekce geometrického zkreslení obrazu
způsobeného nedokonalostí optiky snímacího zařízení.
Ostatní techniky Do této skupiny zahrneme další techniky nespadající do předchozích
skupin a v textu této práce se jich jen lehce dotkneme. Jde o jasové operace jako
změna světlosti nebo kontrastu a integrální transformace obrazu. V příslušné pod-
kapitole ještě nastíníme možnosti využití dalších technik, které už nejsou pro řetězce
tak typické, ale daly by se v nich využít.
Uvedené techniky zpracování obrazu jsou v současnosti široce aplikovány v mnoha obla-
stech. Zmiňme alespoň několik málo příkladů: úpravy obrazů pořízených foto či video tech-
nikou, detekce a rozpoznávání obličejů a objektů, hledání souvisejících oblastí (segmentace),
restaurace, rozpoznávání znaků, medicínské zpracování obrazů, nerealistické vykreslování.
V následujících podkapitolách se blíže seznámíme s uvedenými technikami zpracování
obrazu. Uděláme si tak lepší představu o jejich vlastnostech a jejich dopadu na řetězce
zpracování obrazu.
1.3 Filtrace obrazu
Filtrace obrazu je proces modifikace obrazu filtrem. Většinou jde o potlačení nebo zvýraznění
informací vyskytujících se v obraze. Výsledkem filtrace je obraz nových vlastností. Hodnota
každého pixelu výsledného obrazu je dána funkcí hodnot pixelů obvykle v malém okolí zkou-
mané oblasti původního obrazu. Podle matematických vlastností této funkce rozlišujeme
filtraci lineární a nelineární.
V řetězcích zpracování obrazu má filtrace velký význam. Filtry jsou zde často využívány
k základním operacím s obrazem jako vyhlazení šumu, doostření a detekce hran. Pomocí
těchto filtrů v řetězcích můžeme připravit obraz k dalšímu zpracování, např. k segmentaci,
nebo vylepšit jeho vlastnosti. Kombinováním filtračních technik lze také realizovat obecnější
a složitější operace s obrazem.
1.3.1 Lineární filtrace
Lineární filtrace je filtrace, kdy hodnoty pixelů výstupního obrazu jsou dány lineární kom-
binací pixelů vstupního obrazu. Pro lineární filtry tak platí princip superpozice, který je
podmínkou jejich linearity:
f(a) + f(b) = f(a+ b)
Nejzákladnějším lineárním filtrem je lineární konvoluční filtr. Tento filtr využívá diskrétní
konvoluci. Následující rovnice popisuje funkci výsledného obrazu g vzniklého konvolucí
obrazu f s konvolučním jádrem h. Uvažujeme obdélníkové okolí zkoumaného pixelu f(x, y),
které je v praxi nejčastěji používaným.
g(x, y) =
M∑
m=−M
N∑
n=−N
h(m,n)f(x+m, y + n)
Rozměry konvolučního jádra h jsou v tomto případě 2M + 1 a 2N + 1 a jsou vždy liché.
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Myšlenkou konvolučního filtru je vytvoření filtrovaného výstupu pomocí průchodu obrazu
oknem a vypočítání nové hodnoty každého pixelu na základě váhovaného průměrování pi-
xelů v jeho okolí v původním obraze. Rozměry tohoto okna a váhy, čili příspěvky jed-
notlivých pixelů v okolí, jsou dány použitým konvolučním jádrem.
Hodnoty konvolučního jádra nazýváme koeficienty konvolučního filtru. Slouží jako parame-
try filtru, které ovlivňují celkový dopad konvoluce na obraz. Zjednodušeně řečeno, nastave-
ním vhodných koeficientů lze realizovat operace s obrazem jako je vyhlazení, doostření či
zvýraznění hran.
Na ukázku uvedeme několik příkladů jednoduchých konvolučních jader rozměru 3x3:
hG =
1
16
 1 2 12 4 2
1 2 1
 , ho =
 0 −1 0−1 5 −1
0 −1 0
 , he =
 −1 0 1−1 0 1
−1 0 1
 .
První uvedené jádro hG slouží k vyhlazení šumu v obraze. Jádro hG je Gaussovo jádro a
filtr s tímto jádrem nazýváme Gaussův filtr. Koeficienty tohoto jádra jsou dány Gaussovou
funkcí se standardní odchylkou σ. Takový filtr zohledňuje pravděpodobnostní formu šumu
běžně se vyskytujícího v obraze. Druhé jádro ho realizuje zostření obrazu a poslední uvedené
jádro he detekuje v obraze svislé hrany.
Všimněme si, že hodnoty jader jsou normalizovány tak, aby v konečném důsledku bylo
dodrženo rozmezí hodnot pixelů výsledného filtrovaného obrazu.
Na obrázku 1.1 je vidět efekt konvoluce obrazu s uvedenými jádry.
(a) (b) (c) (d)
Obrázek 1.1: Ukázka výstupů konvolučních filtrů: a) původní vstupní obraz, b) výsledek
vyhlazení jádrem hG, c) zostření jádrem ho, d) detekce svislých hran jádrem he.
1.3.2 Nelineární filtrace
Nelineární filtrace je filtrace nesplňující podmínku linearity popsanou výše. Jinými slovy,
jde o filtry, jejichž výstup není lineární funkcí vstupního obrazu.
Třídu nelineárních filtrů tvoří velké množství různých technik, které nelze přesně vymezit.
Nelineární filtry mohou být založeny na lineární filtraci a mohou ji využívat k dosažení
výsledků, které jsou lineární filtrací nedosažitelné, ale mohou také využívat úplně jiných
přístupů, zcela odlišných od principů lineárních filtrů.
Uvedeme několik příkladů používaných nelineárních filtrů a rozdělíme je do skupin podle
jejich využití.
Nelineární techniky vyhlazování obrazu
Medián filtr Nejznámějším nelineárním vyhlazovacím filtrem je zřejmě medián. Jde o filtr
založený na statistice. Při filtraci posouváme v obraze oknem (podobně jako u lineárního
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konvolučního filtru) a výsledný pixel počítáme jako medián hodnot vstupních pixelů
v okně.
Obvykle používáme k filtraci obdélníkové okno, jehož velikost je parametrem tohoto
filtru. Často používáné rozměry okna jsou 3x3, 5x5 nebo 7x7. Ukázka výstupu filtrace
s oknem velikosti 5x5 je na obrázku 1.2.
Percentilový filtr Zobecněním předešlé techniky jsou pak percentilové filtry. Ty výstup
nepočítají nutně jako 50. percentil (medián), ale mohou využívat kterýkoliv percentil
z rozmezí 0 až 100. Obecně však použití jiného než 50. percentilu nevede k vyhlazo-
vacímu efektu [11].
Kuwahara filtr Jiným příkladem nelineárního vyhlazovacího filtru je Kuwaharův filtr.
Tento filtr je charakteristický tím, že při vyhlazování zachovává v obraze hrany neroz-
mazané, oproti lineárním konvolučním filtrům, kde je takový cíl nedosažitelný. Funkce
Kuwaharova filtru je opět založena na okně, kterým procházíme obraz. Výsledný pixel
určujeme podle části okna s nejmenším rozptylem hodnot pixelů [11]. V současnosti
probíhá intenzivní výzkum filtrů založených na zobecnění této myšlenky [8, 9].
Mean-shift filtr Na ukázku toho, jak různorodé techniky jsou nelineárními filtry vyu-
žívány, zmíníme ještě vyhlazovací mean-shift filtr, který je také význačný tím, že
předchází rozmazání hran v obraze. Tento filtr je však zcela odlišně založen na mean-
shift shlukování bodů obvykle v 3 nebo 5-dimenzionálním prostoru. Mean-shift filtr
je účinnou technikou využívanou k segmentaci obrazu [5]. Tento filtr může využívat
různé typy oken ke zkoumání shluků, přičemž lze parametrizovat jejich velikost či
poloměr.
(a) (b) (c) (d)
Obrázek 1.2: Ukázka výstupů nelineárních vyhlazovacích filtrů: a) původní vstupní obraz,
b) Medián s velikostí okna 5x5, c) Kuwahara s velikostí okna 5x5, d) Mean-shift filtrace.
Zdroj [11].
Nelineární techniky detekce hran
Dobře známou a v praxi často uplatňovanou technikou detekce hran je Sobelův operátor.
Toto je právě případ techniky, založené na lineárním konvolučním filtru. Nelinearita je
zde zavedena aplikováním nelineární funkce na výsledek lineární filtrace. S lineárním kon-
volučním filtrem lze detekovat hrany jen v jednom směru, například jen horizontální nebo
jen vertikální hrany. Aby detekce hran ale byla užitečná, musí fungovat pro hrany ve více
6
směrech. Sobelův operátor a jiné podobné techniky toto řeší jednoduše “spojením” výsledků
dvou nebo více lineárních konvolucí. Tím však v konečném důsledku zavádějí do výpočtu
nelinearitu.
Mezi techniky detekce hran podobné Sobelovu operátoru patří Robertsův operátor,
Laplaceův operátor či operátor Prewittové. Tyto techniky se liší použitými konvolučními
jádry.
Mírně odlišný je široce užívaný operátor diference Gaussiánů, označovaný zkratkou DoG
(z anglického Difference of Gaussians), realizovaný jako rozdíl výstupů dvou Gaussových
filtrů o různých hdnotách σ1, σ2. Tento operátor je oproti předešlým založen na druhé
derivaci jasové funkce.
(a) (b) (c)
Obrázek 1.3: Ukázka výstupů nelineárních filtrů pro detekci hran: a) původní vstupní obraz,
b) Sobelův operátor, c) DoG operátor s normalizací.
1.4 Geometrické transformace
Geometrické transformace jsou další významnou technikou využívanou v řetězcích zpraco-
vání obrazu. V této podkapitole se proto seznámíme s jejími základy a uvedeme několik
příkladů geometrických transformací obrazu.
Geometrická transformace obrazu popisuje transformaci nosiče obrazové funkce f(x, y),
resp. provádí zobrazení každého bodu x, y do bodu v nových souřadnicích x′, y′. Tímto jsou
realizovány operace posunu obrazu, změny měřítka, rotace, zkosení a jiné složitější operace.
K vyjádření většiny v praxi potřebných geometrických transformací lze použít následu-
jící rovnice afinní transformace [6]:
x′ = a0 + a1x+ a2y, y′ = b0 + b1x+ b2y
Výsledkem transformace mohou být necelé hodnoty x′, y′. Druhým krokem geometri-
ckých transformací po výpočtu nových souřadnic je proto aproximace hodnot jednotlivých
pixelů pro celé souřadnice x′′, y′′. Existuje více metod aproximace, zmiňme například metodu
nejbližšího souseda nebo lineární či bikubickou interpolaci.
1.4.1 Homogenní souřadnice
V souvislosti s geometrickými transformacemi zavádíme pojem homogenní souřadnice. Jde
o myšlenku, která umožňuje realizovat transformaci obrazu součinem matic. To nám do-
voluje transformace kombinovat a definovat je jedinou maticí.
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Homogenní souřadnice zobrazují souřadnici obrazového bodu v prostoru o jednu dimenzi
vyšším. Bod obrazu x, y se tak v homogenních souřadnicích vyjádří jako bod v 3D prostoru
[λx, λy, λ]T , kde λ 6= 0. Pro jednoduchost se používá λ = 1. Rovnice afinní transformace se
díky tomu změní následovně: x′y′
1
 =
 a1 a2 a0b1 b2 b0
0 0 1
 xy
1

Pro zjednodušení můžeme transformaci zapisovat jako součin transformační matice T s ho-
mogenními souřadnicemi takto: P ′ = T · P .
1.4.2 Příklady transformací
Posunutí (translace) Nové souřadnice pixelů pro posunutí dané vektorem ~t(dx, dy) jsou
dány následovně:
x′ = x+ dx
y′ = y + dy
Transformační matice realizující posunutí je pak z těchto rovnic odvozena:
Tt =
 1 0 00 1 0
dx dy 1

Změna měřítka, rotace, zkosení Podobně jsou odvozeny transformační matice i pro
další geometrické transformace, které uvedeme jen pro jejich hrubou představu.
Tm =
 Sx 0 00 Sy 0
0 0 1
 , Tr =
 cosα sinα 0− sinα − cosα 0
0 0 1
 , Tz =
 1 Szx 0Szy 1 0
0 0 1
 .
Transformační matice Tm provádí změnu měřítka obrazu v poměru daném koeficienty
zvětšení Sx, Sy. Matice Tr je určena k rotaci obrazu o úhel α. Nakonec matice Tz reali-
zuje zkosení obrazu s faktory zkosení Szx, Szy. Níže uvedené obrázky ilustrují efekty těchto
transformací.
x
y
dx
dy
(a)
x
y
Sx
Sy
(b)
x
y
α
(c)
x
y
Szx
Szy
(d)
Obrázek 1.4: Ilustrace geometrických transformací: a) posun (translace), b) změna měřítka,
c) rotace, d) zkosení.
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1.5 Ostatní techniky
1.5.1 Transformace barevného modelu
Barevný model definuje způsob popisu barev pomocí číselných hodnot. Na začátku kapitoly
byl zmíněn barevný model RGB, který barvu ze svého spektra popisuje jako kombinaci tří
čísel vyjadřujících intenzity červené, zelené a modré složky.
Kromě tohoto modelu existuje ještě celá řada dalších, např. HSL, HSV, YUV, YIQ,
L*u*v*, L*a*b* a jiné. Tyto barevné modely jsou také široce využívány, protože mohou
např. usnadnit extrakci informací z obrazu.
Přirozeně je tedy potřeba přecházet mezi různými barevnými modely, resp. transformo-
vat obraz z jednoho modelu do druhého. K tomu se využívají různé převodní vztahy, které
pro každý model definují, jak vypočítat hodnoty jeho složek z jiného modelu.
Následující vztah ukazuje transformaci barevného modelu RGB na model YIQ pomocí
váhovaného součtu složek RGB [4].YI
Q
 =
0.299 0.587 0.1140.596 −0.275 −0.321
0.212 −0.523 0.311
RG
B

Transformace mezi některými jinými barevnými modely jsou složitější a k jejich vyjádření
nestačí podobný zápis. Jde například o transformaci RGB na HSV nebo HSL. V takových
případech se transformace vyjadřuje pomocí algoritmu.
1.5.2 Jasové operace
Mezi další techniky využívané v řetězcích patří jasové operace. Jasové operace provádějí
úpravy hodnot pixelů v obraze v globálním měřítku. Jde o základní operace jako zesvětlení
či ztmavení obrazu, úprava kontrastu a korekce průběhu jasu.
Tyto operace mohou být využívány k usnadnění interpretace obrazu člověkem. Pokud
máme dejme tomu příliš tmavý nebo nekontrastní snímek, lze jej snadno upravit, aby byl
obraz zřetelnější.
Zesvětlení, ztmavení nebo úpravy kontrastu obrazu bývá dosahováno transformací jasové
stupnice nebo histogramu. Tyto operace můžeme parametrizovat ručně pomocí úrovně
změny světlosti nebo kontrastu.
Existují i automatické techniky vylepšení zřetelnosti obrazu. Jedna z nich, nazývaná
ekvalizace histogramu, je založena na vyrovnání histogramu obrazu tak, aby v něm byly
jednotlivé jasové úrovně zastoupeny s co nejpodobnější četností [6].
(a) (b) (c) (d)
Obrázek 1.5: Ukázka ekvalizace histogramu: a) původní obraz, b) histogram původního
obrazu, c) ekvalizovaný obraz, d) histogram ekvalizovaného obrazu. Zdroj [10].
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V řetězcích tyto techniky mají své využití, ale pro automatické zpracování obrazu nejsou
významné. Jejich aplikací totiž může dojít k nežádoucí ztrátě informace z obrazu.
Jasové operace bývají dále využívány ke korekci průběhu jasu, kdy můžeme například
kompenzovat nelineární průběh jasu ve snímku. Snímací zařízení totiž nemusí být pro
všechny úrovně světlosti stejně citlivé a získaný snímek tak nemusí svou světlostí příliš
odpovídat skutečné světlosti snímané scény.
Tento problém řešíme transformací průběhu hodnot jasu v obraze, kdy zobrazíme původní
hodnoty jasu do nových korektních hodnot s požadovaným průběhem.
1.5.3 Integrální transformace
Někdy může být výhodné s obrazem pracovat ve frekvenční oblasti namísto prostorové, jak
jsme činili až doposud, zvláště pro lepší pochopení jeho vlastností nebo kvůli snadnějšímu
zpracování.
Z původní prostorové reprezentace lze obraz převést do frekvenční oblasti nebo zpět
integrální transformací.
Klasickou metodou transformace obrazu do frekvenční oblasti je diskrétní Fourierova
transformace, používaná k dekompozici obrazu na jeho sinové a kosinové komponenty. Exi-
stují i jiné druhy integrálních transformací, například diskrétní kosinová transformace nebo
vlnková transformace.
1.5.4 Další možné techniky
Řetězce zpracování obrazu mohou být využívány i k úlohám, kde se nepracujeme pouze
s obrazem. Se zpracováním obrazu úzce souvisí obor počítačové vidění. Tento obor se zabývá
interpretací obrazu a úlohami s tím spojenými. Částečně k tomu využívá techniky zpra-
cování obrazu, ale intenzivně zakládá na řadě dalších oborů, jako strojové učení, umělá
inteligence, robotika a neurobiologie.
Techniky počítačového vidění už zdaleka nepracují jen s obrazem. Z obrazu často ex-
trahují příznaky nebo jiné informace jako souřadnice, popisy oblastí, počty nalezených
objektů atd. Tyto informace lze pak dále zpracovávat, klasifikovat, porovnávat mezi sebou
nebo s databází a podobně.
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Kapitola 2
Řetězce zpracování obrazu
V této kapitole bude přikročeno k hlavnímu tématu celé práce. Bude zde vysvětlen pojem
“řetězec zpracování obrazu”, smysl této techniky, budou popsány typické druhy řetězců a
jejich aplikace. Nutno podotknout, že uvedené informace vycházejí z osobních zkušeností
s tématem a z pozorování, konkrétně ze zkušeností s různým software využívajícím řetězce.
Za doby psaní práce se nepodařilo k tématu řetězců najít vhodnou odbornou literaturu, na
níž by se dal text kapitoly zakládat.
2.1 Význam řetězců
V mnoha případech zpracováváme obraz tak, že na něj aplikujeme více technik a algoritmů
v určitém pořadí. Jde o běžný způsob realizace obecných obrazových operací skládáním
jednodušších operací. I některé uvedené úlohy zpracování obrazu typicky řešíme v něko-
lika fázích, například detekční úlohy. V zásadě není problém vykonat nějakou posloup-
nost jednoduchých operací. Snadno lze vytvořit program, který jednotlivé operace provede
v určeném pořadí. Případně můžeme celý proces vést ručně. Problém ale nastává, pokud je
potřebných operací větší množství, pokud potřebujeme s posloupností operací experimento-
vat a často ji měnit nebo pokud potřebujeme posloupnost vykonávat opakovaně s různými
parametry. Celá úloha se pak může stát nepřehlednou, těžko ovladatelnou a náchylnou
k chybám z nepozornosti. Může být také problém posloupnost operací přesným způsobem
zaznamenat pro pozdější použití.
Řetězce zpracování obrazu řeší tyto potíže zavedením jistých mechanizmů umožňujících
posloupnost operací snadno definovat, spravovat a opakovaně využívat. Systém zavedený
v posloupnosti vykonávání operací nám dává větší kontrolu nad celým procesem zpraco-
vání obrazu. Řetězce nepřinášejí nové algoritmy, ale ve výsledku nám umožňují s obrazem
pracovat na vyšší úrovni, čímž rozšiřují naše možnosti. V podstatě lze celé řetězce chápat
jako nové operace a tak s nimi dále nakládat.
2.2 Řetězec a jeho druhy
Řetězec si lze představit jako blokové schéma. Vyskytují se v něm bloky, které jsou určitým
způsobem propojeny. Bloky představují jednotlivé operace a propojení naznačuje tok dat
mezi nimi.
Propojení bloků nám dává informaci o pořadí provádění jednotlivých operací a zároveň
říká, která operace závisí na které. To je důležité zvláště pro složitější druhy řetězců, kdy
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je potřeba uplatnit vhodnou strategii ve vyhodnocování operací.
V praxi se často užívají dva druhy řetězců lišících se zejména způsobem propojení bloků.
Jde o řetězce typu posloupnost a graf. Oba druhy nyní blíže popíšeme.
2.2.1 Řetězec typu posloupnost
Posloupnost je nejjednodušší typ řetězce, kde bloky jsou umístěny v řadě za sebou a propo-
jeny jsou vždy dva sousední bloky. Každý blok zde má jeden vstup a jeden výstup.
Sestavení řetězce typu posloupnost je jednoduché. Stejně jednoduché je i jeho vyhod-
nocení, protože každý blok závisí pouze na bloku předcházejícím. Pouze tedy postupujeme
po jednotlivých blocích od vstupu až po výstup (resp. od prvního až po poslední). Výstup
každého bloku předáme na vstup bloku následujícího až dojdeme k bloku poslednímu.
Práce s řetězci tohoto typu je tedy snadná. Nevýhodou je ale jejich malá vyjadřovací
síla. Uvědomme si, že každý blok v řetězci může pracovat pouze s výsledkem bezprostředně
předcházejícího bloku. To je poněkud omezující skutečnost, která tento typ řetězce předur-
čuje spíše k jednodušším úlohám.
Jako příklad úlohy uveďme řetězec kombinující tři geometrické operace - změnu měřítka,
rotaci a translaci - k dosažení obecné geometrické operace. Tento řetězec je nakreslen na
obrázku 2.1. Jednotlivé bloky s názvy Tm, Tr, Tt jsou bloky aplikující na obraz geometrické
transformace. V ilustraci je vidět, jak řetězec postupně mění vstupní obraz řetězce s číslem
1 na výstupní obraz s číslem 4.
Obrázek 2.1: Ilustrace průchodu obrazu řetězcem typu posloupnost.
Příkladem úlohy, která už ale není posloupností realizovatelná, je detekce hran rozdí-
lováním Gaussiánů (DoG). V této úloze pro jeden vstupní obraz vytváříme dva filtrované
obrazy, které následně od sebe odečítáme. Bloky v posloupnosti ale mají maximálně jeden
vstup a jeden výstup a neumožňují zpracovat dva či více obrazů.
2.2.2 Řetězec typu graf
Řetězce druhého užívaného typu jsou založeny na orientovaném grafu. Graf zde používáme
tak, že jeho uzly představují bloky řetězce a hrany mezi uzly chápeme jako jejich propojení.
Hrany jsou orientované, takže určují směr toku dat.
Vyjadřovací síla tohoto typu řetězce je mnohem větší než u posloupnosti. Graf umožňuje
v řetězci vyjádřit složitější postupy práce s obrazem. Bloky už nemusí být v jedné řadě,
ale lze je větvit do několika paralelních podřetězců a případně je pak zase sloučit do jedné
větve. Bloky mohou mít více vstupů a výstupů. Pak je ovšem potřeba, aby hrany grafu
nepropojovaly celé bloky ale konkrétní výstupy s konkrétními vstupy.
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Oproti řetězci typu posloupnost tento řetězec může mít více vstupů a výstupů. To
může být užitečné, pokud zpracováváme data z více zdrojů, nebo když v jednom řetězci
potřebujeme generovat více výstupů.
Řetězec typu graf může také zastoupit jeden nebo více řetězců typu posloupnost a je
tedy jeho nebo jejich nadtřídou.
U předchozího typu řetězce jsme psali o operaci DoG, která nebyla posloupností re-
alizovatelná. Řetězec typu graf si s touto operací poradí hravě, jak ukazuje obrázek 2.2.
Vstup řetezce (1) je zde nejdříve rozvětven do dvou Gaussových filtrů s různými parametry
σ1, σ2. Výstupy těchto filtrů (2) jsou pak rozdílovány a výsledkem je obraz se zvýrazněnými
hranami (3).
Obrázek 2.2: Ilustrace průchodu obrazu řetězcem typu graf. Řetězec realizuje DoG operátor.
Všimněme si v obrázku 2.2 dvouvstupého bloku, který počítá rozdíl svých vstupů.
Podobným způsobem můžeme v grafu realizovat i jiné operace. Takové vícevstupové nebo
vícevýstupové bloky jsou velmi užitečné, protože právě ty umožňují využít konstrukčních
možností grafu, které posloupnost nenabízí.
Vyhodnocení bloků zapojených v grafu je složitější než u posloupnosti. Kvůli možnému
větvení u složitějších řetězců není na první pohled jasné pořadí, v jakém mají být bloky vy-
hodnoceny. Řešení ale není komplikované, protože máme k dispozici informaci o závislostech
jednotlivých bloků. Podrobněji se tímto budeme zabývat v kapitole o návrhu systému.
2.3 Bloky v řetězcích
Jak již bylo vidět na předchozích obrázcích, bloky představují samostatné techniky zpraco-
vání obrazu zapouzdřené do “černých skříněk” s definovaným rozhraním.
S několika důležitými technikami zpracování jsme se již seznámili. Všechny uvedené
techniky zpracovávají vstupní obraz a vytvářejí z něj obraz výstupní. Tomu odpovídá blok
s jedním vstupem a jedním výstupem. Obecně však mohou mít bloky více vstupů a výstupů,
což jsme si ukázali na příkladu s DoG.
Dále jsme mohli vidět, že některým blokům v řetězci nastavujeme počáteční podmínky.
Ty odpovídají parametrům konkrétní techniky. U Gaussova filtru jde o číslo udávající stan-
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dardní odchylku. Např. u operace rotace by šlo o úhel α a u konvolučního filtru by parame-
trem byla matice hodnot udávající koeficienty jádra h.
2.4 Aplikace řetězců
Řetězce zpracování obrazu většinou nalézáme v pokročilém grafickém a video editačním
software. Zde jsou využívány právě k realizaci obecných grafických operací. Uplatňovat se
mohou řetězce obou jmenovaných typů.
Řetězec typu posloupnost ve svém nitru využívá například populární 2D grafický edi-
tor GIMP. Je pravděpodobné, že podobně jsou řetězce tohoto typu využity i v jiných
pokročilých grafických editorech jako Adobe Photoshop.
Adobe Premiere a Adobe After Effects jsou pak pokročilé video-editory, které využívají
řetězce typu posloupnost nebo graf k úpravám obrazu ve videu. Tento software zároveň
poskytuje i vizualizaci řetězce. Zmiňme ještě 3D grafický editor Blender, který implementuje
řetězec typu graf a taktéž jej názorně vizualizuje ve svém grafickém rozhraní (obrázek 2.5).
Jinou aplikací využívající řetězec typu graf včetně propracované vizualizace je Filter Forge,
což je nástroj pro vytváření efektových filtrů pro grafický editor Adobe Photoshop (obrázek
2.4).
Další aplikací řetězců jsou multimediální knihovny zpracovávající proudy audio a video
dat jako DirectX nebo GStreamer [3]. Tyto knihovny bývají vybaveny různými výpočetními
bloky, zejména audio-video kodéry a dekodéry, a pomocí grafu z nich umožňují skládat
řetězce zpracování multimediálních dat. Ty pak mohou zajišťovat například přehrávání
komprimovaných audio-video klipů.
Obrázek 2.3: Grafická editace řetězce v nástroji GStreamer Pipeline Editor. Zdroj [1].
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Obrázek 2.4: Grafická editace řetězce filtrů v nástroji Filter Forge.
Obrázek 2.5: Node-editor v programu Blender.
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Kapitola 3
Návrh systému
Po představení technik zpracování obrazu a vysvětlení konceptu řetězce bude v této kapitole
proveden návrh cílového systému. Postupováno bude od základních funkcí až po přídavné
techniky rozšiřující možnosti navrhovaného systému.
3.1 Blok
3.1.1 Definice bloku
Blok je základní stavební jednotkou řetězce. Jde o samostatnou výpočetní jednotku, “černou
skříňku”, která je dána svou operací O (A, B nebo C v obrázku 3.1), svými vstupy (x0 až
xn) a svými výstupy (y0 až yn). Zpravidla blok provede operaci O nad vstupními daty x a
výsledek vystaví na výstupech y, takže y je funkcí fO(x).
Navíc může blok přijímat parametry operace pO. Parametry jistým způsobem upravují
chování bloku. Je to v podstatě také vstup bloku, ale plní odlišnou úlohu. Zatímco vstup x
udává, co má být blokem zpracováno, parametry p udávají, jak to má být zpracováno.
Obrázek 3.1: Obecný blok A, vstupní blok B a výstupní blok C.
Pokud blok nemá žádné vstupy, nazýváme jej vstupním. Pokud naopak nemá žádné
výstupy, nazýváme jej výstupním (viz 3.1). Vstupní blok si lze představit jako parametri-
zovatelnou funkci f(p). Takový blok zpravidla slouží jako zdroj dat, popřípadě generátor.
Výstupní blok nemá na teoretické úrovni veliký význam, prakticky je ale nepostradatelný,
protože obvykle realizuje úkoly jako záznam či prezentace výsledných dat.
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3.1.2 Implementace bloku
Z hlediska implementace má blok dva výrazné rysy: má jednoznačně definovatelné rozhraní
(vstupy, výstupy, parametry, operace) a lze s ním pracovat bez znalosti detailů o jeho
vnitřním fungování (je možné jej abstrahovat). To jednoznačně vede na výhodné využítí
objektově orientovaného programování (OOP), kde lze blok realizovat objektem určité třídy
a vstupy, výstupy a parametry bloku realizovat jako rozhraní objektu (viz obr. 3.2).
p
x0x1
xn
y0y1
yn
A
A
nastavVstup(i,hodnota)
nastavParametr(i,hodnota)
dejVýstup(i)
vyhodnoť()
BlokA
Obrázek 3.2: Příklad převodu bloku do podoby v OOP.
Ve výsledném systému se předpokládá existence nějaké předem připravené nabídky
bloků s různými operacemi. K vytváření různých bloků je vhodné využít polymorfismu. Zá-
kladní rozhraní společné všem blokům v takovém případě definuje bázová třída a konkrétní
bloky s různými operacemi toto rozhraní dědí.
Bázová třída bloku hraje v systému důležitou roli. Kromě toho, že unifikuje rozhraní
všech bloků, tak její návrh určuje i jakým způsobem se později budou vytvářet všechny
nové bloky. Proto je potřeba předem dobře zvážit možné důsledky tohoto návrhu. Zde je
uvedeno několik příkladů:
• Vstupy a výstupy - Z hlediska systému musí například existovat jednoznačný způ-
sob přístupu k nim pro všechny bloky. Z hlediska implementace nových bloku je zase
důležitý snadný a zároveň dobře použitelný přístup k datům na vstupech a výstupech.
• Operace bloku - Z hlediska systému musí být jednotný způsob jejího vyhodnocení.
Pro implementaci operace by měl být vyhrazený prostor, který by měl autora co
nejméně omezovat. Důležité je také zprostředkování alespoň základní komunikace se
systémem v případě výskytu nějaké chyby či problému při výpočtu nebo před jeho
zahájením.
Je tedy vidět, že při návrhu bloku je potřeba definovat dvě rozhraní současně: jedno
rozhraní směrem k systému, druhé směrem k potencionálnímu autorovi nových bloků, který
nemusí znát všechny detaily systému.
3.1.3 Nabídka bloků
Vstupní bloky
Do této kategorie patří vstupní bloky, které zajišťují přivedení obrazu do řetězce. Systém by
měl být vybaven především blokem pro načtení obrazu ze souboru. Podporovány by měly
být různé formáty rastrových obrazových souborů jako BMP, GIF, JPEG, PNG a jiné.
Jako další bloky v této kategorii lze zmínit např. bloky vytvářející procedurální textury
nebo různé generátory šumu.
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Název bloku Parametry
Obraz ze souboru cesta k souboru
Gaussův šum střední hodnota, rozptyl
Šum “sůl a pepř” hustota
Textura “šrafování” šířka proužků
Tabulka 3.1: Příklady vstupních bloků.
Bloky v této kategorii nemají žádný vstup a mají pouze obrazový výstup. Parame-
try se liší dle konkrétního případu. Tabulka 3.1 ukazuje několik příkladů vstupních bloků
s uvedením jejich parametrů.
Výstupní bloky
Výstup obrazu z řetězce zajišťují výstupní bloky. Obvykle je potřeba řetězcem zpracovaný
obraz uložit nebo zobrazit. Tomu odpovídají v podstatě dva bloky v této kategorii uvedené
v tabulce 3.2.
Název bloku Parametry
Obraz do souboru cesta k souboru, do nějž má být obraz uložen
Obraz do okna nastavení zobrazení (např. rozměry okna)
Tabulka 3.2: Příklady výstupních bloků.
Bloky zpracování obrazu
Do této kategorie spadají bloky zajišťující operace jako filtrace obrazu, geometrické trans-
formace a další. Nabídka těchto bloků v knihovně přímo ovlivňuje její možnosti z hlediska
aplikace. Knihovna může být vybavena nějakou základní sadou bloků s tím, že může být
později rozšířena o další bloky dle požadavků konkrétní aplikace.
Název bloku Parametry
Konvoluční filtr (obdélníkové jádro) rozměry konvolučního jádra a jeho hodnoty
Gaussův filtr standardní odchylka σ
Medián filtr rozměry okna
Kuwaharův filtr rozměry okna
Mean-shift filtr rozměry okna nebo poloměr
Geometrická transformace transformační matice 3x3
Translace posun dx, dy
Změna měřítka faktory zvětšení Sx, Sy
Rotace úhel natočení α
Zkosení faktory zkosení Szx, Szy
Úprava jasu/kontrastu intenzita změny
Korekce průbehu jasu křivka mapující hodnoty pixelů X → X ′
Ekvalizace histogramu žádné
Prahování hodnota prahu
Tabulka 3.3: Příklady bloků s jedním vstupem a jedním výstupem.
Bloky zpracování obrazu typicky převádějí vstupní obraz na obraz výstupní. Parametry
bloků se odvíjí od konkrétní operace. Tabulka 3.3 shrnuje příklady bloků a uvádí jejich
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parametry. Tabulka 3.4 pak ukazuje bloky přijímající dva a více vstupních obrazů.
Bloky jako translace, změna měřítka, rotace a zkosení jsou v tabulce uvedeny pro pohodlí
uživatele, který tak není nucen vždy zadávat transformační matici. Totéž platí pro uvedení
Gaussova filtru - uživatel nemusí počítat koeficienty konvolučního jádra.
Název bloku Počet vstupů Parametry
Rozdíl obrazů 2 vstupy žádné
Součet obrazů 2 a více žádné
Váhovaný součet obrazů 2 a více vektor vah ~w
Tabulka 3.4: Příklady bloků s více vstupy a jedním výstupem.
Dále může systém disponovat bloky, které nepracují pouze s obrazovými daty. Příklady
takových bloků uvádí tabulka 3.5.
Název bloku Vstupy Výstupy Parametry
Vyznačení souřadnic obraz, souřadnice obraz velikost značek, barva, apod.
Lokální maxima obraz souřadnice velikost okna, práh
Detekce obličejů obraz souřadnice různá nastavení detektoru
Tabulka 3.5: Příklady bloků pracujících s neobrazovými daty.
V této tabulce je představen například blok, nazvaný lokální maxima, který v obraze
vyhledá souřadnice lokálních maxim intenzity. Jiný blok, také uvedený v tabulce, v dodaném
obraze vizuálně vyznačí dané souřadnice. Propojením těchto bloků lze snadno získat řetězec
vyznačující polohy lokálních maxim intenzity v obraze.
Bloky uvedené v tabulkách nemusí být uvažovány jen jako příklady. Po vynechání ně-
kterých specializovaných a implementačně netriviálních příkladů (např. Kuwaharův filtr,
detekce obličejů) lze zbylý soupis považovat za základ dobré všeobecně využitelné nabídky.
Tato nabídka však zdaleka není nijak vyčerpávající. Dalo by se uvést mnoho dalších
příkladů. Možnostem rozšiřování nabídky se prakticky meze nekladou. Systém v podstatě
vyžaduje jen implementaci daného rozhraní a nijak neurčuje, jaké operace mohou bloky
vykonávat.
3.2 Propojení bloků
3.2.1 Definice propojení
Propojení bloků umožňuje vytvořit řetězec. Každé spojení mezi bloky je dáno zdrojovým
a cílovým blokem. Pokud je řetězec reprezentován orientovaným grafem, kde je každý blok
představován právě jedním uzlem, pak hrana mezi dvěma uzly, charakterizovaná dvojicí
(u, v) kde u, v jsou uzly grafu, je spojení vedoucí z bloku uzlu u do bloku uzlu v (viz obr.
3.3).
Tato zjednodušená definice by však postačovala pouze v případě, kdy by v řetězci byly
použity jen bloky s jedním vstupem a jedním výstupem. To by byla značně omezující
podmínka.
Propojení obecně n-vstupých am-výstupých bloků je řešeno parametrizovanými hranami.
Každá hrana v grafu je pak dána čtveřicí (u, v, yui, xvj), kde u, v jsou opět uzly grafu (před-
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stavující konkrétní bloky), yui je i-tý výstup bloku uzlu u a xvj je j-tý vstup bloku uzlu
v.
Touto úpravou se z grafu stává multigraf, protože mezi dvěma uzly nyní může vzniknout
více hran lišících se pouze svými parametry (viz obr. 3.4).
(u,v)u v w(v,w)
Obrázek 3.3: Jednoduché propojení bloků pomocí grafu. Uzel grafu představuje blok řetězce.
(u,v,yu1,xv1)
u v w(u,v,yu2,xv2) (v,w,yv1,xw1)
Obrázek 3.4: Propojení konkrétních vstupů a výstupů bloků pomocí parametrizace hran.
3.2.2 Implementace propojení
Implementace propojení bloků je možná opět s využitím OOP, kdy lze podobně jako v pří-
padě bloků využít objektů reprezentujících jednotlivá spojení. Tato cesta ale není příliš
vhodná, protože by později vyžadovala ruční implementaci netriviálních algoritmů nutných
k práci s řetězcem (např. získání všech spojení vedoucích z daného bloku, určení pořadí
vyhodnocení bloků, apod.).
Lepší cestou je využití speciální knihovny určené pro práci s grafy. To sice vyžaduje
oddělení bloků od samotné struktury řetězce, ale zato je značnou výhodou možnost pracovat
s řetězcem jako s grafem mnohem jednodušším způsobem.
Knihovny pro práci s grafy obvykle uchovávají veškeré informace o grafu, jeho uzlech
a hranách mezi nimi, a implementují snadno použitelné rohraní včetně celé řady efektivně
navržených grafových algoritmů.
S využitím takové knihovny zbývá na systému jen správa bloků, aktualizace grafu a
kontrola nesmyslných situací jako chybné propojení a podobně.
3.3 Vyhodnocení řetězce
Vyhodnocením řetězce je myšleno jeho uvedení “do chodu”, kdy bloky postupně zpra-
covávají data na svých vstupech a výsledky předávají dalším blokům, dokud takto data
neprojdou celým řetězcem.
3.3.1 Srovnání přístupů k vyhodnocení
Obecně vzato existují dva odlišné přístupy k vyhodnocení řetězce, které v této práci budou
nazývány řízené a neřízené vyhodnocení.
Neřízené vyhodnocení spočívá v souběžné práci všech bloků v řetězci. Každý blok čeká,
až mu budou vystavena nějaká data na vstupy. Jakmile se tak stane, data zpracuje
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a výsledek předá dalším připojeným blokům, které doposud čekaly. To se celé děje
současně a pokračuje, dokud je co zpracovávat.
Výhodou tohoto přístupu je, že bloky jsou jakoby samostatné autonomní jednotky a
samy se starají o tok dat v řetězci. Nevýhodou je však nízká kontrola nad průběhem
celého vyhodnocení a potenciálně i obtížná implementace parelních procesů se vzá-
jemnou komunikací. Navíc by bloky většinu svého času trávily jen čekáním na data a
zbytečně by tak využívaly systémové prostředky.
Řízené vyhodnocení se liší v tom, že bloky nejsou aktivovány současně, ale postupně
v potřebném pořadí. Toto pořadí je potřeba nejdříve určit a pak je možné řetězec
vyhodnotit postupnou aktivací jednoho nebo více bloků a předáváním výsledků násle-
dujícím připojeným blokům. Bloky zde nečekají na vstupní data, ale předpokládají,
že budou již připravena v době aktivace.
Bloky zde oproti neřízenému přístupu nezajišťují předávání dat. Tuto funkci zastává
jakési centrální řízení, či arbitr, které ovládá celý proces vyhodnocení řetězce. To
umožňuje mnohem větší kontrolu nad chodem řetězce, protože je přesně známo, kdy
bude který blok vyhodnocen.
Řízené vyhodnocení lze dále rozdělit podle toho, zda je v jednom momentě současně
vyhodnocován maximálně jeden blok nebo jich může být vyhodnocováno i více. První
uvedený případ lze nazvat např. jednoduchý nebo jednovláknový (využívající jedno
vlákno, či thread, samostatnou výpočetní linii programu), druhý paralelní nebo vícevlá-
knový.
Vlastnosti obou přístupů jsou shrnuty v tabulce 3.6. Z této tabulky plyne, že řízené
vyhodnocení je mnohem vhodnější. Především je snaha vyhnout se implementaci komu-
nikujících paralelních procesů. Další vlastnosti jsou příjemnými výhodami tohoto přístupu.
V textu bude tedy dále uvažováno použití tohoto přístupu k vyhodnocení.
neřízené řízené
charakter implementace paralelní procesy se
vzájemnou komunikací
arbitr
náročnost implementace vyšší nižší
kontrola nad vyhodnocením obtížnější snadnější
nároky na systémové prostředky vyšší nižší
režie (neomezený počet procesorů) nižší vyšší (arbitr)
Tabulka 3.6: Srovnání dvou přístupů k vyhodnocení řetězce.
3.3.2 Detekce cyklů
Před samotným vyhodnocením řetězce je potřeba zkontrolovat, zda graf řetězce je acyklický.
Pokud by obsahoval jeden nebo více cyklů, nebylo by možné stanovit pořadí vyhodnocení
bloků a tedy ani provést vyhodnocení řetězce.
Cyklus je uzavřená cesta v orientovaném grafu. Jde o sled uzlů, kde se každý uzel
vyskytuje právě jednou (to jest cesta), a tento sled má stejný počáteční a koncový uzel
(uzavřenost). Detekce cyklů je pak zjištění přítomnosti cyklu v grafu. Graf, který neobsahuje
cyklus, se nazývá acyklický.
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Obrázek 3.5: Ukázka řetězce, pro který nelze určit pořadí vyhodnocení.
Na obrázku 3.5 je ukázka řetězce, pro který nelze stanovit pořadí vyhodnocení právě
kvůli vyskytujícímu se cyklu. V tomto případě nelze vyhodnotit blok B, protože k tomu je
potřeba výsledek bloku D a ten lze získat právě až po vyhodnocení bloku B.
Poměrně intuitivně a jednoduše lze cykly detekovat tak, že jsou postupně navštěvovány
uzly podle hran a pokud je nějaký uzel navštíven dvakrát, je to vyhodnoceno jako přítom-
nost cyklu.
Tento algoritmus by však fungoval jen v případě, že by graf byl stromem [7]. Na obrázku
3.6 je znázorněn příklad řetězce, pro který by došlo k selhání tohoto algoritmu.
E
F
G
Obrázek 3.6: Ukázka řetězce, na němž jednoduchý algoritmus selže.
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Obrázek 3.7: Znázornění postupu vedoucího k chybné detekci cyklu.
Jde o řetězec, v němž se nevyskytuje žádný cyklus. Obrázek 3.7 ale znázorňuje, že přece
dojde k detekci cyklu, když je ve čtvrtém kroku podruhé navštíven uzel G.
Algoritmus lze upravit tak, aby fungoval pro libovolný orientovaný graf. Řešením je
povolit druhou návštěvu potomků uzlu, pokud už byli dříve všichni potomci uzlu navštíveni.
Podmínkou je použití průchodu grafem do hloubky (DFS - Depth-First Search). Možný
algoritmus je uveden v zápise 3.8.
Kdyby graf obsahoval cyklus, pak by došlo k druhé návštěve potomka uzlu ještě dříve,
než by byli navštíveni všichni jeho potomci. V tomto případě algoritmus tedy neselže. Tento
algoritmus je navíc bezpečně použitelný pro detekci cyklů i v multigrafu.
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boolean containsCycle(Graph g): boolean visit(Graph g, Vertex v):
for each vertex v~in g do: v.mark = GREY;
v.mark = WHITE; for each edge (v, u) in g do:
od; if u.mark == GREY then:
for each vertex v~in g do: return TRUE;
if v.mark == WHITE then: else if u.mark == WHITE then:
if visit(g, v) then: if visit(g, u) then:
return TRUE; return TRUE;
fi; fi;
fi; fi;
od; od;
return FALSE; v.mark = BLACK;
return FALSE;
Obrázek 3.8: Ukázka algoritmu k detekci cyklů (zdroj [7]).
3.3.3 Určení pořadí vyhodnocení bloků
Otázku určení pořadí vyhodnocení bloků lze řešit v teorii grafů jako problém seřazení
uzlů. Kritérium tohoto řazení je pak dáno závislostí bloků, která je určena orientovanými
hranami.
Jednoduše platí, že pokud v grafu existuje hrana (u, v) mezi uzly u a v, pak blok
představovaný uzlem u musí být vyhodnocen dříve než blok představovaný uzlem v. Tento
druh seřazení uzlů se nazývá topologické řazení.
K seřazení uzlů do topologického pořadí lze použít např. algoritmus založený na opako-
vaném odebírání kořene grafu (3.10). Složitost tohoto algoritmu je lineární O(|V |+ |E|) [2],
kde |V | je počet uzlů a |E| počet hran grafu.
V uvedeném algoritmu jsou postupně odebírány kořeny grafu (včetně hran z nich ve-
doucích). Každý odebraný kořen je přidán na konec lineárního seznamu. Tento seznam po
odebrání všech uzlů z grafu obsahuje výslednou topologickou posloupnost uzlů.
Kořenem grafu je zde myšlen každý uzel, jehož vstupní stupeň je 0, tj. uzel, do nějž
nevstupuje žádná hrana. V orientovaném acyklickém grafu je vždy minimálně jeden takový
uzel.
Pokud je při řazení nalezeno více kořenů, tak nezáleží na pořadí jejich výběru. Znamená
to pouze, že byly nalezeny paralelně vyhodnotitelné bloky, které na sobě nijak nezávisejí.
Při jednoduchém řízeném vyhodnocení lze takto nalezené paralelní bloky vyhodnotit v li-
bovolném pořadí. Při paralelním lze vytvořit více programových vláken a bloky vyhodnotit
paralelně.
3.4 Data a správa paměti
3.4.1 Variabilita dat
Jak bylo uvedeno v dřívějším textu, při zpracování obrazu mohou být využívány krom
obrazových dat i jiné typy dat. Aby byla implementovaná knihovna skutečně univerzální,
měla by toto respektovat a měla by tedy být zcela nezávislá na datech, které jsou v řetězci
přenášeny mezi bloky.
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Obrázek 3.9: Ukázka topologického řazení uzlů v grafu postupným odebíráním kořenů.
Výsledné pořadí uzlů je 1) X, 2) G,A nebo A,G, 3) R,L nebo L,R, 4) J.
L := Empty list that will contain the sorted elements
S~:= Set of all nodes with no incoming edges
while S~is non-empty do
remove a node n from
S~insert n into L
for each node m with an edge e from n to m do
remove edge e from the graph
if m has no other incoming edges then
insert m into
S~if graph has edges then
output error message (graph has at least one cycle)
else
output message (proposed topologically sorted order: L)
Obrázek 3.10: Jeden z algoritmů topologického řazení uzlů (zdroj [2]).
Při zpracování obrazu je nejvíce předpokládána práce s obrazovými daty. Nicméně jako
další data mohou být využívány například 2D a 3D souřadnice, seznamy hodnot a his-
togramy. Lze také uvažovat o různých formátech obrazových dat, jako šedotón, varianty
RGB, CMYK a podobně.
Dopředu nelze vyjmenovat všechna data, která by mohla být potenciálně využita, a
tak je potřeba systém navrhnout s otevřenou podporou typů dat. Podobně jako by měl
umožňovat přidávání nových bloků s novými funkcemi, měl by umožňovat i přidávání pod-
pory nových typů dat.
Na konkrétní podobu dat tedy nelze klást žádné požadavky. Může jít o data skalární
o velikosti jednoho či více bajtů, nebo se může jednat o data velikosti v řádu megabajtů.
3.4.2 Implementace variabilních dat
Z hlediska implementace je podobně jako u bloku důležité jednotného rozhraní jak směrem
k systému, tak i směrem k potenciálnímu autorovi nových typů dat.
Rozhraní směrem k systému je klíčové, protože ten musí mít možnost nakládat s daty
jakéhokoliv typu stejným způsobem, z čehož plyne zmíněná nezávislost systému na datech.
Současně systém musí být schopen rozlišit jednotlivé typy dat, což je mírný rozdíl od im-
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plementace bloků. Je to z toho důvodu, aby nedošlo k přiřazení nesprávného typu dat ke
vstupu, který tento typ neakceptuje.
K implementaci různých typů dat lze přistupovat vícero způsoby. Zásadní vliv zde má
typový systém zvoleného programovacího jazyka.
Statický typový systém vyžaduje známost datových typů všech proměnných v době
kompilace programu. U jednotlivých bloků je předem známo, jaké typy dat vstupy a
výstupy podporují. Nicméně v případě arbitru nelze v době kompilace určit, s jakými
datový typy bude za běhu manipulovat. Tento typový systém je tedy pro tyto účely
nepoužitelný.
Dynamický typový systém dovoluje jedné proměnné nabývat různých datových typů,
přičemž typ konkrétní proměnné nemusí být znám v době kompilace. Typová kontrola
se zde provádí až při běhu programu. To umožňuje implementaci arbitru bez předešlé
známosti datových typů.
Tento systém je tím pádem použitelný, nicméně pro popsané účely není příliš vhodný.
Je třeba si uvědomit, že prioritou zde není umožnit proměnné nabývat různých typů.
Není požadováno, aby vstupy či výstupy mohly za běhu měnit typ podporovaných
dat. Prioritou zde je, aby bylo možné nakládat s určitou množinou datových typů
jednotným způsobem.
Výběr tohoto typového systému je tedy sice lákavý, protože se jeví opravdu uni-
verzálně, přináší však zbytečnou režii v podobě typových kontrol za běhu programu.
Typový polymorfismus je technika práce s daty různých typů přes jednotné rozhraní,
která kombinuje předchozí dva přístupy. Její významnou vlastností je generalizace
neboli zobecnění kódu. Typickým příkladem využití této techniky je např. v jazyce
C++ typ list, aneb seznam, který je definován obecně pouze jedenkrát a funguje
nezávisle na datovém typu položek.
Proměnná zde může nabývat pouze jednoho konkrétního datového typu, který musí
být znám v době kompilace. To přesně vyhovuje vstupům a výstupům bloků, jejichž
datové typy jsou předem známy. Zároveň ale existuje možnost množinu používaných
datových typů abstrahovat a pracovat s proměnnou na obecnější úrovni přes jedno-
tné rozhraní, ať už se v ní skrývá jakýkoliv z datových typů. To přesně odpovídá
požadavkům arbitru.
Jako nejvhodnější se jeví využití typového polymorfismu. Opět lze tedy postupovat jako
u bloků, tedy implementací bázové třídy, která definuje jednotné rozhraní. Konkrétní datové
typy lze pak vytvořit odvozenými třídami.
3.4.3 Správa paměti
Dalším tématem týkajícím se dat v řetězci je správa paměti. Obecně platí, že špatná práce
s pamětí není dobrou vizitkou žádného programu. Zvláště to platí pro knihovny, které
jsou využívány v jiném software. Jakákoliv sebemenší nedbalost zde může vést k různým
problémům ubírajícím na spolehlivosti a použitelnosti celé aplikace.
Data v řetězci jsou z hlediska práce s pamětí kritickou částí knihovny. Data jsou totiž
intenzivně využívána jak arbitrem, tak i bloky zapojenými v řetězci. Arbitr data přenáší
a bloky data transformují či generují. Bloky navíc mohou být vytvořeny různými osobami
různě seznámenými s funkcí knihovny a s detaily práce s pamětí.
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Navrhovaný systém v podstatě provádí s daty jen pár základních úkonů, které souvisí
se správou paměti. Tyto úkony budou nyní popsány.
Vytváření dat
Na samém začátku se data musí nějak vytvořit. Systém samotný však nikdy nebude žádná
data vytvářet. Tento úkon náleží čistě jen blokům a zejména vstupním blokům, jejichž
účelem je generování dat a které v řetězci slouží jako zdroj dat (data ale samozřejmě můžou
vytvářet i jiné bloky).
Bloky data mohou vytvářet tak, že nejdříve vytvoří jejich obsah a ten pak “zapouzdří”
do připraveného datového typu nabízeného knihovnou, čímž je míněna konkrétní třída
odvozená od bázové třídy dat. A jak bylo dříve řečeno, systém tato data umí abstraho-
vat a tak s nimi pak může manipulovat přes jednotné rozhraní nezávisle na uplatněném
typu.
Odkazování na data
Poté co jsou data vytvořena, je potřeba nějaký způsob, jak je “uchopit”, přesněji řečeno, jak
se na ně odkazovat, protože s daty se v systému dále nějak pracuje, přenášejí se, upravují
atd.
Mezi prostředky, jaké programovací jazyky k tomuto nabízí, patří ukazatele a reference.
Konkrétně jazyk C++ nabízí obojí, takže otázkou je, co je vhodnější. Zvolený prostředek
musí splňovat v podstatě tři podmínky:
1. musí být schopný odkazování na data a to i z více míst, resp. z více proměnných,
2. současně musí podporovat stav absence dat, tj. aby bylo možné realizovat situaci, kdy
na vstupu či výstupu bloku nejsou žádná data,
3. musí umožňovat stav absence ověřit, tedy aby bylo možné dotázat se na přítomnost
dat na vstupu či výstupu.
Z uvedených podmínek splňují všechny jak ukazatele, tak i reference. V případě ukaza-
telů je možné se odkazovat na instanci dat z více míst. Absenci dat lze vyjádřit tzv. null
pointerem, tedy ukazatelem s hodnou nula, a tento stav lze ověřit testováním ukazatele na
tuto hodnotu.
Reference také umožňují odkazování na stejnou instanci dat z více míst. Stav absence dat
přímo nepodporují, ale toto lze snadno řešit s pomocí tzv. null objektu. Reference v případě
absence dat může jednoduše odkazovat na speciální předem smluvený objekt, který nenese
žádná data a pouze vyjadřuje jejich absenci. Tuto absenci je také možné snadno ověřit
testováním na null objekt nebo např. voláním určité metody objektu.
Pokud jsou reference i ukazatele v konkrétním jazyce rovnocenné z hlediska efektiv-
ity a paměťové náročnosti, pak je tedy volba mezi nimi jen otázkou osobních preferencí
programátora nebo používaného stylu programování.
Uvolňování dat
Dalším úkonem je uvolnění dat. Každá vytvořená (alokovaná) data je důležité uvolnit
(dealokovat), jakmile už nejsou potřeba. V programovacích jazycích jako C++, které toto
neprovádějí automaticky, je dealokace zcela v rukou programátora.
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Pokud by nebylo zajištěno včasné uvolněnění všech nepotřebných dat, vznikaly by tzv.
paměťové leaky, tedy po dobu běhu programu znovu nevyužitelné části paměti. Ty vznikají
často tak, že program ztratí odkaz na data (je např. nahrazen odkazem na jiná data), a tak
už dále není možné původní data dealokovat.
Nepříjemnou vlastností paměťových leaků je, že jejich množství neklesá. Mohou tedy
jen kumulovat, dokud nedojde k vyčerpání dostupné paměti.
Mnohé programy používané po celém světe vytvářejí paměťové leaky a často nejde
o závažný problém. Takové programy spoléhají, že po skončení jejich běhu operační systém
uvolní všechnu paměť využitou programem včetně leaků.
V určitých aplikacích jsou však paměťové leaky velmi nežádoucí. Jde především o apli-
kace, kde program může běžet delší dobu a kde se zároveň pracuje s relativně objemnými
daty. Přesně toto je situace řetězců zpracování obrazu.
Jako konkrétní příklad lze uvést následující situaci. Uživatel navrhovaného systému chce
určitým řetězcem zpracování obrazu zpracovat videonahrávku. Uživatelova videonahrávka
má trvání 60 minut, snímkovou frekvenci 25 snímků/s a rozlišení 768x576 pixelů. Pro řetězec
to znamená zpracovat 3600 · 25 = 90000 tisíc snímků. Každý snímek bude před vstupem do
řetězce nejspíše převeden na snadněji zpracovatelný nekomprimovaný formát, např. RGB
s hloubkou 24 bitů. To znamená velikost snímku po převodu zhruba 1327 kB. Řetězec
zpracování obrazu může být více či méně rozsáhlý, ale pokud by během vyhodnocení nebyla
uvolněna byť jen jedna jediná instance snímku, znamenalo by to ztrátu 1327 kB na každý
snímek videonahrávky. To pro celou nahrávku znamená více jak 100 GB paměťových leaků.
Na dnešních počítačích by tedy došlo k vyčerpání dostupné paměti zřejmě už po prvních
pár stech či tisících snímků videonahrávky.
Včasné uvolnění dat je tedy velmi důležité. To především znamená, že program musí
uvolnit data před tím, než se vzdá odkazu na ně. Dále by mělo být zajištěno uvolnění dat
z paměti po ukončení práce řetězce a to i při předčasném ukončení programu z důvodu
náhlého výskytu chyby.
Kromě předcházení paměťovým leakům včasným uvolnění dat je také důležité správné
provedení uvolnění paměti. Přesněji je tím myšlen pokus o dvojí dealokaci, tj. uvolnění již
uvolněných dat, což může vést k nepředvídatelnému chování celé aplikace.
V navrhovaném systému je dvojí uvolnění dat reálnou hrozbou. Ať už se použijí ukaza-
tele nebo reference, v obou případech může současně existovat více odkazů na jednu instanci
dat. Problém je, že uvolnění dat nemá vliv na odkazy. Ty stále mohou odkazovat na již
uvolněná data, což je zdrojem problému dvojí dealokace.
Ideální by bylo s uvolněním dat zneplatnit všechny odkazy na tato data, nicméně to je
obtížně realizovatelné, protože by to znamenalo vedení evidence všech existujících odkazů
na data.
Existují snadno aplikovatelné techniky, které účinně řeší problém dvojí dealokace a
zároveň i problém paměťových leaků. Tyto techniky řeší i další problémy se správou paměti,
avšak ty zde nebudou rozebrány.
Mezi takové techniky patří např. počítání referencí (reference counting) nebo vlastnictví
dat (data ownership). Společné pro tyto techniky je, že nějakým způsobem řídí dobu života
odkazovaných dat.
Při programování lze použít dokonce už i předem připravené datové typy, které těchto
technik přímo využívají. Široce uplatňované jsou tzv. chytré ukazatele (smart pointers), což
je souhrnný název pro ukazatele s přidanou funkcí, jako zajištění automatické dealokace
dat.
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Kopírování dat
Další a zároveň poslední úkon, který zde bude zmíněn, je kopírování dat. Na první pohled
nemusí být zřejmé, proč je kopírování dat vůbec potřeba. Proto bude nejdříve jeho použití
zdůvodněno.
V podkapitole o vyhodnocení řetězce byla popsána funkce arbitru. Jedním z jeho úkolů
je předávání dat mezi bloky. Při tom může dospět k dvěma situacím:
1. výstup bloku je připojen k jednomu vstupu jiného bloku, pak jde o přímé propojení,
2. výstup bloku je připojen k více vstupům jednoho nebo více bloků, jde o větvěné
propojení.
Přímé propopojení je jednoduché. Arbitr pouze předá data z výstupu na vstup. Přesněji
řečeno nastaví vstupu odkaz na přenášená data. Blok pak může k datům přistupovat přes
tento odkaz.
Větvené propojení je složitější. Při něm jsou jedna data předávána více vstupům, které
mohou náležet různým blokům. V tomto místě je důležité zvážit, jakým způsobem nakládat
s daty z hlediska správy paměti, protože zde může být více bloků, které budou dále pracovat
se stejnými daty.
A B
instance 1
A C
B
D
instance 2
instance 3
instance 1
Obrázek 3.11: Předání odkazu u přímého propojení (vlevo) a navrhované řešení správy
paměti v případě větveného propojení (vpravo).
Jednou z možností je předat všem cílovým vstupům stejný odkaz na data (nezáleží, zda
referenci nebo ukazatel). Potom ale žádný z bloků nesmí data změnit, protože by je tak
změnil i ostatním blokům, které používají stejný odkaz. Každý blok by tedy mohl data jen
číst a v případě, že by potřeboval do nich zasahovat, musel by pro tento účel vytvořit jejich
kopii.
Takové řešení klade na autory bloků požadavek, že před zásahem do dat musejí vytvořit
jejich kopii. To by mohlo být zdrojem problémů, pokud by někdo o tomto pravidle nevěděl,
nebo by na něj zapomněl.
Lepším řešením je vytvářet kopie dat automaticky, tedy že arbitr zajistí každému
cílovému vstupu větveného propojení jedinečnou instanci přenášených dat (obrázek 3.11).
Nevýhodou tohoto řešení je, že kopírování dat znamená jistou režii. Ta dosáhne svého
maxima, když všechny bloky budou z dat jen číst, což tedy znamená, že arbitr vytvořil
kopie dat zbytečně. Ale tato režie se vrátí v podobě vyšší spolehlivosti systému, která je
důležitější než rychlost vyhodnocení řetězce.
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Na druhou stranu je možné zavést opatření, podle nějž by bloky předem oznamovaly,
zda budou data měnit či ne. Arbitr by pak mohl vytvořit jen tolik kopií dat, kolik by
skutečně bylo potřeba.
3.5 Parametry bloků
Parametry bloku jsou parametry operace, kterou blok představuje. Často jde o číselné
hodnoty, např. u Gaussova filtru je parametrem hodnota střední odchylky σ. Obecně však
mohou být parametry různých typů. V podkapitole 3.1.3 bylo ukázáno, že mezi možné
typy parametrů patří kromě číselných i vektorové a maticové typy. V jednom případě je
parametrem dokonce křivka, která může být popsána různě, např. soupisem řídících bodů
křivky, nebo vyhledávací tabulkou.
Situace je zde tedy podobná, jako u různých typů dat v řetězci. Je zde pouze rozdíl
v konceptu, že parametry nejsou blokem přímo zpracovány, kdežto data ano. Lze také říci,
že parametry nejsou tak informačně obsáhlé jako data, většinou jde jen o několik málo
hodnot.
Parametry lze tedy podobně jako data implementovat s využitím typového polymor-
fismu. To zároveň umožňuje do budoucna nabídku parametrů v systému rozšiřovat.
Dále zde platí, podobně jako u dat, že musí existovat jednotný způsob pro nakládání
s parametry různých typů. To typový polymorfismus zajišťuje. Je to z toho důvodu, aby
bylo možné řetězec uložit do souboru či jej ze souboru načíst. Tentokrát však jednotné
rozhraní nepotřebuje arbitr, ale funkce pro načítání či ukládání řetězce.
S načítáním a ukládáním řetězce souvisí další vlastnost parametrů: převoditelnost para-
metrů na jednotný formát. Parametry jsou totiž nedílnou součástí řetězce, jejich hodnoty
přímo ovlivňují chování bloků a tedy i celkové chování řetězce. Při uložení řetězce je tedy
potřeba uložit i parametry bloků, ať už jsou jakéhokoliv typu.
Samozřejmě závisí na formátu souboru použitého k uložení řetězce, ale ať už je zv-
olen jakýkoliv formát, parametry musejí být do tohoto formátu převoditelné a musejí být
z tohoto formátu i znovu zrekonstruovatelné.
Pokud bude zvolen textový formát, pak například parametr s hodnotou 10,6 může být
převeden na textový řetězec "10.6". V případě, že parametr bude např. vektorem tří hodnot
(0,5;0,2;0,3), pak může být převeden do textového řetězce tvaru "0.5 0.2 0.3". Z každého
takového textového řetězce musí při zpětné rekonstrukci vzniknout parametry s původními
hodnotami.
3.6 Načtení a uložení řetězce
Pro uložení vytvořených řetězců do souboru lze použít například XML formát, který je
snadno zpracovatelný díky řadě existujících knihoven a který je díky textovému formátu
snadno čitelný a ručně editovatelný.
V XML souboru by mohl být řetězec uložen jednoduše popisem použitých bloků a jejich
propojení. To jsou všechny informace postačující k sestrojení libovolného řetězce. Možná
struktura takového XML souboru je uvedena v zápise 3.1.
XML soubor v ukázce představuje řetězec, který načte obraz ze souboru obrazek.png,
provede jeho zesvětlení o 10 stupňů a výsledek zobrazí v okně o rozměrech 320x240 pixelů.
Struktura tohoto souboru se dělí na dvě hlavní sekce:
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<chain>
<blocks>
<block name=” vstup ” type=” i n p u t f i l e ”>
<param name=” f i l e ” value=” obrazek . png” />
</block>
<block name=” z e s v e t l e n i ” type=” b r i g h t n e s s ”>
<param name=” l e v e l ” va lue=”10” />
</block>
<block name=”okno” type=”output window”>
<param name=”width” value=”320” />
<param name=” he ight ” value=”240” />
</block>
</blocks>
<connections>
<connect s r c=” vstup . out ” dst=” z e s v e t l e n i . in ” />
<connect s r c=” z e s v e t l e n i . out ” dst=”okno . in ” />
</connections>
</chain>
Zápis 3.1: Ukázka XML souboru popisujícího řetězec
Sekce blocks Zde jsou popsány všechny bloky použité v řetězci. K identifikaci bloků
(atribut name) jsou použity textové řetězce, které proto musejí být pro každý blok
unikátní. Atribut type pak z nabídky knihovny vybírá konkrétní typ bloku s danou
operací. Např. type=brightness může označovat blok, jehož operací je úprava svě-
tlosti obrazu. Parametry každého bloku pak popisují vnořené značky param. Každá
tato značka odpovídá jednomu parametru, který je vybrán atributem name a jeho
hodnota je nastavena hodnotou atributu value.
Sekce connections Tato sekce přesně popisuje propojení bloků, přesněji řečeno definuje
propojení mezi vstupy a výstupy bloků. Každá značka connect odpovídá právě jed-
nomu propojení, přičemž atribut src určuje počáteční a atribut dst koncový bod
propojení. V ukázce je použita tečková notace identifikující konkrétní blok a jeho vstup
nebo výstup (vstup v případě atributu dst a výstup při src). Např. zesvetleni.in
v atributu dst označuje vstup in bloku zesvetleni.
Z uvedené ukázky je patrné využití textových identifikátorů bloků v řetězci a jejich
vstupů, výstupů a parametrů. Textový identifikátor je z hlediska snadnosti použití dobrým
prostředkem, protože uživatel může jednotlivé prvky pojmenovat dle svého uvážení. Na
základě toho pak může být ruční tvorba XML souboru mnohem snadnější a intuitivnější a
obsah soubor celkově více přehledný.
Načtění řetězce z takového XML souboru sestává z těchto kroků:
• Pro každý blok v sekci blocks:
– vytvoř blok typu type
– blok pojmenuj podle atributu name
– pro každý parametr uvnitř bloku:
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∗ parametr name nastav na hodnotu value
• Pro každé propojení v sekci connections
– vytvoř propojení mezi výstupem src a vstupem dst
Uložení řetězce do XML souboru pak lze provést následovně:
• Vytvoř sekci blocks
• Pro každý uzel u v grafu:
– do sekce blocks přidej značku block s názvem a typem bloku příslušejícímu
uzlu u
– do vytvořené značky zanoř parametry bloku a jejich hodnoty
• Vytvoř sekci connections
• Pro každou hranu (u, v, yui, xvj) v grafu:
– vytvoř v sekci connections značku connect s identifikací zdrojového a cílového
bodu propojení, src=m.p a dst=n.q, kde m,n jsou názvy bloků uzlů u, v a p,q
jsou názvy výstupu yui bloku uzlu u a vstupu xvj bloku uzlu v.
3.7 Hierarchicky uspořádané řetězce
Zajímavou technikou, která značně rozšiřuje možnosti sestavování řetězců, jsou hierarchicky
uspořádané řetězce. Myšlenkou této techniky je použití existujícího řetězce jako součást
jiného řetězce.
Tato technika umožňuje chápat řetězce jako nové samostatné operace a používat je
v jiných řetězcích podobným způsobem jako bloky. Lze si představit řadu aplikací, např.
možnost definice nových bloků s pomocí řetězců, dynamické zařazování řetězců do jiného
řetězce podle potřeby, apod.
Jednoduchou ukázkou hierarchicky uspořádaných řetězců je využití řetězce realizujícího
DoG operátor v jiném řetězci. Obecné znázornění řetězce DoG operátoru bylo uvedeno na
obrázku 2.2. Obrázek 3.12 pak znázorňuje použití tohoto řetězce uvnitř jiného. Ten DoG
operátor využívá k detekci hran, v nichž jsou pak hledána lokální maxima a ta jsou nakonec
vyznačena do původního obrazu.
Už z tohoto jednoduchého příkladu je zřejmé, jaký potenciál hierarchie řetězců skrývá.
Snadno si lze představit, že řetězec z obrázku 3.12 také představuje novou samostatnou
operaci, kterou by opět šlo využít v jiném řetězci. To už znamená tříúrovňovou hierarchii.
Takto je možné analogicky pokračovat.
3.7.1 Definice hierarchického uspořádání
Hierarchicky uspořádané řetězce lze popsat jako strom, kde kořen stromu tvoří nejvyšší
(první) úroveň hierarchie. Potomci kořene pak představují druhou úroveň hierarchie, jejich
potomoci zase třetí úroveň a tak dále. Listy stromu nakonec představují řetězce, které již
nevyužívají žádných dalších řetězců.
Vztah mezi rodičovským uzlem a jeho potomky ve stromě je vztahem mezi nadřazeným a
podřízeným řetězcem. Pro jednoduchost zde budou nazývány jako nadřetězec a podřetězec.
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Obrázek 3.12: Ukázka řetězce, který využívá jiný řetězec k extrakci hran z obrazu.
3.7.2 Možnosti implementace hierarchického uspořádání
K implementaci hierarchie řetězců lze přistupovat třemi hlavními způsoby, z nichž všechny
jsou použitelné, ale každý má své výhody a nevýhody. Z pohledu nadřetězce lze daný
podřetězec zapojit buď jako zapouzdřený nebo jako vložený. Třetí možností je kombinace
obou přístupů.
Zapouzdřený podřetězec
Podřetězec je do nadřetězce zapojen jako “černá skříňka”. Vnitřní uspořádání skříňky, tedy
bloky podřetězce a jejich propojení, jsou nadřetězci skryty. “Černá skříňka” pouze definuje
rozhraní, které nadřetězci zpřístupňuje potřebné vstupy a výstupy podřetězce.
A B A
B
C
X
X
Obrázek 3.13: Ukázka zapouzdřeného řetězce. Podřetězec je skryt v bloku X.
Zapouzdřený podřetězec může být realizován jako speciální blok, který v sobě podřetězec
skrývá. To znamená, že v grafu nadřetězce je podřetězec představován jediným uzlem.
Vstupy a výstupy tohoto bloku odpovídají vstupům a výstupům podřetězce a vyhodnocení
bloku způsobí vyhodnocení zapouzdřeného podřetězce.
Výhodou tohoto přístupu je možnost s podřetězcem pracovat bez znalosti jeho vnitřního
uspořádání. Nadřetězci pak stačí znát jen vstupy a výstupy podřetězce. Další výhodou je
snadnost implementace, protože pro zapouzdřený podřetězec stačí vytvořit jen příslušný
blok. Ten se pak v systému chová jako všechny ostatní bloky.
Nevýhodou zapouzdřeného řetězce je však samo zapouzdření, které znemožňuje přístup
k jiným vstupům či výstupům podřetězce než k těm, které zveřejňuje rozhraní bloku.
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Vložený podřetězec
Podřetězec je do nadřetězce vložen přímo včetně všech bloků a jejich propojení. Nee-
xistuje zde žádné zapouzdření, všechny bloky podřetězce jsou nadřetězci přístupné. Při
více jak dvouúrovňové hierarchii jsou bloky přístupné všem nadřetězcům, přímo i nepřímo
nadřazeným.
podřetězec X
A X/A
X/B
X/C
B
Obrázek 3.14: Ukázka vloženého podřetězce. Názvy bloků v podřetězci jsou odlišeny od
názvů v nadřetězci.
Při tomto řešení existuje pro libovolně rozsáhlou hierarchii řetězců kompletní graf ob-
sahující všechny bloky. Výhodou toho je, že je možné z nadřetězce využít vstupy a vý-
stupy kteréhokoliv bloku v podřetězci. Nevýhodou je však potřeba znát uspořádání bloků
v podřetězci.
Další nevýhodou může být i náročnější implementace, která především musí zajistit
správné adresování bloků v podřetězcích kvůli možné kolizi jejich identifikátorů. Snadno si
lze představit situaci, kdy jak nadřetězec tak i podřetězec definují blok se stejným názvem,
např. vstup. Identifikátory bloků v každém podřetězci je tedy potřeba vhodně separovat,
např. pomocí prefixu názvu, který by určil sám nadřetězec. Pro uvedený příklad kolize by
byl blok podřetězce pojmenován např. podretezec/vstup. V případě rozsáhlejší hierarchie
by pojmenování mohlo být např. podr1/podr2/vstup.
Kombinovaný přístup
Kombinovaný přístup slučuje kladné vlastnosti zapouzdřeného a vloženého podřetězce.
Podřetězec je do nadřetězce vložen přímo, což řeší problém zapouzdřenosti, a zároveň
podřetězec specifikuje rozhraní, což řeší problém znalosti vnitřního uspořádání. Nevýhodou
tohoto přístupu ale může být vyšší implementační náročnost.
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Kapitola 4
Implementace systému
4.1 Použité prostředky
Systém byl implementován ve standardním jazyce C++. Při implementaci bylo využito
několika knihoven zajišťujících funkčnost významných částí systému.
4.1.1 OpenCV
OpenCV (Open Source Computer Vision) je rozsáhlá volně použitelná C/C++ knihovna za-
měřená na zpracování obrazu a počítačové vidění. V implementovaném systému je využívána
zejména uvnitř předem připravených bloků k realizaci obrazových operací, které tak nebylo
nutné v této práci implementovat.
Z knihovny je také využit datový typ IplImage pro obrazová data, se kterým pracují
téměř všechny funkce knihovny. Tento typ je v implementovaném systému zapouzdřen a je
používán jako výchozí typ pro obrazová data.
4.1.2 Boost Graph Library
Boost Graph Library (zkráceně BGL) je víceúčelová C++ knihovna pro grafové datové
struktury a grafové algoritmy. Implementovaný systém ji využívá pro práci s grafem řetězce.
Tato knihovna umožňuje krom jiného zkonstruovat orientovaný graf, procházet jím a
aplikovat na něj různé algoritmy, včetně topologického řazení uzlů. Významnými vlastno-
stmi knihovny jsou vysoká efektivita a flexibilita.
4.1.3 TinyXML
Jak název napovídá, tato knihovna slouží k práci s XML dokumenty. Jde o jednoduchý
C++ XML parser, který dokáže načíst DOM (Document Object Model) daného XML
dokumentu, snadno k němu přistupovat, modifikovat jej a ukládat.
Zde byla knihovna TinyXML využita k přečtení popisu řetězce z XML souboru.
4.2 Implementované funkce
V systému byly zcela implementovány všechny základní funkce nezbytné k jeho praktickému
využití. Jde o implentaci bloků a jejich rozhraní, propojení bloků, parametrů, dat, sestrojení
řetězce a jeho vyhodnocení. Také bylo implementováno načtení řetězce z XML souboru.
34
To vše v podstatě umožňuje sestavit libovolný řetězec nebo jej načíst z XML souboru a
vyhodnotit jej, což je vlastně hlavní funkce tohoto systému. Podmínkou je existence popisu
řetězce a to, že systém implementuje všechny potřebné bloky, resp. operace.
Nutným předpokladem je, že uživatel popis řetězce dokáže vyhotovit ručně, což může
tak, že buď vytvoří XML soubor nebo přímo použije rozhraní knihovny. Dále se předpo-
kládá, že buďto využije předem připravené nabídky bloků, nebo systém rozšíří o své vlastní
bloky.
Pokročilejší funkce jako hierarchicky uspořádané řetězce a paralelní vyhodnocení nebyly
v systému z časových důvodu implementovány. Zato však byla pozornost věnována kvalitní
implementaci základních částí systému a také důkladné správě paměti, která je pro reálné
použití systému zcela zásadní.
4.2.1 Implementované bloky
V základní nabídce bloků výsledné implementace figurují tyto bloky:
• Vstupní bloky: ImageInputBlock (načtení obrazu ze souboru)
• Výstupní bloky: ImageDisplayBlock (zobrazení obrazu v okně)
• Bloky zpracování obrazu: BlendBlock (váhovaný průměr dvou obrazů), ConvertToGray-
Block (převod obrazu na šedotón, “odbarvení”), DifferenceBlock (rozdíl dvou obrazů),
EqualizeHistBlock (ekvalizace histogramu obrazu), InvertBlock (inverze obrazu), IOBlock
(pomocný průchozí blok), ScaleBlock (změna měřítka), SmoothGaussianBlock (vyhla-
zení Gaussovým filtrem), SmoothMedianBlock (vyhlazení Medián filtrem), Threshold-
Block (prahování obrazu)
• Bloky využívající neobrazová data: LocalMaximaBlock (hledání lokálních maxim in-
tenzity v obraze), MarkPointsBlock (vyznačení bodů v obraze)
4.2.2 Implementované typy dat
Implementace systému nabízí pro využití v řetězci dva typy dat: ImageData pro obraz a
PointListData pro seznam souřadnic.
ImageData
Typ ImageData v sobě zapouzdřuje již zmíněný datový typ IplImage z knihovny OpenCV.
Tento typ podporuje různé barevné modely jako šedotón, RGB, HSL, HSV a další. Pod-
poruje i různé bitové hloubky, např. celočíselné 8 či 16 bitů na kanál nebo reálné floating-
point 32 či 64 bitů.
Podpora obrazových formátů je tedy poměrně široká, nicméně musel být určen jeden
výchozí formát, se kterým budou pracovat všechny implementované bloky. Tím se stal
formát RGB s celočíselnými hodnotami pixelů a hloubkou 24 bitů (8 bitů na kanál).
Volba výchozího formátu však nevylučuje použití jiného formátu. Zvolení tohoto for-
mátu pouze znamená, že implementované vstupní bloky automaticky dodávají obraz RGB
24 bitů a ostatní implementované bloky tento formát podporují. Systém je možné rozšířit
o bloky pracující s libovolným formátem obrazu.
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PointListData
Jde o typ dat, která v sobě nesou seznam dvourozměrných celočíselných souřadnic. Tento
typ dat je používán například blokem pro vyznačování bodů v obraze.
Vnitřně je PointListData implementován pomocí vektorového datového kontejneru ze
standardní šablonové knihovny (STL) jazyka C++. Kapacita typu je omezena jen dostup-
nou pamětí počítače.
4.2.3 Implementované typy parametrů
Systém využívá pouze skalárních parametrů ke kterým implementuje generické rozhraní.
Jakýkoliv skalární datový typ jazyka C++ může být takto použit jako parametr bloku.
Mezi použité typy patří integer a double.
4.3 Rozhraní knihovny
Systém byl implementován jako knihovna, aby mohl být použit v jiných aplikacích. Výsledná
knihovna zpřístupňuje hostitelské aplikaci všechny potřebné části systému přes své rozhraní.
Rozhraní knihovny deklaruje zejména funkci pro načtení řetězce z XML souboru. Tato
funkce vrací přímo objekt řetězce. Přes ten je možné řetězec vyhodnotit. Dále lze např.
přistupovat k jednotlivým blokům řetězce i k jejich vstupům, výstup a parametrům. Řetězec
lze také modifikovat atd.
Rozhraní knihovny zpřístupňuje i třídy dat a umožňuje hostitelské aplikaci vytvářet
vlastní instance všech implementovaných typů dat a manipulovat s nimi. Díky tomu může
hostitelská aplikace číst data vytvořená řetězcem, nebo může sama řetězci dodávat vlastní
vstupní data.
4.4 Demonstrační program
K implementované knihovně byl vytvořen jednoduchý demonstrační program, který ukazuje
možné použití knihovny. Tento program umožňuje zpracovat obraz z různých zdrojů pomocí
daného řetězce.
Program využívá knihovny k načtení řetězce ze zadaného XML souboru ve tvaru jak
bylo popsáno v podkapitole 3.6. Program sám dodává obraz do řetězce a odebírá z něj
výsledný obraz, takže řetězec musí specifikovat své rozhraní.
Ke vstupům, jaké program podporuje patří obrazový soubor, video soubor a obraz
z digitalizačního zařízení či kamery.
Demonstrační program zobrazuje v okně původní vstupní obraz a výsledný obraz po
zpracování vystupující z řetězce. Dále zobrazuje jednoduché schéma řetězce. Ukázka pro-
gramu je uvedena na konci textu v příloze.
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Kapitola 5
Vlastnosti systému
V této kapitole bude představen test provedený s implementovaným systémem ukazující
jeho efektivitu. Dále bude systém z hlediska vlastností srovnán s jinou existující knihovnou
založenou na řetězcích.
5.1 Porovnání rychlosti s přímou implementací
V tomto testu jde o určení efektivity implementovaného systému při vyhodnocení řetězce.
Efektivitou se zde rozumí míra toho, nakolik se zpracování obrazu řetězcem v tomto systému
rychlostně vyrovná témuž zpracování obrazu pomocí přímo implementovaného algoritmu.
5.1.1 Motivace k testu
Vyhodnocení řetězce s sebou nese určitou režii a tudíž je jisté, že zpracování obrazu pomocí
tohoto systému bude vždy o něco pomalejší, než zpracování obrazu přímo vytvořeným
algoritmem. Celkovou režii, kterou systém při zpracování obrazu přináší, lze rozdělit na dvě
složky: jednorázovou a průběžnou.
Jednorázová režie se týká především přípravy systému na zpracování obrazu. Jde ze-
jména o načtení řetězce ze souboru, jeho sestrojení, detekci cyklů a dále určení pořadí
vyhodnocení bloků. Tato režie není z hlediska zkoumání efektivity tolik zajímavá, protože
se při zpracování obrazu uplatní jen jedenkrát.
Druhá složka je však mnohem významnější. Jak už její název napovídá, uplatňuje se
průběžně, přesněji řečeno při každém vyhodnocení řetězce. Pokud je řetězcem zpracováváno
video, pak se tato režie projeví u zpracování každého snímku.
Tato složka režie je způsobena hlavně úkony, které systém provádí mezi vyhodnocováním
jednotlivých bloků. Dále se na této režii mohou v menší míře podílet mechanismy souvise-
jící s manipulací s daty uvnitř bloků nebo se správou paměti. Určitou roli můžou hrát
také použité techniky jako polymorfismus nebo dynamická typová kontrola, které v přímé
implementaci nejsou potřeba.
Tento test je zaměřen právě na změření míry průběžné režie. Lze však předpokládat,
že zjištěné výsledky budou jen orientační. Měřená režie totiž závisí na stavbě řetězce, na
použitých blocích a také na datech, které řetězcem prochází. Přesto by bylo zajímavé zjistit
alespoň přiližně režii pro pár příkladů řetězců.
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5.1.2 Podmínky testu
Pro tento test byly vytvořeny 3 různě rozsáhlé řetězce s jednoduchými úlohami zpracování
obrazu:
1. řetězec s Gaussovým filtrem (σ = 5) realizovaný 1 blokem,
2. řetězec DoG operátoru (σ1 = 3, σ2 = 5) realizovaný 4 bloky,
3. řetězec vyznačující lokální maxima hran detekovaných DoG operátorem (σ1 = 3, σ2 =
5) realizovaný 6 bloky.
Ke každému z těchto řetězců byl naimplementován program provádějící stejnou úlohu
zpracování obrazu, avšak bez využití řetězce. Jednotlivé programy byly navrženy tak, aby
vykonávaly stejné obrazové operace jako příslušný řetězec, konkrétně aby využívaly i stejné
postupy jako bloky řetězce.
Obrazové operace byly samozřejmě ve všech případech realizovány stejnou knihovnou
OpenCV. Programy nevyužívaly žádné součásti implementovaného systému a se všemi
potřebnými prostředky pracovaly přímo, takže nevyužívaly např. ani typového polymor-
fismu.
Test byl pak proveden tak, že byly změřeny časy potřebné ke zpracování obrazu pomocí
řetězců a pomocí přímo implementovaných programů. Aby bylo měření přesnější, byla doba
zpracování obrazu měřena na videu, takže zpracování trvalo déle a průběžná režie se mohla
projevit vícekrát.
Následující soupis shrnuje další podmínky při testování.
• Vstup: barevné video, celkem 1259 snímků, rozlišení 640x480 pixelů, komprese Xvid
• Hardware: jednojádrový procesor Intel Celeron M 1400 MHz, operační paměť 512 MB
• Software: operační systém Windows XP SP2, knihovna zpracování obrazu OpenCV
2.0, načítání videa knihovnou FFmpeg (zabudována v OpenCV)
5.1.3 Naměřené hodnoty
Tabulka 5.1 představuje naměřené hodnoty pro jednotlivé případy. Měření doby zpracování
bylo provedeno pro každý řetězec několikrát a v tabulce je zapsán vždy průměrný čas zpra-
cování jednoho snímku videa. Pro lepší představu je uvedeno také procentuální vyjádření
efektivity spočtené jako poměr doby zpracování přímou implementací ku době zpracování
řetězcem. Efektivita 100 % by znamenala, že řetězec zpracuje obraz stejně rychle jako přímá
implementace.
Z řádků 1 až 3 v tabulce je jasně vidět, jak se zvyšující se rozsáhlostí řetězce (zvyšující
se počet bloků a propojení) stoupá i doba režie. Čtvrtý řádek tabulky ukazuje případ, kdy
bylo jako vstup použito video s polovičním rozlišením. Zde je vidět výrazný pokles doby
strávené režií způsobený menší velikostí obrazových dat. Ta mohla být mezi bloky rychleji
kopírována, což se podepsalo na kratší době režie.
Údaj o efektivitě je potřeba brát jen orientačně a s ohledem k tomu, jak byl vypočítán.
Jeho hodnota je totiž značně ovlivněna tím, jak časově náročné je samotné vyhodnocení
bloků. U časově náročnějších řetězců se totiž režie zjednodušeně řečeno “ztrácí” a údaj
o efektivitě roste, což ukazuje řádek 3, kdy složitější řetězec je v porovnání s předchozím
řádkem efektivnější.
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Č.testu, řetězec Zpracování snímku [ms] Režie/snímek [ms] Efektivita
přímá implem. řetězec
1. Řetězec 1 87,36 93,71 6,36 93,2 %
2. Řetězec 2 144,16 160,2 16,04 90 %
3. Řetězec 3 188,63 207,07 18,45 91,1 %
4. Řetězec 3 (1/2
rozlišení)
92,78 96,01 3,23 96,6 %
Tabulka 5.1: Zjištěné hodnoty režie a efektivity implementovaného systému.
5.1.4 Zhodnocení výsledků
Měření ukázalo, že průběžná režie, kterou systém přináší, není zanedbatelná. V nejhorším
měřeném případě připadlo na tuto režii 10 % času procesoru a lze očekávat, že u rozsáhlej-
ších řetězců s nepříliš výpočetně náročnými bloky může být tato hodnota ještě vyšší. Ale
vzhledem k tomu, jaké výhody systém přináší oproti přímé implementaci, je tato hodnota
ještě stále přijatelná.
5.2 Srovnání s knihovnou GStreamer
GStreamer je multiplatformní knihovna umožňující pomocí řetězců zpracovávat multi-
mediální data. Využívá se k široké škále aplikací jako přehrávání, nahrávání, vysílání a
editování audia a videa.
Základní myšlenkou GStreameru je podobně jako v případě implementovaného systému
poskytnout jednotné prostředí pro vývoj komponent či bloků a dále umožnit tyto kompo-
nenty skládat v řetězce využitelné k různým aplikacím.
5.2.1 Pojetí řetězce a bloků
V GStreameru bývá řetězec nazýván jako pipeline. Je tvořen stejně jako v implementovaném
systému orientovaným grafem tzv. elementů, což je obdoba bloků. Opět jde o jakési “černé
skříňky” se vstupy a výstupy, které zpracovávají data. Vstupy jsou zde souhrně označovány
jako sink a výstupy jako source. Data v řetězci tečou podle hran ve směru source→sink.
sink
bin
element2
sourcesink
element3
sink
element1
sourcesink
Obrázek 5.1: Ukázka řetězce jak je pojímán v knihovně GStreamer.
Každý řetězec lze dále zapouzdřit do tzv. binu a definovat mu vstupy a výstupy. Takto
lze dosáhnout hierarchického uspořádání řetězců popsaného v podkapitole 3.7.
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Zvláštností je, že bloky mohou mít dynamické vstupy a výstupy, což znamená, že blok
může své vstupy a výstupy uzpůsobit konkrétní situaci. Např. blok dekódování audio-video
proudu může mít výstupy podle toho, zda daný proud obsahuje audio i video, nebo jen
audio či jen video.
5.2.2 Data v řetězci
GStreamer se narozdíl od implementované knihovny soustředí na zpracování audio a video
dat a je k tomu řádně uzpůsoben. Bloky řetězce, elementy, data zpracovávají pomocí bufferů
po úsecích, takže je teoreticky možné zpracovávat nekonečné proudy dat.
Knihovna dále umožňuje přenos dat mezi bloky synchronizovat, což je potřeba např. při
současném přehrávání audia a videa aby jedno nepředbíhalo druhé, nebo pokud je potřeba
řídit rychlost dodávání dat určitému zařízení jako třeba zvukové kartě.
5.2.3 Nabídka bloků
Zatímco implementovaný systém disponuje stálou nabídkou bloků, k jejímuž rozšíření jsou
potřeba zdrojové kódy a rekompilace knihovny, v knihovně GStreamer je nabídka bloků
dynamická a zcela oddělená od knihovny.
Bloky se do knihovny dodávají v podobě tzv. pluginů, což jsou dynamicky zaváděné
knihovny definující jeden nebo více bloků. Pro přidání nových bloků stačí daný plugin
zaregistrovat přes rozhraní knihovny GStreamer a od té chvíle je možné nové bloky používat
v řetězcích.
Díky této koncepci je možné vydávat tzv. balíky pluginů, což jsou soubory pluginů defi-
nující bloky s určitým zaměřením. Tyto balíky si uživatelé mohou nainstalovat dle potřeby.
Přímo autoři knihovny dodávají balíky pluginů poskytující např. bloky pro kódování a
dekódování široké škály audio a video formátů.
5.2.4 Sestavování řetězců
Knihovna GStreamer nabízí k sestavení řetězce více cest. Jako programátor lze využít
rozhraní knihovny a řetězec skládat pomocí objektů. Bez znalostí jakéhokoliv programovacího
jazyka lze řetězec intuitivně navrhnout pomocí vizuálního editoru (obrázek 2.3). Poslední
možností je nástroj gst-launch se speciální syntaxí pro definici řetězce. Ta může vypadat
například takto:
filesrc location=video.mpeg ! decodebin ! ffmpegcolorspace ! xvimagesink
Tento zápis vytvoří řetězec s posloupností bloků, která na začátku načte daný video
soubor, poté provede jeho dekódování a převod barevného modelu ke konečnému zobrazení
v okně na obrazovce.
Syntaxe připomíná zápis příkazů v konzoli Unixových systémů s využitím tzv. rour
(angl. pipes). Znak ! zde vytváří propojení vždy dvou sousedních bloků v řade. Syntaxe
zápisu dovoluje navíc vytvářet v řetězci i více posloupností s větvením. Jde tedy o poměrně
snadný způsob definice pro GStreamer typických řetězců vyznačujících se menším počtem
větvení a delšími posloupnostmi bloků. V zápise je také vidět způsob předávání parametrů
blokům, které lze uvést podobně jako argumenty programu v konzoli Unixu.
Nutno uznat, že tento zápis je v porovnání s XML souborem používaným v implemen-
tovaném systému jednodušší a uživatelsky přívětivější. Avšak pro komplexnější řetězce by
se mohl snadno stát velmi nepřehledným.
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5.2.5 Abstrakce řetězců
V implementovaném systému abstrakce řetězců nebyla implementována. Byla však popsána
v analýze pomocí hierarchie řetězců. Knihovna GStreamer využívá též hierarchie řetězců,
přesněji řečeno využívá principu zapouzdřeného podřetězce.
Knihvona GStreamer však zachází ještě dále a značně rozšiřuje možnosti abstrakce
řetězců funkcí autoplugging.
Tato funkce umožňuje to, že GStreamer dokáže pro obecný zápis řetězce hledat vhodné
zapojení dostupných bloků, které by mohlo obecně zapsanou úlohu realizovat.
Jak je vidět v zápise uvedeném výše, nejsou zde popsány v podstatě žádné konkrétní
bloky zajišťující dekódování určitého formátu videa. Vlastně zde není ani určeno, že má
jít o video (název a přípona souboru ještě nezaručuje, že soubor skutečně obsahuje nějaká
video data).
GStreamer však dovede rozpoznat formát zdrojových dat a dále díky funkci autoplug-
ging zapojit potřebné bloky (pokud jsou nainstalovány). Stejným způsobem jsou hledána
zapojení pro zbytek řetězce, až jsou nakonec data dopravena do určeného cíle.
Tato funkce značně usnadňuje definování úlohy jakou uživatel požaduje realizovat.
V podstatě stačí jen určit požadovaný vstup, jeho transformaci a požadovaný výstup a
GStreamer se sám pokusí najít řešení.
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Kapitola 6
Aplikace systému
Implementovaný systém byl prostřednictvím demonstrační aplikace vyzkoušen v praktic-
kých aplikacích zpracování obrazu. Na ukázku možností knihovny a jejího využití budou
nyní dvě z aplikací popsány.
6.1 Detekce hran
Jako příklad jednoduchého řetězce se v této zprávě několikrát objevil operátor DoG. Ten lze
uplatnit jako detektor hran. Na obrázku 6.1b je ukázka řetězce realizujícího tento operátor
v implementovaném systému. Řetězec používá parametry Gaussových filtrů σ1 = 2 a σ2 = 3.
(a) Vstup
convertToGray
smoothGauss.
smoothGauss.
differ.
ImageData
radius=3
radius=2
(b) Řetězec (c) Výstup
Obrázek 6.1: Ukázka řetězce DoG operátoru v implementovaném systému.
Výsledky tohoto řetězce však nejsou příliš zajímavé, výstupní obraz je velmi málo
výrazný, jak ukazuje obrázek 6.1c. Tento řetězec byl proto rozšířen o další bloky, které
vylepšují jeho vlastnosti. Upravená varianta je uvedena na obrázku 6.2a.
Samotnému jádru detekce (dvěma Gaussovým filtrům) byl přiřazen blok filtrující obraz
pomocí mediánu s velikostí okna 5. Tento blok by měl zajistit redukci šumu v obraze při
zachování výraznosti hran.
Za původní řetězec byl dále přidán blok zajišťující inverzi obrazu, takže hrany pak ve
výsledném obraze budou tmavé a pozadí světlé. Důvodem je přirozenější vnímání výstup-
ního obrazu člověkem.
Řetězec je zakončen blokem provádějícím prahování obrazu. Tento blok při správném
nastavení hodnoty prahu řeší nevýraznost výstupu operátoru DoG. Na obrázku 6.2b je zo-
brazen výstup tohoto řetězce pro stejný vstupní obraz. V porovnání s předchozím případem
jsou hrany na výstupu zřetelné.
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smoothMedian
smoothGauss.
invert
smoothGauss.
differ. thresh.
ImageData
convertToGray
size=5
radius=3
radius=2
value=252
(a) Řetězec (b) Výstup
Obrázek 6.2: Rozšířený řetězec operátoru DoG dává zřetelnější výstup.
Takto bylo na jednoduchém příkladu také ukázáno, jak lze s implementovaným sys-
témem pracovat při vývoji řetězců. Základní myšlenku na začátku lze snadno rozšiřovat,
zkoušet různá nastavení a porovnávat dosažené výsledky.
6.2 Lokální maxima hran
Řetězec DoG operátoru bude ještě jednou (a naposledy) použit v tomto příkladě, kde bude
představen řetězec využívající neobrazová data. Tento řetězec opět detekuje hrany podobně
jako v předchozím příkladě, nicméně výstup neprahuje, ale hledá v něm lokální maxima
intenzity a ta vyznačí v původním obraze.
smoothMedian
smoothGauss.
localMaxima
smoothGauss.
differ.
ImageData
convertToGray
size=5
radius=3
radius=2
markPoints
PointListData
io
(a) Řetězec (b) Výstup
Obrázek 6.3: Řetězec hledající lokální maxima hran.
Na tomto řetězci je opět vidět, že lze snadno použít část jiného řetězce a použít ji
k jinému účelu. Zajímavé na řetězci je, že lokální maxima vyznačuje do původního obrazu,
takže na výstupu řetězce vůbec není znát, že se provádí nějaká detekce hran.
Tento řetězec lze použít například k získání kontrolních bodů z hran. Hrany mohou být
často rozsáhlé a komplikované tvary, které není triviální zpracovat. Lokální maxima jsou
možností, jak z hran extrahovat souřadnice zajímavých míst v obraze. Souřadnice je pak
mnohem snadnější dále zpracovat.
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Kapitola 7
Závěr
V této zprávě byl představen koncept zpracování obrazu pomocí řetězců a byly ukázány
jeho přednosti a široké možnosti. Na základě toho pak byla provedena detailní analýza sys-
tému založeného na tomto konceptu. Systém byl dále úspěšně implementován, přičemž byly
prozkoumány jeho vlastnosti a změřené výsledky byly popsány a diskutovány. Nakonec byl
systém prakticky vyzkoušen v několika úlohách zpracování obrazu, na nichž byla demon-
strována možná aplikace systému.
Ačkoliv se dle původního očekávání nepodařilo implementovat všechny navržené funkce,
zejména hierarchické uspořádání řetězců a paralelní zpracování, podařilo se vytvořit základ
poměrně univerzálního systému zpracování obrazu s širokými možnostmi využití.
Nutno však říci, že možnosti tohoto systému silně závisí na implementované nabídce
bloků. V této práci nebyla vytvořená nabídka bloků příliš rozsáhlá ani pestrá, ostatně
to ani nebylo cílem. Systém však vývoj bloků nijak výrazně neomezuje a jejich nabídku
lze postupně rozšiřovat téměr libovolnými operacemi zpracování obrazu. Nicméně už i
s touto malou nabídkou, jaká byla v systému implementována, bylo ukázáno, že lze re-
alizovat poměrně zajímavé úlohy. Zde tedy systém poskytuje do budoucna veliký prostor
k rozšiřování.
Zároveň je zde veliký prostor k propracování implementace samotného systému. Kromě
paralelního vyhodnocování, které by mohlo značně zvýšit efektivitu zpracování obrazu na
moderních počítačích, a hierarchického uspořádání řetězců lze nalézt řadu dalších funkcí.
Velmi vhodné by bylo v budoucnu implementovat vizuální nástroj pro návrh řetězců, který
by výrazně usnadnil definování řetězců zde řešené ručním vytvářením XML souborů.
V rozšiřování systému by se dalo také inspirovat u jiných knihoven, např. by mohlo být
zajímavé implementovat dynamické vstupy a výstupy bloků, případně zajistit, aby nebylo
nutné pro přidání bloků do nabídky znovu kompilovat celou knihovnu.
Kromě rozšiřování nabídky bloků o obrazové operace by bylo možné přidat i sémanticky
odlišné bloky, např. blok zpožďující obraz, který by při zpracování videí dovolil v řetězci
pracovat i s dřívějšími snímky, což by mohlo být užitečné k aplikacím jako detekce pohybu.
Cest dalšího vývoje knihovny je zkrátka mnoho a potvrdilo se, že koncept řetězců je skutečně
univerzální a dalekosáhlý.
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Seznam příloh
• Ukázka demonstračního programu
• Obsah CD
• Disk CD (v zadní části výtisku)
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Ukázka demonstračního programu
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Obsah CD
Zde je popis hlavních adresářů a podadresářů na CD:
• dokumentace - technická zpráva a dokumentace knihovny
– programova - programová dokumentace knihovny vytvořená nástrojem doxygen
– zprava - technická zpráva diplomové práce včetně zdrojových souborů TeX
• plakat - upoutávkový plakát představující výsledky této diplomové práce
• program - výsledek praktické části diplomové práce, obsahuje vytvořenou knihovu a
demonstrační program
– 3rdparty - zdrojové kódy knihoven třetích stran využívané implementovanou
knihovnou: Boost, OpenCV a TinyXML
– bin - spustitelný demonstrační program a návod k ovládání
– data - obsahuje několik příkladů XML souborů s popisem řetězce a testovací
data (obraz, video)
– src - zdrojové soubory knihovny a demonstračního programu
• video - video ukazující demonstrační aplikaci v chodu
48
