We show that magnetic bubbles and lipid monolayer bubbles belong to the same family of cellular pattern systems, whose best studied member is the twodimensional soap froth. We analyse the family resemblances by showing that these systems share the phase space structure of the ideal planar froth. The dynamics of these systems is studied with the goal of seeing how their topological structure might arise and unravel. Monolayer bubbles evolve in time, while magnetic bubbles do not; we show that this is due to a symmetry breaking in the interactions that form the domains. We propose the Gibbs-Thompson effect as responsible for this breaking in monolayers, and show that it induces a dynamics which is, to lowest order, von Neumann's law.
Some systems in Nature produce planar cellular patterns. Among them are the planar soap froth (Aboav 1970 , Stavans 1990 ), boundary-dominated or vertexdominated grain growth in metals (Smith 1952 , Ralph 1990 ) and BCnard-Marangoni cells in thermal convection (Rivier, Ocelli, Pantaloni and Lissowski 1984) . Several theoretical models have been devised to study these systems: the ideal planar froth (Weaire and Kermode 1983 , Weaire and Lei 1990 , boundary kinetics models (Mullins 1988, Shibayanagi Takatani and Hori 1991) , vertex kinetics models Nagashima 1989, Nakashima, Nagai and domains in the Q = oo Potts model (Glazier, Anderson and Grest 1990) , etc. These systems, though different, belong to a single family. At the basic level, common to them is a peculiar phase space structure, consisting of a connectivity three network, on whose elements a set of variables is defined. Both the topological structure of the network and the numerical values of the variables evolve, and their evolutions are coupled. Different systems or models can have their sets of variables assigned to different elements of the network. For example, the relevant variables in the ideal soap froth are the areas of the bubbles, which are assigned to the faces of the network, while the variables in vertex dominated grain growth are the positions of the vertices, which live on them. Of course, even if two systems have the same set of variables, they can differ in the dynamic laws that they follow. This freedom gives a lot of diversity to this family. We will bear this in mind, and take the ideal planar froth as representative of the family.
In all of the systems mentioned above, the boundaries between domains can be reasonably approximated as being infinitely thin. There is no problem in finding the network, since the boundaries are the network itself. There is no reason, however, why this family should only include systems for which the walls are thin. Some systems have an underlying network which can be reconstructed from the patterns, but is not so obviously laid out. The systems we will study fall in this category: in these the boundaries between domains are thick, and therefore they do not form a network in the sense above; but the domains arrange themselves in such a way that a network structure still exists.
Two of these systems have been well studied experimentally, and will be the subject of this paper. They are two-phase systems, for which one phase spontaneously segregates, producing a set of droplets immersed in a 'sea' made of the other phase:
(a) Magnetic bubbles: magnetic garnets are ferrimagnetic materials having a large (easy) magnetic anisotropy along one axis. A thin monocrystalline layer of garnet can be grown in such a way that this easy axis is perpendicular to the wide directions (Howell, Kelvington, Willoughby and Ralph 1974 , Bobeck and 1 della Torre 1975 , Eschenfelder 1981 . The geometry of the system is quasi-twodimensional; the magnetization vector is constrained to be normal to the layer. The two different phases are the two different directions (up or down) the magnetization vector can point to below the NCel temperature. The garnet is usually formulated so as to be transparent. The domains can then be observed through cross polarizers, due to the Faraday effect, see fig. 1 . As an external field (normal to the garnet) is increased, the system undergoes coarsening (Woolhouse and Chaudhari 1974, Babcock, Seshadri and Westervelt 1990) . At fixed field, the patterns are stationary in time. (b) Monolayer bubbles: these are droplets of liquid in a gas matrix (or gas in a liquid matrix), in amphiphilic monolayer systems at gas-liquid coexistence.
Since the cell is closed, mass is conserved, and the phase transition is of the 'conserved order parameter' type. There is therefore an externally controlled parameter, the total mass, or equivalently the 'coverage fraction' of one of the phases. Monolayers are usually visualized through fluorescence microscopy: a dye is doped into the film and is made to fluoresce through excitation with laser light, see fig. 2 . The system spontaneously evolves, and shows coarsening (Berge, Simon and Libchaber 1990, Stine, Rauseo and Moore 1990) . No external fields are used.
We will study these systems in their 'round bubbles regime', which is shown in figs 1 (a) and 2 (a). It can be seen from these figs that the walls separating domains are indeed thick; the width of the walls may be as large as the size of the smaller bubbles. The 'sea' on which the bubbles are immersed is no longer one dimensional, and therefore it is not a network. In this paper I will show that these systems belong in the same family as the rest of cellular pattern systems which have been studied in the past. In order to be able to do so, we should first define what that family is. We will say a system is a froth if (A) its phase space structure consists of a triangulation and a suitably defined set of state variables associated to its elements. (B) its evolution is such that the dynamics of the topology depends on the state variables, and vice versa.
The logical structure of this paper is as follows. In $2 we review the ideal planar froth, and show that it does indeed satisfy the definition above. We develop the notion that the dynamics of the state variables follows from a slow dynamics, and that the dynamics of the topology follows from a fast dynamics.
In $ 3 we analyse magnetic bubbles and monolayer bubbles in the context of requirement (A) in the definition above, which concerns the spatial layout of the patterns. I will show that for these systems there is a simple, natural and unambiguous way to define the topology, propose a simple model system on which this same kind of a topology is observed, and explain which interactions are responsible for it.
In $ 4 we look at requirement (B), which relates to the dynamics of the patterns. Analysis of interactions in magnetic bubbles reveals that no dynamics should be expected. I will show that in monolayer bubbles, the conserved order parameter transition allows symmetry breaking interactions to generate dynamics. Since monolayer bubbles evolve in time, we will look for the symmetry-breaking interaction which is responsible for their dynamics. I will propose the Gibbs-Thompson effect as a candidate for this role, and show that the dynamics it generates is the same, to lowest order, as the slow dynamics of the ideal planar froth.
I will present my conclusions in 5 5. There are four appendices. In Appendix A there is a simple proof of von Neumann's law, for reference. In Appendix B we outline some properties of topological networks. In Appendix C we discuss Voronoi constructions for domains. Finally I prove, in Appendix D, a geometric construction used in 5 4.
2. THE IDEAL PLANAR FROTH
The ideal planar froth is a theoretical model devised to approximate the dynamics of a real planar soap froth. It has become the paradigm of cellular pattern systems in general. Its study has enjoyed some attention (Weaire and Kermode 1984, Weaire and , but still very little is understood about it in reasonable depth.
We will show in this 5 that the phase space structure of this system consists of two elements: a topological network (which we will call simply the 'topology') having the structure of a triangulation; and a set of state variables (areas) which live on the vertices of this triangulation.
The dynamics on this phase space consists of two interlocked pieces: the dynamics of the state variables, and the dynamics of the topology. The dynamics of the state variables depends strongly on the topology, while the dynamics of the topology depends on the state variables.
The model consists of a set of domains called bubbles, conceptually containing an incompressible gas, separated by a set of boundaries or films, conceptually made of soapy water. In the classical literature (von Neumann 1952 , Smith 1952 , Weaire and Rivier 1984 , Glazier 1989 , the model is endowed with dynamics on two different timescales. These remain unspecified, but are assumed to be as widely separated as necessary.
The fast timescale minimizes overall film length under the constraint of constant area in each domain, It achieves a stable 'mechanical' equilibrium point. In this equilibrium vertices have threefold connectivity, and films are circular arcs which impinge on vertices at 120" from one another. The film network exerts forces on domains as a result of the curvature of the walls. There is a pressure inside each domain, which is the Lagrange multiplier associated to the conservation of the area of that domain.
The fast timescale is responsible for the emergence of a connectivity three network. The system attempts to minimize the length of the boundaries, while keeping the areas of the domains fixed. Then, vertices with connectivity higher than three become energetically unstable, and decay into several vertices with connectivity three. By the same token, whenever two vertices collide (due to the slow dynamics) or a domain vanishes, this timescale will determine how the singular vertices will decay into regular three vertices. Therefore, the fast dynamics not only determines the emergence of the network, but also controls its evolution.
What are the degrees of freedom left in the system after the fast timescale has achieved its stable equilibrium? They are the ones that were kept constant through constraints: the areas. I will now show that, given the topology, the equilibrium configurations can be parametrized by the set of areas, all other geometrical variables being set by the fast timescale. Assume we are given a froth configuration in mechanical equilibrium, i.e. (8) and (9) are satisfied. This configuration is fully specified by stating the position of each vertex and the pressure in each domain, for then we can draw all boundaries. Assume we distort the configuration slightly, while keeping it in mechanical equilibrium. Each vertex has two degrees of freedom, and there are two constraints on it, since two angles have to be equal to 120". By the implicit function theorem, as long as these 'angle' constraints are independent, the positions of the vertices are automatically determined, and equilibrium configurations are locally parametrized by pressure only (except some singular cases with high symmetries). Since there is a duality relationship between pressures and areas, they can equally well be parametrized by areas only.
The slow timescale is that of gas diffusion. Since there are pressure differences between adjacent domains, gas can be allowed to diffuse through walls following the pressure difference. If it does so very slowly, then we may take the fast timescale as imposing an adiabatic constraint, and the slow timescale as giving a dynamics living under this constraint.
It is simple to prove that in this system, the time derivative of the area of a domain follows the following equation:
which is known as von Neumann's law (von Neumann 1952) . It is proven, for reference, in Appendix A. Here, n is the number of sides of the domain, and k is a constant involving the permeability and surface tension of the films. Notice that the rate of change of the area does not depend on the area itself, or the position of the vertices; it only depends on the coarsest and most local topological quantity: the number of first neighbours.
Von Neumann's law describes the slow evolution of the areas of domains due to the gas diffusion. Since we showed before that the areas of the domains are all that is left for the slow dynamics to act upon, this law becomes a particularly strong result: eqn. (1) is the complete expression of the slow dynamics. There are no 'hidden variables' in the system, no slow dynamics not contained in von Neumann's law.
The topology of the boundaries can be described in two ways. The most obvious one is as a planar connectivity three network; this is just a description of the walls. The other way is through the dual network. The duality relationship maps all cells of the froth to a vertex in the dual network all vertices to the faces of the dual, and edges to edges as shown in fig. 3 . Vertices in the froth are triply connected, so the faces of the dual network are triangles, and the dual is a triangulation. Even though the descriptions are equivalent (see fig. 4 ), and the connectivity three network is directly linked to the spatial layout of the froth, the triangulation is a better way of describing the froth for some purposes. This is discussed in Appendix B. For example, the areas, which play the role of state variables, are associated to the faces of the real-space network while they are associated to the vertices of the triangulation. (Triangulations are very natural, as we shall see, because in the systems we will study the real-space network no longer exists, but there is a natural way to define the triangulation).
The slow dynamics will carry the system to a state where there is no longer a fixed point of the fast dynamics, because the constraint equations can no longer be satisfied. For instance, (1) states that the area of a five sided bubble will vanish in finite time. Also, two vertices may collide, but the length of a wall cannot become negative and walls cannot cross each other. So it is not true that given a topology we can obtain a froth for just any set of areas. For each topology there is an open set in the space of all areas where these constraints may be satisified. The slow dynamics will eventually collide The duality relation between networks.
with the boundary of the set; as it does so, the fast dynamics is activated. Since the fast dynamics acts at conserved area per bubble, and the current topology does not support this set of areas, the topology must change.
I will not delve into the topology changing processes. These constitute what we called before the dynamics of the topology. The way the topology changes is solely determined by the mechanical motion dynamics, which may be different for different systems, even if the slow dynamics is the same (Fradkov, Magnasco and Udler 1991) .
The final outcome of these considerations is that the ideal planar froth can be depicted as a triangulation, with state variables (areas) living on its vertices. There is a dynamics of the state variables (von Neumann's law) arising from the slow gasdiffusion processes. There is a dynamics for the triangulation coming from the fast mechanical timescales. Froths are at this abstract level the same type of system as dynamically triangulated random surfaces (Billoire and David 1986) and planar quantum gravity (Agishtein and Migdal 1990) . From such a viewpoint, the triangulation represents the discretization of a curved surface, and the areas are a scalar field on this surface. The slow dynamics is the evolution of the scalar field, while the fast dynamics is the evolution of the (discrete) curvature tensor. Froths are, however, a more natural example of such systems, since their topology is native to them rather than the effect of the discretization of a continuum theory (Misner, Thorne and Wheeler 1973) . $3. TOPOLOGY In this $ we will analyse magnetic and monolayer bubbles in the context of requirement (A) in the definition of a froth, in $ 1. The concern will be with the existence of a triangulation topology, and therefore this 5 will put emphasis on the spatial layout of the patterns at fixed time. This work is an extension of the studies of Weaire and Rivier, who convincingly argue (Weaire and Rivier 1984 ) that a system producing domains will satisfy (A) if the domains are space filling, and the network of walls separating them is structurally stable. Their argument, however, only covers systems for which the boundaries between domains can be suitably approximated as infinitely thin, and therefore does not apply to our case. (More technically, their argument covers We will not consider these diagrams or other multigraphs.
systems for which the walls are a planar embedding of the topology, which can only be achieved for infinitely thin boundaries; our extension consists of lifting the 'embedding' requirement.) We will show that magnetic and monolayer bubbles do have a topology, defined in a rather natural way, as a consequence of a peculiar metric structure of the patterns. We will then build a simple model which shows this same structure, and analyse the mechanism through which it is created.
Source of the topology
We may idealize both magnetic bubbles and lipid monolayer domains as a set of non-intersecting smooth boundaries with disjoint interiors. We have already noted that in magnetic bubbles the thickness of the walls can be as large as the diameter of the smallest bubbles, as can be seen from fig. 1 . The simple arguments that work well on soap froth become unsustainable here. However, by visual inspection, we see that the identity and number of the first neighbours of a given bubble seem unambiguous and uncontroversial. Furthermore, a careful inspection of the patterns shows that this network is always a triangulation. It looks as though the system always has an associated triangulation which is 'canonical' in nature.
A set of randomly positioned non-intersecting boundaries does not possess a natural triangulation topology in this sense. We discuss this fact in some more detail in AppendixC. There must be therefore some special metric structure buried in the patterns. We can get a hint about what this structure is, again just by visual inspection: even though the strips separating domains are thick, their width is nearly constant. This can be checked quite explicitly on experimental data. In fig. 5 we show a histogram of the minimum distance between borders for all pairs of bubbles in fig. 1 . Observe that this histogram shows that only two regions of distances are occupied: there is a narrow peak at small distances, separated by an extended zero from the rest of the histogram. A range of distances (the extended zero) is forbidden; no such thing could occur if the domains had been placed randomly on the surface. Thus we get a natural definition of nearest neighbours. Furthermore, if we join all pairs of domains whose distance falls inside the first peak, we do not obtain just any planar graph: we obtain a triangulation. Since the two components of the support of this histogram are separated by a finite distance, the network obtained by the above procedure is structurally stable. It is in this precise and verifiable sense that we will assert that these systems have a canonical triangulation topology. Hence, they have partly become froths, since they satisfy requirement (A).
Two-dimensional bubble rafts

Interactions forming the topology
The natural question then to be asked is why do these systems become froths. We want this question to be answered in terms of the interactions between domains which are responsible for the generation of a topology shown above.
I will take the boundaries to be circles. Call xi the centre of circle i, and ri its radius. We can define a distance between circles by Notice that, as discussed in Appendix A, this is not a metric. Disjointness implies dij > 0.
We want to write an ordinary differential equation (ODE) for the dynamics of an ensemble of such circles. We want it to have the main features of magnetic bubbles: a dissipative evolution (creeping motion, of the form 'velocity=mobility x force'); a strong repulsion between domains, blowing up as dij+O; compressibility of the domains, and some 'pressure' (external magnetic field) trying to make the domains grow.
If we also request that the interactions be only pairwise sums (no three body forces), then there are not may way to produce such a set of ODEs; so we will define for this system of circles a dynamics of the form and require that both f and g be symmetric functions in ri and rj, that they diverge at dij+O at least like a second-order pole, and that they fall off at dij-+oo at least as fast as d,i 3. We will require also f; g and p to be positive.
Under these conditions the dynamics can have a rather simple behaviour. The interaction in the xi is repelling, possesses a singularity when two domains try to collide, and is absolutely summable, so for sufficiently large rafts the interactions with the boundaries is negligible. If the initial condition corresponds to a disjoint set of circles, the evolution will never force circles to intersect. The dynamics in the ri is slightly more subtle: circles tend to grow as much as they can because ofp, but cannot bump into each other because of their repulsion; if pressed together, their radii will decrease because of g. So, a given initial configuration will evolve until all circles have exhausted the space they have available; this ODEs actually try to increase the total area covered by the circles as much as possible within the constraints imposed by the repulsion between domains. Due to the steepness of the singularities at dij+O, if p is large enough, adjacent domains will be nearly touching each other with fairly constant dip This lends to a planar graph.
A graph is said to be planar ifit can be drawn on the plane in such a way that no two edges intersect. A planar graph is called saturated if there is no way of adding a new edge between existing vertices while keeping it planar. It is a classical result of planar graph theory that saturated graphs are triangulations (Preparata and Shamos 1985) . In our system, the dynamics of the x's tends to lead to a planar graph. Still, the configuration can be jammed in such a way that empty space remains wasted because the circles all block each other, as shown in fig. 6 . The role of g is to allow circles to Fig. 6 Jamming of configurations. We assume that the bubbles shown are closely surrounded by other bubbles. Then, there is no way in which the void can be occupied without the bubbles changing size. Fig. 7 Unjamming of configurations. Bubble (A) can shrink and get into the void. The area freed by this action is larger than the area lost by bubble (A).
Two-dimensional bubble rafts
decrease their radii when pressed so that jammed configurations can be unblocked, following the mechanism shown in fig. 7 . As configurations unjam, the planar graph becomes saturated and thence a triangulation. We have implicity assumed the presence of a surface tension. It is necessary to have a strong surface tension to prevent the circles from deforming. Were it weak in comparison with the other energies at work, the domains would not just deform they would undergo nasty morphological transformations, as happens with labyrinth shapes (Molho, Gouzerh, Levy, and Porteseil 1986) . We must beware that the comparison of energetics depends on the lengthscales involved, since these systems are not scale invariant.
A simple example of an ODE satisfying the above criteria is
The system can be set on a torus, so that boundaries do not interfere, and the initial conditions set to be such that all circles have very small radii and random (nonintersecting) positions. The system eventually reaches a stable fixed point. A plot of one such final configuration can be seen in fig. 8 . Notice the strong similarity in appearance to the frothy systems we are studying, in particular to fig. 1 . Repeating the analysis of pairwise distances made before for experimental data, we obtain the plot shown in fig. 9 . We see this plot has the same structure as the plot of experimental data in fig. 5 . The central idea is that the system, due to the repulsion between domains, tries to partition space evenly between them. Since there is also a tendency of the domains to grow (limited by repulsion and perhaps self-energies) the result is an approximate form of optimal packing. This process is the one that endows the raft with a topology; we see that the steep repulsions between domains lead to this packing process. We will not study the detailed morphology of model (4) here, since it is irrelevant for the purpose of this paper. Such a study will be conducted elsewhere. Fig. 8 A final configuration of the system defined by 4. The initial conditions were a set of 500 small randomly located bubbles. This configuration is a stable fixed point of the dynamics. Histogram ofdij for the pattern in fig. 8 . Notice the structural similarity to fig. 5 , in particular the two distinct components of the support.
M. 0. Magnasco
$4. DYNAMICS In this $ we analyse the problems related to requirement (B) in the definition of a froth. Requirement (B) states that the topology should not be a superfluous part of the system. It is trivially possible to generate a system which satisfies (A) but not (B). Consider the motion of points in the plane determined by any ODE. For each instant of time, construct the Voronoi network (see Appendix C) associated to the set of points. This will generate domains which move in time. The topology of these domains changes in time according to the position of the points, but the latter are not influenced by the topology. Therefore, the latter is just 'ornamental' in this system.
We will perform now a stability analysis of the model described in the previous $. We will show that any such system possesses stable fixed points. We apply this to the magnetic bubble case, to show that only parametric evolution is allowed for them. We then turn to monolayer bubbles, and show that there can be non-trivial dynamics only if there is a symmetry breaking in the interactions. We will show that the GibbsThompson effect provides such a symmetry breaking, and propose it as the one responsible for the time evolution of monolayer bubbles. We then show that the slow dynamics generated by this effect is, to lowest order, von Neumann's law.
Stability analysis
The dynamics described in the previous $ leads inevitably to a fixed point, if the system is set on a bounded region such as a torus. (Otherwise the domains would grow without bound.) We can get some insight into the nature of this fixed point by performing a stability analysis. around the fixed point evolve (to lowest order) according to 6~ = A(X*)GX, where A is the matrix of derivatives off, dJdXI,,,. This homogeneous linear equation can be solved by diagonalization of A. By inspection of (3) it can be seen that A is symmetric. Therefore, all eigenvalues of this matrix are real. If these eigenvalues happen to be all negative, then we will have a stable equilibrium point. It is interesting to note that, therefore, perturbations to a stable fixed point do not oscillate: they always converge monotonically. Notice too that as long as the highest eigenvalue of this matrix is bounded strictly below zero, small perturbations of the equations of motion will not affect the fact that there is a stable fixed point, whose location might change slightly because of the perturbations. This is due to the fact that a zero off can be seen as an intersection between two 3n-dimensional surfaces R6": the graphs of f(X) and the zero vector field. If A is non-singular, then the intersection is transverse, and is stable against small perturbations of the surfaces and therefore off: The pattern is therefore structurally stable.
Magnetic bubbles
In the magnetic bubble case, the situation is even more clear cut than in the model. Assuming that the dynamics is dissipative creeping motion as observation would suggest (Babcock et al. 1990 , Molho 1990 , then it has to be potential flow, 1 = V U(x). If the potential energy U is the pairwise sum of interaction energies between domains, plus some self-energies, then the equations of motion have symmetries like the ones described above. Thus, there is no breaking of the symmetry of the interactions, and therefore we expect to get only fixed point solutions. This is indeed what is experimentally observed: the patterns are stationary in time. The evolution of the magnetic bubble system is accomplished through adiabatic changes in an external parameter, which is usually the applied magnetic field. Let x = f,(X) as in the previous $, where now 1 is a parameter. Any such equation can be realized trivially as a non-parametric equation in one extra degree of freedom:
An adiabatic increase in the parameter takes then the form It has been proved (Guckenheimer and Holmes 1983) that if (5) has a stable fixed point, then (6) follows it closely. Eventually, as the system moves with the fixed point as a function of A, it will encounter a bifurcation: either the fixed point ceases to exist (supracritical bifurcation), or becomes unstable (subcritical bifurcation). Then the fast (non-adiabatic) dynamics of (5) is activated until the system reasches some other stable fixed point, which it will again follow as a function of A. For small E the dynamics of the system can then be adequately described by the evolution of the fixed points as a function of ;l while they are stable, plus jumps between fixed points, at those values of A at which the fixed point suffers a bifurcation. It is clear that such evolutions show strong hysteretic behaviour when the sign of E is reversed. Applying this to the magnetic bubbles case, we can expect that as the external field is varied, very little evolution occurs for a while, and then suddenly the system jumps to a new topology. This evolution is seen in magnetic bubbles in the low-field regime (with or without an anticoercive oscillating field): topology changes suddenly, and the whole pattern rearranges extremely fast.
The 'slow dynamics' of the system is therefore in this case the motion between topology-changing processes. This can be obtained by following the fixed point X: as il is varied:
which is an ODE in 1. In the case of magnetic bubbles in the low-field regime, this dynamics seems to be fairly uninteresting and almost imperceptible. The steepness off implies that aflaX is large; the right hand side of eqn. (7) is then small and there is little motion. At larger fields the wall themselves acquire degrees of freedom and are free to move between topology changes.
Lipid monolayers
Lipid monolayers evolve in time. In their 'polygonal bubbles' regime ( fig. 2 (b) ), they evolve very much like a real soap froth (Berge et al. 1990 ). In the case that concerns us, the round-bubbles regime ( fig. 2 (a) ), the features of froth evolution can still be seen: fivesided bubbles shrink and disappear, seven-sided bubbles grow. The main departure, in the round bubbles regime, from froth dynamics lies not in what is seen 'pointwise' in time, but rather in the more complex asymptotics they acquire at long times. This suggests that the slow dynamics is unchanged, but that the fast dynamics of the monolayer is different from that of the soap froth.
We have seen that the basic dynamics which leads to a frothy pattern cannot lead to non-trivial dynamics unless perturbed. To produce dynamics, the perturbation need either be large, or the system must be such that the derivative matrix A be singular. We will show that the latter is the case in lipid monolayers.
On the timescale in which bubbles can move on the surface, it is unlikely that significant evaporation and condensation can take place to change the bubble sizes. Such processes need substantial temperature gradients to occur, and the water substrate tends to quickly eliminate these. Therefore, as far as a fast timescale is concerned, we might say that the ii in (3) are zero. This leaves this section of the eqns. of motion quite vulnerable to any small perturbation of the equations of motion which affects the ii. Were this perturbation a symmetric interaction, we would be back into the previously depicted situation, only with bubbles with a small compressibility.
Since non-trivial dynamics occur, the perturbation responsible for the dynamics has to be antisymmetric. I will show that the Gibbs-Thompson effect is such a perturbation.
If the domains have a finite surface tension (and they would not be round otherwise) then the equilibrium temperature at the interface has to differ from the equilibrium temperature for a flat interface by a factor proportional to the curvature. This can be written as where s is the capillary length of the interface. Therefore, if two bubbles with different radii are next to each other, and if they are in equilibrium (neither growing nor shrinking), then there has to be a temperature gradient between their surfaces. But if the system does not support a temperature gradient due to temperature diffusion in the substrate, then matter will flow from one of the bubbles to the other. Since there is a definite direction of the flow, the Gibbs-Thompson effect (together with temperature diffusion) provides us with one possible antisymmetric interaction to be considered. Furthermore notice that this symmetry breaking completely precludes the existence of a generic fixed point, since it could only be achieved if the Ri were all equal. The zero of the vector field due to i r 0 is not a simple zero (is not a transverse zero, in the picture of g4.1.) and is therefore structurally unstable.
Which way does the matter flow? For positive surface tension, s has to be positive. If the bubbles are made of liquid inside a gas matrix, then R is positive, and the equilibrium temperature of the small bubble should be lower. As the gradient equilibrates, the smaller bubble becomes overheated and it evaporates, while the larger bubble becomes overcooled and it gathers up the gas. The large bubble grows at the expense of the smaller one. If the bubbles are made of gas inside liquid, the the Rs are negative, but so is the direction in which the interface moves when cooled. Therefore, small bubbles shrink, and large bubbles grow, regardless of whether the system is gasliquid or liquid-gas. The driving force of this growth is the temperature gradient. We know this to be a small effect, but we know that the dynamics in this system is also slow, and we expected the timescales to go as the inverse of the symmetry-breaking amplitude s. With bubbles as in fig. 2 , and estimating (rather grossly) s not to be smaller that 10-'Om, we can see that expected gradients between walls of adjacent bubbles would be at least around 300 K m-', were the system in equilibrium. Therefore, even if the effect is small, it is significant since the temperature gradients it produces will be quickly equilibrated by the water substrate.
I will try to make it plausible that the system obeys, under the Gibbs-Thompson effect, a dynamical rule having the basic flavour of von Neumann's law. Assume a bubble b has five first neighbours, and that bubbles are closely spaced, as in fig. 2 . Then it is not difficult to see that the neighbours of b have to be, on average, larger than b. Therefore a five-sided bubble will shrink. A similiar argument for seven sided bubbles shows their neighbours to be on average smaller, and therefore, seven sided bubbles grow. Furthermore, A =2nri, while iz(1lr-llr'), so that A does not depend on A but only on the quotient (r'lr), which is set by the number of neighbours. Finally, the only dynamic fixed point allowed is the perfect hexagonal lattice. These are the main qualitative features of von Neumann-like evolution. Below, we shall argue than von Neumann's law is accurately obeyed.
We have bypassed a technical difficulty here. We argued before that dynamics of the form (3) achieve frothy patterns because the x evolution sets a planar graph structure and the d evolution unblocks any jams in this planar graph, saturating it until it becomes a triangulation. By assuming that the d evolution is no longer of the form given in eqn. (3) we have forfeited the right to even talk about 'number of neighbours'.
To regain this right we should show that the dynamics induced by the GibbsThompson effect can unblock jams. We will not actually do so, but point to the fact that even if it could, the unblocking would be slow and that some defects in the triangulation might appear because of this. This can actually be observed in some experimental images just after a four-sided bubble has disappeared, as in fig. 10 . In fact, even graver violations of the arisal of the topology can be achieved, if the dipolar interaction is no longer so strong as to give dynamics which is much faster than that due to other interactions. This can happen for monolayers having a small dipolar moment density, Fig. 10 The unjamming mechanism in monolayers may not be fast enough to completely recover a topology in the same way as magnetic bubbles do. We see towards the middle of the figure a place where a four sided bubble has just vanished, but the topology has not yet readjusted so as to become saturated. The effect is some amount of wasted space. Courtesy of Berge, Simon and Libchaber. Topology can fail to be recovered if the dipolar repulsions which set the pattern fail to dominate over other interactions. This is a picture of a monolayer system at the solid-liquid coexistence (dark areas are solid), at low solid coverage. Any assignment of first neighbours to the domains in this pictures is essentially arbitrary. Courtesy of Jean-Marc Flesselles and Haim Izrael.
or in the case of the solid-liquid coexistence region. In the latter, shown in fig. 11 , the difference in dipolar moment density between the two phases is much smaller than in the gas-liquid coexistence; the solid coverage is smaller, and so average separation between domains is larger. The dipolar interaction is proportional to the square of the dipolar density difference, and inversely proportional to the cube of the mean distance. Then, dipolar effects are much weaker here than in the case shown in fig. 2 ; we can see that the topology fails to be recovered. We need now to provide a geometric construction so that we can show that the system obeys, to lowest order, von Neumann's law in the presence of the GibbsThompson effect. We note that the current density ofmatter flowing from one bubble to the next is proportional to the temperature gradient; and that the total amount of matter flowing per unit time is the product of this current density times an 'interface length' (the length of a curve everywhere normal to the flow on which the flow is not negligible). Let us associate a network to a system of osculating circles by the following construction: for any two circles c, and c,, with radii R, and R,, touching each other at a point p, we divide the plane into two regions, by a circle c, which touches both at p and whose centre lies on the line joining the centres of c, and c,, as shown in fig. 12 . Let us furthermore require c, to have a radius R, such that Two osculating circles are separated by a third circle which touches both tangentially at the osculating point, whose curvature is the half difference of the curvatures, and which contains the smaller circle.
and c, to contain the smallest circle on its inside, so that the domain of the largest circle is unbounded. Then let us tesselate the plane according to these circles, so that the domain corresponding to a circle ci is the intersection of the circles separating it from its neighbours, in an abstract Voronoi fashion (See Appendix C). It is then possible to prove the following: the network so constructed has walls which are circular arcs and meet at 120", and is therefore an equilibrium state of the fast dynamics of the ideal planar froth. (See Appendix D for the proof). If we then identify the 'interface length' separating two domains with the length of the wall of the network touching both domains, and we identify 2/Ri with pi (a 'pressure' inside the domain), we see that we are formally back in and area flow is given by where kGT is a constant involving s and the mean separation between bubbles (which was neglected for this construction). One last point need be made. In the lipid monolayer system, the separation between bubbles is set by the constraint of conservation of mass rather than by the dipolar interaction between bubbles is set by the constraint of conservation of mass rather than by the dipolar interaction between domains. Then we have parametric families of froths, where the parameter is the coverage, that is, the amount of surface occupied by the inside of the bubbles. The role of the interaction is to ensure that the mean separation is fairly constant. As the system evolves, if the coverage stays constant and if the spread in sizes of the bubbles does not diverge, then the quotient of the mean separation over the average lengthscale should stay constant. From the arguments above, k,, is inversely proportional to the average separation between domains, and then kGTw ( A ) -' I 2 . If we could assume that a scaling state exists, we could use the same arguments used for soap froth, i.e. in (Domany 1990) , to show ( A ) %t2I3. This power law has been (approximately) verified experimentally, but the scaling state hypothesis has been shown to be wrong (Berge et al. 1990 ).
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The presence of a scaling state in the ideal planar froth makes sense (even when it has not been rigorously proved) because the system is scale invariant. But the monolayer system is quite explicitly not scale invariant, and therefore the analysis of asymptotics is exceedingly complicated. If the lengthscale of a monolayer bubble system becomes very large, the triangular voids where three bubbles meet become large too. At large lengthscales it might be energetically profitable to nucleate a small threesided bubble in one of these voids rather than grow a large domain any further. This process would lead to the construction of a fractal froth, as some evidence would indicate (Berge et al. 1990 ). Such a froth was envisioned in Weaire and Rivier (1984) ; strangely, its topology becomes similar to the singular topologies of two-dimensional quantum gravity (Agishtein et al. 1990) , where the nested birth of bubbles in the triangular voids is associated to 'baby universes'. A detailed analysis of the asymptotics of these systems seems to be beyond our current technical abilities.
5. CONCLUSIONS
The goal of this paper has been to enlarge the 'universality class' of cellular domain patterns. We have shown that magnetic bubbles and monolayer bubbles belong to the family, even though they do not possess a real-space network structure. However, the real boundaries of the family still remain obscure.
There are two main ideas I have used throughout this paper. The first one is that most of the features of the systems under study can be understood in terms of qualitative analysis of ODES. Of these features, the emergence of topology and its role in the dynamics of the systems is the most striking. The second idea is that the features that seem obvious to the naked eye are the ones that need concentrated study, since it is all too easy to take them for granted. Once again, the existence of a natural first neighbour assignment could have been missed precisely because the structure is so obvious.
We have given a precise definition of the family of cellular domain patterns from the dynamical viewpoint. We have shown that the ideal soap froth (ISF) is a clear cut example of the definition, by showing that the ISF configurations can be parametrized by topology and areas alone.
We have shown that magnetic and monolayer bubbles have a natural triangulation topology. We have explained the acquisition of such a topology in terms of basic interactions: the emergence of a planar graph due to the repulsion and growth of the domains, and the saturations of this planar graph (which achieves a triangulation) by unlocking mechanisms. We have explicity produced a model which shows this features.
We have also analysed the dynamics of these systems. We showed that if there are no symmetry breakings in the interactions, the fast dynamics achieves a stable fixed point and therefore slow dynamics do not exist. We claim that this is the case in magnetic bubbles. We showed that in order for a non-trivial slow dynamics to exist, we need either massive alterations of the eqns. of motion (which we do not consider) or the existence of a set of conserved quantities (within the fast dynamics) and a symmetry breaking perturbation involving them. We claim that the areas of the monolayer bubbles are such a set of conserved quantities. We showed that a perturbation given by the Gibbs-Thompson effect is symmetry-breaking, and proposed it as being responsible for the slow dynamics of monolayers. We showed that this perturbation generates a dynamics which is, to lowest approximation, von Neumann's law. ACKNOWLEDGMENTS I am deeply indebted to many people, without whose help this paper would never have been written. I got acquainted with these systems through the beautiful experiments of Pierre Molho; our many conversations shaped the material of 5 3. I wish to thank James Glazier, Bruno Berge, Adam Simon, Jean-Marc Flesselles, Haim Izrael, John Marko, and especially Albert Libchaber, for many discussions and the encouragement given. Finally, my gratitude goes to Leo Kadanoff, whose unfaltering support and superhuman patience were instrumental; and to Sandra. This paper has been presented as a thesis to the Physics Department, University of Chicago, in partial fulfillment of the requirements for the degree of PhD. This work has been supported in part by NSF-DMR under grants DMR8815895 and MRL8819860.
A P P E N D I C E S A. Proof of von Neumann's law I will now give a proof of (I), for the reader's reference. The original proof by von Neumann can be found in von Neumann (1952) .
The constraint imposed by the fast timescale on the walls is where Api is the pressure difference across wall i, Ri its radius of curvature and a a surface tension. The constraint imposed on the vertices is where t j is the tangent to wall j at a vertex, and L is the angle between two films impinging at a vertex. On the slow timescale gas diffuses through the walls due to the pressure difference; the amount of gas that flows through a given wall equals the permeability P of the wall, times the pressure difference Api times the surface Si of the wall:
But the cell on which the froth dwells has a constant height, h, and p, the density of the gas, is also constant. Therefore the amount of matter flowing through the wall is the amount of 'domain area' flowing, times ph. The area of a wall equals its length times its height, and then we can write where ki is the flow of area through wall i, li is the length of wall i, and a , by definition equal to li/Ri, is the angle that the circular wall spans with respect to its centre of curvature. The height of the cell has cancelled from the equations. Summing over all walls circling one domain, If a unit vector is moved along the walls limiting a bubble, and kept tangent to those walls, as it completes a round trip around the bubble it also has turned through 360".
The amount by which it turns on any single wall is a, and on a vertex, 60". Therefore Cai =60"(6-n) where n is the number of vertices along the boundary, and defining k = noP/6p, k=k(n-6).
B. Triangulations and networks
The connectivity three networks are the Feynman disgrams of the Ad3 theory.
Triangulations are saturated planar graphs. The duality relationship between both topological descriptions does not hold for all networks; there are actually more networks with connectivity three and a given number of cells than triangulations with a given number of vertices. This occurs because the duality relation holds when the network is a graph. Graphs are not allowed to have more than one wall connecting two vertices, or a wall going from a vertiex to itself. Networks which are not graphs are called multigraphs; the dual of a connectivity three multigraph is not a triangulation. Most connectivity three multigraphs cannot be realized as equilibrium configurations of the slow dynamics; see for instance fig. 4 . The remaining ones can, some of them as froths possessing two-sided bubbles. By von Neumann's law these disappear very fast and the froth has no way of producing them from a triangulable network, so that they do not form part of the allowable asymptotic states. Therefore, triangulations are not only a mathematically more convenient description of the froth, but also a tighter description of its states. Some systems may, however, naturally produce multigraphs, notably when the two timescales cease to be well separated or when external disturbances, such as pinning of walls, are introduced (Krischesvky and Stavans 1991).
There are enumeration results in either description (Tutte 1962, BrCzin, Itzykson, Parisi and Zuber 1978) .
C. Topology and Voronoi constructions Given a (discrete) set of points in the plane, we may partition the plane in domains 'belonging' to each point, by giving to each of these points the set of points in the plane which are closer to it than to any other point. This construction is called the Voronoi construction. It has been invented many times, and hence given many names, like Dirichlet tilings, Wigner-Seitz cells or Thiessen polygons. The boundaries between domains are made of straight segments, and form (generically) a connectivity three network. This network is always a graph, since its edges are straight segments. Its dual network is called the Delaunay triangulation. This construction endows the set of points with what could be called a canonical triangulation topology. It is canonical because the construction is solely based on the Euclidean metric, which is a canonical structure itself.
There are many ways in which the Voronoi construction can be generalized to spaces other than the plane. The above definition works perfectly if the word 'plane' is changed to 'metric space'; we get then a metric Voronoi construction. If the metric space has dimension m then the dual is made of m-dimensional simplices, and is called Delaunay simplicia1 complex.
We could go a step further, and define which regions are 'nearer' to one point than to a different point by some arbitrary (codimension one) partitioning. These are called abstract Voronoi constructions (Klein 1989). The trivial triangulation topology fails to represent the structure of the domains appropriately.
(A) Two large domains nearly touching each other, and two small domains on their side. According to the Voronoi construction applied to the centres of mass, the two large domains are not first neighbours. (B) The centre of mass of a non-convex domain might lie outside it. In this case, the Voronoi construction becomes meaningless, since widely distant objects can be joined as first neighbours.
A generic set of non-intersecting domains does not possess a (non-trivial) canonical triangulation topology. It is always possible for a domain to move smoothly from being second neighbour to being first neighbour of another domain; to be able to define a canonical topology would then be equivalent to define in a canonical way at which moment, in the motion of these domains, they change from being first to being second neighbours. If such a decision were made not to depend on the shape and size of the domains, it could only be invariant under small deformations of the system if it were the Voronoi diagram of the centre-of-mass of the domains. This we will call the trivial triangulation topology. It gives rise to very artificial first neighbour assignments when domains have a large spread in sizes or capricious shapes, as shown in fig. 13 , and is totally unsuitable for our purposes.
If we wished to obtain a canonical triangulation, we would like to devise a metric Voronoi construction. This would require from us to endow our space of domains with a canonical metric; this would have to be based, in its turn, on the Euclidean metric, and would therefore be a geometric construct. However, there is no geometrically meaningful way of endowing our space of domains with a metric. A respectable metric p must satisfy four properties: Two-dimensional bubble rafts To obtain a metric based on geometry, we must base distance between sets of Euclidean distance between points. Some candidates can be considered:
All fail at some of the properties expected of a valid metric: d, does not satisfy the triangle inequality (15) and the positivity requirement (13), as shown in fig. 14 . As a result, a Voronoi construction based on it fails to generate connected networks. Distanced, fails (14) and therefore the domains will not necessarily be contained inside their own Voronoi regions, as in fig. 15 . Distance d, is not symmetric and hence a Voronoi construction cannot be made.
D. Proof of the circle-to-froth construction Assume we are given a set of osculating circles, such that if we join the centres of any two circles which are touching each other we obtain a triangulation. We would like to devise an abstract Voronoi construction (see the previous Appendix) for which the Voronoi diagram of this set of circles is a froth (in the sense of $2: an equilibrium configuration of the ideal planar froth, consisting of arc-of-circle walls which meet at 120" and other conditions of a more technical nature).
We will make an observation that will eventually allow us to uniquely determine the construction. If we are given one such set of circles, then their image under a Moebius map (Caratheodory 1964 ) is also such a set of circles. If we are given a froth, then its image under a Moebius map is also a froth. Therefore, the abstract Voronoi construct which we are seeking must itself be Moebius invariant.
Assume we have two osculating circles of equal radii, as in fig. 16 . Then there is only one sensible dividing curve: a straight line tangent to both circles at the osculation point. A Moebius transform will map all three objects into three circles: the images of Failures of d,: since the distance between a domain and itself fails to be zero, the Voronoi construction based on this distance is such that a bubble may not be wholly contained in its own Voronoi domain. the two original circles, which will have different radii (in general), and the image of the straight line, which will be a circle tangent to both at the osculation point, containing the smaller circle inside, and whose radius will be equal to the harmonic half difference of the radii of the other circles:
There is therefore a single candidate for an abstract Voronoi construction. We just have to check that it works, that is, that it generates the right type of vertices. Assume we have a set of three pairwise osculating circles of equal radii, together with their divisor lines, as shown in fig. 17 . The divisor lines, by symmetry, intersect at a single point, and meet at 120". Therefore this vertex is a good vertex. So will be any vertex obtain by Moebius transformation of this set: by continuity, the divisor circles will meet at a single point; the meeting angles will be 120" because the Moebius transform is conformal. All we need to know is that we can find a Moebius map from Two-dimensional bubble rafts three equal circles to any three pairwise osculating circles, and the construction will be proved to exist and be unique. Three osculating circles can be uniquely specified by the positions of their centres, since their radii are determined by the osculation conditions. The positions of the centres also determine in one-to-one fashion the osculating points, which lie on the triangle formed by the centres. Therefore the position of the contact points uniquely specifies the three circles, see fig. 17 .
A Moebius transformation can be constructed to map any three points in the complex plane to any other three points. Therefore one such transformation can be used to conformally map the three osculating points, to the three third roots of one, see fig. 18 . It is the contact points that need to be mapped to three identical circles centred at the three third roots of -312, and will be osculating. Hence the construction is complete.
There are some interesting geometric facts about this construction that can be deduced immediately from the Moebius invariance. One of them is that the divisor circles for any three osculating circles have centres which lie on a straight line. This can be seen from fig. 17 : the point a t infinity gets mapped to some finite value, and the three divisor circles are obliged to meet at it. But since they also meet a t the vertex, their centres have to be aligned. This allows us to obtain a geometric interpretation of the location of the zero and the pole of a Moebius map: locate the three points which are the pre-images of the third roots of unity; generate the three osculating circles associated to them, and construct the divisor circles. The meeting point representing the vertex is then the location of the zero, and the other meeting point is the location of the pole.
