SIGNIFICANCE AND EXPLANATION
In this paper we look for a special kind of periodic solutions x(t) e of the system of second order Hamiltonian equations -9 -V'(x). Assuming the potential V to be even and having sufficiently rapid and monotonic growth on rays through the origin in 1 N, it is shown that for some, physically interpretable, T* e (o,-] there exists for every T e (O,T*) a solution with minimal period T. Such solutions have large amplitude, tending to infinity as T + 0. Furthermore, although the action functional is not bounded from below or above on the set of T-periodic functions, we shall construct a naturally constrained subset such that the action functional attains its, finite, minimum value on this subset at such a solution with minimal period. This extremal characterization of these solutions may be useful for numerical calculations.
Under a specific condition for V it will be show that there exist at least N distinct normal modes with minimal period T. The responsibility for the wording and views expressed in this descriptive smmary lies with MC, and not with the author of this report.
INTRODUCTION
In this paper we shall consider periodic motions of a system described by a set of second order autonomous equations
for the N-vector function x(t), where V is a potential energy function defined on JP . The system described by (1) is a Hamiltonian system for which the Hamiltonian H(x,p) = 1 /2P'P + V(x), (x,p) e le x t , being the sum of kinetic energy and potential energy, is a so called natural Hamiltonian.
Our investigation of (1) will concentrate on finding and characterizing periodic solutions which have an (arbitrarily) prescribed value of the period. More specifically,
we shall assume that V satisfies the following condition
(VO)
V e C 2 (RN,R), V(0) = 0 and V is even: V(x) = V(-x) for x e RN
The evenness assumption implies that it is possible, as we shall do, to look for a special kind of periodic solutions, to be called normal modes (see [9] and the references therein for a motivation of this terminology). These are periodic solutions of (1) for which the trajectory in RN is a symmetric curve through the origin along which the motion oscillates back and forth between the two endpoints of the curve, which are rest points for the motion. These normal modes are completely characterized by a solution of a boundary value problem (see e.g. for t e to, i1 x(2 -t) for t e [1, 2) Then the normal mode corresponding to a solution x of (2) is given by the function
which is easily verified to be a smooth solution of (1) on all of R which has period T -46. Note that this normal mode will have T as its minimal period iff the solution of (2) satisfies x(t) P 0 for t a 10,1).
Simple examples show that without further conditions on V no periodic solution with arbitrary period will exist in general. Therefore consider the following (super quadratic) growth condition:
There exist numbers Y > 2 and R > 0 such that V'(x)ox ) uV(x) > 0 for all x e R", 1Ix ;' R Requiring only condition (V), Rabinowitz (14] (see also (13, 15]) showed that for any T > 0 and any A > 0 there exists a solution of (1) which is periodic with period T and which has sup norm larger than A. A simplified proof of this result for even or convex potentials is contained in (83.
In both cases nothing can be said about the minimal period of such a solution.
In this paper we shall require an additional condition which is essentially a monotonicity condition for the growth of V on all of any ray through the origin:
V(x) > 0 and V"(x)°x-x -VI(x).x > 0 for all x e R\(O}.
Assuming (VO)-(v2) to be satisfied it will be shown in section 2 that for any T > 0 less than the smallest non-trivial period of the linearized system (if non-trivial, else for all T) there exists a normal mode x T which has minimal period T, and that
IxTI 0 " as T-0.
c In (141 and (81 the periodic solutions were found using topological mini-max methods for the action functional on the set of T-periodic functions in (14] and on certain naturally constrained subsets in t8].
Here we shall show that it is possible to define a naturally constrained set NT such that the normal modes xT are characterized as the -2-
I.
elements for which the action functional is minimized on this set IT-For the solution of the boundary value problem (2) with A (T/4) 2 which defines this normal mode via (4) this naturally constrained minimization problem reads
0 00
In section 3 we shall consider potentials V which have a direction of maximum increase, i.e. for which there exists a vector e e sN , the unit sphere in 1 N , such that on each sphere with radius r > 0, V attains its maximum value at the point re. For such potentials, which include the class of similarity, and in particular, homogeneous potentials, it is shown that the solution of the naturally constrained minimization problem (5) provides a similar normal mode, i.e. a normal mode which has a trajectory that lies on the ray through the origin in the direction e.
In section 4 we shall consider some multiplicity results for normal modes with minimal period T. For any similarity potential the existence of N similar normal modes in different directions of "stationary" increase of V will be proven. In case V is not a similarity potential, a condition will be given that guarantees the existence of at least N distinct normal modes with minimal period T. This condition, unlike (V1), (V2), which are conditions on the growth of V on rays through the origin, is a condition on the geometry of the level sets of V. A condition of this kind has been used by Ekeland and Leery [5] to prove the existence of at least N distinct periodic solutions of the same prescribed energy (instead of prescribed period) and precisely the same condition provides the existence of at least N normal modes of (1) with prescribed energy, see [7] , or with 1 prescribed normalized potential energy (i.e. f V(x)), see (9] . The result to be 0 obtained in section 4, theorem 4.3, seems to be the first multiplicity result for solutions with minimal period for euperquadratic potentials (for the subquadratic case, see (1, 3, 81). 
THE NATURALLY CONSTRAINED MINIMIZATION PROBLEM
Zn this section the naturally constrained minimization problem will be introduced in a precise way and is used to obtain the existence of normal modes of prescribed, small, minimal period.
We start to introduce some notation and recall some standard results that are needed further on. Let is neatly defined and, being a subspace, 2 is a Hilbert space itself. Since
where here and in the following, f denotes integration with respect to t over (0,I),
we can, and shall, take I I defined by Ixi :-{f c2I/2 as a norm on E (equivalent to the usual HI-norm). With Moreover, E is compactly embedded in CO: any sequence {x I C E with Ix I uniformly n n bounded, has a subsequence {Xn,} which converges weakly in E and strongly in C 0 .
For any X > 0 define the functional * on E by (x f ~jx _ XV(x)11, x e z Note that * is well defined, is not bounded from above and is twice differentiable (if V e C 2 (fN)) on E. The first result states that looking for critical points of *, on Z is a variational formulation of the problem of finding solutions of (2), but that, in the case we are considering, any non-trivial solution of (2) is not simply a (local) minimum of X on E. We shall show that as a consequence of (Vi), g(o) + -as p + , which implies that is not bounded from below on E. To that end, observe that by integrating the inequality in (V1) it follows that for some constants a > 0 and b ( 0: Then, for x F 0, condition (V2) immediately implies that Q,(x;ex) is negative for all E e R\{01 if x is a solution of (2), which shows that x is not a local minimum of
From now on we shall assume that V satisfies (VO)-(V2). In order to explain the introduction of the natural constraint NA below, consider for fixed y e S the function g defined by (2.4). The behaviour of g at 0 and at w is known and independent of y e s and X > 0 
where a is the largest (positive) eigenvalue of V"(0). Note that, in case V"(0) 7 0, T* is the smallest (non-trivial) period of the solutions of the linearized system
Using inequality (2.1) in the expression for g"(0), it follows that In view of the foregoing, for A e (0,X*), N can also be described as (2), which completes the proof. *
9.(O)
We are now in a position to define for given A > 0 the naturally constrained minimization problem, the value of which will be denoted by c(A):
In view of the characterization (2.8) for , it is easily seea that for To show that c is monotone, let 0 < XI < X2 < X* ' and let x1 ( 0) be a solution of Ix.1c0 is uniformly bounded. Then f V'(xX)'xX is uniformly bounded and since x, e it follows that Ix~i X 0 as X + 0, contradicting property (2.10). for xe 2 
it
now, let {x be any minimizing sequence, i.e.
x n e M for all n e N and n *P(xn) c() as n i.
Since u > 2, it follows from (2.15) that IXnI is uniformly bounded. Hence, some subsequence, again to be denoted by {Xn ), converges weakly in 3 and in C O to some x e E. We shall show that x is a solution of the minimization
problem (2.11).
Since the norm functional Is lower semicontinuous with respect to weak convergence, 
(t) -a(t)e
where Q(t) is a scalar function. In order that (3.1) is a solution of (2), the vector e has to satisfy
(3.2) V'(0e) -(V'(e).e)e
and a has to be a solution of the scalar equation Proof. We investigate the minimization problem (3.7). Since Ve(a) -V'(ae).e and V"(a) -V"(ae)ee, it is easily verified that the potential V e satisfies conditions (VO)-(V2) because V does. Next we define the values X* and T* for problem (3.7):
Since V"(0) -V"(0)e*e, it is clear that A* ) X*. Consequently, for any e e T e (0,T*) C (0,T:) we can apply the results of proposition 2.4 and theorem 2.5 for the special case N I and potential V e . In this way we find a solution a of (3.7) to which there corresponds a normal mode with minimal period T. Since a satisfies the boundary value problem (2) for V e , a is a solution of (3.3). Since e is a direction - The result of proposition 3.2 can also be stated as follows: If e is a direction of stationary increase for V, the functional *, attains its finite, minimum value on the set {ae e N X: a e E 1, which set is a natural constraint for the functional *.
The next result characterizes the solution set of the naturally constrained minimization problem (2.11) in case V has a direction of maximal increase.
Proposition 3.4.
Let V satisfy (VO)-(V2) and let X e (O,X*) where X* is given by (2.6). Assume, moreover, that V has a direction of maximal increase. Then the solution set of the minimization problem (2.11) consists of all the functions x, a .,e where e is any direction of maximal increase and a i any solution of (3.7).
Proof: Let e e S N-1 be a direction of maximal increase and let x be a solution of (2.11). We consider the "normalized" radial projection p of x onto the direction e : p(t) := plx(t)le, where p > 0 is choosen in such a way that p e N,. Then =P( nje and f P 2 with equality only if x(t) and i(t) are parallel for all t e (0,1], i.e. only if x(t) = 0(t)Z for some e e s N -1 and some scalar function S. Since e is a direction of maximal increase, it holds V(p(t)) > V(px(t)), so that
where the last inequality follows since x e NA and because of the characterization (2.S), which also shows that it is an equality iff P I. Since x is a solution of (2.11), and p e NA we also have A(x) 4 lA (p). Therefore it follows that p 1 1, that x(t) = Ix(t)Je and that V(lx(t)(;) -V(Ix(t)Ie). This shows that e must be a direction of maximal increase for V, and the result of the proposition follows easily. a -13-
4.
MULTIPLE 1OR14AL MOD2S WITH GIVEN MINIMAL ff100D.
This section deals with two different multiplicity results. The first result is for the special class of potentials for which different level sets are simply radial homotetic transformations of each other. These potentials, to be called similarity potentials, are of the form
where r is a function defined on It and Let U be a similarity potential which satisfies (VO)-(V2) and let Ta be defined by (2.6).
Then, for any T e (0,T*) there exist at least N distinct similar normal modes with minimal period Ti moreover, at least one of them corresponds via the transformation Proof.
The proof is based on the following observations. For any solution ; of (2) for which the corresponding normal modes does not have minimal period T -46, it follows from the proof of theorem 2.5, in particular from (2.13), that *A(,) satisfies *X (;) , 9c(1/9). Since c is a monotonically decreasing function on (0,)*), the interval c(X),9c(X/9)) is non-empty and, consequently, any critical point x of on N, for which Since N l has subsets of arbitrary large index, this shows that for any X e (O,A*), * has infinitely many critical points on N . Of course, not all of these solutions of (2) provide distinct normal modes.
(ii) From the sumxary of the Ljusternik-Schnirelmann theory above, end the introductionary remarks of this proof, the theorem follows as soon as we can find some set Z with ind(t) -N such that To that end, let V 1 and Va be potentials defined by V 1 (x) -F(Ixl), and
Va(x) -F(axj).
Consider for V, and Va respectively, the corresponding functionals X,> and sets N A , NX and the corresponding naturally constrained minimization problems (2.11), the values of which will be denoted by clI() and c (a) respectively. We shall now construct a set E for which *A(E) C c 1 (X), which will imply (4.4) since a ( 3 and c is monotonically decreasing on (O,As).
To that end, let X e (O,X*) and let i be the solution set of the minimization problem (2.11) for V 1 . Since V 1 is rotationally symmetric, any e e S N -I is a direction of maximal increase for V I , and E is given by (proposition 3.4)
where G is independent of e, and is, for any • e SN-1 , a solution of the minimization there exists a periodic solution of a special kind, a normal mode, which has minimal period T, has large amplitude (tending to infinity as T 4. 0) and which minimizes the action functional on a naturally constrained set. If V has a direction of maximum increase this solution will be characterized completely.
A condition for V will be given, which is the same as in a multiplicity result for the prescribed energy case, that provides the existence of at least N distinct normal modes of minimal period T.
