In this paper, we develop a direct method of moving planes for the fractional Laplacian. Instead of conventional extension method introduced by Caffarelli and Silvestre, we work directly on the non-local operator. Using the integral defining the fractional Laplacian, by an elementary approach, we first obtain the key ingredients needed in the method of moving planes either in a bounded domain or in the whole space, such as strong maximum principles for anti-symmetric functions, narrow region principles, and decay at infinity. Then, using a simple example, a semi-linear equation involving the fractional Laplacian, we illustrate how this new method of moving planes can be employed to obtain symmetry and non-existence of positive solutions.
Introduction
The fractional Laplacian in R n is a nonlocal pseudo-differential operator, assuming the form
α/2 u(x) = C n,α lim ǫ→0 R n \Bǫ (x) u(x) − u(z) |x − z| n+α dz,
where α is any real number between 0 and 2. This operator is well defined in S, the Schwartz space of rapidly decreasing C ∞ functions in R n . In this space, it can also be equivalently defined in terms of the Fourier transform
whereû is the Fourier transform of u. One can extend this operator to a wider space of functions. Let
|u(x)| 1 + |x| n+α dx < ∞}.
Then it is easy to verify that for u ∈ L α ∩ C 1,1 , the integral on the right hand side of (1) is well defined. Throughout this paper, we consider the fractional Laplacian in this setting.
The non-locality of the fractional Laplacian makes it difficult to study. To circumvent this difficulty, Caffarelli and Silvestre [CS] introduced the extension method that reduced this nonlocal problem into a local one in higher dimensions. For a function u : R n →R, consider the extension U : R n × [0, ∞)→R that satisfies div(y 1−α ∇U) = 0, (x, y) ∈ R n × [0, ∞), U(x, 0) = u(x).
Then
(−△) α/2 u = −C n,α lim y→0 + y 1−α ∂U ∂y .
This extension method has been applied successfully to study equations involving the fractional Laplacian, and a series of fruitful results have been obtained (see and the references therein).
In [BCPS] , among many interesting results, when the authors considered the properties of the positive solutions for
they first used the above extension method to reduce the nonlocal problem into a local one for U(x, y) in one higher dimensional half space R n × [0, ∞), then applied the method of moving planes to show the symmetry of U(x, y) in x, and hence derived the non-existence in the subcritical case:
has no positive bounded solution provided p < (n + α)/(n − α).
They then took trace to obtain
Corollary 1 Assume that 1 ≤ α < 2 and 1 < p < A similar extension method was adapted in [CZ] to obtain the nonexistence of positive solutions for an indefinite fractional problem:
Proposition 2 (Chen-Zhu) Let 1 ≤ α < 2 and 1 < p < ∞. Then the equation
possesses no positive bounded solutions.
The common restriction α ≥ 1 is due to the approach that they need to carry the method of moving planes on the solutions U of the extended problem
Because of the monotonicity requirement, they have to assume that α ≥ 1. A natural question is: Can one carry on the method of moving planes directly on fractional equation such as (2) without going through the extended equation (3)? The main objective of this paper is to answer this question affirmatively.
Actually, the first answer was provided in [JW] by Jarohs and Weth. There they introduced antisymmetric maximum principles and applied them to carry on the method of moving planes directly on nonlocal problems to show the symmetry of solutions. The operators they considered are quite general, however, their maximum principles only apply to bounded regions.
In this paper, we will develop a systematical approach to carry on the method of moving planes for nonlocal problems, either on bounded or unbounded domains. For local elliptic operators, these kinds of approaches was introduced more than twenty years ago in the author's paper [CL] and then summarized in their book [CL1] , among which the narrow region principle and the decay at infinity have been applied extensively by many researchers to solve various problems. A parallel system will be established here by very elementary methods, so that it can be conveniently applied to various nonlocal problems. This will be accomplished in Section 2, in which the main results are the following.
Theorem 1 ( Maximum Principle for Anti-symmetric Functions.)
Let T be a hyperplane in R n . Without loss of generality, we may assume that
be the reflection of x about the plane T . Denote
loc (Ω) and is lower semi-continuous onΩ. If
This conclusion holds for unbounded region Ω if we further assume that
If u = 0 at some point in Ω, then
Let Ω be a bounded narrow region in H, such that it is contained in
loc (Ω) and is lower semi-continuous on Ω. If c(x) is bounded from below in Ω and
in H, then for sufficiently small l, we have
Theorem 3 ( Decay at Infinity.) Let H = {x ∈ R n | x 1 < λ for some λ ∈ R} and let Ω be an unbounded region in H. Assume
As a simple application, we consider
Theorem 4 Assume that 0 < α < 2 and u ∈ L α ∩ C 1,1 loc is a nonnegative solution of equation (4). Then (i) In the critical case p = n+α n−α , u is radially symmetric about some point. (ii) In the subcritical case 1 < p < n+α n−α , u ≡ 0.
Remark 1 As compared to Corollary 1, we relaxed the condition 1 ≤ α < 2 to 0 < α < 2, and we dropped the global boundedness assumption on u. The local C 1,1 property for the solutions of (4) can be obtained if u ∈ L α is a solution in the sense of distribution.
Various Maximum Principles 2.1 A Simple Proof of the Maximum Principle
(Ω) and is lower semi-continuous onΩ. If
Proof. If (6) does not hold, then the lower semi-continuity of u onΩ indicates that there exists a x 0 ∈Ω such that
And one can further deduce from condition (5) that x 0 is in the interior of Ω.
Then it follows that
which contradicts with inequality (5). This verifies (6).
If at some point
and u ≥ 0, we must have
This completes the proof.
Maximum Principle for Anti-symmetric Functions
Theorem 2.2 Let T be a hyperplane in R n . Without loss of generality, we may assume that
Let Ω be a bounded domain in H. Assume that u ∈ L α ∩ C 1,1 (Ω) and is lower semi-continuous onΩ. If
Proof. If (8) does not hold, then the lower semi-continuity of u onΩ indicates that there exists a x 0 ∈Ω such that
And one can further deduce from condition (7) that x 0 is in the interior of Ω.
It follows that
which contradicts with inequality (7). This verifies (8).
Now we have shown that
we derive immediately that u(x) = 0 almost everywhere in R n .
Narrow Region Principle
Theorem 2.3 Let T be a hyperplane in R n . Without loss of generality, we may assume that
Let Ω be a bounded narrow region in H, such that it is contained in {x| λ−l < x 1 < λ } with small l. Suppose that u ∈ L α ∩ C 1,1 (Ω) and is lower semicontinuous onΩ. If c(x) is bounded from below in Ω and
then for sufficiently small l, we have
Proof. If (10) does not hold, then the lower semi-continuity of u onΩ indicates that there exists an x 0 ∈Ω such that
And one can further deduce from condition (9) that x 0 is in the interior of Ω.
where (11) follows from the substitution τ = st and (12) is true when l → 0. Hence c(x) being lower bounded in Ω leads to
This is a contradiction with condition (9). Therefore, (10) must be true.
Decay at Infinity
Theorem 2.4 Let H = {x ∈ R n | x 1 < λ for some λ ∈ R} and let Ω be an unbounded region in H. Assume
then there exists a constant R 0 > 0 such that if
Proof. It follows from (13) and (15) that
′ ), and it follows that
Then we have
Now if |x 0 | is sufficiently large, this would contradict (14). Therefore, (16) holds. This completes the proof.
Remark 2.1 From the proof, one can see that the inequality
and condition (14) are only required at points where u is negative.
3 Method of Moving Planes and Its Applications
Then (i) in the subcritical case 1 < p < n+α n−α , (17) has no positive solution; (ii) in the critical case p = n+α n−α , the positive solutions must be radially symmetric about some point in R n .
Proof. Because no decay condition on u near infinity is assumed, we are not able to carry the method of moving planes on u directly. To circumvent this difficulty, we make a Kelvin transform.
Let x 0 be a point in R n , and
be the Kelvin transform of u centered at x 0 . Then it is well-known that
with τ = n + α − p(n − α). Obviously, τ = 0 in the critical case.
Choose any direction to be the
and Hence, if w λ is negative somewhere in Σ λ , then the negative minima of w λ were attained in the interior of Σ λ .
From (18), at points where w λ is negative, we have
The Subcritical Case
For 1 < p < n+α n−α , we show that (17) admits no positive solution.
Step 1. We show that, for λ sufficiently negative,
On the other hand
A contradiction with (32). This proves (31). It follows from (31) that there exists a constant c o > 0, such that
Since w λ depends on λ continuously, there exists ǫ > 0 and ǫ < δ, such that for all λ ∈ (λ 0 , λ 0 + ǫ), we have
Combining (29), (23), and (33), we conclude that for all λ ∈ (λ 0 , λ 0 + ǫ),
This contradicts the definition of λ 0 . Therefore, we must have
Similarly, one can move the plane T λ from the +∞ to the left and show that
Now we have shown that
This completes
Step 2. So far, we have proved thatū is symmetric about the plane T x 0 1 . Since the x 1 direction can be chosen arbitrarily, we have actually shown thatū is radially symmetric about x 0 . For any two points X i ∈ R n , i =1, 2. Choose x 0 to be the midpoint:
. Sinceū is radially symmetric about x 0 , so is u, hence u(X 1 ) = u(X 1 ). This implies that u is constant. A positive constant function does not satisfy (17). This proves the nonexistence of positive solutions for (17) when 1 < p < n+α n−α .
The Critical Case
Letū be the Kelvin transform of u centered at the origin, then
We will show that eitherū is symmetric about the origin or u is symmetric about some point.
We still use the notation as in the subcritical case.
Step 1 is entirely the same as that in the subcritical case, that is, we can show that for λ sufficiently negative, w λ (x) ≥ 0, ∀ x ∈ Σ λ .
Let λ 0 = sup{λ ≤ 0|w µ (x) ≥ 0, ∀x ∈ Σ µ , µ ≤ λ}.
Case (i). λ 0 < 0. Similar to the subcritical case, one can show that
It follows that 0 is not a singular point ofū and hence u(x) = O( 1 |x| n−α ) when |x| → ∞.
This enables us to apply the method of moving plane to u directly and show that u is symmetric about some point in R n . Case (ii). λ 0 = 0. Then by moving the planes from near x 1 = +∞, we derive thatū is symmetric about the origin, and so does u.
In any case, u is symmetric about some point in R n . This completes the proof.
