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ABSTRACT
This dissertation has investigated the use of multigrid methods in certain classes of optimization
problems, with emphasis on structural, namely topology optimization. In the first part, we have
investigated the solution bound constrained optimization problems arising in discretization by
the finite element method, such as elliptic variational inequalities. For these problems we have
proposed a “direct” multigrid approach which is a generalization of existing multigrid methods
for variational inequalities. We have proposed a nonlinear first order method as a smoother
that reduces memory requirements and improves the efficiency of the resulting algorithm com-
pared to the second order method (Newton’s methods), as documented on several numerical
examples.
The project further investigates the use of multigrid techniques in topology optimization. Topol-
ogy optimization is a very practical and efficient tool for the design of lightweight structures
and has many applications, among others in automotive and aircraft industry. The project stud-
ies the employment of multigrid methods in the solution of very large linear systems with sparse
symmetric positive definite matrices arising in interior point methods where, traditionally, di-
rect techniques are used. The proposed multigrid approach proves to be more efficient than that
with the direct solvers. In particular, it exhibits linear dependency of the computational effort
on the problem size.
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SOME BASIC NOTATION
Table 1: Notation and Symbols
Description Notation
Domain with Lipschitz boundary Ω, Γ := ∂Ω
Ω Ω ∪ Γ
The body dimension d = 2, 3
Real numbers R
Vector u u = (u1, u2, ..., un)T
Vector norm ‖.‖
absolute value |.|
Inner product (., .)
Unit outer normal vector v v = (v1, ..., vn−1, vn)
Matrices A,B
Hessian matrix H
Space of square integrable functions L2(Ω)
Sobolev spaces W k,p(Ω), Hk(Ω)
Gradient of a vector f ∇f
Set of real symmetric matrices of size n× n Sn = Rn×n
Transpose of a matrix A AT
Inverse of a matrix A A−1
The residuum r
The search direction d
The step length α
Identity matrix (n× n) In or only I
The finite strain tensor ε(u)
Strain tensor (small strain tensor) e(u)
Stress tensor τ
Material tensor E
Strain energy for material E aE(u, u)
Surface force t
Body Force f
Work resulted by force f l(u)
Thickness of a sheet ρ
A restriction operator from the fine level to the coarse level I2hh
An interpolation operator from the coarse level to the fine level Ih2h
Linear complementarity problems LCP
2
CHAPTER 1
INTRODUCTION
Multigrid methods were originally developed for the solution of large systems of linear alge-
braic equations arising from discretization of partial differential equations. The aim was to
accelerate the convergence of relaxation iterative methods such as Gauss-Seidel and Jacobi
methods. These methods typically eliminate quickly high frequency components of the error
while leaving the low frequency components. The remedy of this limitation is the pathway to
multigrid procedure by involving communication between a hierarchy of levels such that the
low-frequency error components at the finer level h can be restricted to the coarser level 2h in
order to reduce the error effectively by a coarse grid correction technique. Once this coarser
problem is solved, the solution interpolates back to the fine grid to correct the approximation
for its low-frequency errors.
A short look at the history of multigrid methods, Fedorenko [34] introduced the first two-grid
method for the Poisson equation, while Fedorenko [35] contains the first multi-grid method.
Bakhvalov [7] followed that by the first more general convergence analysis. The method, how-
ever, only gained huge popularity following the seminal paper by Brandt [16] who demon-
strated the tremendous computational potential of these methods. Since then a vast literature
about multigrid methods has been published and introduced, and we do not try to present this.
Instead we refer to the monographs [57], [115] which are particularly devoted to problems of
fluid dynamics. For the interested reader, the classical texts in multigrid methods include Hack-
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busch and Trottenberg’s Multigrid methods [60], Brandt’s guide to multigrid methods [18], the
introductory tutorial by Briggs et al., [20] and the comprehensive textbook by Trottenberg et
al. [108], An extensive overview of multigrid methods may also be found in [114].
With regard to applying the multigrid method to optimization problems, multigrid method has
been first and foremost used to solve unconstrained optimization problems; see the articles
[43, 53, 82]. The concept of MG/Opt is also applied to constrained optimization models, for
example see [74, 111]. In [30] multigrid method has been efficiently applied to optimization
problems with differential equations. Additionally, for an interesting overview about Multigrid
Methods for optimization problems with partial differential equations (PDE) constraints, we
refer the reader to [14].
In reference to application of multigrid to constrained optimization problems, it has been well-
known since the dark ages of multigrid that the methods may loose their superior efficiency
when used for slightly different type of problems, namely the linear complementarily problems
(LCP) [19, 59, 78]. This is caused by the presence of unilateral obstacles (or box constraints in
the optimization formulation of the problem). The fact that the sets of active constraints may
vary for different discretization levels, and that the constraints may not even be recognized on
very coarse meshes, may lead to poor quality of the coarse level corrections and, in effect, to
significant deterioration or even loss of convergence of the method. Various remedies have
been proposed by different authors [19, 59, 62, 63, 78]; these usually resulted in “conservative”
methods that were often significantly slower than standard methods for linear systems. Finally
Kornhuber [69] proposed a truncated monotone multigrid method for LCP problems. This
method has the property that as soon as the set of active constraints is correctly identified, the
method converges with the same speed as without the presence of the constraints.
Not many attempts have been done to generalize the multigrid technique to the solution of
optimization problems. From the successful ones, most focused on unconstrained problems
[39, 51, 53, 73, 82]. In this case, the problem can be often identified with a discretized nonlin-
ear PDE and thus techniques of nonlinear multigrid can be used. Treating general (equality or
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inequality) constraints by multigrid may be difficult, if not impossible, as we may not be able
to find the corresponding restriction operators. If the number of constraints is directly propor-
tional to the number of variables (such as for the bound constraints), the restriction operator for
these constraints may be based on that for the variables. On the other hand, if the number of
constraints is independent of the discretization (e.g., a single equality constraint) then the pro-
longation/restriction is simply the identity. All other situations are difficult, in our opinion. For
this reason, all articles on multigrid for constrained problems either treat the bound-constrained
problems or problems with a single equality constraint (e.g., [51, 52, 110]) or assume that a re-
striction operator for the constraints exists [83].
The first goal of this thesis is to extend Kornhuber’s technique [69] to nonlinear convex opti-
mization problems with bound constraints. This consists of proposing a smoothing operator
that would only use first-order information, and study the efficiency of the resulting method.
Finally, we extend the developed algorithm to problems with an additional equality constraints.
We study the behaviour of the proposed algorithms on a number of numerical examples.
The second goal is to apply multigrid on topology optimization problem as the discipline of
topology optimization offers challenging problems to researchers working in large scale nu-
merical optimization. The results are essentially colors of pixels in a 2d or 3d “pictures”.
Hence, in order to obtain high-quality results, i.e., fine pictures capturing all details, a very
large number of variables is essential. We will consider the basic problem of topology op-
timization: minimization of compliance under equilibrium equation constraints and the most
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basic linear constraints on the design variable:
min
ρ∈Rm, u∈Rn
fTu (1.1)
subject to
K(ρ)u = f
m∑
i=1
ρi = V
ρi > 0, i = 1, . . . ,m
ρi 6 ρ, i = 1, . . . ,m
where K(ρ) =
∑m
i=1 ρiKi, Ki ∈ Rn×n and f ∈ Rn. We assume that Ki are symmetric and
positive semidefinite and that
∑m
i=1Ki is sparse and positive definite. For further reference, we
will call the design variable ρ the density. The most established and commonly used optimiza-
tion methods to solve this problem are the Optimality Conditions (OC) method [10] and the
Method of Moving Asymptotes by Svanberg [106]. In both methods, the computational bot-
tleneck consists of the solution of a large scale linear system with a sparse symmetric positive
definite matrix (the equilibrium equation). This is traditionally solved by a direct solver, such
as the Cholesky decomposition. Recently, several authors proposed the use of iterative solvers,
mostly a preconditioned Krylov subspace solver, such as Conjugate Gradients (CG), MINRES
or GMRES. These have one big advantage which is specific for their use within optimization
algorithms: in the early (or even not-so-early) stages of the optimization method, only a very
low accuracy of the linear solver is needed. They also have one big disadvantage: in the late
stages of the optimization method, the linear solvers become very ill-conditioned and thus a
vanilla iterative solver can come into extreme difficulties.
It is therefore essential to use a good preconditioner for the Krylov subspace method. The
difficulty lies in the fact that as we approach the optimal solution of the topology optimization
problem, the condition number of the stiffness matrices increases significantly. In fact, it is only
controlled by an artificial lower bound on the variable—if this bound was zero, the stiffness ma-
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trix would be singular. Wang et al. [113] studied the dependence of the condition number on the
variables and concluded that it is a combination of the ratio of maximum and minimum density
and the conditioning of a corresponding problem with constant density. Consequently, they pro-
posed a rescaling of the stiffness matrix combined with incomplete Cholesky preconditioner.
The rescaling results in constant order of condition number during the optimization iterations.
For large scale example still hundreds of MINRES iterations are needed and hence the authors
use recycling of certain Krylov subspaces from previous iterations of the optimization method.
Recently, Amir et al. [3] proposed a multigrid preconditioner for the systems resulting from OC
or MMA methods and demonstrated that the resulting linear system solver keeps its efficiency
also for rapidly varying coefficient of the underlying PDE, i.e., rapidly varying ρ in (1.1).
In Chapter 2 the basic concepts related to the background of the current work are provided.
Fundamental concepts from matrix analysis are explained because they are theoretically and
computationally important especially in the optimization field. In the functional analysis sec-
tion, all important definitions and theorems for vector spaces which are needed to define the
mathematical formulation of elasticity are presented. Afterwards, we specify a section for the
solution methods of a linear system of equations in order to introduce fundamental aspects of
such methods which will be used in the current work, among these methods Krylov subspace
methods.
Chapter 3 is concerned with elements of multigrid methods for solving linear and nonlinear
system of equations which results in the solution of partial differential equations. It is an essen-
tial chapter to preface understanding the generalized versions in relation to applying multigrid
methods to optimization problems.
Optimization methods for solving nonlinear constrained problems are presented in Chapter 4.
This includes, line search methods, projected gradient methods and interior-points methods.
Application of multigrid to constrained optimization problems is given in Chapter 5. This is
achieved by considering first order methods such as projected gradient methods, steepest meth-
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ods for constrained optimization problems. Numerical examples demonstrate the efficiency of
the proposed methods.
In Chapter 6 the concepts of the stress tensor, strain tensor and their relations are familiarized
with introducing the formulation of basic boundary value problems of elasticity classically and
formulations of the elasticity problem with converting it to topology optimization problems.
Finite element discretization for the variable thickness sheet which represents a special case of
topology optimization problems is discussed with the weak convergence theorem.
Finally, in Chapter 7 we propose a new method for the solution of the topology optimization
problem introduced in Chapter 6. The framework of the method is given by the interior-point
algorithm. The systems of linear equations, arising in this algorithm, are then solved by the
conjugate gradient method preconditioned by one step of the multigrid algorithm. Extensive
numerical test will show that the resulting algorithm is extremely efficient and stable, and its
complexity grows only linearly with the problem size. The thesis is concluded by an outlook
to future work.
1.1 Research hypothesis and objectives
The initial goal of the research was to investigate the multigrid efficiency in certain classes
of optimization problems, with emphasis on structural design, namely topology optimization.
With regard to applying the multigrid method to optimization problems, multigrid method has
been first and foremost used to solve unconstrained optimization problems; see the articles
[43,53,82]. The concept of MG/Opt is also applied to certain constrained optimization models,
for example see [74,111]. In [30] multigrid method has been efficiently applied to optimization
problems in differential equations. As to our knowledge, the article [76] is the first one that
considered the use of multigrid techniques to topology optimization. Similarly, as in the later
article [104], the authors apply the “traditional” multigrid method to systems of linear equations
arising from Newton-type methods. Contrary to that, the aim of this thesis was to apply the
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MG/Opt technique directly to the full topology optimization problem. Originally MG/Opt [83]
has been developed for unconstrained optimization problem
min
xh
fh(xh), (1.2)
where h indicates the level in the hierarchy of models. The attempt was to apply a generalized
version introduced in [83] to solve the so-called minimum compliance problem of topology
optimization that can be written as follows (see [10])
min
ρ
fTK(ρ)−1(ρ)f
subject to:
m∑
i=1
ρi 6 V,
0 < ρ 6 ρi 6 ρ.
(1.3)
where K(ρ) =
∑m
i=1 ρiKi, Ki ∈ Rn×n and f ∈ Rn. We assume that Ki are symmetric and
positive semidefinite and that
∑m
i=1Ki is sparse and positive definite. For further reference, we
will call the design variable ρ the density. We will assume that there exists a hierarchy of mod-
els, organized from fine h to coarse grids 2h, 4h, 8h, ... with an interest in finding the solutions
on the finest level. In other words, the computations on a coarse level for the problem can be
used to upgrade an approximate result of a finer resolution problem. MG/Opt iteratively utilizes
coarse resolution problem in order to obtain search directions for finer-resolution problem. As
a result, the solution of each finer-resolution problem can be repeated by using a line search
method. Then, applying a line search technique can leads to the possibility to demonstrate the
convergence results for the MG/Opt algorithm [74].
In conclusion, the main target was to introduce a multigrid algorithm for the topology opti-
mization problem. That was based on recalling the definition and convergence analysis of the
MG/Opt method for unconstrained optimization problems, by Nash [83]. After that, defining
and analyzing the method for the topology optimization problem. However, this could not be
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done easily because of reasons have been mentioned in Chapter 7 (see 7.2). Alternatively, we
proposed direct multigrid with first order smoother for nonlinear constrained convex optimiza-
tion problems. And also proposing conjugate gradient method preconditioned by multigrid
method within interior point method for solving topology optimization problems as it given in
the following section.
1.2 Main results in the thesis
The main results of the thesis can be classified into two main contributions. In the first case,
multigrid methods is applied as a direct iterative method to bound constrained optimization
problems. Here a first order methods (steepest descent) is proposed as a smoother within multi-
grid technique for the developed algorithms. Numerical experiments show that the proposed
smoother eliminates the high frequency components of the error quickly in the first few iter-
ations. The developed algorithms consider an extension of Kornhuber’s [69] and Hackbusch-
Mittelmann [59] to nonlinear convex optimization problems with bound constraints and an ad-
ditional equality constraints. The behavior of the proposed algorithms is studied on a number
of numerical examples.
The second main result represents the application of multigrid within the interior point methods
for the solution of topology optimization problem. This follows the path outlined by Jarre et
al. [64] and Maar-Schulz [76]. Unlike these, the linear systems which results from the Newton
method within interior point method is reduced to obtain positive definite matrices. This allows
to use standard conjugate gradient preconditioned by standard V-cycle multigrid. Furthermore,
we use the same linear solver in the so-called OC method (in the same way suggested Amir
et al. [3]) to get a comparison with interior point method. In both cases the inexact multigrid
preconditioned CG method leads to a very efficient optimization solver. Most notably, in case
of the interior point method we obtain an approximately constant number of CG iterations
needed to solve the full problem which is independent of the size of the problem. In case of the
OC method, the total number of OC iterations is increasing with the problem size; however, for
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a given problem size, the number of CG steps per one linear systems remains almost constant,
and very low, in all OC iterations, notwithstanding the condition number of the stiffness matrix.
1.3 Practical impact
The proposed methodology allows to solve very large-scale optimization problems, in partic-
ular PDE constrained problems and topology optimization problems, that could not be solved
by existing software. All these problems are of big practical importance. The first approach
is the multigrid method for bound constrained convex optimimztion problems. Example of
these are elliptic variational inequalities discretized by the finite element method, which have
been proved extremely useful for mathematical description of a wide rang of material science,
electrodynamics, continuum mechanics and many others (we refer to [48] for the literature).
In addition to that, a large number of applications are covered even for the special case of
obstacles problems, such as contact problems in continuum mechanics and option pricing in
computational finance [92].
The project further investigates the use of multigrid techniques in topology optimization. Topol-
ogy optimization is a very practical and efficient tool for the design of lightweight structures
and has many applications, among others in automotive and aircraft industry. The discipline of
topology optimization offers challenging problems to researchers working in large scale numer-
ical optimization. The results are essentially colors of pixels in a 2d or 3d “pictures”. Hence, in
order to obtain high-quality results, i.e., fine pictures capturing all details, a very large number
of variables is essential. Therefore, the project studies the employment of multigrid methods
in the solution of very large linear systems with sparse symmetric positive definite matrices
arising in interior point methods where, traditionally, direct techniques are used.
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CHAPTER 2
PRELIMINARIES
2.1 Matrix analysis
In this section, we present a number of results from the field of matrix analysis, primarily related
to the classification of positive (semi-) definite matrices. As will be shown such matrices are
required in order to provide asserts of convergence. We first present the notion of the gradient
and Hessian of a real valued function in the following manner.
Definition 2.1. (Gradient and Hessian)
Let f : Rn→ R be twice continuously differentiable. The gradient of f at a point x ∈ Rn is
defined as:
∇f(x) :=
(
∂f
∂x1
, . . . ,
∂f
∂xn
)T
, (2.1)
and the Hessian matrix is a symmetric n× n matrix of second derivatives, defined as:
H(x) = ∇2f(x) :=
(
∂2f(x)
∂xixj
)
, i, j = 1, 2, . . . , n. (2.2)
The notion of positive (semi-) definiteness can be described as follows.
Definition 2.2. (Positive and Negative (Semi-) Definite Matrices)
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Let A ∈ Rn be a symmetric matrix and let x ∈ Rn. If xTAx > 0 (xTAx > 0) is satisfied for
all x ∈ Rn, x 6= 0, then A is called positive definite (positive semi-definite). We will use the
notation A > 0 and A> 0 to denote positive definiteness and positive semi definiteness of A,
respectively.
A negative (semi-) definite matrix amounts to a matrix whereby the respective inequalities
presented above are reversed. In other words, a matrix A is negative (semi-) definite if −A
is positive definite or positive(semi-) definite. Finally, a matrix A ∈ Sn is called indefinite if
xTAx gives both positive and negative values for some x ∈ Rn.
Lemma 2.1 (Cholesky decomposition). A matrix A is positive definite if and only if there
is a nonsingular lower triangular matrix L ∈ Sn with positive diagonal elements such that
A = LLT .
Theorem 2.1. (Schur Complement) Let A ∈ Sn be partitioned as
 A1 A2
AT2 A3

where both A1 and A3 are square matrices. Then A is positive definite if and only if A1 is
positive definite and A3 > AT2A
−1
1 A2.
2.2 Solution methods of linear systems Ax = b
The study of solution methods of the linear system of equations is a wide topic in itself which
arise particularly in solving partial differential equations. However, we have not chosen to go
in details here and just give an overview of methods that have been used in this work. Consider
a linear system of the form
Ax = b, (2.3)
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where A ∈ Rn×n, x, b ∈ Rn. Numerical methods for solving the system (2.3) can be classed
as either direct methods or iterative methods, with combinations of the two (termed hybrid
methods) also possible.
Direct solution methods work by considering a factorization of A into a product of matrices
BC, where both of B and C are of a certain structure that can be exploited. In the case
of Gaussian elimination, B and C amount to lower and upper triangular matrices L and U
respectively. A finite number of operations is required to obtain a solution to (2.3). However, if
A is dense, this can still be prohibitive for large n. For instance, such problems are encountered
in systems arising from the discretization of partial differential equations. Whilst efficient
direct methods have been developed that are able to exploit sparsity potions within A [31],
recent approaches of research have focused on iterative methods. These approaches seek to
determine a suitable approximate solution to (2.3) by constructing a sequence of iterations that
leads to the solution to (2.3). In particular, preconditioned conjugate gradient like methods are
particularly popular within the field of numerical analysis, and we will provide further details
in due course.
An iterative method can generally be classed as either relaxation iterative method (also known
as stationary iterative method) or Krylov subspace method. Examples of relaxation iterative
methods include the Gauss-Seidel method, Jacobi method and the Successive over-relaxation
method (SOR). For clarity, we describe the relaxation iterative methods in a general context.
They consist of constructing the following fixed point iteration to solve linear systems of the
form (2.3):
xk+1 = Bxk + c,
based on a specific definition of B and c, where neither the matrix B nor the vector c depend
on the iteration count k. Consider a more useful illustration of this general construction, the
Jacobi method. The matrix A is divided into two parts, diagonal matrix D whose diagonal
elements identical to those of A and whose off-diagonal elements are zero; and the matrix E,
whose diagonal elements are zero, and whose off-diagonal elements are identical to those of A.
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Thus, A = D + E. The method is derived as
Ax = b
Dx = −Ex+ b (2.4)
x = −D−1Ex+D−1b (2.5)
x = Bx+ c, where B = −D−1E, c = D−1b. (2.6)
It is easy to invert the diagonal matrix D. However, for discretized boundary value problems,
one may obtain a slow convergence rate. For a more rigorous explanation regarding these
methods including convergence analysis, we refer to [119].
However, the Krylov subspace methods examples include conjugate gradients method, these
methods are based on generating a basis of the so-called Krylov subspace
span{v, Av,A2v, ..., Am−1v},m ∈ N,m 6 n, (2.7)
as before, these methods seek an approximate solution to (2.3) from this subspace in which iter-
ates involve projecting the residual onto lower dimensional Krylov subspaces. Krylov subspace
methods have been applied successfully for solving eiginvalue problems and for solving linear
systems. For further study about Krylov subspace solvers we suggest recent books [54, 97] as
well as the overview paper [96].
2.2.1 Krylov subspace methods for solving linear systems
We recall again the linear system Ax = b with an initial guess x0. In general, projection
methods seek an approximate solution xm from an affine subspace x0 + Km of dimension m
satisfying the orthogonality
b− Axm ⊥ Lm (2.8)
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where Lm is a certain subspace of dimension m which is specified in this section. In reference
to a Krylov subspace method, the subspace Km denotes the Krylov subspace such that
Km(A, r
0) = span{r0, Ar0, A2r0, ..., Am−1r0}, (2.9)
in which r0 = b− Ax0. We give a short description about two particular choices of Lm which
will be of interest in this work.
The first choice is corresponding to Lm = Km. In the case where the matrix A is symmetric
positive definite, an appropriate inner product can be defined allowing optimality properties to
be considered in relation to the norm of the error, namely ‖em‖A := ‖x∗−xm‖A. Such methods
are termed error projection methods, with the Conjugate Gradient (CG) method [61] the most
widely used. Other examples include, the Orthogonal Residual (ORTHORES) method [120]
and also the Full Orthogonalization Method (FOM) [95].
The second case corresponds to the choice Lm = AKm. Here, the approximate solution xm
will minimize the residual norm ‖b−Ax‖2 over the affine space x0 +Km (as it shown, for ex-
ample, in [98]). Unlike the previous choice, a number of methods have been developed in this
case for non-symmetric matrices, as described, for instance, in [4, 33]. Two particular meth-
ods which are widely used are the Minimum Residual Method MINRES, pioneered by Paige
and Saunders [87] for symmetric indefinite matrices, and the generalized Minimum Residual
Method GMRES presented by Saad and Schultz [99] for non-symmetric indefinite matrices.
2.2.2 The conjugate gradient method
Conjugate gradient CG is theoretically a finite method. It gets exact solution in n steps. Round-
off error cause loss of orthogonality, making it iterative. Here, we provide a brief introduction to
the conjugate gradient method. For a more detailed presentations the interested reader should
consult [118, Chapter 1]. Hestenes and Stiefel [61] proposed the linear conjugate gradient
method as an iterative method for solving linear systems of the form (2.3) in the case when
14
the matrix A is symmetric positive definite. It is well suited for solving large problems as
an iterative alternative to Gaussian elimination. Fletcher and Reeves [38] were the first to
introduce a nonlinear conjugate gradient method for solving large scale nonlinear optimization
problems, for a historical overview we suggest [5, p.451] and references therein.
Conjugate gradient methods, in general, were introduced to accelerate the convergence rate
of steepest descent. They are based on the aim to determine the solution to the following
unconstrained quadratic problem
min
x∈Rn
f(x) =
1
2
xTAx− bTx, (2.10)
where A is a symmetric positive definite matrix and b ∈ Rn is a given vector. A being sym-
metric positive definite, the problem (2.10) is convex so we can grantee existence of a unique
global minimizer. As we consider an iterative approach, we denote by r(xk) the residuum at a
point xk we get
r(xk) := rk = b− Axk. (2.11)
For the quadratic definition (2.10), residuum is equal to the negative gradient of f , −∇f(x).
Which is in turn represents a direction of the steepest descent procedure in which f decreases
quickly. The key feature of the conjugate gradient method is its ability to constructA-conjugate
directions of nonzero vectors d0, ..., dk with respect to the symmetric positive definite matrix A
dTi Adj = 0, for all i 6= j. (2.12)
The line search method
xk+1 = xk + αkdk, (2.13)
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with an initial point x0 ∈ Rn and a set of conjugate directions d0, d1, ..., dn−1 represents the
search direction algorithm. In case of linear systems, the step length αk for the quadratic
problem f(x) along xk + αkdk can be written explicitly as
αk =
rTk dk
dkAdk
. (2.14)
See [101, p. 23] for the derivation of the step length α. Convergence of the algorithm is assured
via the following theorem.
Theorem 2.2. For x0 ∈ Rn, the conjugate direction algorithm (2.13), (2.14) with dk satisfying
(2.12) generates the sequence {xk} which converges to the solution x∗ of the linear system
Ax = b in at most n iterations.
Proof. The proof is given in [118, pp.103-104].
There are a number of ways to choose the set of conjugate directions, with one example cor-
responding to the eigenvectors of the matrix in question. However, for large scale problems,
a substantial amount of computation maybe needed in order to compute the complete set of
eigenvectors. Alternatively, modified Gram-Schmidt orthogonalization process [13, Chapter 1]
can present an approach to generate a set of conjugate (A-orthogonal) directions instead of a
set of orthogonal directions. The latter approach, however, is also expensive as it is necessary
to store all previously computed directions.
In the conjugate direction method each direction dk is selected as a linear combination of the
steepest descent directions calculated at the previous points x0, ..., xk for the function f . Based
on rk defined in by (2.11), we use definition of previous direction dk−1 to write
dk = r
k + βkdk−1, (2.15)
where the scalar βk is determined depending on the necessity of orthogonality of dk and dk−1
with respect to A. Then, multiplying (2.15) by dTk−1A and applying the conjugacy condition
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dTk−1Adk = 0, yields
βk = − (r
k)TAdk−1
(dk−1)TAdk−1
.
The first search direction d0 is the steepest descent direction at the initial point x0. Thus the
preliminary version of the conjugate gradient is expressed formally as follows.
Algorithm 2.1. Select x0 as an initial point;
Set r0 = b− Ax0, d0 = r0 and k = 0;
Do while rk 6= 0
αk =
(rk)Tdk
dkAdk
; (2.16)
xk+1 = xk + αkdk; (2.17)
rk+1 = b− Axk+1; (2.18)
βk+1 = −(r
k+1)TAdk
dTkAdk
; (2.19)
dk+1 = r
k+1 + βk+1dk; (2.20)
k = k + 1; (2.21)
end(while)
This algorithm is a useful version for studying basic properties of the conjugate gradient, how-
ever a more efficient version is presented later. Based on the description provided above, we
present the following theorem
Theorem 2.3. Assume that the k-th iterate produced by the conjugate gradient Algorithm 2.1 is
17
such that ‖xk − x∗‖2 > ε for suitably small ε > 0. Then following four properties are satisfied
rTk ri = 0, for i = 0, 1, ..., k − 1, (2.22)
span{r0, r1, ..., rk} = span{r0, Ar0, ..., Akr0}, (2.23)
span{d0, d1, ..., dk} = span{r0, Ar0, ..., Akr0}, (2.24)
dTkAdi = 0 for i = 0, 1, ..., k − 1, (2.25)
Consequently, the sequence converges to the solution x∗ in at most n iterations.
The proof is given by induction and relies on the fact that the first direction d0 is the steepest
descent direction r0 which is distinct from other choices of d0, as shown in [118, pp.109-111].
The specifics of the theorem indicate some useful properties. In particular, since the residuals ri
are mutually orthogonal, each of residuals rk and associated search directions dk are included
in the Krylov subspace Km(A, r0). Furthermore, the fact that the Algorithm generates a set of
conjugate search directions d0, d1, ..., dk−1 guarantees convergence in at most in n steps.
A practical form of the conjugate gradient method is derived based on Theorem 2.3 using the
fact that the current residual rk is orthogonal to all previous search directions (as presented
in [118, Theorem 5.2]), namely that
rTk di = 0, for i = 0, 1, ..., k − 1, (2.26)
Therefore the step length presented in (2.16) maybe reformulated by using (2.20) to yield
αk =
(rk)T rk
dkAdk
.
We now substitute our definition of the residual rk into the search direction (2.17) so that
rk+1 = rk − αkAdk.
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Under the expressions for both dk and rk+1, we are able to write
βk+1 =
(rk+1)T rk+1
(rk)T rk
,
which we now use in order to present the standard form of the conjugate gradient for linear
systems as follows.
Algorithm 2.2. Select x0 as an initial point;
Set r0 = b− Ax0, d0 = r0 and k = 0;
Do while rk 6= 0
αk =
(rk)T rk
dkAdk
; (2.27)
xk+1 = xk + αkdk; (2.28)
rk+1 = rk − αkAdk; (2.29)
βk+1 =
(rk+1)T rk+1
(rk)T rk
; (2.30)
dk+1 = r
k+1 + βk+1dk; (2.31)
k = k + 1; (2.32)
end(while)
The purpose behind the reformulated algorithm results is that it is no longer necessary to retain
the vectors x, r and d for any more than two previous iterations, meaning reduced storage costs
when compared to Algorithm 2.1.
In terms of the rate of convergence, Theorem 2.2 guarantees that the algorithm will terminate in
at most n steps. However, convergence is also dependent on the distribution of the eigenvalues
of A, as stated in the following Theorem.
Theorem 2.4. IfA hasm distinct positive eigenvalues, then the conjugate gradient method will
terminate in at most m iterations.
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Proof. Omitted, please see [118].
Notice that these are theoretical results relying on exact arithmetics. In computer implemen-
tation, we calculate with finite precision arithmetics resulting in round-off errors and loss of
orthogonality of dk, rk generated by Algorithm 2.1.
Therefore, a useful characterization of the behavior of the conjugate gradient method is given
through the following estimate, initially derived by Luenberger [75].
Theorem 2.5. If A has eigenvalues λ1 6 λ2 6 ... 6 λn, then the following inequality is
satisfied
‖xk+1 − x∗‖2A 6
(
λn−k − λ1
λn−k + λ1
)
‖x0 − x∗‖2A, (2.33)
where ‖x‖2A = xTAx.
2.2.3 Preconditioning
Preconditioning of a linear system Ax = b is a technique that is typically related to reducing
the condition number of a matrix A, κ(A) or to reducing the number of distinct clusters of
eigenvalues. That is by solving alternatively the following scaled system
M−1Ax = M−1b, (2.34)
assuming thatM is a symmetric, positive-definite matrix that approximatesA, but it is easier to
be inverted. It is expected that, the iterative methods can solve the system (2.34) more quickly
than the original problem if κ(M−1A)  κ(A) or if the eigenvalues of (M−1A) are better
clustered than those of A, see [101]. However, M−1A is not generally symmetric nor definite,
even if the matrices M and A are. The remedy of this is the use of the fact that, for every
symmetric, positive-definite M there is a matrix E (not necessarily unique) that satisfies the
property EET = M . For instance, the matrix E can be obtained by Cholesky factorization.
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Furthermore the eigenvalues of the matrices M−1A and E−1AE−T are equal according to the
fact that if v is an eigenvector of M−1A with eigenvalue λ, then ETv is an eigenvector of
E−1AE−T with eigenvalue λ
(E−1AE−T )(ETv) = ET (E−TE−1)Av = ETM−1Av = λETv.
Therefore, we can transform the problem Ax = b as follows
M−1Ax = M−1b,
by substituting M = EET and multiplying both sides by ET , we get the following scaled
system
Bz = c; such that B := E−1AE−T z := ETx, and c := E−1b.
We can solve this system first for z, then for x, that is by the use of steepest descent or conjugate
gradient method as E−1AE−T is symmetric and positive definite. The process of using CG
to solve this scaled system is referred to as transformed preconditioned conjugate gradient
method, see [101]. The procedure is as follows
define B : = E−1AE−T z := ETx, c := E−1b. (2.35)
d̂0 = r̂0 = c−Bz, (2.36)
αk =
r̂Tk r̂k
d̂TkBd̂k
, (2.37)
zk+1 = zk + αkd̂k, (2.38)
r̂k+1 = r̂k − αkBd̂k, (2.39)
βk+1 =
r̂Tk+1r̂k+1
r̂Tk r̂k
, (2.40)
d̂k+1 = r̂k+1 + βk+1d̂k. (2.41)
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The necessity of computing E in this procedure represents undesirable characteristic of the
method. However, one can eliminate E by setting the following variable substitutions instead;
r̂k := E
−1rk and d̂k := E−Tdk, with using the identities zk := ETxk and ETE−1 = M−1.
Then we derive the untransformed preconditioned conjugate gradient method
r0 = b− Ax0, (2.42)
d0 = M
−1r0, (2.43)
αk =
rTkM
−1rk
dTkAdk
, (2.44)
xk+1 = xk + αkdk, (2.45)
rk+1 = rk − αkAdk, (2.46)
βk+1 =
rTk+1M
−1rk+1
rTkM
−1rk
, (2.47)
dk+1 = M
−1rk+1 + βk+1dk. (2.48)
It is clear that only the matrix M−1 is used in these equations rather than the matrix E. More-
over, we do not need to compute the matrix M−1 explicitly, as we only need its product with a
vector. Similarly, one can derive a preconditioned steepest descent method that does not use E.
The effectiveness of a preconditioner M can be determined either by computing the condition
number of M−1A or by the clustering of its eigenvalues. However, improving the convergence
of the method depends mainly on finding a preconditioner that approximates A well enough.
Accordingly, there is rich supply of possibilities. Examples of these, first, the preconditioner
M = A considers a perfect preconditioner in which the condition number of M−1A is one,
whereas, we need to solve the system Mx = b at the preconditioning step. So this precon-
ditioner is not quite useful. The second simplest preconditioner is a diagonal matrix whose
diagonal entries are identical to those of A, which is called diagonal preconditioning or Jacobi
preconditioning. One more example is the incomplete Cholesky preconditioning, the matrix A
is factorized into the form LLT , where L is a lower triangular matrix. Many other precondition-
22
ers have been developed [5], but we will consider preconditioning conjugate gradient method,
in Chapter 7, by one step of multigrid V -cycle.
2.3 Functional analysis
In this section, we present definitions and theory from the field of functional analysis that un-
derpins the derivation of partial differential equations encountered in this thesis for real valued
functions. For more details regarding this section, the interested reader can consult [91].
Definition 2.3. (Lipschitz continuous functions)
A function f on a domain Ω in Rn is called Lipschitz continuous if there is a constant L > 0
such that
|f(x)− f(y)| 6 L|x− y| for all x, y ∈ Ω.
Every Lipschitz continuous function is uniformly continuous, but the converse is not true.
Multi-index notation. In many of the following definitions it is required to introduce the
multi-index notation for partial derivatives. Suppose that Zn+ is the set of all ordered n-tuples
of nonnegative integers. An element of Zn+ is usually indicated by α or β, for example
α = (α1, α2, ..., αn),
where each component αi is a nonnegative integer. The sum is denoted by |α| and defined as
|α| = α1 + α2 + ...+ αn,
allowing for the partial derivative Dαu to be written as
Dαu =
∂|α|u
∂xα11 ∂x
α2
2 ...∂x
αn
n
.
Definition 2.4. (Space Ck(Ω))
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The space Ck(Ω) of continuous functions f is defined as a set of functions f : Ω → R, which
posses at least k continuous derivatives, where Ω ⊂ Rd, d = 1, 2, 3,
Ck(Ω) := {f : Dαf continuous , 0 6 |α| 6 k}.
For instance, C0 and C1 denote the spaces of continuous and continuously differentiable func-
tions, respectively. Furthermore, we can denote the space of functions that are continuous with
continuous derivatives of all orders by C∞(Ω). Using the definition provided above we have
the following inclusions
C∞(Ω) ⊂ ... ⊂ Ck(Ω) ⊂ Ck−1(Ω) ⊂ ... ⊂ C0(Ω) = C(Ω)
Definition 2.5. (Lp Spaces)
The space Lp(Ω) defines the space of all measurable functions u defined on Ω such that the
integral of the power p of the absolute value of a function u(x) is finite
∫
Ω
|u(x)|pdx.
Therefore we have
Lp(Ω) :=
{
u : Ω→ R |
∫
Ω
|u(x)|pdx <∞
}
, p ∈ [1,∞). (2.49)
In particular, when p = 2, we can obtain the space of square integrable functions L2(Ω).
Definition 2.6. (The Space L∞(Ω))
The space L∞(Ω) is defined as the set of all measurable functions on Ω which are bounded
almost everywhere in Ω:
L∞(Ω) = {u : |u(x)| 6 k a.e. on Ω for some k ∈ R+}. (2.50)
Using [91, Theorem 2(b), p.74], for any function u ∈ L∞(Ω) defined on a bounded domain Ω,
24
the following inequality holds
∫
Ω
|u(x)|pdx 6
∫
Ω
kpdx <∞.
Consequently, L∞(Ω) represents a subset of Lp(Ω) for all p > 1.
Definition 2.7. (Inner Product Spaces)
A vector space X is called an inner product space if it is combined with the inner product
operation (· , ·) for which the following axioms hold (for u, v, w ∈ X and α, β ∈ R),
(a) (u, v) ∈ R (inclusion);
(b) (v, u) = (u, v) ( symmetry);
(c) (αu+ βv, w) = α(u,w) + β(v, w) (linearity);
(d) (u, u) > 0 and (u, u) = 0 if and only if u = 0 (positive definiteness).
Example 2.1. Assume thatX = R3. Then, we define the Euclidean scalar product for u, v ∈ X
as follows
(u, v) = u1v1 + u2v2 + u3v3.
Definition 2.8. (Normed Spaces)
A vector space X endowed with a norm operation ‖ · ‖ is called norm space, if for vectors
u, v ∈ X and α ∈ R the norm satisfies the following axioms:
(a) ‖u‖ ∈ R;
(b) ‖u‖ > 0 and ‖u‖ = 0 if and only if u = 0 (positive definiteness);
(c) ‖u‖ = |α|‖u‖ (positive homogeneity);
(d) ‖u+ v‖ 6 ‖u‖ + ‖v‖ (triangle inequality).
Example 2.2. Firstly, consider X = Rn, then the Euclidean norm for a vector v ∈ Rn is
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defined as
‖v‖ = (v21 + v22 + ...+ v2n)1/2. (2.51)
The operator ‖ · ‖p actually represents a whole family of norms for 1 6 p < ∞, defined for
v ∈ Rn as
‖v‖p = (|v1|p + |v2|p + ...+ |vn|p)1/p.
This family can include the norm corresponding to the case p =∞, which is defined as
‖v‖∞ = max
16i6n
|vi|.
The usual norm for any v ∈ Lp(Ω) is defined as
‖v‖Lp =
[∫
Ω
|v(x)|pdΩ
]1/p
.
Finally, the space L∞(Ω) (2.6) is a normed space, where the norm is defined by
‖u‖L∞ = inf{k : |u(x)| 6 k a.e. on Ω}.
Definition 2.9. (Cauchy Sequence)
Let n ∈ N , a sequence {un} is called a Cauchy sequence if
lim
m,n→∞
‖um − un‖ = 0,
where {un} belongs to a subset Y of a normed space X .
Definition 2.10. (Complete Space)
A subset Y of a normed space X is called a complete space if every Cauchy sequence of Y
converges to an element of Y .
Definition 2.11. (Banach and Hilbert Spaces)
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A Banach space is a complete normed space; a Hilbert space is a complete inner product space.
Every Hilbert space represents a Banach space because every inner product induces a norm.
Definition 2.12. (Sobolev Spaces W k,p(Ω))
For 0 6 p 6∞ and for k = 0, 1, ..., the Sobolev space W k,p(Ω) is defined as
W k,p(Ω) := {u ∈ Lp(Ω) | Dαu ∈ Lp(Ω), |α| 6 k}, p ∈ [1,∞]. (2.52)
In other words, this represents the space of functions that, along with all their weak derivatives
up to order k [91], belong to Lp(Ω). When equipped with the norm
‖u‖Wk,p := ‖u‖k,p =
∑
|α|6k
∫
Ω
|Dαu|pdΩ
1/p . (2.53)
this space is a Banach space.
Definition 2.13. (Sobolev Spaces Hk(Ω))
For the special case of p = 2, we define
Hk(Ω) := {u ∈ L2(Ω)|Dαu ∈ L2(Ω), |α| 6 k}, p ∈ [1,∞]. (2.54)
As such, Hk(Ω) is an inner product space when equipped with the inner product (., .)Hk define
as
(u, v)Hk =
∫
Ω
∑
|α|6k
(Dαu)(Dαv)dΩ for u, v ∈ Hk(Ω). (2.55)
This in turn induces the Sobolev norm ‖.‖Hk as follows
‖u‖2Hk = (u, u)Hk =
∫
Ω
∑
|α|6k
(Dαu)2dx.
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From this definition, it is clear that H0(Ω) = L2(Ω). Furthermore, we can write (u, v)Hk as the
sum of the L2-inner products of Dαu and Dαv over all α, |α| 6 k, as follows
(u, v)Hk =
∑
|α|6k
(Dαu,Dαv)L2 .
The Sobolev norm can then be written as
‖u‖2Hk =
∑
|α|6k
‖Dαu‖2L2 .
The defined Sobolev space Hk(Ω) together with the inner product (2.55) represents a Hilbert
space [91, p. 230].
We are interested in the problem of how to define the function u on the boundary Γ when u
belongs belongs to L2(Ω) or, more generally, to one of the Sobolev space Hk(Ω). We can note
that the functions in the space Hk(Ω) are defined on the domain Ω and not on Ω because Γ is
a set of measure zero. Further, members of the space Hk(Ω) are in fact equivalence classes of
functions, two functions being equivalent if they differ on a set of measure zero. Therefore, we
need to introduce the following theorem.
Theorem 2.6. There exists a linear continuous operator γ0 : H1(Ω)→ L2(Γ ) such that
γ0v = v|Γ for all v ∈ C1(Ω)
The function γ0v is called trace of v (often it is denoted by tr(v)). The meaning of the theorem
is the following: if we have two close functions u, v ∈ H1(Ω) then, due to continuity, also their
traces are close. (Note that two functions from H1(Ω) which are equal in and differ on Γ have
the same H1(Ω) norm), see [86]. We can now introduce the definition of the space H10 (Ω) as
follows.
Definition 2.14. (The space H10 (Ω))
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The space H10 (Ω), is a subspace of H
1(Ω) (the Sobolev space Hk(Ω) with k = 1) to include
homogeneous Dirichlet boundary conditions as follows
H10 (Ω) =
{
u ∈ H1(Ω)| γ0u = 0 on Γ
}
. (2.56)
Definition 2.15. (Bilinear Forms)
Let X and Y denote two vector spaces. An operator a(., .) : X × Y → R with the following
properties is called a bilinear form:
a(αu+ βw, v) = αa(u, v) + βa(w, v), for u,w ∈ X, v ∈ Y, (associativity/ commutativity)
(2.57)
a(u, αv + βw) = αa(u, v) + βa(u,w), for u ∈ X, v, w ∈ Y, (reflexivity)
where α and β ∈ R.
Furthermore, a is called a continuous bilinear form if X and Y represent normed linear spaces
and a positive number c exists that satisfies the following inequality:
|a(u, v)| 6 c‖u‖X‖v‖Y ∀u ∈ X, v ∈ Y. (2.58)
Definition 2.16. (H-Elliptic Bilinear Forms)
Let a bilinear form a : H×H → R be given with H be a Hilbert space. If for a constant α > 0
the form a satisfies the following inequality
a(v, v) > α‖v‖2H ∀v ∈ H,
then a is called H-elliptic form.
Theorem 2.7. (Lax-Milgram theorem)
Assume that the operator a(., .) : H ×H → R is continuous and H-elliptic for a Hilbert space
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H . Then, for any continuous linear functional l on H there exists a unique element u ∈ H such
that:
a(u, v) = (l, v)
for all v ∈ H .
The proof of the theorem is given in [pp. 167-169] [91].
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CHAPTER 3
MULTIGRID METHODS
3.1 Introduction
The purpose of this chapter is to present basic concepts of multigrid methods. Such methods
were originally developed for the solution of large systems of linear algebraic equations arising
from the discretization of partial differential equations. The notable feature of such approaches
is that the convergence speed does not deteriorate during the mesh refining process unlike a
number of classical iterative methods such as Jacobi and Gauss-Seidel schemes which become
slower with increasing dimension [20].
In 1961, Fedorenko [34] introduced the first two-grid method for the Poisson equation, while
Fedorenko [35] contains the first multi-grid method. Bakhvalov [7] followed that by the first
more general convergence analysis. The method, however, only gained huge popularity fol-
lowing the seminal paper by Brandt [16] (1973) who demonstrated the tremendous computa-
tional potential of these methods. Since then a vast literature about multi-grid methods has
been published and introduced, we do not try to present this literature. Instead we refer to the
monographs [57], [115] which are particularly devoted to problems of fluid dynamics. For the
interested reader, many interesting classical texts in multigrid methods are introduced compris-
ing Hackbusch and Trottenberg’s Multigrid methods [60], Brandt’s guide to multigrid meth-
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ods [18], the introductory tutorial by Briggs et al., [20] and the comprehensive textbook by
Trottenberg et al. [108]. The material presented in this chapter is in line with presentations pro-
vided in a number of classical references, including [16, 20, 57, 108]; for the interested reader,
an extensive overview of multigrid methods may also be found in [114].
Generally, the multigrid procedure involves communication between a hierarchy of grids in
finite difference or finite element discretization of an underlying partial differential equation
PDE. For instance, the low-frequency components at the finer level h can be restricted to the
coarser level 2h, in order to reduce the error effectively by a coarse grid correction technique.
Once this coarser problem is solved, the solution interpolates back to the fine grid to correct
the approximation for its low-frequency errors. This approach is called geometric multigrid
method and is considered within the scope of our work. Moreover, there is another approach of
multigrid methods called algebraic multigrid which is a purely matrix-based approach. It can
be directly applied to solve various types of elliptic partial differential equations without any
geometric background and discretized on unstructured meshes in both two and three dimen-
sions [105]. Alternatively it can be used whenever geometric multigrid can not be used or is
difficult to apply, for instance if the discretization does not provide hierarchy of finite element
meshes or the coarsest grid remains too large to be computed efficiently by a direct or classical
iterative solver.
However, geometric multigrid methods are more general and can also be applied to nonlinear
boundary value problems. The motivation for the chapter is to introduce fundamental algo-
rithms of linear and nonlinear multigrid for system of equations and the mechanics behind
multigrid including interpolation and restriction operators. Furthermore, the basic analysis of a
one dimensional model problem will be presented to illustrate multigrid process in practice.
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3.2 Ingredients of multigrid method
This section is devoted to presentation of the most prominent ingredients of multigrid methods
which are commonly used in algorithms associated with multigrid methods. These will be
demonstrated first by considering a linear system of equations
Au = f, (3.1)
where u, f ∈ Rn and A ∈ Rn×n is a symmetric positive definite.
3.2.1 Hierarchy of Linear Systems
The solution of a linear system (3.1) requires a hierarchy h1 > ... > h`−1 > h` of mesh sizes
which correspond to the discretized domains Ω1, ...,Ω`−1,Ω`, respectively. We denote by h`
the smallest mesh size of the finest level `.
The linear system corresponding to the level k (mesh size hk) can be written as
Akuk = fk, for k = `, `− 1, ..., 1 (3.2)
We first assume that there are two discretization levels to introduce two-grid method, fine h
and coarse 2h, resulting linear systems Ahuh = fh and A2hu2h = f 2h for the same discretized
problem but on different levels.
3.2.1.1 Relaxation Iteration
In order to solve, (3.1), multigrid method should be combined with other iterative methods,
called relaxation (smoothing) iteration, which have the smoothing property. Namely, these
methods such as Jacobi or Gauss-Seidel iteration are slow but serve well to ‘’smoothen’’ the
error, i.e., to eliminate high-frequency components of the error, see pre-smoothing in Figure
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3.1. However, these methods leave the low frequencies error which can be treated successfully
by solving a ‘’correction’’ problem on the coarse mesh see post-smoothing in Figure 3.1, hence
two-grid method.
Therefore, we denote by u = RELAX(A, f ; v), an iterative (relaxation) method to solve
Au = f , where v is an initial approximation of the solution.
after coarse grid correction
initial error after pre−smoothing
after post−smoothing
Figure 3.1: Pre and post-smoothing
3.2.1.2 Prolongation
By Hk, we denote the space of vectors uk and fk. The prolongation Ikk−1 is a linear transfer
from the space of vectors Hk−1 at the coarser level k − 1 to the space at the finer Hk,
Ikk−1 : Hk−1 → Hk linear. (3.3)
3.2.1.3 Restriction
The restriction Ik−1k is the opposite direction of a linear transfer of prolongation,
Ik−1k : Hk → Hk−1 linear. (3.4)
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3.3 Finite Element Introductory Model Problem
The analysis of multigrid methods was originally carried out on simple boundary value prob-
lems related to physical applications. Therefore, for simplicity we consider the following Pois-
son equation with homogeneous Dirichlet boundary conditions
Au ≡ −uxx − uyy = f in Ω,
u = 0 on Γ.
(3.5)
Here Ω ⊂ R2 denotes a bounded domain and Γ its boundary. We assume that u belongs to the
space H := H10 (Ω), namely the Sobolev space given in (2.14). We call A formal differential
operator, as it only presents a certain formal writing; it is not clear if the derivatives in (3.5)
exist.
Formally, solving the differential equation Au = f and minimizing the functional
F (u) ≡ 1
2
(Au, u)− (f, u) over H ⊂ L2(Ω) (3.6)
min
v∈H
F (v), (3.7)
are equivalent provided that the operator A is H-elliptic [20].
It is concluded that if Au = f , then u minimizes F over H , or F (u) 6 F (u + v) for all
v ∈ H . Conversely, if u minimizes F over H , then (Au − f, v) = 0 for all v ∈ H , which,
using [20, p.178], is equivalent to
(Au, v) = (f, v) for all v ∈ H (3.8)
This condition describes another way of enforcing equality between Au and f , which we will
now exploit in order to describe a discretization of the problem using finite elements. This
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approach is based on replacing the infinite dimensional space H by a finite dimensional space
Hh, such that Hh ⊂ H with Hh consisting of piecewise bilinear functions uh. Each function
uh is continuous on Ω, zero on the boundary Γ and bilinear within each element. Therefore, on
each element uh has the form uh(x, y) = axy + bx+ cy + d with a, b, c and d ∈ R constants.
Ω
ii − 1 i + 1
j
j+1
j − 1
Figure 3.2: A domain Ω showing the four elements surrounding grid point (i, j) [20].
We suppose that the domain is a unit square, namely Ω = (0, 1) × (0, 1), and is subject to
a uniform discretization into (n + 1) × (n + 1) elements with mesh size h = 1
n
to yield a
discretization Ωh. By denoting (xi, yj) the grid point with coordinates (ih, jh) (Figure 3.2); it
can seen that under a mesh discretized into rectangles, the finite element method focuses on the
four elements surrounding each grid point as opposed to the actual grid point itself. The sets
of four elements associated to neighboring grid points interfere in one or two elements (Figure
3.2). The discrete minimization problem (3.7) at level h can be presented as follows
min
vh∈Hh
F (vh), (3.9)
The equivalence described between (3.7) and (3.8) transfers over to the discrete formulation,
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meaning that (3.9) is equivalent to determining uh ∈ Hh such that
(Auh, vh) = (f, vh) for all vh ∈ Hh (3.10)
In practice, the solution of (3.10) needs further consideration. First, it is important to select
suitable piecewise bilinear functions in Hh. For an interior point (xi, yj) denote φi,j(x, y),
defined such that they take on the value 1 at (xi, yj) and zero at all other grid points. Then we
can expand uh in the form of the continuous piecewise linear function
uh(x, y) =
n−1∑
i,j=1
uhi,jφi,j(x, y), where u
h
i,j = u
h(xi, yj). (3.11)
This is referred to as a nodal basis expansion, as the nodal value uhi,j gives the value of u
h at
(xi, yj). The next step is to substitute (3.11) into (3.8), but direct implementation is not possible.
The reason essentially lies in the fact that A is a second order operator, whereas uh as defined
is a linear function in both x and y and so is not sufficiently smooth. More precisely, the first
partial derivatives of uh are piecewise smooth and square integrable. However, their second
derivatives are not square integrable due to their discontinuity at the element boundaries. To
overcome these difficulties (3.8) is reformulated in order to include fewer derivatives. This
is obtained by using the fact that u and v vanish on the boundary Γ . Applying the Gauss
divergence theorem to (Au, v), we find that
(Au, v) =
∫
Ω
(−uxx − uyy)vdΩ
=
∫
Ω
(uxvx + uyvy)dΩ
= (∇u,∇v).
(3.12)
Substituting this into (3.8) leads to a weak form
(∇uh,∇vh) = (f, vh) for all vh ∈ Hh, (3.13)
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which is more general or weaker than (3.8), as the formulation is free from being twice differ-
entiable.
Now with this weak form we can substitute the expansion (3.11) into (3.13), choosing the so
called trial functions vh to be the basis functions φk,l. The result of this is a linear system whose
variables are the nodal values uhi,j . The inner product (∇φhi,j,∇φhk,l) represents the matrix
coefficients in this system and (f, φhk,l) the right hand values. For the chosen bilinear basis
functions, the overlapping only occurs at neighboring basis functions; thus the inner product
(∇φhi,j,∇φhk,l) equals zero unless k = i or i± 1 and l = j or j ± 1. Associating with the patch
(i, j), the sixteen inner products result in a local stiffness matrix defined by the stencil
Ahi,j =
1
6

4 −1 −2 −1
−1 4 −1 −2
−2 −1 4 −1
−1 −2 −1 4

. (3.14)
Namely, this can be obtained by using standard quadrilateral bilinear finite elements discretiza-
tion on a unit square in which the bases are defined as follows
φ−1,−1 =
1
4
(1− x)(1− y),
φ1,−1 =
1
4
(1 + x)(1− y),
φ1,1 =
1
4
(1 + x)(1 + y),
φ−1,1 =
1
4
(1− x)(1 + y).
(3.15)
The right hand inner product includes the integrals
(f, φhk,l) =
∫ xi+1
xi−1
∫ yi+1
yi−1
fφhk,ldxdy, (3.16)
which are commonly approximated numerically. Replacing the function f by its value f(xi, yj)
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is the simplest numerical integration scheme such that
(f, φhk,l) ≈ f(xi, yj)
∫ xi+1
xi−1
∫ yi+1
yi−1
φhk,ldxdy,
=
h2
4
f(xi, yj). (3.17)
Therefore, assembling all local stiffness matrices (3.14) for all elements and associated right
hand side can be written as the matrix vector system.
Ahuh = fh, (3.18)
here, the solution vector uh and the source vector are given by (uh)i,j = (uhi,j) ∈ Ωh and
(fh)i,j =
(
h2
4
f(xi, yj)
)
, respectively.
Under previous observations, we note that the solution uh to (3.18) maybe equivalently obtained
by solving the quadratic optimization problem
min
vh∈Ωh
F h(vh), (3.19)
where
F h(vh) ≡ 1
2
(Ahvh, vh)− (fh, vh).
3.3.1 Correction Scheme
The multigrid scheme can be developed by considering the functions uh that solve (3.9) and
(3.10) instead of their nodal values uh defined in (3.18) (simplicity, we use the same notation
for the function and the associated vector). The first step is to consider relaxation, for example
Jacobi method, which can provide an inexpensive techniques for damping oscillatory errors in
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the approximation, vh. This can be done by applying local changes of the form
vh ← vh − αφhi,j, (3.20)
for each i, j = 1, 2, ..., n − 1 where α ∈ R is a suitably selected step size. The best way of
choosing α in terms of the minimization principle is to minimize the functional over all possible
choices. This leads to the following relaxation algorithm.
Algorithm 3.1. for each i, j = 1, 2, ..., n−1, compute α = arg mins∈R F (vh−sφhi.j), and then
apply the replacement vh ← vh − αφhi,j .
Now we can follow this by formulating the coarse grid correction. The coarse grid spaceH2h ⊂
Hh defines the set of piecewise bilinear functions connected with the standard coarse grid Ω2h
corresponding to the even numbered lines of Ωh. The target is to correct the approximation vh
by a function v2h ∈ H2h, in order to approximate the presumably smooth error, the form of
this correction is vh ← vh + v2h; the best way of choosing v2h in terms of the minimization
principle is to minimize F over H2h. The statement mathematically is
v2h = arg min
w2h∈H2h
F (vh + w2h). (3.21)
The coarse grid correction scheme is simply stated as follows
• Compute v2h = arg minw2h∈H2h F (vh + w2h) and then set vh ← vh + v2h.
The core of multigrid method constitutes of recursive combination of this correction scheme
and the coordinate relaxation scheme defined above. The correction scheme can then be repre-
sented as follows in more general algorithm by using the residual equation.
Algorithm 3.2. - Use a few steps of a relaxation iterative method to solve Au = f on Ωh to
generate an approximation vh.
- Compute the residuum r = f − Avh.
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- Solve the residual equation Ae = r (by a relaxation method) on Ω2h to generate an approxi-
mation to the error e2h.
- Correct the approximation obtained on the fine grid Ωh by adding the error estimate generated
on the coarse grid Ω2h; vh ← vh + e2h.
We now discuss the transfer mechanism which relies on previously presented spaces and bases
as follows.
3.3.2 Interpolation and restriction operators
As described previously, we require the addition of a function from the coarse grid Ω2h to
a function from the fine grid Ωh which then provides a complete to the relaxation scheme.
We consider only the case where the coarse grid has double of the grid spacing of the next
finest grid, this is the most common used in practice. As such, it is necessary to describe an
appropriate mapping from the nodal representation of a function in Ω2h, namely
v2h(x, y) =
n
2
−1∑
i,j=1
v2hi,jφ
2h
i,j(x, y),
to Ωh nodal representation,
v2h(x, y) =
n∑
i,j=1
vhi,jφ
h
i,j(x, y).
In other words, we look to obtain coefficients vhi,j that enable v
2h to be written as a function in
Hh, using the fact that H2h ⊂ Hh. We denote such a mapping by Ih2h : Ω2h → Ωh such that
vh = Ih2hv
2h. (3.22)
This technique is referred to as a prolongation operator I2hh . The components of v
h can be
obtained by defining a linear interpolation from the coarse grid Ω2h to the next finer grid Ωh,
Fig. 3.3 which is illustrated as follows.
41
Ωh
2
i
2
i
+
1
2
i
+
2
2
i
+
3
2
i
+
4
2j
2j+1
2j+2
2j+3
2j+4
Ω2h
i i
+
1
i
+
2
j
j+1
j+2
Figure 3.3: A domain Ω2h with a coarse grid spacing 2h (left) and the associated fine grid Ωh
with grid space h (right).
Consider the grid Ω2h node with indices (i, j) which is located at the point (i(2h), j(2h)). It is
clear that this point is also the grid Ωh node ((2i)h, (2j)h) with indices (2i, 2j), Fig. 3.3. The
coefficients in each case define the nodal function values at the nodes such that
vh2i,2j = v
2h((2i)h, (2j)h) = v2h(i(2h), j(2h)) = v2hi,j ,
so that
vh2i,2j = v
2h
i,j .
Nodes on the fine grid with coordinates which have subsequent indices should be defined in an
appropriate manner ensuring that v2h is linear between subsequent points on the coarse grid.
To enforce this at coordinates ((2i+ 1)h, (2j)h) and ((2i)h, (2j + 1)h), we require
vh2i+1,2j =
1
2
(v2hi,j + v
2h
i+1,j),
and
vh2i,2j+1 =
1
2
(v2hi,j + v
2h
i,j+1),
respectively. Both of theses relations imply that at a point on the fine grid with purely odd
42
indices ((2i+ 1)h, (2j + 1)h), we must have that
vh2i+1,2j+1 =
1
4
(v2hi,j + v
2h
i+1,j + v
2h
i,j+1 + v
2h
i+1,j+1).
Thus the operator Ih2h can be based on the nine-point interpolation scheme defined by the stencil
1
4
1
2
1
4
1
2
1 1
2
1
4
1
2
1
4
 .
We now look to describe a counterpart to the discrete operator Ah on the coarse grid, which we
will denote by A2h. By using the minimization principle presented in (3.19), the coarse grid
correction (3.21) is equivalent to
v2h = arg min
w2h∈Ω2h
F h(vh + Ih2hw
2h), (3.23)
Using the properties of inner products, we then use this formulation in order to write down the
following,
F h(vh + Ih2hw
2h)
=
1
2
(Ah(vh + Ih2hw
2h), vh + Ih2hw
2h)− (fh, vh + Ih2hw2h)
=F h(vh) +
1
2
((Ih2h)
TAhIh2hw
2h, w2h)− ((Ih2h)T (fh − Ahvh), w2h)
We can notice from the first bracket that the matrix which operates on a coarse grid vector w2h
is represented by (Ih2h)
TAhIh2h. Therefore, the coarse grid counterpart to A
h can be given by
(Ih2h)
TAhIh2h. The second bracket shows that a fine grid vector is transfered into a coarse grid
vector by the operator (Ih2h)
T which plays the role of a restriction operator. Therefore, it makes
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sense to represent them as
A2h := (Ih2h)
TAhIh2h,
and
I2hh := (I
h
2h)
T .
This restriction operation operation is called full weighting; see, e.g., [60]. Which can be
written in more genral way as
I2hh := c(I
h
2h)
T , c ∈ R.
However, the most obvious restriction operator is injection that is defined by I2hh v
h = v2h,
where
v2hj = v
h
2j.
Namely, the coarse grid vector picks its values directly from the corresponding fine grid point.
Now the relevant operators have been defined, we are in position to provide a precise definition
of the multigrid algorithm. To illustrate this effectively, we first present the following two grid
correction scheme.
So far we developed multigid scheme using the minimization principle relied on finite element
discretization because it is our applied discretization method in this thesis. However, we have
the option of developing multigrid solvers directly from the differential equation without adhere
to optimality, as it is presented in many literatures [20, 57], but it is based on the finite differ-
ences method. To simplify things, we present in the next section the ingredient of multigrid
method in a way that makes the practical concepts to be more obvious.
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3.4 Multigrid method algorithms
3.4.1 Two-grid method
The two-grid iteration includes only two levels, a fine grid h and a coarse grid 2h. Whilst not
of practical interest for reasons to be described shortly, the resulting algorithm represents an
important building block in the description of a generalized multigrid iteration. The two grid
iteration may be described as follows.
Algorithm 3.3. Two-grid algorithm for solving Au = f
(a) Pre-smoothing step: Apply ν steps of a relaxation method, uh = RELAXν(Ah, fh; vh) on
Hh, with initial estimate vh.
(b) Calculate the fine grid residuum rh = fh − Ahvh.
(c) Restrict the fine grid residuum rh to the coarse grid by r2h = I2hh r
h.
(d) Compute e2h = RELAXν(A2h, r2h; 0) on the coarse level H2h to machine precision.
(e) Interpolate the coarse grid error to the fine grid by eh = Ih2he
2h.
(f) Correct the fine grid approximation by vh ← vh + eh.
(g) Post-smoothing step: Apply ν steps of a relaxation method, uh = RELAXν(Ah, fh; vh)
on Hh, with updated initial estimate vh.
Here ν denotes the number of smoothing iterations. For the converge details regarding the
two-grid iteration in the one-dimensional case, we refer the interest reader to [58]. As an
iteration process, the two-grid method will be relatively fast in practice [58]. Nevertheless, it
is impractical in the more interesting case of multi-dimensional boundary value problems due
to the need to determine the exact solution to A2he2h = r2h in (d) of Algorithm 3.3 in order to
compute an update on the fine grid in the last step. However, since the error eh on the fine grid
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is only an approximation, there is no explicit need to determine e2h exactly. Instead, one can
consider an iterative approximation to
A2he2h = r2h,
it is clear that this formulation is the same as the original problem Ahuh = fh with only the
difference in the grids, 2h instead of h. We can therefore apply the coarse grid algorithm to the
residual equation with grids{2h, 4h} instead of {h, 2h}, so that the relaxation is considered on
Ω2h with associated coarse grid corresponding to Ω4h. Assuming that a suitably fine mesh is
considered in the first instance, this process can be repeated until it is computationally feasible
to obtain a direct solution to the associated residual equation. One more point needs to be
mentioned. Due to the fact that there is no information available regarding the solution on
the coarse grid, u2h, the initial guess to e2h on Ω2h is simply chosen to be zero, e2h = 0, for
simplicity the approximation to e2h will be denoted by v2h. We can now generalize the two-grid
algorithm to multigrid algorithm for levels k = `, `− 1, ..., 1, as follows.
Algorithm MG (V-cycle correction scheme multigrid)
Set ε, ε0. Initialize v(`).
for i = 1 : niter
u(`) := mgm(`, v(`), f `)
test convergence
end
function uk = mgm(k, vk, fk)
if k = 0
uk := (A1)−1f 1 (coarsest grid solution)
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else
vk := RELAXν1(A
k, fk; vk) (pre-smoothing)
rk−1 = Ik−1k (f
k − Akvk) (restricted residuum)
v(k−1) = mgmι(k − 1, 0nk−1 , rk−1) (coarse grid correction)
v(k) := vk + Ikk−1v
(k−1) (solution update)
uk := RELAXν2(A
k, fk; vk) (post-smoothing)
end
where ν1 and ν2 denote the number of relaxation iterations at the pre- and post-smoothing steps,
respectively. The resulting algorithm with ι = 1 represents one call of multigrid algorithm and
takes the letter V pattern (Fig. 3.4) which descends down to the coarsest grid then sets its way
back to the finest grid. So it is called the V−cycle. One can apply two call ( ι = 2) of multigrid
scheme called the w-cycle [58].
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Figure 3.4: One V − cycle, and one W − cycle for l = 2. R: restriction of the residual; P:
correction uk 7→ uk − Ikk−1uk−1, S: smoothing step; E: exact solution at level the coarsest level
3.5 Nonlinear multigrid methods
When using multigrid, there are two different approaches used in order to deal with nonlinear
problems, the first approach is referred to as a full approximation scheme (FAS) by directly
adapting the construction of the smoothing and coarse grid iterations to the nonlinear case.
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The second of these approaches is a combination of Newton’s method and multigrid which is
called Newton-multigrid method. The second method does not treat the nonlinearity directly
by multigrid ideas but it consists of Newton’s method as the outer iteration and multigrid as an
inner iteration applied to arising linear system from use of Newton method, see [20] for more
details.
3.5.1 Full approximation scheme
To fully describe this approach, we consider
A(u) = f, (3.24)
to be a system of nonlinear algebraic equations, whereby u, f ∈ Rn. Let v be an approximate
solution of u, so that the error e = u− v with r = f −A(v) denoting the residuum. We obtain
the system
A(u)− A(v) = r, (3.25)
after subtracting the equation A(u) = f from the residual. Generally, in the nonlinear case one
cannot deduce that A(u) − A(v) = A(e), as illustrated in [20]. Thus, the system (3.25) must
be solved rather than the error system. The full approximation scheme (FAS) is named so as it
solves the coarse grid problem for the full approximation uh = Ih2hv
2h+ eh rather than error eh.
The procedure can be viewed as a generalization of the two grid correction scheme presented
in Algorithm 3.3 to nonlinear problems since the procedure reduces to the two grid correction
scheme in the case where A(.) is a linear operator. Thus, FAS similar to its linear counterpart,
can also be implemented as a V-cycle or W-cycle scheme.
It is also useful to observe that the coarse grid equation of FAS can be written as
A2h(u2h) = f 2h + δ2hh ,
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where the delta correction is given by
δ2hh := A
2h(I2hh v
h)− I2hh Ah(vh).
The consequence of this relationship is that the resulting solution of the coarse grid FAS equa-
tion is not the same as the solution of the original coarse grid equation because in general
δ2hh 6= 0. We now describe the complete version of this approach for nonlinear system of equa-
tions A(u) = f . W assume that nRELAX is a descent convergent algorithm for the solution
of (3.24), ε denotes the required precision and ν is the maximum number of iterations allowed.
Algorithm FAS (Full Approximation Scheme Algorithm for Solving Ak(uk) = fk)
Set ε. Initialize v(`).
for i = 1 : niter
u(`) := mgm(`, v(`), f `)
test convergence
end
function uk = mgm(k, vk, fk)
if k = 0
uk := nRELAXν1(A
k, fk; vk) (coarsest grid solution to high precision ε)
else
vk := nRELAXν1(A
k, fk; vk) (pre-smoothing)
vk−1 = Ik−1k v
k (solution restriction)
fk−1 = Ik−1k f
k + (Ak−1(Ik−1k v
k)− Ik−1k Ak(vk)) (correction r.h.s.)
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cor(k−1) = mgmι(k − 1, vk−1, fk−1) (coarse grid correction)
z(k) := vk + Ikk−1(cor
k−1 − v(k−1)) (solution update)
uk := RELAXν2(A
k, fk; zk) (post-smoothing)
end
where ν1 and ν2 denote the number of relaxation iterations at the pre- and post-smoothing steps,
respectively. The resulting algorithm with ι = 1 represents one call of multigrid algorithm and
leads to V−cycle, as it described in the previous section.
3.5.2 Full multigrid method
The concept of multigrid method can also be applied to a problem by considering a nested
iteration. This strategy is based on using coarser grids in order to obtain improved initial
guesses, namely that relaxing of the system Au = f on the coarser level is considered in order
to generate an initial guess for the next (finer) grid. This relaxation is repeated across the
number of levels considered until the finest level is reached. It is depended on the definition of
the original problem on the coarser grids in order to allow the improved results to be transferred
to the finer grid.
We will now describe the so-called full multigrid method (FMG). In general, the solution pro-
cess starts from the coarsest level, where the discretized problem can be solved in a straightfor-
ward manner. The obtained result is then interpolated to the next finer level and then used as an
initial guess within FAS or MG procedure. The process repeats until the finest level is reached,
with k used to denote the level and l the finest level.
Algorithm 3.4. Full Multigrid Algorithm
Full multigrid method for solving Alul = f l.
• Compute uk on the working level k;
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• If k < l then FMG, interpolate the solution to the next finer working level
uk+1 = Ik+1k u
k;
• Apply FAS (or MG) scheme to Ak+1uk+1 = fk+1 with initial guess uk+1;
• If k + 1 < l set k = k + 1 go to (3.4).
The idea principally can be combined with any iterative process to provide a good starting
guess as we mentioned earlier. The method is not used in our practical methods because the
solution is approachable when the initial point is set in all experiments to a zero vector (even if
this was infeasible), however, an interested reader is recommended to consult [58].
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CHAPTER 4
OPTIMIZATION
This section introduces the fundamental concepts of optimization required in this thesis. The
main reference for this section is [85], moreover both [66] and [15] can be used for information
regarding nonlinear optimization in general, as well as iterative solution methods used to solve
resulting problems.
4.1 Basic definitions and theorems
Definition 4.1. (Convexity)
A set Ω ⊂ Rd, d = 1, 2, 3, is called convex if for every x, y ∈ Ω it holds that:
αx+ (1− α)y ∈ Ω ∀α ∈ [0, 1].
A function f : Rn→ R which for all x, y ∈ Rn satisfies the inequality
f(x+ (1− α)y) 6 αf(x) + (1− α)f(y) ∀α ∈ [0, 1],
is called a convex function. Furthermore, f is called concave if −f is convex.
Definition 4.2. (Optimization Problems)
Let f, ci, cj : Rn → R be continuous functions, i = 1, . . . , nI , j = 1, . . . , nE . The constrained
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optimization problem (CP) is defined as
min
x∈Rn
f(x) (4.1)
subject to ci(x) > 0, i ∈ I (4.2)
ci(x) = 0, i ∈ E . (4.3)
Here x = (x1, ..., xn) defines a vector of unknowns, f in (4.1) is the objective function and
(4.2) and (4.3) are the constraints with index sets, specified by I and E . The defined problem
turns into an unconstrained optimization problem (UP) when the union of the sets E and I is
empty, in which case, the problem reduces to
min
x∈Rn
f(x). (4.4)
Depending on the character of the functions f, ci, cj , the optimization problem can be classified
as either linear or nonlinear, convex or nonconvex, and smooth or nonsmooth.
Definition 4.3. (Local and Global Solution)
A point x∗ ∈ Ω is called a local minimizer of an unconstrained problem (UP) if there exists a
neighborhood of x∗, which is denoted by U(x∗) , such that f(x) > f(x∗) for all x ∈ Ω∩U(x∗).
A point x∗ is called a global minimizer if f(x) > f(x∗) for all x ∈ Ω.
We first state necessary and sufficient conditions for a point to be a local minimizer of (UP),
where we see the importance of positive definiteness. For the proof of the next three theorems,
see [85, pp. 15–16].
Theorem 4.1. (First-Order Necessary Condition for UP)
If x∗ is a local minimizer and f is continuously differentiable in an open neighborhood of x∗,
then∇f(x∗) = 0.
Theorem 4.2. (Second-Order Necessary Conditions for UP)
Assume that f : Rn → R is a twice differentiable function in an open neighborhood of x∗. If
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x∗ is a local minimizer of f , then5f(x∗) = 0 and52f(x∗) is a positive semidefinite matrix.
Theorem 4.3. (Second-Order Sufficient Conditions for UP)
If 5f(x∗) = 0 and 52f(x∗) is continuous in an open neighborhood of x∗ and is positive
definite, then there exists an α > 0, such that f(x) > f(x∗) + α‖x− x∗‖ for all x near x∗.
We now turn our attention to constrained optimization problems.
Definition 4.4. (Lagrangian Function)
The function L : Rn × R|E| × R|I| → R defined as
L(x, λ, µ) = f(x)−
∑
i∈I
λici(x)−
∑
i∈E
µici(x) (4.5)
is called the Lagrangian function of CP (4.1-4.3). Here both of λi and µi are called Lagrange
multipliers. For clarity, we call a vector of Lagrange multipliers by only λ.
Definition 4.5. (Active Set)
A set of active constraints can be defined as
A(x) = E ∪ {i ∈ I | ci(x) = 0}. (4.6)
Definition 4.6. (Linear Independence Constraint Qualification-LICQ)
We say that the linear lndependence constraint qualification (LICQ) holds at x ∈ Ω if the
gradients of the active constraints {∇ci(x) |, i ∈ A(x)} are linearly independent.
We are now in a position to introduce theorems regarding optimality conditions for constrained
problems as described in (4.1)-(4.3).
Theorem 4.4. (First Order Necessary Conditions for CP)
Suppose that the functions f, ci defined in (4.1)-(4.3) are continuously differentiable and (LICQ)
holds at x∗, where x∗ is a local minimizer of the constrained problem (4.1)-(4.3). Then there
exists a Lagrange multiplier vector λ∗, with components λ∗i , i ∈ E ∪ I, such that the following
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conditions are satisfied at (x∗, λ∗):
5xL(x∗, λ∗) = 0 (4.7)
ci(x
∗) = 0, ∀i ∈ E (4.8)
ci(x
∗) > 0, ∀i ∈ I (4.9)
λ∗i > 0, ∀i ∈ I (4.10)
λ∗i ci(x
∗) = 0, ∀i ∈ I. (4.11)
These are the well-known Karush-Kuhn-Tucker (KKT) Conditions and the theorem is known
as a KKT Theorem. The equations (4.11) are known as the complementary conditions. In
particular, the Lagrange multipliers λ∗i corresponding to inactive inequality constraints are zero.
The proof of the KKT theorem can be found, for instance in [85, p.323].
The following definition is required to introduce the second order conditions.
Definition 4.7. Suppose that x∗ is a solution of the problem (4.1-4.3) and the KKT conditions
are satisfied. Then, an inequality constraint ci is called strongly active or binding if i ∈ A(x∗)
and λ∗i > 0 for some Lagrange multipliers λ
∗ satisfying KKT conditions. However, an inequal-
ity constraint ci is called weakly active if i ∈ A(x∗) and λ∗i = 0 for all λ∗i satisfying KKT
conditions.
Definition 4.8. (Linearized Feasible Set of Directions)
The set of linearized feasible directions at a feasible point x is defined as
F(x) = {d | dT∇ci(x) = 0, ∀i ∈ E ; dT∇ci(x) > 0, ∀i ∈ A(x) ∩ I,} ,
where A(x) represents the active set (4.6).
The KKT conditions describe the relation between the derivative of the objective function and
the active constraints at a feasible point x∗. When these conditions hold, the approximation
of the objective function will be dependent on the movement along d ∈ F(x∗), either by
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increasing it (dT∇f(x∗) > 0), or by keeping it unchanged (dT∇f(x∗) = 0). In other words, an
increase or a decrease of the objective function cannot be indicated by the first order conditions
alone. We therefore need to take into account higher order derivatives in order to be able to
trade the curvature of the Lagrangian function in the direction d ∈ F(x∗). In particular, we look
to present optimality conditions to encompass second order derivatives; for this, we require the
notion of the critical cone.
Definition 4.9. (Critical Cone)
Consider the pair (x∗, λ∗) satisfying the KKT conditions. Then the critical cone is given as
C(x∗, λ∗) =
{
d ∈ F(x∗) | 5ci(x∗)Td = 0, ∀i ∈ A(x∗) ∩ I, λ∗i > 0
}
,
whereA(x∗) is the active set and F(x∗) the linearized feasible directions set at a feasible point
x∗.
For the proof of the following two theorems, see [85, pp. 332–333].
Theorem 4.5. (Second Order Necessary Conditions for CP)
Assume that x∗ is a local minimizer of (CP) (4.1-4.3) and λ∗ is the Lagrange multipliers vector
such that they satisfy the KKT conditions and the LICQ conditions hold at x∗. Then
dT 52xx L(x∗, λ∗)d > 0, ∀d ∈ C(x∗, λ∗).
Theorem 4.6. (Second Order Sufficient Conditions for CP)
Assume that the pair (x∗, λ∗) satisfies the KKT conditions. If
dT 52xx L(x∗, λ∗)d > 0, ∀d ∈ C(x∗, λ∗), d 6= 0,
then x∗ is a strict local minimizer for the (CP).
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4.2 Line search methods
Let first consider the unconstrained optimization problem
min
x∈Rn
f(x),
where the objective function f : Rn → R, we assume f ∈ C1 with the Lipschitz continu-
ous derivatives. In practice it is rather unusual to be able to compute or provide an explicit
minimizer, despite knowing how to characterize local minimizers of the optimization problem.
The consequence expect is to fall back on a suitable iterative process. An iteration is simply a
procedure that generates sequence of points
{xk}, k = 1, 2, ...
starts from some initial guess x0, with the overall aim of ensuring that any limit generated
satisfies first-order or, even better, second-order necessary optimality conditions.
In general, it is not guaranteed that an iteration converges to a global minimizer nor even to a lo-
cal minimizer unless, respectively, f obeys very strong conditions. However, the general target
is to ensure that, the iteration is globally convergent. From any initial point x0, a subsequence
of iterates {∇f(xk)} converges to zero. And with the hope that the convergence is reasonably
fast. The heart of computational optimization is located on these two preoccupations. The con-
cept of line search is based on a principal that it finds a direction of movement from an initial
start point, according to a fixed rule; and then proceeds in that direction towards a minimum of
the objective function on that line. At the new point it determines a new direction and repeats
the process [75]. We come to introduce the line search method in a more formal way, which
consists of computing a search direction dk in each iteration that is required to be a descent
direction, i.e.,
dk∇f(xk) < 0 if ∇f(xk) 6= 0,
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and calculating a step length along this direction αk > 0 such that
f(xk + αkdk) < f(xk).
The iteration concludes, with given search direction and step length, by setting
xk+1 = xk + αkdk. (4.12)
An effective choices of both the direction dk and the step length αk assure the success of a line
search method. Moreover, the search direction often takes the form
dk = −B−1k ∇fk, (4.13)
whereBk is a symmetric non singular matrix. Variant choices ofBk lead to different line search
methods. Namely, the steepest descent method, where Bk is the identity matrix, and Newton‘s
method, where Bk is the exact Hessian ∇2f(xk). Further, if Bk represents an approximation
of the Hessian, then the line search method belongs to the class of so-called quasi-Newton
methods. The primary differences between them depend on the selected directions dk. In this
chapter we focus mainly on study the steepest descent method as it is the main algorithm in
Chapter 5. We preface with discussing how to choose αk and dk to raise convergence from
distant starting point.
4.2.1 Step Length
Computing the step length αk is not an easy task. Selecting the step size αk should be based on
producing a substantial reduction of f in a computationally efficient manner, as we discussed
in the previous section. The ideal choice of αk corresponds to the global minimizer of the
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following univariate function
φ(α) = f(xk + αkdk), αk > 0. (4.14)
However, identifying this value is generally too expensive. Typically too many evaluations of
the objective function f and the associated gradient ∇f are required in order to determine a
local minimizer of φ to moderate precision, and this approach known as an exact linesearch
which is rarely used nowadays. Alternatively, many practical approaches prefer an inexact line
search to determine a step length that attains sufficient reduction in f at minimal cost, which
are assured to pick steps that are neither too short nor too long. The so-called Armijo-Wolf and
backtracking-Armijo types are represented as the main contenders amongst the many possible
inexact line searches, [47].
A first and a simple condition that can be imposed on αk is that
f(xk + αkdk) < f(xk).
This condition is not sufficient to achieve convergence to local solution x∗ as it illustrated
in [118, p.32]. This can be avoided by enforcing a sufficient decrease condition, such as the
Wolf condition,
f(xk + αkdk) 6 f(xk) + c1αk∇fTk dk, (4.15)
for some c1 ∈ (0, 1), assuring that αk should give sufficient decrease in the objective function
f . Further, the decrease in f will be proportional to both the directional derivative ∇fTk dk and
the step length αk. The condition (4.15) is also referred to as Armijo condition.
The Figure 4.1 illustrates the sufficient decrease condition. Where l(α) denotes the right-hand
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side of the condition (4.15), which is a linear function and has a negative slope c1∇fTk dk. But,
as c1 ∈ (0, 1), it prolongates above the graph of φ for small positive values of α. The sufficient
decrease condition stipulates that if φ(α) 6 l(α) then α is acceptable. Therefore, as it is
illustrated in the Figure 4.1, this condition satisfies at the acceptable intervals.
l(α)
α
φ(α) = f(xk + αkdk)
acceptable acceptable
Figure 4.1: Sufficient decrease condition
However, the sufficient decrease condition by itself is not enough to guarantee the reasonable
progress of the algorithm because a sufficient small values of α can satisfy that. For this, a
second condition is introduced to exclude unacceptably short steps, called curvature condition,
which needs αk to satisfy
∇f(xk + αkdk)Tpk > c2∇fTk dk,
for some constant c2 ∈ (c1, 1), where c1 is the same constant in (4.15). Moreover, it guaran-
tees that the slope of φ at αk is greater than the initial slope φ′(0) times c2. That is reasonable,
because if φ(α) is strongly negative, we can predict that f can be reduced significantly by mov-
ing further along the chosen direction. Now we can introduce and restate the Wolfe conditions,
which are a combination of the sufficient decrease and curvature conditions, as illustrated in
the Figure 4.2
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f(xk + αkdk) 6 f(xk) + c1α∇fTk dk, (4.16)
∇f(xk + αkdk)Tdk > c2∇fTk dk, (4.17)
with 0 < c1 < c2 < 1.
It can happen that a new step is not be particularly close to the minimizer of φ but may still
satisfy the Wolfe conditions [118]. In order to overcome this issue, the curvature condition
is modified to enforce αk to lie within a broad neighborhood of a stationary point or local
minimizer of φ.
f(xk + αkdk) 6 f(xk) + c1α∇fTk dk, (4.18)
|∇f(xk + αkdk)Tdk| 6 −c2|∇fTk dk|, (4.19)
with 0 < c1 < c2 < 1. We refer to these conditions the strong Wolfe conditions as they exclude
points that are far from stationary points, effectively enforcing a restriction on how positive the
function φ′(αk) can be. It is concluded that for every function f which is smooth and bounded
below there exist step lengths that satisfy the strong Wolf condition f ; see [118, pp.35-36].
designed slope
α
φ(α) = f(xk + αkdk)
acceptable acceptable
tangent
line of sufficient decrease
Figure 4.2: Sufficient decrease condition
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Although we have mentioned that the sufficient decrease condition (4.16) by itself is not enough
to guarantee that the algorithm produces sensible progress along the given direction, it can ac-
tually be applied without curvature condition (4.17). This is used in the so-called Backtracking-
Armijo line search.
Algorithm 4.1. Given α0 > 0, for example α0 = 1 and let l = 0.
Until f(xk + αldk) 6 f(xk) + c1αl∇fTk dk
set αl+1 = ταl, where τ ∈ (0, 1),
set l = l + 1, and αk = αl.
As αk will gradually become small enough to satisfy the sufficient decrease condition, then after
a finite number of trials an acceptable step length will be found. The backtracking procedure
guarantees that either that the chosen step length α0 is some fixed value, or else that it is short
enough to hold the sufficient decrease condition but not too short.
4.2.2 Convergence of generic line search method
In order to connect all of the previous together, we first need to introduce the generic line search
method and then the general convergence result [47].
Algorithm 4.2. Given an initial guess x0, let k = 0.
Until convergence, repeat
Compute a descent direction dk at xk.
Find a step length αk using a backtracking-Armijo line search along dk.
Update xk+1 by xk + αkdk, and set k = k + 1.
Theorem 4.7. Assume that the objective function f ∈ C1 and that the gradient∇f is Lipschitz
continuous on Rn. Then, the iterates obtained by the generic line search method, either
∇lf = 0 for some l > 0
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or
lim
k→∞
fk = −∞
or
lim
k→∞
min
(
|(dk,∇kf)|, |(dk,∇kf)|‖dk‖2
)
= 0.
In other words, the first condition corresponding to finding a first-order stationary point in
a finite number of iterations, a sequence of iterates are encountered for which the objective
function is unbounded from below, or a normalized slope along the search direction approaches
zero. The first two conditions are direct and acceptable consequence, the latter may not. The
reason for that, as we can see the convergence of the gradient to zero has not be mentioned, the
iterates may not ultimately be first-order critical as it may happen if the search direction and
gradient tend to be mutually orthogonal. Thus requiring that dk to be a descent direction is not
included. However, the success of the generic line search method is coupled with the descent
direction of the line search, that is occur when dk∇fk < 0, it guarantees the search directions
are never too close to orthogonality with the gradient. This is in turn satisfied if dk = −∇f(xk).
Which considers the archetypical globally convergent algorithm, the so-called steepest descent
method.
4.2.3 Steepest descent method
The method is one of the oldest methods and presents not only the key point for a theoret-
ical analysis but also the standard of reference against which other advanced algorithms are
measured. The method is defined by the line search methods (4.12) as
xk+1 = xk − αk∇f(xk), (4.20)
where αk is a nonnegative scalar minimizing f(xk − αk∇f(xk)) and ∇f(xk) is the gradient
of the objective function f . In a short, the global convergence is obtained directly from the
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following theorem, we eliminate the proof which is clarified in [118, Chapter 3].
Theorem 4.8. Assume that the objective function f ∈ C1 and that the gradient∇f is Lipschitz
continuous on Rn. Then, for the iterates obtained by the generic line search method using
steepest descent direction, either
∇lf = 0 for some l > 0
or
lim
k→∞
fk = −∞
or
lim
k→∞
∇fk = 0.
The theorem suggests the globally convergent of the steepest descent method [47]. Although
the approach is the standard globally convergent and comparably inexpensive algorithm, is
quite slow in practice. Our aim is to incorporate the multigrid approach with the steepest
descent features to obtain a method which guarantees a good global convergence and a rapid
rate of convergence for variational inequality problems discretized by finite element methods.
4.2.4 Newton’s methods
Newton’s methods takes multiple forms throughout optimization. First, in the case of solving
the nonlinear of equations F (z) = 0 (z ∈ Rn), the Jacobian matrix of F is denoted by J(z).
Then, the Newton step dk at the current point zk is the solution of the linear system
J(zk)dk = −F (zk), (4.21)
provided that J(zk) is non singular. So that dk is the direction from the point zk to a zero of the
local affine Taylor-series model of F .
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However, the Newton step dk for unconstrained minimization of f(x) is constructed to mini-
mize f(xk) + ∇f(xk)Td + 1
2
dTH(xk)d, a local Taylor series quadratic model of f(xk + d).
Then, dk is a solution of the linear system
H(xk)d = −∇f(xk), (4.22)
Furthermore, for the case when the objective function f(x) subjects to m linear equality con-
straints Ax = b. Then the Newton step dk should be a minimization of the local Taylor-series
quadratic model of f with satisfying the constraints A(xk + dk) = b, namely, dk solves the
following quadratic program
min
d∈Rn
1
2
dTHkd+∇fTk d subject to Ad = b− Axk, (4.23)
where Hk = H(xk) and ∇fk = ∇f(xk). Let yk+1 denote an estimate of the Lagrange multi-
pliers for the equality constraints, then dk and yk+1 solve the following n+m linear equations Hk AT
A 0

 dk
−yk+1
 =
 −∇fk
b− Axk
 , (4.24)
provided that the matrix is nonsingular, this can be satisfied if the reduced Hessian NTAHkNA
is positive definite and A has full rank, where NA is a basis for the null space of A. Further, if
Axk = b, then the second equation in the system becomes Adk = 0 which means that dk must
belong to the null space of A , see for example [117].
A pure Newton method for zero-finding is defined as zk+1 = zk +dk, with dk defined by one of
(4.21), (4.22) or (4.24) which generates a sequence of Newton iterates {zk} starts with an initial
point z0. The convergence of the method to a solution is quadratic under various conditions
that can be quite restrictive, such as starting with an initial point close enough to a solution.
However, the convergence from a general starting point can be ensured by performing either
the line search approach or the trust region strategy. In the first approach the new iterate is
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defined by zk+1 = zk + αkdk, where the positive scalar α is selected to reduce a merit function
that measures progress. In unconstrained optimization, the objective function is simply the
merit function. While the second approach is based on defining the current iterate within a
region which the local model can be trusted, we eliminate the detailed discussion but refer
to [118] instead.
In addition, any method uses Newton direction can be called second order methods, the follow-
ing theorem shows that the generic line search method with the use of Newton direction will
usually converge very rapidly.
Theorem 4.9. Assume that the objective function f is twice differentiable and the Hessian
∇2f(x) is Lipschitz continuous in a neighborhood of a solution x∗ such that the sufficient
conditions are satisfied (4.1). Then, the iterates obtained by the generic line search method,
with using the Newton direction in which the Hessian ∇2f(x) is positive definite and α0 = 1.
Then
(a) αk = 1 for all sufficiently large k,
(b) the sequence {xk} convergence entirely to the solution x∗, and
(c) the rate of convergence is Q−quadratic, i.e., there is a constant k > 0 such that
lim
k→∞
‖xk+1 − x∗‖2
‖xk − x∗‖22
6 k.
The proof of the theorem is given precisely by Wright and Nocedal [118].
As we mentioned that a descent direction of the Newton method depends mainly on the positive
definiteness of the Hessian matrix, however, there is a remedy for this, that is by considering
the so-called modified Newton methods. This can be obtained in a number of approaches, the
precaution is not to replace the matrix Bk in the search direction dk = −B−1k ∇f(xx) by the
Hessian matrix ∇2f(xk) but by Bk which is (or is close to) ∇2f(xk) under some assumptions
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[118, pp.48-56]. Further, if Bk represents an approximation to the Hessian matrix then we
obtain the so-called Quasi-Newton method. We exclude introducing the details instead one can
discover them in a wide range of references.
Finally, we preview the different class of search directions which is generated by nonlinear
conjugate gradient methods, they take the form
dk = −∇f(xk) + βkdk−1,
where β is a scalar that guarantees that dk and dk−1 are conjugate, as we now discuss.
4.2.5 Nonlinear conjugate gradient method
Algorithm 2.2 describes a minimization algorithm for the convex quadratic function (2.10).
This approach has been successfully adapted by Fletcher and Reeves [38] to minimize general
convex functions, or even general nonlinear functions f .
We now describe the adaption to Algorithm 2.2 to handle nonlinear functions. First, the step
length αk (2.27), which is the one-dimensional minimizer of the quadratic function (2.10), is
replaced by a suitable line search. In the case that the objective function f is nonlinear, the
residual r simply represents the gradient of f . Finally, the scalar βk is modified, as necessary,
to guarantee that dk is a descent direction at the point xk. There are two principally known
definitions of the scalar βk, firstly, the Fletcher and Reeves formula
βFRk+1 =
∇fTk+1∇fk+1
∇fTk ∇fk
, (4.25)
and secondly the Polak and Ribe´re formula
βPRk+1 =
∇fTk+1(∇fk+1 −∇fk)
‖∇fk‖2 , (4.26)
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These adaptations give rise to the following algorithm for nonlinear optimization.
Algorithm 4.3. Select x0 as an initial point;
Compute f0 = f(x0), ∇f0 = ∇f(x0);
Set d0 = −∇f(x0) and k = 0;
Do while∇f(x0) 6= 0
Evaluate αk (as described below) and set xk+1 = xk + αkdk;
Compute∇fk+1;
Select a formula for βk+1; (4.25) or (4.26);
dk+1 = −∇fk+1 + βk+1dk; (4.27)
k = k + 1; (4.28)
end(while)
In the above, we note that, the computation of βk+1 at each iteration of the algorithm requires
only the evaluation of the objective function and its gradient, neither of which are matrix opera-
tions, a relatively small number of vectors storage are required. Therefore, the Algorithm 4.3 a
practical iterative method for large nonlinear optimization problems. To complete this concern,
we require the step length to satisfy the strong Wolfe conditions presented in (4.18) and (4.19).
In conclusion, any line procedure with a step length adhering to the strong Wolfe conditions
will guarantee that the resulting direction dk is a descent direction for the function f . For the
interested reader, further details are provided in [38, pp.121-122].
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4.3 Minimization of constrained problems
In this section we outline approaches are involved in this work for solving constrained op-
timization problem. First, we describe a certain class of methods used for constrained opti-
mization problems, typically referred to in the literature as projected gradient methods. They
are known as primal methods, in that they work directly on the original problem by searching
for the optimal solution inside of the feasible region. They are particularly efficient when ap-
plied to linearly constrained problems due to their (generally) simple applicability as well as
the competitive rates of convergence when directly compared to other methods. Nevertheless,
convergence can not be guaranteed for certain problems, particularly problems involving non-
linear constraints. As well as requiring a certain procedure to obtain an initial feasible point,
computational difficulties may arise during later iterations due to the necessity to stay within
the feasible region.
For purely linearly constrained problems, one can consider application of projected gradient
methods coupled with an active set strategy, as suggested by Luenberger [75, p.367-371], by
only considering active inequality constraints.
We also consider examples of the second order methods which use the Hessian matrix such
as interior-points and the penalty barrier multipliers methods. Although these methods are
expensive because of evaluating the dense Hessian matrix especially for the large scale prob-
lems, they represent more general and effective methods for solving constrained optimization
problem in which the first order difficulties can be avoided.
4.3.1 Projection gradient methods
The gradient projection method represents a modified ordinary steepest descent method for
unconstrained problems. Therefore these methods solve constrained optimization problems
by projecting the negative gradient onto the working space in order to define the direction of
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movement. The implementation of the projected gradient method is quite simple and it is very
effective for large scale problem. Originally proposed by Goldstein [44] and Levitin [72]. Let
introduce the general form of constrained optimization problems
min{f(x) : x ∈ Ω}. (4.29)
f is a continuously differentiable function f : H → R and Ω is a nonempty closed convex
subset of a Hilbert space H , assuming that H = Rn. The projection into Ω is the mapping
P : Rn → Ω, see [21], defined by
PΩ(x) = arg min ‖z − x‖ : z ∈ Ω, (4.30)
where ‖.‖ is an inner product, the dependence of P on Ω is clear so we use P (x) instead. Given
the projection P into Ω, the method of projection gradient is given by the iteration
xk+1 = P (xk − αk∇f(xk)) k = 0, 1, ..., (4.31)
where αk > 0 denotes the step size and∇f(xk) the gradient of f at the point xk.
4.3.2 Optimality conditions and step lengths
We first consider the main necessary and sufficient optimality conditions for constrained prob-
lems in its primal formulation. A feasible vector of the problem is a vector that satisfies the
constraints, denoted by the domain Ω, of a given problem. A local minimum of f over the set
Ω is a vector x∗ if, there exists a ε > 0 such that
f(x∗) 6 f(x) ∀x ∈ Ω with ‖x− x∗‖ < ε.
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A global minimum of f amounts to a part that no worse than all other feasible vectors, namely
f(x∗) 6 f(x) ∀x ∈ Ω.
If the above inequalities are strict for x 6= x∗ then the corresponding local or global minimum
x∗ is said to be strict. In the case when the function f is convex, the optimality conditions
amounts to the following proposition,
Proposition 4.10. Optimality Condition
(a) If x∗ is a local minimum of f over Ω, then
∇f(x∗)T (x− x∗) > 0,∀x ∈ Ω. (4.32)
(b) The condition of part (a) is sufficient to minimize a convex function f over a convex set Ω.
The proof is given in [13]. A vector x∗ is also called a stationary point if it satisfies the opti-
mality condition (4.32).
With reference to the step size αk in this case, it can be selected in several ways, in order to
guarantee that the first order optimality conditions are satisfied for any limit point x∗ of {xk}.
For the interested readers, different choices of step length are proposed in [21]. A first practical
procedure to determine the step αk was proposed by Bertsekas [12], commonly referred to as
the Armijo procedure. Given β and µ in (0, 1) and γ > 0, the procedure is defined as
αk = β
mkγ, (4.33)
where mk is the smallest nonnegative integer such that
f(xk+1) 6 f(xk) + µ(∇f(xk), xk+1 − xk), (4.34)
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where f is assumed to be continuously differentiable and Ω a convex set.
Here, we focus mainly on the case where the objective function is nonlinear and the set Ω is
structured by equations and inequalities, convex set. However, the projected methods can be
implemented for a number of different representations of the domain Ω, but with different tools.
Examples of these, projection on affine subspaces [21] and projection on a feasible box, used
in [28] for the solution of quadratic programming problems subject to box constraints with the
so-called Barzilai- Borwein steplengths.
4.3.3 Projection on a convex set
We introduce the main idea of the Calamai procedure [21] for identifying the movement to-
wards the local minimum for linearly constrained problems. His approach generalizes the
Armijo procedure (4.33, 4.34) without requiring the bound on the step lengths. Assume that
the mapping f : Rn → R is continuously differentiable and Ω is a nonempty closed convex set.
An iterate xk is given in Ω by searching the following path,
xk(α) ≡ P (xk − α∇f(xk)),
where α > 0 denotes a step size and P the projection into Ω. The next step is defined by
xk+1 = xk(αk), with the step size αk chosen such that
f(xk+1) 6 f(xk) + µ1(∇f(xk), xk+1 − xk), (4.35)
and
αk > γ1 or αk > γ2αk > 0 (4.36)
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where αk > 0 satisfies
f(x(αk)) > f(xk) + µ2(∇f(xk), x(αk)− xk). (4.37)
for constants µ1, µ2 ∈ (0, 1) and γ1, γ2 > 0. A sufficient decrease of the function is forced
by condition (4.35) while condition (4.36) guarantees that the step αk not too small. This is
because Dunn [32] shows that if xk is not a stationary point then (4.37) is not satisfied for all
αk > 0 sufficiently small. As a result of this, there exists an αk > 0 which satisfies (4.35) and
(4.36) provided µ1 6 µ2. This procedure corresponds to the Armijo conditions ((4.33), (4.34))
with γ1 = γ, γ2 = β and µ1 = µ2 = µ .
We now consider general algorithm by Calamai [21] for linearly constrained problems. By
defining A(.) to be the active set (4.6), we typically look to obtain xk+1 by selecting a descent
direction dk orthogonal to the constraints in A(xk) coupled with an appropriate line search
along dk. We then compute the update xk+1 = xk + αkdk and set A(xk+1) = A(xk) whenever
a sufficient reduction is obtained by the line search algorithm for some αk ∈ (0, σk), where
σk is defined the distance along dk to the nearest constraint not in A(xk). Otherwise, we set
xk+1 = xk + σkdk and A(xk+1) ⊂ A(xk). As a consequence of these considerations, the
following algorithm is given.
Algorithm 4.4 (Gradient Projection Algorithm). Suppose that Ω is a closed convex set and the
initial point x0 ∈ Ω is given. For k > 0 choose either (a) or (b) to compute xk+1.
(a) Let xk+1 = P (xk − αk∇f(xk)) where αk satisfies (4.35), (4.36) and (4.37).
(b) Find xk+1 ∈ Ω such that f(xk+1) 6 f(xk) and A(xk+1) ⊂ A(xk).
For more detail about convergence analysis, we refer to [21], where the author also provides
proof that the projected gradient method forces the sequence of projected gradient to zero.
As a consequence, the active and binding constraints (4.7) are identified in a finite number of
iterations if the projected gradient method convergences to nondegenerate point of a linearly
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constrained problem.
4.4 Interior point methods
The invention of interior point approach is credited to Narendra Karmarkar through the work
[65] published in 1984. This is as a number of controversial copyright patents introduced in
1988 in pursuit of protecting a code that had been developed at that time. However, a fair
amount of research into this area had already been examined by a number of authors prior to
this date. In particular, the idea of accessory of the objective function with a penalty term to
penalise movements close to the boundary was initially presented in 1955 by Frisch [40]. Later
in 1961, a slightly different penalty approach was defined by Carrol in [22], however much of
the credit for the theoretical and computational development of the interior point method can
be appointed to both Fiacco and McCormick [36, 37], with particular note made to the 1968
monograph [36]. Over the years, a great number of theoretical results relating to interior point
approaches have been produced, these include describing the convergence properties as well as
suggestions for numerical implementation. For the interested reader, a more detailed account on
the history and development of interior point methods is discussed by Shanno in [100, pp.55-
64 ], and a condensed look at classical and recent research about interior point methods is
presented by Wright in [117].
The interior point approaches operate by transforming inequality constrained problems into pa-
rameterized unconstrained problems via barrier or penalty term. They can be used to determine
iteratively the solution to either linear or nonlinear constrained optimization problems. The ob-
jective function and constraint functions are denoted by f and g, respectively. Furthermore, we
denote by ∇f the gradient of the function f and by ∇2f the Hessian. We consider the convex
mathematical program
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min
x∈Rn
f(x) (4.38)
subject to
ci(x) > 0, i ∈ I, (4.39)
ci(x) = 0, i ∈ E , (4.40)
with I, E are used to denote two finite sets of indices for the inequality and equality constraints,
respectively.
4.4.1 Primal barrier methods for constrained optimization
Barrier approaches became popular during the 1960s with particular mention to [36] presented
by Fiacco and McCormick . Whilst, such approaches can be viewed as so-called primal interior
point methods, they fell out of favour with the introduction of sequential quadratic program-
ming methods. Furthermore as we will describe shortly, these approaches experience draw-
backs when compared to so-called primal-dual interior point methods.
The main drawback is that the sequence of points {xµ} becomes more and more difficult to
approach the solution x∗ as µ become close to zero because of the nonlinearity of the function
B(x;µ), detailed below.
We now provide a mathematical description of Barrier approaches for inequality constrained
problems of the form
min
x∈Rn
f(x) subject to ci(x) > 0, i ∈ I (4.41)
with x ∈ Rn used to denote primal variables. A barrier approach consists of introducing a
nonnegative and continuous function B(x) over the domain {x | ci(x) > 0} such that B(x)
approaches infinity as the boundary of this region is approached from the interior. The barrier
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function can be defined in a number of ways, however, for this work we consider the so-called
logarithmic barrier function as follows
B(x, µ) = −
nI∑
i=1
ln ci(x), (4.42)
where µ is a positive scalar referred to as the barrier parameter. Therefore, we look to deter-
mine the solution to the constrained minimization problem (4.38) to (4.40) by considering the
following unconstrained minimization problem
min
x∈Rn
B(x, µ), (4.43)
where B(x, µ) = f(x)− µ
nI∑
i=1
ln ci(x),
The idea behind the method is to start with a fixed parameter µ, say µ = 1, and to solve the
unconstrained auxiliary problem. Then the parameter µ is decreased under predefined rule and
the auxiliary problem is solved again, and so on. Due to convexity, the unconstrained auxiliary
problem (4.43) has a unique solution xµ, so that as µ→ 0 a smooth curve defined by the set of
optimal solutions {xµ} is generated, commonly referred to as the central path.
Then, for a given x∗ satisfying the sufficient optimality conditions (Theorem 4.3), the sequence
{xµ} satisfies
lim
µ→0
xµ = x
∗, (4.44)
with first order Lagrange multiplier estimate (denoted λ∗), the Lagrange barrier functions given
as follows
λm :=
µ
cj(xµ)
, lim
µ→0
λm = λ
∗
j . (4.45)
The auxiliary problems are usually solved by Newton’s method. However, the freedom in
the choice of the penalty function in the classical approaches leads to serious computational
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difficulties. Firstly, the barrier term ensures that the central path stay away from the region
of quadratic convergence, meaning that use of Newton’s method may result in extremely short
steps. Secondly, the Newton method becomes inefficient and may even leave the feasible region
when longer steps are taken to a rapid reduction in the value of µ. Finally, the idea of staying
on the central path and solving the auxiliary problems is too restrictive, as discussed in [10].
Advances have since been developed in order to overcome these issues. In particular, these
include imposing restrictions on the choice of penalty parameter to a certain class of functions
and also relaxing the requirement to remain on the central path. Furthermore, the development
of so-called primal-dual interior point methods (to be presented shortly) have been formulated
in advances such approaches in recent years, with one such approach (penalty barrier multiplier
method) used to good effect in the field of topology optimization [64].
4.4.2 Interior-point for nonlinear programming
Nowadays, interior point methods are considered among the most robust algorithms for large-
scale nonlinear programming. Although the main ideas, such as primal-dual steps, are taken
directly from linear programming, there are still a number of important challenges to resolve,
depending on the problem at hand. Examples of these include the treatment of of nonconvexity,
the mechanism for updating the barrier parameter in the presence of nonlinearities and the need
to guarantee convergence toward the solution [118].
We consider the following modified formulation of (4.38)-(4.40) for the related analysis of this
section
min
x,s
f(x) (4.46)
subject to
cI(x)− s = 0, s > 0, (4.47)
cE(x) = 0, (4.48)
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where cI denote a vector of scalar functions ci(x), i ∈ I, and similarly for cE . The vector
s denotes slack variables which are used to transform the inequality vector cI into equality.
Interior-point method can be derived based on continuation methods or barrier methods. We
start with the derivation associated with the continuation approach. The KKT conditions (4.4)
for the nonlinear problem (4.46)-(4.48) can be written as
∇f(x)− ATE y − ATI z = 0 (4.49)
SZ − µe = 0 (4.50)
cI(x)− s = 0, (4.51)
cE(x) = 0, , (4.52)
with µ = 0, together with
s > 0, z > 0. (4.53)
In the above, we denote by AE(x) and AI(x) the respective Jacobian matrices for the functions
cE and cI , with y and z corresponding to the associated Lagrange multipliers. Furthermore,
e = (1, 1, ..., 1)T and the matrices S and Z used to denote diagonal matrices with entries
corresponding to the vectors s and z, respectively.
The second interpolating of interior-point methods is based on barrier methods to the problem.
Based on the presentation in Section 4.4.1, we consider the following formulation
min
x,s
f(x)− µ
nI∑
i=1
log si (4.54)
subject to
cI(x)− s = 0, s > 0, (4.55)
cE(x) = 0, (4.56)
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where µ is a positive parameter and log(.) represents the natural logarithm function. This
approach involves finding an approximate solution of the problem (4.54)-(4.56) for a sequence
of positive barrier parameters µk that reduce to provide an effective approximation to zero for
sufficiently large k. By writing down the KKT conditions for the problem (4.54)-(4.56)
∇f(x)− ATE y − ATI z = 0 (4.57)
−µS−1e+ Z = 0 (4.58)
cI(x)− s = 0, (4.59)
cE(x) = 0, , (4.60)
the similarity between the KKT conditions for the formulation (4.38)-(4.40) are evident. The
main difference is in the second equation, which becomes quite nonlinear close to a KKT point
as s approaches zero. To aid Newton’s method, the rational equation (4.58) can be multiplied
on both sides by S to yield a quadratic equation. Such a move is possible due to the structure
of S (positive diagonal matrix) and will not result in a different solution. When compared to
early barrier methods [37], the main advantage gained from the reformulation (4.46)-(4.48)
advanced through the introduction of such variables s > 0 is that the resulting method can be
started with any initial point x0. Furthermore, the approach will remain interior (hence the term
interior point) with respect to the constraints s > 0, z > 0, .
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4.4.3 Basic interior-point algorithm
We can apply Newton’s method to the nonlinear system (4.57)-(4.60) in the variables x, s, y, z
to obtain

∇2xxL 0 −ATE (x) −ATI (x)
0 Z 0 S
AE(x) 0 0 0
AI(x) −I 0 0


dx
ds
dy
dz

= −

∇f(x)− ATE (x)y − ATI (x)z
Sz − µe
cE(c)
cI(x)− s

.
(4.61)
Where L denotes the Lagrangian for (6.13)-(6.15)
L(x, s, y, z) = f(x)− yT cE(x)− zT (cI(x)− s). (4.62)
The system (4.61) represents the so-called primal-dual system with solution (or step) d =
(dx, ds, dy, dz). This step is then used to compute the new iterate (x+, s+, y+, z+) as follows
x+ = x+ αmaxs dx, s
+ = s+ αmaxs ds,
y+ = y + αmaxz dy, z
+ = z + αmaxz dz,
(4.63)
where,
αmaxs = max{α ∈ (0, 1] : s+ αds > (1− τ)s},
αmaxz = max{α ∈ (0, 1] : z + αdz > (1− τ)z},
(4.64)
with τ ∈ (0, 1). The straightforward iteration (4.63) represents the basis of modern interior-
point methods, with different adoptions developed to handle nonconvexities and nonlinearities.
The other major component involves the selecting of the so-called barrier parameters {µk}
at each iteration. This can be approached in one of two ways. The first is to fix the barrier
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parameters for a series number of iterations until the KKT conditions (4.57)-(4.60) are satisfied
to a prescribed accuracy, as investigated by Fiacco and McCormick [37]. The second approach
involves updating the barrier parameter at each iteration. For the interested reader, Nocedal and
Wright [118, pp.572-574] provide further details for both approaches as well mechanisms for
dealing with issues such as non-convexity and singularity.
The notable observation that can be read for the system(4.61) is that if x∗ is a solution satisfying
strict complementarity, then for each index i either si or zi maintains strictly positive as the
iterates approach x∗. This ensures that the primal-dual matrix in (4.61) remains nonsingular,
allowing for a fast rate of convergence to be established, as discussed in [118]. The KKT
conditions for the perturbed system (4.57)-(4.60) can be used to define an appropriate error
function
Er(x, s, y, z;µ) = max{‖∇f(x)− AE(x)Ty − ATI z‖, ‖Sz − µe‖, ‖cE(x)‖, ‖cI(x)− s‖},
(4.65)
for some vector norm ‖.‖, allowing for the presentation of a primal-dual iteration point algo-
rithm as follows
Algorithm 4.5. Select initial values for x0 and s0 > 0, and compute initial values of the
multipliers y0 and z0 > 0 from (4.57-4.60). Choose an initial barrier parameter µ0 > 0 and
parameters σ, τ ∈ (0, 1). Set k = 0.
repeat until satisfying a stopping test for the nonlinear program (6.13)-(6.15),
repeat until Er(x, s, y, z;µ) 6 µk,
solve (4.61) to get the search direction d = (dx, ds, dy, dz);
Evaluate αmaxs , α
max
z using (4.64);
Evaluate (xk+1, sk+1, yk+1, zk+1) using (4.63)
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Set µk+1 = µk and k = k + 1;
end
Choose µk ∈ (0, σµk+1)
end
4.4.4 Algorithm development
Algorithm (4.5) has been updated and extended in order to handle nonconvex nonlinear prob-
lems which can be started from any initial estimate. Then, the primal-dual system (4.61) is
rewritten in the following symmetric form

∇2xxL 0 ATE (x) ATI (x)
0 Σ 0 −I
AE(x) 0 0 0
AI(x) −I 0 0


dx
ds
−dy
−dz

= −

∇f(x)− ATE (x)y − ATI (x)z
z − µS−1e
cE(x)
cI(x)− s

, (4.66)
where
Σ = S−1Z. (4.67)
Using this formulation reduces the computational work of each iteration because of permitting
the use of a symmetric linear equations solver.
The formulation (4.66) with the defined Σ produces also the primal-dual system. However,
the primal system can also be obtained by applying Newton’ method directly to the optimality
conditions (4.57)-(4.60) of the barrier problem and then summarizing the iteration matrix. This
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also leads to the system (4.66) but with Σ defined by
Σ = µS−2. (4.68)
4.4.5 Solving the primal-dual system
In spite of the evaluating cost of the problem functions and their derivatives, the solution of
the primal-dual system (4.66) and (4.67) dominates the work of the interior-point iteration. An
efficient linear solver is therefore essential in order practically solve large-scale problems. This
includes using either iterative techniques or sparse factorization. We will consider iterative
approaches preconditioned by multigrid iteration in scope of topology optimization problems,
such as a multigrid conjugate gradient method, see Chapter 7.
We first note that, the system can be simplified using fairly standard techniques. In particular,
the size of the system may be reduced by eliminating ds using the second equation in (4.61),
resulting in

∇2xxL ATE (x) ATI (x)
AE(x) 0 0
AI(x) 0 −Σ−1


dx
−dy
−dz
 = −

∇f(x)− ATE (x)y − ATI (x)z
cE(c)
cI(x)− µZ−1e
 , (4.69)
This in turn can be reduced further by using the last equation to eliminate dz which results in
the condensed coefficient matrix written as ∇2xxL+ ATIΣAI ATE (x)
AE(x) 0
 , (4.70)
which is much smaller than the coefficient matrix (4.66) when the number of inequality con-
straints is large. For all the symmetric forms (4.66), (4.69) and (4.70), the primal-dual system is
ill conditioned, since by (4.67) certain elements of Σ converge to zero whilst the others diverge
to∞ as µ approaches zero. However, the Newton direction can be computed accurately by a
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stable direct factorization method, because of the special form in which this ill conditioning
arises. Nevertheless, approximation of the slacks s or multipliers z too close to zero (or when
the Hessian ∇2xxL or the Jacobian matrix AE is almost rank deficient) results in damaging er-
rors. Consequently, approaches based in a direct factorizing are commonly used for computing
steps for interior point methods.
Iterative solution methods for linear systems can also be used for the computation of the primal-
dual step. Here ill conditioning is a serious concern, requiring the use of suitable preconditioner
that cluster the eigenvalues of Σ. Furthermore, constructing such a preconditioner is not a dif-
ficult task. For instance, one can apply the change of variables d′s = S
−1ds in the system
(4.66) and multiply the second equation by S which transfers the term Σ into STΣS. Conse-
quently, the eigenvalues of STΣS will cluster around µI as µ → 0 due to (4.67) (along with
the associated KKT conditions).
An iterative methods such as GMRES, QMR or LSQR (see [45]) can be applied to one of the
symmetric indefinite systems (4.66), (4.69) or (4.70). The conjugate gradient method cannot be
applied directly to solve these systems as it is designed for positive definite systems. However,
if the dimension of the constraint space is small one can consider a null space approach with the
conjugate gradient method applied to the resulting system with positive definite system matrix.
4.4.6 Updating the barrier parameter
As shown in Algorithm 4.5, the sequence of barrier parameters are required to tend to zero as
the sequence of iterates {xµ} approaches the solution of the nonlinear programming problem
(4.54)-(4.56). whilst a number of approaches have been developed, it is important to damp the
barrier parameter appropriately at each iteration in order to avoid well known issues. Further
to reduce the barrier parameter sufficiently will lead to a large number of iterations to advance
convergence, whereas the slacks s or multipliers z may converge zero prematurely if reduced
too quickly, slowing progress of the solution method.
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A popular technique, is the so-called FiaccoMcCormick approach, which proceeds by fixing the
barrier parameter until the perturbed KKT conditions (4.57)-(4.60) are satisfied to prescribed
tolerance, upon which the parameter is damped as follows
µk+1 = σkµk, with σk ∈ (0, 1). (4.71)
The parameter σk can be set as a constant for all iterations. However, it is preferable to let σk
alternate between two different values (for instance, 0.2 and 0.1), starting with the larger value
and alternating to the smaller value when significantly progress is made by the latest iteration
towards the solution. Furthermore, using [118] superlinear of convergence can be obtained if σ
is allowed to tend to zero close to the solution with the parameter τ in (4.64) set to converge to 1.
Whilst, the FiaccoMcCormick approach is straightforward to implement and apply, difficulties
may arise with regard to the scaling of the problem as well as the choice of initial point and
initial µ0. Alternatively, adapting strategies may be considered that aim to be more robust when
faced with such difficulties. . In contrast to the Fiacco-McCormick approach, barrier parameter
is altered at each iteration based on the progress of the algorithm. Typically, a complementarity
condition will be imposed of the form
µk+1 = σk
sTk zk
n
, (4.72)
with n denotes the size of the problem. One choice of σk is defined as
σk = 0.1 min
(
0.05
1− ξ
ξ
, 2
)3
, where ξ =
mini[s
k]i[z
k]i
(sk)T zk/n
. (4.73)
This is based on the deviation of the smallest complementarity product [sk]i[zk]i from the av-
erage, where [sk]i denotes the respective ith component of the iterate sk , and for [zk]i. For the
interested reader, further approaches may be found in [118, p.573].
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CHAPTER 5
A FIRST-ORDER MULTIGRID METHOD
FOR BOUND-CONSTRAINED CONVEX
OPTIMIZATION
5.1 Introduction
The aim of this chapter is to design an efficient multigrid method for constrained convex op-
timization problems arising from discretization of some underlying infinite dimensional prob-
lems. Due to problem dependency of this approach, we only consider bound constraints with
(possibly) a single equality constraint. As our aim is to target large-scale problems, we want to
avoid computation of second derivatives of the objective function, thus excluding Newton like
methods. We propose a smoothing operator that only uses first-order information and study the
computational efficiency of the resulting method.
Multigrid methods were originally developed for the solution of large systems of linear al-
gebraic equations arising from discretization of partial differential equations. Their practical
utility and efficiency were demonstrated by Achi Brandt in his pioneering papers [16, 17]. It
has been well-known since the dark ages of multigrid that the methods may loose their superior
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efficiency when used for slightly different type of problems, namely the linear complementar-
ily problems (LCP) [19, 59, 78]. This is caused by the presence of unilateral obstacles (or box
constraints in the optimization formulation of the problem). The fact that the sets of active
constraints may vary for different discretization levels, and that the constraints may not even
be recognized on very coarse meshes, may lead to poor quality of the coarse level corrections
and, in effect, to significant deterioration or even loss of convergence of the method. Various
remedies have been proposed by different authors [19, 59, 62, 63, 78]; these usually resulted in
“conservative” methods that were often significantly slower than standard methods for linear
systems. Finally Kornhuber [69] proposed a truncated monotone multigrid method for LCP
problems. This method has the property that as soon as the set of active constraints is correctly
identified, the method converges with the same speed as without the presence of the constraints.
Not many attempts have been done to generalize the multigrid technique to the solution of
optimization problems. From the successful ones, most focused on unconstrained problems
[39,51,53,73,82]. In this case, the problem can be often identified with a discretized nonlinear
PDE and thus techniques of nonlinear multigrid can be used. These techniques use almost
exclusively a variant of the Newton method or the Newton-Gauss-Seidel method as a smoother.
Hence they require computation and storage of the Hessian of the underlying optimization
problem at each iteration. This may be very costly or even prohibitive for some large-scale
problems. Moreover, one step of the Newton-Gauss-Seidel method has high computational
complexity and cannot be directly parallelized. Therefore, our goal is to use a smoother that
only relies on first-order information of the optimization problem. Used only on the finest level,
it may be very inefficient, as compared to the Newton method, but this is where the coarse grid
correction will help, just as in the linear case.
Treating general (equality or inequality) constraints by multigrid may be difficult, if not im-
possible, as we may not be able to find the corresponding restriction operators. If the number
of constraints is directly proportional to the number of variables (such as for the bound con-
straints), the restriction operator for these constraints may be based on that for the variables. On
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the other hand, if the number of constraints is independent of the discretization (e.g., a single
equality constraint) then the prolongation/restriction is simply the identity. All other situations
are difficult, in our opinion. For this reason, all articles on multigrid for constrained prob-
lems either treat the bound-constrained problems or problems with a single equality constraint
(e.g., [51, 52, 110]) or assume that a restriction operator for the constraints exists ( [83]).
The first, straightforward goal of this Chapter is to extend Kornhuber’s technique [69] to non-
linear convex optimization problems with bound constraints. The author is not aware of this
generalization in the existing literature. The second goal is to propose a smoothing operator
that would only use first-order information, and study the efficiency of the resulting method.
Finally, we extend the developed algorithm to problems with an additional equality constraints.
We study the behaviour of the proposed algorithms on a number of numerical examples.
The chapter is structured as follows. In Section 2 we introduce three multigrid algorithms
for bound-constrained convex optimization problems; first Kornhuber’s truncated correction
scheme multigrid for bound-constrained quadratic problems [69], then its generalization to
convex problems using the full approximation scheme and finally a version of the latter al-
gorithm without truncation. This version is a new though minor modification of an existing
method. Section 3 shows that the third algorithm can be easily extended to problems with an
additional linear equality constraint that includes all variables. In Section 4 we introduce the
first-order smoother—the gradient projection method with a gradient-based line search—and
analyse its smoothing properties. Section 5 is devoted to numerical experiments: we, in partic-
ular, focus on the dependence of the convergence rate on the number of refinement levels and
the number of the smoothing steps.
88
5.2 Multigrid for bound-constrained optimization
5.2.1 The problem
We consider the bound-constrained nonlinear optimization problem
min
x∈Rn
f(x) (5.1)
subject to
ϕi 6 xi 6 ψi, i = 1, . . . , n
where f is a convex continuously differentiable nonlinear function and ϕi < ψi for all i. To
guarantee existence of a solution, we assume that either the function f is coercive (i.e., f(x)→
∞ as ‖x‖ → ∞) or that the feasible set
F = {x ∈ Rn | ϕi 6 xi 6 ψi, i = 1, . . . , n}
is bounded.
In order to define and use a multigrid method, we assume that there is a nested sequence of
optimization problems arising from finite element discretizations of some underlying problem:
min
x(k)∈Rnk
fk(x
(k)) (5.2)
subject to
ϕ
(k)
i 6 x
(k)
i 6 ψ
(k)
i , i ∈ Ik ,
where k = 0, 1, . . . , j. Here j is the finest discretization level corresponding to the original
problem (5.1) and 0 is the coarsest level. The set Ik contains indices of nk finite element
vertices on discretization level k and fk are the discretizations of the same infinite dimensional
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nonlinear function.
The communication between two consecutive levels k − 1 and k is maintained by the prolon-
gation and restriction operators Ikk−1 : Rnk−1 → Rnk and Ik−1k : Rnk → Rnk−1 , respectively,
whereas Ik−1k = c(I
k
k−1). For the specific choice of these operators, see the last section.
For a feasible vector x(k) we introduce the sets of active indices:
Aϕk (x(k)) :=
{
i ∈ Ik | x(k)i = ϕ(k)i
}
Aψk (x(k)) :=
{
i ∈ Ik | x(k)i = ψ(k)i
}
.
We will always assume that
Aϕk (x(k)) ∩ Aψk (x(k)) = ∅ .
Finally, we denote the set of free variables by
A0k := Ik \ (Aϕk (x(k)) ∪ Aψk (x(k))) .
Let us now introduce a modified problem
min
x(k)∈Rnk
fk(x
(k))− vTk x(k) (5.3)
subject to
ϕ
(k)
i 6 x
(k)
i 6 ψ
(k)
i , i ∈ Ik ,
where vk ∈ Rnk , together with the operator
x(k)new = opt(fk, ϕ
(k), ψ(k), vk;x
(k), ε, ν)
that will play a role of the smoother for (5.3). The input are the problem data and the initial point
x(k), the required precision ε and the maximum number of iterations allowed ν. We assume
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that opt is a descent convergent algorithm for the solution of problem (5.3). In Section 5.4 we
will discuss the choice of opt in detail.
At the end of this section, let us briefly recall the main idea of multigrid methods. For simplicity,
we restrict ourselves to quadratic objective functions fk(x(k)) = 12(x
(k))TQkx
(k) − qTk x(k), i.e.,
equivalently, to systems of linear equations Qkx(k) = qk. We start at the finest level k = j
and apply some steps of the smoother opt to get an update x(k). We then compute the residuum
rk = Qkx
(k)−qk for the current iteration. If we now solved the correction equationQke(k) = rk,
we would obtain the exact solution in one step as x(k)∗ = x(k) − e(k). This would, however, be
as costly as the solution of the original problem. So instead we solve the correction equation on
the coarser level, Qk−1e(k−1) = rk−1 with rk−1 = Ik−1k rk, either exactly or approximately by
repeating the same procedure on this level. The correction is then interpolated back to level k
and a new iteration is computed as x(k) := x(k)−Ikk−1e(k−1). Finally, we again apply a few steps
of the smoother. This is the so-called Correction Scheme (CS) multigrid algorithm. It splits the
approximation error into two components, smooth and coarse (relative to the current level); the
smooth component is reduced by the smoothing operator, while the coarse component by the
coarse grid correction.
5.2.2 Truncation
We now recall the idea of truncation introduced by Kornhuber [69]; see also [48]. Consider the
sequence of problems (5.2) obtained by standard finite element discretization of some infinite
dimensional problem. Denote by λ(k)i the finite element basis function associated with the i-th
node on discretization level k.
Let x(j) be an approximate solution of (5.2) on the finest discretization level andAj = (Aϕj (x(j))∪
Aψj (x(j))) the corresponding set of active constraints. We will truncate the basis functions λ(j)i
by putting them equal to zero at the active nodes α ∈ Aj:
λ˜
(j)
i (x
(j)
α ) = 0 if α ∈ Aj for all i .
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The idea is to perform the coarse grid correction in next iteration of the multigrid method
with the truncated basic functions, instead of the original ones. The basis functions for coarse
levels are derived from the truncated basis functions on the finest level. Roughly speaking, we
consider the active nodes on the finest level to be fixed by homogeneous Dirichlet boundary
condition for the next coarse grid correction. After that, we perform the smoothing with the
original basis functions; this may change the set of active nodes, so we update the truncated
basis and repeat the procedure. Clearly, once the exact active set is detected, the truncated basis
does not change any more and the “truncated” problem reduces to an unconstrained problem,
just as in the classic active set strategy.
The way how to implement the truncation depends on the function fj . For instance, if fj is a
quadratic function fj(x(j)) = 12(x
(j))TQjx
(j)) + qTj (x
(j))T then the truncation of the “stiffness”
matrix Qj amounts to putting all rows and columns with indices from Aj equal to zero, and
analogously for qj . If fj can still be expressed as a function of Qj and qj , such as problems in
Examples 5.5.2 and 5.5.4, the truncation is analogous. If fj is a function defined by means of
local stiffness matrices (Aj)i, as in the minimal surface problem in Example 5.5.4, the trunca-
tion is performed for all these matrices (again by putting respective rows and columns equal to
zero), and the function is evaluated using these truncated matrices.
Let us stress out that the truncation is performed explicitly only on the highest discretization
level; on coarser grids it is inherited by means of prolongation/restriction operators. This pro-
cess is again problem dependent. If fk is defined by means of the global stiffness matrix Qk,
then Qk−1 = Ik−1k QkI
k
k−1, k = 1, . . . , j. If fk is defined using local stiffness matrices (Aj)i,
then (Ak−1)i = Ik−1k (Ak)iI
k
k−1, k = 1, . . . , j, for all i, etc.
In the following, we denote the truncation operator by trun and will use notation such as
trunQj and trun fj .
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5.2.3 Correction scheme truncated multigrid for quadratic problems
In this section we recall the Correction Scheme (CS) version of the truncated monotone multi-
grid algorithm introduced by Kornhuber [48, 69]; see also [71, 77, 78]. The analysis of the
convergence rate of the monotone multigrid is established by Badea [6]. We assume that the
objective function f is quadratic, so that
fk(x
(k)) =
1
2
(x(k))TQkx
(k) + qTk x
(k) (5.4)
where Qk are positive definite matrices of size nk and qk ∈ Rnk . Accordingly, in this section
we use the following notation for the smoother:
x(k)new = opt(Qk, qk, ϕ
(k), ψ(k), vk;x
(k), ε, ν) .
We introduce two additional restriction operators for the bound constraints:
Rϕk : (R
ϕ
ky)i = min{yj | j ∈ Ik ∩ int suppλ(k−1)i }, i ∈ Ik−1 (5.5)
Rψk : (R
ψ
k y)i = max{yj | j ∈ Ik ∩ int suppλ(k−1)i }, i ∈ Ik−1 , (5.6)
here int supp λ(k−1)i denotes the interior of the support of the (coarse) basis function λ
(k−1)
i and
those includes fine-level nodes ”close” to the coarse-level node i.
The following is a reformulation of Algorithm 5.10 from [48] in our notation.
Algorithm 5.1. (truncated CS, V-cycle for quadratic problems)
Set ε, ε0. Initialize x(j).
for i = 1 : niter
x(j) := mgm(j, x(j), qj, ϕ
(j), ψ(j))
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test convergence
end
function x(k) = mgm(k, x(k), rk, ϕ(k), ψ(k))
if k = 0
x(k) := opt(Qk, qk, ϕ
(k), ψ(k), 0;x(k), ε0, ν0) (coarsest grid solution)
else
x(k) := opt(Qk, qk, ϕ
(k), ψ(k), 0;x(k), ε, ν1) (pre-smoothing)
rk = qk −Qkx(k) (residuum)
if k = j
Qk := trunQk (matrix truncation)
rk := trun rk (residuum truncation)
end
Qk−1 = Ik−1k QkI
k
k−1 (coarse grid matrix definition)
rk−1 = Ik−1k rk (residuum restriction)
ϕ(k−1) = Rϕk (ϕ
(k) − x(k)) (coarse grid bounds)
ψ(k−1) = Rψk (−ψ(k) + x(k)) (coarse grid bounds)
v(k−1) = mgm(k − 1, 0nk−1 , rk−1, ϕ(k−1), ψ(k−1)) (coarse grid corr.)
x(k) := x(k) + Ikk−1v
(k−1) (solution update)
x(k) := opt(Qk, qk, ϕ
(k), ψ(k), 0;x(k), ε, ν2) (post-smoothing)
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end
It is shown in [48] that the above algorithm converges for any initial iterate.
5.2.4 Full approximation scheme truncated multigrid for general prob-
lems
In the above CS algorithm, the coarse grid correction is used to correct the error in the current
solution. That is, the solution on the coarse level is just a correction of the fine-level error, not
an approximate solution of the original problem. For nonlinear problem, it is useful to solve on
every level an approximation of the original problem. This is readily obtained by replacing the
restricted residuum Ik−1k (qk − Qkx(k)) in Algorithm 5.1 by the “true” coarse-level right-hand
side corrected by the approximation error, i.e., by qk−1 + (Qk−1Ik−1k x
(k) − Ik−1k Qkx(k)). The
solution update is then changed accordingly. This gives rise to the so-called Full Approximation
Scheme (FAS) algorithm. The FAS version of Algorithm 5.1 for general nonlinear problems of
type (5.2) is given below.
Algorithm 5.2. (truncated FAS, V-cycle for nonlinear problems)
Set ε, ε0. Initialize x(j).
for i = 1 : niter
vj = 0nj×1
x(j) := mgm(fj, x
(j), vj, ϕ
(j), ψ(j))
test convergence
end
function x(k) = mgm(fk, x(k), vk, ϕ(k), ψ(k))
if k = 0
95
x(k) := opt(fk, ϕ
(k), ψ(k), vk;x
(k), ε0, ν0) (coarsest grid solution)
else
x(k) := opt(fk, ϕ
(k), ψ(k), vk;x
(k), ε, ν1) (pre-smoothing)
x(k−1) = Ik−1k x
(k) (solution restriction)
gk = ∇fk(x(k))
if k = j
fk := trun fk (function truncation)
gk := trun gk (gradient truncation)
end
vk−1 = Ik−1k vk + (∇fk−1(x(k−1))− Ik−1k gk) (correction r.h.s.)
fk−1 = Ik−1k fkI
k
k−1 (symbolic coarse grid function definition)
ϕ(k−1) = Rϕk (ϕ
(k) − x(k) + Ikk−1x(k−1)) (coarse grid bounds)
ψ(k−1) = Rψk (ψ
(k) − x(k) + Ikk−1x(k−1)) (coarse grid bounds)
v(k−1) = mgm(fk−1, x(k−1), vk−1, ϕ(k−1), ψ(k−1)) (coarse grid corr.)
x(k) := x(k) + Ikk−1(v
(k−1) − x(k−1)) (solution update)
x(k) := opt(fk, ϕ
(k), ψ(k), vk;x
(k), ε, ν2) (post-smoothing)
end
Note that the coarse grid function definition fk−1 = Ik−1k fkI
k
k−1 is only symbolic. As explained
in the previous section, it must be defined specifically for each function f . Also, the restriction
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of the solution using operator Ik−1k may not always lead to the best results and one may prefer,
for instance, L2 projection; see, e.g., [55].
It has been observed in [48, Ex. 7.3.1] that the truncated multigrid algorithm may, in the first
iterations, be slower than other algorithms (see also Section 5.5.5). This difference may be
significant if we are only interested in a low-accuracy solution of the problem. Therefore, in
the next section we propose a “non-truncated” FAS algorithm for nonlinear problems of type
(5.2). This algorithm is a minor generalization of the method proposed in the pioneering paper
by Hackbusch and Mittelmann [59].
5.2.5 Full approximation scheme multigrid without truncation
We now present a Full Approximation Scheme (FAS) version of Algorithm 5.2 without trunca-
tion of the finite element basis. In order to guarantee convergence of the algorithm, we need to
modify the definition of coarse grid constraints. As mentioned above, a similar algorithm has
been introduced by Hackbusch and Mittelmann [59]. The difference is in the treatment of the
constraints on the coarse levels; while Hackbusch and Mittelmann used active sets, we use the
restriction operators defined below.
Let us modify the restriction operators Rϕk , R
ψ
k introduced in the previous section. The motiva-
tion for this is two-fold: the exact solution of the initial problem should be a fixed point of the
algorithm and a feasible point should remain feasible after the correction step. For given x(k),
ϕ, ψ and some y ∈ Rnk and i ∈ Ik−1 the operators are defined as follows
(R˜ϕky)i =
〈
(Ik−1k x
(k))i if max{(ϕj − x(k)j ) | j ∈ Ik ∩ int suppλ(k−1)i } = 0
min{yj | j ∈ Ik ∩ int suppλ(k−1)i } otherwise
(5.7)
(R˜ψk y)i =
〈
(Ik−1k x
(k))i if min{(ψj − x(k)j ) | j ∈ Ik ∩ int suppλ(k−1)i } = 0
max{yj | j ∈ Ik ∩ int suppλ(k−1)i } otherwise .
(5.8)
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Figure 5.1 illustrates how operator (R˜ϕky)i works. It depicts a segment of a one-dimensional
2 3 4 51 76
ϕ
x
Figure 5.1: A segment of an obstacle and an approximate solution.
mesh with three coarse nodes (circles indexed 2, 4, 6) and seven fine nodes (crosses indexed
1, . . . , 7). The constraints are active at nodes 3, 4. For the coarse nodes 2 and 4, the first
condition applies, as at least one of its neighbours is active. Hence (R˜ϕky)2 = (I
k−1
k x
(k))2,
(R˜ϕky)4 = (I
k−1
k x
(k))4. For node 6 the second condition in the definition of (R˜
ϕ
ky)i applies, so
(R˜ϕky)6 = min{y5, y6, y7}. Notice that the operators will not be applied directly to functions
ϕ, ψ, rather to their modifications; see the details of the FAS algorithm below.
This strategy of handling the coarse-level constraints is a combination of that of Kornhuber
(as in Algorithm 5.1) and the active-set strategy by Hackbush and Mittelmann [59]. We are,
however, slightly less conservative than [59]. In their algorithm, both nodes 2 and 4 would be
considered active in the coarse-level problem and the corresponding value of x would not be
allowed to change, unlike in the FAS algorithm below.
Algorithm 5.3. (FAS, V-cycle for nonlinear problems)
Set ε, ε0. Initialize x(j).
for i = 1 : niter
qj = 0nj×1
x(j) := mgm(j, x(j), qj, ϕ
(j), ψ(j))
test convergence
end
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function x(k) = mgm(k, x(k), qk, ϕ(k), ψ(k))
if k = 0
x(k) := opt(fk, ϕ
(k), ψ(k), qk;x
(k), ε0, ν0)
else
x(k) := opt(fk, ϕ
(k), ψ(k), qk;x
(k), ε, ν1) (pre-smoothing)
x(k−1) = Ik−1k x
(k)
qk−1 = Ik−1k (qk −∇fk(x(k))) +∇fk−1(x(k−1))
ϕ(k−1) = R˜ϕk (ϕ
(k) − x(k) + Ikk−1x(k−1)) (coarse grid bounds)
ψ(k−1) = R˜ψk (ψ
(k) − x(k) + Ikk−1x(k−1)) (coarse grid bounds)
v(k−1) = mgm(k − 1, x(k−1), qk−1, ϕ(k−1), ψ(k−1))
x(k) := x(k) + Ikk−1(v
(k−1) − x(k−1))
x(k) := opt(fk, ϕ
(k), ψ(k), qk;x
(k), ε, ν2) (post-smoothing)
end
5.3 Equality constraints
As explained in the introduction, treating general (equality or inequality) constraints by multi-
grid may be difficult, if not impossible, as we may not be able to find the corresponding restric-
tion operators. This, however, becomes easy in case of a single equality constraint involving
all variables, such as
n∑
i=1
xi = γ . (5.9)
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Clearly, this constraint will be present in all discretization levels. We only have to guarantee
that, having a feasible point with respect to (5.9) before the coarse-grid correction step, it will
stay feasible after the correction. Let γj = γ and assume that we are in the discretization level
k > 0 and that
nk∑
i=1
x
(k)
i = γk , (5.10)
where nk is the number of variables on the k-th level. Then we define the coarser right-hand
side for (5.9) as
γk−1 =
nk−1∑
i=1
(Ik−1k x
(k))i .
If v(k−1) is a solution of the (k − 1)-level problem, then after the correction step x(k) := x(k) +
Ikk−1(v
(k−1) − Ik−1k x(k)), we obviously get again the equality (5.10).
Notice, however, that when we want to combine the equality constraint with the box constraints,
we will have to use Algorithm 5.3 with the untruncated restriction operators (R˜ϕky)i and (R˜
ψ
k y)i.
The truncated multigrid in Algorithm 5.2 is not compatible with the equality constraint handled
as above.
5.4 Smoothing by the steepest descent method
The choice of the smoothing method is vitally important for any multigrid algorithm. As our
main aim is to avoid second derivatives of the function to be minimized, we have to resort to
a first-order optimization method. Moreover, our choice of constrained convex minimization
further narrows the choice of available algorithms. We have opted for the gradient projection
method. Let us try to justify this choice in the next paragraphs.
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5.4.1 Steepest descent smoother for unconstrained quadratic problems
Let us start with an unconstrained convex quadratic problem
min
x
1
2
xTQx− qTx (5.11)
or, in other words, with a linear system
Qx = q (5.12)
and the classic V-cycle multigrid algorithm. If things wouldn’t work here, we can hardly expect
them to work in the more general setting. One of the most popular smoothers in this case is
the Gauss-Seidel (GS) iterative method. Rightly so, its very definition shows that it solves the
equations locally, one by one, performing thus the local smoothing of the approximate solution
of (5.12).
Looking at the optimization formulation (5.11) of the problem, we can also consider the “most
basic” optimization algorithm, the steepest descent (SD) method with line search. Can this
be a good smoother? This question was analyzed, e.g., by McCormick [79] who showed that
the steepest descent method with exact or “slightly inexact” line search has indeed smoothing
properties, as required for the convergence of the standard V-cycle. In case of exact line search,
McCormick also gives an explicit bound on the convergence of the V-cycle using the steepest
descent method as a smoother. This bound is, however, as many such theoretical bounds,
overly pessimistic and far away from the real behaviour of the method (giving estimates of
convergence speed such as 0.9995).
We have therefore performed a small experiment with the goal of testing the smoothing property
of the steepest descent method and comparing it to the Gauss-Seidel method. Let us introduce
some notation. Denote the exact solution on level h by (x∗)h. Consider two discretizations of
the underlying differential equation, one on the fine level parameterized by h and one on the
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coarse level 2h. Let P be a prolongation operator from the coarse to the fine level. It is well
known that the Q-orthogonal projector on the range of P can be written as
Sh = P (P TQhP )−1P TQ
while
T h = I − Sh
is the projector onto theQ-orthogonal complement of the range of P . With these two projectors,
the energy norm of the error eh = (x∗)h − xh of an approximate solution xh to (5.12) satisfies
‖eh‖2Qh = ‖Sheh‖2Qh + ‖T heh‖2Qh
whereas Sheh and T heh are the “low-frequency” and the “high-frequency” components of the
error. It is the goal of the smoother to reduce T heh quickly in a few initial (possibly just 1–2)
iterations.
In our experiment, the underlying problem was the Poisson problem on a unit square discretized
by standard quadrilateral bilinear finite elements. We consider a 32 by 32 fine grid and 16 by
16 coarse grid; the condition number of the fine-grid matrix was 400. The restriction operator
is the standard full weighting operator, see, e.g., [20]. We consider the steepest descent method
xhk+1 = x
h
k−sk(Qhxhk−qh) with exact step length sk and a method with inexact line search, the
details of which are given in the next section. We start the process with a randomly generated
vector xh0 using the Matlab function randn. Assuming that the right-hand side, and thus the
solution, is smooth, we will get significant components in both Sheh0 and T
heh0 .
We first performed 10 iterations of SD and monitored the energy norm of both components of
the error, ‖Sheh‖2
Qh
and ‖T heh‖2
Qh
. In Figure 5.2, these are depicted by the full line, the low
frequency ‖Sheh‖2
Qh
in blue and the high-frequency ‖T heh‖2
Qh
in red. Both values are given
in logarithmic scale. The left-hand figure is for SD with exact line search while the right-hand
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side one is for the inexact line search. Also in Figure 5.2, we plot these values for the Gauss-
Seidel method; these are denoted by the dashed lines. We can clearly see the smoothing effect
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Figure 5.2: First 10 iterations of SD (full line) and GS (dashed line) methods. Blue line depicts
low frequency error ‖Sheh‖2
Ah
, red line the high frequency error ‖T heh‖2
Ah
. SD with exact line
search is on the left, with inexact line search on the right.
of both methods in the first iterations when the red lines quickly drop by orders of magnitude.
Although the steepest descent method is not as an efficient smoother as Gauss-Seidel, it still
does a good job. After the initial iterations, the smoothing effect slows down and both errors
descent proportionally. This can be better seen in Figure 5.3 where we show the error after
100 and after 1000 iterations of both methods. In this figure, we can clearly see the typical
zig-zagging of the SD method with exact line search present in the high frequency error. We
can also see that inexact line search with its random element breaks this regular zig-zagging
and, in effect, makes the method significantly faster.
We could certainly consider other first-order method, for instance the nonlinear conjugate gra-
dients. However, as we will see in the next section and later in the numerical experiments, only
a very few (1–5) iterations of the steepest descent method suffice to guarantee a good behaviour
of the multigrid algorithm, and there is thus no need for any more sophisticated first-order al-
gorithms.
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Figure 5.3: First 100 (top) and 1000 (bottom) iterations of SD (full line) and GS (dashed line)
methods. Blue line depicts low frequency error ‖Sheh‖2
Ah
, red line the high frequency error
‖T heh‖2
Ah
. SD with exact line search is on the left, with inexact line search on the right.
5.4.2 Line search
We have seen in the previous section that exact line search does not bring any significant benefit
to the steepest descent method. Moreover, our ultimate goal is to use the projected gradient
version of the method for bound-constrained nonlinear convex problems.
A popular—and efficient—choice of the step length is the Barzilai-Borwain method [28]. This,
however, leads to a possibly non-monotonous progress of the error. Since we would like to
use a very small fixed number of SD steps, this method is not suitable. Moreover, its projected
gradient version is not fully understood and may lead to a standard Armijo step [28].
Because our problem is convex, the line search can be based solely on the gradient information.
104
For an unconstrained problem
min
x
f(x)
with f smooth and convex, we have opted for the following simplified version of Wolfe’s
method.
Algorithm 5.4. (Steepest descent method with gradient-based line search)
Given an approximate solution x, do until convergence:
xnew = x− s∇f(x) with s computed by Algorithm 5.5.
Algorithm 5.5. (Gradient-based line search for unconstrained problems)
Given an approximate solution x. Choose s > 0 and c > 1.
1. γ = −(∇f(x))T ∇f(x− s∇f(x))
2. if γ < 0
2.1 do until γ+ > 0
2.1.1 s := cs
2.1.2. γ+ = −(∇f(x))T ∇f(x− s∇f(x))
2.2. s := 1
c
s
else
2.3. do until γ+ < 0
2.3.1. s := 1
c
s
2.3.2. γ+ = −(∇f(x))T ∇f(x− s∇f(x))
end
3. return current s
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Clearly, γ (or γ+) is the directional derivative of f in the steepest descent direction −∇f(x) at
the trial point x− s∇f(x).
Lemma 5.4.1. Algorithm 5.5 is well-defined and finishes in a finite number of steps. At the new
point, we have f(xnew) < f(x) and γ+ < −(∇f(x))T ∇f(xnew) < 0.
Proof. The claim follows immediately from the convexity of f . The algorithm stops with the
value of s for which γ+ < 0 and such that for the step length cs, the derivative would change
sign to γ+ > 0. The loop in 2.1 stops when we encounter a positive γ+, so we have to return
one step back in 2.2. 
Let us now move to a generalization of Algorithm 5.4 for convex bound-constrained problem
(5.1). For a given feasible x, let us recall the definition of the set of active indices by
A(x) = {i | xi = ϕi or xi = ψi} .
For this x, we further introduce an operator [ · ]A(x) : Rn → Rn defined component-wise by
([h ]A(x))i =
〈
0 if i ∈ A(x)
hi otherwise.
Finally, let [ · ]Ω denotes the (in this case trivial) projection on the feasible set.
Algorithm 5.6. (Gradient projection method with gradient-based line search)
Given a feasible approximate solution x ∈ Ω, do until convergence
xnew = [x− s∇f(x)]Ω with s computed by Algorithm 5.7.
Algorithm 5.7. (Gradient-based line search for constrained problems)
Given a feasible approximate solution x ∈ Ω. Choose s > 0 and c > 1.
1. x+ = [x− s∇f(x)]Ω, γ = −(∇f(x))T [∇f(x+)]A(x+)
2. if γ < 0
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2.1 do until γ+ > 0
2.1.1 s := cs
2.1.2. x+ = [x− s∇f(x)]Ω
2.1.3. γ+ = −(∇f(x))T [∇f(x+)]A(x+)
2.2. s := 1
c
s
else
2.3. do until γ+ < 0
2.3.1. s := 1
c
s
2.3.2. x+ = [x− s∇f(x)]Ω
2.3.3. γ+ = −(∇f(x))T [∇f(x+)]A(x+)
end
3. return current s
Lemma 5.4.2. Algorithm 5.7 is well-defined and finishes in a finite number of steps. At the new
point, we have f(xnew) < f(x) and γ+ < −(∇f(x))T ∇f(xnew) < 0.
Proof. For simplicity, we assume that γ < 0, so we are in the 2.1.–2.2. branch of the algorithm.
The other case would be handled analogously. Assume first that no constraints are active at the
initial point x, i.e., A(x) = ∅. Once we computed a new point x+ and found the active set
A(x+), we can split the search direction −∇f(x) into two vectors:
−∇f(x) = gA(x) + gN(x)
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where
(gA(x))i =
〈
0 if i ∈ A(x+)
−(∇f(x))i otherwise
and complementary for gN(x). Both gA(x) and gN(x) are still descent directions, in particular
−(∇f(x))TgA(x) < 0 .
Let
x̂ := x− ŝ∇f(x)
with ŝ chosen such that A(x̂) = A(x+) (see Figure 5.4, left). If −(∇f(x̂))TgA(x) < 0 then
the function is still descending at x̂ in direction gA(x) and we do a line search in this direction,
i.e., along the manifold defined by active indices. Due to convexity of f , we either have to
reach a (finite) point at which the directional derivative changes its sign or when we hit a new
constraint and the active set changes; in the latter case we repeat the above argument with the
new active set. If −(∇f(x̂))TgA(x) > 0 then we know that we went too far, the algorithm
stops and returns the previous trial point. The rest follows from Lemma 5.4.1.
Now if A(x) 6= ∅ then either A(x+) = A(x) and the above argument applies or some con-
straints from A(x) are released at x+ (Figure 5.4, right). But this would mean that the search
direction goes away from these constraints, they can be ignored and, again, the above arguments
apply.
In the (unlikely) case A(x+) = {1, 2, . . . , n} when all components of the trial point x+ are
active, we have γ+ = 0 and the algorithm stops and returns the previous trial point. 
Our preferred choice of the parameters is c = 2 and s = 1 in the first iteration. In the following
iterations of the multigrid V-cycle, the parameter s is chosen as the final one from the previous
call of gradient Algorithms 5.5 or 5.7.
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Figure 5.4: Gradient-based line search.
5.5 Numerical experiments
In this section we presents results of our numerical experiments using examples collected from
the literature. We will start with a quadratic problem, in order to see the influence of non-
linearity on the behaviour of the multigrid method.
For each example we will present the computed asymptotic rate of convergence for different
numbers of the smoothing steps, namely for 2,4,6,8,10 smoothing steps (half of them in the
pre-smoothing phase, half in the post-smoothing). In the same table, we will give the number
of function and gradient calls on the finest level. We will also present a comparison (in the
function/gradient calls) with one of the most efficient codes for these problems, the L-BFGS-B
by Morales and Nocedal [81].
All examples are defined on the square Ω = (0, 1)2 in the infinite dimensional setting. We
then use regular meshes of square finite elements with bilinear basis functions for their dis-
cretization. The initial coarsest mesh (refinement level 0) consists of four elements. We apply
j = 8 uniform refinement steps to get 9 embedded finite element meshes. That means that, on
refinement level k, k = 0, 1, 2, . . ., we have 4k+1 finite elements and (2k+1− 1)2 interior nodes,
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with the finest mesh having 262 144 finite elements and 261 121 interior nodes. The prolon-
gation operators Ih2h are based on the nine-point interpolation scheme defined by the stencil
1
4
1
2
1
4
1
2
1 1
2
1
4
1
2
1
4
. We use the full weighting restriction operators defined by I2hh = 14(Ih2h)T ; see,
e.g., [60]. The initial point in all experiments was set to a zero vector, even if this was infea-
sible. The problems on the coarsest level were solved by the same iterative method used as a
smoother, however, with high accuracy. In particular, the parameters ε0 and ν0 in Algorithms
5.1-5.3 were set to ε0 = 10−9 and ν0 = 10000. Recall that ε0 controls the norm of the scaled
gradient or the KKT conditions for constrained problems and ν0 is a bound on the number of
iterations; because our coarsest problems have very low dimensions, this iteration bound was
never reached.
The approximate asymptotic convergence rate is computed as
(
ek
e2
) 1
k−1
, where ek = ‖x∗−xk‖,
xk is the last iteration before the algorithm stops and x∗ is the “exact” solution as computed ei-
ther by L-BFGS-B or by the gradient projection method with high accuracy. Every norm in the
examples is the Euclidean norm. As a measure of efficiency of the algorithms we will present
the number of function and gradient evaluations on the finest level. Of course the work on the
lower levels is not free, even though the fine level is dominant, in particular for the nonlinear
problems. For instance, in our implementation of the minimum surface problem (which can
certainly be improved), the function and gradient evaluation on a fine level was 16 times more
expensive than on the coarser level. In most examples, the number of function/gradient evalua-
tions on a a single coarser level is about the same as on the finest level. In the most favourable
case when the computational complexity of one function and gradient evaluation is linear in the
number of variables, we would expect the effort to compute the function on the coarser level
would be about one-quarter the effort on the finer level. This claim is confirmed by a remark
concluding Example 5.5.2 presenting exact timings on all levels.
All algorithms were implemented in Matlab. The interface to the L-BFGS-B code was provided
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by Stephen BeckerI. For all experiments we used a laptop with Intel Core i7-3570 CPU M 620
at 2.67GHz with 4GB RAM, and MATLAB version 8.0.0 (2012b) running in 64 bit Windows
7.
5.5.1 Example: quadratic obstacle problem
Let us start with the “Spiral problem” from [48]. This is a quadratic optimization problem
resulting from the Laplace equation in Ω ⊂ R2:
min
u∈H10 (Ω)
J (u) := 1
2
∫
Ω
‖∇u‖2 dx−
∫
Ω
Fu dx
subject to
ϕ 6 u 6 ψ, a.e. in Ω ,
with F ∈ L2(Ω). We will use the spiral obstacle, as proposed in [48, §7.1.1]:
ϕ(x(r, φ)) = sin(2pi/r + pi/2− φ) + r(r + 1)
r − 2 − 3r + 3.6, r 6= 0 ,
and ϕ(0) = 3.6 with polar coordinates x(r, φ) = reiφ. The upper bound function ψ is set
to infinity and the right-hand side function F to zero. The obstacle function is illustrated in
Figure 5.5 (left), together with the solution of the problem for 9 refinement levels.
Figure 5.5: Example 5.5.1, nine refinement levels, obstacle (left) and solution (right).
Ihttp://www.mathworks.co.uk/matlabcentral/fileexchange/35104-lbfgsb–l-bfgs-b–mex-wrapper
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Table 5.1 presents the results of the numerical experiments. It shows the asymptotic rate of
convergence (an average from the last 3–5 iterations) and the number of evaluations of the
objective function and its gradient on the finest level only. The results are presented for 4–8
discretization levels and refer to Algorithm 5.1 with n pre-smoothing and n post-smoothing
steps (GP-n). For comparison, we also show the convergence rate for the algorithm with the
projected Gauss-Seidel (GSP) smoother (one pre- and one post-smoothing step). The last row
of the table presents the numbers of function evaluations when we solved the finest level prob-
lem directly by the gradient projection method. The Gauss-Seidel smoother is clearly superior
to GP-1 but its convergence rate can be easily reached by several GP smoothing steps. This
increased number of GP steps is size-dependent, as indicated by the examples. However, the
results also suggest that the increased number of GP steps is not needed, as the smallest number
of function/gradient evaluations is obtained with 1 or 2 smoothing steps. Notice also that one
GSP step is much more CPU expensive than one GP step, at least in Matlab implementation
which allows for the vectorization of the GP step. The reason for this is that in GSP the projec-
tion must be performed for each variable separately, after its update by the Gauss-Seidel inner
iteration, while in the GP the whole vector is projected at once.
Table 5.1: Example 5.5.1, asymptotic rate of convergence and number of top-level function
evaluations for 4–8 refinement levels. GSP stands for the (1,1) V-cycle with Gauss-Seidel
method with projection; GP-n for a (n, n) V-cycle with the GP smoother; “GP only” for gradi-
ent projection method solving the full problem on the finest level.
level (vars) 4 (961) 5 (3969) 6 (16129) 7 (65025) 8 (261121)
smoother rate feval rate feval rate feval rate feval rate feval
GSP 0.07 0.14 0.22 0.32 0.37
GP-1 0.18 71 0.33 107 0.50 180 0.80 410 0.86 711
GP-2 0.07 93 0.14 111 0.26 206 0.57 384 0.70 677
GP-3 0.03 92 0.08 142 0.17 239 0.35 387 0.55 806
GP-4 0.02 122 0.05 176 0.12 285 0.31 459 0.53 887
GP-5 0.01 160 0.03 211 0.08 306 0.23 488 0.34 912
GP only 685 2361 9320 34133 127289
The numbers from Table 5.1 are graphically presented in Figure 5.6: it shows the rate of con-
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Figure 5.6: Example 5.5.1, rate of convergence (left) and function evaluations (right) for vari-
ous smoothers as a function of the number of levels.
vergence for the different smoothing steps, as it increases with the number of levels (left-hand
figure). The right-hand figure presents the logarithm of function evaluations as a function of the
number of levels. We can observe a rapid increase for the “pure” gradient projection method
and a much smaller increase for the multigrid algorithm, almost independent of the number of
smoothing steps.
5.5.2 Example: non-quadratic obstacle problem
Consider the following optimization problem in Ω ⊂ R2:
min
u∈H10 (Ω)
J (u) := 1
2
∫
Ω
‖∇u‖2 − (ueu − eu) dx−
∫
Ω
Fu dx
subject to
ϕ 6 u 6 ψ, a.e. in Ω ,
with
ϕ(x1, x2) = −8(x1 − 7/16)2 − 8(x2 − 7/16)2 + 0.2, ψ = 0.5
and
F (x1, x2) =
(
9pi2 + e(x
2
1−x31) sin(3pix2)(x21 − x31) + 6x1 − 2
)
sin(3pix1) .
The unconstrained version of the problem is a nonlinear PDE studied in [20, p.105]. Figure 5.7
shows the solution of the unconstrained (top) and the constrained problem (bottom), both in
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two different views.
Figure 5.7: Example 5.5.2, solution of the unconstrained problem (top) and the constrained
problem (bottom).
Just as in Example 5.5.1, Table 5.2 together with Figure 5.8 present the results of the numerical
experiments using Algorithm 5.2. We do not show a comparison of the GP smoother with the
projected nonlinear Gauss-Seidel smoother, used, e.g., in [59]. This is because the nonlinear
GS algorithm needs the Hessian of the objective function and turns the algorithm into a second-
order method. We can use a finite difference approximation of the Hessian but then the resulting
code is extremely slow.
We do, however, compare the multigrid algorithm with one of the most efficient codes for
bound-constrained nonlinear optimization, the L-BFGS-B code by Morales and Nocedal [81].
We can see that, with increasing size of the problem, the number of function evaluations grows
faster in L-BFGS-B (though we should keep in mind that additional work needs to be done
on coarse levels of the multigrid algorithm; see the beginning of this section). And we should
keep in mind that, unlike in the multigrid algorithm, the function and gradient evaluation is not
the only computationally extensive part of the L-BFGS-B code. We do not compare the CPU
times, as L-BFGS-B is coded in Fortran.
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Table 5.2: Example 5.5.2, asymptotic rate of convergence and number of top-level function
evaluations for 4–8 refinement levels. GP-n stands for a (n, n) V-cycle; “GP only” and “L-
BFGS-B” for gradient projection method and the L-BFGS-B method, respectively, solving the
full problem on the finest level.
level (vars) 4 (961) 5 (3969) 6 (16129) 7 (65025) 8 (261121)
smoother rate feval rate feval rate feval rate feval rate feval
GP-1 0.17 62 0.27 81 0.35 93 0.52 127 0.55 166
GP-2 0.12 131 0.21 193 0.29 192 0.42 282 0.50 321
GP-3 0.05 127 0.08 159 0.11 175 0.14 179 0.22 258
GP-4 0.05 171 0.07 205 0.09 249 0.14 284 0.29 384
GP-5 0.03 178 0.04 192 0.08 259 0.08 288 0.15 360
GP only 485 656 2128 5746 12197
L-BFGS-B 59 101 151 257 405
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Figure 5.8: Example 5.5.2, rate of convergence (left) and function evaluations (right) for vari-
ous smoothers as a function of the number of levels.
Remark 5.5.1. To have a better idea about the amount of work required on the coarser levels we
present CPU times for the largest problem (` = 9) with GP-1. Using MATLAB’s tic-toc com-
mands, we measured the cumulative times spent in the iterative method (the smoother) on every
level; the times are given in seconds. The time spent on the finest mesh was 6.240, while the
time spent on all other meshes was 1.824. The latter number is a sum of (0.231, 0.036, 0.029, 0.031, 0.043, 0.108, 0.250, 1.097)
corresponding to the coarsest up to the second finest mesh, respectively. Recall that the problem
on the coarsest mesh is solved to high accuracy.
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5.5.3 Example: minimal surface problem
Our next example is the minimal surface problem
min
u∈H1(Ω)
J (u) :=
∫
Ω
√
1 + ‖∇u‖2 dx
subject to
u(x1, x2) = uΓ (x1, x2) for (x1, x2) ∈ ∂Ω
ϕ 6 u 6 ψ, a.e. in Ω ,
with the boundary function (see [51])
uΓ (x1, 0) = ω, uΓ (1, x2) = −ω, uΓ (x1, 1) = −ω, uΓ (0, x2) = ω, ω = − sin(2piξ)
and the parabolic lower bound
ϕ(x1, x2) = −8(x1 − 0.5)2 − 8(x2 − 0.5)2 + 0.55 .
The upper bound function ψ is set to infinity. The solution is shown in two different views in
Figure 5.9.
Figure 5.9: Example 5.5.3, solution.
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As before, Table 5.3 together with Figure 5.10 present the results of the numerical experiments
using Algorithm 5.2. Notice that the function and gradient evaluation for this problem is much
more expensive than in the other examples and we were not able to obtain the exact solution to
the finest problems in a reasonable time by L-BFGS-B. That is why we only present results for
levels 3–7.
Table 5.3: Example 5.5.3, asymptotic rate of convergence and number of top-level function
evaluations for 2–6 refinement levels. GP-n stands for a (n, n) V-cycle; “GP only” and “L-
BFGS-B” for gradient projection method and the L-BFGS-B method, respectively, solving the
full problem on the finest level.
level (vars) 2 (81) 3 (289) 4 (1089) 5 (4225) 6 (16641)
smoother rate feval rate feval rate feval rate feval rate feval
GP-1 0.118 46 0.115 47 0.22 62 0.21 72 0.60 141
GP-2 0.079 125 0.055 157 0.13 176 0.18 111 0.43 171
GP-3 0.029 234 0.028 188 0.07 234 0.14 223 0.21 249
GP-4 0.011 156 0.021 205 0.05 165 0.06 170 0.19 276
GP-5 0.004 223 0.010 241 0.04 332 0.09 284 0.13 374
GP only 75 216 685 2361 9320
L-BFGS-B 14 30 126 156 242
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Figure 5.10: Example 5.5.3, rate of convergence (left) and function evaluations (right) for
various smoothers as a function of the number of levels.
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5.5.4 Example: obstacle problem with an equality constraint
Finally, let us consider an example with an obstacle and an additional equality constraint. The
problem stems from the nonlinear PDE
−4u− u2 = f(x) in Ω
u = 0 on ∂Ω
and can be formulated as the following optimization problem
min
u∈H10 (Ω)
J (u) := 1
2
∫
Ω
(
‖∇u‖2 − 1
3
u3
)
dx−
∫
Ω
Fu dx
subject to
ϕ 6 u a.e. in Ω∫
Ω
u dx = 1 ,
with F ≡ 0 and
ϕ(x1, x2) = −32(x1 − 0.5)2 − 32(x2 − 0.5)2 + 2.5 .
Figure 5.11 (left) shows the solution and a comparison with the solution of the same problem
without the equality constraint (right). In the unconstrained case, the optimal solution gives∫
Ω
u dx = 0.62. So, in order to satisfy the equality constraint, the unconstrained solution has
been inflated.
Table 5.4 together with Figure 5.12 present the results of the numerical experiments using Algo-
rithm 5.3 with the additional handling of the equality constraint (Section 5.3). The explanation
is the same as in the previous examples.
Remark. Notice that, in the presence of the equality constraint, we can no longer use Al-
gorithm 5.5 as a smoother, as the gradient-based line search would not lead to a convergent
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Figure 5.11: Example 5.5.4, solution with (left) and without (right) the equality constraint.
Table 5.4: Example 5.5.4, asymptotic rate of convergence and number of top-level function
evaluations for 4–8 refinement levels. GP-n stands for a (n, n) V-cycle; and “GP only” for
gradient projection method, solving the full problem on the finest level.
level (vars) 4 (961) 5 (3969) 6 (16129) 7 (65025) 8 (261121)
smoother rate feval rate feval rate feval rate feval rate feval
GP-1 0.32 93 0.33 113 0.44 163 0.59 244 0.61 350
GP-2 0.11 88 0.25 120 0.29 129 0.51 183 0.54 182
GP-3 0.09 107 0.14 148 0.25 147 0.4 178 0.44 176
GP-4 0.07 153 0.14 182 0.23 186 0.36 224 0.44 191
GP-5 0.06 137 0.11 185 0.19 202 0.33 204 0.36 223
GP only 388 1586 5907 21372 75258
algorithm. Instead, we use a standard projected gradient method with backtracking Armijo line
search. To find the projection on the feasible set, we now have to solve a convex quadratic
programming problem. Moreover, this problem has to be solved to a high precision, because
we need to identify the active constraints in (5.7)–(5.8). In our implementation, we have used
the Gurobi solver to this purpose [56].
5.5.5 To truncate or not to truncate
The tables in [48] (and partly in the previous section) show the clear advantage of truncation:
the higher asymptotic rate of convergence as compared to Algorithm 5.3 without truncation.
However, a typical user may not be interested in asymptotic rate but in fast convergence in the
first iterations. And here Algorithm 5.3 can be the winner. Figure 5.13 presents the convergence
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Figure 5.12: Example 5.5.4, rate of convergence (left) and function evaluations (right) for
various smoothers as a function of the number of levels.
curves for Example 5.5.1 with 8 refinement levels and ν = 5. The dashed line is for Algorithm
5.3 (no truncation) while the full line for Algorithm 5.2 (truncation). We can see a typical
behaviour of the truncated algorithm: it starts slowly, tries to find the exact active set and, once
this is found, the algorithm speeds up (for more details, see [48]). However, the total amount
of work (represented in this case by the integral of the convergence curve) to reach the required
accuracy is actually higher for the asymptotically slower algorithm without truncation.
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Figure 5.13: Example 5.5.1, nine refinement levels. Convergence curves (iterations vs log-
arithm of the error) for Algorithm 5.2 with truncation (full line) and Algorithm 5.3 without
truncation (dashed line).
5.6 Conclusions
We have presented a version of the multigrid method for convex optimization problems with
bound constraints and a possible single linear equality constraint. The method only needs
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gradient information, unlike similar published algorithms. We have shown that the projected
gradient method can serve well as a smoother and that only a very small number of pre- and
post-smoothing iterations is needed to obtain an efficient algorithm. The main advantage of the
proposed method is thus in its low computational complexity and low memory requirements.
As an interesting by-product for unconstrained problems, we obtained a first-order method
able to solve large scale problems efficiently and to high accuracy, which is rather untypical in
today’s realm of first-order methods designed to solve very large scale convex problems though
only to some 2–3 digits of accuracy.
The natural question arises about more general constraints. The author devoted significant
effort to the generalization of this method to the topology optimization problem (6.35), a convex
problem with bound constraints and a single linear equality constraint; however, with two kinds
of variables that need to discretized and prolong/restrict on different discretization levels leads
to major technical difficulties ( explained in more details in the section 7.2). So at the time
of writing this approach, we think that more complex constraints could be better handled by
traditional optimization methods (SQP or interior point) and multigrid could then be used for
the solution of resulting linear systems.
Nevertheless, the class of unconstrained and bound-constrained convex optimization problems
is very large and we believe that the presented method, whenever applicable, is one of the most
efficient approaches to their solution.
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CHAPTER 6
STRUCTURAL OPTIMIZATION PROBLEM
6.1 Linear elasticity
As we will describe in the next section, the goal of topology optimization is to determine the
optimal layout of material in a given domain subject to prescribed loading conditions along
with constraints on the amount of available material. Therefore, an understanding of elastic
bodies subject to deformation and stress is essential in order to provide a suitable description
of the problems that we look to solve. This section provides a number of definitions and theory
from the field of linear elasticity, describing a linear relationship between stress and strain as a
result of applied loads. We begin with describing a number of standard concepts as follows.
Definition 6.1. (Lipschitz Domain)
Assume Ω ⊂ Rd is an open connected domain. A Lipschitz domain is a domain Ω with a
Lipschitz boundary Γ . We say that Ω has a Lipschitz boundary Γ if there exist nonnegative
real numbers α, β > 0, such that for each point x0 on the boundary Γ , the Cartesian coordinate
system can be rotated and translated to x0, provided that the following statement is satisfied.
Let
Kn−1 = {x ∈ Rn||xi| < α for i = 1, 2, . . . , n− 1},
so that Kn−1 represents an (n − 1)-dimensional open cube. Then for each (x1, . . . , xn) ∈ Γ
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there exists a function a(x1, . . . , xn−1) ∈ Kn−1 such that
a(x1, . . . , xn−1) = xn,
is Lipschitz continuous. Furthermore, all points x = (x1, . . . , xn−1, xn) ≡ (x´, xn) where
x´ ∈ Kn−1 and a(x´) < xn < a(x´)+β are assumed to lie inside Ω, and all the points x = (x´, xn),
where x´ ∈ Kn−1 and a(x´)− β < xn < a(x´), are assumed to lie outside Ω = Ω ∪ Γ.
Definition 6.2. (Unit Outer Normal)
Let Ω a Lipschitz domain and let us use the same notations as in Def. 6.1. The vector v =
(v1, . . . , vn−1, vn) whose components are given by
vi =
1
p
∂a
∂xi
i = 1, . . . , n− 1,
vn = −1
p
,
where
p =
(
1 +
n−1∑
i=1
(
∂a
∂xi
)2)1/2
,
is called the unit outer normal to the boundary Γ .
Theorem 6.1. (Green Theorem)
Suppose that vi are the components of the unit outer normal to the Lipschitz boundary Γ of a
domain Ω, then for u ∈ C1(Ω) we have
∫
Ω
∂u
∂xi
=
∫
Γ
uvidS.
For the proof, we refer the interested reader to [84].
Definition 6.3. (Body Force f )
A body force f represents a force acting throughout the body. By writing f := (f1, ..., fd),
d = 3, with each fi : Ω→ R corresponding to the body force in each coordinate, f amounts to
the density of forces acting on each volume element of the domain Ω. Examples of body force
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include the effects of gravitational pull, internal force and also magnetic force.
6.1.1 Stress tensor
Suppose that Ω0 ⊂ Ω such that Ω0 := Ω0 ∪ Γ0, where Γ0 represents Lipschitz boundary of
Ω0. The stress vector defines the density of the internal forces in the body affecting from the
portion Ω−Ω0 of the body on the portion Ω0 at the point x, Fig.6.1. Furthermore, suppose that
v is the unit outer normal to Γ0 at a point x ∈ Γ0. Then the stress vector depends on the point
x and also the direction of the normal v, which is denoted by t(x,v) and represented in terms
of the stress tensor τ and the normal vector v.
ti(x,v) =
3∑
j=1
vjτji(x), i = 1, 2, 3, (6.1)
where τji(x) denotes a second order tensor at a point x. Therefore, the stress tensor relates
the normal vector v to the stress vector t. In other words, it defines the state of stress at a
point inside a material in the deformed placement or configuration. Furthermore, the tensor τ
is symmetric, i.e. τji = τij for i, j = 1, 2, 3, as shown in [84, p. 24].
Ω
Ω0
t(x,v)
v
x
Figure 6.1: Illustration of stress vector
We proceed now to introduce another classical concept of elasticity known as the strain tensor.
6.1.2 Strain tensor
Informally, a local characterization of the displacement field is needed in order to gain insight
into the resulting deformation inside the body as a result of prescribed loading conditions.
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This can be obtained mathematically by computing the Jacobian matrix of the displacements.
However, for engineering purposes, the deformation in the body is measured by the so called
strain tensor and defined by
eij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, i, j = 1, 2, 3, (6.2)
which is referred as small strain tensor. The elements of eij represent the derivative of the
displacements u. For the interested reader, the derivation of (6.2) can be found in [84, p. 29-
30], where it is shown that the strain tensor amounts to the linear part of the matrix ε with
entries defined as follows
εij =
1
2
[
n∑
k=1
∂uk
∂xi
∂uk
∂xj
+
(
∂ui
∂xj
∂uj
∂xi
)]
, i, j = 1, 2, 3.
This matrix is known as finite strain tensor.
We can follow the strain tensor definition by the generalized Hooke’s law, also sometimes
referred to as the elasticity law. This states that the stress is related to certain derivatives of
displacements, where these derivatives are included in the strain tensor e.
Definition 6.4. (Generalized Hooke’s Law) Hooke’s Law is defined as a linear relation between
the strain tensor e and the stress tensor τ at a point x ∈ Ω. It expresses a mutually proportional
relationship between e and τ and is written mathematically as
τ(u) = E : e(u),
or
τij(u) =
3∑
k,l=1
Eijkleij(u).
This relation does not contain a constant term due to the assumption that the stress tensor
disappears when the strain tensor is equal to zero. The symmetry of the tensors τij and eij leads
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to the following conditions
Eijkl = Ejikl, Eijkl = Eijlk,
and
Eijkl = Eklij.
If the constants Eijkl are independent of the choice of the coordinate system, the material is
said to be isotropic, otherwise the term anisotropic is used. For this thesis we only consider
the farmer case, namely isotropic methods for which we present the following theorem. In this
case
Eijkl := λδijδkl + µ(δikδjl + δilδjk), 1 6 i, j, k, l 6 3.
As before, δij represents the Kronecker delta and λ, µ > 0 are the Lame´ elasticity coefficients.
Theorem 6.2. For isotropic material the generalized Hooke’s law is represented as
τij(x) = λ(x)δijϑ(x) + 2µ(x)eij(x), (6.3)
where
ϑ(x) =
3∑
i=1
eii(x).
Proof. For the proof, see [84, p. 44].
In engineering, instead of Lame´ coefficients λ and µ, Young’s modulus Y and Poisson’s ratio
σ are more commonly used. They are derived in [84, pp. 49-50] as
λ =
Y σ
(1 + σ)(1− 2σ) , µ =
Y
2(1 + σ)
.
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6.1.3 Equations of equilibrium
Linear elasticity under the conditions of equilibrium reads
div(τ) + f = 0 in Ω,
in which the total forces must sum to zero over the whole domain. Namely, the conditions of
equilibrium for the applied forces fi, i = 1, 2, 3 on the sphere Bh ⊂ Ω of radius h centered at
a point x0 ∈ Ω gives
∫
Bh
fidx+
∫
Γ
ti(x,v(x))dΓ = 0, (6.4)
where Γ := ∂Bh (Lipschitz boundary of the sphere Bh) and we substitute for ti(x,v(x)) from
(6.1). By applying Green’s theorem (Theorem 6.1), we obtain that
∫
Bh
fidx+
∫
Bh
∂τji
∂xj
dx =
∫
Bh
(
fi +
∂τji
∂xj
)
dx = 0. (6.5)
The equation (6.5) is divided by the volume of the sphere Bh and takes the limit as h→ 0. On
account of the continuity of the integrand, for any x0 ∈ Ω, this yields the so-called equations
of equilibrium as follows:
∂τji
∂xj
(x0) + fi(x
0) = 0, i = 1, 2, 3. (6.6)
Equivalently,
div(τ) = −f in Ω. (6.7)
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6.1.4 Lame´ equations
We can obtain the Lame´ equations directly from the equations of equilibrium (6.6), with fi ∈
C1(Ω), after substituting the generalized Hooke’s law (6.3) for isotropic material and the strain
tensor (6.2). Mathematically speaking, for λ ∈ C1(Ω), µ ∈ C1(Ω) and the displacements
ui ∈ C2(Ω), we obtain the following equations
∂
∂xj
(λϑδij) +
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
+ fi = 0,
or
∂
∂xj
(λϑ) +
∂
∂xj
(
µ
∂ui
∂xj
)
+
∂
∂xj
(
µ
∂uj
∂xi
)
+ fi = 0, i = 1, 2, 3. (6.8)
Equations (6.8) are known as the general Lame´ equations. Moreover, if we assume that λ and
µ are constants, then (6.8) maybe presented as
(λ+ µ)
∂ϑ
∂xi
+ µ4ui + fi = 0, i = 1, 2, 3, (6.9)
where4ui = ∂2ui∂xj2 , ϑ =
∂uj
∂xj
= div(u), and ∂ϑ
∂xi
=
∑3
j=1
∂2uj
∂xi∂xj
= 5div(u).
The equations (6.9) hold for an isotropic material and are referred to as the Lame´ equations.
Equivalently, equation (6.9) can be written as follows
(λ+ µ)(5div(u))T + µ4u = −f in Ω. (6.10)
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6.1.5 The classic formulation of basic boundary value problems of elas-
ticity
Consider the domain Ω with a continuously differentiable boundary Γ , with µ, λ ∈ C1(Ω)
and ui ∈ C2(Ω). We can take the general Lame´ equations (6.8) into account and find the
displacement u that solves these equations with boundary conditions. There are three types of
boundary value problem as follows:
(a) First Basic Boundary Value Problem
Let the boundary Γ be subjected to the boundary forces t := (t1, t2, t3), ti ∈ C(Γ ), i =
1, 2, 3. Thus, we bring about the stress vector (6.1),
τij(x)vj(x) = ti(x), x ∈ Γ.
Using Definition (6.4), we use Hooke‘s law for isotropic material in order to yield the first
basic boundary equation
λϑvi + 2µeijvj = ti x ∈ Γ, (6.11)
which includes both the general Lame´ equations (6.8) and also the boundary condition
(6.11). Consequently, we look for ui ∈ C1(Ω)∩C2(Ω), i = 1, 2, 3, in which the equations
(6.8) and (6.11) are satisfied.
(b) Second Basic Boundary Value Problem
In this case, if the prescribed displacements are located on the boundary Γ , then the bound-
ary condition is written as follows:
u(x) = g(x), x ∈ Γ and gi ∈ C(Γ ). (6.12)
Then, the aim is to find ui ∈ C1(Ω) ∩ C2(Ω), i = 1, 2, 3, that satisfy (6.8) and (6.12).
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(c) Mixed Basic Boundary Value Problem
Let the boundary Γ consist of two parts ΓD (Dirichlet boundary) and ΓN (Neumann bound-
ary), or
Γ = ΓD ∪ ΓN .
That is to obtain ui ∈ C1(Ω ∪ ΓD) ∩ C(Ω ∪ ΓN) ∩ C2(Ω), i = 1, 2, 3, which are on the
Neumann boundary to satisfy (6.11) (Neumann condition), and on the Dirichlet boundary
to satisfy (6.12) (Dirichlet condition), where ti ∈ C(ΓN), gi ∈ C(ΓD), i = 1, 2, 3.
Now we can introduce the classic formulation of the basic boundary value problem of elasticity
(CFE)
Find u ∈ C1(Ω)d such that
div(τ) = −f in Ω, equilibrium equation (6.13)
τ.v = t(x), x ∈ ΓN Neumann boundary condition (6.14)
u(x) = g(x), x ∈ ΓD and gi ∈ C(Γ ) Dirichlet boundary condition (6.15)
τ = E : e(u) Hook’s law. (6.16)
We can substitute Hook’s law in (6.13) and (6.14) to obtain a formulation in displacements only
(CFE): Find a displacement field u ∈ C1(Ω)d such that,
div(E : e(u)) = −f in Ω
(E : e(u)).v = t(x) x ∈ ΓN ,
u(x) = g(x), x ∈ ΓD.
(6.17)
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6.1.6 Korn‘s Inequality
Korn‘s inequality is of fundamental importance when analyzing both linear and nonlinear elas-
ticity problems, [84].
Rigid Body movement: In a non deformed body, in which eij = 0, a displacement represents
a rigid body rotation and translation. This statement is clarified in the next theorem.
Theorem 6.3. Let u ∈ [H1(Ω)]3,Ω ⊂ R3. Then eij(u) = 0; i, j = 1, 2 if and only if u =
a+B × x. Here a ∈ R2 and B represents a rotation matrix.
Denote by
P = {v ∈ [H1(Ω)]3 |v = a+B × x}, (6.18)
a finite dimensional and closed subset in [H1(Ω∗)]3, Ω∗ ⊂ Ω. Now, we can introduce the Korn‘s
Inequality definition.
Theorem 6.4. Let V define a closed subspace of [H1(Ω)]3 such that [H10 (Ω)]3 ⊂ V ⊂ [H1(Ω)]3.
Let PV = P ∩ V and let QV represent the orthogonal complement of PV in V . Then for any
v ∈ QV the following Korn’s inequality holds
∫
Ω
eij(v)eij(v)dΩ > c‖v‖2.
The proof is given in [84, p.79].
6.1.7 Variational formulation of the elasticity problem
A standard approach used when attempting to determine solutions to (6.17) is to consider dis-
cretization method based on an appropriately defined weak formulation. The linear forms
within the resulting variational problem (as equation) require suitable function spaces in or-
der to describe results with regard to existence and uniqueness of solutions. One of the most
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benefits of following this approach is that existence theorems for weak solutions will typically
be valid under more realistic assumptions than associated theory related to the classical formu-
lation. The suitable function spaces that we require weak solutions to belong to are Sobolev
spaces Hk(Ω) as presented in Definition (2.14). we define solution and test spaces based on
prescribed data for the Dirichlet boundary as follows
V := {u ∈ (H1(Ω))d|u = g on ΓD}, d = 1, 2, 3, (6.19)
V0 := {v ∈ (H1(Ω))d|v = 0 on ΓD}, d = 1, 2, 3, (6.20)
Definition 6.5. A function u ∈ V is defined as a weak solution [84, pp. 87] of the model
problem (6.17) of elasticity if
u− g ∈ V0 (6.21)∫
Ω
[e(u) : E : e(v)]dx =
∫
Ω
fividx+
∫
ΓN
tividΓ for all v ∈ V0, (6.22)
where g represents boundary data.
We shall explain the means of obtaining the weak solution of the boundary value problem of
elasticity. Clearly, the condition (6.21) means that u = g ∈ ΓD. By multiplying both sides of
the equilibrium equation (6.13) by v ∈ V0 and integrating over Ω we have
∫
Ω
(div(τ))vdx = −
∫
Ω
fvdx. (6.23)
By applying Green’s first formula on the left hand side of (6.23) we arrive at
∫
Ω
(div(τ))vdx = −
∫
Ω
τ : e(v)dx+
∫
Γ
(τ.v)vdS. (6.24)
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By substituting (6.24) in (6.23) we obtain:
−
∫
Ω
τ : e(v)dx+
∫
Γ
(τ.v)vdS = −
∫
Ω
fvdx. (6.25)
If we are given homogeneous Dirichlet boundary conditions, i.e. g = 0 on ΓD, we are led to
the weak formulation of elasticity (WFE)
∫
Ω
[e(u) : E : e(v)]dx =
∫
ΓN
tvdS +
∫
Ω
fvdx for all v ∈ V0. (6.26)
We bring this into the generic form of a weak formulation, a variational formulation of the
elasticity problem can be written in the following form:
Find a function u ∈ V0 such that
aE(u, v) = (l, v) for all v ∈ V0, (6.27)
here aE(u, v) is the energy bilinear form aE(u, v) : V0 × V0 → R for an arbitrary virtual
displacement v defined as
aE(u, v) :=
∫
Ω
e(u) : E : e(v)dx,
with
l(u) :=
∫
ΓN
tudS +
∫
Ω
fudx,
(6.28)
defining the load linear form.
6.1.8 Existence and uniqueness of solutions to variational formulation of
the elasticity problem
One can show the existence and uniqueness of the weak solution to the variational formulation
VFE of the elasticity problem. That is, under some assumptions, first on the material tensor
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E; i.e. at each point E is positive semi definite and in L∞. Next on continuous dependence of
the solution on the given data (u, F, f ) such that u = 0 on the boundary Γ = ∂Ω. Then the
following Theorem can be stated as
Theorem 6.5. Under the assumption we mentioned earlier, the VFE always has a solution
u ∈ V0. Furthermore, this solution is unique.
Proof. See [84, p.91], Theorem 7.2.3.
6.2 Structural Optimization Problem
The aim of structural optimization is to provide a mathematical framework for engineering
design problems, resulting in an optimal structure satisfying a number of given constraints.
The focus of optimization for such problems involves minimization of so-called compliance,
or (equivalently) maximization of stiffness. Depending on the focus of optimization, the design
variables may represent material properties which, in certain cases, leads to areas of void within
Ω (as is the case for topology optimization). The discipline of topology optimization offers
challenging problems to researchers working in large scale numerical optimization. The results
are essentially colors of pixels in a 2d or 3d “pictures”. Hence, in order to obtain high-quality
results, i.e., fine pictures capturing all details, a very large number of variables is essential.
For a general overview on the field of structural topology optimization, we refer to the survey
article by Rozvany et al. [94], and the monograph by Bendsøe and Sigmund [9].
We begin by considering a bounded elastic domain Ω ∈ Rd where d ∈ {2, 3} with a Lipschitz
boundary Γ . Recalling related principles from elasticity theory presented earlier in this Chapter,
we denote by e, τ andE the small strain (6.2), the stress (6.4) and elasticity tensor, respectively.
Using these notations, we consider a general formulation of the structural optimization problem
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to introduce various aspects of structural design problem, which reads as
inf
ρ,α
sup
u∈V
−1
2
∫
Ω(α)
ρpe(u) : E : e(u)dx+
∫
ΓN
t.udx, (6.29)
where ΓN ⊂ Γ and [H10 (Ω)]d ⊂ V ⊂ [H1(Ω)]d.
We can obtain the so-called shape optimization problem for differing α and fixed remaining
parameters p, E, and ρ. However, for fixed α, the structural optimization leads to different
classes of topology optimization problems for selective choices of p, E and d.
• By setting p > 1 and letting E denote an elasticity tensor of isotropic material, we arrive
at the so-called solid Isotropic Material with penalization (SIMP) [10], which nowadays
is widely popular among engineers.
In this problem, the parameter ρ plays the role of artificial density. With increasing
p, the optimal density tend to either the upper bound (full material E) or to the lower
bound (void). Thus, one can use this approach when trying to avoid areas of intermediate
density, as well as the presence of anisotropic materials in the optimal structure.
• The variable thickness sheet (VTS) [10,88] arises in the case where p = 1, E denotes an
isotropic elasticity tensor, and d = 2, which can be viewed as a particular case of SIMP
formulation presented above where, ρ corresponds to thickness of a two dimensional
isotropic elastic body.
• The free material optimization (FMO) problem [10, 121] is obtained by by setting p = 1
and E(x) ∈ S+, wher S+ denotes the space of symmetric positive definite matrices of
proper dimesion. The design variable is the elastic stiffness tensor E which is a function
of the space variable x,for example see [11]. Originally the design variables in FMO are
all elements of the elasticity tensor. The optimalE can be reconstructed from the optimal
ρ and u.
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Furthermore, there are two more approaches that do not fit into the above formulation. These
are the topological derivative [103] and the level-set method [112].
In this work the concentration will be on the variable thickness sheet problem which, under the
parameters as described, results in the following saddle point problem.
a(u, ρ) := inf
ρ∈H
sup
u∈V0
−1
2
∫
Ω
ρe(u) : E : e(u)dx+
∫
ΓN
t.udx,
H =
{
ρ ∈ L∞(Ω) | 0 6 ρ 6 ρ(x) 6 ρ <∞,
∫
Ω
ρ(x)dΩ 6 V
}
V0 := {v ∈ (H1(Ω))2|v = 0 on ΓN}
(6.30)
6.2.1 Existence and Uniqueness of Variable Thickness Sheet
Proof of existence of solutions to the VTS problem was presented in 1970 by Ce´a and Malanowski
[23]. In their work a(u, ρ) corresponded to an elastic membrane with strictly positive lower
thickness ρ > 0. This is inferred from the property that the admissible thickness function ρ
belongs to a bounded, closed and weak* compact set in L∞(Ω) and also the property that the
compliance is a lower weak*-semi-continuous function, as it is a function of ρ given through
the equilibrium equations [10, p.272].
We can illustrate existence of solutions to the formulation (6.30) by using the following theorem
Theorem 6.6. Problem (6.30) has an optimal solution (ρ∗, u∗) ∈ L∞(Ω)× V0
Proof. Any saddle point of (6.30) corresponds to a solution of (6.30). Such a saddle point
exists according to [24] if we can guarantee that
1. The setH is convex and weak* compact.
2. a(ρ, .) is convex and continuous on V0 for all ρ ∈ H,
3. a(., v) is concave and continuous on L∞(Ω)-weak* for all v ∈ V0.
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4. a(ρ, v) is coercive on V0 for ρ ∈ L∞(Ω).
The first condition follows from the fact that the admissible thickness function ρ belongs to a
closed and bounded and thus weak* compact set in L∞ therefore satisfying (1). Conditions (2)
and (3) hold trivially due to the fact that a(ρ, .) is continuous and quadratic in terms of v, and
a(., v) is linear in ρ if v is constant, respectively. Finally, the proof of (4) is based on Korn‘s
inequality (6.4), with the proof given in [84, p.85].
It can be noticed that, for ρ > 0 almost everywhere in Ω, the minimum compliance problem
has a unique solution u ∈ V0. However, for ρ ∈ H there might be several solutions or none.
6.2.2 Discretization of Variable Thickness Sheet Problem
We now give a brief introduction to the discretization of the problem. Assume that Ω consists
of m disjoint simplices. By m we denote the number of finite elements and by n the number
of nodes (vertices of the elements). The function ρ(x) is assumed to be constant in each el-
ement and thus can be characterized by a vector ρ = (ρ1, ..., ρm) of its element values. We
approximate the displacement vector u(x) by a continuous function which is bi-linear (linear
in each coordinate) on every element. Such a function is given as uh =
∑n
i=1 φiui where ui
and φi denote the respective values of u ∈ Rd.n and φ at the i-th node. For the interested reader,
further details maybe found in [26].
With the basis functions ϕj, j = 1, ..., nk, we define (3×2) matrices corresponding to the linear
strain tensor in R2, namely
B̂j :=

∂ϕj/∂x 0
0 ∂ϕj/∂y
1
2
∂ϕj/∂y
1
2
ϕj/∂x
 , j ∈ Di, (6.31)
whereDi denotes an index set of nodes belonging to the i-th finite element. By ng we define the
number of Gauss integration points in each element. We denote by Bi,k the block matrix that
137
is composed of (3× 2) blocks B̂j at the j-th position j ∈ Di (computed at the k-th integration
point) and zero elsewhere. Consequently, the full dimension of Bi,k is (3× 2n).
The global stiffness matrix K is a linear combination of element stiffness matrices Ki defined
as,
K(ρ) =
m∑
i=1
ρiKi, Ki =
ng∑
k=1
BTi,kEBi,k.
Based on this definition, the discretization of the problem (6.29) can be presented as
inf
0 6 ρi 6 ρ,∑m
i=1 ρi 6 V
sup
u∈R2n
Π(ρ, u) := −1
2
m∑
i=1
ρi(Kiu, u) + (f, u).
(6.32)
The minimum compliance problem can also be formulated from the above problem as
min
u,ρ
1
2
fTu
subject to
0 6 ρi 6 ρ, i = 1, ...,m
m∑
i=1
ρi 6 V
K(ρ)u = f.
(6.33)
This problem depends on the so called variational principle as presented in [67]. For a given
ρ, the displacement u satisfying the equilibrium equation K(ρ)u = f corresponds to a mini-
mizer of Π(ρ, u). The compliance fTu is finite if and only if Π(ρ, .) is bounded above,when
fTu = maxu Π(ρ, u).
In the next section, we introduce theory asserting weak convergence for finite element solu-
tions. We omit the presentation of the convergence analysis for the associated finite element
discretization of variable thickness sheet problem since this is discussed and analyzed by Pe-
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tersson in [89].
6.2.3 Weak Convergence Result
Following [42], the rather weak and general assumptions for the displacement approximation
are stated as follows
(i) For any sequence {uh} such that uh ∈ Vh0 and uh → u weakly in H1(Ω), it satisfies that
u ∈ V0.
(ii) Let a set χ ⊂ V0 exists such that χ = V0, χ is the H1(Ω) closure of χ, and there exists
an interpolation operator pih : χ→ V0h such that pihu→ u strongly in H1(Ω) as h→ 0+
∀u ∈ χ.
The assumptions (i) and (ii) are satisfied for almost all classic appropriate finite element inter-
polations [89]. Therefore it is expected that the finite element solutions hold for any element
type, which has conformed in the displacement analysis problem, when it is integrated with
constant thickness approximation for an element [89].
Theorem 6.7. Let (u∗h, ρ∗h) ∈ Vh0 × Hh as h → 0 and suppose that (i) and (ii) are satisfied.
Then there exists a subsequence, indicated again by (u∗h, ρ
∗
h) with elements (u
∗, ρ∗) ∈ V0 ×H
such that
u∗h → u∗, weakly in H1(Ω),
and
ρ∗h → ρ∗, weakly∗ in L∞(Ω).
If ρlow > 0 and any such limit pair belongs to V0 × H, then the convergence of the whole
sequence {u∗h} holds strongly in H1(Ω) to the unique u∗ ∈ V0.
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Furthermore, the weak* convergence of ρ∗h to ρ
∗ in L∞(Ω) means that
∫
fρ∗h →
∫
fρ∗, ∀f ∈ L1(Ω), (6.34)
and the result of this could be a sequence of discrete thickness solutions that may exploit oscil-
latory behavior with an increasingly refined FE mesh , even when there is a unique and smooth
exact optimal thickness. However, useful information can still be extracted from this result.
In particular, if ρlow > 0 then the rapid oscillations are restricted to appear only in the region
where the optimality condition is active.
In [89], Petersson showed the existence of solutions of the discretized variable thickness sheet
problem and extended the mathematical analysis of mixed FEM of Stokes flow problem to
prove strong FE-convergence, existence and the convergence of the variable thickness sheet
problem. Furthermore, with reference to [102], one can expect solutions to be mesh indepen-
dent, without the necessity of introducing restriction methods (such as a perimeter control), in
more general step SIMP setting of p > 1.
6.2.4 Minmax formulation of the variable thickness sheet problem
The minimum compliance problem presented in (6.33) is not only nonconvex in variables (u, ρ)
due to the equilibrium equations presented in the third constraint but is also inherently large
scale. Both of these concerns can be addressed by considering two approaches, both of which
result in equivalent convex programming problems.
The first approach involves using the equilibrium equation to eliminate u by writing u =
A−1(ρ)f . Here we need to assume that ρ > 0 to ensure that the stiffness matrix is nonsin-
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gular, which results in the following convex formulation in the variable ρ only
min
ρ
fTA−1(ρ)f
subject to:
m∑
i=1
ρi 6 1,
0 < ρ 6 ρi 6 ρ.
(6.35)
The convexity is a consequence of the positive definiteness of the matrix A−1(ρ) and the set of
constraints for a suitable choice of lower bound ρ is nonempty, convex and compact, see [10,
pp.272-274].
The second approach involves deriving the dual formulation of (6.35) in terms of the variable
u only. This result in an unconstrained problem and includes the minimization of a nondif-
ferentiable function F (u, ). This function is defined based on a summation of terms, with
each term determined based on the maximum of two convex quadratic functions. The resulting
formulation reads as follows
min
u∈Rn,λ∈R
{
F (u, λ) := λV − fTu+
N∑
e=1
max
{
(
1
2
uTAeu− λ)ρ, (1
2
uTAeu− λ)ρ
}}
. (6.36)
which can be viewed in a similar manner to the solution of truss topology design problem [8].
Here, we note that the objective function F (u, λ) is a nonsmooth convex function, with the
relationship between the original problem (6.33) and (6.36), denoted respectively by (P ) and
(D), is given in the latter theorem [8].
In the case where only a zero lower bound is imposed on the densities (i.e. free upper bound),
the resulting problem (denoted (D)s) is simplified to
min
u∈Rn
max
i=1,...,m
{V
2
uTAiu− fTu}, (6.37)
where each term uTAiu corresponds the energy of the element number i.
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Thus we can write (6.37) as the following quadratically constrained minimization problem:
min
α∈R,u∈Rn
α− fTu
subject to
V
2
uTAiu− fTu > 0 i = 1, ...,m,
(6.38)
Theorem 6.8. The solution of the minimization problem (P ) equals the minimization of (D)
multiplied by −1, or
min(P ) = −min(D).
The proof is omitted, but can be found in [8].
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CHAPTER 7
PRIMAL-DUAL INTERIOR-POINT
MULTIGRID METHOD FOR TOPOLOGY
OPTIMIZATION
7.1 Introduction
In this chapter, an interior point method for the structural topology optimization is proposed.
The linear systems arising in the method are solved by the conjugate gradient method precon-
ditioned by geometric multigrid. The resulting method is then compared with the so-called
optimality condition method, an established technique in topology optimization. This method
is also equipped with the multigrid preconditioned conjugate gradient algorithm. We conclude
that, for large scale problems, the interior point method with an inexact iterative linear solver
is superior to any other variant studied in the Chapter.
In this chapter we only consider the discretized, finite dimensional topology optimization prob-
lem as it given in the previous chapter. For its derivation and for general introduction to topol-
ogy optimization, see, e.g., [10].
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We will consider the basic problem of topology optimization (6.33): minimization of compli-
ance under equilibrium equation constraints and the most basic linear constraints on the design
variables:
min
ρ∈Rm, u∈Rn
1
2
fTu (7.1)
subject to
K(ρ)u = f
m∑
i=1
ρi = V
ρi > 0, i = 1, . . . ,m
ρi 6 ρ, i = 1, . . . ,m
where K(ρ) =
∑m
i=1 ρiKi, Ki ∈ Rn×n and f ∈ Rn. We assume that Ki are symmetric and
positive semidefinite and that
∑m
i=1 Ki is sparse and positive definite. We also assume that the
data V ∈ R and ρ ∈ R is chosen such that the problem is strictly feasible. For further reference,
we will call the design variable ρ the density.
The most established and commonly used optimization methods to solve this problem are the
Optimality Conditions (OC) method ( [10, p.308]) and the Method of Moving Asymptotes
(MMA) by Svanberg [106]. In both methods, the computational bottleneck consists of the
solution of a large scale linear system with a sparse symmetric positive definite matrix (the
equilibrium equation). This is traditionally used by a direct solver, such as the Cholesky de-
composition. Recently, several authors proposed the use of iterative solvers, mostly precon-
ditioned Krylov subspace solvers, such as Conjugate Gradients (CG), MINRES or GMRES.
These have one big advantage which is specific for their use within optimization algorithms:
in the early (or even not-so-early) stages of the optimization method, only a very low accuracy
of the linear solver is needed. They also have one big disadvantage: in the late stages of the
optimization method, the linear solvers become very ill-conditioned and thus a vanilla iterative
method can come into extreme difficulties.
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It is therefore essential to use a good preconditioner for the Krylov subspace method. The
difficulty lies in the fact that as we approach the optimal solution of the topology optimization
problem, the condition number of the stiffness matrices increases significantly. In fact, it is only
controlled by an artificial lower bound on the variable—if this bound was zero, the stiffness ma-
trix would be singular. Wang et al. [113] studied the dependence of the condition number on the
variables and concluded that it is a combination of the ratio of maximum and minimum density
and the conditioning of a corresponding problem with constant density. Consequently, they pro-
posed a rescaling of the stiffness matrix combined with incomplete Cholesky preconditioner.
The rescaling results in constant order of condition number during the optimization iterations.
For large scale example still hundreds of MINRES iterations are needed and hence the authors
use recycling of certain Krylov subspaces from previous iterations of the optimization method.
Recently, Amir et al. [3] proposed a multigrid preconditioner for the systems resulting from OC
or MMA methods and demonstrated that the resulting linear system solver keeps its efficiency
also for rapidly varying coefficient of the underlying PDE, i.e., rapidly varying ρ in (7.1).
While OC and MMA methods are the most popular methods in topology optimization, they
may not be the most efficient. The basic problem (7.1) is convex (more exactly, it is equivalent
to a convex problem) and we may thus expect interior point methods to be highly efficient (see,
e.g., [118]). Indeed, Jarre et al. [64] proposed an interior point method for the truss topology
optimization problem that is equivalent to the discretized problem (7.1), with the exception
that the stiffness matrix may be dense. They reported high efficiency of the method and ability
to solve large scale problems; they also proved convergence of the proposed method. Maar
and Schulz [76] studied interior point methods for problem (7.1) with sparse stiffness matrices
and proposed to use a multigrid preconditioner for the GMRES method to solve the arising
indefinite linear systems.
A new comprehensive numerical study of optimization methods for topology optimization can
be found in [93]. The authors compare the efficiency of different methods, including general
purpose optimization solvers such as SNOPT [41].
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In this chapter we follow the path outlined by Jarre et al. [64] and by Maar and Schulz [76].
We use the same interior point method as in [64] and, unlike in [76], reduce the linear systems
to obtain positive definite matrices. This allows us to use standard conjugate gradient method
preconditioned by standard V-cycle multigrid. We further use the same linear solver in the OC
method (in the same way suggested in [3]) to get a comparison with our interior point method.
We will see that in both cases the inexact multigrid preconditioned CG method leads to a very
efficient optimization solver. Most notably, in case of the interior point method we obtain an
approximately constant number of CG iterations needed to solve the full problem which is
independent of the size of the problem. In case of the OC method, the total number of OC
iterations is increasing with the problem size; however, for a given problem size, the number
of CG steps per one linear systems remains almost constant, and very low, in all OC iterations,
notwithstanding the condition number of the stiffness matrix.
7.2 Can direct multigrid from Chapter 5 be used for topol-
ogy optimization problem?
The natural question arises about using direct multigrid from Chapter 5 for more general prob-
lems, in particular, for the solution of the problem (7.1). The author devoted significant effort
to the generalization of this method to handle this problem by reformulating the problem anal-
ogously to those problems solved in Chapter 5. As a convex problem in ρ only with a single
equality constraint and bound constraints on ρi, see equation (6.35).
However, with two kinds of variables ρ and u that need to be discretized and prolonged/restricted
on different discretization levels with two different prolongation/restriction operators this seems
to be not an easy task. Namely, the variables u and ρ are defined, respectively, as node-based
and element-based and it turns out that the interplay of these two kinds of discretization brings
major technical difficulties, in particular, with upper and lower bounds on the thicknesses of
elements. For instance, how to treat bounds on ρ, ρ 6 ρi 6 ρ ? If we have part of the fine
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mesh Figure 7.1, which contains variable on upper bound ρ, on lower bound ρ and in between
ρi, after restriction, we can take the average but then the prolonged correction will again be
the average. But, it needed to keep the variables which are on the upper bounds (active con-
straints) to stay on these bounds after the correction step. The question is how to define the
restriction/prolongation operator in this case? As it is, the correction would have to be zero.
We tried to avoid this by applying slope constraints on the thickness variables, that is by en-
forcing pointwise bounds on the density slopes, for more details see Petersson et al. [90]. But
then theses difficulties are just postponed to coarser meshes. Perhaps the remedy is to have the
ρ variables associated with nodes not with elements and use linear basis functions for ρ and
quadratic for displacements u. Then the restriction/prolongation operator will be defined for
linear and quadratic elements.
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Figure 7.1: Prolongation (P) and restriction (R) for a part of a fine mesh
Further effort was made to generalize the proposed method to the nonsmooth unconstrained
formulation of topology optimization. This can be obtained by deriving the dual formulation
of (7.1) in terms of the variable u only, the resulting formulation reads as follows
min
u∈Rn,λ∈R
{
F (u, λ) := λV − fTu+
N∑
i=1
max
{
(
1
2
uTAiu− λ)ρ, (1
2
uTAiu− λ)ρ
}}
, (7.2)
and this analogous to the formulation of truss topology design problem [8]. For example, in
the case where only a zero lower bound is imposed on the densities (i.e. free upper bound), the
resulting problem is simplified to (see [8])
min
u∈Rn
max
i=1,...,m
{V
2
uTAiu− fTu}, (7.3)
where each term uTAiu corresponds the energy of the element number i.
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In literature, there are multigrid methods for nonsmooth unconstrained optimization problems
(NSO), [49, 50]. However all these methods assume that the nonsmooth function is separable,
in particular, a sum of one-dimensional nonsmooth functions (such as
∑ |xi|). This is not our
case, as the function xAix in (7.3) is multivariate.
In these approaches, one needs to find a neighborhood of the given point in which the function
is smooth (Figure 7.2), then the function can be transfered to smooth problem with bounds
xx x
Figure 7.2: Finding bounds on x on a smooth branch of the function.
(x, x), however, this can be done efficiently for one dimensional functions. For the function
(7.3) is as costly as solution of the full problem. Also, it seems that more general constraints
may increase the complexity of the formulas for constraint restriction.
7.3 Newton systems for KKT conditions
Let µ ∈ Rn, λ ∈ R, ϕ ∈ Rm and ψ ∈ Rm denote the respective Lagrangian multipliers
for constraints in (7.1). The Karusch-Kuhn-Tucker (KKT) first order optimality conditions for
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(7.1) can be written as
−Res(1) := K(ρ)u− f = 0 (7.4)
−Res(2) :=
m∑
i=1
ρi − V = 0 (7.5)
−Res(3) := − 1
2
uTKiu− λ− ϕi + ψi = 0, i = 1, . . . ,m (7.6)
ϕiρi = 0, i = 1, . . . ,m (7.7)
ψi(ρ− ρi) = 0, i = 1, . . . ,m (7.8)
ρi > 0, ρ− ρi > 0, ϕi > 0, ψ > 0 (7.9)
We will perturb the complementarity constraints (7.7) and (7.8) by barrier parameters s1, s2 >
0:
−Res(4) := ϕiρi − s1 = 0, i = 1, . . . ,m (7.10)
−Res(5) := ψi(ρ− ρi)− s2 = 0, i = 1, . . . ,m (7.11)
and apply Newton’s method to the system of nonlinear equations (7.4), (7.5), (7.6), (7.10),
(7.11). In every step of the Newton method, we have to solve the linear system

K(x) 0 B(u) 0 0
0 0 eT 0 0
B(u)T e 0 I −I
0 0 Φ X 0
0 0 −Ψ 0 X˜


du
dλ
dρ
dϕ
dψ

=

Res(1)
Res(2)
Res(3)
Res(4)
Res(5)

. (7.12)
Here B(u) = (K1u,K2u, . . . ,Kmu), e is a vector of all ones and
X = diag(ρ), X˜ = diag(ρ− ρ), Φ = diag(ϕ), Ψ = diag(ψ)
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are diagonal matrices with the corresponding vectors on the diagonal.
Because the last two equations only involve diagonal matrices, we can eliminate dϕ and dψ:
dϕ = X
−1(Res(4) − Φdt) (7.13)
dψ = X˜
−1(Res(5) −Ψdt) . (7.14)
This will reduce the system (7.12) to

K(x) 0 B(u)
0 0 eT
B(u)T e −(X−1Φ + X˜−1Ψ)


du
dλ
dρ
 =

Res(1)
Res(2)
R˜es
(3)
 (7.15)
with
R˜es
(3)
= Res(3) −X−1Res(4) + X˜−1Res(5) .
We can now follow two strategies. Firstly, we can solve the system (7.15) as it is, i.e., an
indefinite system of dimension m + n + 1. To simplify things, we can still eliminate the
multipliers ϕ and ψ as
ϕi = s1/ρi, ψi = s2/(ρ− ρi), i = 1, . . . ,m
to get 
K(x) 0 B(u)
0 0 eT
B(u)T e −(s1X−2 + s2X˜−2)


du
dλ
dρ
 =

Res(1)
Res(2)
R˜es
(3)
 . (7.16)
Remark. System (7.16) could be obtained directly as a Newton system for optimality condi-
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tions of the following “penalized” problem with penalty parameters s1 and s2:
min
u
1
2
fTu+ s1
m∑
i=1
log ρi + s2
m∑
i=1
log(ρ− ρi)
s.t. K(ρ)u = f,
m∑
i=1
ρi = V ;
see, e.g., [118, Ch.19.1].
Secondly, we can further reduce the Newton system (7.15). As the (3,3)-block matrix in (7.15)
is diagonal, we will compute the Schur complement to the leading block to get
Z
du
dλ
 = Res(Z) , (7.17)
with
Z =
K(x) 0
0 0
+
B(u)
eT
 (X−1Φ + X˜−1Ψ)−1 [B(u)T e] (7.18)
and
Res(Z) =
Res(1)
Res(2)
+
B(u)
eT
 (X−1Φ + X˜−1Ψ)−1R˜es(3) . (7.19)
The remaining part of the solution, dρ, is then computed by
dρ = (X
−1Φ + X˜−1Ψ)−1
(
R˜es
(3) −BTRes(1) − eRes(2)
)
. (7.20)
7.4 Interior point method
Once we have derived the Newton systems, the interior point algorithm is straightforward (see,
e.g., [118, Ch.19]). The details of the single steps of the algorithm will be given in subsequent
paragraphs.
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7.4.1 The algorithm
Denote z = (u, λ, ρ, ϕ, ψ)T . Set ρi = V/m, i = 1, . . . ,m, u = K(ρ)−1f , λ = 1, ϕ = e, ψ =
e. Set s1 = 1, s2 = 1, σs1 , σs2 ∈ (0, 1). Do until convergence:
1. Solve either system (7.15) or (7.17) and compute the remaining components of vector d
from (7.12).
2. Find the step length α.
3. Update the solution
z = z + αd .
4. If the stopping criterium for the Newton method is satisfied, update the barrier parameters
s1 = σs1 · s1, s2 = σs2 · s2 .
Otherwise, keep current values of s1 and s2.
Return to Step 1.
7.4.2 Barrier parameter update
We use a fixed update of both parameters s1 and s2 with
σs1 = σs2 = 0.2 .
This update leads to long steps and, consequently, small number of interior point iterations. The
value of the update parameter is a result of testing and leads, in average, to the smallest overall
number of Newton steps. A more sophisticated version of the algorithm, with an adaptive
choice of the barrier parameters s1 and s2 can be found in [64].
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7.4.3 Step length
We cannot take the full Newton step
znew = z + d
because some variables could become infeasible with respect to the inequality constraints (7.9).
We thus need to shorten the step in order to stay strictly feasible with some “buffer” to the
boundary of the feasible domain. A simple step-length procedure is described below (see also
[118, Ch.19.2]).
Find αl such that ρi + (dρ)i > 0 for i ∈ {j : (dρ)j < 0} and αu such that ρi + (dρ)i < ρ for
i ∈ {j : (dρ)j > 0} using the following formulas:
αl = 0.9 · min
i:(dρ)i<0
{
− ρi
(dρ)i
}
, αu = 0.9 · min
i:(dρ)i>0
{
ρ− ρi
(dρ)i
}
.
The constant 0.9 guarantees the shortening of the step in the interior of the feasible domain.
Now take the smaller of these numbers and, in applicable, reduce it to 1:
α = min{αl, αu, 1} .
A more sophisticated (and complicated) line-search procedure is described in [64].
It is worth noticing that for a properly chosen initial barrier parameter and its update, the step-
length reduction is almost never needed; this was, at least, the case of our numerical examples
and our choice of the parameters.
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7.4.4 Stopping rules
Following [64], we terminate the Newton method whenever
‖Res(1)‖
‖f‖ +
‖R˜es(3)‖
‖ϕ‖+ ‖ψ‖ 6 τNWT.
The full interior point method is stopped as soon as both parameters s1 and s2 are smaller than
a prescribed tolerance:
max{s1, s2} 6 τIP . (7.21)
In our numerical experiments, we have used the values τNWT = 10−1 and τIP = 10−8.
Remark 7.4.1. A more established criterium for terminating the interior point algorithm would
be to stop whenever all (scaled) residua are below some tolerance, i.e.,
‖Res(1)‖
‖f‖ +
‖R˜es(3)‖
‖ϕ‖+ ‖ψ‖ +
ϕTρ
‖ϕ‖‖ρ‖ +
ψT (ρ− ρ)
‖ϕ‖‖ρ‖ 6 τIP.
This criterium, however, leads to almost the same results as (7.21), hence we opted for the
simpler and more predictable one.
Remark 7.4.2. The parameter τNWT is kept constant in our implementation, unlike in classic
path-following methods. We will return to this point later in Section 7.10.1.
7.5 Optimality Conditions method
One of the goals of this chapter is to compare the interior point method with the established
and commonly used Optimality Condition (OC) method. We will therefore briefly introduce
the basic algorithm and its new variant. For more details about its derivation and for general
introduction to OC, see [109, pp.57-61]. However, for an overview, we refer to ( [10, p.308])
and the references therein.
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7.5.1 OC algorithm
Assume for the moment that the bound constraints in (7.1) are not present. Then the KKT
condition (7.6) would read as
−uTKiu+ λ = 0 , i = 1, . . . ,m .
(For conveenience, we multiplied λ from (7.6) by −1
2
.) Multiplying both sides by ρi, we get
ρiλ = ρiu
TKiu , i = 1, . . . ,m
which leads to the following iterative scheme:
ρNEWi =
1
λ
ρiu
TKiu , i = 1, . . . ,m .
The new value of ρ is then projected on the feasible set given by the bound constraints. The
value of λ should be chosen such that
∑m
i=1 ρ
NEW
i = V and is obtained by a simple bisection
algorithm. Hence we obtain the following algorithm called the OC method:
Algorithm OC Let ρ ∈ Rm be given such that ∑mi=1 ρi = V , ρ > 0. Repeat until conver-
gence:
1. u = (K(ρ))−1f
2. λ = 10000, λ = 0
3. While λ− λ > τλ
(a) λ = (λ+ λ)/2
(b) ρNEWi = min
{
ρi
uTKiu
λ
, ρ
}
, i = 1, . . . ,m
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(c) ρ = ρNEW
(d) if
∑m
i=1 ρi > V then set λ = λ; else if
∑m
i=1 ρi 6 V then set λ = λ
The value of the bisection stopping criterium τλ has been set to 10−11.
Notice that, due to positive semidefiniteness of Ki, the update in step 3(b) is always non-
negative and thus the lower-bound constraint in the original problem (7.1) is automatically
satisfied.
The basic version of the OC method converges (there are no known counter examples) but
is extremely slow. The reason for this is that, from the very first iterations, the method is
zig-zagging between two clusters of points. However, the following two modifications lead
to a substantial improvement. To the best of our knowledge, the second modification called
Averaged OC is new.
7.5.2 Damped OC
Algorithm DOC Let ρ ∈ Rm be given such that∑ ρi = V , ρ > 0. Repeat:
1. u = (K(ρ))−1f
2. ρNEWi = min
{
ρi
(uTKiu)
q
λ
, ρ
}
, i = 1, . . . ,m
3. ρ = ρNEW
Here q is called the damping parameter; the typical choice is q = 1/2. This version of the
method is widely used among the structural engineers.
7.5.3 Averaged OC
Let us define an operator OC(·) as a result of one step of the standard OC algorithm.
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Algorithm AOC Let ρ ∈ Rm be given such that∑ ρi = V , ρ > 0. Repeat:
1. ρ(1) = OC(ρ)
2. ρ(2) = OC(ρ(1))
3. ρ = 1
2
(ρ(1) + ρ(2))
Numerical experiments suggest that Algorithm AOC is slightly faster than Algorithm DOC.
This modification seems to be new, at least we did not find it in the existing literature.
7.6 Numerical experiments
7.6.1 Example shape1 (Figure 7.6)
Consider an example with 200 finite elements (size of the vector ρ) and 440 degrees of freedom
(size of the vectors f and u). The exact solution (computed to a high precision by an interior
point method) is denoted by ρ∗, the exact objective value by c∗ := fTu. Below we will show
the behaviour of Algorithms OC, DOC and AOC.
The stopping criterion for all algorithms is based on the error in the objective function (com-
pliance), the algorithms are stopped when |c
∗−ck|
|c∗| < 1e − 9 or when the number of iterations
exceeds 1000. The other error that is computed is ‖ρ
∗−ρk‖
‖ρ∗‖ .
The tables below show the iteration history. Here κc = |c∗ − ck|/|c∗ − ck−1| and κρ = ‖ρ∗ −
ρk‖/‖ρ∗ − ρk−1‖ are the “rates of convergence”. In the following tables we use t := ρ.
7.6.1.1 Algorithm OC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 253.47217433
2 233.24746587 2.46e-001 0.6945 4.52e-001 0.9925
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3 230.52437432 2.31e-001 0.9408 3.64e-001 0.8055
4 228.91736820 2.22e-001 0.9629 4.10e-001 1.1265
5 228.02518620 2.18e-001 0.9786 3.62e-001 0.8831
6 227.20043213 2.13e-001 0.9798 4.05e-001 1.1188
7 226.56896077 2.10e-001 0.9842 3.56e-001 0.8789
8 225.95733738 2.07e-001 0.9844 4.02e-001 1.1301
9 225.43710253 2.04e-001 0.9866 3.51e-001 0.8717
10 224.94610469 2.01e-001 0.9871 4.00e-001 1.1395
...
19 221.75671967 1.84e-001 0.9912 3.30e-001 0.8492
20 221.50875407 1.83e-001 0.9928 3.86e-001 1.1699
21 221.22309611 1.81e-001 0.9917 3.27e-001 0.8458
...
99 210.47702091 1.24e-001 0.9957 2.45e-001 0.7614
100 210.40499587 1.24e-001 0.9969 3.20e-001 1.3086
101 210.30553582 1.23e-001 0.9957 2.43e-001 0.7597
...
199 204.52162766 9.22e-002 0.9972 1.91e-001 0.6924
200 204.48849378 9.20e-002 0.9981 2.76e-001 1.4407
201 204.44055943 9.17e-002 0.9972 1.90e-001 0.691
...
499 197.86982900 5.67e-002 0.9983 1.31e-001 0.6241
500 197.86053782 5.66e-002 0.9991 2.09e-001 1.5998
501 197.84281336 5.65e-002 0.9983 1.30e-001 0.6241
...
998 193.14548314 3.14e-002 0.9992 1.47e-001 1.4917
999 193.13679828 3.14e-002 0.9985 9.83e-002 0.6697
1000 193.13208387 3.14e-002 0.9992 1.47e-001 1.4911
As we can see, the method is very slow even for this small example. The zig-zagging is nicely
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seen on the norm ‖t∗ − tk‖. Moreover, although the method is monotone in the objective
function, it is not monotone in the error of the variables.
7.6.1.2 Algorithm DOC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 218.72897274
2 201.87454284 7.80e-002 0.4644 4.04e-001 0.7230
3 194.34554447 3.78e-002 0.4848 2.80e-001 0.6942
4 190.76755024 1.87e-002 0.4950 1.90e-001 0.6790
5 189.07387760 9.68e-003 0.5171 1.31e-001 0.6902
6 188.27402055 5.41e-003 0.5589 9.46e-002 0.7194
7 187.87401806 3.28e-003 0.6054 7.10e-002 0.7505
8 187.65628900 2.11e-003 0.6452 5.51e-002 0.7767
9 187.52944308 1.44e-003 0.6796 4.40e-002 0.7987
10 187.45201932 1.02e-003 0.7122 3.60e-002 0.8184
...
20 187.29101325 1.64e-004 0.8859 1.06e-002 0.9133
40 187.26488433 2.40e-005 0.9167 2.25e-003 0.9290
60 187.26120697 4.39e-006 0.9195 5.06e-004 0.9270
80 187.26053907 8.27e-007 0.9201 1.08e-004 0.9245
100 187.26041363 1.57e-007 0.9203 2.20e-005 0.9229
120 187.26038985 2.98e-008 0.9204 4.37e-006 0.9219
140 187.26038532 5.67e-009 0.9203 8.54e-007 0.9213
160 187.26038446 1.08e-009 0.9201 1.65e-007 0.9210
161 187.26038445 9.90e-010 0.9201 1.52e-007 0.9210
A signifigant change, the dampened version of the method converges to a very high accuracy
solution in just 161 iterations. Monotonic behaviour of both errors.
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7.6.1.3 Algorithm AOC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 198.81943433
2 188.24949007 1.88e-002 0.0856 2.29e-001 0.2798
3 187.48380356 4.25e-003 0.2259 9.82e-002 0.4286
4 187.35659827 1.83e-003 0.4306 5.83e-002 0.5942
5 187.31813681 1.10e-003 0.6003 4.13e-002 0.7083
6 187.29973325 7.48e-004 0.6813 3.14e-002 0.7600
7 187.28861782 5.36e-004 0.7175 2.45e-002 0.7819
8 187.28119974 3.96e-004 0.7373 1.95e-002 0.7928
9 187.27598748 2.96e-004 0.7496 1.55e-002 0.7989
10 187.27220953 2.25e-004 0.7579 1.25e-002 0.8021
...
20 187.26129840 1.74e-005 0.7796 1.37e-003 0.7974
30 187.26046171 1.47e-006 0.7820 1.33e-004 0.7889
40 187.26039090 1.26e-007 0.7823 1.21e-005 0.7851
50 187.26038483 1.08e-008 0.7822 1.06e-006 0.7835
60 187.26038431 9.18e-010 0.7797 9.22e-008 0.7832
Even faster convergence of the Averaged OC method (we should keep in mind that one AOC
iteration involves two basic OC steps, so 161 iterations of DOC should be compared to 110 OC
steps in AOC).
7.6.2 Example shape2 (Figure 7.6)
Consider an example with 3200 finite elements (size of the vector t) and 6560 degrees of
freedom (size of the vectors f and u).
Below we use the same notation as in the previous example.
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7.6.2.1 Algorithm OC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 76.31086103
2 68.80078947 3.07e-001 0.6829 7.27e-001 0.9298
3 67.44530725 2.82e-001 0.9162 5.64e-001 0.7751
4 66.20329382 2.58e-001 0.9162 6.10e-001 1.0815
5 65.79580256 2.50e-001 0.9700 4.90e-001 0.8032
6 65.33836762 2.42e-001 0.9653 5.43e-001 1.1090
7 65.12840538 2.38e-001 0.9835 4.47e-001 0.8234
8 64.86298014 2.32e-001 0.9788 4.99e-001 1.1156
9 64.72435435 2.30e-001 0.9887 4.15e-001 0.8325
10 64.54082056 2.26e-001 0.9848 4.67e-001 1.1232
...
19 63.80510518 2.12e-001 0.9961 3.64e-001 0.9091
20 63.74749223 2.11e-001 0.9948 3.94e-001 1.0804
21 63.70923353 2.11e-001 0.9966 3.63e-001 0.9228
...
99 62.44074286 1.86e-001 0.9989 3.45e-001 0.9189
100 62.43255097 1.86e-001 0.9992 3.75e-001 1.0876
101 62.42162194 1.86e-001 0.9989 3.44e-001 0.9184
...
199 61.66464903 1.72e-001 0.9991 3.29e-001 0.9049
200 61.65937020 1.72e-001 0.9994 3.63e-001 1.1044
201 61.65169202 1.71e-001 0.9991 3.29e-001 0.9047
...
499 60.21293724 1.44e-001 0.9994 2.96e-001 0.8856
500 60.20985774 1.44e-001 0.9996 3.34e-001 1.1286
501 60.20541185 1.44e-001 0.9994 2.96e-001 0.8855
...
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998 58.76061052 1.17e-001 0.9997 2.99e-001 1.1643
999 58.75793470 1.16e-001 0.9996 2.57e-001 0.8584
1000 58.75603704 1.16e-001 0.9997 2.99e-001 1.1645
Even slower convergence than for the small example, the same bad behaviour.
7.6.2.2 Algorithm DOC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 65.68832914
2 60.22364871 1.44e-001 0.5816 7.70e-001 0.9231
3 57.57783205 9.41e-002 0.6517 7.09e-001 0.9211
4 56.09489206 6.59e-002 0.7004 6.52e-001 0.9195
5 55.18398385 4.86e-002 0.7373 6.00e-001 0.9200
6 54.58807732 3.73e-002 0.7669 5.54e-001 0.9230
7 54.18045408 2.95e-002 0.7921 5.14e-001 0.9280
8 53.89218199 2.40e-002 0.8144 4.80e-001 0.9337
9 53.68246117 2.00e-002 0.8342 4.51e-001 0.9389
10 53.52553338 1.71e-002 0.8512 4.25e-001 0.9430
...
20 52.92452056 5.64e-003 0.9123 2.52e-001 0.9499
30 52.75383695 2.40e-003 0.9203 1.50e-001 0.9494
40 52.68275031 1.05e-003 0.9207 9.09e-002 0.9531
50 52.65255899 4.74e-004 0.9277 5.93e-002 0.9629
...
100 52.63009636 4.69e-005 0.9668 2.08e-002 0.9847
200 52.62775371 2.43e-006 0.9744 5.14e-003 0.9873
300 52.62763961 2.65e-007 0.9815 1.65e-003 0.9901
400 52.62762841 5.25e-008 0.9856 6.91e-004 0.9924
500 52.62762634 1.33e-008 0.9867 3.44e-004 0.9935
600 52.62762583 3.53e-009 0.9868 1.82e-004 0.9938
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...
695 52.62762570 9.92e-010 0.9863 1.01e-004 0.9939
Again, a much better behaviour. However, the rate of convergence apparently grows with the
number of variables. Note, however, that DOC gets in just three iterations a better solution than
OC in 1000 iterations. Furthermore, a useful solution is obtained in just about 50 iterations.
7.6.2.3 Algorithm AOC
Iteration Compliance |c* - c_k| kappa_c ||t* - t_k|| kappa_t
1 59.02479757
2 54.60065521 3.75e-002 0.3084 5.51e-001 0.7629
3 53.64328387 1.93e-002 0.5148 4.44e-001 0.8047
4 53.27418237 1.23e-002 0.6366 3.74e-001 0.8421
5 53.08421638 8.68e-003 0.7062 3.19e-001 0.8537
6 52.96575399 6.42e-003 0.7406 2.73e-001 0.8558
7 52.88421044 4.88e-003 0.7588 2.34e-001 0.8556
8 52.82502057 3.75e-003 0.7693 2.00e-001 0.8548
9 52.78064600 2.91e-003 0.7752 1.71e-001 0.8543
10 52.74665132 2.26e-003 0.7778 1.46e-001 0.8543
...
20 52.63940359 2.24e-004 0.8324 4.15e-002 0.9204
30 52.63085101 6.13e-005 0.8985 2.34e-002 0.9527
40 52.62881436 2.26e-005 0.9087 1.48e-002 0.9565
50 52.62809980 9.01e-006 0.9150 9.61e-003 0.9589
...
100 52.62763912 2.56e-007 0.9466 1.60e-003 0.9710
200 52.62762583 3.55e-009 0.9612 1.82e-004 0.9815
...
232 52.62762570 9.82e-010 0.9600 1.01e-004 0.9817
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Again, this is the fastest method.
7.7 Multigrid conjugate gradient method
In both optimization algorithms introduced above, we repeatedly need to solve systems of linear
equations. In this section, we will introduce an efficient iterative method that seems to be most
suitable for these problems. Throughout this section, we assume that we want to solve the
problem
Az = b (7.22)
where b ∈ Rn and A is a n× n symmetric positive definite matrix.
7.7.1 Multigrid method for linear systems
Recall first the Correction Scheme (CS) version of the multigrid algorithm (see, e.g., [57]). Let
opt denote a convergent iterative algorithm for (7.22):
znew = opt(A, b; z, ε, ν) ,
where, on input, z is the initial approximation of the solution, ε is the required precision and
ν the maximum number of iterations allowed. This will be called the smoother. A typical
example is the Gauss-Seidel iterative method.
Assume that there exist ` linear operators Ik−1k : Rnk → Rnk−1 , k = 2, . . . , `, with n := n` >
n`−1 > · · · > n2 > n1 and let Ikk−1 := (Ik−1k )T . These are either constructed from finite
element or finite difference refinements of some original coarse grid (geometric multigrid) or
from the matrix A (algebraic multigrid); see [20] for details.
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Define the “coarse level” problems
Akzk = bk, k = 1, . . . , `− 1
with
Ak−1 = Ik−1k (Ak)I
k
k−1, bk−1 = I
k−1
k (bk), k = 2, . . . , ` .
Algorithm MG (V-cycle correction scheme multigrid)
Set ε, ε0. Initialize z(`).
for i = 1 : niter
z(`) := mgm(`, z(`), b`)
test convergence
end
function z(k) = mgm(k, z(k), rk)
if k = 0
z(k) := opt(A1, b1; z
(k), ε0, ν0) (coarsest grid solution)
else
z(k) := opt(Ak, bk; z
(k), ε, ν1) (pre-smoothing)
rk−1 = Ik−1k (rk − Akz(k)) (restricted residuum)
v(k−1) = mgm(k − 1, 0nk−1 , rk−1) (coarse grid correction)
z(k) := z(k) + Ikk−1v
(k−1) (solution update)
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z(k) := opt(Ak, bk; z
(k), ε, ν2) (post-smoothing)
end
7.7.2 Multigrid preconditioned conjugate gradient method
Although the multigrid method described above is very efficient, an even more efficient tool
for solving (7.22) may be the preconditioned conjugate gradient (CG) method, whereas the
preconditioner consist of one step of the V-cycle multigrid method. The algorithm is described
below (see, e.g., [45]).
Algorithm PCG
Given initial z, set r := Az − b
y := mgm(`, 0n, r)
Set p := −y
for i = 1 : niter
α :=
rTy
pTAp
z := z + αp
r˜ := r + αAp
y˜ := mgm(`, 0n, r˜)
β :=
r˜T y˜
rT y
p := −y + βp
r := r˜, y := y˜
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test convergence
end
7.8 Multigrid conjugate gradients for IP and OC methods
The main goal of this section (and of the whole chapter) is to study the effect of the multigrid
preconditioned CG method in the IP and OC algorithms. We will also compare them to their
counterparts, IP and OC with direct solvers.
The details on discretization and the choice of prolongation and restriction operators will be
given in Section 7.9.
7.8.1 Multigrid conjugate gradients for IP
Our goal is to solve the linear systems arising in the Newton method, by the conjugate gradient
method preconditioned by one V-type multigrid step. We can choose one of the three equivalent
systems to solve, namely the full system (7.12), the reduced saddle-point system (7.15) and the
so-called augmented system (7.17). We prefer the last one for the following reasons.
• The matrix Z in (7.17) is positive definite and we can thus readily apply the standard
conjugate gradient method together with the standard V-cycle as a preconditioner. We
could, of course, use GMRES or MINRES for the indefinite systems in (7.12) and (7.15),
however, the multigrid preconditioner, in particular the smoother, would become more
complicated in this case; see [76], who used so-called transforming smoothers introduced
by Wittum [116].
• In order to use the multigrid preconditioner, we have to define prolongation/restriction
operators for the involved variables. This can be easily done in case of the system (7.17)
that only involves the displacement variable u ∈ Rn plus one additional variable λ, the
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Lagrangian multiplier associated with the volume constraint; see the next Section 7.9 for
details.
If, on the other hand, we decided to solve (7.12) or (7.15), we would have to select an
additional restriction operator for the variables associated with the finite elements; this
operator should then be “compatible” with the nodal-based restriction operator. This is a
rather non-trivial task and can be simply avoided by choosing system (7.17).
The matrix Z from (7.17) is positive definite, sparse and typically has an arrow-type sparsity
structure: it is banded apart from the last full row and column; see Figure 7.3-left. The band-
width grows, approximately, with the square root of the problem size. At the same time, the
number of non-zeros in each row is always the same, notwithstanding the problem size.
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Figure 7.3: Typical sparsity structure of matrix Z from the augmented system (7.17) (left) and
of the stiffness matrix K (right)
Stopping rule It is a big advantage of iterative methods, over direct solvers, that they allow
us to control the precision of the approximate solution and stop whenever even a low required
precision is reached. In our implementation, the PCG method is stopped whenever
‖r‖ ‖b‖ 6 10−2 (7.23)
168
where r is residuum and b the right-hand side of the linear system, respectively. In this way
we only compute an approximate Newton direction; it is shown, e.g., in [29] that the resulting
method converges once the approximate Newton direction is “close enough” (though not in-
finitesimally close in the limit) to the exact solution of the Newton system. Furthermore, for
convex quadratic programming problems, Gondzio [46] has shown that when the PCG method
is stopped as soon as ‖r‖ 6 0.05s (s being the barrier parameter), the theoretical complex-
ity of the interior point method is the same as with the exact linear solver. Inexact iterative
solvers in the context of other optimization problems and algorithms were further studied, e.g.,
in [27, 68, 80, 107].
In our case, the value of 10−2 proved to be a good compromise between the overall number
of Newton steps and the overall number of PCG iterations within the IP method. With this
stopping criterium, the IP methods requires, typically, 2–4 PCG iterations in the initial and in
many subsequent IP steps. Only when we get close to the required accuracy, in the last 2–3 IP
steps, the conditioning of the matrix Z increases significantly and so does the number of PCG
steps, typically to 10–30; see the next section for detailed numerical results.
7.8.2 Multigrid conjugate gradients for OC
Within the OC algorithm, the multigrid CG method will be used to solve the discretized equi-
librium equation Ku = f . Recall that K is assumed to be a positive definite matrix. Moreover
K is very sparse and, if a reasonably good numbering of the nodes is used, banded. A typical
non-zero structure of K is shown in Figure 7.3-right: it is exactly the same as for the matrix in
(7.17) in the IP method, apart from the additional last column and row in the augmented matrix
in (7.17).
The only degrees of freedom in the resulting algorithm are the stopping criteria for the OC
method and for the multigrid CG method.
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The overall stopping criterium As the dual information is not readily available, so far the
only practical (and widely used) stopping criterium for the OC method is the difference in the
objective function value in two subsequent iterations. Needless to say that, unless we have an
estimate for the rate of convergence, this criterium can be misleading and may terminate the
iteration process long before some expected approximation of the optimum has been reached.
Nevertheless, many numerical experiments suggest that this criterium is not as bad as it seems
and serves its purpose for the OC method.
Hence the OC method is typically stopped as soon as
|fTuk − fTuk−1| 6 τOC (7.24)
where k is the iteration index. In our numerical experiments we have used τOC = 10−5; this
value has been chosen such that the OC results are comparable to the IP results, in the number
of valid digits both in the objective function and in the variables; see Section 7.10 for more
details.
Stopping criterium for the multigrid CG method As already mentioned above, one of the
advantages of an iterative method is the fact that an exact solution to the linear system is not
always needed. In such a case, we can stop the iterative method after reaching a relatively low
accuracy solution. The required accuracy of these solutions (such that the overall convergence
is maintained) is well documented and theoretically supported in case of the IP method; it is,
however an unknown in case of the OC method; see [3] for detailed discussion. Clearly, if the
linear systems in the OC method are solved too inaccurately, the whole method may diverge or
just oscillate around a point away from the solution.
We have opted for the following heuristics that guarantees the (assumed) overall convergence
of the OC method. Notice that the OC method is a feasible descent algorithm. That means that
every iteration is feasible and the objective function value in the k-th iteration is smaller than
that in the (k − 1)-st iteration. Hence
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• we start with τ = 10−4 ;
• if fTuk > fTuk−1, we update τ := 0.1 τ .
In our numerical tests, the update had to be done only in few cases and the smallest value of τ
needed was τ = 10−6. Recall that this is due to our relatively mild overall stopping criterium
(7.24). In the next section, we will see that this heuristics serves its purpose, as the number of
OC iterations is almost always the same, whether we use an iterative or a direct solver for the
linear systems.
7.9 Numerical experiments
This section contains detailed results of three numerical examples. All codes were written
entirely in MATLAB. Notice, however, that when we refer to a direct solver for the solution of
linear system, we mean the backslash operation in MATLAB which, for our symmetric positive
definite systems, calls the CHOLMOD implementation of the Cholesky method [25]. This
implementation is highly tuned, very efficient and written in the C language. So whenever we
compare CPU times of the iterative solver with the direct solver, we should keep this in mind.
These comparisons are given solely to show the tendency in the CPU time when increasing the
problem size. All problems were solved on an Intel Core i5-3570 CPU at 3.4GHz with 8GB
RAM, using MATLAB version 8.0.0 (2012b) running in 64 bit Windows 7.
In all examples, we use square finite elements with bilinear basis functions for the displacement
variable u and constant basis functions for the thickness variable ρ, as it is standard in topology
optimization. The prolongation operators Ikk−1 for the variable u are based on the nine-point
interpolation scheme defined by the stencil
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; see, e.g., [57]. When solving the
linear system (7.17) in the interior point method, we also need to prolong and restrict the single
additional variable λ; here we simply use the identity.
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The examples are solved with isotropic material with Young’s modulus equal to 1 and Poisson’s
ratio 0.3. The physical dimensions of the computational domain are given by the coarsest mesh,
whereas the coarse level element has dimension 1 × 1. The value of the force is always equal
to (0,-1). The upper bound on the variable ρ is set to ρ = 2.
The meaning of the captions in the following tables:
problem. . . the first two numbers describe the dimension of the computational domain, the
last number is the number of mesh refinements
variables. . . number of variables in the linear systems
feval. . . total number of function evaluations (equal to the number of linear systems solved)
total CG iters. . . total number of CG iterations in the optimization process
solver CPU time. . . total CPU time spent in the solution of linear systems
average CG iters. . . average number of CG iterations per one linear system
7.9.1 Example 1
We consider a square computational domain with the coarsest mesh consisting of 2×2 elements.
All nodes on the left-hand side are fixed, the right-hand middle node is subject to a vertical
force; see Figure 7.4. We use up to nine refinements levels with the finest mesh having 262 144
elements and 525 312 nodal variables (after elimination of the fixed nodes).
Table 7.1 presents the results of the interior point method. We can see that, with increasing
size of the problem, the total number of CG iterations is actually decreasing. This is due to our
specific stopping criterium explained in the previous section. We also observe that the average
number of CG iterations per linear system is very low and, in particular, is not increasing with
the problem size, the result of the multigrid preconditioner.
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Figure 7.4: Example 1, initial setting with coarsest mesh and optimal solution.
Table 7.1: Example 1, interior point method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
223 145 31 253 0.18 8.16
224 545 30 281 0.44 9.37
225 2 113 29 197 0.91 6.79
226 8 321 28 139 2.79 4.96
227 33 025 27 119 12.7 4.41
228 131 585 25 104 45.8 4.16
229 525 313 27 85 156.0 3.15
Let us now compare these results with those for the OC method where the linear system is
just the equilibrium equation; see Table 7.2. As expected, the number of OC iterations (and
thus the number of linear systems and the total number of CG iterations) grows with the size
of the problem. Also in this case the average number of CG iterations is almost constant,
notwithstanding the size of the problem.
The comparison of the interior point method with the OC method is graphically presented in
Figure 7.5 (left). Here we can see, in the log-log scale, the total CPU time spent in the linear
solver, growing with the size of the problem. While initially worse than the OC method, the
interior point method grows slower and soon catches up and overtakes the OC method. For
both methods, the growth is almost linear for the larger problems, so that we can estimate the
growth in the CPU time as a polynomial function cnd of the problem dimension n. For the
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Table 7.2: Example 1, OC method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
223 144 19 56 0.04 2.95
224 544 33 100 0.14 3.03
225 2 112 55 164 0.65 2.98
226 8 320 85 254 4.84 2.99
227 33 024 111 332 30.8 2.99
228 131 584 119 362 133.0 3.04
229 525 312 123 368 636.0 2.99
interior point method, the degree d = 0.907 while for the OC method d = 1.09. This means
that the overall computational complexity of the IP method with inexact Newton and inexact
multigrid CG methods is slightly sublinear. For the OC method, it is just a bit worse than
linear.
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Figure 7.5: Example 1, left: total CPU time spent in the iterative linear solver for the interior
point and the OC method; right: interior point method, total CPU time spent in the iterative
linear solver and in the direct solver.
In Figure 7.5 (right) we compare the iterative solver used in the interior point method with a
direct Cholesky solver (see the warning at beginning of this section!). We can clearly see that
the time for the (C coded) direct solver grows quicker than for the (MATLAB coded) iterative
solver.
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7.9.2 Example 2
The next example is similar to the previous one, only the computational domain is “longer” in
the horizontal direction; the coarsest mesh consists of 4× 2 elements. It is well known that the
conditioning of this kind of examples grows with the slenderness of the domain. As before, all
nodes on the left-hand side are fixed, the right-hand middle node is subject to a vertical force;
see Figure 7.6. Again, we use up to nine refinements levels with the finest mesh having 524 288
elements and 1 050 624 nodal variables (after elimination of the fixed nodes).
Figure 7.6: Example 2, initial setting with coarsest mesh and optimal solution.
We first show the results of the interior point method in Table 7.3. Just as in the previous
example, the total number of CG iterations is decreasing with the increasing size of the problem.
Again, the average number of CG iterations per linear system is very low and not increasing.
Compare this with the OC solver results in Table 7.4. In this case, we only consider eight
Table 7.3: Example 2, IP method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
423 288 33 265 0.24 8.03
424 1 088 32 342 0.87 10.69
425 4 224 31 207 1.89 6.68
426 16 640 30 160 7.77 5.33
427 66 048 29 139 31.1 4.79
428 263 168 27 123 119.0 4.56
429 1 050 624 27 101 385.0 3.74
refinement levels, as the largest problem would take too much time on our computer. Contrary
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to the previous example, the average number of CG iterations is slightly increasing due to the
worse conditioning.
Table 7.4: Example 2, OC method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
423 288 39 117 0.13 3.00
424 1 088 45 144 0.34 3.20
425 4 224 77 262 2.10 3.40
426 16 640 123 423 16.2 3.44
427 66 048 157 542 97.1 3.45
428 263 168 165 739 552 4.48
Figure 7.7 (left) gives the comparison of the interior point with the OC method. We can see
even more clearly than in the previous example the faster growth of the OC method. When we
calculate the degree of the assumed polynomial function cnd of the problem dimension n from
the larger examples, we will obtain d = 0.944 for the interior point method (so a linear growth)
and d = 1.28 for the OC method.
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Figure 7.7: Example 2, left: total CPU time spent in the iterative linear solver for the interior
point and the OC method; right: interior point method, total CPU time spent in the iterative
linear solver and in the direct solver.
Figure 7.7 (right) compares the iterative solver used in the interior point method with the
Cholesky solver (see the beginning of this section), giving the same picture as in the previ-
ous example.
Finally in Figure 7.8 we compare the average number of CG steps per linear system in the
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interior point and the OC solver. We can see that while the graph is decreasing for the IP
method, it is slowly increasing in case of the OC method. The reason for that is that, in this
example, we had to decrease the stopping criterium for the CG solver in the OC method, in
order to guarantee its convergence (see Section 7.8.2 for explanation).
2.00
3.00
4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
A
ve
ra
ge
 C
G
 it
e
ra
ti
o
n
s 
p
e
r 
lin
e
ar
 s
ys
te
m
 
Problem size 
CG iterations per system: IP vs OC 
IP
OC
Figure 7.8: Example 2, average number of CG iterations per linear system for the interior point
and the OC method.
7.9.3 Example 3
The computational domain for our final example is a rectangle, initially discretized by 8 × 2
finite elements. The two corner points on the lower edge are fixed and a vertical force is applied
in the middle point of this edge; see Figure 7.9. We use up to eight refinement levels with the
finest mesh having 262 144 elements and 568 850 nodal variables (after elimination of the fixed
nodes).
The results of the interior point method are shown in Table 7.5. Yet again, the total number
of CG iterations is decreasing with the increasing size of the problem and the average number
of CG iterations per linear system is very low and not increasing. The negative complexity
factor is caused by the exceptional difficulties of the CG method in the last interior point step
in problem 823.
Table 7.3 presents the results of the OC method. As in Example 2, the average number of CG
iterations is increasing due to the worse conditioning.
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Table 7.5: Example 3, IP method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
822 170 33 284 0.21 8.61
823 594 31 383 0.78 12.35
824 2210 32 121 0.60 3.78
825 8514 31 166 3.41 5.35
826 33410 26 140 14.8 5.38
827 132354 26 133 78.8 5.12
828 526850 25 121 217.0 4.84
Table 7.6: Example 3, OC method with iterative solver
total solver average
problem variables feval CG iters CPU time CG iters
822 170 23 69 0.04 3.00
823 594 37 147 0.21 3.97
824 2210 57 267 1.16 4.68
825 8514 75 374 7.40 4.99
826 33410 99 495 51.8 5.00
827 132354 111 665 290.0 5.99
828 526850 113 677 1250.0 5.99
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Figure 7.9: Example 3, initial setting with coarsest mesh and optimal solution.
Figure 7.10 (left) compares of the interior point with the OC method. Yet again, the interior
point method is a clear winner, both in the absolute timing as in the growth tendency. Calcu-
lating the degree of the assumed polynomial function cnd of the problem dimension n from
the larger examples, we get d = 1.09 for the interior point method and d = 1.24 for the OC
method.
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Figure 7.10: Example 3, left: total CPU time spent in the iterative linear solver for the interior
point and the OC method; right: interior point method, total CPU time spent in the iterative
linear solver and in the direct solver.
In Figure 7.10 (right) we compare the iterative solver used in the interior point method with
the Cholesky solver (see the beginning of this section). Finally in Figure 7.11 we compare the
average number of CG steps per linear system in the interior point and the OC solver. We can
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see that while the graph for the IP method has a decreasing tendency, it is increasing in case of
the OC method. As before, the reason for that is that we had to decrease the stopping criterium
for the CG solver, in order to guarantee its convergence (see Section 7.8.2).
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Figure 7.11: Example 3, average number of CG iterations per linear system for the interior
point and the OC method.
7.10 How exact is ‘exact’?
7.10.1 Interior point method
In this approach we are using slightly nonstandard stopping criteria within the interior point
method. In particular, with the decreasing barrier parameters s1, s2 we do not decrease the
stopping tolerances τNWT and τCG for the Newton method and for the conjugate gradients, re-
spectively, although both is required for the theoretical convergence proof. In Figure 7.12 we try
to give a schematic explanation. Here we depict the feasible region and three points ρ1, ρ2, ρ3
on the central path, corresponding to three values of the barrier parameter r1 > r2 > r3. The
exact solution lies in the corner of the feasible region. The circle around each of these points
depict the region of stopping tolerance of the Newton method, once we get within, the Newton
method will stop. The radius of these circles is decreasing, even though τNWT is kept constant.
The idea is now obvious: it is “better” to stay within the tolerance circle of ρ3 rather than to get
very close to ρ2.
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Figure 7.12:
In the lemma below, ρ∗ is a point on the central path corresponding to a barrier parameter s1
and ρ an approximation of ρ∗ resulting from inexact Newton method. We will show that, even
with a fixed stopping criterium for the Newton method, ρ must converge to ρ∗ with s going to
zero. For simplicity of notation, we will just verify it for the lower bound complementarity part
of R˜es
(3)
.
Lemma 7.10.1. Let ρ∗ > 0 satisfies the perturbed scaled complementary condition
ϕiρ
∗
i − s1
ρi
= 0, i = 1, . . . ,m (7.25)
and let ρ > 0 be an approximation of ρ∗ satisfying
‖z‖ 6 τ, zi = ϕiρi − s1
ρi
(7.26)
with some τ > 0. Then there is an ε > 0 depending on s1 and τ such that ‖ρ∗ − ρ‖ 6 ε.
Moreover, if s1 tends to zero then also ε tends to zero.
Proof. From (7.25) we have that ϕi = s1ρ∗i and thus (7.26) can be written as
m∑
i=1
(
s1
ρ∗i
− s1
ρi
)2
6 τ 2
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which is, in particular, means that
∣∣∣∣s1ρ∗i − s1ρi
∣∣∣∣ 6 τ, i = 1, . . . ,m ,
i.e.,
|ρ∗i − ρi|
ρ∗i ρi
6 s1τ, i = 1, . . . ,m .
Clearly, when s1 tends to zero, ρ must tend to ρ∗. 
How good solution can we get when replacing the (“exact”) direct solver by an inexact iterative
method for the solution of the Newton systems? We may expect that, with the ever decreasing
barrier parameter, the inexact version will get into numerical difficulties sooner than the exact
one. Table 7.7 answers this question. In topology optimization, the important variable is ρ, the
“density”. With lower bound equal to zero, the quality of the solution may be characterized
by the closeness of components of ρ to this lower bound (that is, in examples where the lower
bound is expected to be reached, such as in Example 1 with sufficiently fine discretization).
In Table 7.7 we display the smallest component of ρ, denoted by ρmin for Example 1 with 6
refinements levels, i.e., example 226 from Table 7.2. The meaning of other columns in Table 7.7
is the following:
barrier. . . the smallest value of the barrier parameters s1, s2 before the interior point algorithm
was terminated;
IP,NWT,CG. . . the total number of iterations of the interior point method, the Newton method
and conjugate gradients, respectively;
Cholesky. . . the linear system was solved by the CHOLMOD implementation of the Cholesky
method;
CG tol fixed. . . the linear system was solved by the multigrid preconditioned conjugate
gradient method with a fixed stopping criterium ‖r‖ ‖b‖ 6 10−2; see (7.23);
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CG tol decreasing. . . as above but with a variable stopping criterium ‖r‖ ‖b‖ 6 τCG, where
τCG is initially equal to 10−2 and is then multiplied by 0.5 after each major iteration of
the interior point method.
Table 7.7: Number of iterations and error in the IP solution for different values of τIP
and three different linear solvers.
Cholesky CG tol fixed CG tol decreasing
τIP IP NWT ρmin NWT CG ρmin NWT CG ρmin
10−8 12 28 1.6 · 10−5 28 139 1.8 · 10−5 28 587 1.6 · 10−5
10−10 15 34 1.0 · 10−7 35 291 2.7 · 10−7 34 4285 1.0 · 10−7
10−12 18 40 1.0 · 10−9 72 2832 2.4 · 10−9 40 10042 1.5 · 10−9
10−14 21 46 6.4 · 10−12 296 63674 1.9 · 10−11 53 23042 1.9 · 10−11
10−16 24 52 6.2 · 10−14 489 88684 1.4 · 10−13 82 52042 1.4 · 10−13
We can see that all three algorithms were able to solve the problem to very high accuracy.
However, both versions of the CG method had problems with very low values of the barrier
parameter. The “CG tol fixed” version needed very high number of the Newton steps, while the
“CG tol decreasing” version needed very high number of the CG steps to reach the increased
accuracy. (Notice that the maximum number of CG iterations for one system was limited to
1000.) On the other hand, for barrier parameter equal to 10−8 (our choice in the numerical
examples above), both inexact solvers were on par with the exact one and, due to the lower
accuracy required and thus lower number of CG steps, the “CG tol fixed” version is the method
of choice.
7.10.2 OC method
In the OC method, we have to solve the equilibrium problem with the stiffness matrix K(ρ);
that means, K(ρ) must not be singular. A common way how to approach this is to assume
that ρ is strictly positive, though very small. Typically, one would modify the lower bound
constraint to 0 < ρ 6 ρi, i = 1, . . . ,m with ρ = 10−6, for instance. Once the OC method is
terminated, all values of ρ with ρi = ρ are set to zero. This is usually considered a weakness of
the OC method, because we do not exactly solve the original problem, only its approximation
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(see [1]). Somewhat surprisingly, in the examples we solved using our MATLAB code, the
value of ρ could be actually very low, such as ρ = 10−30. The stiffness matrix K(ρ) will,
consequently, become extremely ill-conditioned (in the above case the condition number will
be of order 1030), nevertheless, CHOLMOD does not seem to have a problem with that and the
OC method converges in about the same number of iterations as if we set ρ = 10−6.
The main question is how does the quality of the solution depends on the heuristic stopping
criterium (7.24). Our next Table 7.8 sheds some light on this. We solve the example 226
from Table 7.2 for various values of the stopping criterium τOC and two different values of
the lower bound ρ. We then compute, pair-wise, the norm of the difference of these solution.
Notice that the stopping criterium τOC = 10−50 and, in this case, the OC method has been
terminated after 5000 iterations (i.e., 10000 solutions of the linear system). For instance, the
maximum norm of the difference between the solutions with τOC = 10−5 and τOC = 10−50 is
‖ρ−5−ρ−50‖∞ = 0.126, while ‖ρ−9−ρ−50‖∞ = 0.016. Notice that the norm is not scaled, e.g.,
by the dimension of ρ, hence the numbers are relatively large. Also, to get a clearer picture, we
used a direct linear system solver.
Table 7.8: The norm of difference of two OC solutions ρ for various values of the stopping
criterium τOC = 10−5, 10−7, 10−9, 10−50, and for two values of the lower bound ρ = 10−7 and
ρ = 10−17. Upper triangle shows the 2-norm, lower triangle the infinity norm.
lower bound 10−7 10−17
τOC -5 -7 -9 -50 -5 -7 -9 -50
10−7
-5 0 1.09 1.19 1.26 2e-6 1.10 1.18 1.26
-7 0.114 0 0.116 0.281 1.09 0.013 0.110 0.281
-9 0.123 0.01 0 0.190 1.19 0.103 0.009 0.190
-50 0.126 0.025 0.016 0 1.26 0.271 0.198 4e-6
10−17
-5 2e-7 0.114 0.123 0.126 0 1.10 1.19 1.26
-7 0.116 0.001 0.009 0.024 0.116 0 0.094 0.271
-9 0.123 0.009 8e-4 0.017 0.123 0.008 0 0.198
-50 0.126 0.025 0.016 3e-7 0.126 0.024 0.017 0
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7.10.3 Interior point versus OC method
We again solve example 226 from Table 7.2, this time by the interior point method with an exact
linear solver and various stopping parameters τIP. In Table 7.9, these solutions are compared (in
two different norms), to the ‘exact’ solution obtained in the previous section by 5000 iterations
of the OC method with ρ = 10−17. Comparing these numbers to those in Table 7.8, we can see
that the IP method delivers very good solution already for our standard value τIP = 1.00.10−8;
this is comparable to OC solution with τOC = 1.00.10−7. Moreover, decrease of τIP leads to a
rapid decrease of the error, unlike in the OC method.
Table 7.9: Two different norms of the error of the IP method in variable ρ for different values
of the stopping parameter τIP. As an ‘exact’ solution ρ∗ we take the OC solution after 5000
iterations with lower bound ρ = 10−17.
τIP ‖ρ− ρ∗‖2 ‖ρ− ρ∗‖∞
1.00.10−8 2.47.10−1 2.49.10−2
1.00.10−10 9.60.10−3 1.50.10−3
1.00.10−12 2.07.10−4 4.95.10−5
1.00.10−14 1.70.10−6 4.66.10−7
Finally, we compare the quality of the solution by evaluating the optimal objective value. No-
tice first that all solutions generated by both the OC and the IP method are feasible, hence when
comparing the objective values it holds “the lower the better”. In Table 7.10 we give the objec-
tive values computed by two versions of the IP algorithm and by the OC method, all with two
different stopping criteria. In particular,
IP-Chol-n stands for the IP method with Cholesky factorization and with τIP = 10−n.
IP-mgm-n stands for the IP method with the multigrid preconditioned CG method and with
τIP = 10
−n.
OC-n stands for the OC method with Cholesky factorization and with τOC = 10−n.
We solved problems 223–229; the row IP-Chol-14 shows the “exact” solution where the last
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displayed digit would not change if we increased the precision (the value of τIP = 10−14 was
found experimentally). The remaining rows show the computed objective values with incorrect
digits in boldface and underlined (an approximation z˜ to z has p correct significant digits if z˜
and z round to the same number to p significant digits). Looking at the table, we can make
several conclusions:
• The number of correct significant digits is decreasing with the increasing size of the
problem. This holds for all tested algorithms. This is despite the fact that the stopping
criterion in the IP method — the satisfaction of the KKT conditions — takes into account
the problem size.
• IP-Chol is always better than IP-mgm with the same stopping criterion. This is due to
the inexact solution of the linear system. This fact is more obvious for smaller problems.
• The IP method (in particular IP-Chol) is very predictable—by decreasing τIP by two
orders, we typically gain two more correct significant digits.
Table 7.10: Objective function (compliance) values on different levels computed by the IP and
OC methods for Example 1.
problem 223 224 225 226 227 228 229
IP-Chol-14 5.99863328 6.20894142 6.42788583 6.64721163 6.86709911 7.08741189 7.30790336
IP-mgm-8 5.99863745 6.20899584 6.42804879 6.64732131 6.86745856 7.08821162 7.31305766
IP-Chol-8 5.99863355 6.20894390 6.42790129 6.64729076 6.86745909 7.08833561 7.31171044
IP-mgm-10 5.99863257 6.20896690 6.42799051 6.64734688 6.86717581 7.08755905 7.30812138
IP-Chol-10 5.99863329 6.20894144 6.42788594 6.64721220 6.86710169 7.08741881 7.30793294
OC-5 5.99863664 6.20896326 6.42791540 6.64729898 6.86728948 7.08771830 7.30826717
OC-7 5.99863336 6.20894181 6.42788669 6.64721318 6.86710229 7.08742640 7.30797924
7.11 Conclusions
Based on the results of our numerical experiments, we make the following conclusions.
• The interior point method clearly outperforms the OC method on large-scale problems.
The larger the problem, the bigger the difference. This is independent of the fact whether
direct or iterative solver is used for the linear system.
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• The inexact multigrid preconditioned CG method outperforms even a very sophisticated
direct solver, at least for large to very-large scale problems. This holds for both, the
interior point and the OC method. Especially if the method is coded in C because the most
time is spent in smoother symmetric Gauss Seidel (SGS). Namely, SGS needs computing
triu and tril (upper and lower triangle, respectively) which are MATLAB commands. It
would be much faster if these commands are implemented in C.
• Very large problem can be implemented by using the current idea of the inexact multigrid
preconditioned CG method on parallel computers. However, neither SGS nor Cholesky
can not be easily parallelized; then the real benefit of the parallel approach might be to
have a smoother can be easily parallelized. The question is, what is a good parallelized
smoother? There is a nice paper by Adam et. al. [2] says that the best smoother which
easily parallelizable and comparable to SGS is the polynomial smoother, in particular,
Chybeshev with cubic polynomials. This idea has not implemented in the current thesis
because we implemented everything on series computers not on parallel computers, then
the difference can not been seen but one can rely on the literature from standard multigrid.
• Also in the OC method, the multigrid preconditioned CG algorithm is predictable and
very stable, both with respect to the size of the problem and of the OC iteration (and thus
of the condition number of the stiffness matrix). Perhaps rather surprisingly, not more
than 10 CG iterations are needed, even when high precision of the OC method is required.
This is the effect of the multigrid preconditioner: notice that in [113] the authors report
about 100–200 CG steps needed (with a different preconditioner) and thus propose to
use so-called recycling of the Krylov subspaces, in order to accelerate CG convergence
speed. This is just not needed here, given the very low number of CG steps.
• The behaviour of the interior point method is very predictable. More surprisingly, also
the behaviour of the chosen iterative method, the multigrid preconditioned conjugate
gradients, is also very predictable and independent on the size of the problem.
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• The OC method has one noticeable advantage to the interior point method. It can quickly
identify the “very strongly” active constraints, those with large Lagrangian multiplier.
Due to the projection of variables on the feasible set, the active variables are then exactly
equal to the bounds. Contrary to that, the interior point method only approaches the
boundary. This may be particularly significant in case of lower bounds, when the user
has to decide which values are cut off and considered zero (and thus interpreted as void).
Clearly, the lower bound for the OC method has to be positive but it can be set very low
(e.g., 10−17) and is then exactly reached.
From the above, it seems to be obvious to recommend the interior point method with multi-
grid preconditioned CG solver as the method of choice for large scale topology optimization
problem. However, we should keep in mind that the use of multigrid is rather restricted by
the assumed existence of regularly refined finite element meshes. This is easily accomplished
when using “academic” examples with regular computational domains such as squares, rect-
angles, prisms and unions of these. For geometrically complex domains appearing in practical
examples, multigrid may not be so suitable or may even be unusable. In these cases, we can
resort to domain decomposition preconditioners. In [70] it was shown that, in connection with
the interior point method, they also lead to very efficient techniques for topology optimization
problems.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
This dissertation has investigated the use of multigrid methods in certain classes of optimization
problems, with emphasis on structural, namely topology, optimization. In the first part, we have
investigated the solution bound constrained optimization problems arising in discretization by
the finite element method, such as elliptic variational inequalities. For these problems we have
proposed a “direct” multigrid approach which is a generalization of existing multigrid methods
for variational inequalities. We have proposed a nonlinear first order method as a smoother
that reduces memory requirements and improves the efficiency of the resulting algorithm, as
documented on several numerical examples.
In the second part of the thesis, we intended to apply the same direct multigrid approach to
the solution of the topology optimization problem. It turns out that this problem is not suitable
for the direct approach, due to the presence of two different types of variables. Instead, we
have proposed to use an interior point method as an “outer” solver of the discretized optimiza-
tion problem. The large scale systems of linear equations (the Newton equations) arising in
the interior point method are then solved by standard linear multigrid techniques, adopted for
the Newton equations. More precisely, we use the multigrid preconditioned conjugate gradient
method. The resulting algorithm turns out to be very efficient and clearly outperforms the inte-
rior point method using a state-of-the art direct solver. Moreover, the behaviour of the multigrid
conjugate gradient method within the interior point algorithm is very stable, predictable and,
189
most of all, independent of the problem size.
In the future work, we would like to address the question of finding a larger class of optimiza-
tion problems approachable by the first order direct multigrid method introduced in the first
part of the thesis. However, on of the results of our study is the fact that the direct approach
is limited to problems with relatively simple constraints. For more complicated optimization
problems, we propose to use a linear multigrid method within a standard optimization solver
such as the interior point method employed in this thesis. Furthermore, to attack even more
general problems for which geometric multigrid cannot be used and which, perhaps, do not
arise from the discretization of infinite dimensional problems, the use of algebraic multigrid
within a standard optimization solver should be investigated. The main benefit would again be
the independence of the solver efficiency on the size of the problem.
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