Abstract. Aiming at the problem of geometric warp in multi-projector display system, a new auto-geometric calibration algorithm based on structured light projection technique was proposed. First, the geometric mapping relation among display wall, projector and camera was defined. And then camera was used to capture longitude and latitude spot-array and structured fringes on display wall. The longitude-latitude value in global coordinate for each pixel on projector frame buffer was calculated by the feature extraction of images from the camera. The above process implemented the non-linear geometric calibration of projected images. The calibration of camera and prior knowledge of analytic expressions for display wall were not necessary for the proposed algorithm. Furthermore, it was suitable for any smooth display walls. Both computer simulation experiments and real applications on virtual airport system showed that the proposed method could provide higher calibration accuracy effectively.
Introduction
With the increasingly wide influence of virtual reality technology in the fields of business, entertainment and scientific research, the demand of the market for large screen display with highresolution has increased and multi-projector display technique has attracted more and more attention. Furthermore, a lot of excellent systems have emerged [1] [2] . Geometric calibration, brightness calibration and edge blending are the key technologies of multi-projection display system, and the establishment of pixel level mapping relation between projector and camera is the premise and basis.
We will obtain deformed images if projecting images onto display wall directly. In order to obtain correct images on display wall, the projector needs project pre-deformed images. Only in this way can we counteract geometric dislocation which is caused by arbitrary placement of projector and irregular display wall. The above processes are geometric calibration. Building precise geometric mapping relation between projector and display wall is the key point of geometric calibration. Ref.3 uses feature lines to build the mapping relation between projector and display wall. But the calibration accuracy is low when the light of projector is weak. Ref. 4 proposes an image alignment algorithm based on twice transformation. It calibrates the camera and projector in advance, and estimates the parameters of quadratic surface. Ref.5 uses feature bar to substitute for feature line, which increases inspection accuracy and Ref.6 builds mapping relation by using subdivision surface technology to thicken original sparse feature grids. Ref. 7 calculates the transformation matrices between display wall and projector by the feature extraction of images from camera.
Based on structured light projection technique, we propose a new geometric calibration algorithm, which uses the phase unchanged relation during light transmitting process to establish the sub pixel corresponding relation between the projector image and camera image. The principle is that the phase value of synonymous phase points between standard fringe diagram and deformed fringe diagram is equal and this relation does not change during light transmitting process [8] . This method does not need any prior knowledge about projector, display wall and camera, and simplifies the processes of the existing algorithms. It directly obtains the mapping relation, and improves the accuracy of geometric calibration.
Geometric Calibration of Multi-projection System
Every feature point in standard geometric calibration image (SGCI) has an exclusive identification number. Because the recognized feature points are stored in a matrix, the identification number is expressed as row index and column index of the matrix.
Each feature point has exclusive longitude-latitude value, so the identification number and longitude-latitude value are one to one correspondence for a feature point. (cx, cy) is set as pixel in the camera image, (bx, by) is pixel in the frame buffer image, and (px, py, pz) is pixel in the projection image. When the projector projects the image onto display wall, there is:
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This process is a nonlinear mapping process. For the same reason, when the camera captures an image from the display wall, there is:
This process is also a nonlinear mapping process. These two processes are integrated to give the pixel mapping relation from frame buffer image to camera image, Fig. 1 shows the twice non-linear mapping processes. Figure 1 Mapping relation among projector, camera and display wall In order to get precise pixel alignment relation between frame buffer image and camera image, we need to know the mapping relation g. Since we don't know the analytical expressions of the surface of the display wall, it is difficult to obtain g directly.
Geometric Calibration Based on Structured Light
As mentioned above, the key of geometric calibration is building the pixel mapping relation between frame buffer image and projection image. In this paper, we establish the mapping relation using structured light projection technique.
Principle of the Algorithm
We set SGCI as the reference criterion. There are many feature spots on SGCI and each spot has an exclusive longitude-latitude value. The purpose of setting the longitude-latitude lattice diagram is to establish the global coordinate.
For a pixel p on frame buffer image, we could find a series of phase-equal points whose phase value are equal to p's vertical phase value in the camera's vertical phase unwrapping diagram. Using these phase-equal points, we could fit a phase-equal line in vertical direction. And in the similar way, an equal-phase line in horizontal direction could be fitted. The intersection point of the two phase-equal lines is the corresponding pixel (sub pixel) on camera image of pixel p on frame buffer. After finding all the corresponding pixels of frame buffer image pixels, we establish the mapping relation between projector and camera. Fig. 2 shows the mapping diagram in the onedimensional space. 
Implementation Process of the Algorithm
The algorithm flow is described as follows: ① For each projector, a series of horizontal and vertical sinusoidal fringes are projected respectively, and there is phase shift between adjacent fringes; a chessboard image is projected and its central corner point is used as the starting point for phase unwrapping; project the corresponding pre-deformed longitude-latitude lattice diagram of each projector.
② Take pictures of the above sinusoidal fringe images, lattice image and chessboard image. Take note of capturing pictures of the entire characteristic image and keeping the position of the camera fixed;
③ Carry out the phase unwrapping of the fringe images. Implement the phase unwrapping of the standard sinusoidal fringes and deformed fringes in both horizontal and vertical directions using diamond phase unwrapping algorithm. The unwrapped starting point is determined by the central corner point of the chessboard image; ④ Use the gravity method with threshold value to extract feature points in the lattice diagram. Use scattered data ordering algorithm [9] to obtain the identification number of each feature point. So we obtain the longitude-latitude values of each feature point; ⑤ Calculate the pixel corresponding relation between the frame buffer image and the camera image. After the phase unwrapping is completed, the establishment of the mapping relation is carried out according to section 3.1;
⑥ Use the obtained geometric calibration data to generate pre-deformed images and fusion mask, and then measure the brightness response curve of the projector, which are used for brightness calibration and edge blending.
Experiment Results
The experimental environment is virtual airport system, which is composed of 24 Panasonic projectors in the way of 10+10+4 from below, as shown in Fig. 3 . Figure 3 The projection structure of projectors The display wall is designed as 13m in diameter, 6.5m in height, the bottom is cylindrical surface, and the top is irregular spherical surface with 13m in diameter and 2.7m in height. The exact analytical expression of the display wall is not unknown because of construction errors, gravity distortion and other factors. Fig. 4 shows the images that generated in the process of experiment. Fig. 4(a) is one of horizontal projecting fringes and Fig. 4(b) is one of vertical projecting fringes captured by camera. Due to the modulation of the display wall, the fringes are deformed. Fig. 4(c) is chessboard image projected for the alignment of unwrapping starting points, and the central corner point of the image is used as the starting point of the phase unwrapping. Fig. 4(d) is camera image with standard longitude-latitude lattice diagram. After the establishment of the mapping relation between the projector image and the display wall image through the algorithm proposed in this paper, each frame of texture image in frame buffer is changed into a pre-deformed image using this mapping relation. And then the visual image without deformation could be obtained after projecting pre-deformed image onto the display wall.
The resolution of the visual image is 1400×1050 and the program is working based on OSG rendering engine. Fig. 5 shows the virtual airport images. is camera image on display wall before geometric calibration. It could be seen that the runway is curved due to the modulation of display wall. Fig. 5(b) shows the image on display wall after geometric calibration, and the runway is straight at this time. Fig. 5(c) is the image obtained after using fusion mask.
Conclusions
A geometric calibration algorithm based on structured light projection for multi-projection display system is proposed. It is not necessary to know the prior knowledge of display wall and calibrate the camera. The image mapping relation could be easily built by projecting several structured fringes. There are two sets of phase values for arbitrary pixel on the frame buffer of projector. A series of positions in camera coordinate are found which have the same phase value with the pixels on projector. After fitting two phase-equal lines using the phase-equal points, we could build sub-pixel corresponding relation between camera and projector by obtaining the intersection point of the two phase-equal lines. Experimental results show that the proposed method could provide higher calibration accuracy.
