We propose a method of moment estimator for a stochastic frontier model in which one of the independent variables is measured with errors. The estimator requires only minimal distributional assumption on the measurement error, has no need for additional data, and is computationally inexpensive. A Monte Carlo study and an empirical example show favorable performances by this estimator.
Introduction
We consider the estimation of a stochastic frontier (SF) model in which one of the independent variables is measured with errors. With the measurement error, a typical SF model of the type of Aigner et al. (1977) can be specified as
where y i is a scalar,x i is a 1 × (k − 1) vector of perfectly-measured variables, z * i is the latent variable, z i is the observed value of z * i , e i is measurement error, and v i − u i is the composed error of the model. It is often assumed that v i is a zero-mean symmetric random variable, and u i is also a random variable that takes on either non-negative values (u i ≥ 0) for a production-frontier type model, or non-positive values (u i ≤ 0) for a cost-frontier type model. In this paper we focus on the one where u i ≥ 0; the results for u i ≤ 0 will be a straightforward extension.
If z i has to be used in (1) , then the estimated model statistics such as returns to scale, price elasticities, and input substitution elasticities would be erroneous. Moreover, the measurement error also causes the frontier function of β 0 +x iβ + γz * i to be mis-measured, which in turn causes bias to the frequently-used inefficiency index E( (Kumbhakar 1991 ).
In the context of production and cost frontier models, measurement errors may arise from the use of self-reporting data, and the use of proxy variables when true ones are not available. Data aggregation can also introduce unduly errors to accounting data. Furthermore, as the literature is seeing a growing number of applications of the SF model in different fields of economics, the problem of errors in variables needs to be taken seriously, since in many of the applications the problem is well-known and the consequence is critical. For instance, in the search-based wage equations of Hofler and Murphy (1992) and Polachek and Robst (1998) , imperfect instruments for innate ability are often used. In the financing-constrained investment model of Wang (2003) , the variable of Tobin's Q is also known to be prone to measurement errors.
In this paper we propose a method of moments estimator to obtain consistent estimates of SF model parameters when one of the independent variables is measured with errors. The estimator uses the information on the moments of the joint distribution of the observed variables, which is a nontrivial extension of Erickson and Whited (2002) . Attractive features of this estimator include that no additional data are required, that minimum assumptions on the error (e) distribution are imposed, and that the computation is inexpensive.
In the remaining part of the paper, we derive the estimator and provide Monte Carlo evidence on its performance. We then apply the estimator to an empirical example of an investment model with financing constraint, which is similar to Wang (2003) .
The Estimator
We make the following assumptions regarding the models of (1) and (2) in deriving the estimator: (i) the random variable v i has a symmetric zero-mean distribution; (ii) the random variable u i ≥ 0 has a single-parameter density function (such as half-normal or exponential) (Kopp and Mullahy 1990); (iii) the regression residual from z * i onx i is not symmetrically distributed; and (iv) the random variables v i , u i , and e i are independently distributed to each other and tox i and z * i . Note that we do not need to assume a particular distribution function for e i .
We first subtract the mean of u i ,ū = E(u i ), from the composed error, so that the latter has a zero mean.
where
The remaining estimation procedure proceeds in two steps. In the first step, the perfectly-measured variables are partial out from the model, and moment equations are derived based on which estimates of γ and the parameters of v i and u i are obtained. The β coefficients are recovered in the second step.
We multiply M = I N − x(x x) −1 x , where x is a stacked matrix of x i , to both sides of the stacked equation (4) and obtain
The following moment equations are derived from the second, the third, and the product moments of (5) and (6):
, and λ is the single-parameter of the underlying distribution of u i . For example, for half-normal (f (
In the case of a half-normal distribution, λ is familiarly denoted as σ 2 u , the variance of the underlying normal distribution. In the estimation, the sample counterparts of the population moments are used.
The above system of the six moment equations from (7a) to (7f) contains six unknown parameters:
, and E(e 2 i ). We assume that their values exist in the population and are non-zero. To solve for their values, we divide (7d) by (7e) to obtainγ, which
The value ofλ is then obtained from (7f). Finally,σ 2 v is solved from (7a).
The estimated values of the k × 1 vector β can be recovered as follows.
therefore,β =μ y −μ zγ .
We used in the derivation the assumption that e i and v i −ũ i are independent of x i . Note that the first element ofβ,β [1] , is an estimated value of β 0 −ū (see (3)). Hence, the model's intercept β 0 is estimated asβ
Here,û =Ê(u i ) = 2λ/π if u i has a half normal distribution, andû = 1/λ if the distribution is exponential.
The variance covariance matrix of the parameters is obtained as follows. For easier reference, we denote the system of moment equations from (7a) to (7f) of observation i as E[m i (µ)] = c i (δ), where 
For the variances of β (including the intercept), Erickson and Whited (2002) show that they can be estimated using the delta method based on (10) . To proceed, letR = µ y − µ z γ − β, which is a k × 1 vector of (10), and we define R =R + (ū, 0, . . . , 0) andβ = β + (ū, 0, . . . , 0) , where the second vector on the right-hand-side of the equal signs is k × 1. This vector is added toR and β for the intercept adjustment (see (12)). We further define θ = (γ, λ) and T = (µ , θ ) . With these notations, the estimated covariance matrix ofβ is
The estimator is programmed using Stata 7.0 software.
A Monte Carlo experiment, designed similar to that of Erickson and Whited (2002) , is conducted to show the estimator's performance. We consider the case in which there is one perfectly-measured 
Empirical Example
We apply the estimator to the estimation of an investment model with financing constraints, in which Tobin's Q is an important explanatory variable. Wang (2003) shows that when there is a financing constraint, a firm's actual investment falls below the neo-classical investment level (i.e., the frontier ).
The actual investment can thus be modeled as a one-sided deviation from the neo-classical investment frontier, with the deviation representing the financing constraint effect and captured by the u i term.
On the other hand, the measurement error problem of the Q variable has long been recognized in the literature, because the measured Q may not be a good approximation of the theoretical marginal Q, Annual data of 184 publicly traded manufacturing firms in Taiwan from 1990 to 1996 are used.
The total number of observations is 1,036. This is the same data used by Wang (2003) . The dependent variable ln(I/K) is the log of investment to capital ratio, and the independent variables include Q, ln(S/K), ln(S/K), and six year dummies, where Q is Tobin's Q and S is sales.
The estimation results from the method of moments (MoM), maximum likelihood estimator (MLE), and the ordinary least square (OLS) are presented in Table 2 . The latter two models do not account for the measurement errors. To save space, estimates on the six time dummies are not reported. The result from MoM indicates that a marginal increase in Q entails a 30% increase in the investment rate.
The estimate is more than twice as large as those obtained by MLE and OLS, which are 12% and 11%, respectively. Given that the literature usually finds the performance of the Q model disappointing, our results indicate that the poor performance may be due in part to the measurement errors of the Q variable. On the other hand, judging from E(σ 2 u ) of MoM and MLE, the financing constraint effect on investment does not appear to be sensitive to the measurement error of Tobin's Q in this particular application.
Conclusion
In this paper we propose a method of moments estimator for an SF model with errors in the variables.
The errors in variable problem of an SF model is an important issue particularly when the model has been applied to many different fields in economics where the problem is known and critical. The Monte Carlo results show that the proposed estimator indeed performs quite well. Our empirical example also indicates that, when errors in variables are reasonably suspected, the MoM estimator yields more reasonable parameter estimates than those from MLE or OLS. 
