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Abstract
A celebrated theorem by Courcelle states that every problem definable in
monadic second-order logic (MSO) can be solved in linear time on graphs of
bounded treewidth. This meta-theorem along with its extensions by Arnborg,
Lagergren, and Seese as well as by Courcelle and Mosbah explains, why many
important graph problems that are NP-hard on general graphs can be solved
efficiently on tree-decomposable graphs. Such problems include, for instance,
Vertex Cover, Dominating Set, 3-Colorability, Steiner Tree, Max-
Cut, and Hamiltonian Cycle.
The standard proof of Courcelle’s Theorem is to translate the MSO-formula
into a finite-state tree automaton that accepts a tree decomposition of the
input graph iff the graph is a model for the MSO-formula. Existing, optimized
software such as MONA can be used to construct the corresponding tree
automaton, which for bounded treewidth is of constant size. Unfortunately, the
constants involved can become extremely large – every quantifier alternation in
the MSO formula requires a power set construction for the automaton. Here,
the required space causes severe problems in practical applications.
In this thesis, we develop a novel approach based on model checking games,
also known as Hintikka games. We show that one can construct the model
checking game via a linear-time dynamic programming algorithm on a tree
decomposition of the input graph. To make the size of the games manageable in
practical settings, we introduce a three-valued extension of the classical model
checking game and a technique that we call “early determinization.”
Furthermore, we describe our implementation of the resulting MSO model
checking algorithm for graphs of bounded treewidth and present experimen-
tal results. These indicate that for some natural optimization problems our
approach is a suitable alternative to Integer Linear Optimization.
iii

Zusammenfassung
Ein berühmter Satz von Courcelle besagt, dass jedes Problem, welches in
Monadischer Prädikatenlogik zweiter Stufe (MSO) definierbar ist, auf Graphen
beschränkter Baumweite in Linearzeit gelöst werden kann. Dieses ”Meta-Theorem“ und seine Erweiterungen durch Arnborg, Lagergren und Seese sowie
durch Courcelle und Mosbah erklären, warum sich viele wichtige Graphprobleme,
die auf allgemeinen Graphen NP-schwer sind, auf solchen Graphen effizient lösen
lassen, darunter etwa Vertex Cover, Dominating Set, 3-Colorability,
Steiner Tree, Max-Cut und Hamiltonian Cycle.
Courcelles Theorem wird in der Regel bewiesen, indem man aus der MSO-
Formel einen endlichen Baumautomaten konstruiert, der eine Baumzerlegung
des Eingabegraphens genau dann akzeptiert, wenn die MSO-Formel auf dem
Graph selbst erfüllt ist. Für die Umwandlung einer MSO-Formel in einen
Baumautomaten gibt es bereits optimierte Implementierungen, etwa die be-
kannte MONA-Software. Obwohl jedoch die Baumautomaten bei beschränkter
Baumweite sogar nur konstante Größe haben, ist ihre Konstruktion in der
Praxis äußerst problematisch: Jeder Quantorenwechsel in der MSO-Formel
induziert eine Potenzmengenkonstruktion mit exponentiellem Platzbedarf, so
dass der benötigte Speicherbedarf explodiert und sehr schnell die Grenzen
dessen übersteigt, was wir in der Praxis handhaben können.
In dieser Arbeit entwickeln wir einen neuartigen Ansatz, welcher auf mo-
delltheoretischen Spielen basiert. Wir zeigen, dass man mit dynamischer
Programmierung auf der Baumzerlegung ein Spiel auf dem Eingabegraphen in
Linearzeit aufbauen kann. Dieses Spiel kann dann verwendet werden, um zu
testen, ob die Formel auf dem Graphen erfüllt ist. Um die Größe des Spiels in
der praktischen Anwendung weiter zu verringern, führen wir eine dreiwertige
Erweiterung der klassischen Spiele sowie eine Technik ein, die wir ”frühzeitigeDeterminisierung“ nennen.
Darüber hinaus beschreiben wir unsere Implementierung des resultierenden
Algorithmus zur Evaluierung von MSO-Formeln auf Graphen beschränkter
Baumweite. Von uns durchgeführte Experimente legen nahe, dass unser Ansatz
für eine Reihe von Problemstellungen als Alternative zur ganzzahligen linearen
Optimierung in Betracht kommt.
v
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Preface
Our work on fast algorithms for decomposable graphs actually began in 2007,
when I was still an undergraduate student at the RWTH Aachen University with
an interest in parameterized algorithms. My doctoral advisor Peter Rossmanith
always found it somewhat unsatisfactory that on the one hand, we know a large
number of specialized algorithms for problems on graphs of bounded treewidth
that are very efficient in practice, but on the other hand Courcelle’s Theorem
is deemed “purely theoretically”, i.e., infeasible for practical applications due to
the space explosion problems and known lower bounds. He was sure that there
must be some way to have the best from two worlds, generality and efficiency.
When he then suggested this topic to me as a possible research area for my
diploma thesis, I was naive enough to accept.
After a couple of months we indeed came up with a new game-theoretic proof
technique. It was very restrictive and only worked for problems of the form
minU⊆V (G){ |U | | (G,U) |= ϕ }, where ϕ is a first-order formula. Moreover, this
technique was by no means feasible for practical applications. However, we
felt confident that this new, alternative algorithm could serve as a suitable
foundation for further research and thus we applied for funding at the German
Research Foundation (DFG). We were fortunate that our proposal was granted
and we were able to continue work on the project with the necessary financial
backing.
In the first months working on the project we overhauled the original algo-
rithm such that it reached a state where it eventually would make sense to
implement it. Our first implementation already worked for Minimum Vertex
Cover and Minimum Dominating Set on graphs of small pathwidth —
although from today’s perspective the running time and memory usage was
not very appealing. This result is described in a joint paper with Joachim
Kneis [138].
We then proceeded to extend the technique to monadic second-order formulas
(MSO) and arbitrary linear MSO optimization problems. On the theoretical
side, the extension to all of MSO was surprisingly straight-forward. However,
it quickly became apparent that additional improvements to the underlying
theoretical algorithm are necessary to shrink the search space significantly,
which had grown even further by the introduction of set quantifiers.
Eventually, we came up with a technique that let us evaluate many subfor-
xi
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mulas of the input formula very early in the dynamic programming process.
This “early determinization” technique accounts for the major performance
improvements of our current implementation over the original approach. Inter-
estingly enough, the development of this technique was driven by our interest in
improving the running time of our algorithm in a practical setting — originally,
we were only searching for heuristics to shrink the search space. Only much
later we found out that it also allows us to show appealing theoretical bounds
for some fixed problems, including Minimum Vertex Cover, Minimum
Dominating Set, and 3-Colorability. These results are published in a
joint article with Joachim Kneis and Peter Rossmanith [139].
In the mean time, Somnath Sikdar had joined our group in September 2009
and was immediately interested in our project and our new proof technique,
which resulted in many fruitful discussions. He was actually working on
“Structural Graph Theory & Parameterized Complexity”, a joint project between
our group and that of Petr Hliněný from Masaryk University in Brno, Czech
Republic. Robert Ganian and Petr Hliněný had recently introduced a set of
parse tree operators for rank-width [98], which Somnath Sikdar was studying
due to its relevance in the joint-project. In the context of the two projects on
decomposable graphs, it eventually became clear to us that our game-theoretic
technique of Courcelle’s Theorem can also be applied to these rank-width
operators, yielding a new, game-theoretic proof for a theorem by Courcelle,
Makowsky, and Rotics. This work is published in a joint paper with Peter
Rossmanith and Somnath Sikdar [149,150].
When Bruno Courcelle learned about our project, he invited us to present
our work at the workshop on “Graph Decompositions: Theoretical, Algorithmic
and Logical Aspects”, which took place at CIRM in Luminy, France, in October
2010. Jaroslav Nešetril, who attended this workshop, suggested to write a
survey on MSO model checking algorithms for decomposable graphs and their
algorithmic applications in practice. Writing this survey took a while, but it
is now nearly finished and we aim to submit this joint work with Felix Reidl,
Peter Rossmanith, and Somnath Sikdar in the near future.
In late 2010, Peter Rossmanith had the crazy idea to let our MSO imple-
mentation run against the open-source ILP-solver glpk to solve the Minimum
Dominating Set problem and to see which one is faster. I call this idea crazy
because it is well-known that ILP-based methods are commonly used to solve
hard optimization problems in practice, and it was therefore apparent to me
that our new MSO solver would be significantly slower than up-to-date ILP
solvers. We were quite surprised indeed: Even on small-ish grid graphs, our
MSO based approach was significantly faster than glpk. Convinced that this
was due to a lack of optimization within glpk, we applied for an academic
license of IBM’s well-known commercial ILOG CPLEX optimization software,
xii
which contains an “state-of-the-art” ILP solver. As to be expected, CPLEX was
faster than glpk by order of magnitudes. Nevertheless, with increasing graph
size we soon reach a point where our MSO solver outperforms CPLEX. Here,
the linear running time of the MSO approach for bounded treewidth is clearly
beneficial, while for CPLEX the running time increases super-linearly with the
number of vertices. We then systematically studied the performance of our
MSO solver compared to CPLEX for various natural optimization problems.
The results are published in joint paper with Felix Reidl, Peter Rossmanith,
and Somnath Sikdar in [147].
We have since further improved the implementation, which is now available
at the project homepage [148] and at https://github.com/sequoia-mso and
forms a supplement to this thesis.
This research project has only just begun. We have several ideas for ex-
tending this work, for example an implementation for dense graph classes of
bounded rank-width, lazy-evaluation techniques, or automatic kernelization
via protrusions, for which our technique is very well-suited. This thesis is a
snapshot of the results that we have obtained so far.
Outline
This thesis consists of three parts:
1. In Part I, we motivate our interest in practical MSO model checking
algorithms and survey related work. It is meant to address a broad
audience and we therefore start at the very basics.
2. Part II contains the theoretical underpinnings of our MSO solver. We
mathematically prove that our approach is correct and obtains a linear
running time. We do so not only for graphs of bounded treewidth, but
rather in a more general, uniform setting that includes graphs of bounded
treewidth, bounded clique-width, or bounded rank-width as respective
special cases.
3. In Part III, we describe the implementation of our MSO solver and carry
out an experimental evaluation.
Reading Recommendation
We hope that this thesis is useful for people interested in different aspects of
MSO model checking for decomposable graphs. The three main parts of this
xiii
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thesis are essentially self-contained and can be read independently. Let us give
a reading recommendation for the interested reader.
• Readers with a background in algorithms for graphs of bounded treewidth
or other decomposable graph classes, who are interested in the theoretical
foundations of our game-theoretic approach, are recommended to focus
on Part II and may safely ignore Part I and Part III.
• Readers interested in MSO model checking and its utility for practical
applications may safely skip Part II. The relevant contents are Part I and
Chapter 17.
• Readers that want to study our implementation are referred to Chapter 16.
They might also be interested in Section 13.5, where the underlying
algorithm is detailed.
xiv
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Part I.
Practical Utility of MSO Model
Checking on Decomposable
Graphs

1. Introduction
Imagine yourself as a consultant of the Paris railway network. Your task is to
implement a wireless Internet access service for railway customers. Figure 1.1
depicts the most important railway stations of this railway network in an
approximate geographical representation. It currently consists of 246 stations
and a little less than 600 km of rails. A wired network infrastructure is therefore
too costly, and your choice is a mesh-like wireless network such as IEEE 802.11s.
You have spent the past months identifying a large set of possible locations for
wireless base stations near the railway track, but budgetary policies force you
to select a small subset of locations that is able to cover the complete railway
network and retains connectivity of the wireless mesh infrastructure.
Worryingly, the task at hand is the well-known NP-complete Minimum
Connected Dominating Set problem (cf., [65, 153,208]), and a brute-force
approach is clearly infeasible. Worse, the real-world cost associated with each
new base station makes non-optimal solutions in the best case costly and in
the worst case unaffordable.
Let us step back and see what factors besides efficiency influence the choice
of an appropriate algorithm in such a situation:
Optimality: Besides the high cost associated with non-optimal solutions,
an additional motivation for obtaining an optimal solution is that they
provide an estimate of the bare minimum cost required.
Resources: An estimate of the resources available plays a role in determining
which algorithms can be used.
Generality: An algorithm is more useful if it can be used for a reasonable
number of real-world optimization problems.
Usability: Lastly, the algorithm should be usable by a layman with a minimum
amount of training or supervision.
Mixed integer linear program solvers are often a very good match. In this
thesis, we focus on another technique, that of MSO model checking, which
under well-defined circumstances provides an alternative angle of attack. Before
continuing, let us clarify what we mean by this term.
3
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Figure 1.1.: A slightly simplified geographical view of the Paris railway system.
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Model checking is more commonly used in the field of system verification.
Here logic model checking is used to verify the functional properties of complex
systems such as hardware and software systems. The focus lies on the underlying
complex system that has to be verified. It is sometimes considered an art to find
a model that sufficiently captures the underlying system at the right level of
abstraction. Logic is then used to express the desired properties of that model
such as deadlock freeness or timing behavior. See, e.g., [10] for an introductory
textbook.
In algorithms and computational complexity the term is used somewhat
differently: the focus is usually on testing some fixed property, the goal being
to design efficient algorithms that quickly check whether an arbitrary input
satisfies the property. In this context, the Model Checking problem is to
check whether a given input is a model for a—usually fixed—formula that
defines the property of interest. With this understanding, model checking in
particular encompasses all optimization problems that can be expressed in a
certain logic system as a property of the input.
Let us briefly return to the Paris railway system. If we disentangle the
network, the picture depicted in Figure 1.2 emerges. Not only is the underlying
graph of the system planar, it contains only a few cycles—which, given the
nature of the network, is not surprising. Many local railway networks have a
generic star-like structure connecting a central station with nearby suburban
stations. This structure can be exploited as outlined in the survey [219]
by Wagner on railway optimization problems. One decomposes the original
problem into sub-problems that are efficiently solvable, and later combines the
solutions to these sub-problems, possibly by relaxing some of the optimization
constraints.
An important feature of the network in question is that it almost looks like a
tree. The fact that many NP-hard problems become easy on trees was noticed
in the 1970s and was later quantified by Johnson [131] in a survey article where
he notes that:
. . . (the class of trees) are by far the champion at rendering NP-hard
problems solvable in polynomial time . . . [131].
This statement is corroborated by the fact that this survey article considered
the complexity of several important graph problems including Independent
Set, Clique, Chromatic Number, Hamiltonian Cycle, Dominating
Set, MaxCut, Steiner Tree, and Graph Isomorphism on a number of
graph classes. These include trees and forests, series-parallel graphs, partial
k-trees, outerplanar graphs, grid graphs, planar graphs, genus-k graphs, Halin
graphs, perfect graphs, chordal graphs, bipartite graphs, cographs, interval
graphs, and claw-free graphs.
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Figure 1.2.: A topological view of the Paris railway system.
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Johnson also notes that on trees many problems can be solved using a generic
algorithm design technique, namely, by using dynamic programming [100]. But
does this scale up to more general graphs? It turns out that many of these
problems can indeed be solved in polynomial time when restricted to graphs
that exhibit exactly those properties of trees which makes them amenable
to dynamic programming, such as series-parallel graphs, outerplanar graphs,
partial k-trees, Halin graphs, or interval graphs. See [131] and the references
therein for further details.
Given this state of affairs, a natural question is how one can define the
property of being “tree-like” in a mathematical context. This leads us to the
notion of treewidth originally introduced by Halin [115] and later rediscovered
by Robertson and Seymour [184] as part of their Graph Minors Project, cf. [67,
69,84]. The treewidth of a graph is an integer that essentially measures how
far removed the graph is from a tree. Trees and forests have constant treewidth
one; n × n-grids with n2 vertices have treewidth n; and complete graphs on
n vertices have treewidth n− 1, which is the maximum possible width for an
n-vertex graph. The graph classes on the high end of the spectrum are more
interesting for theoretical purposes, but indeed many important and rich graph
classes fall into the low end, i.e., their treewidth is bounded by a constant. For
instance, series-parallel and outerplanar graphs have treewidth at most two;
Halin graphs have treewidth at most five; and partial k-trees are precisely those
graphs of treewidth k [190,217,224]. Of course, to judge the applicability of this
restriction, it is even more interesting to know that many instances that arise in
practice have low treewidth. For example, the control-flow graphs of goto-free
C programs have treewidth at most six [211], and one can show that many
train and road networks have low treewidth (the Paris railway from Figure 1.2
has treewidth 3). The surveys by Bodlaender [19,22] and by Bodlaender and
Koster [27] list many more real-world examples of graphs with small treewidth.
A central property of graphs of treewidth k is that they can be recursively
decomposed into smaller subgraphs of treewidth k. Such graphs are called tree-
decomposable or, simply, decomposable. The corresponding tree decomposition
can be viewed as a parse tree that explains how a treewidth k graph can be
recursively generated from smaller treewidth k graphs. This property makes it
possible to run dynamic programming algorithms that use the parse tree as a
guide.
By the mid-80s it was known that several problems including Vertex
Cover, Independent Set, Dominating Set, and k-Colorability for
every fixed k, admit linear-time algorithms on graphs of bounded treewidth.
These results are summarized in the surveys by Arnborg [6] and the one by
Johnson [131]. In a 1994 survey, Hedetniemi already lists more than 200
references [118] (see also the searchable online bibliography [119]).
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There were also several attempts at a general design paradigm for problems
on graphs on bounded treewidth. One of the first of these general results is by
Takamizawa, Nishizeki, and Saito [203,204] who showed that all problems char-
acterized by a finite number of forbidden graphs admit linear-time algorithms
on series-parallel graphs. This was followed by the works of Wimer, Hedetniemi,
and Laskar [223], and of Arnborg and Proskurowski [9], both of which describe
linear time dynamic programming algorithms. A common aspect of both these
approaches is that they need to be tailored to specific problems. Even today,
the majority of algorithms for graphs of bounded treewidth essentially follow
the dynamic programming framework established in [9], see, e.g., [64, 218].
Bern, Lawler, and Wong [13] considered the problem of finding an optimal
subgraph H in a given weighted graph G. They devised a general approach
for constructing linear-time algorithms for this problem when the graph G is
defined by certain rules of decomposition and the desired subgraph H satisfies
a property that is “regular” (has finite state) with respect to these rules of
decomposition.
Their regularity property has also been used later in [31, 32, 156]. Bod-
laender [18] defined two classes of graph decision problems and introduced
polynomial time algorithms for these problems on graphs with bounded tree-
width. Scheﬄer and Seese [191, 194] formalize graph properties that can be
expressed in a certain local logical calculus called “L-existential locally ver-
ifiable”, which also yields linear time algorithms for such graphs. All these
frameworks already included many important graph problems for which algo-
rithms for graphs of bounded treewidth were known, including, e.g., Vertex
Cover, 3-Colorability, and Hamiltonian Cycle. By the late 1980s,
Courcelle was able to unify many previous results by showing that every prob-
lem that is definable in monadic second-order logic (MSO), a logical calculus
with huge expressive power, can be decided in linear time on graphs of bounded
treewidth. This celebrated result became known as Courcelle’s Theorem.
Theorem 1 (Courcelle’s Theorem [48]). Fix an MSO-definable graph prop-
erty Π and a positive integer w. There is an algorithm that for every graph
G = (V,E) of order n := |V | and of treewidth at most w decides whether G ∈ Π
in time O(n).
Courcelle’s Theorem was actually stated for Counting MSO (CMSO), an
extension of MSO by predicates that can count modulo integers, but differ-
ences can be neglected here. We note that the approach of Bern, Lawler, and
Wong [13] resembles that of Courcelle. In particular, their technique of con-
structing a finite-state tree automaton that recognizes the tree-decomposition
of the input graph is also commonly used to prove Courcelle’s Theorem (see
Section 5.1). However, their approach still lacks the syntactic formalism of
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MSO required to formally capture the class of problems that admit the desired
regularity property. A result very similar to Courcelle’s Theorem was later
obtained by Borie, Parker, and Tovey [32] utilizing the framework of Bern,
Lawler, and Wong. Their approach works for optimization problems such as
Minimum Vertex Cover, which cannot be expressed in MSO. At this point,
we note that the language of MSO can express only graph properties, which
translates into decision problems. In particular, optimization problems cannot
be expressed in the framework of MSO logic.
Not much later, Courcelle’s Theorem was extended by Arnborg, Lagergren,
and Seese [8], who proved that the result can be lifted to a large class of
decision, optimization and counting problems. For this they define an extension
of MSO called Extended MSO (EMSO) where one can specify a property using
an MSO-formula along with a function that evaluates the solutions to the
MSO-formula. In this way, decision problems with integer numbers as a part
of the input as well as optimization and counting problems can be expressed
on top of MSO. We will describe this useful concept in Section 4.6. Hohberg
and Reischuk [123] used homomorphisms into suitable rings to model such
evaluations. Courcelle and Mosbah [60] showed that if problem can be expressed
as a semiring homomorphism that maps satisfying assignments of the MSO-
formula into a semiring of choice (see Section 4.7 for details), then the problem
can be solved in linear or polynomial time on graphs of bounded treewidth.
This unifies many of the previous results such as the ones in [13,48,203]. We
note that the results of Arnborg, Lagergren, and Seese [8] and Courcelle and
Mosbah [60] are orthogonal in the sense that each framework includes problems
that cannot be expressed in the other [60]. Finally Flum, Frick, and Grohe [83]
addressed the problem of how the linear running time predicted by Courcelle’s
Theorem can be obtained in the RAM model by using more sophisticated data
structures and algorithms.
Courcelle’s Theorem, which is a key ingredient in many papers, is one of
those results that are referred to nowadays as a meta-theorem. These are results
that hold not just for a few isolated problems but for a whole class of problems.
Examples of other meta-theorems can be found in [24, 78, 85, 178]. We also
refer the reader to the surveys on algorithmic meta-theorems by Grohe and
Kreutzer [110,111,142]. It is important to realize that while meta-theorems are
immensely useful in quickly establishing whether a problem at hand admits an
algorithm of a particular type, they are usually not of much use in providing
algorithms that are usable. In fact, it is considered folklore that Courcelle’s
Theorem does not lead to efficient algorithms that can actually be used in
practice. For instance, Niedermeier [171] writes in his well-known textbook on
parameterized algorithms
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It must be emphasized, however, that the now described methodology
is of purely theoretical interest because the associated running times
suffer from huge constant factors and combinatorial explosions with
respect to the parameter treewidth. [. . . ] After establishing fixed-
parameter tractability in this way, as a second step one should
then head for a concrete, problem-specific algorithm with improved
efficiency [171, p. 169f].
Similar statements by other authors can be found in, e.g., [106,109].
This pessimism is with good reason. First, the standard proof for Courcelle’s
Theorem requires one to construct a finite-state tree automaton that recognizes
the tree-decomposition. While the construction of finite (tree) automata from
MSO formulas is standard and particularly well-understood in theory [34,
68, 79, 209, 210], it remains a challenging task in practice due to problems of
space-explosion, cf., [137,160].
Second, although Courcelle’s Theorem states that graph properties expressible
in MSO can be checked in linear time, theoretical lower bounds on the constant
in the running time expression show that it is simply too large to render the
algorithm useful. For example, even for trees the constant is a tower of twos
22
2... whose height depends on the formula:
22
···
·22
}
height
Frick and Grohe show that these constants cannot be improved unless P 6=
NP [91] (see Section 5.3 for details). In other words, for arbitrary formulas it is
simply impossible to prove any efficient running time bounds for Courcelle’s
Theorem. Of course, these lower bounds do not hold for all input formulas.
Nevertheless, even for fixed formulas (consider a fixed problem like 3-Color-
ability, Hamiltonian Cycle, for instance) it remains a tedious task to
show concrete upper (or lower) bounds for the automata-theoretic approach,
see, e.g., [55, Chapter 6] or [53]. Finally, actual experiments reveal that the
problems “predicted” theoretically, in particular the space-explosion problems,
occur in practice, cf. [53, 105,106,134,200] and Chapter 6.
This explains why the trend has now shifted from generic algorithms to
specialized algorithms where the dependency on the treewidth is explicitly
specified. This dependency was usually neglected in previous papers where the
treewidth is considered a constant. One of the first papers where the running
times include this dependency on treewidth is by Arnborg and Proskurowski [9],
where they give some “crude performance estimates.” For example, they
(implicitly) give a running time of O(9wn) for the Minimum Dominating Set
problem, but it is easy to see that with minor modifications their algorithm
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runs in O(5wn) time (w denotes the treewidth). The focus in their paper
was on devising a design approach for linear-time algorithms for graphs of
bounded treewidth, and no effort was made to improve the dependency for
particular algorithms. Nevertheless, many of the algorithms presented in their
work, including the O(2wn) algorithm for Minimum Vertex Cover and the
O(3wn) algorithm for 3-Colorability, remain the best-known algorithms for
graphs of bounded treewidth to date.
Current research in this area is mainly towards improving the running time
dependency on the treewidth w. For example, for Minimum Dominating
Set, the running time was first improved to O(4w ·n) in [3] and to O(3w ·w2n)
in [218]. For further information on such specialized algorithms for graphs of
bounded treewidth, we refer to the surveys of Bodlaender [21] and Bodlaender
and Koster [27] and the references therein.
We mention two recent break-through results in this area. First, Lokshtanov,
Marx, and Saurabh [155] showed that the running times of several algorithms
for problems on graphs of bounded treewidth, including the O(2wn) and O(3wn)
algorithms for Minimum Vertex Cover and 3-Colorability in [9], are
essentially the best possible. Any improvement in the running times would
directly imply faster algorithms for the well-researched SAT problem which is
considered unlikely by many. Second, it has been a long-standing open question
whether several problems that obey a connectivity constraint on the solution set
(Steiner Tree, Hamiltonian Cycle,Minimum Connected Dominating
Set, . . . ) allow for algorithms with a running time of O(cwpoly(n)) for a
constant c, i.e., with a single-exponential dependency on the treewidth. This
has been answered in the affirmative by Cygan, Nederlof, Pilipczuk, Pilipczuk,
van Rooij, and Wojtaszczyk [64] by using a novel, randomized technique called
Cut-and-Count that extends to a lot of problems with connectivity constraints.
Beside these improvements in specialized algorithms for specific problems,
there is an increasing interest in making the general approach outlined by
Courcelle’s Theorem feasible in practice. A couple of groups have worked on
implementations of Courcelle’s Theorem. With some considerable effort there
are ways to actually obtain algorithms that can be used in practice. In the
following, we survey work and advances in practical aspects of MSO model
checking on decomposable graphs.
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2. Preliminaries
2.1. Notation and Conventions
Let us briefly fix the notation used throughout this thesis. The power set of
a set U is denoted by 2U . For an integer m ∈ N, we let [m] := {1, . . . ,m}.
For every t ∈ N, the map expt : N→ N is a t-times iterated exponential , i.e.,
exp0(x) := x and expt(x) := 2expt−1(x).
For elements s1, . . . , sl, we write ~s = (s1, . . . , sl) to denote the (ordered)
tuple (or sequence) of these elements. For a set U , we let ~s [U ] be the
subsequence of (s1, . . . , sl) that contains only objects in U . For example,
if ~s = (a, b, c, d, e, d, c, b, a), then ~s [{a, c, f}] = (a, c, c, a). By ~s [a/b] we de-
note the renaming of a into b, i.e., the sequence (s′1, . . . , s′l) with s′i = si
if si 6= a and s′i = b else. Multiple consecutive renaming operations are
written as ~s [a1/b1] · · · [al/bl], while multiple parallel renaming operations are
written as ~s [a1/b1, . . . , al/bl]. For example, if ~s = (a, b, c, d, e, d, c, b, a), then
~s [a/c][c/g] = (g, b, g, d, e, d, g, b, g) and ~s [a/c, c/g] = (c, b, g, d, e, d, g, b, c). For
r-ary relations S ⊆ U r over a set U , we extend this notion to
S[ · ] := { (s1, . . . , sr)[ · ] ∣∣ (s1, . . . , sr) ∈ S }.
To avoid cluttered notation, we will often use the following notational con-
vention: If s1, . . . , sl are elements, we may write s¯ to represent these elements.
This syntactic sugar allows us to use the following short-hand notation:
{s¯} = {s1, . . . , sl} set
(s¯) = (s1, . . . , sl) sequence
{s¯, s′} = {s1, . . . , sl, s′} set union
{s¯, t¯} = {s1, . . . , sl, t1, . . . , tm} set union
(s¯, s′) = (s1, . . . , sl, s′) concatenation
(s¯, t¯) = (s1, . . . , sl, t1, . . . , tm) concatenation
Furthermore, we even may omit the surrounding curly brackets if it is clear
from the context that s¯ denotes the set {s¯}. For example, if s1, . . . , sl ∈ Z, then
we may write { s ∈ s¯ | s > 10 } to denote the set of elements s ∈ s¯ = {s1, . . . , sl}
that are larger than ten. It will always be clear from the context what s¯ denotes.
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Let U be a set and (C1, . . . , Cp), (D1, . . . , Dp) be sequences of sets. Let  be
one of ∪,∩, \. We define:
~C  U := (C1  U, . . . , Cp  U)
~C  ~D := (C1 D1, . . . , Cp Dp)
Therefore when it comes to the union, intersection, and subtraction of sequences,
we always mean their componentwise union, intersection, and subtraction,
respectively.
For a commutative operator ⊕ and a finite set e¯ = {e1, . . . , el} of elements,
we let ⊕
e¯ =
⊕
{e1, . . . , el} := e1 ⊕ · · · ⊕ el.
We consider finite, undirected, simple, and loop-free graphs only. For a
graph G, we by V (G) denote its set of vertices and by E(G) its set of edges.
For an edge e = {u, v} ∈ E(G) and a vertex v ∈ V (G), we say v is incident
to e iff v ∈ e.
In this thesis, we will often consider a graph G and a tree T associated
with G in the same context. To reduce ambiguity, we usually call the elements
in V (G) vertices and the elements in V (T ) nodes .
We w.l.o.g. assume that trees are rooted and every edge in E(T ) has a
direction away from the root. We denote the root of a tree T by root(T ). For a
tree T and a node u ∈ V (T ) we let childrenT (u) = { v ∈ V (T ) | (u, v) ∈ E(T ) }
be the set of children of u in T . We let subtreeT (u) be the subtree of T rooted
at u, and subtrees(T ) = { subtreeT (u) | u ∈ childrenT (root(T )) }. We may
omit the subscript if T is clear from the context.
2.2. Problems
Let us formally define the three well-known NP-complete [100] decision problems
Vertex Cover, Dominating Set, and 3-Colorability, which shall be
used for examples throughout this thesis. These are to decide whether a
graph has a small vertex cover, a small dominating set, or whether a graph is
three-colorable. We first introduce these three graph-theoretic notions. Let
G = (V,E) be a graph.
• A vertex set U ⊆ V is called a vertex cover of G if for every edge
{u, v} ∈ E at least one of its endpoints u or v is contained in U .
• A vertex set U ⊆ V is called a dominating set of G if each vertex is
contained in U or has at least one neighbor that is contained in U .
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• A partition R,G,B of the vertex set V is called a three-coloring if no two
adjacent vertices share the same color. We say G is three-colorable, if the
vertex set of G can be partitioned into a three-coloring R,G,B.
Note that the vertex set V is always a vertex cover and a dominating set of G.
It is, however, hard to decide whether the graph admits, respectively, a small
vertex cover or a small dominating set, or whether a graph is three-colorable.
The following classical decision problems are NP-complete, cf. [100].
Vertex Cover
Input: A graph G = (V,E) and an integer k
Question: Is there a vertex cover U ⊆ V of G with |U | ≤ k?
Dominating Set
Input: A graph G = (V,E) and an integer k
Question: Is there a dominating set U ⊆ V of G with |U | ≤ k?
3-Colorability
Input: A graph G = (V,E)
Question: Is G three-colorable?
We also consider the optimization variants of Vertex Cover and Domi-
nating Set, where the solution size is not part of the input:
Minimum Vertex Cover
Input: A graph G = (V,E)
Solutions: Vertex covers U ⊆ V
Goal: Minimize |U |
Minimum Dominating Set
Input: A graph G = (V,E)
Solutions: Dominating sets U ⊆ V
Goal: Minimize |U |
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3. Treewidth and Tree
Decompositions
We have mentioned that many problems become easier on trees and on graphs
that have a structure similar to trees. The notion of treewidth, which is a
measure of how close an undirected graph is to a tree, was first introduced by
Halin [115] and later rediscovered by Robertson and Seymour [184] as a crucial
part of their Graph Minors Project. The formal definition of treewidth is a
little cumbersome and we therefore propose to introduce it via an equivalent
game-theoretic characterization.
The game in question is called the cops-and-robber game [151, 196]. In
this game there are two parties: a robber who lives on the vertices of a
graph G = (V,E) and cops who move about in helicopters. The cops and the
robber can see each other and the goal of the cops is to catch the robber; the
goal of the robber is to evade capture. The robber is allowed to move about
in the graph using its edges at an infinite speed. The point of the helicopters
is that the cops are not constrained to move along edges, but their speed is
finite. Moreover, the only way the cops can catch the robber is by landing
a helicopter on the vertex occupied by the robber. The robber cannot run
through a cop. The point of the unbounded speed of the robber is that he can
see where the cops are going to land and can react before the cops have actually
landed. Thus, the only way for the cops to capture the robber is by blocking
all escape routes, that is, by placing cops on all vertices that are neighbors of
the vertex occupied by the robber. We now define the treewidth of a graph G
as the minimum number of cops required to catch a robber in G minus one.
The “minus one” is cosmetic and ensures trees have treewidth one.
In order to get a feeling for this cop-and-robber game, it is a good idea to
come up with cop or robber strategies for graphs such as trees, circles, grids,
and cliques. We will assume that the graphs we will deal with have at least
two vertices as otherwise only one cop is sufficient to catch the robber. If the
graph is connected and has at least two vertices then one cop cannot catch the
robber because the latter can always move to a cop-free vertex. For trees, it
is actually quite easy to see that two cops are both necessary and sufficient.
One of the cops lands on an arbitrary vertex u of the tree T and this forces
the robber to move to a subtree Ti of T − u. The second cop then moves to
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the unique neighbor of u in Ti and the game continues with the roles of cops
exchanged. The two cops effectively push the robber to a leaf of the tree and
trap him there.
For a cycle Cn on n ≥ 3 vertices, two cops do not suffice. Here is a robber
strategy that demonstrates this fact. For any two vertices u, v chosen by the
cops, the robber moves to a vertex in the larger component of Cn − {u, v}
before the second cop lands. For n ≥ 3, a free vertex is always available and the
robber can always elude capture. Three cops, however, can catch the robber as
follows. Place two cops at diametrically opposite vertices of Cn. The robber
must move into a path P ∈ Cn − {u, v}. Place the third cop on a vertex that
is in the middle of P and repeat. This cop strategy halves the size of the
connecting component inhabited by the robber at each stage. The process is
repeated until the robber is caught.
A clique on n vertices requires n cops as n− 1 cops always leaves a cop-free
vertex that can be used by the robber. For an n × m-grid one can show
that min{n,m} + 1 cops suffice. Place min{n,m} cops on a row or column
(depending on which is shorter) and use the last cop so that the row (or column)
of cops “sweep across” the grid. Showing that min{n,m}+ 1 cops are necessary
is more difficult and we will not prove it here. The interested reader may refer
to [67].
Before we state the formal definition of treewidth, let us consider once again
the cop-strategy for trees. The cop-strategy in this case crucially used the fact
that every (internal) vertex of a tree is a cut-vertex. A tree can (trivially) be
decomposed into cut-vertices. The definition of treewidth essentially replicates
this idea with cut-vertices being replaced by vertex-sets which are called
bags. Removing a bag decomposes the graph into smaller pieces similar to
what happens when an internal vertex of a tree is removed. These smaller
components can themselves be recursively decomposed into bags. The treewidth
of the graph is essentially the maximum size of the bags in the decomposition.
Of course, to ensure that the bags are actually cut-sets, they must satisfy some
additional properties which are specified in the formal definition that follows.
For a proof that the game-theoretic definition is equivalent to the one given
below see [196].
Definition 2. A tree decomposition of a graph G is a pair (T,X), where T is
a tree and X = (Xi)i∈V (T ) is a family of subsets of V (G), one for each node
i ∈ V (T ), such that
• for all vertices v ∈ V (G) there exists i ∈ V (T ) with v ∈ Xi;
• for all edges {v, w} ∈ E(G) there exists i ∈ V (T ) with u, v ∈ Xi; and
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Figure 3.1.: A simple graph and an optimal tree decomposition.
• for each vertex v ∈ V (G), the set of nodes { i ∈ V (T ) | v ∈ Xi } is
connected in T .
The sets Xi are called bags. The width of a tree decomposition is the size of
the largest bag minus one. The treewidth of a graph G is the minimum width
over all possible tree decompositions of G.
Example 3. Figure 3.1 shows a small graph and a corresponding tree decom-
position of width 3. This is optimal because one also requires at least four
cops to catch the robber on the graph induced by the vertices 3, 4, 5, 6 alone.
The bags of the tree decomposition can be understood as the description of a
cop strategy. For example, if in the very first step the first cop lands on the
cut-vertex 3 of the graph, as seen in the topmost bag of the tree decomposition,
then the robber is either in the left component induced by the vertices 0, 1, 2 or
in the right component induced by the vertices 4, . . . , 9. The tree decomposition
then tells the cops which vertex is to be blocked next; in this case, vertex 1
or 4, respectively. The cops continue to occupy the vertices as described by
the tree decomposition, until eventually the robber is caught either on vertex 0
(with cops on vertices 0, 1), on vertex 2 (with cops on vertices 1, 2), on vertex 7
(with cops on vertices 3, 5, 6, 7), or on vertex 9 (with cops on vertices 4, 8, 9).
We mention another equivalent definition of treewidth using what are known
as partial k-trees. Partial k-trees were introduced in the 1960s [15,16,188], but
their connection with treewidth was established much later.
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Definition 4. The class of k-trees is inductively defined as follows.
1. A complete graph on k vertices is a k-tree.
2. If H is a k-tree on n vertices with k ≤ n, adding a new vertex and
connecting it to all the vertices of a k-clique in H creates a k-tree on
n+ 1 vertices.
A partial k-tree is a graph obtained by deleting some edges (but not vertices)
of a k-tree.
We have the following result.
Theorem 5 ([190, 217, 224]). A graph has treewidth k if and only if it is a
partial k-tree.
It is useful to be acquainted with several equivalent definitions of treewidth
because in a given situation one definition might prove to be more useful than
the others. For example, as an application of the above theorem, we show that
graphs of treewidth k are sparse in the sense that the number of edges is a
linear function of the number of vertices:
m ≤ k · n+
(
k
2
)
To see this, simply observe that a k-tree on n vertices has exactly
(
k
2
)
+k(n−k)
edges. This fact is not very easy to see using the cops-and-robber game
formulation.
Several important graph classes occurring in practice can be shown to have
small treewidth. An oft-quoted example is the control-flow graphs of goto-free
C programs that have treewidth at most six as shown by Thorup [211]. Similar
results were obtained for Java [114] and Ada [37]. For more background on
treewidth, we refer the reader to surveys such as [19,22].
3.1. Computing Tree Decompositions
A typical algorithm that makes use of dynamic programming on graphs of
bounded treewidth requires a tree-decomposition of the graph to be supplied
as input. Therefore being able to compute tree-decompositions of small width
efficiently is crucial for practical applications. Unfortunately, the problem of
deciding whether a graph has treewidth at most width w (the Treewidth
problem) is NP-complete [7].
20
3.1. Computing Tree Decompositions
For fixed values of w, the first polynomial-time algorithm for the problem
was by Arnborg, Corneil, and Proskurowski [7]. Their algorithm runs in
time O(nw+2). Moreover, the problem admits an algorithm with running
time O(f(w) · nO(1)), where f is a function of w alone. That is, Treewidth is
fixed-parameter tractable [69,84,171] with respect to the width w as parameter.
The fixed-parameter tractability of Treewidth was first shown by Robertson
and Seymour using results from their Graph Minors Project [184,186]. However
their result is not constructive. In 1996, Bodlaender published an algorithm
that decides whether a given graph has treewidth at most w in time O(243·w3 ·n)
and if so, constructs a tree-decomposition of width at most w [20]. However
this algorithm uses too much time even for w = 4 [19, 187]. In fact, it is a
challenging open problem to design a more efficient algorithm that computes
an optimal tree-decomposition.
A survey of Bodlaender and Koster [27] lists a number of algorithms that
have been implemented and tested in practice. These include polynomial-time
algorithms for bounded width, branch-and-bound algorithms, and modera-
tely-exponential time algorithms. Unfortunately, all these algorithms are
either completely unusable in practice or infeasible for non-trivial instances
of reasonable sizes (larger than, say, 100 vertices). Fortunately, in practice it
usually suffices to use a heuristic for computing the tree-decomposition, since it
is used only as a guide for the dynamic programming algorithm. Using a non-
optimal tree-decomposition affects only the running time of the algorithm, which
will nevertheless output the correct solution. Several heuristics for obtaining
small tree-decompositions are known and they seem to work well in a practical
setting. Often, nearly optimal tree-decompositions can be computed [25,28] and
thus it can actually be considered preferable to use heuristics for this step of the
computation. Given that heuristics are fast compared to the actual dynamic
programming algorithm that uses the tree-decomposition, in some situations it
makes sense to use several heuristics to compute a tree-decomposition of the
input graph and use the one with the smallest width.
The aforementioned paper [27] surveys many approximation algorithms with
strict performance guarantees and classic best-effort heuristics. The reader
interested in these algorithms are referred to [27], [55, Section 6.2] and the
references therein. An experimental study of the performance of a large number
of treewidth heuristics can be found in [25,28].
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4. Logic for Graphs
The main purpose of this chapter is to introduce the reader to logic and,
in particular, to monadic second-order logic, which is the formalism used in
Courcelle’s Theorem and its extensions. Our plan is to begin with the very
basics and this approach makes this section rather long. The reader familiar
with these notions may skip these sections.
Let us motivate the need for a logical formalism in computer science in
general and model checking in particular. One can describe graph properties or
graph problems in some natural language, but natural languages are inherently
ambiguous. Therefore if we want to specify a problem as input to an algorithm,
for instance, we need a formal language that adheres to certain syntactic rules so
that statements in that language can be parsed by the algorithm. Furthermore,
we need to ascribe meaning (semantics) to the words of this formal language
so that the algorithm can, in a sense, understand statements in that language.
These criteria are fulfilled by mathematical logics.
A logic is a formal language whose words are called formulas or statements,
and they are given a meaning or semantic by defining when statements hold, or
are true in the logic. The field of mathematical logic has natural connections to
philosophical logics and artificial languages, cf., [189]. We refer the interested
reader to introductory texts such as [30,80,164,197].
4.1. Propositional Logic
Propositional logic is concerned with propositions and their interrelationships.
A proposition is statement that has the property of being either true or false.
Propositions may be combined in various ways to create more complicated
propositions in a way such that the truth or falsity of resulting proposition is
determined by the truth or falsity of its component propositions.
There are three basic operations on propositions. The simplest of these is the
negation operation. Given a proposition A, the negation of A, denoted by ¬A,
is a proposition which is true if and only if A is false. The conjunction of two
propositions A and B is denoted by A ∧B. The proposition A ∧B is true if
and only if both A and B are true. The disjunction of A and B is denoted by
A ∨B and is true if and only if at least one of A or B is true.
23
4. Logic for Graphs
To formally describe the syntax of propositional logic, we start with a set
A = {A1, . . . , Ai | i ∈ N } of propositions. A propositional formula is then
defined as follows.
• Every proposition is an (atomic) formula.
• If ϕ and ψ are formulas, then (ϕ ∨ ψ) and (ϕ ∧ ψ) are formulas.
• If ϕ is a formula, then ¬ϕ is a formula.
Here is how one assigns meaning to formulas (we follow [193]): Let ΦA be the
set of all propositional formulas having atomic formulas in A, and ϕ ∈ ΦA a
propositional formula. Let α : A → {0, 1} be a function assigning truth values
to propositions, where we use the integer 0 for false and 1 for true. We call α
an assignment of A. We extend α to α : ΦA → {0, 1} via:
• α(¬ϕ) = 1− α(ϕ).
• α(ϕ ∨ ψ) is 1 if α(ϕ) + α(ψ) > 0 and 0 otherwise.
• α(ϕ ∧ ψ) is 1 if α(ϕ) · α(ψ) > 0 and 0 otherwise.
If ϕ ∈ ΦA is a formula and α : A → {0, 1} is an assignment of A, then we call
α a model for ϕ iff α(ϕ) = 1.
Using truth tables, one can show that, for instance, ¬(Ai∧Aj) is semantically
equivalent to ¬Aj ∨ ¬Ai and that the implications (ϕ→ ψ) and (ϕ↔ ψ) can
be expressed by the equivalent formulas (¬ϕ ∨ ψ) and (ϕ → ψ) ∧ (ψ → ϕ),
respectively, which sometimes are convenient abbreviations when expressing
properties.
4.2. First-order Logic
First-order logic (FO) builds on propositional logic by adding the quantifiers for
all (∀) and there exists (∃). In FO, we are interested in whether a formula holds
on certain structures. In this part of the thesis, we for simplicity shall restrict
ourselves to graphs, which makes the logical foundations more accessible. We
follow [74].
We first fix a countably infinite set of individual variables x1, x2, . . . that
we want to use as place-holders for vertices in the problem specification. The
formulas of FO are strings that are obtained from finitely many applications of
the following rules:
1. If t1 and t2 are individual variables then t1 = t2 is a formula.
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2. If t1, t2 are individual variables, then adj(t1, t2) is a formula.
3. If ϕ is a formula then ¬ϕ is a formula.
4. If ϕ1, . . . , ϕk are formulas then (ϕ1 ∨ · · · ∨ ϕk) and (ϕ1 ∧ · · · ∧ ϕk) are
formulas.
5. If ϕ is a formula and x is an individual variable then ∃xϕ and ∀xϕ are
formulas.
Formulas of types 1 and 2 above are called atomic. Variables that are not
within the scope of a quantifier are called free. Free variables can be used to
test properties w.r.t. these variables; to this end, their values will be “provided”
to the formula. A formula without free variables is called a sentence. By
free(ϕ) we denote the set of free variables of ϕ.
We now assign meanings to the logical symbols by defining the satisfaction
relation |=. Let G = (V,E) be a graph. We first need to provide values for the
free variables of a formula. An assignment in G is a function α : free(ϕ)→ V
that assigns individual variables values in V . For an individual variable x and
an assignment α, we let α[x/a] denote an assignment that agrees with α except
that it assigns the value a ∈ V to x. We define the relation (G,α) |= ϕ (ϕ is
true in G under α) as follows:
• (G,α) |= t1 = t2 iff α(t1) = α(t2)
• (G,α) |= adj(t1, t2) iff {α(t1), α(t2)} ∈ E
• (G,α) |= ¬ϕ iff not (G,α) |= ϕ
• (G,α) |= (ϕ1 ∨ · · · ∨ ϕk) iff (G,α) |= ϕi for some 1 ≤ i ≤ k
• (G,α) |= (ϕ1 ∧ · · · ∧ ϕk) iff (G,α) |= ϕi for all 1 ≤ i ≤ k
• (G,α) |= ∃xϕ iff there is an v ∈ V such that (G,α[x/v]) |= ϕ
• (G,α) |= ∀xϕ iff for all v ∈ V it holds that (G,α[x/v]) |= ϕ
If ϕ is a sentence and (G,α) |= ϕ, where α : ∅ → V , then we say G is a model
for ϕ and just write G |= ϕ.
Definition 6. A graph property Π is called FO-definable if there is an FO-
sentence ϕ such that for a graph G = (V,E) it holds
G ∈ Π iff G |= ϕ.
Example 7. Let k ≥ 0 be an integer.
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• The following FO-sentence expresses that a graph has a vertex cover of
size at most k:
∃v1, . . . ,∃vk∀u∀v
(
adj(u, v)→
(u = v1 ∨ v = v1 ∨ · · · ∨ u = vk ∨ v = vk)
)
In the formula, we let existential quantifiers guess k vertices of the vertex
cover, and then verify that for all edges {u, v} at least one of the endpoints
is one of the k selected vertices.
• The following FO-sentence expresses that a graph has a dominating set
of size at most k:
∃v1, . . . ,∃vk∀u∃v
(
(adj(u, v) ∨ u = v) ∧ (v = v1 ∨ · · · ∨ v = vk))
)
Again, we let existential quantifiers guess k vertices for the dominating
set, and then verify that all vertices are dominated.
Consequently, the graph properties of having a vertex cover of size at most k
or a dominating set of size at most k are FO-definable.
4.3. FO Model Checking
We are now interested in the complexity of the following problem: We are given
a formula ϕ, a graph G = (V,E) and an assignment α of the free variables
of the formula in this graph, and we are asked whether (G,α) |= ϕ. This is
known as the FO Model Checking problem:
FO Model Checking
Input: An FO-formula ϕ, a graph G = (V,E), and
an assignment α : free(ϕ)→ V
Question: Does (G,α) |= ϕ?
This problem is easily seen to be PSPACE-complete: Hardness follows from
the fact that quantified Boolean formulas (QBF) can naturally be written as
first-order logic formulas with equality x = y, and QBF Satisfiability is a
classical PSPACE-complete problem, cf. [202,225]. The reduction from QBF
Satisfiability to FO Model Checking works even if the graph (that is
an input to the latter problem) has only two vertices. This indicates that the
“hardness” of FO Model Checking lies in the formula itself. To see that FO
Model Checking is in PSPACE we can use Algorithm 1, which recursively
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Algorithm 1 FO Model Checking Algorithm A(ϕ,G, α)
Input: An FO-formula ϕ, a graph G = (V,E), and an
assignment α : free(ϕ)→ V
if ϕ = t1 = t2 then return 1 iff α(t1) = α(t2) and 0 otherwise
if ϕ = adj(t1, t2) then return 1 iff {α(t1), α(t2)} ∈ E and 0 otherwise
if ϕ = ¬ψ then return 1− A(ψ,G, α)
if ϕ = (ϕ1 ∨ · · · ∨ ϕk) then
for i = 1, . . . , k if A(ϕi, G, α) = 1 then return 1
return 0
if ϕ = (ϕ1 ∧ · · · ∧ ϕk) then
for i = 1, . . . , k if A(ϕi, G, α) = 0 then return 0
return 1
if ϕ = ∃xψ then
for each v ∈ V if A(ψ,G, α[x/v]) = 1 then return 1
return 0
if ϕ = ∀xψ then
for each v ∈ V if A(ψ,G, α[x/v]) = 0 then return 0
return 1
tests whether the formula holds by following the definition of the satisfaction
relation |=. If k := ‖ϕ‖ denotes the length of the input formula, it is not hard
to see that Algorithm 1 uses at most nk recursive calls, and hence its running
time is O(nk+c), where c is a constant that depends on the polynomial overhead
for each recursive call.
In particular, if the formula is fixed then FO Model Checking can be
solved in polynomial time.
Theorem 8 (Folklore). Fix an FO-definable graph property Π. There is an
algorithm that for every graph G = (V,E) of order n := |V | decides whether
G ∈ Π in time O(poly(n)).
Hence, for every fixed FO-formula ϕ the following problem is in P:
ϕ-FO Model Checking
Input: A graph G = (V,E), an assignment α : free(ϕ)→ V
Question: Does (G,α) |= ϕ?
Recall that even though Vertex Cover and Dominating Set are NP-
complete, checking whether a graph has a vertex cover or a dominating set of
at most k, respectively, is in P for each fixed integer k, since there are only
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(
n
k
)
subsets of size k, which for every fixed k can be enumerated in polynomial
time.
If we leave the realm of general graphs and consider more restricted graph
classes, then the ϕ-FO Model Checking problem can often be solved in
linear time. For example, a result by Seese states that the problem can be
solved in linear time on graphs of bounded degree.
Theorem 9 (Seese [195]). Fix an FO-definable graph property Π and an
integer d > 0. There is an algorithm that for every graph G = (V,E) of order
n := |V | and maximum degree at most d decides whether G ∈ Π in time O(n).
The underlying reason here is, roughly speaking, that first-order formulas
of size k can only express local properties: An FO-formula of bounded size
cannot distinguish two vertices u1, u2 of distance large enough from each other
if their local neighborhoods of radius k are isomorphic, since each node on
a path between two vertices requires one quantifier, and thus only paths of
bounded size can be defined (which corresponds to the radius). This property
is formalized in a result that is known as Gaifman’s Locality Theorem [93].
Furthermore, on graphs of bounded degree d, the size of the neighborhood
within a constant radius r has size at most dr + 1. On graphs of bounded
degree, to decide whether the formula holds it then suffices to count the number
of different local neighborhoods up to a radius of k by a result of Hanf [116]
(the Hanf-Sphere-Lemma).
Similar results were shown for several graph classes, all of which are locally
restricted in some sense. The running time of the algorithms in each of these
cases is either linear or almost linear: O(n1+) for an arbitrary  > 0. For
example, Frick and Grohe [90] showed that ϕ-FO Model Checking admits
a linear-time algorithm for locally tree-decomposable graphs and an almost
linear-time algorithm for graphs of locally bounded treewidth. Locally tree-
decomposable graphs include planar, bounded degree, and bounded treewidth
graphs. Dawar, Grohe, and Kreutzer give polynomial time algorithms for graphs
locally excluding an arbitrary but fixed minor, where the degree of the polyno-
mial does not depend on the formula [66]. All these results were generalized
in [73] to graphs of bounded expansion and locally bounded expansion. Graphs
of bounded expansion include, in particular, graphs of bounded treewidth, all
proper minor-closed graph classes, and graphs of bounded degree. Graphs of
locally bounded expansion include graphs of locally bounded treewidth and
those locally excluding a minor [73].
Theorem 10 (Dvořák, Král, and Thomas [73]). Fix an FO-definable graph
property Π. There is an algorithm that for every graph G = (V,E) of order
n := |V | and bounded expansion decides whether G ∈ Π in time O(n).
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Theorem 11 (Dvořák, Král, and Thomas [73]). Fix an FO-definable graph
property Π and a number  > 0. There is an algorithm that for every graph
G = (V,E) of order n := |V | and locally bounded expansion decides whether
G ∈ Π in time O(n1+).
4.4. MSO Logic
By Theorem 8, FO-definable graph properties can be decided in polynomial
time. Assuming P 6= NP, graph properties that are NP-hard to decide cannot
be defined in FO. One such problem is 3-Colorability, which cannot be
expressed in FO. Indeed, one would intuitively expect that a logic in which
3-Colorability can be expressed provides methods to express that there
exists a partition of the vertex set into colors sets, say red, green, and blue,
such that no two adjacent vertices have the same color, which requires some
means to fix/guess subsets (such as colors) and check properties w.r.t. to these
subsets (such as no two adjacent vertices share the same color).
Monadic second-order logic (MSO) is an extension of first-order logic which
allows quantification over sets of vertices and edges. In second-order logic,
relations of arbitrary arity can be subject to quantification, and MSO is the
unary fragment of second-order logic: sets are relations of arity one. To define
MSO, we first fix variables that we use as place-holders for objects and sets
in the graph. We fix a countably infinite set of individual variables x1, x2, . . .
and a countably infinite set of set variables X1, X2, . . .. Every variable x,X
is said to have a type tp(x), tp(X) ∈ {1, 2} denoting whether it refers to
vertices (tp(x) = 1), edges (tp(x) = 2), vertex sets (tp(X) = 1), or edge sets
(tp(X) = 2), respectively. The formulas of MSO are strings that are obtained
from finitely many applications of the following rules:
1. If x1 and x2 are individual variables with tp(x1) = tp(x2), then x1 = x2
is a formula.
2. If x1, x2 are individual variables with tp(x1) = tp(x2) = 1, then also
adj(x1, x2) is a formula.
3. If x1, x2 are individual variables with tp(x1) = 1 and tp(x2) = 2, then
inc(x1, x2) is a formula.
4. If x is an individual variable and X is a set variable with tp(x) = tp(X),
then x ∈ X is a formula.
5. If ϕ is a formula then ¬ϕ is a formula.
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6. If ϕ1, . . . , ϕk are formulas then (ϕ1 ∨ · · · ∨ ϕk) and (ϕ1 ∧ · · · ∧ ϕk) are
formulas.
7. If ϕ is a formula and x is an individual variable then ∃xϕ and ∀xϕ are
formulas.
8. If ϕ is a formula and X is a set variable then ∃Xϕ and ∀Xϕ are formulas.
The formulas obtained by 1–4 above are called atomic formulas . If the formulas
in 8 use edge set variables (tp(X) = 2), we call this quantification an edge set
quantification, which will be of interest later. The free variables of a MSO-
formula ϕ are denoted by free(ϕ). If ϕ has free set variables only, we say ϕ is
a relational formula. A formula without free variables is called a sentence.
The quantifier rank qr(ϕ) of a formula ϕ is the maximum number of nested
quantifiers occurring in it.
qr(ϕ) := 0, if ϕ is atomic; qr(∃xϕ) := qr(ϕ) + 1;
qr(¬ϕ) := qr(ϕ); qr(∃Xϕ) := qr(ϕ) + 1;
qr
(
(ϕ1 ∨ · · · ∨ ϕk)
)
:= max1≤i≤k{qr(ϕi)}; qr(∀xϕ) := qr(ϕ) + 1;
qr
(
(ϕ ∧ · · · ∧ ϕk)
)
:= max1≤i≤k{qr(ϕi)}; qr(∀Xϕ) := qr(ϕ) + 1,
As in the case of FO, we assign meanings to the logical symbols by defining
the satisfaction relation G |= ϕ. Let G = (V,E) be a graph. We first extend
the notion of an assignment to set variables: An assignment in G is a function α
that assigns the variables of ϕ values in G. For an individual variable x and an
assignment α, we let α[x/a] denote an assignment that agrees with α except
that it assigns the value a to x, where a ∈ V if tp(x) = 1 and a ∈ E if tp(x) = 2.
Similarly, for a set variable X and an assignment α, we let α[X/A] denote an
assignment that agrees with α except that it assigns the value A to X, where
A ⊆ V if tp(X) = 1 and A ⊆ E if tp(X) = 2.
If ϕ is a relational MSO-formula with free set variables {X1, . . . , Xl} and
G = (V,E) is a graph, we let
assignments(ϕ,G) :=
{
α[X1/U1, . . . , Xl/Ul]
∣∣
Ui ⊆ V if tp(Xi) = 1 and Ui ⊆ E else
}
,
the set of assignments to variables of ϕ over G. Here, α is the empty assignment.
It will be convenient to also identify the set{
(α(X1), . . . , α(Xl)) | α ∈ assignments(ϕ,G)
}
with assignments(ϕ,G).
We define the satisfaction relation |= as follows:
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• (G,α) |= t1 = t2 iff α(t1) = α(t2)
• (G,α) |= adj(t1, t2) iff {α(t1), α(t2)} ∈ E
• (G,α) |= inc(t1, t2) iff α(t1) ∈ V , α(t2) ∈ E and α(t1) ∈ α(t2)
• (G,α) |= t ∈ X iff α(t) ∈ α(X)
• (G,α) |= ¬ϕ iff not (G,α) |= ϕ
• (G,α) |= (ϕ1 ∨ · · · ∨ ϕk) iff (G,α) |= ϕi for some 1 ≤ i ≤ k
• (G,α) |= (ϕ1 ∧ · · · ∧ ϕk) iff (G,α) |= ϕi for all 1 ≤ i ≤ k
• (G,α) |= ∃xϕ with tp(x) = 1 iff there is v ∈ V with (G,α[x/v]) |= ϕ
• (G,α) |= ∃xϕ with tp(x) = 2 iff there is e ∈ E with (G,α[x/e]) |= ϕ
• (G,α) |= ∀xϕ with tp(x) = 1 iff for all v ∈ V we have (G,α[x/v]) |= ϕ
• (G,α) |= ∀xϕ with tp(x) = 2 iff for all e ∈ E, we have (G,α[x/e]) |= ϕ
• (G,α) |= ∃Xϕ with tp(X) = 1 iff there is U ⊆ V with (G,α[X/U ]) |= ϕ
• (G,α) |= ∃Xϕ with tp(X) = 2 iff there is F ⊆ E with (G,α[X/F ]) |= ϕ
• (G,α) |= ∀Xϕ with tp(X) = 1 iff for all U ⊆ V we have (G,α[X/U ]) |= ϕ
• (G,α) |= ∀Xϕ with tp(X) = 2 iff for all F ⊆ E we have (G,α[X/F ]) |= ϕ
If (G,α) |= ϕ, we say α satisfies ϕ on G or ϕ is true in G under α. Again, if ϕ
is a sentence and (G,α) |= ϕ, then we say G is a model for ϕ and just write
G |= ϕ. We let
sat(ϕ,G) := {α ∈ assignments(ϕ,G) | (G,α) |= ϕ }
be the set of satisfying assignments of ϕ on G. We can use the following
convenient abbreviations:
• (ϕ1 → ϕ2) short-hand for (¬ϕ1 ∨ ϕ2)
• X1 ⊆ X2 short-hand for ∀x(x ∈ X1 → x ∈ X2)
Courcelle [48] considers Counting MSO (CMSO), an extension of MSO where
formulas are able to count modulo integers. Here, we additionally allow atomic
formulas of the form cardn,p(X) for a set variable X and integers 0 ≤ n < p
and p prime, which is satisfied if and only if |α(X)| ≡ n mod p. Most of the
techniques and algorithms discussed in the remainder of this section can be
extended to CMSO. For simplicity, we stick to MSO in the following.
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4.5. MSO-definable Properties and Graph
Problems
We can now introduce MSO-definable properties and graph problems.
Definition 12. A graph property Π is called MSO-definable if there is an
MSO-sentence ϕ such that for a graph G = (V,E) it holds
G ∈ Π iff G |= ϕ.
A graph decision problem is MSO-definable if it can be stated as deciding
membership of an MSO-definable graph property. A vertex set property is
MSO-definable if there is a relational MSO-formula ϕ with free(ϕ) = {X} and
tp(X) = 1 such that for a graph G = (V,E) and any U ⊆ V it holds that U has
the property if and only if (G,X 7→ U) |= ϕ, where X 7→ U is the assignment
that maps X to U .
Similarly, we define MSO-definable edge set properties and properties on
tuples of multiple vertex and edge sets and the corresponding decision problems.
Let us give some examples.
Example 13. The following properties are MSO-definable:
• The sets R,G,B partition the vertex set:
part(R,G,B) = ∀x ((x ∈ R ∨ x ∈ G ∨ x ∈ B) ∧
¬(x ∈ R ∧ x ∈ G) ∧ ¬(x ∈ R ∧ x ∈ B) ∧ ¬(x ∈ G ∧ x ∈ B))
• The sets R,G,B are a three-coloring:
3col ′(R,G,B) = part(R,G,B) ∧ ∀x∀y
(
adj(x, y)→(¬(x ∈ R ∧ y ∈ R) ∧ ¬(x ∈ G ∧ y ∈ G) ∧ ¬(x ∈ B ∧ y ∈ B)))
• The graph is three-colorable:
3col = ∃R ∃G∃B 3col ′(R,G,B)
• The vertex set X is a vertex cover:
vc(X) = ∀e ∃x (inc(x, e) ∧ x ∈ X)
Alternatively, we can avoid edge-quantification and write:
vc′(X) = ∀x ∀y (adj(x, y)→ (x ∈ X ∨ y ∈ X))
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• The vertex set X is a dominating set:
ds(X) = ∀x (x ∈ X ∨ ∃y (y ∈ X ∧ adj(x, y)))
• The vertex set X is connected by the edge set F , via expressing that for
each bipartition Y,X \Y of X with |Y |, |X \Y | > 0 there is an edge in F
that connects both parts.
conn(X,F ) = ∀Y
((∀y(y ∈ Y → y ∈ X) ∧ ∃y(y ∈ Y ) ∧
∃x(x /∈ Y ∧ x ∈ X))→
∃e ∃x ∃y (e ∈ F ∧ inc(x, e) ∧ inc(y, e) ∧
x ∈ X ∧ x /∈ Y ∧ y ∈ Y )
)
• The vertex set X is connected:
conn ′(X) = ∃F conn(X,F )
• The vertex set X is a connected dominating set:
cds(X) = ds(X) ∧ conn ′(X)
• The edge set F is an Hamiltonian cycle through the vertex set X, via
expressing that F connects X and each vertex in X has exactly two
incident edges in F :
ham ′(F,X) =
(
conn(X,F ) ∧
∀x ∃e1 ∃e2
(
e1 ∈ F ∧ e2 ∈ F ∧ inc(x, e1) ∧ inc(x, e2) ∧
∀e3
(
(inc(x, e3) ∧ e3 ∈ F )→ (e3 = e1 ∨ e3 = e2)
)))
• Let
ham ′′(F ) = ∀X ((∀x x ∈ X)→ ham ′(F,X))
express that F ⊆ E is a Hamiltonian Cycle through all vertices. Then
ham = ∃F ham ′′(F )
expresses that the graph is Hamiltonian.
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• The fixed graph H is contained as a minor: Writing the exact formula
for particular graphs H is rather tedious when done by hand, but can
easily be done by a computer program: The resulting formula states that
for each vertex v of H, there is a connected set of vertices Xv, such that
there is an edge from Xv to Xu if there is an edge from u to v in H. In
other words, the formula guesses the so-called model of H.
• As a corollary, we immediately get that planarity can be defined in MSO
by excluding the graphs K5 and K3,3 as minors.
Note that MSO-formulas often resemble the description of properties ex-
pressed in a natural language. For example, the formula vc(X) for vertex cover
in plain English reads
“For all edges e, there is a vertex x that is incident to e and contained
in X,”
which is close to our definition of a vertex cover in Section 2.2. The formulas for
connectivity are not so intuitive at first glance, but these only need be defined
once and can be used as a black-box afterwards. For example, we can add the
connectivity constraint to the dominating set formula ds(X) and obtain the
formula cds for the connected dominating set property. On the contrary, the
ILP-formulation of [168] for Minimum Connected Dominating Set, for
example, guarantees connectivity of the solution by requiring a flow between
the nodes of the solution, and is quite tedious and cumbersome to generate,
which has to be done for each individual input graph. Similarly, the formula for
Hamiltonian cycles is quite intuitive when conn(X,F ) is used as a black-box.
We conclude that MSO is a powerful language, which allows one to express
graph properties in a natural way. Nevertheless, this natural expression can be
parsed — and “understood” — by an algorithm. This makes MSO a powerful
and convenient tool for expressing graph problems in an algorithmic context.
The next result shows that in fact many important graph decision problems
are MSO-definable:
Theorem 14 (Arnborg, Lagergren, and Seese [8]). The problems listed in
Table 4.1 are MSO-definable graph problems.
Finally, we note that MSO as in our definition allows to quantify over sets of
edges. In the literature this is sometimes referred to MSO2 or two-sorted MSO ,
and MSO without quantification over sets of edges, i.e., with quantification
over sets of vertices only is called MSO1 or one-sorted MSO . MSO2 is strictly
more powerful than MSO1. For instance, expressing that a graph G contains
an Hamiltonian Cycle requires to quantify over sets of edges as in formula ham
of Example 13, cf. [74].
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Problem G&J
Domatic Number for fixed k GT3
Chromatic Number (k-Colorability) for fixed k GT4
Achromatic Number for fixed k GT5
Monochromatic Triangle GT6
Partition into Triangles GT11
Partition into Isomorphic Subgraphs for fixed connected H
Partition into Hamiltonian Subgraphs GT13
Partition into Forests for fixed k GT14
Partition into Cliques for fixed k GT15
Partition into Perfect Matching for fixed k GT16
Covering by Cliques for fixed k GT17
Covering by Complete Bipartite Subgraphs for fixed k GT18
Induced Subgraph with MSO-property P and fixed k GT21
Induced Connected Subgraph with MSO-property P and fixed k GT22
Induced Path for fixed k GT23
Cubic Subgraph GT32
Hamiltonian Completion for fixed k GT34
Hamiltonian Cycle GT37
Hamiltonian Path GT39
Subgraph Isomorphism for fixed subgraph H GT48
Graph Contractability for fixed graph H GT51
Graph Homomorphism for fixed graph H GT52
Path with Forbidden Pairs for fixed n GT54
Kernel GT57
Degree Constrained Spanning Tree for fixed k
Disjoint Connecting Path for fixed k ND40
Chordal Graph Completion for fixed k
Chromatic Index for fixed k
Table 4.1.: A selection of MSO-definable problems [8, Theorem 3.5] and their
number in Garey & Johnson [100]
35
4. Logic for Graphs
4.6. Extended MSO
As seen in the previous section, a large number of graph properties can be defined
in MSO. In particular, we can define properties for which the corresponding
membership problem is NP-hard or even PSPACE-hard to decide. However,
problems whose input instances consist of more than just a graph cannot be
defined with a single MSO-formula. For instance, in the Vertex Cover
decision problem we are given a graph G and an integer k and we are asked
whether there is a vertex cover of size at most k. MSO does not provide
constructs that “speak” about integers. Since k is part of the input, we need
different formulas, one for each k — just as in Example 7, where we used a
different FO-formula for every k. Similarly, non-decision problems such as
counting or optimization problems cannot be defined in MSO at all.
To overcome these limitations, we now present an extended methodology
that uses MSO to define properties of feasible solutions, that are then evaluated
in an appropriate manner. For a motivating example, recall that we defined
the Minimum Vertex Cover optimization problem as follows:
Minimum Vertex Cover
Input: A graph G = (V,E)
Solutions: Vertex covers U ⊆ V
Goal: Minimize |U |
That is, we specify a set of feasible solutions and an optimization goal. Using
the vc(X) formula of Example 13 above, we can rephrase this as:
Minimum Vertex Cover
Input: A graph G = (V,E)
Solutions: Sets U ⊆ V with (G,X 7→ U) |= vc
Goal: Minimize |U |
Here we use MSO to define feasible solutions, namely those U ⊆ V that
satisfy vc. The optimization goal remains the same.
To formally capture this concept, Arnborg, Lagergren, and Seese [8] introduce
Extended MSO (EMSO), where MSO is used to define the feasible solutions,
and evaluations are used to map sets into the domain of integers or reals.
Those can then be compared to each other and any number that is part of
the input. It is also possible to optimize them against a target function or to
count the number of solutions. A similar approach to solve optimization and
counting problems can be found in the aforementioned work by Borie, Tovey,
and Parker [32], which includes an extension to this kind of problems. We now
formally introduce the evaluations as given in [8].
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Definition 15. An evaluation term over the real variables y1, . . . , yk is a
function t : Rk → R built using the arithmetic operators −, +, ×, the real
numbers, and a subset of the variables y1, . . . , yk. Let Ty1,...,yk denote the set
of all evaluation terms over y1, . . . , yk. An evaluation relation over variables
y1, . . . , yk is a propositional formula over the atomic formulas
Ay1,...,yk = { t ≤ 0, t = 0 | t ∈ Ty1,...,yk }
Note that t > 0 can be expressed as ¬(t ≤ 0) and t ≥ 0 as t > 0 ∨ t = 0.
Example 16. The following are evaluation relations:
y1 − y2 ≤ 0 3y1 − y2 = 0
2y1 − 3y2 + 28 ≤ 0 ∧ 2y23 − y1 > 0
For real numbers r1, . . . , rk we let α(r1, . . . , rk) : Ay1,...,yk → {0, 1} be an
assignment to Ay1,...,yk such that
α(r1, . . . , rk)( t(y1, . . . , yk) ≤ 0 ) = 1 iff t(r1, . . . , rk) ≤ 0,
and
α(r1, . . . , rk)( t(y1, . . . , yk) = 0 ) = 1 iff t(r1, . . . , rk) = 0,
i.e., the function t evaluated at positions r1, . . . , rk is at most zero or equal to
zero, respectively. As in Section 4.1, we extend α(r1, . . . , rk) to all propositional
formulas over Ay1,...,yk .
Example 17.
α(5, 7)( y1 − y2 ≤ 0 ) = 1
α(389, 389)( y1 − y2 ≤ 0 ) = 1
α(27, 15)( y1 − y2 ≤ 0 ) = 0
α(4, 12)( 3y1 − y2 = 0 ) = 1
α(3, 12)( 3y1 − y2 = 0 ) = 0
α(4, 12, 2)( 2y1 − 3y2 + 28 ≤ 0 ∧ 2y23 − y1 > 0 ) = 1
α(3, 12, 0)( 2y1 − 3y2 + 28 ≤ 0 ∧ 2y23 − y1 > 0 ) = 0
To simplify notation, for ψ ∈ Ay1,...,yk we simply write ψ(r1, . . . , rk) = true
to express that α(r1, . . . , rk)(ψ) = 1 holds.
We are now ready to define EMSO-definable problems. Roughly speaking,
an EMSO-definable problem consists of an MSO-formula and an evaluation
relation such that yes-instances are precisely those for which there exists an
assignment that satisfies both the formula and the evaluation relation.
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Definition 18 (Arnborg, Lagergren, and Seese [8]). A graph problem P is
called EMSO-definable if there is a relational MSO-formula ϕ with l free
set variables free(ϕ) = {X1, . . . , Xl}, integers m, t ∈ N, and an evaluation
relation ψ over variables y1, . . . , ylm+t such that for a graph G = (V,E), weight
functions w1, . . . , wm : V ∪ E → R and integers z1, . . . , zt we have:
(G,w1, . . . , wm, z1, . . . , zt) is a “yes”-instance of P if and only if there is
(U1, . . . , Ul) ∈ assignments(ϕ,G) such that
(G,α[X1/U1, . . . , Xl/Ul]) |= ϕ,
where α is the empty assignment, and
ψ
(∑
u∈U1
w1(u), . . . ,
∑
u∈Ul
w1(u), . . . ,
∑
u∈U1
wm(u), . . . ,
∑
u∈Ul
wm(u), z1, . . . , zt
)
= true.
The integers z1, . . . , zt and the weight functions are part of the input instances
and are used to build the arguments to a multi-variate evaluation relation.
This formal definition, particularly the last line, is somewhat cumbersome. The
last line simply means that we are applying each of the m weight functions
to each element of the l set U1, . . . , Ul (l ·m arguments), and the t additional
arguments correspond to the t integers z1, . . . , zt given as part of the input.
Most natural problems have simple and straight-forward evaluation relations.
Let us give some examples.
Example 19.
• The Vertex Cover decision problem, where the input is a graph
G = (V,E) and an integer k, is EMSO-definable using the MSO-formula
vc(X) of Example 13, m = t = 1 with z1 = k and the evaluation
relation ψ = y1 − y2 ≤ 0. The necessary weight function w1 : V → R of
Definition 18 is implicitly given via w1(v) := 1 for all v ∈ V .
• In the Weighted Dominating Set decision problem, we are given a
graph G = (V,E), an number k and a weight function w1 : V → R and
we have to decide whether there is a dominating set U ⊆ V for G that
has total weight
∑
u∈U w1(u) ≤ k.
This problem is EMSO-definable using the MSO-formula ds(X) of Exam-
ple 13, m = t = 1 with z1 = k and the evaluation relation ψ = y1−y2 ≤ 0.
• The 3-Colorability problem is MSO-definable and does not require
the EMSO machinery. Suppose therefore that for some reason we are
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interested in only particular three-colorings, where one color set has
exactly two times the weight of the second color set. In this problem,
we are given a graph G = (V,E) and a weight function w1 : V → R,
and we are to decide whether there is a three-coloring R,G,B of G with∑
r∈R w1(r) = 2
∑
g∈Gw1(g).
This problem is EMSO-definable using the MSO-formula 3col ′(R,G,B) of
Example 13, m = 1, t = 0, and the evaluation relation ψ = y1 − 2y2 = 0.
We can now extend this concept to optimization problems. For EMSO-
definable optimization problems, in addition to an MSO-formula and an evalua-
tion relation, one has an objective function. Given an input, the goal is to find
an assignment that not only satisfies the formula and the evaluation relation
but maximizes (or minimizes) the objective function.
Definition 20 (Arnborg, Lagergren, and Seese [8]). A graph problem P is an
EMSO-definable optimization problem if there exists a relational MSO-formula ϕ
with free set variables free(ϕ) = {X1, . . . , Xl}, integers m, t ∈ N, real variables
y1, . . . ylm+t, an evaluation term t(y1, . . . , ylm+t) and an evaluation relation ψ
over y1, . . . , ylm+t such that P can be expressed as finding the maximum (or
minimum) of the evaluation term
t
(∑
u∈U1
w1(u), . . . ,
∑
u∈Ul
w1(u),
∑
u∈U1
wm(u), . . . ,
∑
u∈Ul
wm(u), z1, . . . , zt
)
over all (U1, . . . , Ul) ∈ assignments(ϕ,G) subject to
(G,α[X1/U1, . . . , Xl/Ul]) |= ϕ,
where α is the empty assignment, and
ψ
(∑
u∈U1
w1(u), . . . ,
∑
u∈Ul
w1(u), . . . ,
∑
u∈U1
wm(u), . . . ,
∑
u∈Ul
wm(u), z1, . . . , zt
)
= true.
Here G = (V,E) is a graph, w1, . . . , wm : V ∪ E → R are weight functions and
z1, . . . , zt are integers, all of which are part of the input to P .
Moreover, P is called a linear EMSO-definable optimization problem (also
called LinMSO optimization problem) if t(y1, . . . , ylm+t) is a linear function in
y1, . . . , ylm and ψ is always true.
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Example 21. We give some examples.
• The Minimum Vertex Cover optimization problem is linear EMSO-
definable using the MSO-formula vc(X) of Example 13, m = 1, t = 0,
and the task is to minimize the value of the evaluation term t(y1) = y1.
The weight function w1 : V → R is implicitly given via w1(v) := 1 for all
v ∈ V .
• The Minimum Weighted Dominating Set optimization problem for
a graph and a weight function w1 : V → R is linear EMSO-definable
using the MSO-formula ds(X) of Example 13, m = 1, t = 0, and the task
is to minimize the value of the evaluation term t(y1) = y1.
• The Traveling Sales Person optimization problem is linear EMSO-
definable using the MSO-formula ham ′′(F ) of Example 13, m = 1, t = 0,
and the task is to minimize the value of the evaluation term t(y1) = y1.
Here, the weight function w1 : E → R is part of the input.
• Suppose we want to find a three-coloring on a graph with two weight
functions w1, w2 : V → R that maximizes the term(∑
r∈R
w2(r)
)2
− 3
∑
b∈B
w2(b),
but still maintains the property
∑
r∈R w1(r) = 2
∑
g∈Gw1(g) of the previ-
ous example.
This problem is EMSO-definable using the MSO-formula 3col ′(R,G,B)
of Example 13, m = 2, t = 0, and the evaluation relation ψ = y1 −
2y2 = 0. The task is to maximize the value of the evaluation term
t(y1, y2, y3, y4, y5, y6) = y
2
4 − 3y6.
Finally, Arnborg et al. [8] consider counting problems : For a fixed relational
MSO-formula ϕ with free set variables free(ϕ) = {X1, . . . , Xl} and an input
graph G = (V,E), one has to compute the number of solutions |sat(ϕ,G)|.
A large number of classical and important graph optimization problems are
EMSO-definable or even linear EMSO-definable.
Theorem 22 (Arnborg, Lagergren, and Seese [8]). The problems listed in
Tables 4.2 and 4.3 are linear EMSO-definable optimization problems.
Theorem 23 (Arnborg, Lagergren, and Seese [8]). The problems listed in
Table 4.4 are EMSO-definable problems.
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Problem G&J
Minimum Vertex Cover GT1
Minimum Dominating Set GT2
Minimum Feedback Vertex Set GT7
Partial Feedback Edge Set for fixed maximum cycle length l GT9
Minimum Maximal Matching GT10
Partition into Cliques GT15
Maximum Clique GT19
Maximum Independent Set GT20
Induced Subgraph with MSO-property P GT21
Induced Connected Subgraph with MSO-property P GT22
Induced Path GT23
Balanced Complete Bipartite Subgraph GT24
Bipartite Subgraph GT25
Degree-bounded Connected Subgraph for fixed d GT26
Planar Subgraph GT27
Transitive Subgraph GT29
Uniconnected Subgraph GT30
Minimum k-connected Subgraph for fixed k GT31
Hamiltonian Completion GT34
Multiple Choice Matching for fixed J GT55
k-closure GT58
Path Distinguishers GT60
Maximum Leaf Spanning Tree ND2
Minimum Edge/Vertex Deletion for any MSO-property P [194]
Unit Weight Steiner Tree
Unit Weight Longest Path
Unit Weight Longest Cycle
Table 4.2.: A selection of linear EMSO-definable optimization problems with
weight functions bounded by a constant [8, Theorem 3.6] and their
number in Garey & Johnson.
41
4. Logic for Graphs
Problem G&J
Minimum Weighted Vertex Cover
Minimum Weighted Dominating Set
Maximum Weighted Independent Set
Bounded Diameter Spanning Tree for fixed D ND4
Steiner Tree ND12
Maximum Cut ND16
Longest Cycle ND28
Longest Path ND29
Table 4.3.: A selection of linear EMSO-definable optimization problems with
integer valued weight functions [8, Theorem 3.7] and their number
in Garey & Johnson.
Problem G&J
Partition into Isomorphic Subgraphs for fixed H GT12
Partition into Perfect Matchings GT16
kth Best Spanning Tree for fixed k ND9
Bounded Component Spanning Forest for fixed k ND10
Minimum Cut into Bounded Sets ND17
Shortest Weight-Constrained Path ND30
kth Shortest Path for fixed k ND31
Table 4.4.: A selection of EMSO-definable problems [8, Theorem 3.8] and
their number in Garey & Johnson.
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4.7. MSO-evaluation Problems and Semiring
Homomorphisms
The EMSO-machinery extends over plain MSO by allowing numerical input pa-
rameters, numerical evaluations and the definition of optimization and counting
problems. Yet, there are several “non-numerical” problems that do not fit into
this framework. For example, there are problems where one has to compute a
list of tuples of vertices that satisfy certain constraints. One may also consider
multiple optimization goals at once to output a list of Pareto-optimal solutions.
The machinery considered by Courcelle and Mosbah [60] extends Courcelle’s
Theorem to this kind of problems.
To introduce this machinery, we first observe that a graph problem P can also
be understood as the task of computing the value of gP (G) for an input graph G.
Following the terminology of [60], gP is an evaluation that maps the graphG into
an appropriate domain. For instance, we usually have gP : G→ {true, false}
for decision problems, gP : G→ R ∪ {−∞,+∞} for optimization problems, or
gP : G→ N for counting problems. However, we may also have much different
evaluations, as in, say,
gP : G 7→ {(v1,1, . . . , v1,l), . . . , (vs,1, . . . , vs,l)},
which maps the graph G = (V,E) into a set of l-tuples of vertices vi,j ∈ V ,
or gP : G 7→ 2R×R, which might map a graph G into a set of Pareto-optimal
solution sizes.
As we are concerned with MSO-definable problems, we are interested in those
evaluations for which we have
g(G) = h(sat(ϕ,G)),
where ϕ is the MSO-formula, sat(ϕ,G) is the set of satisfying assignments
of ϕ on G, and h is some suitable function. For example, in the case of
linear EMSO optimization problems the solutions (U1, U2, . . . , Uk) ∈ sat(ϕ,G)
are mapped into the integers or real numbers via the evaluation term, and
among all such numbers the optimal value opt is chosen. Hence, in this case,
gP (sat(ϕ,G)) := opt .
In many cases, gP maps graphs into the universe of some semiring, e.g., N
or R with the standard addition and multiplication operations. It was shown
by Courcelle and Mosbah in [60] that, if h resembles an homomorphism into
such an semiring, then gP (G) = h(sat(ϕ,G)) can be computed efficiently on
graphs of bounded treewidth.
This is a powerful machinery as it applies to a rich class of problems that
cannot be captured in EMSO. In order to define it formally, we first need a
couple of further definitions.
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Definition 24. A semiring is a tuple R = (UR,⊕,⊗, 0ˆ, 1ˆ), where UR is a
non-empty set called the universe of R, and ⊕ and ⊗ are the binary addition
and multiplication operations with the following properties:
1. (UR,⊕, 0ˆ) is a commutative monoid with neutral element 0ˆ (zero): for all
a, b, c ∈ UR,
a) (a⊕ b)⊕ c = a⊕ (b⊕ c)
b) a⊕ 0ˆ = 0ˆ⊕ a = a
c) a⊕ b = b⊕ a.
2. (UR,⊗, 1ˆ) is a monoid with neutral element 1ˆ (one): for all a, b, c ∈ UR,
a) a⊗ (b⊗ c) = (a⊗ b)⊗ c
b) a⊗ 1ˆ = 1ˆ⊗ a = a.
3. multiplication distributes over addition: for all a, b, c ∈ UR,
a) a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
b) (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c).
4. 0ˆ annihilates under ⊗, i.e., for all u ∈ UR it holds: 0ˆ⊗ u = u⊗ 0ˆ = 0ˆ.
Example 25. We list a few natural semirings frequently used for graph prob-
lems:
• Boolean := ({false, true},∨,∧, false, true) for decision problems.
• Counting := (N,+, ·, 0, 1), i.e., the natural numbers with the standard
addition and multiplication.
• MinCard := (N ∪ {∞},min,+,∞, 0) for optimization problems. In this
ring the + is the multiplication with neutral element 0.
Note that the conditions of semirings are indeed satisfied: Both operations
provide monoids overN,N is annihilated by∞ under the multiplication +,
since a+∞ =∞ for all a ∈ N, and for any three integers a, b, c ∈ N we
have a+ min{b, c} = min{a+ b, a+ c}, i.e., + distributes over min.
More generally, MinWeight := (R ∪ {∞},min,+,∞, 0) can be used for
optimization problems with real weights.
Example 25 gives some prominent examples of semirings commonly used.
For instance, MinCard and MinWeight are often implicitly used when finding
solutions for minimization problems. For a comprehensive list of algorithmically
useful semirings see [60, Section 4].
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We now define the semiring that corresponds to the domain of the mapping h
to be used. Note that the domain of h contains sets of assignments, since we are
interested in the value of h(sat(ϕ,G)), where sat(ϕ,G) ⊆ assignments(ϕ,G)
is the set of satisfying assignments. The universe of the ring is therefore the
power set of assignments(ϕ,G). We define the semiring
assignring(ϕ,G) := (A,∪, ∪ˆ, ∅, ∅ˆ),
where A = 2assignments(ϕ,G). The addition ∪ in the semiring is the standard
union of sets with the neutral element ∅. This is because if A,B ⊆ S are two
sets of assignments, then also A∪B is a set of assignments. The multiplication
in this ring is the following operation ∪ˆ. Given two tuples (U1, . . . , Ul) and
(U ′1, . . . , U
′
l ) with U1, . . . , Ul, U ′1, . . . , U ′l ⊆ V ∪ E, we first let
(U1, . . . , Ul) ∪ˆ (U ′1, . . . , U ′l ) := (U1 ∪ U ′1, . . . , Ul ∪ U ′l ).
That is, a ∪ˆ b for two l-tuples a, b is an element-wise (set) union. We extend
this to sets of l-tuples A,B via a Cartesian product of the form
A ∪ˆ B := { a ∪ˆ b | a ∈ A ∧ b ∈ B }.
The neutral element of ∪ˆ is ∅ˆ = {(∅, . . . , ∅)}, i.e., a set that contains a single
tuple, whose elements are the empty set. Note that indeed the empty set (the
neutral element of the addition) annihilates w.r.t. the multiplication ∪ˆ, because
taking the Cartesian product with an empty set results in the empty set.
The intention behind the ∪ˆ-operation becomes apparent once we return
to the field of decomposable graphs, where a graph G can recursively be
decomposed into subgraphs G1 and G2. One can, roughly speaking, combine
assignments for G1 with assignments for G2 in an Cartesian style manner, i.e.,
one can inductively compute the set of satisfying assignments for the input
graph G from those of its subgraphs. In fact, the main result of [60] states
that for many mappings h the value of h(sat(ϕ,G)) can be computed in the
same inductive manner on decomposable structures as it can be done [48] for
sat(ϕ,G) [60, Theorem 2.10].
Definition 26. An homomorphism from a semiring (U1,⊕1,⊗1, 0ˆ1, 1ˆ1) into a
semiring (U2,⊕2,⊗2, 0ˆ2, 1ˆ2) is a map h : U1 → U2 such that for all a, b ∈ U1 it
holds:
• h(a⊕1 b) = h(a)⊕2 h(b);
• h(a⊗1 b) = h(a)⊗2 h(b); and
• h(1ˆ1) = 1ˆ2.
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Let G be a graph and ϕ an MSO-formula. We call two sets A,B ⊆
assignments(ϕ,G) separated if Ui ∩ U ′j = ∅ for all (U1, . . . , Ul) ∈ A, for all
(U ′1, . . . , U
′
l ) ∈ B and all 1 ≤ i, j ≤ l.
A weak homomorphism from assignring(ϕ,G) into a semiring (UR,⊕,⊗, 0ˆ, 1ˆ)
is a map h : 2assignments(ϕ,G) → UR such that for all A,B ⊆ assignments(ϕ,G) it
holds:
• h(A ∪B) = h(A)⊕ h(B) if A ∩B = ∅;
• h(A ∪ˆ B) = h(A)⊗ h(B) if A and B are separated;
• h(∅) = 0ˆ; and
• h(∅ˆ) = 1ˆ.
We can now define MSO-evaluation problems:
Definition 27 (cf. Courcelle, Mosbah [60]). A graph problem P is an MSO-
evaluation problem if there is a relational MSO-formula ϕ and a semiring
R = (UR,⊕,⊗, 0ˆ, 1ˆ) such that P can be stated as computing h(sat(ϕ,G)) ∈ UR,
where a graph G = (V,E) and the weak semiring homomorphism h between
assignring(ϕ,G) and R are part of the input.
Remark 1. A few words on the input size are in order. The domain of h is huge
compared to G, since it is the power set of the set of l-tuples over subsets of V
and E. Fortunately, h is a weak semiring homomorphism, i.e., we have h(U¯1 ∪
U¯2) = h(U¯1)⊕h(U¯2) for disjoint sets of assignments U¯1, U¯2 ⊆ assignments(ϕ,G).
We can therefore recursively split a set U¯ ⊆ assignments(ϕ,G) with |U¯ | > 1 into
disjoint subsets U¯ = U¯1∪U¯2 until eventually both have size 1. The value of h(U¯)
for arbitrary U¯ ⊆ assignments(ϕ,G) can then be computed from the values
h(U¯ ′) of the singleton sets U¯ ′ ⊆ assignments(ϕ,G) with |U¯ ′| = 1 by a number
of applications of the addition operation ⊕ in the target semiring. However,
there still is an exponential number of singleton sets U¯ ′ ⊆ assignments(ϕ,G),
since each element in U¯ ′ is a tuple of subsets of V ∪E. For these, we can use the
same recursive decomposition using the multiplication ∪ˆ, since {(U1, . . . , Ul)}
with |Ui| > 1 for some 1 ≤ i ≤ l can recursively be separated as
{(U1, . . . , Ul)} = {(U ′1, . . . , U ′l )} ∪ˆ {(U ′′1 , . . . , U ′′l )},
until all the sets Ui have size at most 1. This leaves us with only O(|V ∪ E|l)
different singleton sets, for which we need to provide the value of h as an input
to the algorithm. Using a number of addition and multiplication operations in
the semiring, we can then compute h(U¯) for arbitrary U¯ ⊆ assignments(ϕ,G).
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The concept of MSO-evaluation problems and semirings will be much clearer
with some concrete examples.
Example 28. Consider again the formula ϕ = vc(X) expressing that the
set X is a vertex cover for the input graph. We shall now define several
variants of the classical Vertex Cover problem by simply considering different
semirings and suitable weak homomorphisms h. Note that by Remark 1 the
weak homomorphism h is sufficiently described by defining its value on the
elementary elements {(U)}, where U ⊆ V (G) with |U | ≤ 1.
1. Let h1 : 2assignments(ϕ,G) → MinCard such that h1 maps a set A of assign-
ments to the minimum size of all assignments in A, and to ∞ if A is
empty. More formally, let h1(A) = min
{ |U | ∣∣ (U) ∈ A} and h1(∅) =∞.
We verify that h1 is a weak homomorphism from assignring(ϕ,G) to
MinCard:
• h1(∅) =∞ is the zero in MinCard.
• h1(∅ˆ) = h1({(∅)}) = min{|∅|} = 0 is the one in MinCard.
• For A,B ⊆ assignments(ϕ,G), we have
h1(A ∪B) = min
{ |U | ∣∣ (U) ∈ A ∪B }
= min
{
min
{ |U | ∣∣ (U) ∈ A},min{ |U | ∣∣ (U) ∈ B }}
= min {h1(A), h1(B)} .
• For separated A,B ⊆ assignments(ϕ,G), we have
h1(A ∪ˆ B) = min
{ |U | ∣∣ (U) ∈ A ∪ˆ B }
= min
{ |UA ∪ UB| ∣∣ (UA) ∈ A, (UB) ∈ B }
= min
{ |UA|+ |UB| ∣∣ (UA) ∈ A, (UB) ∈ B }
= min
{ |UA| ∣∣ (UA) ∈ A}+ min{ |UB| ∣∣ (UB) ∈ B }
= h1(A) + h1(B).
Since h1(sat(ϕ,G)) = min
{ |U | ∣∣ (G,α[X/U ] |= ϕ)}, where α is the
empty assignment, we have that h1(sat(ϕ,G)) is the size of a minimum
vertex cover for G. TheMinimum Vertex Cover optimization problem
is therefore an MSO-evaluation problem.
2. More generally, for a weight function w : V → R, let h2 : 2assignments(ϕ,G) →
MinWeight such that h2 maps a set A of assignments to the minimum
weight of all assignments in A.
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TheMinimum Weighted Vertex Cover optimization problem, where
w : V → R is part of the input, can be stated as computing h2(sat(ϕ,G)),
where h2 : {(u)} 7→ w(u), ∅ 7→ ∞, is part of the input (cf., Remark 1).
3. Let h3 : 2assignments(ϕ,G) → Counting such that h3(A) = |A| is the num-
ber of assignments in A. Then h3 is a weak homomorphism from
assignring(ϕ,G) to Counting:
• h3(∅) = 0 is the zero in Counting.
• h3(∅ˆ) = |{(∅)}| = 1 is the one in Counting.
• For disjoint A,B ⊆ assignments(ϕ,G), we have
h3(A ∪B) = |A ∪B| = |A|+ |B| = h3(A) + h3(B).
• For separated A,B ⊆ assignments(ϕ,G), we have
h3(A ∪ˆ B) = |A ∪ˆ B| =
∣∣{ a ∪ˆ b | a ∈ A, b ∈ B }∣∣
= |A| · |B| (since A and B are separated)
= h3(A) · h3(B)
Since h3(sat(ϕ,G)) is the number of solutions to the MSO-formula ϕ
in G, the #P-hard #Vertex Cover counting problem [215] is an
MSO-evaluation problem.
4. For a more sophisticated example, let’s assume we want to compute at
once, for each size k, the number of vertex covers of size k. For, we first
define the following semiring:
CardCounting := (UR,⊕,⊗, 0ˆ, 1ˆ),
where elements of UR = N ×N × · · · are infinite sequences of natural
numbers. An entry (ni)i≥0 = (n0, n1, . . .) ∈ UR means there are n0
solutions of size 0, n1 solutions of size 1 and so forth. The addition ⊕ is
the element-wise addition defined via
(ni)i≥0 ⊕ (n′i)i≥0 := (ni + n′i)i≥0
with neutral element 0ˆ = (0, 0, . . .) (all zeros). The multiplication ⊗ is
defined via
(ni)i≥0 ⊗ (n′i)i≥0 :=
( ∑
a,b≥0
a+b=i
na · n′b
)
i≥0
48
4.8. MSO Model Checking
with neutral element 1ˆ = (1, 0, 0, . . .). We routinely confirm that the
semiring properties are fulfilled; we particularly note the annihilation
of ⊗ under 0ˆ.
Now let h4 : 2assignments(ϕ,G) → CardCounting be the weak homomorphism
such that h4(∅) = 0ˆ and for all (U) ∈ assignments(ϕ,G) we have
h4({(U)}) = (ni)i≥0 with ni =
{
1 i = |U |
0 i 6= |U |
Computing h4(sat(ϕ,G)) = (ni)i≥0 then yields the desired list (ni)i≥0 of
numbers ni, where an entry ni is the number of vertex covers of G of
size i. Note that we have ni = 0 for i > |V |, and hence (ni)i≥0 has a
finite and small description.
This example demonstrates the versatility of the MSO-evaluations approach,
where a single fixed formula vc(X) defining the vertex cover property of sets X
can be used to define several variants of the Vertex Cover problem by simply
changing the homomorphism used. Courcelle and Mosbah [60] remark that
the homomorphism machinery has previously been used in [123], but there
without the backing of the general MSO framework. They also write that
the homomorphism-approach can be seen as a syntactic characterization of
the regular sets of Borie, Tovey, and Parker [32]. We mention again that the
homomorphism approach is orthogonal to the EMSO approach in the sense
that there are problems that can be expressed as an MSO-evaluation but are
not EMSO-definable and vice versa. For example, the cardinality counting
problem in Example 28-4 is not EMSO-definable.
4.8. MSO Model Checking
As in the case of FO, we are now concerned with the following problem: We
are given an MSO-formula ϕ, a graph G = (V,E) and an assignment to the
free variables of the formula α, and we are asked whether (G,α) |= ϕ. This is
known as the MSO Model Checking problem:
MSO Model Checking
Input: An MSO-formula ϕ, a graph G = (V,E), and an
assignment α to the free variables of ϕ
Question: Does (G,α) |= ϕ?
Since MSO contains all of FO, this problem is PSPACE-hard (cf., Section 4.3).
By a slight modification of Algorithm 1, depicted in Algorithm 2, we also
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Algorithm 2 MSO Model Checking Algorithm A(ϕ,G, α)
Input: An MSO-formula ϕ, a graph G = (V,E), and an
assignment α to the free variables of ϕ
if ϕ = t1 = t2 then return 1 iff α(t1) = α(t2) and 0 otherwise
if ϕ = t ∈ X then return 1 iff α(t) ∈ α(X) and 0 otherwise
if ϕ = adj(t1, t2) then return 1 iff {α(t1), α(t2)} ∈ E and 0 otherwise
if ϕ = ¬ψ then return 1− A(ψ,G, α)
if ϕ = (ϕ1 ∨ · · · ∨ ϕk) then
return 1 iff there is 1 ≤ i ≤ k with A(ϕi, G, α) = 1 and 0 otherwise
if ϕ = (ϕ1 ∧ · · · ∧ ϕk) then
return 0 iff there is 1 ≤ i ≤ k with A(ϕi, G, α) = 0 and 1 otherwise
if ϕ = ∃xψ and tp(x) = 1 then
return 1 iff there is v ∈ V with A(ψ,G, α[x/v]) = 1 and 0 otherwise
if ϕ = ∀xψ and tp(x) = 1 then
return 0 iff there is v ∈ V with A(ψ,G, α[x/v]) = 0 and 1 otherwise
if ϕ = ∃xψ and tp(x) = 2 then
return 1 iff there is e ∈ E with A(ψ,G, α[x/e]) = 1 and 0 otherwise
if ϕ = ∀xψ and tp(x) = 2 then
return 0 iff there is e ∈ E with A(ψ,G, α[x/e]) = 0 and 1 otherwise
if ϕ = ∃Xψ and tp(x) = 1 then
return 1 iff there is U ⊆ V with A(ψ,G, α[X/U ]) = 1 and 0 otherwise
if ϕ = ∀Xψ and tp(x) = 1 then
return 0 iff there is U ⊆ V with A(ψ,G, α[X/U ]) = 0 and 1 otherwise
if ϕ = ∃Xψ and tp(x) = 2 then
return 1 iff there is F ⊆ E with A(ψ,G, α[X/F ]) = 1 and 0 otherwise
if ϕ = ∀Xψ and tp(x) = 2 then
return 0 iff there is F ⊆ E with A(ψ,G, α[X/F ]) = 0 and 1 otherwise
get that MSO Model Checking is in PSPACE. Let again k = ‖ϕ‖ be the
length of a suitable encoding of the input formula and n = |V | the size of the
graph. Algorithm 2 uses polynomial space since the recursion depth is bounded
by k and the assignment α can be encoded with O(kn2) bits. The algorithm
therefore needs polynomial space only. However, if the formula contains q
nested set quantifiers the algorithm requires more than 2qn recursive calls, and
hence it is clearly not feasible for practical applications on any non-trivial
instance.
A simple modification of Algorithm 2 can be used to solve most of the
EMSO-definable problems and MSO-evaluations in polynomial space. For
example, if we are to solve an EMSO-definable problem, we simply enumerate
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all assignments in the way Algorithm 2 iterates through sets for quantifiers
∀X and ∃X, and then checks whether the evaluation relation is true. For
optimization problems, we simply optimize over all such solutions, and counting
problems can equally easy be solved. Hence, most of these problems are in
PSPACE as well. Note, however, that MSO-evaluations can be used to output,
say, the list sat(ϕ,G) of all satisfying assignments, whose representation is not
polynomial in the input size.
Consider now the case that the MSO-formula is fixed. This is a natural
assumption from an algorithmically focused viewpoint since (E)MSO-definable
problems and MSO-evaluations use fixed MSO-formulas. For every fixed MSO-
formula ϕ we define the following problem.
ϕ-MSO Model Checking
Input: A graph G = (V,E), and an assignment α
to the free variables of ϕ
Question: Does (G,α) |= ϕ?
For example, if ϕ = 3col of Example 13, then 3col -MSO Model Checking
is simply the standard 3-Colorability problem, and ham-MSO Model
Checking is the classical Hamiltonian Cycle problem. Since these are
NP-complete, there is little hope that the ϕ-MSO Model Checking problem
can be solved in polynomial time on general graphs. On the other hand, a
well-known result by Doner [68] and Thatcher and Wright [209] states that the
ϕ-MSO Model Checking problem can be solved in linear time on labeled
binary trees. The proofs actually show that a tree-language L is regular if
and only if it is MSO-definable, and therefore one can construct a finite-state
tree automaton that recognizes the language L. The construction of the tree
automaton depends on the formula ϕ only, which is fixed, and can hence done
in constant time. The simulation of a run of the automaton on the input
tree T takes time linear in the number of nodes in T . MSO model checking
is therefore computationally easy on trees. As we will see in the next section,
the linear-time automata approach for labeled trees can be lifted to tree-like
graphs — more precisely, to graphs of bounded treewidth.
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Treewidth
As we have already seen in the introduction, Courcelle’s Theorem unified a
large number of results on efficient algorithms for tree-decomposable graphs.
Let us rephrase this theorem and its extensions as follows.
Theorem 29 (Courcelle’s Theorem [48, Proposition 4.14]). Let P be an MSO
problem defined by an MSO-formula ϕ and let w be a positive integer. There
is an algorithm A and a function f : N ×N → N such that for every graph
G = (V,E) of order n := |V | and treewidth at most w, A solves P on input G
in time f(‖ϕ‖, w) · n, where ‖ϕ‖ is the length of ϕ.
The function f(‖ϕ‖, w) is an iterated exponential of height Θ(‖ϕ‖), that is,
f(‖ϕ‖, w) = 22··
··2
w
}
Θ(‖ϕ‖).
Furthermore, Frick and Grohe have shown that unless P = NP, the function f
cannot be upper bounded by an iterated exponential of bounded height in
terms of ϕ and w [91]. Note that for a fixed MSO-definable graph property Π
and constant treewidth w, Courcelle’s Theorem states that membership in Π
can be decided in linear time, since f(‖ϕ‖, w) is a constant “hidden” in the
O(n) of Theorem 1.
This result has been generalized to EMSO-definable problems by Arnborg,
Lagergren, and Seese in 1991 and to MSO-evaluations (with homomorphisms)
by Courcelle and Mosbah in 1993.
Theorem 30 (Arnborg et al. [8]). Let P be an EMSO-definable problem or
an EMSO-definable optimization problem with weight functions bounded by a
constant, and w ∈ N an integer. Then one can solve P on graphs G = (V,E)
of order n := |V | and treewidth at most w in time O(fP (w) · n).
Theorem 31 (Arnborg et al. [8]). Let P be an EMSO-definable counting
problem or an EMSO-definable optimization problem with integer-valued weight
functions, and w ∈ N an integer. Then one can solve P on graphs G = (V,E)
of order n := |V | and treewidth at most w in time O(fP (w) · poly(n)).
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Theorem 32 (Courcelle and Mosbah [60]). Let P be an MSO-evaluation
problem. Then one can solve P on graphs G = (V,E) of order n := |V | and
treewidth at most w in time O(fP (w) · poly(n)).
We remark that the polynomial time increase for the integer-valued EMSO-
definable problems stems from the time required to process numbers of un-
bounded size, which requires time ω(1). For linear EMSO-definable optimiza-
tion problems one can improve this to time O(n log n) in the logarithmic cost
measure and to time O(n) in the uniform cost measure, since here arithmetic
operations take constant time. See the discussion in [8]. Similarly, many
MSO-evaluations of practical interest can actually be solved in time O(n) or
time linear in the input size plus the output size. For example, the list of num-
bers nk of vertex covers of size k as in Example 28-4 requires a representation
of size ω(n), since the n numbers can range from 0 to 2n. It can, however, be
computed in time linear in the input size plus the resulting output size. In
[60, Section 4], the complexity of several practically important MSO-evaluations
is discussed.
From the theorems above, we immediately get the following result.
Corollary 1. On graphs of bounded treewidth,
1. the problems depicted in Tables 4.1 and 4.2 can be solved in linear time.
2. the problems depicted in Tables 4.3 and 4.4 can be solved in polynomial
time.
3. the problems depicted in Table 4.3 can be solved in linear time in the
uniform cost measure.
Furthermore, it has been shown that the linear time requirement in Courcelle’s
Theorem can be replaced by logarithmic space.
Theorem 33 (Elberfeld, Jakoby, and Tantau [76]). Let Π be an MSO-definable
graph property and w ∈ N an integer. Then one can decide membership in Π
for input graphs G = (V,E) of order n := |V | and treewidth at most w in
space O(log n).
Theorem 33 can be extended to counting problems [76,77].
The true beauty of the MSO based approach lies in the fact that it suffices to
define the graph problem (for general graphs) in MSO, and yet in many cases
no further work has to be spent on the details of how the problem can actually
be solved.
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In particular, Courcelle’s Theorem states that there is at least one algorithm
that can solve it in linear time for graphs of bounded treewidth. In practice,
however, it can be left to the implementation to choose the actual strategy that
is used to solve the particular MSO Model Checking instance at hand. For
example, the polynomial space Algorithm 2 is very fast for small inputs, and
the approaches presented in the following exploit the decomposability of the
input graphs.
The versatility that lies within the separation of problem definition and con-
crete solving makes the MSO approach a powerful method in the algorithmist’s
toolbox.
5.1. Proving Courcelle’s Theorem
The literature is rich in different techniques to prove Courcelle’s Theorem. It
is safe to say that the standard method to prove Courcelle’s Theorem is a
reduction of the ϕ-MSO Model Checking problem for graphs of bounded
treewidth to the ϕ′-MSO Model Checking for labeled binary trees. The
formula ϕ′ can be easily obtained from ϕ by applying a number of somewhat
technical, but nevertheless straight-forward rewriting rules. In the world of
logic, such a reduction is called an interpretation of theories [42, 181]. It is
well-known [68, 209] that the latter problem can be solved in linear time by
constructing a suitable finite-state tree automaton (FTA). The advantage is that
the underlying methods (MSO-to-FTA conversion) and the MSO interpretation
techniques are well understood and widely covered in the literature.
An accessible exposition of this proof can be found in Kreutzer’s survey on
algorithmic meta-theorems [142]. For readers who are also interested in details
on the MSO-to-FTA conversion for binary trees we can recommend the detailed
and self-contained exposition in [84, Chapters 10 and 11].
Since the literature is rich in proofs of Courcelle’s Theorem, we shall only
give a brief description of this reduction method. For simplicity, we prove it for
MSO-definable graph properties only, i.e., MSO sentences without free variables,
but the extension to multiple free variables, and hence to EMSO-definable
problems or MSO-evaluations with homomorphisms is not hard, see, e.g., the
original proof for EMSO-problems in [8], or [55, Section 6.3].
The overall strategy is depicted in Figure 5.1 and explained in the following.
First fix an MSO-sentence ϕ and an integer w ∈ N. For an input graph
G = (V,E) of treewidth at most w, we first need to obtain a tree-decomposition
(T,X) of width w. This tree-decomposition can be obtained in time O(n) using
Bodlaender’s Algorithm [20]. Next, we identify the tree-decomposition with a
labeled binary tree T ′ over a fixed alphabet Σw. This alphabet is quite large
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(T,X )⇒ T ′
ϕ⇒ ϕ′ ϕ′ ⇒ A
T ′
?∈ L(A)
Figure 5.1.: The proof. Left column: MSO-interpretation of G in T ′ and
the corresponding conversion of the formula. Middle column:
MSO-to-FTA conversion. Right column: Automata run.
but has bounded size. At a node v ∈ V (T ), a label of the binary tree encodes,
for instance, which vertices in Xv are adjacent. The resulting labeled binary
tree T ′ completely describes the input graph G. In other words, we have found
a way to interpret the graph G in a labeled binary tree T ′ with labels from Σw.
From the MSO-interpretation theory we therefore get that we can convert ϕ
into a formula ϕ′ such that G |= ϕ if and only if T ′ |= ϕ′. This conversion can
easily be performed by a computer program in constant time (since ϕ is fixed).
Once we have done this, we can use the standard MSO-to-FTA conversion due
to Doner–Thatcher–Wright to construct a finite-state tree automaton A with
T ′ ∈ L(A) iff T ′ |= ϕ.
This concludes the proof since a run of the automaton A on T ′ can be
simulated in linear time. We also mention in this context [83], where much care
has been taken to prove how the linear running for this automata simulation can
in fact be obtained. Similarly, it is shown in [76] that Bodlaender’s Algorithm
as well as the simulation of the run of the automaton can be done in logarithmic
space, yielding Theorem 33.
5.2. Alternative Proofs of Courcelle’s Theorem
There are several alternative ways to prove Courcelle’s Theorem. From a broad
perspective, the overall “spirit” of the proofs is remarkably similar: at a high
level, all algorithms rely on a finite table-lookup strategy that resembles the
finite-state automata approach. One might therefore argue that, essentially,
all known proofs of Courcelle’s Theorem explicitly or implicitly emulate the
automata-theoretic approach. However, the low-level proof details have a huge
impact w.r.t. to practical applications, as we will see in Chapter 6. We therefore
briefly survey other proof techniques.
The technique we outlined above, i.e., a reduction to the classical model
checking problem for MSO on labeled trees, has been described by many
authors, see, e.g., [8,83,84,89,142]. A direct and explicit construction of the tree
automata from the original formula ϕ, i.e., one that avoids the interpretability
machinery of the previous section, is described in, e.g., [221] or [55, Section
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6.3].
Courcelle’s original paper proves [48, Proposition 4.14] the existence of such
an automaton, cf. [48, Propositions 4.3 and 1.6], but the construction is not
immediate. Similarly, in [2, 69] a Myhill-Nerode type argument is used to show
that the treewidth parse tree operators admit a right congruence with finitely
many congruence classes, i.e., the tree language is finite-state (regular) and can
be recognized by an FTA. The method of test sets can be used to construct
the tree automata of [2, 48, 69]. See, e.g., [69, Section 6.1] for details.
A model-theoretic variant to prove Courcelle’s Theorem is based on the
Feferman–Vaught Theorem [81] (also called Splitting Theorem), which can
be extended to MSO, cf., [48, 113, 157]. The Splitting Theorem essentially
states that if a graph G can be decomposed into two subgraphs G1 and G2,
then from the input formula ϕ one can construct a reduction sequence of
finitely many MSO-formulas that holds in G1 and G2 if and only if ϕ holds in
G, cf., [48, 55, 113, 157]. These new MSO-formulas have the same quantifier
rank as ϕ. Since there are only finitely many formulas of quantifier rank q,
eventually these formulas must repeat in the process (but their actual number is
huge!). By induction, one can therefore use dynamic programming on the tree
decomposition to compute the q-theory of G, i.e., set of formulas of quantifier
rank at most q that hold in G (cf., [89, 110,157]). See [110] for an accessible
exposition.
Similarly, Courcelle and Mosbah [60] show how a combination of the Splitting
Theorem [48] and a dynamic programming algorithm can be used to compute
the set of satisfying assignments for the input formula [60]: First, one traverses
the tree decomposition of the input graph top-down and applies the Splitting
Theorem at every single node, which yields a reduction sequence of finitely
many MSO-formulas. In the leaves, we evaluate these formulas, and then use
bottom-up dynamic programming to finally evaluate whether the formula ϕ is
true on G.
Gottlob, Pichler, and Wei [106] show that the set of satisfying assignments
of ϕ on G can be described in monadic datalog, and this description can
effectively be obtained from the MSO input formula, see [106, Theorem 4.6].
Their proof does not rely on the Splitting Theorem but is based on Ehrenfeucht-
Fraïssé games [106, Lemmas 3.5-3.7]. The monadic datalog approach of [106]
has also been studied in [86, 87]. We will revisit this approach and its practical
utility in Section 6.5.
The approach that we propose in this thesis is based on model checking
games [107, 108, 120]. Our game-theoretic approach does not rely on automata
or the Splitting Theorem. Rather, it is essentially a variant of Algorithm 2
that uses dynamic programming on the tree-decomposition to compute the
result. It can be shown that the number of games that we have to store in the
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dynamic programming algorithm’s tables is bounded by a constant, which then
yields the desired linear running time. For details, we refer to Chapter 13.
5.3. On hidden Constants
Unfortunately, the function f in the running time bound given in Theorem 29
grows extremely fast. That is, the constants hidden in the O-notation for the
running time bound given in Theorem 1 are very large. MSO logic has huge
expressive power in that already very short formulas can be used to express
hard problems. Indeed, the size of the automaton for an MSO-formula in
terms of the formula cannot be bounded by an elementary function [182,201].
Frick and Grohe prove in [91] non-elementary worst-case lower bounds for the
multiplicative constants in the linear running time. A function f : C×· · ·×C→
C is elementary if it can be written in a “closed” form over the complex numbers,
the elementary functors −, +, × and a constant number of exponentials and
logarithms.
Theorem 34 (Frick, Grohe [91]). Assume that P 6= NP. Then there is no
algorithm that, given an MSO sentence ϕ and a tree T decides whether T |= ϕ
in time f(‖ϕ‖)nO(1), where f is an elementary function and n = |V (T )|.
This latter theorem makes it impossible to prove any efficient running time
bounds for Courcelle’s Theorem, and no general algorithm can asymptotically
be better than the automata approach. Note, however, that the proof of
Theorem 34 uses a reduction from an NP-hard problem and therefore the
constructed MSO-formulas are not very natural. More precisely, they will
most probably not appear in typical practical applications. For particular
problems, say Minimum Vertex Cover, Minimum Dominating Set, or
3-Colorability, one can indeed show that these problems can be solved much
faster on graphs of bounded treewidth, as stated in the introduction. Typical
problems that admit efficient algorithms for graphs of bounded treewidth,
including these three problems, admit formulas with few nested quantifiers.
In his PhD thesis, Weyer [221] studies the growth of the constants in the
O-notation in terms of the number of nested quantifier alternations of the input
formula. The upper and lower bounds obtained [221, Chapter 6] provide a
good explanation for the actual complexity of problems observed in practical
experiments. Nevertheless, the MSO Model Checking problem remains
problematic in practical applications even for formulas of small or moderate
quantifier rank. This will be covered in the next chapter.
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Courcelle and Engelfriet mention in [55, p. 504] that MSO model checking for
decomposable graphs (e.g., [48, 59]) has been cited in different fields of applied
computer science, such as, e.g., computational biology [154], computational
linguistics [133], database querying [11], logistics [167], telecommunications [161],
quantum computing [216], or the aforementioned [211] on register allocation for
compilers, to name a few. It is therefore of great interested to make Courcelle’s
Theorem useful in practice.
For weak second-order logic of two successors (WS2S), which for finite
graphs coincides with MSO, there is a powerful and established software called
MONA [136]. MONA was developed over the course of many years by Klarlund,
Møller, and Schwartzbach and essentially implements the Doner–Thatcher–
Wright MSO-to-FTA conversion. It contains many tricks and improvements
such as formula reductions, guided tree automata, eager minimization, BDD-
based automata representations, or cache-conscious data structures [137]. It
has found a wide practical application in different areas such as hardware and
program verification or natural languages, see [137] and the references therein.
Nevertheless, using the reduction procedure outlined in Section 5.1 to generate
input instances for MONA does not yield practically useable algorithms for
the MSO Model Checking problem. In this section we survey not only the
advances but also the negative results in this research area.
6.1. Not implemented or no results known
We are not aware of any implementations of Courcelle’s Theorem based on the
Splitting Theorem approach. The generation of all possible reduction sequences
for MSO-formulas “obviously is not practical” [157, Section 1.6], as their number
grows too fast with the quantifier rank. The algorithms presented in [89,157]
are therefore infeasible in practice. However, from [60] we get that computing
the particular reduction sequence for the input formula ϕ suffices. Some lower
bounds are known for the necessary conversions into disjunctions [166], but
it would still be interesting to see how this approach behaves in practice. We
consider this as an interesting direction for future research.
It is mentioned in [69] that a Myhill–Nerode based program implementing
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the method of test sets has been developed as part of an M.Sc. thesis, which
unfortunately does not seem to be available any more. The aforementioned
thesis of Sloper [199] describes an implementation of the method of test sets
with practical applications in mind, but it is presented for word automata
only. We are not aware of any extensions to tree automata and corresponding
experiments for decomposable graphs.
6.2. Negative results, problems, etc
We start with reporting on negative results, because they will help us understand
design decisions that led to progress and faster implementations.
It turns out that the major limiting factor in practical applications of Cour-
celle’s Theorem are the space (memory) requirements of known algorithms.
Recall that the majority of the known algorithms for bounded treewidth graphs
use the tree-decomposition as a guide for dynamic programming. For most
problems, an exponential or even super-exponential number of entries have to be
stored in the dynamic programming table. This includes the majority of known,
specialized algorithms for specific problems. For instance, the Θ(2wn)-time
algorithm for Minimum Vertex Cover [9] requires space Θ(2w), where w
is the width of a given tree decomposition for the input graph. Similarly, the
algorithms for 3-Colorability [9] and Minimum Dominating Set [218]
use tables with Θ(3w) entries, and the algorithms based on the Cut-and-Count
technique [64] use tables of size Θ(cw), where the constant c depends on the
particular problem. Due to the nature of these algorithms, the table entries are
accessed very frequently. More precisely, all of them are accessed at least once
for every node of the tree decomposition. Swapping out entries from memory
to slower second-tier storage (e.g., hard disks or SSDs) is therefore usually not
an option as the huge performance penalty on I/O to the second-tier storage
renders the known algorithms useless in practice. We would therefore consider it
a major improvement to find an algorithm for, say, Minimum Vertex Cover
with a running time of O(cwpoly(n)) for, say, c < 10, and subexponential
space O(2o(w)).
Space requirements are also the major problem for all proof techniques
we outlined in the previous section, particularly for the automata theoretic
approach. As a somewhat surprising fact, space is even a problem for the
logspace algorithm of [76]. For practical applications the main goal is therefore
to make the space requirements feasible. In fact, many of the “implementation
secrets” for MONA [137] are concerned with memory requirements, such as
the usage of a BDD representation or of so-called guides that can be used as
additional hints for the automaton in order to decrease automata size.
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In the automata based approach, every quantifier alternation (∀∃ or ∃∀)
in the formula induces a power set construction during the construction of
the finite-state tree automaton. This is because for a formula ∀xϕ, the FTA
construction described by Doner–Thatcher–Wright first constructs the non-
deterministic automaton A for the formula ∃x¬ϕ, and then converts it into the
complement automaton A′ that recognizes the complement language L(A′) of
L(A) (note that ∀xϕ = ¬∃x¬ϕ). The complementation is typically preceded
with determinization using a power set construction, because for deterministic
automata we can simply invert the set of accepting states. Each such power set
construction may yield an deterministic automaton that has size exponential
in the size of the previous non-deterministic automaton. A formula with k
quantifier-alternations can therefore require a deterministic automaton, whose
size is a k-times iterated exponential. It is well-known [182, 201] that this
blow-up is not avoidable. Furthermore, as a consequence of the Grohe and
Frick lower-bound [91] (see Section 5.3), no general algorithm can perform
better than the automata approach.
In practice, of course, not all resulting automata are that large. However,
even when the final deterministic automaton is “small” and fits into memory,
the power set construction of an intermediate non-deterministic automaton
might be prohibitively expensive. Unfortunately, this is in fact observed
in practical experiments. The space required to construct the automata,
both using MONA and with direct constructions, causes major problems in
applications [106,134,160,200].
In his thesis [200], Soguet systematically studied the sizes of the finite-
state tree automata corresponding to various problems for graphs of small
clique-width.1 The automata were generated with MONA. Among the problems
considered are properties that can be decided in polynomial time even on general
graphs, and properties that are NP-hard on general graphs but polynomial-time
solvable in the considered graph classes. The following is a list of some of the
problems considered by Soguet in his thesis:
∆(G) ≤ i? Is the maximum degree ∆(G) of G at most i ∈ {3, 4}?
x, y connected? Are the two vertices x and y connected by a path in G?
Connected Is the graph connected?
1Like treewidth, clique-width is a width measure for decomposable graphs, but the tree
automata are easier to construct; the results do also shed light on the automata-approach
for graphs of bounded treewidth. See Chapter 7 for more details on clique-width and the
MSO Model Checking problem for graphs of bounded clique-width.
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2-Disjoint Paths Are there two disjoint paths in G that connect, respec-
tively, the vertices s1 and t1 as well as the vertices s2
and t2?
vc′(X) The set X is a vertex cover for G (cf., Example 13).
clique(X) The set X is a clique in G.
i-Clique Does G contain a clique of size at least i ∈ {3, 4}?
i-Vertex Cover Does G have a vertex cover of size at most i ∈ {3, 4}?
Bipartite Is G bipartite (two-colorable)?
3-Colorability Is G three-colorable?
Table 6.1 shows the sizes of the finite-state tree automata Soguet constructed
for graphs of clique-width 2 and 3. We list here the sizes of the BDD represen-
tations for the adjacency relation entitled “Adj1” in Soguet’s thesis.2 As one
observes, the sizes of the resulting automata are surprisingly small. Particularly
the automata for the properties clique(X) and vc′(X) of the EMSO-definable
optimization problems Maximum Clique and Minimum Vertex Cover are
very small (5 vs. 9 states). On the other hand the automata for some properties
that are trivially solvable even in general graphs cannot be constructed any-
more. Further inspection of the MSO-formulas corresponding to the problems
considered by Soguet reveals that the culprit is probably a large number of
nested quantifiers that are required to count in MSO, or that are required to
express that a set is connected (cf., Example 13). Note that in order to count,
say, four distinct neighbors, one requires four nested quantifiers.
Similar numbers were obtained by Durand with her Autowrite software
tool [70, 71] as reported in [53,55].
Motivated by applications in knowledge representation and reasoning, Gott-
lob, Pichler, and Wei also used MONA for the MSO to FTA-conversion and
report the same state-explosion problems described above [105,106]. They also
investigate in [104,105] reasons why MONA experiences these problems:
An analysis of the various components of our program has revealed
that MONA is the weak point of the program. In fact, the way how
2For graphs of clique-width 2, Soguet also studied two alternative BDD representations
for the adjacency relation and lists their (positive) impact on the size of the resulting
automata. Numbers for graphs of clique-width 3 are not reported. For the sake of better
comparability we only quote the numbers for the first representation here.
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Problem Complexity in cw = 2 cw = 3
general graphs states nodes states nodes
∆(G) ≤ 3? O(n) 91 1341 fail
∆(G) ≤ 4? O(n) 231 4178 fail
x, y connected? O(n+m) 26 444 fail
Connected O(n+m) 11 96 fail
2-Disjoint Paths O(n2) [135] fail fail
clique(X) O(n2) 5 22 9 84
vc ′(X) O(n2) 5 30 9 155
3-Clique O(n3) 11 81 41 1510
4-Clique O(n4) 21 189 153 8673
3-Vertex Cover O(n4) 63 635 414 23845
4-Vertex Cover O(n5) 11 1223 1037 75700
Bipartite O(n+m) 11 81 57 2934
3-Colorability NP-complete 21 189 fail
Table 6.1.: Sizes of the finite-state tree automata generated by Soguet [200,
Figures 4.8, 4.9] with MONA for graphs of clique-width 2 and 3.
States is the size of the automata, nodes are the number of nodes
in the corresponding Binary Decision Diagrams (BDDs). The
entry fail means the computation aborted with “out-of-memory”
errors.
MONA evaluates an MSO-formula ϕ∗ over a tree T ∗ is very prob-
lematical (and, in a sense, contradicts the spirit of model checking).
[. . . ] MONA undoubtedly has its merits in other areas, notably in
verification. However, with its current strategy of considering the
input structure as part of the formula (and, therefore, mixing up
data complexity and query complexity), MONA is not suited for the
KR & R problems studied here. [104] (and similarly in [105, p. 127])
Consequently, they also tried a direct implementation of the MSO-to-FTA
conversion, but the state explosion problems “led to failure before we were able
to feed any input data to the program” [106, p. 4].
Therefore, at least three independent implementations (MONA, Autowrite
and the direct construction of Gottlob et al.) reveal that the size of the resulting
automata poses a problem in practical applications, which even advanced tools
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such as MONA or Autowrite cannot easily handle. We therefore conclude:
(T,X )⇒ T ′
ϕ⇒ ϕ′ ϕ′ ⇒ A
T ′
?∈ L(A)
/
Finally, we note that even the logspace-algorithm of [76] might face these
problems, since the size of the automaton is considered a constant in their work;
the logarithmic space improvement mainly concerns Bodlaender’s algorithm
for constructing the tree decomposition and the simulation of the run of the
automaton in logarithmic space, all of which are independent of the problematic
automata construction.
In what follows, we will give some high-level, but nevertheless detailed
exposure of the current advances in making Courcelle’s Theorem more useful
in practical applications.
6.3. Precomputed and Non-deterministic
Automata
Since the power set construction for intermediate automata is problematic,
Courcelle and Durand [51–54] (see also [55, Section 6.3]) suggest the following
combined approach:
1. Avoid the power set construction for determinization by avoiding quantifier
alternation and allowing non-deterministic FTAs, runs of which can easily
be simulated.
2. Reduce the quantifier nesting depth of the formula by providing additional
atomic predicates expressing commonly used, powerful properties such as
connectivity or subset relations.
3. Precompile these provided predicates into small deterministic automata
to avoid large intermediate automata.
It is a standard-technique to simulate runs of a non-deterministic automata
by keeping track of the states the automata possibly is in. Since in each run
the automaton A must be in one of the |A| states, this simulation algorithm
therefore only needs to handle at most |A| states at once. This technique
naturally entails a small increase of the running time, but the space required is
typically much less compared to what is needed to construct the deterministic
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automaton in the first place. Note, for example, that the power set construction
does require Θ(2|A|) space, and this blow-up is not avoidable since in general
the size of the minimal deterministic automaton A′ with L(A) = L(A′) is
|A′| = Θ(2|A|).
The simulation of non-deterministic automata naturally extends to standard
operations on languages recognized by automata, particularly the intersec-
tion (for formulas with ∧), the union (for formulas with ∨), and projection, a
technique used to construct automata for formulas with existential quantifica-
tion. Complementation, however, which is required for formulas with negation
and, therefore, also universal quantification, cannot be approached with this
non-deterministic simulation technique.
Unfortunately, in most cases one cannot avoid negation or universal quan-
tification to express basic properties. The workaround proposed by Courcelle
and Durand is to provide a large list of atomic formulas for commonly used
properties. One example for such a basic property is Path(X, Y ) expressing
that X has exactly two vertices that are linked by a path in G[Y ]. Another
example are Boolean Set Terms which can be used to express properties of sets
of sets that require many quantifiers but typically yield small automata, such
as X ⊆ Y for two set variables X, Y or Partition(X1, . . . , Xm) expressing that
(X1, . . . , Xm) is a partition of the vertex set. See [55, pp. 471ff] for a large list
of predicates for which small precompiled automata can be provided and how
they are constructed.
It can be shown [53, 55], however, that the minimal deterministic automaton
deciding the Connected problem via clique-width expressions has more
than 22k/2 states, where k is the clique-width of the graphs considered. The
construction presented in [53, 55] does yield an automaton with 22O(k) states.
Table 6.12 in [55, p. 474] lists several examples with a similar flavor of growth.
Courcelle and Durand [53] describe another technique of using special tree
annotations of the clique-width parse tree and how they can be used to further
shrink the size of the automata. For example, a non-deterministic automaton
for annotated inputs for the Connected problem has only 2O(k log k) states.
Since universal quantification poses problems due to the required negation,
Courcelle and Durand consider an existential fragment of MSO that contains
only formulas of the form ∃X1 · · · ∃Xpϕ, where ϕ is a Boolean combination of
atomic formulas with free set variables in {X1, . . . , Xp}. The atomic formulas
are from a large set of predicates for which precomputed automata are provided
by the implementation. This fragment of MSO is rich enough to express many
important graph problems such as graph partition problems like 3-Colorabi-
lity (and, more general, k-Colorability) or whether a fixed graph H is a
minor of the input graph.
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Their approach has been implemented on top of the Autowrite software
developed by Durand [70,71], which is written in Common Lisp and implements
bottom-up tree-automata (term-automata) and most of the standard operations
on automata such as union, intersection, determinization, minimization, and
complementation. By a language extension, this implementation is furthermore
able to solve decision problems such as Vertex Cover or Dominating Set,
where the solution size is part of the input [53, Figure 5, p. 59].
Several experimental results with the implementation reported in [51–53,55]
reveal that using the techniques described in this section do in some extend
help to construct the automata. Unfortunately, with growing clique-width, the
construction of the automata still soon causes memory problems and can no
longer be done in practice. An approach to conquer this problem is described
in the next section.
6.4. On-the-fly Construction of Automata
In conclusion of the previous section, the construction of the complete automa-
ton is not feasible in practice since the huge number of states is beyond what
we can handle on real hardware.
What can be done? Clearly, some representation of the automaton is required
in order to simulate runs of the automaton. The natural question is if one
actually needs to keep a representation of the complete automaton in memory in
order to simulate a run on a given input. This leads to the idea to not construct
the automaton before computation, but rather construct the automaton on the
fly as needed, while simulating the run of the automaton.
Early work for graphs of bounded treewidth utilizing this idea was reported
at a Dagstuhl seminar [222] in 2001.3 White reports that the test set for the
Hamiltonian Cycle problem on graphs of bounded treewidth contains 2ww!
elements, and that the naive method to construct the corresponding tree
automaton using the method of test sets then yields an intermediate automaton
with 22ww! states (which should then be minimized). Recall in this context
that the power set construction also has exponential space requirements for
the intermediate automata. Walker then proceeds to show that one can
dynamically construct the automaton on-the-fly, which avoids the exponential
blow-up and yields an algorithm for Hamiltonian Cycle with a running
time of only O(2ww!n). Such an on-the-fly construction of automata via the
method of test sets is also described in the Master’s thesis of Sloper [199], but
we are not aware of experiments for tree automata or graph problems.
3Unfortunately this work has never been published in other form.
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Courcelle and Durand have extended their work described in the previous
section to the on-the-fly construction of the corresponding automata [53]. The
idea of their approach is that the transitions are no longer stored explicitly
in precomputed form, say in a table, but are rather represented implicitly
as a small set of “meta-rules” from which an algorithm can compute the
transitions as needed. The transitions are therefore computed on-the-fly while
simulating the run of the automaton. The time required to compute transitions
is naturally larger than a simple table-lookup, but the space requirements
shrink significantly: Only a suitable representation of the current state has to
be kept in memory, which typically is much less than the space required to
construct the complete automaton.
Courcelle and Durand call these automata fly-automata as opposed to the
classic, pre-computed automata that they call table automata. Fly-automata
have been implemented in Autowrite, and promising experiments with this
implementation are presented in [53]. For example, they compare the running
times of table automata with fly-automata and analyze the penalty on the
evaluation function vs. the simpler table-lookup for transitions. For paths Pn on
n vertices (clique-width 3 if n ≥ 4) they compare the computation times of both
automata types for increasing values of n for the Connected problem. The
penalty of fly- versus table automata on these instances is an approx. factor 4 in
the running time [53, Figure 6, p. 60], which is surprisingly low considering the
significantly smaller memory footprint and the improved feasibility for larger
clique-widths. The experiments furthermore show that the computation time
is indeed roughly linear with respect to n (as expected).
They also ran experiments for the 3-Colorability problem on grid graphs.
While bipartite grid graphs are trivially three-colorable, such graphs have the
advantage that it is easy to construct the corresponding graph decompositions
(tree decomposition or clique-width decomposition) of arbitrary width and
graph sizes. On 6 × n grids (clique-width 8 if n ≥ 6) the running time does
in fact increase linearly. They report a running time of approx. 5000s on a
6× 100 grid, of 12000s on a 6× 600 grid, and of approx. 18000s for a 6× 1000
grid [53, Figure 10]. On the contrary, the classic table-automaton could not be
constructed for these graphs.
Several further experiments of the same spirit in [53] indicate feasibility of
the fly-automata approach. At the moment, the biggest limitation seems to
be a lack of good algorithms or heuristics that compute small clique-width
decompositions for arbitrary input graphs. They therefore conclude:
We did not reach any limitation using fly-automata which we tried
up to cwd = 18. We could run the automata on terms representing
terms on any graph we had a term representation for. Our problem
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right now is to find big graphs with their clique-decomposition in
order to perform tests. [52]
However, we note that the techniques of [53] can be adapted for graphs
of bounded tree-width, where several suitable heuristics are known. Such an
extension is already planned by Courcelle and Durand [53, p. 57], and would
be of tremendous value for practical applications.
6.5. Reduction to Monadic Datalog
A completely different approach to conquer the space problems with the FTA-to-
MSO conversion is proposed by Gottlob, Pichler, and Wei [105,106,179]. They
describe an automatic translation of the MSO-formula into a set of monadic
datalog predicates. A datalog program is a built from function-free, definite
Horn clauses and consists of a set of facts and a set of rules (see, e.g., [1,40,214]).
Monadic datalog is the fragment of datalog where certain predicates are required
to be unary. (Monadic) datalog has the advantage that due to its applications
in database theory it is well-studied from a practical viewpoint and there are
several fast implementations (e.g., the DLV system [152]) that use sophisticated
optimization techniques, see, e.g., those mentioned in [106, Section 6.3] and
the references therein.
It was previously known that on trees monadic datalog has the same expressive
power as MSO [103]. Gottlob et al. show [106] how an MSO-formula for
a graph G can be translated into a monadic datalog program for the tree
decomposition of the input graph. This conversion builds upon the well-known
fact that an MSO-formula of bounded quantifier rank q cannot distinguish
two graphs iff the duplicator has a winning-strategy in the Ehrenfeucht-Fraïssé
game over q rounds (see, e.g., [74] or Section 11.3). One can therefore define
an equivalence relation ≡MSOq on graphs as follows: For two graphs G1 and
G2, we let G1 ≡MSOq G2 if and only if for every MSO-formula ϕ of quantifier
rank at most q we have G1 |= ϕ ⇔ G2 |= ϕ, i.e., if no MSO-formula with
bounded quantifier rank can distinguish G1 and G2. The index of ≡MSOq is
finite but extremely large, namely growing non-elementary in q. The authors
then essentially show that each equivalence class of ≡MSOq can be described by
a set of rules in monadic datalog. This results in a monadic datalog program
that can be used to check whether the original input formula holds in the input
graph. The extension to counting, enumeration and optimization problems is
possible [86,87,179].
In the worst-case, this conversion must result in a datalog program that
has (super-) exponential size in the original MSO-formula — recall the lower
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treewidth #attr. #func. deps. #tree nodes Mon. Datalog MONA
3 3 1 3 0.1 650
3 6 2 12 0.2 9210
3 9 3 21 0.4 17930
3 12 4 34 0.5 fail
3 21 7 69 0.8 fail
3 33 11 105 1.0 fail
3 45 15 141 1.2 fail
3 57 19 193 1.6 fail
3 69 23 229 1.8 fail
3 81 27 265 1.9 fail
3 93 31 301 2.2 fail
Table 6.2.: Processing times in “milliseconds [sic]” for the monadic datalog
approach vs. MONA for the Primality problem [106, Table I].
bounds for the hidden constants discussed in Section 5.3. In fact, an algorithm
that does implement the construction described in [106] would be infeasible
in practice even for very small values of q, since there are simply too many
equivalence classes that have to be described as datalog rules. However, the
general approach outlined in the proof can serve as an inspiration for the
manual construction of monadic datalog programs for specific problems. This
manual adaption has been done for several problems, including the 3-Color-
ability graph problem, for the Primality problem for relational schemas or
the classical SAT problem for CNF-formulas.
The resulting programs are much smaller than the space required to construct
the corresponding tree automata, and the available highly optimized datalog
solvers can be used to solve the problem on specific input instances. Several
experiments have been carried out by Gottlob et al. and other authors. The
results are very promising and show that the monadic datalog approach is
indeed feasible for practical applications.
For example, in [106], the authors report on experiments for the Primality
problem of relational schemas (testing if some attribute in a relational schema
is part of a key). We list their results [106, Table I] in Table 6.2. The monadic
datalog approach clearly outperforms the MSO-to-FTA translation approach
backed by MONA by an order of magnitude, while maintaining the linear
running time in the number of tree nodes. MONA, in turn, soon failed early
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treewidth #Vars #Clauses #tree nodes Mon. Datalog MiniSat
3 5 9 24 0.04 < 10
3 31 48 195 0.2 < 10
3 347 522 2157 0.8 < 10
3 3955 5934 23793 8.1 < 10
3 32765 49149 207438 65.5 40
3 337859 506790 2120361 643.9 430
Table 6.3.: Processing times in “milliseconds [sic]” of the monadic datalog
approach vs. MiniSat (with a granularity of 10ms) for the SAT
problem [105, Table 6].
with “out-of-memory” errors. Very similar numbers are presented in [105] for
the Solvability problem.
In [105], they furthermore compare their monadic datalog approach to the
well-known open-source SAT solver MiniSat [75] for the classical SAT problem.
The treewidth of an CNF-formula is defined as the treewidth of the graph that
contains vertices for clauses and variables, and edges between a clause C and a
variable x iff x occurs in C. We list their results [105, Table 6] in Table 6.3. It
is quite remarkable that the rather generic monadic datalog approach achieves
running times that are comparable to those of an highly optimized SAT solver
that was specifically tuned to solve SAT instances.
Their approach has furthermore been applied to a Σp2-complete problem in
the area of answer set programming by Jakl, Pichler, and Woltran [128] and
scaled well up to treewidth 7 and 1000 nodes in the tree decomposition. Their
experiments reveal, too, that for low treewidth the monadic datalog approach is
competitive compared to state of-the-art systems tuned to solve such problems
(in this case, DLV [152]). Another set of experiments is reported in [127], where
the monadic datalog approach was able to solve input instances of treewidth
up to 10.
At the moment the largest drawback of the monadic datalog approach
is the lack of a feasible automatic translation of an MSO-formula into the
corresponding monadic datalog program. In all of the cases above, the monadic
datalog programs have been created manually by the authors of the papers
and directly encode the dynamic programming strategy to solve the problem
on the tree decomposition. Consequently, for the manual construction of the
monadic datalog program one also needs to manually come up with an inductive
description of the problem at hand, i.e., with a dynamic programming algorithm
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for the problem. In particular, additional manual work is required to prove that
this formulation is indeed correct. This requires some decent background in
dynamic programming algorithms for decomposable graphs and further proofs,
see, e.g., the proof for the monadic datalog program for the Primality problem
in [106, p. 34–42]. Hence, the versatility of MSO that lies in the separation of
problem definition and concrete solving is lost if we consider monadic datalog
programs that describe an inductive solution strategy for tree decompositions.
Given the promising experimental results for the manually constructed for-
mulas, it therefore would be of tremendous utility to have an feasible algorithm
that given an MSO-formula automatically generates a small monadic datalog
program corresponding to the input formula, which can then be fed into one
of the fast datalog solvers. One can actually observe that the manually con-
structed monadic datalog programs do somewhat resemble the MSO-formulas
obtained by applying the Splitting Theorem to the MSO-formula as in the
top-down approach of Courcelle and Mosbah [60]. For example, the monadic
datalog rules for the 3-Colorability problem in [106, Figure 5] essentially
express that if the input graph G decomposes into subgraphs G1 and G2, then
a partition R,G,B of the vertex set is a three-coloring for G if and only if
(R ∩ V (Gi), G ∩ V (Gi), B ∩ V (Gi)) is a three coloring for Gi, where i = 1, 2.
This matches what we get from applying the Splitting Theorem to the formula
expressing 3-Colorability. We therefore believe that an algorithm inspired
by [60] can be used to construct the desired monadic datalog programs. We
consider this an interesting direction for future work with powerful applications.
6.6. A Game-theoretic Approach
Another different approach is proposed in this thesis. It can be understood as a
dynamic programming variant of Algorithm 2 and does not explicitly construct
a tree automaton either. It is called game-theoretic because one can understand
the recursive call tree of Algorithm 2 as the game tree (see [12]) of a two-player
pebble game called the model checking game, cf. [107,108,120].
As mentioned in Section 4.8, on general graphs the running time of Algo-
rithm 2 is not feasible for practical applications, since each set quantification
requires an enumeration of the 2n subsets. However, we were able to show that
one can use dynamic programming on the tree decomposition to simulate runs
of Algorithm 2 in a way that for graphs of bounded treewidth the total running
time remains linear in n.
See Chapter 13 for details on the theoretical underpinnings of this approach
and Chapter 17 for an experimental evaluation.
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Treewidth is a width measure for sparse graphs in the sense that graphs of
bounded treewidth have only a linear number of edges: Recall from Chapter 3
that for a graph G of treewidth k, we have |E(G)| ≤ k|V (G)| + k2. For the
algorithms presented in the previous sections, dense graphs with unbounded
treewidth do imply a severe, typically exponential or even super-exponential,
increase in the running time and, worse, space requirements. Note on the other
hand, that many of the aforementioned problems are easy on complete graphs in
the same way they are easy on trees. For example, Minimum Vertex Cover,
Minimum Dominating Set, and 3-Colorability are trivially solved on
such instances. This naturally bears the question when problems become easy
for dense graphs.
In what follows, we briefly survey width measures that remain small for
several dense graphs and their utility regarding the MSO Model Checking
problem. We also list some recent results on the general complexity of the
MSO approach on graphs of bounded treewidth and related graph classes.
7.1. Width Measures for Dense Graphs
It has been shown by Courcelle, Makowsky, and Rotics [59] that a theorem
similar to Courcelle’s Theorem for bounded treewidth can also be shown for
graphs of bounded clique-width. Clique-width, like treewidth, is a width
measure for graphs, but in contrast to treewidth, it is also small for several
classes of dense graphs. This extension to dense graphs, however, comes at a
price: The set of problems to which the result applies is strictly smaller than
the set of problems for treewidth (MSO1-definable vs. MSO2-definable).
Two other width measures have since been introduced that aim to provide
algorithmic utility for dense graphs: Rank-width and Boolean width. On
undirected graphs, all three measures are somewhat related and particularly
within bounds of each other, i.e., if one of them is bounded on some graph
class, all of them are. The result of [59] therefore directly extends to graphs of
bounded rank-width and Boolean width.
Hliněný, Oum, Seese, and Gottlob [122] survey several width measures and
their algorithmic implications, particularly including clique-width and rank-
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width (but not Boolean width, which has been defined afterwards). We shall
therefore only briefly cover width measures for dense graphs in the following,
with a focus on the practical aspects of the MSO Model Checking problem
for these graph classes.
7.1.1. Clique-width
We mentioned clique-width several times before, in particular since the experi-
mental evaluation of the automata approach by Soguet [200] (Section 6.2) and
the fly-automata approach by Courcelle and Durand (Section 6.4) have been
implemented for the clique-width measure.
The notion of clique-width has been introduced by Courcelle, Engelfriet,
and Rozenberg [56] in terms of a graph grammar. Both, treewidth and clique-
width, can be defined in terms of graph grammars, hyperedge replacement
grammars for treewidth, and vertex replacement grammars for clique-width,
cf. [55, Chapter 2] for details.
To define clique-width, we consider a set of graph operations on labeled
graphs. A labeled graph is a tuple (V,E, lab), where (V,E) is a graph and
lab : V → N assigns a label to each vertex. A p-graph is a labeled graph with
labels in {1, . . . , p}. With every graph G = (V,E) we may identify the 1-graph
(V,E, lab), where lab : V → {1}.
We can now define the four graph operations that are used to define clique-
width. Fix some integer p ∈ N+.
• We let  denote the p-graph with a single vertex labeled 1.
• For a p-graph G = (V,E, lab), we let relabi→j(G) be the graph G′ =
(V,E, lab ′) obtained from G by relabeling all i-labeled vertices to j, i.e.,
lab ′(v) =
{
j if lab(v) = i
lab(v) else.
• For a p-graph G = (V,E, lab), we let addi→j(G) be the graph obtained
from G by connecting all vertices labeled with i with those labeled with j:
addi→j(G) =
(
V,E ∪ { {u, v} ∣∣ lab(u) = i ∧ lab(v) = j }, lab)
• For two p-graphs G1 = (V1, E1, lab1) and G2 = (V2, E2, lab2), we let
G1 ⊕G2 be the disjoint union G = (V,E, lab) of G1 and G2, defined via
V = V1 ∪ V2, E = E1 ∪ E2, and
lab(v) =
{
lab1(v) if v ∈ V1
lab2(v) if v ∈ V2
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Figure 7.1.: A 2-labeled clique-width parse tree generating the complete
bipartite graph Kn,n
Here, we w.l.o.g. assume that V1 ∩ V2 = ∅, since we can rename vertices
as needed.
A p-labeled parse tree T (also called p-expression in the literature) is a finite,
ordered, rooted subcubic tree (with the root of degree at most two), such that
• all leaves of T are labeled with the  symbol;
• all internal nodes of T with one child are labeled with addi→j or relabi→j ,
where i, j ∈ {1, . . . , p}; and
• all internal nodes of T with two children are labeled with ⊕.
A parse tree T generates the p-graph G that is obtained by the succes-
sive leaves-to-root application of the operators that label the nodes of T . A
graph G = (V,E) has clique-width p, if there is a p-labeled parse tree generat-
ing (V,E, lab) for some labeling lab : V → {1, . . . , p}. A 2-labeled parse tree
generating a complete bipartite graph Kn,n is shown in Figure 7.1. Note that a
Kn,n has treewidth n and n2 edges.
Several interesting graph classes have bounded clique-width. For example,
the class of cographs (P4-free graphs) coincides with the graphs of clique-width
bounded by 2 [61], and trees and, more generally, distance-hereditary graphs
have clique-width at most three [102]. Furthermore, if a graph has treewidth k,
then it has clique-width 2k+1 + 1 [46]. However, just as in the case of treewidth,
the clique-width grows if the graphs become “moderately” dense. For instance,
square grids with n vertices have treewidth and clique-width Θ(
√
n).
Courcelle, Makowsky, and Rotics showed that on graphs of bounded clique-
width every linear EMSO1-definable problem can be solved in linear time
if a p-expression is part of the input [59]. When we use the O(|V |3) time
approximation algorithm by Oum [175] to compute a corresponding f(w)-
expression, we get the following general result for graphs of bounded clique-
width:
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Theorem 35 (Courcelle, Makowsky, Rotics [59], Oum [175]). Let P be an linear
EMSO1-definable optimization problem, w ∈ N an integer and f : N → N.
Then one can solve P on graphs G = (V,E) of order n := |V | and clique-width
at most w in time O(n3) and in time O(n) if an f(w)-expression is part of the
input.
As a consequence, we immediately get that many well-known NP-hard prob-
lems including the following can be solved in polynomial time on several graph
classes containing dense graphs.
Corollary 2 (Courcelle, Makowsky, Rotics [59]). On graphs of bounded clique-
width, the following problems can be solved in polynomial time: Minimum
Vertex Cover (GT1), Minimum Dominating Set (GT2), Domatic
Number for fixed k (GT3), k-Colorability for fixed k (GT4), Partition
into Cliques for fixed k (GT15), Maximum Clique (GT19), Maximum
Independent Set (GT20), and Induced Path (GT23).
However, the utility of MSO for dense graphs comes at a price: Unless
EXPTIME = NEXPTIME, Theorem 35 cannot be extended to MSO2, even if
we allow the running time bound to be a polynomial, which as also shown by
Courcelle, Makowsky, and Rotics [59].
Theorem 36 (Courcelle et al. [59]). If EXPTIME 6= NEXPTIME, then there
is an MSO2-definable decision problem over the class of cliques which is not
solvable in polynomial time.
As the experimental evaluation of Courcelle and Durand shows (cf., Section 6.4),
algorithms based on the clique-width decompositions of the input graphs are
furthermore also feasible in practical applications. A major problem for clique-
width based algorithms currently lies in the lack of efficient algorithms to
compute the necessary clique-width expressions, cf. Section 6.4. The problem
of deciding whether a given input graph has clique-width at most k when k is
part of the input is NP-complete [82]. It is in P for k = 2 [45] and for k = 3 [44],
but its classification remains open for larger fixed values of k. Johansson
presented in [130] an approximation algorithm for clique-width, which achieves
an approximation ratio of 2k log |V |. Due to its dependency on |V |, this
algorithm cannot be used to derive the time bounds of Theorem 35. In order
to design an approximation algorithm for clique-width with an approximation
ratio independent of |V |, Oum and Seymour introduced in [176] a new width
measure named rank-width. The O(|V |3) time bound given in Theorem 35
is due to the running time of the rank-width approximation algorithm [175],
which also approximates the clique-width.
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Figure 7.2.: A rank-decomposition of the C5 [98]
7.1.2. Rank-width
Rank-width was introduced by Oum and Seymour in order to study clique-
width [176]. They defined rank-width as the branch-width [185] of the cut-rank
function. A rank-decomposition of a graph G is a pair (T, µ), where T is a
subcubic tree and µ : V (G) → { t ∈ V (T ) | t is a leaf of T } is a bijection.
Every edge of a rank-decomposition tree defines a cut of the graph, which is
a partition of the vertex set into disjoint sets V1, V2. With every cut (V1, V2),
we can associate a |V1| × |V2|-adjacency matrix over GF (2), where an entry
ei,j = 1 iff the ith vertex of V1 is adjacent to the jth vertex of V2. The width of
a rank-decomposition is the maximum rank over all cuts induced by its edges
(the cut-rank), and the rank-width of a graph G is the minimum width over all
rank-decompositions of G. See Section 10.6 for details. Figure 7.2 shows an
example of a rank-decomposition.
The definition in terms of branch-width allows one to prove several properties
of rank-width including the fact that rank-width and clique-width are equivalent
width measures in the sense that a class of undirected graphs has bounded
rank-width if and only if it has bounded clique-width [176]. More precisely, for
every (undirected) graph G, we have
rwd(G) ≤ cwd(G) ≤ 2rwd(G)+1 − 1,
where rwd(G) and cwd(G) are, respectively, the rank-width and clique-width
of G. However, this definition in terms of branch-width is not very intuitive
and also not always useful from an algorithmic point-of-view. This prompted
Courcelle and Kanté [57] to introduce an equivalent formulation of rank-width
in terms of algebraic operations on labeled graphs that are very similar to those
of the clique-width operations defined in the previous section. These operations
were restated by Ganian and Hliněný [98] in terms of labeling joins and t-labeled
parse trees. A width-t rank-decomposition can easily be transformed into a
t-labeled parse tree and vice versa [98]. For the precise definitions of the parse
tree operations, see Section 10.6.
In [98], Ganian and Hliněný show that Myhill–Nerode type arguments for
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t-labeled parse trees can be used to prove Theorem 35 directly in terms of
rank-width, therefore essentially outlining how a finite tree automaton that
recognizes the parse tree can be constructed. A game-theoretic proof using
their t-labeled parse trees is described in Chapters 12 and 13 of this thesis.
None of these approaches has been implemented yet, so their actual practical
feasibility remains open.
As usual, all of these algorithms do require a rank-width decomposition (or
a t-labeled parse tree) as input. In order to achieve the cubic running time
of Theorem 35, we therefore depend on polynomial algorithms that compute
a small rank-decomposition for a given input graph. It is NP-hard to decide
whether a graph G has rank-width at most k when k is part of the input [121].
For fixed k, there is an O(|V |3) algorithm by Hliněný and Oum based on
matroid methods, which computes an rank-decomposition of width k if such a
rank-decomposition exists. It is, however, not feasible for practical applications.
As in the case of treewidth, it suffices to use heuristics to compute a small
rank-decomposition. There are some approximation algorithms by Oum and
Seymour [177] and Oum [175] with different running times and performance
guarantees, but we are not aware of any implementations. The lack of a suitable
decomposition algorithm with proven practical feasibility therefore currently
remains the biggest obstacle to using rank-width based approaches in practice.
This gap is hopefully closed soon once suitable heuristics become available [14].
7.1.3. Boolean width
Boolean width is another width measure for dense graphs introduced by Bui-
Xuan, Telle, and Vatshelle [35]. It is related to rank-width in the sense that
we do not use the rank of the adjacency matrix as a measure for the cut, but
rather use the number of different neighborhoods induced by the cut. More
precisely, for a cut C = (V1, V2), let
num(C) :=
∣∣{U2 ⊆ V2 | ∃U1 ⊆ V1 ∧ U2 = N(V1) ∩ V2 }∣∣,
which is the number of different neighborhoods in V2 over all subsets of V1. The
Boolean dimension of C is then defined as booldim(C) := log2 |num(C)|, and
the Boolean width of a branch decomposition of G is the maximum Boolean
dimension over all of its cuts. The Boolean width of a graph G is then the
minimum Boolean width over all branch-decompositions of G.
As shown in [35], the Boolean width of an undirected graph is always
polynomially upper-bounded by its clique-width and its rank-width and is often
much smaller. Since furthermore the algorithms presented in [35] have a rather
small, i.e., single-exponential, dependency on the Boolean width, Boolean width
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might be a well-suited width-measure for practical applications. Unfortunately,
owing the lack of a algorithmically useful notion of a parse tree based on
graph operations as those for clique-width and rank-width, no theorem in the
spirit of Theorem 35 has been shown yet using a Boolean width decomposition
directly. The detour over a rank-width or clique-width parse trees that is
currently needed might render this approach infeasible in practice due to the
non-avoidable blow-up induced by switching width measures.
Hvidevold, Sharmin, Telle, and Vatshelle presented [124] a heuristic for
Boolean width and an experimental evaluation on a large set of graphs from
the TreewidthLIB [212] graph library. For a large number of graphs, the best
known bound on the treewidth is at least twice as big as the Boolean width
bound computed by their heuristic. This gives hope that in future algorithms
based on width measures for dense graphs could be equally successful as those
for small treewidth.
7.2. Variants of Treewidth
There are several other width measures that are related to treewidth. They
typically share the property of treewidth that MSO2-definable problems can
be solved in linear time, as opposed to the width measures for dense graphs,
where this is possible for MSO1 only.
Branch-width was introduced by Robertson and Seymour [185] and is always
within a factor 1.5 of treewidth. There are a few restricted variants of treewidth
that only play a minor role nowadays, e.g., strong treewidth [194] or domino
treewidth [23]. A more commonly used restriction of treewidth is pathwidth,
also introduced by Robertson and Seymour [183]. It is defined in the same way
as treewidth, but we use a path instead of a tree. Since every path is also a
tree, algorithms for tree decomposition can be used for path-decompositions
without modifications. On the other hand, algorithms that only operate on path
decompositions are significantly simpler—and often faster—than those for tree
decompositions [50,55], since one does not need to handle the complex fusion
(gluing) operation for subgraphs. The price we pay for this is that the pathwidth
is general larger than its treewidth, up to a factor of O(log n). For example,
the pathwidth of a path is 1, but becomes Θ(log n) for trees; n×m grids have
pathwidth and treewidth min{n,m}, and every graph has pathwidth ≤ n− 1.
Courcelle introduced special treewidth [49,50]. Special treewidth lies between
pathwidth and treewidth, but the corresponding automata are exponentially
smaller than those for treewidth, which is beneficial for the space-explosion
problems observed in practical applications. No algorithms that construct small
special tree decompositions are known yet.
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7.3. Avoiding the non-elementary blow-up
A recent paper by Lampis [146] initiated the quest for graph parameters for
which the non-elementary blow-up of the constants in the running time of
algorithms solving the MSO Model Checking problem can be avoided.
Lampis [146] considers graphs that admit a small vertex cover or a small maxi-
mum-leaf spanning tree. Both measures are typically larger than the treewidth
of a graph and can be hence be understood as restrictions of treewidth, i.e.,
the class of bounded vertex cover number k is strictly contained in the class
of graphs of bounded treewidth k. Lampis shows that for these graph classes
and MSO1-definable properties, the non-elementary lower bounds shown by
Frick and Grohe [91] can be avoided and replaced by a double-exponential
dependency on k.
Ganian [96] introduces the notion of a twin cover, which is defined similar to
a vertex-cover but remains small on several dense graphs. The corresponding
twin cover number of a graph lays between the size of its minimal vertex-cover
and its clique-width and rank-width. Ganian proves that Lampis’ result can be
generalized from vertex cover to twin cover. This has been further generalized
to graphs of bounded tree-depth and bounded shrub-depth by Gajarský and
Hlinený [94]. Tree-depth was introduced by Nešetřil and Ossona de Mendez
in [170]; shrub-depth is further studied in [97].
7.4. Lower Bounds
From a more theoretically motivated standpoint, we may also ask on how much
we can extend Courcelle’s Theorem beyond graphs of bounded treewidth. In a
series of papers, Kreutzer [141, 143] and Kreutzer and Tazari [144, 145] gave
a corresponding complexity lower-bound for Courcelle’s Theorem. Roughly
speaking, they show that, modulo a certain complexity-theoretical assumption
(the Exponential Time Hypothesis [125]), theMSO Model Checking problem
cannot be solved in time O(poly(n)) on C, where poly(n) is a polynomial whose
degree depends on the input formula ϕ, and C is a class of graphs that has
strongly poly-logarithmically unbounded treewidth and is either closed under
coloring [143, 145], or under taking subgraphs [144]. A related result for the
MSO1 Model Checking problem was proven in [99]. We note that there
are, indeed, classes of strongly poly-logarithmically unbounded treewidth that
admit polynomial time algorithms for the MSO1 Model Checking problem,
e.g., classes of bounded clique-width or rank-width, but those are not closed
under taking subgraphs.
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Part II.
Theory

8. Introduction
In this part of the thesis, we develop a novel algorithm for the MSO Model
Checking problem on decomposable graphs.
Our main theorem is Theorem 83 (page 147), which unifies Courcelle’s Theo-
rem and the extension by Courcelle and Mosbah (Theorems 29 and 32, page 53)
for graphs of bounded treewidth [8, 47, 60], and a similar theorem by Courcelle,
Makowsky, and Rotics [59] (Theorem 35, page 76) for graphs of bounded clique-
width: These theorems state that problems expressible in monadic second-order
logic are solvable in linear time on graphs of bounded treewidth or bounded
clique-width, respectively, when a corresponding decomposition is part of the
input. Theorem 83, as stated, is new here, but it can be derived from the
general Feferman–Vaught Theorem [81], see, e.g., [110,157].
Our main contribution is a new proof technique based on game-theoretic
methods. Our motivation to develop yet another proof of Courcelle’s Theorem
lies in practical applications. Due to the difficulties of deriving feasible algo-
rithms from the existing proofs, cf., Section 6.2, our quest was to find a new
algorithm that is substantially different from the classical approach based on
constructing tree automata. In the following, we present an algorithm that uses
a more direct approach: That is, we do not reduce the original graph problem
to a word problem on finite-state tree languages that can be solved with tree
automata, but we rather directly solve the original graph problem via dynamic
programming on the parse tree (tree decomposition, clique-width expression)
of the input graph.
Our algorithm is essentially a dynamic programming variant of the classical
folklore polynomial space algorithm for the MSO Model Checking problem
(cf., Algorithm 2). Naturally, additional work is required to make Algorithm 2
use dynamic programming on the parse tree and to prove that the resulting
algorithm is indeed correct and runs in linear time. Even more work is required
to make this approach also feasible for practical applications.
A model checking game provides a well-defined characterization of the recur-
sive call tree of Algorithm 2 for a given input. We therefore call our approach
game-theoretic as opposed to the classical automata-theoretic approach.
These chapters extend joint work with Kneis and Rossmanith [139] and Ross-
manith and Sikdar [149,150].
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Outline
The theory part of this thesis is organized as follows:
1. In Chapter 9 we recap the logical foundations, particularly MSO logic for
arbitrary structures, and fix the corresponding notation.
2. In Chapter 10 we describe several decomposition operators and parse
trees and define the notion of a decomposable structure. We give the
definitions of the well-known width measures treewidth, clique-width and
rank-width and show how to define them in terms of the decomposition
operators.
3. In Chapter 11 we describe pebble games and the model checking games,
which can be used to test whether a formula holds in a given structure.
We introduce the notion of a characteristic tree and show how these can
be used to test whether two structures are equivalent w.r.t. MSO-formulas
of bounded quantifier rank.
4. In Chapter 12 we show that characteristic trees of decomposable structures
can be constructed by dynamic programming on the parse tree of the
input structure. This immediately yields a linear time algorithm for the
ϕ-MSO Model Checking problem on decomposable structures, which,
however, is not usable in practice.
5. In Chapter 13 we present a more advanced algorithm that is also suit-
able for practical applications. We furthermore prove concrete runtime
bounds of our algorithm for the Minimum Vertex Cover, Minimum
Dominating Set, and 3-Colorability problems.
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Up until now, we have considered MSO logic for graphs. In the remainder of
this thesis, we will extend the concept of MSO logic to arbitrary relational
structures. Here, we are not limited to a single binary (adjacency) relation, but
allow for an unlimited (but finite) number of relation symbols, all of which may
have an arbitrary arity. These relation symbols are interpreted in the structure
itself — as opposed to variables that are being assigned a value in the structure
by an explicit assignment function. This enables us to define a much larger set
of problems including, for example, the following:
• Problems for labeled graphs, where additional vertex labels are defined
for the graph. A well-known problem with vertex labels is Red-Blue
Dominating Set.
• Problems for l-uniform hypergraphs, where hyperedges are l-tuples of
vertices, for example l-Hypergraph k-Coloring.
• Problems for Boolean formulas in CNF, such as the classical SAT problem
and its optimization variants such as Max-SAT.
Furthermore, we now can use extra relation symbols to distinguish between
multiple types of elements. In particular, we can distinguish between the vertex
and edge elements of a graph, which means we no longer need typed variables
and the concept of edge set quantification, which simplifies the notation and
makes the algorithms for different width measures more uniform.
9.1. Structures
We fix a countably infinite set of symbols. Each symbol S has an arity r =
arity(S) ≥ 0. We distinguish between nullary symbols with arity zero (some-
times called constant symbols) and relation symbols that have arity greater
than zero. Relation symbols with arity one are called unary . For convenience,
we will denote relation symbols by capital letters and nullary symbols by lower
case letters.
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A vocabulary τ is a finite set of symbols. We denote by null(τ) the set of
nullary symbols in τ , by rel(τ) the set of relation symbols in τ , and by unary(τ)
the set of unary relation symbols in τ . We let arity(τ) = max{ arity(R) | R ∈
rel(τ) } be the maximum arity over all relation symbols in τ . If null(τ) = ∅, we
call τ relational .
Let τ be a vocabulary. A structure A over τ (or τ -structure) is a tuple
A =
(
A, (RA)R∈rel(τ), (cA)c∈null(τ)
)
,
where A = universe(A) is a finite set called the universe of A, and the
(RA)R∈rel(τ) and (cA)c∈null(τ) are interpretations of the τ -symbols in A. Here, we
have
• RA ⊆ Aarity(R) for each relation symbol R ∈ rel(τ); and
• cA ∈ A ∪ {nil} for each nullary symbol c ∈ null(τ),
where nil is a special value denoting an “empty” interpretation, that is, no
interpretation has been assigned to the corresponding symbol. If cA ∈ A, we
say c is interpreted in A. If cA = nil, we say that c is uninterpreted . The
set of nullary symbols interpreted in A is denoted by interpreted(A). If all
symbols of τ are interpreted, we say that τ is fully interpreted in A, or A fully
interprets τ . Otherwise, we say τ is partially interpreted . A related concept of
partially equipped signatures has been used in, e.g., [2, 69,98].
The set of all τ -structures is denoted by Struct(τ). We will always denote
structures in fractal letters A,B, . . . and in roman letters A,B, . . . their corre-
sponding universes. If the universe is empty, then we say that the structure is
empty . Structures over a relational vocabulary τ are called relational structures .
For a structure A, we denote by vocabulary(A) the vocabulary of A. For
sets R¯ = {R1, . . . , Rl} ⊆ rel(τ) and c¯ = {c1, . . . , cm} ⊆ null(τ), we let R¯A :=
{RA | R ∈ R¯ }, and c¯A := { cA | c ∈ c¯ ∩ interpreted(A) } be their corresponding
interpretations.
Example 37. A simple graph (V,E) without parallel edges can in a natural
way be identified with a structure G over the vocabulary τGraph = {adj}, where
adj represents the binary adjacency relation. The universe of G is V and we
interpret adj as adjG = E in G. If additionally we need to test for equality of two
vertices, we can easily add a binary =-symbol with the obvious interpretation.
Example 38. A graph G = (V,E) can also be identified with its incidence
graph structure I over the vocabulary τIncGraph = {inc, vertex, edge}, where
arity(inc) = 2 and arity(vertex) = arity(edge) = 1. Here, the universe of I is
I = V ∪ E, and the symbols vertex and edge are interpreted as vertexI = V
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and edgeI = E, which allows us to distinguish between vertex and edge objects.
We then have (v, e) ∈ incI iff v ∈ vertexI, e ∈ edgeI, and v is incident to e
in G. Since in the incidence graph representation each edge is a distinct object
in the universe I of the structure, the incidence graph structure is a natural
choice when we want to represent graphs with parallel edges. It is also used for
problems where we need edge-set quantification.
Example 39. A Boolean formula F = {c1, . . . , cm} in CNF with clauses ci
can be identified with a τ = {clause, var, pos, neg}-structure F, where pos and
neg are binary relation symbols. The universe of F contains elements for all
clauses and variables, which can be distinguished by the unary symbols clause
and var. For a clause c and a variable x, we have (c, x) ∈ posF iff xj occurs
positively in c, and similarly (c, x) ∈ negF iff xj occurs negatively in c.
If τ is a vocabulary and {R1, . . . , Rl, c1, . . . , cm} is a set of symbols, each of
which is not contained in τ , then the vocabulary τ ′ = τ ∪ {R¯, c¯} is called an
expansion of τ . Similarly, if A is a τ -structure and A′ is a τ ′-structure that
agrees with A on τ , i.e., RA = RA′ for each R ∈ τ with arity(R) > 0, and
cA = cA
′ for each c ∈ null(τ), then we call A′ a τ ′-expansion of A. If A is
a τ -structure, and U1, . . . , Ul are relations over A, such that Ui ⊆ Aarity(Ri),
1 ≤ i ≤ l, and u1, . . . , um ∈ A ∪ {nil}, we write A′ = (A, U¯ , u¯) to indicate
that A′ is a τ ′-expansion of A, such that RA′i = Ui, 1 ≤ i ≤ l, and cA′j = uj,
1 ≤ j ≤ m.
Let τ be a vocabulary and S1, S ′1, . . . , Sl, S ′l be symbols with arity(Si) =
arity(S ′i) for 1 ≤ i ≤ l. The renaming operation of symbols in τ is a map
[S1/S
′
1, . . . , Sl/S
′
l] : τ 7→ (τ \ S¯) ∪ S¯ ′ defined via
[S1/S
′
1, . . . , Sl/S
′
l](S) :=
{
S ′i S = Si for an 1 ≤ i ≤ l
S else
and
[S1/S
′
1, . . . , Sl/S
′
l](τ) :=
{
[S1/S
′
1, . . . , Sl/S
′
l](S)
∣∣ S ∈ τ }.
For renaming operations, we shall use the reverse Polish notation and write
τ [S1/S
′
1, . . . , Sl/S
′
l] (or simply τ [S¯/S¯ ′]). If A is a τ -structure and S¯ ⊆ τ ,
then A[S¯/S¯ ′] is the τ [S¯/S¯ ′]-structure A′ obtained from A by adjusting the
interpretations accordingly: For all 1 ≤ i ≤ l, we let
S ′i
A′
:=

SAi S
′
i /∈ τ
SAi S
′
i ∈ τ ∧ arity(Si) = 0
S ′i
A ∪ SAi S ′i ∈ τ ∧ arity(Si) = 1.
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Let A be a τ -structure and a¯ = {a1, . . . , am} ⊆ A. Then A[a¯] is the substruc-
ture of A induced by a¯, where A[a¯] has universe a¯, for each relation symbol
R ∈ τ we have RA[a¯] = RA ∩ a¯arity(R), and nullary symbols c are interpreted as
cA[a¯] = cA if cA ∈ a¯ and become uninterpreted otherwise.
Two τ -structures A and B over the same vocabulary τ are isomorphic,
denoted by A ∼= B, if there is an isomorphism h : A→ B, where h is a bijection
between A and B such that
• c ∈ interpreted(A) if and only if c ∈ interpreted(B) for all c ∈ null(τ),
• h(cA) = cB for every nullary symbol c ∈ interpreted(τ), and
• for every relation symbol R ∈ τ and a1, . . . , ar ∈ A, where r = arity(R),
(a1, . . . , ar) ∈ RA iff (h(a1), . . . , h(ar)) ∈ RB.
For A ∈ Struct(τ), we let [A]∼= = {A′ ∈ Struct(τ) | A ∼= A′ } be the equivalence
class of A under ∼= and Struct(τ)/∼= = { [A]∼= | A ∈ Struct(τ) } be the quotient
space of Struct(τ) under ∼=. For every [A]∼= ∈ Struct(τ)/∼= we fix a represen-
tative Norm([A]∼=) ∈ [A]∼= and call Norm(A) := Norm([A]∼=) the normalized
representation of A.
For a¯ = {a1, . . . , am} ⊆ A and b¯ = {b1, . . . , bm} ⊆ B, a map p : a¯ → b¯ is
called a partial isomorphism between A andB, if and only if p is an isomorphism
between A[a¯] and B[b¯].
Let A1 and A2 be τ -structures and c¯ = {c1, . . . , cp} = interpreted(A1) ∩
interpreted(A2). We say that A1 and A2 are compatible, if A1[c¯A1 ] ∼= A2[c¯A2 ].
In this case, we define the fusion of A1 and A2, denoted by A1 ⊕ A2, as the
τ -structure A with the following properties (cf., [157, Definition 3.1]). Let
l = |{ cA1i | 1 ≤ i ≤ p }| be the number of distinct interpretations of the ci. Let
a1, . . . , al /∈ A1 ∪ A2 be new elements and f : [p]→ [l] be a map such that for
all 1 ≤ i, j ≤ p we have af(i) = af(j) iff cA1i = cA1j . Then,
• universe(A) = (A1 \ c¯A1) ∪ (A2 \ c¯A2) ∪ {a¯};
• for c ∈ null(τ) with cA1 = cA1i for some ci ∈ c¯, we have cA = af(i);
• for c ∈ null(τ) with cA1 6= cA1i for all ci ∈ c¯, we have
cA =

nil cA1 = cA2 = nil
cA1 cA1 6= nil
cA2 cA2 6= nil
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• for relation symbols R ∈ rel(τ), we have
RA = RA1 [cA11 /af(1), . . . , c
A1
p /af(p)] ∪RA2 [cA21 /af(1), . . . , cA2p /af(p)].
In other words, A1⊕A2 is essentially obtained by taking the union (in the intu-
itive sense) of A1∪A2 and then identifying the interpretations of nullary symbols
that are interpreted in both structures. If interpreted(A1)∩interpreted(A2) = ∅,
no fusion of nullary symbols takes place and we call A1 ⊕ A2 the union of
A1 and A2. As usual, if A1 ∩ A2 = ∅, we call A1 ⊕ A2 a disjoint union. The
⊕ operation is sometimes called “gluing” in the literature, for example in the
context of “gluing” the boundary of t-boundaried graphs.
9.2. MSO Logic
We denote by MSO(τ) the set of monadic second-order formulas over a vo-
cabulary τ . The definition is given simultaneously for all τ by induction
on the structure of formulas. First, for every r-ary relation symbol R ∈ τ
and any nullary symbols c1, . . . , cr ∈ τ , MSO(τ) contains the atomic formula
R(c1, . . . , cr). If R is unary, we abbreviate R(c) as c ∈ R. Second:
• If ϕ, ψ are in MSO(τ), then ¬ϕ, ϕ ∨ ψ, and ϕ ∧ ψ are in MSO(τ).
• If ϕ ∈ MSO(τ ∪ {c}) for some nullary symbol c, then both, ∀cϕ and ∃cϕ
are in MSO(τ). This is called first order or object quantification.
• If ϕ ∈ MSO(τ ∪{R}) for a unary relation symbol R, then both, ∀Rϕ and
∃Rϕ are in MSO(τ). The corresponding case is called set quantification.
Note that we do not distinguish between “basic” symbols (contained in a
“base” vocabulary such as τGraph), and symbols that are used as variables subject
to quantification.
If ϕ ∈ {∀cψ,∀Rψ,ψ1 ∧ψ2} for some c, R, ψ, ψ1, and ψ2, we call ϕ universal .
Similarly, we call ϕ existential if ϕ ∈ {∃cψ,∃Rψ,ψ1 ∨ ψ2}. We let ‖ϕ‖ be the
size of a suitable encoding of ϕ.
If ϕ does not contain set quantifiers, then we say ϕ is first-order and contained
in FO(τ). Note that in particular all atomic formulas of MSO(τ) are first-order.
The quantifier rank qr(ϕ) of a formula ϕ ∈ MSO(τ) denotes the maximum
number of nested quantifiers in ϕ, counting both first order and set quantifiers,
and is defined by induction over the structure of ϕ as
• qr(ϕ) = 0 if ϕ is an atomic formula,
• qr(ϕ) = qr(¬ϕ),
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• qr(ϕ) = max{qr(ψ1), qr(ψ2)} if ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, and
• qr(ϕ) = qr(ψ) + 1 if ϕ ∈ {∀Rψ, ∃Rψ, ∀cψ,∃cψ}.
The semantics of MSO logic is explained for fully interpreted structures
only and is simultaneously defined over all vocabularies τ by specifying the
satisfaction relation |= ⊆ Struct(τ)×MSO(τ) as follows. For atomic formulas
ϕ = R(c1, . . . , cr) ∈ MSO(τ) and a fully interpreted τ -structure A, we let
A |= ϕ, if and only if (cA1 , . . . , cAr ) ∈ RA. For non-atomic formulas, we let
A |= ϕ, if and only if, respectively,
• ϕ = ¬ψ and not A |= ψ;
• ϕ = ψ1 ∧ ψ2 and A |= ψ1 and A |= ψ2;
• ϕ = ψ1 ∨ ψ2 and at least one of A |= ψ1 or A |= ψ2;
• ϕ = ∀cψ and A′ |= ψ for all (τ ∪ {c})-expansions A′ of A;
• ϕ = ∃cψ and A′ |= ψ for at least one (τ ∪ {c})-expansion A′ of A;
• ϕ = ∀Rψ and A′ |= ψ for all (τ ∪ {R})-expansions A′ of A; or
• ϕ = ∃Rψ and A′ |= ψ for at least one (τ ∪ {R})-expansion A′ of A.
We write A 6|= ϕ if and only if A |= ¬ϕ. If A |= ϕ, then we say A is a model for
ϕ, or ϕ holds in A or is true in A.
Let τ be a vocabulary and τ ′ = τ ∪ {R1, . . . , Rl} be an expansion of τ ,
where the Ri are unary symbols. For a formula ϕ ∈ MSO(τ ′), we call the
symbols R1, . . . , Rl the free variables of ϕ relative to τ . As in Section 4.4, we
for a fully interpreted τ -structure A let
assignments(ϕ,A) :=
{
(U1, . . . , Ul) | U1, . . . , Ul ⊆ A
}
the set of assignments to the free variables of ϕ over A, and
sat(ϕ,A) :=
{
(U1, . . . , Ul) | (A, U1, . . . , Ul) |= ϕ
}
the set of satisfying assignments to the free variables of ϕ over A.
Without loss of generality, we assume throughout this work that every formula
is in negation normal form, i.e., the negation symbol ¬ only occurs in front of
atomic formulas. This can be achieved by a simple rewriting of the formula:
¬(ϕ1 ∧ ϕ2) ¬ϕ1 ∨ ¬ϕ2 ¬(ϕ1 ∨ ϕ2) ¬ϕ1 ∧ ¬ϕ2
¬∀xϕ ∃x¬ϕ ¬∀Xϕ ∃X¬ϕ
¬∃xϕ ∀x¬ϕ ¬∃Xϕ ∀X¬ϕ
We routinely confirm the semantical equivalence.
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9.3. MSO-definable Problems
The notions of MSO-definable properties, the MSO Model Checking and
ϕ-MSO Model Checking problems, (E)MSO-definable problems, and MSO-
evaluation problems immediately carry over from Part I to this more general
notion of MSO logic. For example, for a fixed vocabulary τ and a formula
ϕ ∈ MSO(τ), the ϕ-MSO Model Checking problem is:
ϕ-MSO Model Checking
Input: A τ -structure A
Question: Does A |= ϕ?
MSO-evaluation problems are defined as follows:
Definition 40. Let τ be a vocabulary. A problem P over Struct(τ) is an
MSO-evaluation problem if there is an expansion τ ′ = τ ∪ {R1, . . . , Rl} of τ ,
where arity(Ri) = 1, 1 ≤ i ≤ l, an MSO-formula ϕ ∈ MSO(τ ′), and a semiring
R = (UR,⊕,⊗, 0ˆ, 1ˆ), such that P can be stated as computing h(sat(ϕ,A)) ∈ UR,
where a fully interpreted τ -structure A and the weak semiring homomorphism
h : 2assignments(ϕ,A) → UR between assignring(ϕ,A) and R are part of the input.
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10. Decomposable Structures
In this chapter, we consider labeled structures and a set of composition operators
that operate on labeled structures. Several well-known width measures for
graphs, particularly treewidth, clique-width and rank-width, can be defined
using these operators; they all have in common that complex graphs of bounded
{tree-, clique-, rank-}width are inductively built from simpler graphs of bounded
width via the repeated application of a fixed, finite subset of the operators
considered in this chapter.
10.1. Lst-labeled Structures
For each t ∈ N let L0t = {l1, . . . , lt} and L1t = {L1, . . . , Lt} be a fixed, special
set of symbols with arities arity(li) = 0 and arity(Li) = 1, 1 ≤ i ≤ t, called
labels (sometimes called ports in the literature).
Let s ∈ {0, 1}. For each vocabulary τ with τ ∩ Lst = ∅ we let τˆ st = τ ∪ Lst be
the Lst -labeled expansion of τ . A Lst -labeled τ -structure Aˆ is a τˆ st -expansion of a
τ -structure A. For convenience, we shall always denote Lst -labeled τ -structures
by Aˆ, by τˆ the labeled vocabulary τˆ st , and by A the corresponding underlying
unlabeled τ -structure.
A L1t -labeling of a τ -structure A is a mapping lab : A→ 2L1t , which assigns
to each element a ∈ A a subset of the labels L1t . For a τ -structure A and a
L1t -labeling lab : A→ 2L1t , we by (A, lab) denote the L1t -labeled τ -structure Aˆ
obtained from A by setting LAˆi := { a ∈ A | Li ∈ lab(a) } for each 1 ≤ i ≤ t.
A L1t -relabeling f is a function f : 2L1t → 2L1t . For a L1t -labeled τ -structure
Aˆ = (A, lab) and f : 2L1t → 2L1t we define f(Aˆ) to be the L1t -labeled τ -structure
(A, f ◦ lab).
A L1t -labeling may also be interpreted as a map from A to the t-dimensional
vector space GF(2)t over GF(2) by associating the subset L ⊆ L1t with the
t-bit vector ~x = (x1, . . . , xt), where xi = 1 if and only if Li ∈ L. Thus one
can represent a L1t -labeling of a τ -structure of size n := |A| as an n× t binary
matrix. A linear transformation on L1t is a L1t -relabeling f that is a linear
transformation on the t-dimensional vector space GF(2)t. One can represent a
linear transformation on L1t by a t× t binary matrix Tf . In this setting, the
vector (f ◦ lab)(a) is obtained by applying the linear transformation f to the
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vector lab(a). It is easy to see that the labeling lab ′ = f ◦ lab is the matrix
product lab×Tf . This interpretation will prove useful later on when L1t -labeled
joins are discussed.
10.2. Composition Operators
Fix some t ∈ N, s ∈ {0, 1} and a vocabulary τ with τ ∩Lst = ∅. Let τˆ = τ ∪Lst .
A Lst -labeled composition operator over τ maps a number r ∈ {0, 1, 2} of Lst -
labeled τ -structures to a single resulting Lst -labeled τ -structure. The number r
is called the arity of the operator. In this thesis, we shall consider the following
set of Lst -labeled composition operators over τ , but many more operators with a
similar flavor have been defined in the literature, e.g., those used by Wanke [220]
or Kanté and Rao [132].
10.2.1. Generating Operators
For each Lst -labeled τ -structure Aˆ with |A| ≤ t, the nullary operator Norm(Aˆ)
denotes the constant τˆ -structure Norm(Aˆ). The Norm(Aˆ) operators are the
only way to generate structures. Note that for fixed t and τ , the number of
operators Norm(Aˆ) is a constant.
10.2.2. Relabeling Operators
For a Lst -labeled τ -structure Aˆ and 1 ≤ i, j ≤ t, we let
relabi→j(Aˆ) :=
{
Aˆ[li/lj] s = 0,
Aˆ[Li/Lj] s = 1.
If pi : [t]→ [t] is a permutation on [t] = {1, . . . , t}, then
relabpi(Aˆ) :=
{
Aˆ[l1/lpi(1), . . . , lt/lpi(t)] s = 0,
Aˆ[L1/Lpi(1), . . . , Lt/Lpi(t)] s = 1.
These unary operators relabi→j, relabpi are called relabeling operators .
For s = 0, we furthermore define a forget operator : We by forgeti(Aˆ) denote
the Lst -labeled τ -structure Aˆ′ that is obtained from Aˆ by setting li uninterpreted,
i.e., RAˆ′ = RAˆ for each R ∈ τˆ with arity(R) > 0, cAˆ′ = cAˆ for each c ∈
null(τˆ) \ {li} and lAˆ′i := nil.
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Aˆ
l1
l2
l3
l4
Bˆ
l1
l2
l3
l4
c1 c1
c2
c3
Aˆ
l1
l2
l3
l4
Bˆc1
c2
c3
Figure 10.1.: A visualization of the fusion operation Aˆ⊕ Bˆ.
10.2.3. Unary Modification Operators
For a L1t -labeled τ -structure Aˆ and a relation symbol R ∈ τ with arity(R) > 1,
we by add(i1,...,ir)→R(Aˆ′) denote the L1t -labeled τ -structure Aˆ′ that is obtained
from Aˆ by setting
RAˆ
′
:= RAˆ ∪ (LAˆi1 × · · · × LAˆir).
For example, if τ = τGraph and R = adj, then add(i,j)→adj adds all edges (u, v)
between elements in u ∈ LAˆi and v ∈ LAˆj .
10.2.4. Binary Composition Operators
Let Aˆ1 and Aˆ2 be compatible Lst -labeled τ -structures where w.l.o.g., A1∩A2 = ∅
(rename elements as needed).
The fusion Aˆ1⊕Aˆ2 as defined in Section 9.1 is a binary Lst -labeled composition
operator called the fusion operator . See Figure 10.1 for an example. For
relational τ and labels L1t , we have interpreted(Aˆ1) ∩ interpreted(Aˆ2) = ∅. In
common parlance of the literature on clique-width and rank-width, we therefore
also call this operator the disjoint union operator .
If arity(τ) = 2 and adj is the only binary symbol in τ (i.e., τ is an expansion
of τGraph), we define a further set of L1t -labeled composition operators used by
Ganian and Hliněný [98] (and in similar form by Courcelle and Kanté [57]) to
provide an alternative characterization of the rank-width graph measure.1
We first define the L1t -labeled join. Let Aˆ1 = (A1, lab1) and Aˆ2 = (A2, lab2)
be two L1t -labeled τ -structures, where A1,A2 are compatible τ -structures with
1We do not know if and how we can extend this operator to arbitrary structures. As Grohe
writes in his survey [110]: “It is not at all obvious what an appropriate notion of rank
width for arbitrary structures could look like, and I think it is a challenging open problem
to find such a notion.” We are not aware of any progress reported since.
95
10. Decomposable Structures
A1 ∩ A2 = ∅. The L1t -labeled join of Aˆ1 and Aˆ2, denoted Aˆ1 ⊗ Aˆ2, is defined
as taking the disjoint union of the (unlabeled) underlying τ -structures A1
and A2 and adding all edges between vertices u ∈ A1 and v ∈ A2 such
that |lab1(u) ∩ lab2(v)| is odd. The result of the join operation is an unlabeled
τ -structure. Formally, let A′ = A1 ⊕ A2 be the disjoint union of A1 and A2.
Then A′′ = Aˆ1 ⊗ Aˆ2 is the τ -structure with universe A′′ := A′, SA′′ := SA′ for
all symbols S ∈ τ with arity(S) < 2, and
adjA
′′
:= adjA
′ ∪
{ (u, v), (v, u) | u ∈ A1 ∧ v ∈ A2 ∧ |lab1(u) ∩ lab2(v)| is odd }.
Note that |lab1(u)∩ lab2(v)| is odd if and only if the scalar product lab1(u) •
lab2(v) = 1, that is, the vectors lab1(u) and lab2(v) are not orthogonal in
the t-dimensional vector space over GF(2). For i ∈ {1, 2} and X ⊆ Ai, the
set of vectors γ(Aˆi, X) = { labi(u) | u ∈ X } generates a subspace 〈γ(Aˆi, X)〉
of GF(2)t. The following result shows which pairs of vertex subsets do not
generate edges in a L1t -labeled join operation.
Proposition 1 ([36, 98]). Let X ⊆ A1 and Y ⊆ A2 be nonempty sets of
elements of L1t -labeled τ -structures Aˆ1 and Aˆ2. In the join structure Aˆ1 ⊗ Aˆ2,
there is no edge between any element of X and an element of Y if and only if the
subspaces 〈γ(Aˆ1, X)〉 and 〈γ(Aˆ2, Y )〉 are orthogonal in the vector space GF(2)t.
The last operator is called the L1t -labeled composition and is defined using
the L1t -labeled join and linear transformations on L1t . Let Aˆ1 = (A1, lab1) and
Aˆ2 = (A2, lab2) be two L1t -labeled τ -structures, where A1,A2 are compatible
τ -structures with A1 ∩ A2 = ∅. Let furthermore g, f1, f2 : 2L1t → 2L1t be linear
transformations on L1t . The L1t -labeled composition ⊗g|f1,f2 on Aˆ1 and Aˆ2 is
defined as follows:
Aˆ1 ⊗g|f1,f2 Aˆ2 := (Aˆ1 ⊗ g(Aˆ2), lab),
where lab(a) := (fi ◦ labi)(v) for a ∈ Ai and i ∈ {1, 2}. Thus the L1t -labeled
composition first performs a L1t -labeled join of Aˆ1 and g(Aˆ2) and then relabels
the elements of Aˆ1 using f1 and the elements of Aˆ2 using f2. Note that a
L1t -labeled composition is not commutative and that (u, v) ∈ adjA if and only
if lab1(u) • (lab2(v)× Tg) = 1, where Tg is the matrix representing the linear
transformation g.
10.3. Parse Trees
We now define parse trees that generate structures. It is not a coincidence that
these terms are the same terms used in the field of formal languages: The Lst -
labeled composition operators can be used to define a context-free grammar for
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Lst -labeled τ -structures, where the nullary operators are the terminal symbols,
and the other operators are used for production rules as in, say, G→ G⊕G
or G→ relabpi(G). In fact, for each t ∈ N, the class of graphs of treewidth at
most t is defined by a hyperedge replacement grammar , and the class of graphs
of bounded clique-width at most t is defined by a vertex replacement grammar ,
cf., [55, Chapter 4].
Let t ∈ N, s ∈ {0, 1} and τ be a vocabulary with τ ∩ Lst = ∅. Let Θ be a set
of Lst -labeled composition operators over τ .
A Θ-labeled parse tree is a finite, ordered, rooted subcubic tree such that all
nodes u of T are labeled with an operator in Θ of arity r = |childrenT (u)|.
A Lst -labeled τ -structure Aˆ is generated by a Θ-labeled parse tree T if, up
to isomorphism, Aˆ is obtained by the successive leaves-to-root application of
the operators that label the nodes of T . In this case, we with every node
i ∈ V (T ) associate a substructure Aˆi of Aˆ, defined as the structure generated
by subtreeT (i).
A τ -structure A is decomposable over Θ, if there is a Θ-labeled parse tree T
that generates, up to isomorphism, (A, lab) for some Lst -labeling lab of A. In
this case, we say that T generates A. If the set of labels Θ is clear from the
context, we simply say that A is decomposable.
We say a set of Lst -labeled composition operators Θ generates a class C of
τ -structures, if
C = {A ∈ Struct(τ) | A is decomposable over Θ }.
10.4. Treewidth
We can now define several structural width measures using Θ-labeled parse
trees. We first extend the notion of tree decompositions and treewidth of graphs
from Chapter 3 to arbitrary relational τ -structures. A tree decomposition of
a relational τ -structure A is a tuple (T,X), where T is a rooted tree and
X = (Xi)i∈V (T ) is a collection of subsets Xi ⊆ A, such that
• for all a ∈ A there exists i ∈ V (T ) with a ∈ Xi;
• for all r-ary relation symbols R ∈ τ and all (a1, . . . , ar) ∈ RA, there is an
i ∈ V (T ) such that {a1, . . . , ar} ⊆ Xi; and
• for each a ∈ A, the set of nodes { i ∈ V (T ) | a ∈ Xi } is connected in T .
The sets Xi are called bags . The width of a tree decomposition is the size of
its largest bag minus one, and the treewidth of a structure A is the minimum
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width of all tree decompositions of A. If T is a path, then we call (T,X) a path
decomposition, and the pathwidth of a structure A is the minimum width of all
path decompositions of A.
Without loss of generality, we assume that each tree decomposition we
consider is nice. Nice tree decompositions are directed, where each edge in
E(T ) has a direction away from the root, and have the following properties:
Each node i ∈ V (T ) has at most two children. If i has exactly one child j, then
there is a ∈ A such that either Xi = Xj ∪ {a} or Xi = Xj \ {a}. In the former
case, we say i is an introduce node, in the latter case we call i a forget node of
the tree decomposition. Finally, if a node i has two children j1 and j2, then we
require Xi = Xj1 = Xj2 and call such nodes join nodes .
Using Gaifman graphs, one can compute tree decompositions of arbitrary
structures, cf., [84, Section 11.3]. The algorithms mentioned in Chapter 3 can
therefore be used to compute tree decompositions of arbitrary structures.
We now give an equivalent characterization of treewidth using Θ-labeled
parse trees (for similar characterizations see, e.g., [69, p. 115] or [157]).
For a L0t -labeled τ -structure Aˆ with |A| ≤ t, we let introduceNorm(Aˆ) be unary
modification operator defined via
introduceNorm(Aˆ)(Bˆ) := Bˆ⊕Norm(Aˆ).
Let, for t ∈ N and a relational vocabulary τ with τ ∩ L0t = ∅, be
Θtwτ,t := {⊕} ∪ { forgeti | 1 ≤ i ≤ t } ∪
{ relabpi | permutation pi : [t]→ [t] } ∪
{Norm(Aˆ), introduceNorm(Aˆ) | Aˆ ∈ Struct(τ ∪ L0t ) ∧ |A| ≤ t }
a set of L0t -labeled composition operators over τ .
Proposition 2 (cf., [58, 157]). Let τ be a relational vocabulary, t ∈ N and
Tτ,t = {A ∈ Struct(τ) | A has treewidth at most t }. Then Θtwτ,t generates Tτ,t.
A nice tree decomposition (T,X) of width t for a τ -structure A can in linear
time be transformed into a Θtwτ,t-labeled parse tree that generates A. Here, the
constant symbols l1, . . . , lt are used to mark, for a bag Xi = {x1, . . . , xw} of
the tree decomposition, the elements x1, . . . , xw, w ≤ t. Let Xˆi := Aˆ[Xi] for
each i ∈ V (T ).
• A leaf i of T is transformed into a leaf of the parse tree labeled with
Norm(Xˆi).
• An introduce node i is transformed into an internal node of the parse
tree labeled with introduceNorm(Xˆi).
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• Forget nodes of the tree decomposition are naturally translated to a
matching forgeti-labeled node.
• Join nodes are translated into a node labeled ⊕. Note that for the
⊕-operation the interpretations of the li, 1 ≤ i ≤ t are being fused.
Therefore, we usually have to add a relabeling node relabpi in the parse
tree preceding the ⊕-node to make sure that the correct elements are
fused.
For pathwidth, we get a similar characterization. Let, for t ∈ N and a
relational vocabulary τ with τ ∩ L0t = ∅, be
Θpwτ,t := {Norm(Aˆ)| Aˆ ∈ Struct(τ ∪ L0t ) ∧ |A| ≤ t } ∪
{ introduceNorm(Aˆ) | Aˆ ∈ Struct(τ ∪ L0t ) ∧ |A| ≤ t } ∪
{ forgeti | 1 ≤ i ≤ t }
a set of L0t -labeled composition operators over τ .
Proposition 3. Let τ be a relational vocabulary, t ∈ N and Pτ,t = {A ∈
Struct(τ) | A has pathwidth at most t }. Then Θpwτ,t generates Pτ,t.
10.5. Clique-width
The notion of clique-width has been introduced by Courcelle, Engelfriet, and
Rozenberg [56] in terms of a graph grammar, see also Section 7.1.1. To define
clique-width for relational τ -structures, we consider the following set of L1t -
labeled composition operators, which for τGraph coincides with the original
definition.
Let t ∈ N and τ be a relational vocabulary with τ ∩ L1t = ∅. Let Aˆ be
the constant L1t -labeled τ -structure with A = {a} for an arbitrary element a,
RAˆ = ∅ for each R ∈ τ , LAˆ1 = A and LAˆj = ∅ for 2 ≤ j ≤ t. We define
Θcwτ,t := {Norm(Aˆ),⊕} ∪ { relabi→j | 1 ≤ i, j ≤ t } ∪
{ add(i1,...,ir)→R | R ∈ τ ∧ r = arity(R) > 0 ∧ 1 ≤ i1, . . . , ir ≤ t }.
A τ -structure A has clique-width t iff it is decomposable over Θcwτ,t .
10.6. Rank-width
Rank-width is a graph width measure that expresses the structural complexity
of graphs. It was introduced by Oum and Seymour [176] to study clique-width.
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Their main objective was to investigate whether there is an algorithm that
takes a graph G and an integer t as input, and decides whether G has clique-
width at most t in time O(f(t) · |V (G)|O(1)). In the parlance of parameterized
complexity this means that deciding whether a graph has clique-width at most t
is fixed-parameter tractable (FPT) parameterized by t. This question is still
open but Oum and Seymour showed that rank-width and clique-width are
equivalent width measures in the sense that a class of undirected graphs has
bounded rank-width if and only if it has bounded clique-width. They obtained
the following relationship between rank-width and clique-width:
rank-width ≤ clique-width ≤ 21+rank-width − 1.
Moreover, Hliněný and Oum [121] showed that there does indeed exist
an algorithm that decides whether a graph G has rank-width at most t in
time O(f(t) · |V (G)|3). That is, deciding whether a graph has rank-width at
most t is fixed-parameter tractable parameterized by t.
Theorem 41 (Hliněný, Oum [121]). Let t be a constant and n ≥ 2. Given an
n-vertex graph G, one can either construct a rank-decomposition of G of width
at most t or confirm that the rank-width of G is larger than t in time O(n3).
We shall briefly recap the basic definitions and properties of rank-width. The
presentation follows [98,174]. To define rank-width, it is advantageous to first
consider the notion of branchwidth since rank-width is usually defined in terms
of branchwidth.
Branchwidth
Let X be a finite set and let λ : 2X → N be an integer-valued function on
the subsets of X. We say that the function λ is symmetric if for all Y ⊆ X
we have λ(Y ) = λ(X \ Y ). A branch-decomposition of λ is a pair (T, µ),
where T is a subcubic tree (a tree with degree at most three) and µ : X → { t |
t is a leaf of T } is a bijection. For sets Y ⊆ X, we let µ(Y ) = {µ(x) | x ∈ Y }.
For an edge e ∈ E(T ), the connected components of T \ e partition the set
of leaves of T into disjoint sets X1 and X2. The width of the edge e of the
branch-decomposition (T, µ) is λ(µ−1(X1)). The width of (T, µ) is the maximum
width over all edges of T . The branchwidth of λ is the minimum width of all
branch-decompositions of λ.
The branchwidth of a graph G, for instance, is defined by letting X = E(G)
and λ(Y ) to be the number of vertices that are incident to edges in Y and
in E(G) \ Y in the above definition.
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Rank-width
Given a graph G and a bipartition (Y1, Y2) of its vertex set, we define a binary
matrix A[Y1, Y2] with rows indexed by the vertices in Y1 and columns indexed
by the vertices in Y2 as follows: the (u, v)th entry of A[Y1, Y2] is 1 if and only
if {u, v} ∈ E(G). The cut-rank function of G is the function ρ : 2V (G) → Z
defined as follows: for all Y ⊆ V (G)
ρ(Y ) = rank(A[Y, V (G) \ Y ]),
where the rank is taken over GF(2). The cut-rank function is clearly symmetric.
A rank-decomposition of G is a branch-decomposition of the cut-rank function
on V (G) and the rank-width of G is the branch-width of the cut-rank function.
In the following, we define an alternative characterization of rank-width in
terms of L1t -labeled composition operators, which was first given by Ganian
and Hliněný [98] (and, in similar form, by Courcelle and Kanté [57]).
Let t ∈ N and τ be a relational vocabulary of maximum arity arity(τ) = 2
with a single binary relation symbol adj and τ ∩L1t = ∅. Let Aˆ be the constant
L1t -labeled τ -structure with A = {a}, RA = ∅ for each R ∈ τ , LA1 = A and
LAj = ∅ for 2 ≤ j ≤ t. We define
Θrwτ,t := {Norm(Aˆ)} ∪ {⊗g|f1,f2| g, f1, f2 are linear transformations on L1t }.
Theorem 42 (Rank-width Parsing Theorem [57, 98]). A τGraph-structure G
has rank-width at most t if and only if it is decomposable over Θrwτ,t. Moreover,
a width-t rank-decomposition of a τGraph-structure G with |G| = n can be
transformed into a ΘrwτGraph,t-labeled parse tree on 2n− 1 nodes in time O(t2 ·n2).
It is not hard to see that Theorem 42 extends to expansions of τGraph, i.e.,
to vertex-labeled graphs. Similarly, ⊗g|f1,f2 and the theorem can easily be
extended to τGraph ∪ {=}, where = is interpreted as the standard equality
relation.
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11. Games and Characteristic
Trees
Pebble games are commonly used in mathematical logic to characterize the
semantics of logical formulas or to prove equivalence of two logical structures.
In this chapter, we describe a game that is fundamental to our work, the model
checking game for monadic second-order logic. We also introduce the concept
of characteristic trees that can be used to check whether two structures are
equivalent w.r.t. MSO-formulas of bounded quantifier rank.
11.1. Pebble Games
A positional pebble game between two players Player 0 and Player 1 is a
directed, acyclic graph, in which two players have to move a pebble along
the edges until no further moves are possible. Formally, a pebble game is a
tuple G = (P,M,P0, P1, p0), where P is a finite set of positions , P0, P1 ⊆ P are
two disjoint sets that assign positions to the two players, p0 ∈ P is the initial
position, and M ⊆ P × P is an acyclic binary relation over P .
For the games we consider throughout this thesis, we can derive from a
position p ∈ P whether p ∈ P0 or p ∈ P1. We may therefore omit the sets P0
and P1 and identify games with the triple (P,M, p0).
A pair (p, p′) ∈ M is called a move of G . We require p ∈ P0 ∪ P1 for all
(p, p′) ∈M . The intent is to only allow moves from positions assigned to either
one of the two players. On the other hand, we do allow that positions without
outgoing moves are assigned to players. We use |G | := |P | to denote the size
of G .
For a set of position P ′ ⊆ P with p0 ∈ P ′, we let
G [P ′] := (P ′,M ∩ (P ′ × P ′), P0 ∩ P ′, P1 ∩ P ′, p0)
the subgame of G induced by P ′.
For p ∈ P , we let nextG (p) = { p′ ∈ P | (p, p′) ∈M } be the set of positions
reachable from p via a single move in M , and next∗G (p) the transitive closure of
nextG (p). For any position p ∈ P we let
subgameG (p) = (P,M,P0, P1, p)[P
′],
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where P ′ = next∗G (p), be the subgame of G induced from the new initial
position p.
We let next(G ) = { subgameG (p) | p ∈ nextG (p0) } be the set of all subgames
of p0, which is the set of subgames that can be reached by a single move in G .
If G is clear from the context, we usually omit the subscript and write next(p)
and subgame(p). The set of all subgames of G is denoted by
subgames(G ) := { subgameG (p) | p ∈ nextG (p0) }.
A play of G is a maximal sequence (p0, . . . , pl) of positions in P such that
p0, . . . , pl−1 ∈ P0 ∪ P1 and there is a move between any subsequent positions pi
and pi+1, i.e., (pi, pi+1) ∈M for 0 ≤ i ≤ l − 1. Since M is acyclic, such a play
is finite and said to have l rounds and to end in position pl.
The rules of the game are that in the ith round of the play, where 1 ≤ i ≤ l,
the player assigned to position pi has to move, i.e., has to choose the next
position pi+1 ∈ next(pi). If no such position pi+1 exists, or the position pi is
not assigned to either one of the players, the play ends. If the play ends in a
position pl with pl ∈ Pi, where i ∈ {0, 1}, then the other player, Player (1− i),
wins the play. If, however, the play ends in a position pl with pl /∈ P0 ∪ P1,
then there is a draw and none of the players wins the play. The goal of game is
to force the other player into a position where they cannot move.
We say that a player has a winning strategy for a game G , if and only if they
can win every play of the game irrespective of the choices of the other player.
More formally, Player i has a winning strategy for a position p ∈ P in the game
G = (P,M,P0, P1, p0) if and only if either
• p ∈ Pi and there is a move (p, p′) ∈M such that Player i has a winning
strategy on subgameG (p′); or
• p ∈ P1−i and Player i has a winning strategy on subgameG (p′) for all
moves (p, p′) ∈ M . Note that this includes the case that Player (1− i)
cannot move at all.
A player has a winning strategy for G if they have a winning strategy for p0.
A game G is said to be determined if either one of the players has a winning
strategy for G , otherwise G is undetermined .
Let G = (P,M,P0, P1, p0) be an undetermined pebble game and let P ′ ⊆
(P0∪P1) be the set of positions for which either one of the players has a winning
strategy. Let P ′′ =
⋃
p∈P ′ next
∗
G (p) be the set of positions reachable from a
position in P ′. The undetermined kernel of G is the game G ′ = G [P \P ′′]. The
undetermined kernel can be seen as a “proof” that none of the players has a
winning strategy, as it excludes all plays of G that eventually reach a position
for which a player has a winning strategy.
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Algorithm 3 Evaluating a game.
Algorithm eval(G )
Input: A game G = (P,M,P0, P1, p0).
if G ∈ {>,⊥} then return G
Let P ′ = {p0}, M ′ = ∅, P ′0 = P0 ∩ {p0}, and P ′1 = P1 ∩ {p0}.
for p′ ∈ next(p0) do
Let (P ′′,M ′′, P ′′0 , P ′′1 , p′′0) = eval(subgameG (p′)).
Update P ′ := P ′ ∪ P ′′ and P ′0 := P ′0 ∪ P ′′0 , P ′1 := P ′1 ∪ P ′′1 .
Update M ′ := M ′ ∪M ′′ ∪ {(p′0, p′′0)}.
Let G ′ = (P ′,M ′, P ′0, P ′1, p0).
if p0 ∈ P ′0 then
if ⊥ ∈ subgames(G ′) then return ⊥
if subgames(G ′) = {>} or subgames(G ′) = ∅ then return >
if p0 ∈ P ′1 then
if > ∈ subgames(G ′) then return >
if subgames(G ′) = {⊥} or subgames(G ′) = ∅ then return ⊥
return G ′
One can efficiently test whether one of the player has a winning strategy on
a game G , cf., [107,108]. Algorithm 3 determines whether one of the players
has a winning strategy or returns the undetermined kernel of G . For, we fix
two special games ⊥ and > on which the first player and the second player,
respectively, have winning strategies.
Proposition 4. On input G , Algorithm 3 returns returns ⊥ if the first player
has a winning strategy on the game G , > if the second player has a winning
strategy, and the undetermined kernel of G if G is undetermined.
Since the move-relation is acyclic, it is easy to show by induction on the size
of the subgames and following the definition of a winning strategy that this
algorithm works as claimed. Note that the MSO Model Checking Algorithm 2
on page 50 is essentially a variant of Algorithm 3.
11.2. Model Checking Games
The semantics of MSO in the classical sense (cf. [74, 205]) can be characterized
by a two player pebble game, called the model checking game (also known as
Hintikka game, see [107,108,120]).
In the case of the model checking game, we call the two players the falsifier
and the verifier . The verifier wants to prove that a formula is true on a
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structure (the structure satisfies the formula), while the falsifier tries to show
that it is false (the structure does not satisfy the formula). The reader may
therefore consider that > means “true” and ⊥ means “false”.
The model checking game can in a natural way be identified with (a variant
of) the model checking Algorithm 2 on page 50, which evaluates the formula
on the input structure in a recursive manner. In this sense, the computation
tree of Algorithm 2 can be interpreted as the unfolding (cf., [162]) of the
model checking game, and running Algorithm 3 essentially simulates a run of
Algorithm 2.
Definition 43. The (classical) model checking game MCG(A, ϕ) over a τ -
structure A that fully interprets τ and a formula ϕ ∈ MSO(τ) is defined
by induction over the structure of ϕ as follows. Let p0 = (A[c¯A], ϕ), where
c¯ = null(τ).
If ϕ is an atomic or negated atomic formula, then we define MCG(A, ϕ) as
the game ({p0}, ∅, P0, P1, p0), where
• p0 ∈ P0 if and only if
– ϕ = R(c1, . . . , cp) and (cA1 , . . . , cAp ) ∈ RA, or
– ϕ = ¬R(c1, . . . , cp) and (cA1 , . . . , cAp ) /∈ RA.
• p0 ∈ P1 if and only if
– ϕ = R(c1, . . . , cp) and (cA1 , . . . , cAp ) /∈ RA, or
– ϕ = ¬R(c1, . . . , cp) and (cA1 , . . . , cAp ) ∈ RA.
If ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, let MCG(A, ψ) = (Pψ,Mψ, P0,ψ, P1,ψ, pψ) be
the model checking game over A and ψ ∈ {ψ1, ψ2}. Then MCG(A, ϕ) =
(P,M,P0, P1, p0), where
• P = {p0} ∪
⋃
ψ∈{ψ1,ψ2} Pψ,
• M = ⋃ψ∈{ψ1,ψ2}(Mψ ∪ {(p0, pψ)}),
• P0 = P ′0 ∪
⋃
ψ∈{ψ1,ψ2} P0,ψ, where P
′
0 = {p0} iff ϕ = ψ1 ∧ ψ2 and P ′0 = ∅
otherwise,
• P1 = P ′1 ∪
⋃
ψ∈{ψ1,ψ2} P1,ψ, where P
′
1 = {p0} iff ϕ = ψ1 ∨ ψ2 and P ′1 = ∅
otherwise.
If ϕ ∈ {∀Rψ, ∃Rψ} for some relation symbol R, let AU = (A, U) for U ⊆ A
be the (τ ∪ {R})-expansion of A with RAU = U , and let MCG(AU , ψ) =
(PU ,MU , P0,U , P1,U , pU) be the corresponding model checking game over AU
and ψ. Then MCG(A, ϕ) = (P,M,P0, P1, p0), where
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• P = {p0} ∪
⋃
U⊆A PU ,
• M = ⋃U⊆A(MU ∪ {(p0, pU)}),
• P0 = P ′0∪
⋃
U⊆A P0,U , where P
′
0 = {p0} iff ϕ = ∀Rψ and P ′0 = ∅ otherwise,
• P1 = P ′1∪
⋃
U⊆A P1,U , where P
′
1 = {p0} iff ϕ = ∃Rψ and P ′1 = ∅ otherwise.
If ϕ ∈ {∀cψ,∃cψ} for some nullary symbol c, let Aa = (A, a) be the (τ ∪
{c})-expansion of A with cAa = a ∈ A, and let, for a ∈ A, MCG(Aa, ψ) =
(Pa,Ma, P0,a, P1,a, pa) be the corresponding model checking game over Aa and ψ.
Then MCG(A, ϕ) = (P,M,P0, P1, p0), where
• P = {p0} ∪
⋃
a∈A Pa,
• M = ⋃a∈A(Ma ∪ {(p0, pa)}),
• P0 = P ′0 ∪
⋃
a∈A P0,a, where P
′
0 = {p0} iff ϕ = ∀cψ and P ′0 = ∅ otherwise,
• P1 = P ′1 ∪
⋃
a∈A P1,a, where P
′
1 = {p0} iff ϕ = ∃cψ and P ′1 = ∅ otherwise.
Note that the falsifier is the universal player and moves on universal formulas,
while the verifier is the existential player and moves on existential formulas.
Furthermore, if the structure A is empty, then, by definition, A |= ∀cψ and
A 6|= ∃cψ for all ψ. In the model checking game, this corresponds to the
case that there are no moves from the initial position. Consequently, the play
immediately ends and the player assigned to this position looses. On non-empty
structures, each play ends in an atomic or negated atomic formula (recall that
we w.l.o.g. assume that all formulas are in negation normal form). The goal
of the verifier is to make the play end in a position (A′, ψ) with A′ |= ψ, and
conversely the goal of the falsifier is to force the play into an ending position
(A′, ψ) with A′ 6|= ψ.
Note that since the structure of the formula determines which player gets to
make a move, it might well be that a player has to make several moves before
the second has the right to make a move.
It is well-known [107,120] that the classical model checking game is determined
and characterizes the satisfaction relation |=. The following lemma can easily
be shown by induction over the structure of ϕ.
Lemma 44 (cf., [107]). Let A be a fully interpreted τ -structure and let ϕ ∈
MSO(τ) be an MSO-formula. Then A |= ϕ if and only if the verifier has a
winning strategy for MCG(A, ϕ).
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11.3. A Refinement of ≡MSOq
Given a vocabulary τ and a natural number q, one can define an equivalence
relation on Struct(τ) as follows. For τ -structures A and B and q ∈ N, de-
fine A ≡MSOq B (q-equivalence) if and only if A |= ϕ ⇐⇒ B |= ϕ for all
ϕ ∈ MSO(τ) of quantifier rank at most q. In other words, two structures are
q-equivalent if and only if no MSO(τ) formula of quantifier rank at most q can
distinguish them.
The Ehrenfeucht-Fraïssé game over q rounds for τ -structures A and B is
played by two players called the spoiler and the duplicator . We briefly describe
the rules without formally defining it (for details, see, e.g., [74]). In each round,
the spoiler places a pebble on an element or set over A or B, and the duplicator
has to answer with a corresponding pebble in the respective other structure.
After q pebbles have been placed in each structure, the game ends. These 2q
pebbles naturally induce a map via mapping the object or set under the ith
pebble in A to the object or set under the ith pebble in B. The duplicator wins
the play if this map is a partial isomorphism. It is now a folklore result (and
easily proven by induction over q) that the duplicator has a winning strategy
in the Ehrenfeucht-Fraïssé game over q rounds on two structures A and B if
and only if A ≡MSOq B.
For the purpose of characterizing equivalence classes of the q-equivalence
relation, we define a notion called full characteristic trees. The nodes of a full
characteristic tree of a structure A can be seen as a representation of the pebbles
placed in the structure A in the Ehrenfeucht-Fraïssé game, and edges represent
the moves in the Ehrenfeucht-Fraïssé game. Game trees are commonly used in
combinatorial game theory for analyzing games (see [12], for instance).
To formally capture the placement of pebbles on a structure A in our setting,
we fix a special set of Ehrenfeucht-Fraïssé symbols E = { ei, Ei | i ∈ N }, where
arity(ei) = 0 and arity(Ei) = 1 for i ∈ N. For every k ∈ N, the symbols ek or
Ek represent the kth pebble placed on eAk or EAk in A, respectively.
Definition 45. A vocabulary τ is called a (q, s, t)-Ehrenfeucht-Fraïssé-vocabu-
lary if the following properties are met:
• 0 ≤ s+ t ≤ q,
• e¯ = {e1, . . . , es} ⊆ τ ,
• E¯ = {E1, . . . , Et} ⊆ τ ,
• (τ ∩ E) \ (e¯ ∪ E¯) = ∅.
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Note that every “regular” vocabulary τ with τ ∩ E = ∅ is trivially a (q, 0, 0)-
Ehrenfeucht-Fraïssé-vocabulary for all q ∈ N.
Definition 46. Let τ be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary and A be
a τ -structure with universe A. The full characteristic tree of depth q for A,
denoted by F = FCq(A) is the finite rooted tree uniquely defined via
1. root(F ) := A[c¯A], where c¯ = null(τ),
2. if s+ t < q then the subtrees of the root of FCq(A) constitute the set{
FCq((A, d))
∣∣ d ∈ A ∪ {nil} ∧ (A, d) ∈ Struct(τ ∪ {es+1})}
∪ {FCq((A, D)) ∣∣ D ⊆ A ∧ (A, D) ∈ Struct(τ ∪ {Et+1})}.
The size of a full characteristic tree is of the order (2n + n)q, where n is the
number of elements in the universe of A. This is too large for our algorithmic
purposes. We therefore now define an alternate characteristic tree where
equivalent branches of a full characteristic tree are “collapsed” to obtain a much
smaller labeled tree (called a reduced characteristic tree). As we will see, these
reduced characteristic trees are in some sense equivalent to the original (full)
tree. We achieve this collapse by replacing the induced structures A[c¯A] in the
full characteristic tree by a more generic, implicit representation — that of
their normalized induced substructures Norm(A[c¯A]).
Definition 47. Let τ be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary and A be a
τ -structure with universe A. The reduced characteristic tree of depth q for A,
denoted by R = RCq(A) is the finite rooted tree uniquely defined via
1. root(R) := Norm(A[c¯A]), where c¯ = null(τ),
2. if s+ t < q then the subtrees of the root of RCq(A) constitute the set{
RCq((A, d))
∣∣ d ∈ A ∪ {nil} ∧ (A, d) ∈ Struct(τ ∪ {es+1})}
∪ {RCq((A, D)) ∣∣ D ⊆ A ∧ (A, D) ∈ Struct(τ ∪ {Et+1})}.
We now define a model checking game for characteristic trees. The definition
is almost identical to the definition for structures (Definition 43). The only
difference of interest is that for quantifier-formulas ϕ ∈ {∀Sψ, ∃Sψ} (with
arity(S) ∈ {0, 1}) we do not define moves via (τ ∪ {S})-expansions as in
Definition 43, but we rather traverse the characteristic trees top-down. At the
same time, we replace the Ehrenfeucht-Fraïssé symbols by the actual symbols
used in the formula.
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Definition 48. Let τ be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary and A be
a τ -structure that fully interprets τ . Let T = FCq(A) or T = RCq(A). Let
e¯ = {e1, . . . , es} and E¯ = {E1, . . . , Et} and τ ′ be a vocabulary with symbols r¯ =
r1, . . . , rs ∈ null(τ ′) and R¯ = R1, . . . , Rt ∈ rel(τ ′) such that τ ′ = τ [e¯/r¯, E¯/R¯].
Let ϕ ∈ MSO(τ ′) with qr(ϕ) ≤ q − s− t.
The model checking game MCG(T, ϕ) = (P,M,P0, P1, p0) for T and ϕ is de-
fined by induction over the structure of ϕ as follows. Let p0 := (T[e¯/r¯, E¯/R¯], ϕ),
where T = root(T ).
If ϕ is an atomic or negated atomic formula, then MCG(T, ϕ) is the game
({p0}, ∅, P0, P1, p0), where
• p0 ∈ P0 if and only if
– ϕ = R(c1, . . . , cp) and (cT1 , . . . , cTp ) ∈ RT, or
– ϕ = ¬R(c1, . . . , cp) and (cT1 , . . . , cTp ) /∈ RT.
• p0 ∈ P1 if and only if
– ϕ = R(c1, . . . , cp) and (cT1 , . . . , cTp ) /∈ RT, or
– ϕ = ¬R(c1, . . . , cp) and (cT1 , . . . , cTp ) ∈ RT.
If ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, let MCG(T, ψ) = (Pψ,Mψ, P0,ψ, P1,ψ, pψ) be
the model checking game over T and ψ ∈ {ψ1, ψ2}. Then MCG(T, ϕ) =
(P,M,P0, P1, p0), where
• P = {p0} ∪
⋃
ψ∈{ψ1,ψ2} Pψ,
• M = ⋃ψ∈{ψ1,ψ2}(Mψ ∪ {(p0, pψ)}),
• P0 = P ′0 ∪
⋃
ψ∈{ψ1,ψ2} P0,ψ, where P
′
0 = {p0} iff ϕ = ψ1 ∧ ψ2 and P ′0 = ∅
otherwise,
• P1 = P ′1 ∪
⋃
ψ∈{ψ1,ψ2} P1,ψ, where P
′
1 = {p0} iff ϕ = ψ1 ∨ ψ2 and P ′1 = ∅
otherwise.
If ϕ ∈ {∀Sψ,∃Sψ} for some symbol S with arity(S) ∈ {0, 1}, let
E˜ =
{
es+1 arity(S) = 0
Et+1 arity(S) = 1
and
T ′ = {T ′ ∈ subtrees(T ) ∣∣ vocabulary(root(T ′)) = τ ∪ {E˜} ∧ E˜root(T ′) 6= nil}.
Let, for each T ′ ∈ T ′, be MCG(T ′, ψ) = (PT ′ ,MT ′ , P0,T ′ , P1,T ′ , pT ′) be the
corresponding model checking game over T ′ and ψ. Then MCG(T, ϕ) =
(P,M,P0, P1, p0), where
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• P = {p0} ∪
⋃
T ′∈T ′ PT ′ ,
• M = ⋃T ′∈T ′(MT ′ ∪ {(p0, pT ′)}),
• P0 = P ′0 ∪
⋃
T ′∈T ′ P0,T ′ , where P
′
0 = {p0} iff ϕ = ∀Sψ and P ′0 = ∅
otherwise,
• P1 = P ′1 ∪
⋃
T ′∈T ′ P1,T ′ , where P
′
1 = {p0} iff ϕ = ∃Sψ and P ′1 = ∅
otherwise.
The following lemma explains our interest in characteristic trees.
Lemma 49. Let τ be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary and A be a
τ -structure that fully interprets τ . Let e¯ = {e1, . . . , es} and E¯ = {E1, . . . , Et}
and τ ′ be a vocabulary with symbols r¯ = r1, . . . , rs ∈ null(τ ′) and R¯ =
R1, . . . , Rt ∈ rel(τ ′) such that τ ′ = τ [e¯/r¯, E¯/R¯]. Let A′ be a τ ′-structure
with A[e¯/r¯, E¯/R¯] = A′ and ϕ ∈ MSO(τ ′) with qr(ϕ) ≤ q − s − t. Then
MCG(FCq(A), ϕ) = MCG(A
′, ϕ).
Proof. Let T = FCq(A) and E = root(T ). Let furthermore MCG(T, ϕ) =
(P,M,P0, P1, p0) and MCG(A′, ϕ) = (P ′,M ′, P ′0, P ′1, p′0).
The proof is by induction on the structure of ϕ. If ϕ is an atomic or negated
atomic formula, then it suffices to observe that
p′0 = (A
′[null(τ ′)A
′
], ϕ) = (E[e¯/r¯, E¯/R¯], ϕ) = p0,
where E = root(T ) = A[null(τ)A].
If ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, the statement immediately follows, since by the
induction hypothesis MCG(T, ψi) = MCG(A′, ψi) for i ∈ {1, 2}. Let therefore
ϕ ∈ {∀Rψ, ∃Rψ} for some unary symbol R. By the definition of FCq(A), we
have
T ′ = {T ′ ∈ subtrees(T ) ∣∣ vocabulary(root(T ′)) = τ ∪ {Et+1}}
=
{
FCq((A, D))
∣∣ D ⊆ A ∧ (A, D) ∈ Struct(τ ∪ {Et+1})}.
Thus, for each D ⊆ A = A′ there is T ′D ∈ T ′ with FCq((A, D)) = T ′D, and
vice versa. By the induction hypothesis, MCG(T ′D, ψ) = MCG(A′D, ψ), where
A′D = (A
′, D) ∈ Struct(τ ′∪{R}) is a (τ ′∪{R})-expansion of A′. The definitions
then immediately yield MCG(T, ϕ) = MCG(A′, ϕ).
If ϕ ∈ {∀cψ,∃cψ} for some nullary symbol c, then
T ′ = {T ′ ∈ subtrees(T ) ∣∣
vocabulary(root(T ′)) = τ ∪ {es+1} ∧ eroot(T
′)
s+1 6= nil
}
=
{
FCq((A, D))
∣∣ d ∈ A ∧ (A, d) ∈ Struct(τ ∪ {es+1})}.
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Thus, for each d ∈ A = A′ there is T ′d ∈ T ′ with FCq((A, d)) = T ′d, and vice
versa. We now proceed as in the previous case.
Corollary 3. Let q ∈ N be an integer, τ be a vocabulary with τ ∩ E = ∅, A be
a τ -structure and ϕ ∈ MSO(τ) with qr(ϕ) ≤ q. Then the verifier has a winning
strategy for the model checking game MCG(A, ϕ) if and only if the verifier has
a winning strategy for the model checking game MCG(FCq(A), ϕ).
Proof. This is an immediate consequence of Lemma 49, since τ is a (q, 0, 0)-
Ehrenfeucht-Fraïssé-vocabulary and A and A′ of Lemma 49 coincide.
Corollary 3 shows that a full characteristic tree of depth q for a structure A
can be used to construct the model checking game on A and any formula ϕ of
quantifier rank at most q. Our interest in reduced characteristic trees RCq(A)
lies in that:
1. they are “equivalent” to FCq(A), with respect to the model checking game;
2. they are “small” (their size is independent of n); and,
3. as we will see in the next chapter, for decomposable graphs they are
“efficiently” computable.
We first show that the reduced characteristic tree RCq(A) is equivalent to
its full counterpart FCq(A).
Lemma 50. Let τ be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary and A be a
τ -structure that fully interprets τ . Let e¯ = {e1, . . . , es} and E¯ = {E1, . . . , Et}
and τ ′ be a vocabulary with symbols r¯ = r1, . . . , rs ∈ null(τ ′) and R¯ =
R1, . . . , Rt ∈ rel(τ ′) such that τ ′ = τ [e¯/r¯, E¯/R¯]. Let F = FCq(A), R = RCq(A),
and ϕ ∈ MSO(τ ′) with qr(ϕ) ≤ q − s − t. Then the verifier has a winning
strategy in the model checking game MCG(F, ϕ) if and only if the verifier has
a winning strategy in the game MCG(R,ϕ).
Proof. The proof is by an induction on q−s− t and the structure of ϕ. Let c¯ =
null(τ), F = MCG(F, ϕ) = (PF ,MF , P0,F , P1,F , pF ) and R = MCG(R,ϕ) =
(PR,MR, P0,R, P1,R, pR). If q = 0, then we have pF = (root(F )[e¯/r¯, E¯/R¯], ϕ)
and pR = (root(R)[e¯/r¯, E¯/R¯], ϕ) with
root(F ) = A[c¯A] ∼= Norm(A[c¯A]) = root(R).
The lemma therefore holds since ϕ |= A[c¯A][e¯/r¯, E¯/R¯] if and only if ϕ |=
Norm(A[c¯A])[e¯/r¯, E¯/R¯] (MSO-formulas cannot distinguish isomorphic struc-
tures).
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Therefore assume that q > 0. If ϕ = (ψ1∧ψ2) or ϕ = (ψ1∨ψ2), then the claim
immediately follows by the induction hypothesis for ψi, 1 ≤ i ≤ 2. Assume
therefore that ϕ = ∃Xψ and suppose that the verifier has a winning strategy in
one of the games, say, in MCG(R,ϕ). Then there is a position p′R ∈ nextR(pR)
such that the verifier has a winning strategy for R ′ = subgameR(p′R). By
definition of R, we have R ′ = MCG(R′, ψ) for some R′ ∈ subtrees(R) with
vocabulary(root(R′)) = τ ∪ {Et+1}. Here, R′ = RCq((A, D)) for some D ⊆ A
and (A, D) ∈ Struct(τ ∪{Et+1}). Choose an arbitrary D with this property and
consider the corresponding subtree T ′ = FCq((A, D)) of F . By the induction
hypothesis, the verifier then has a winning strategy for MCG(FCq((A, D)), ψ),
which implies a winning strategy for MCG(F, ψ) and, hence, the claim.
If ϕ = ∀xψ, suppose the verifier has a winning strategy for one of the games,
say for MCG(R,ϕ). We need to show that in MCG(F, ϕ) the verifier can win
irrespective of the choices of the falsifier. Consider therefore an arbitrary move
of the falsifier to a position p′F ∈ nextF (pF ). Let F ′ = subgameF (p′F ). By
definition of F , we have F ′ = MCG(F ′, ψ) for some F ′ ∈ subtrees(F ) with
vocabulary(root(F ′)) = τ ∪ {es+1}. Here, F ′ = FCq((A, d)) for some d ∈ A
and (A, d) ∈ Struct(τ ∪ {es+1}). Let R′ = RCq((A, d)) ∈ subtrees(R). There
is a position p′R ∈ nextR(pR) with subgameR(p′R) = MCG(R′, ψ). Therefore,
by assumption the verifier has a winning strategy for MCG(R′, ψ). By the
induction hypothesis, the verifier then has a winning strategy for MCG(F ′, ψ) =
subgameF (p
′
F ), which proves the claim.
The remaining cases follow analogously.
From Lemmas 44, 49, and 50, we obtain the important fact that reduced
characteristic trees are in fact equivalent to their full counterparts. Furthermore,
they allow us to define a refinement of ≡MSOq .
Let τ be a vocabulary with E ∩ τ = ∅. Then
≡RCq =
{
(A,B) ∈ Struct(τ)× Struct(τ) ∣∣ RCq(A) = RCq(B)}
is an equivalence relation on Struct(τ).
Corollary 4. Let τ be a vocabulary with E∩τ = ∅. The equivalence relation ≡RCq
is a refinement of ≡MSOq .
The next lemma shows that reduced characteristic trees have “small” size.
For i ∈ N, we define tow(i)(·) as: tow(0)(x) = x and and tow(i)(x) = 22tow(i−1)(x)
for i ≥ 1.
Lemma 51. Let τ be a vocabulary such that τ ∩ E = ∅ and let r = arity(τ).
Let q ∈ N and A be a τ -structure with universe A. The size of a reduced
characteristic tree RCq(A) is at most (tow(q)(|τ | · (|τ |+ q)r + q log q + q2))4.
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Proof. For each s, t with 0 ≤ s+ t ≤ q we let τs,t = τ ∪ {e1, . . . , es, E1, . . . , Et}
be a (q, s, t)-Ehrenfeucht-Fraïssé-vocabulary. Let
Ss,t =
{
A′ ∈ Struct(τs,t)
∣∣ A′ is an τs,t-expansion of A}
be all possible choices of τs,t-expansions A′ of A. Let
N(A, s, t) :=
∣∣{RCq(A′) ∣∣ A′ ∈ Ss,t }∣∣
be the number of reduced characteristic trees RCq(A′) for all possible expansions,
and
S(A, s, t) = max
{|RCq(A′)| ∣∣ A′ ∈ Ss,t }
be the maximum size over all expansions. Let
f(|τ |, q) = |τ | · (|τ |+ q)r + q log q + q2.
We show the size bound statement of the lemma and
N(A, s, t) ≤ tow(q+1)(f(|τ |, q))
by induction on q−s−t. If s+t = q, then RCq(A′) has one node for all A′ ∈ Ss,t
and S(A′, s, t) = 1. The number of distinct trees N(A, s, t), however, depends
on the number of non-isomorphic τs,t-structures on at most |null(τs,t)| ≤ |τ |+ s
elements. The number of such structures is at most∏
R∈rel(τs,t)
2(|τ |+q)
arity(R) ≤ 2|τ |·(|τ |+q)r ,
and we have N(A, s, t) ≤ 2f(|τ |,q) ≤ tow(1)(f(|τ |, q)).
If s + t < q then the root of RCq(A′) for A′ ∈ Ss,t has as children any of
the N(A, s+ 1, p) reduced characteristic trees corresponding to (τ ∪ {es+1})-
expansions in Ss+1,t and any of the N(A, s, t + 1) trees corresponding to
(τ ∪ {Et+1})-expansions in Ss,t+1. Hence N(A, s, t) ≤ 2N(s+1,t)+N(s,t+1). By
induction hypothesis, each of N(A, s + 1, t) and N(A, s, t + 1) is at most
tow(q−(s+t))(f(|τ |, q)) and hence
N(A, s, t) ≤ 22·tow(q−(s+t))(f(|τ |,q)) = tow(q−(s+t)+1)(f(|τ |, q)).
Therefore, N(A, 0, 0) ≤ tow(q+1)(f(|τ |, q)) as claimed.
For the size of a reduced characteristic tree, we have
S(A, s, t) ≤ 1 + S(A, s+ 1, p) ·N(A, s+ 1, p) +
S(A, s, t+ 1) ·N(A, s, t+ 1),
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since any such tree consists of a single root vertex and at most N(A, s+ 1, t)
trees of size S(A, s+ 1, t) and at most N(A, s, t+ 1) trees of size N(A, s, t+ 1).
By induction hypothesis, each of the S(A, s+ 1, t) and S(A, s, t+ 1) is at most
(tow(q−(s+t+1))(f(|τ |, q)))4 and hence
S(A, s, t) ≤ 1 + 2tow(q−(s+t))(f(|τ |, q)) · (tow(q−(s+t+1))(f(|τ |, q)))4.
One can show that the right hand side of the above inequality is at most
(tow(q−(s+t))(f(|τ |, q)))4, thereby proving the claimed size bound.
We remark that the size bound for reduced characteristic trees given in
Lemma 51 seems to be much larger than the bound (2n + n)q for the full trees.
Note, however, that the Lemma 51 is independent of n and therefore of constant
size for constant τ , as opposed to the unbounded number n of elements.
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12. Characteristic Trees of
Decomposable Structures
In this chapter, we show how to construct reduced characteristic trees of depth q
for a decomposable structure A when a Θ-labeled parse tree of A is given,
where all operators in Θ have a property that we call decent.
Definition 52. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ∩Lst = ∅
and τˆ = τ ∪ Lst . We call a unary Lst -labeled composition operator θ over τ
decent , if for all Lst -labeled τ -structures Aˆ,
1. θ(Aˆ) can be computed in time polynomial in |A|;
2. universe(Aˆ) = universe(θ(Aˆ)); and
3. θ(Aˆ)[c¯θ(Aˆ)] = Bˆ[c¯Bˆ], where c¯ = null(τˆ) and Bˆ = θ(Aˆ[c¯Aˆ]), as illustrated
in the following diagram:
Aˆ
θ−→ θ(Aˆ) [c¯
θ(Aˆ)]−→ θ(Aˆ)[c¯θ(Aˆ)]−→ [c¯Aˆ] =
Aˆ[c¯Aˆ]
θ−→ Bˆ = θ(Aˆ[c¯Aˆ]) [c¯
θ(Bˆ)]−→ Bˆ[c¯Bˆ] = θ(Aˆ[c¯Aˆ])[c¯θ(Aˆ[c¯Aˆ])]
In other words, a unary operator θ is decent if an extra application of the
induced substructure operation [ · ] (the downwards arrow on the left) prior to
the application of [ · ] ◦ θ does not change the end result.
Definition 53. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ∩Lst = ∅,
c¯ = null(τ ∪Lst ) and θ be a binary Lst -labeled composition operator over τ . We
call θ decent , if for all compatible Lst -labeled τ -structures Aˆ1, Aˆ2,
1. Aˆ := Aˆ1 θ Aˆ2 can be computed in time polynomial in |A1|+ |A2|;
2. interpreted(Aˆ) = interpreted(Aˆ1) ∪ interpreted(Aˆ2);
3. for each a ∈ A, we either have a ∈ A1 \ A2, or a ∈ A2 \ A1, or there
is c ∈ c¯ such that a = cAˆ ∈ A is the result of a fusion of two elements
a1 = c
Aˆ1 ∈ A1 and a2 = cAˆ2 ∈ A2; and
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4. Aˆ1[c¯Aˆ1 ] θ Aˆ2[c¯Aˆ2 ] ∼= (Aˆ1 θ Aˆ2)[c¯(Aˆ1θA2)] as illustrated in the following
diagram:
Aˆ1 θ Aˆ2 = Aˆ−→ [c¯Aˆ1 ]
−→ [c¯Aˆ2 ]
−→ [c¯Aˆ]
Aˆ1[c¯
Aˆ1 ] θ Aˆ2[c¯
Aˆ2 ] ∼= Aˆ[c¯Aˆ]
Therefore, if θ is decent, we can “track” the origin of elements of Aˆ, and, up
to isomorphism, it does not matter whether we take the induced structure of Aˆ
or take the composition of the induced structures of Aˆ1 and Aˆ2.
All operators presented in Chapter 10 are decent. As an immediate consequence,
we obtain a proof for the following theorem:
Theorem 54. Let τ be a relational vocabulary, s ∈ {0, 1}, t ∈ N, and Θ be a
set of decent Lst -labeled composition operators. Let ϕ ∈ MSO(τ). Given a fully
interpreted τ -structure A that is decomposable over Θ and a Θ-labeled parse
tree T that generates A, we can decide whether ϕ |= A in time O(|T |).
For Θ = Θtwτ,t, this theorem is a reformulation of Courcelle’s Theorem [47]
(Theorem 1). For Θ = Θcwτ,t our theorem yields a decision problem version of
the main result in Courcelle, Makowsky and Rotics [59] (Theorem 35).
Theorem 54 is the most general result of this thesis in the sense that it holds
for any set Θ of decent Lst -labeled composition operators, including all of those
described in Chapter 10. Unfortunately, the proof given in this chapter does not
lead to practically useable algorithms. Additional work is required to obtain
competitive running times in practical applications, which does not work for
the clique-width operators, see Chapter 13.
Here is a sketch of our proof. Let τˆ = τ ∪ Lst and note that ϕ ∈ MSO(τ) ⊆
MSO(τˆ).
• From the previous chapter, we know that R = RCq(A) via MCG(R,ϕ)
captures all model checking games that can be played on A and formulas ϕ
of quantifier rank at most q. Here, RCq(A) has size f(q, τ), where f is a
computable function of q and τ only.
• In the following, we first show how to construct a reduced characteristic
tree RCq(A) of depth q given a Θ-labeled parse tree that generates A in
time O(f ′(q, τ) · n).
• Finally, to decide whether A |= ϕ, we simply simulate the model checking
game on ϕ and A using RCq(A). This takes an additional O(f(q, τ)) time,
proving the theorem.
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12.1. Constructing Characteristic Trees
We first show how to construct reduced characteristic trees for decomposable
τ -structures A when a Θ-labeled parse tree generating A is given as input.
Throughout this section, we fix s ∈ {0, 1}, t ∈ N and a relational vocabulary τ
with τ ∩ Lst = ∅.
12.1.1. Generating Operators
For Lst -labeled τ -structures Aˆ of bounded size we can simply apply the defini-
tions and construct FCq(Aˆ) and RCq(Aˆ) in constant time.
Lemma 55. Let Aˆ be a Lst -labeled τ -structure of size |A| ≤ t. Then FCq(Aˆ)
and RCq(Aˆ) can be constructed in constant time.
12.1.2. Unary Operators
For unary composition operators θ, we need to show that RCq(θ(Aˆ)) can
be computed from RCq(Aˆ). For, we first extend the unary operators θ to
characteristic trees.
Definition 56. Let τ be a (q, l,m)-Ehrenfeucht-Fraïssé-vocabulary with τ ∩
Lst = ∅, τˆ = τ ∪ Lst and Aˆ be a τˆ -structure with universe A. Let θ be a unary
Lst -labeled composition operator over τ . For R = RCq(Aˆ) we define the tree
θ(R) as the finite rooted tree with
1. root(θ(R)) = Norm(Rˆ[c¯Rˆ]), where Rˆ = θ(root(R)) and c¯ = null(τˆ), and
2. subtrees(θ(R)) = { θ(R′) | R′ ∈ subtrees(R) }.
The next lemma shows that the property of being decent is sufficient for
computing RCq(θ(Aˆ)) from RCq(Aˆ).
Lemma 57. Let τ be a (q, l,m)-Ehrenfeucht-Fraïssé-vocabulary, τˆ = τ ∪ Lst
and Aˆ be a τˆ -structure. Let θ be a decent unary Lst -labeled composition operator
over τ . Then
RCq(θ(Aˆ)) = θ(RCq(Aˆ)).
Proof. Let R = RCq(Aˆ) and R′ = RCq(θ(Aˆ)). The proof is by induction over
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q − l −m. We have
root(θ(R)) = Norm
(
θ
(
root(R)
)[
c¯θ(root(R))
])
= Norm
(
θ
(
Norm(Aˆ[c¯Aˆ])
)[
c¯θ(Norm(Aˆ[c¯
Aˆ]))
])
Def. 52
= Norm
(
θ
(
Norm(Aˆ)
)[
c¯θ(Norm(Aˆ))
])
Norm(Aˆ)∼=Aˆ
= Norm
(
θ
(
Aˆ
)[
c¯θ(Aˆ)
])
= root(R′),
which for q = l +m implies the lemma. If q − l −m > 0, we furthermore need
to show that{
θ(R′′)
∣∣ R′′ ∈ subtrees(R)} ={
RCq((θ(Aˆ), d))
∣∣ d ∈ A ∪ {nil} ∧ (θ(Aˆ), d) ∈ Struct(τ ′ ∪ {es+1})} ∪{
RCq((θ(Aˆ), D))
∣∣ D ⊆ A ∧ (θ(Aˆ), D) ∈ Struct(τ ′ ∪ {Et+1})}, (12.1)
where τ ′ = vocabulary(θ(Aˆ)).
“⊆”: Let R′′ ∈ subtrees(R). Then, by definition, R′′ = RCq((Aˆ, d)) for
some d ∈ A ∪ {nil}, or R′′ = RCq((Aˆ, D)) for some D ⊆ A. Suppose R′′ =
RCq((Aˆ, D)) for some D ⊆ A (the other case is shown analogously). We
have universe(Aˆ) = universe(θ(Aˆ)), and therefore (θ(Aˆ), D) = θ((Aˆ, D)) ∈
Struct(τ ′ ∪ {Et+1}). By the induction hypothesis, θ(R′′) = RCq(θ(Aˆ, D)) and
thus contained in the right hand side of Equation (12.1).
“⊇”: Let R′′ ∈ subtrees(R′), say R′′ = RCq((θ(Aˆ), D)) for some D ⊆ A. Let
R′′′ = RCq((Aˆ, D)) ∈ subtrees(R). By the induction hypothesis, R′′ = θ(R′′′).
Therefore, R′′ is contained in the left hand side of Equation (12.1).
Finally, we show that the unary composition operators defined in Chapter 10
are decent.
Lemma 58. The following unary Lst -labeled composition operators over τ are
decent:
1. relabi→j for 1 ≤ i ≤ t
2. relabpi for a permutation pi : [t]→ [t]
3. forgeti for 1 ≤ i ≤ t
4. add(i1,...,ir)→R for an r-ary relation symbol R ∈ τ .
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Proof. First note that neither of these operations change the universe of the
underlying structure. Since Aˆ[c¯Aˆ] is an induced substructure of Aˆ, in order to
show the equality θ(Aˆ)[c¯θ(Aˆ)] = Bˆ[c¯Bˆ], where Bˆ = θ(Aˆ[c¯Aˆ]), we only need to
show that θ(Aˆ)[c¯θ(Aˆ)] is an induced substructure of Bˆ[c¯Bˆ].
Consider θ = forgeti for some 1 ≤ i ≤ t and let a ∈ universe(θ(Aˆ)[c¯θ(Aˆ)]).
Then a = cθ(Aˆ) for some c ∈ interpreted(θ(Aˆ)) with c 6= li, and therefore
a ∈ universe(Bˆ[c¯Bˆ]).
Similarly, it is easy to see that the relabeling operations relabi→j and relabpi
are decent, since symbols in an induced substructure are renamed in exactly
the same way as in the original structure.
Finally, consider θ = add(i1,...,ir)→R for an r-ary relation symbol R ∈ τ
and let (a1, . . . , ar) ∈ universe(θ(Aˆ)[c¯θ(Aˆ)])r. Then for all 1 ≤ i ≤ r, we
have ai = c
θ(Aˆ)
i for some ci ∈ c¯, implying ai ∈ universe(Aˆ[c¯Aˆ]). Therefore,
(a1, . . . , ar) ∈ Rθ(Aˆ)[c¯θ(Aˆ)] iff (a1, . . . , ar) ∈ RBˆ iff (a1, . . . , ar) ∈ RBˆ[c¯Bˆ].
Lemma 59. Let s ∈ {0, 1} and q, t ∈ N. Let τ be a (q, l,m)-Ehrenfeucht-
Fraïssé-vocabulary, τˆ = τ ∪ Lst and Aˆ be compatible τˆ -structures. Given R =
RCq(Aˆ), the tree θ(R) for a decent Lst -labeled unary composition operator θ can
be computed time O(|R| · poly(q, |τˆ |)), where |R| denotes the number of nodes
in R.
Proof. An algorithm computing θ(R) may recursively traverse R down. Each
recursive call takes polynomial time dependent on q and the signature τˆ only.
12.1.3. Binary Operators
For binary composition operators θ, we need to show that RCq(Aˆ) for Aˆ =
Aˆ1 θ Aˆ2 can be constructed when given RCq(Aˆ1) and RCq(Aˆ2).
Constructing R = RCq(Aˆ) when given Ri = RCq(Aˆi), i ∈ {1, 2}, consists of
the following two steps:
1. construct root(R) = Norm(Aˆ[cAˆ]), and then
2. recursively construct its subtrees.
If θ is decent, we simply have root(R) = Norm(root(R1) θ root(R2)). Con-
structing the subtrees of R, however, is a bit more involved. At this point,
recall that the subtrees of Ri correspond to either (τˆ ∪{el+1})-expansions (Aˆi, d)
of Aˆi with d ∈ A ∪ {nil} or to (τˆ ∪ {Em+1})-expansions (Aˆi, D) with D ⊆ A.
Similarly, each subtree of R corresponds to either a (τˆ ∪ {el+1})-expansion
(Aˆ, d) of Aˆ with d ∈ A∪{nil} or a (τˆ ∪{Em+1})-expansion (Aˆ, D) with D ⊆ A.
Thus, in order to construct the subtrees of R, we recursively combine:
121
12. Characteristic Trees of Decomposable Structures
1. the subtrees of R1 corresponding to d ∈ A1 ∪ {nil} with the subtree of
R2 corresponding to d = nil,
2. the subtrees of R2 corresponding to d ∈ A2 ∪ {nil} with the subtree of
R1 corresponding to d = nil,
3. the subtrees of R1 and R2 that correspond to elements d1 ∈ A1 and
d2 ∈ A2 that will be fused.
Similarly, a subset U ⊆ A may be thought of as the “fusion” of two subsets Ui ⊆
Ai, i ∈ {1, 2}. Therefore in order to construct the subtrees of R corresponding
to subsets D ⊆ A, we take a Cartesian style product of the subtrees of Ri
corresponding to subsets Ui ⊆ Ai. We formalize the notion of the Cartesian
product of trees next.
Definition 60. Let τ be a (q, l,m)-Ehrenfeucht-Fraïssé-vocabulary with τ ∩
Lst = ∅, τˆ = τ ∪ Lst , and let Aˆ1, Aˆ2 be compatible τˆ -structures. Let c¯ =
interpreted(Aˆ1) ∩ interpreted(Aˆ2) and θ a binary Lst -labeled composition op-
erator over τ . For i ∈ {1, 2}, let Ri = RCq(Aˆi), ri = root(Ri), and Rnili =
RCq((Aˆi, nil)) ∈ subtrees(Ri).
We define the tree cross product of R1 and R2 under θ, denoted R1 ×θ R2,
to be the finite, rooted tree R with
• root(R) = Norm(r1 θ r2), and
• if l +m < q, then subtrees(R) = S1 ∪ S2, where
S1 =
{
subtreeR1(Rˆ1) ×θ Rnil2
∣∣ Rˆ1 ∈ childrenR1(r1) ∩
Struct(τˆ ∪ {el+1}) ∧ eRˆ1l+1 /∈ c¯Rˆ1
} ∪{
Rnil1 ×θ subtreeR2(Rˆ2)
∣∣ Rˆ2 ∈ childrenR2(r2) ∩
Struct(τˆ ∪ {el+1}) ∧ eRˆ2l+1 /∈ c¯Rˆ2
} ∪{
subtreeR1(Rˆ1) ×θ subtreeR2(Rˆ2)
∣∣ Rˆi ∈ childrenRi(ri) ∩
Struct(τˆ ∪ {el+1}) ∧ eRˆil+1 ∈ c¯Rˆi , i ∈ {1, 2}
}
and
S2 =
{
subtreeR1(Rˆ1) ×θ subtreeR2(Rˆ2)
∣∣
Rˆi ∈ childrenRi(ri) ∩ Struct(τˆ ∪ {Em+1}), i ∈ {1, 2} ∧
ERˆ1m+1 ∩ c¯Rˆ1 = ERˆ2m+1 ∩ c¯Rˆ2
}
.
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We now show that for decent θ, we have R = R1 ×θ R2, where R = RCq(Aˆ)
and Ri = RCq(Aˆi).
Lemma 61. Let τ be a (q, l,m)-Ehrenfeucht-Fraïssé-vocabulary with τ ∩Lst = ∅
and τˆ = τ ∪ Lst . Let Aˆ1, Aˆ2 be compatible τˆ -structures and let θ be a decent
binary Lst -labeled composition operator over τ . Then
RCq(Aˆ1 θ Aˆ2) = RCq(Aˆ1) ×θ RCq(Aˆ2).
Proof. Let c¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2) and d¯ = null(τˆ). Let R =
RCq(Aˆ), and, for i ∈ {1, 2}, Ri = RCq(Aˆi), ri = root(Ri), and Rnili =
RCq((Aˆi, nil)) ∈ subtrees(Ri).
The proof is by induction over q−l−m. Since θ is decent, we by Definition 53
have
root(R) = Norm(Aˆ[d¯Aˆ])
= Norm
(
Aˆ1[d¯
Aˆ1 ] θ Aˆ2[d¯
Aˆ2 ]
)
= Norm(r1 θ r2)
= root(R1 ×θ R2).
If q = m+ p, then R = RCq(Aˆ) consists of a single root node and the lemma
holds. Otherwise, the set of subtrees of R is by definition{
RCq((A, d))
∣∣ d ∈ A ∪ {nil} ∧ (A, d) ∈ Struct(τ ∪ {es+1})}
∪ {RCq((A, D)) ∣∣ D ⊆ A ∧ (A, D) ∈ Struct(τ ∪ {Et+1})}.
Let S1 and S2 be defined as in Definition 60. Then, by the induction hypothesis
and the fact that for all c ∈ c¯ the elements d1 = cAˆ1 and d2 = cAˆ2 are fused to
an element d = cAˆ,{
RCq((Aˆ, d))
∣∣ d ∈ A ∪ {nil} ∧ (Aˆ, d) ∈ Struct(τ ∪ {es+1})}
=
{
RCq((Aˆ, d))
∣∣ d ∈ A1 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪{
RCq((Aˆ, d))
∣∣ d ∈ A2 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪{
RCq((Aˆ, d))
∣∣ d ∈ c¯Aˆ }
=
{
RCq((Aˆ1, d) θ (Aˆ2, nil))
∣∣ d ∈ A1 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪{
RCq((Aˆ2, nil) θ (Aˆ, d))
∣∣ d ∈ A2 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪{
RCq((Aˆ1, d1) θ (Aˆ2, d2))
∣∣ ∃ cj ∈ c¯ with di = cAˆij , i ∈ {1, 2}}
i.h.
=
{
RCq((Aˆ1, d)) ×θ Rnil2
∣∣ d ∈ A1 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪
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{
Rnil1 ×θ RCq((Aˆ2, d))
∣∣ d ∈ A2 ∪ {nil} ∧ d /∈ c¯Aˆ } ∪{
RCq((Aˆ2, d1)) ×θ RCq((Aˆ2, d2))
∣∣ ∃ cj ∈ c¯ with di = cAˆij , i ∈ {1, 2}}
= S1
and, similarly,{
RCq((Aˆ, D))
∣∣ D ⊆ A ∧ (Aˆ, D) ∈ Struct(τ ∪ {Et+1})}
=
{
RCq((Aˆ1, D1) θ (Aˆ2, D2))
∣∣ D ⊆ A ∧D1 ⊆ A1 ∧D2 ⊆ A2 ∧
(Aˆ, D) = (Aˆ1, D1) θ (Aˆ2, D2)
}
i.h.
=
{
RCq((Aˆ1, D1)) ×θ RCq((Aˆ2, D2))
∣∣ D ⊆ A ∧
D1 ⊆ A1 ∧D2 ⊆ A2 ∧ (Aˆ, D) = (Aˆ1, D1) θ (Aˆ2, D2)
}
= S2,
where the last equality uses the fact that (Aˆ1, D1) and (Aˆ2, D2) are compatible if
and only if E(Aˆ1,D1)m+1 ∩ c¯(Aˆ1,D1) = E(Aˆ2,D2)m+1 ∩ c¯(Aˆ2,D2). This concludes the proof.
Finally, we show that the binary composition operators defined in Chapter 10
are decent.
Lemma 62. The following binary Lst -labeled composition operators over τ are
decent:
1. ⊕
2. ⊗g|f1,f2 for linear transformations g, f1, f2 on L1t
Proof. Let s ∈ {0, 1}, t ∈ N and τ be a vocabulary with τ ∩ Lst = ∅. Let
τˆ = τ ∪ Lst and c¯ = null(τˆ). Let Aˆ1, Aˆ2 be compatible Lst -labeled τ -structures
and d¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2).
First, consider the fusion operator ⊕ and let Aˆ = Aˆ1 ⊕ Aˆ2. We want to show
that
Aˆ1[c¯
Aˆ1 ]⊕ Aˆ2[c¯Aˆ2 ] ∼= (Aˆ1 ⊕ Aˆ2)[c¯(Aˆ1⊕A2)].
Since the interpretation of a relation symbol R ∈ τˆ in Aˆ1⊕ Aˆ2 is obtained by a
substitution w.r.t. the fused elements, it suffices to show that for all c ∈ c¯ \ d¯,
we have
cAˆ1[c¯
Aˆ1 ]⊕Aˆ2[c¯Aˆ2 ] = c(Aˆ1⊕Aˆ2)[c¯
(Aˆ1⊕A2)]
and that for all d ∈ d¯, the element dAˆ1[c¯Aˆ1 ]⊕Aˆ2[c¯Aˆ2 ] is the result of the fusion of
two elements a1 ∈ A1, a2 ∈ A2 if and only if also d(Aˆ1⊕Aˆ2)[c¯(Aˆ1⊕A2)] is the result
of a fusion of these two elements.
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Let therefore c ∈ null(τˆ) \ d¯. If cAˆ1 = cAˆ2 = nil, we also have cAˆ = nil. If
cAˆ1 6= nil then cAˆ2 = nil = cAˆ2[c¯Aˆ2 ] and
cAˆ[c¯
Aˆ] = cAˆ = cAˆ1 = cAˆ1[c¯
Aˆ1 ].
Similarly, if cAˆ2 6= nil then cAˆ[c¯Aˆ] = cAˆ2 .
Let now d ∈ d¯ and let a = dAˆ be the result of the fusion of two elements
a1 = d
Aˆ1 and a2 = dAˆ2 . Then a1 = dAˆ1[c¯
Aˆ1 ] and a2 = dAˆ2[c¯
Aˆ2 ] are also fused for
the induced substructures, which proves the claim.
Consider now ⊗g|f1,f2 for linear transformations g, f1, f2 on L1t . Recall that
Aˆ1 ⊗g|f1,f2 Aˆ2, where Aˆi = (Ai, labi), i ∈ {1, 2} for τ -structures Ai was defined
as taking the join Aˆ1⊗g(Aˆ2) and relabeling elements afterwards as given by the
f1 and f2. It is easy to see that for any L1t -relabeling f , any τˆ -structure B and
any C ⊆ B, we have f(Bˆ[C]) = f(Bˆ)[C], since the relabeling only concerns
the symbols in L1t . It therefore suffices to show that ⊗ is decent. For, let
A = Aˆ1 ⊗ Aˆ2, A′ = A[c¯A] and Aˆ′i = Aˆi[c¯Aˆi ] for i ∈ {1, 2}. Recall that A is
unlabeled, i.e., vocabulary(A) = τ .
Let R ∈ τ be a relation symbol of arity r = arity(R) and let ~a = (a1, . . . , ar) ∈
universe(A′)r. If ~a ∈ universe(Aˆi)r for some i ∈ {1, 2}, then by definition
~a ∈ RA′ if and only if ~a ∈ RAˆi if and only if ~a ∈ RAˆ′i if and only if ~a ∈ RAˆ′1⊗Aˆ′2 .
Otherwise, since arity(τ) = 2, we either have ~a = (a1, a2) or ~a = (a2, a1) for
some elements a1 ∈ A′1 and a2 ∈ A′2, say ~a = (a1, a2). Then (a1, a2) ∈ adjA
′
if
and only if (a1, a2) ∈ adjAˆ′1⊗Aˆ′2 , since, by definition, in both structures there is
an edge between a1 and a2 if and only if |lab1(a1) ∩ (g ◦ lab2)(a2)| is odd. This
proves the claim.
Lemma 63. Let s ∈ {0, 1} and q, t ∈ N. Let τ be a (q, l,m)-Ehrenfeucht-
Fraïssé-vocabulary with τ ∩ Lst = ∅, τˆ = τ ∪ Lst and Aˆ1, Aˆ2 be compatible
τˆ -structures. Given R1 = RCq(Aˆ1) and R2 = RCq(Aˆ2), the tree cross product
R1 ×θ R2 for a Lst -labeled binary composition operator θ can be computed in
time O(|R1| · |R2| · poly(q, |τˆ |)), where |Ri| denotes the number of nodes in Ri,
i ∈ {1, 2}.
Proof. An algorithm computing R1 ×θ R2 may recursively traverse both trees
top-down. For each pair of subtrees R′1 and R′2 of R1 and R2, the algorithm has
to be called at most once. The number of recursive calls is therefore bounded
by |R1| · |R2| and each recursive call takes polynomial time dependent on q and
the signature τˆ only.
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12.2. MSO Model Checking for Decomposable
Structures
We can now prove Theorem 54, which we restate here for convenience.
Theorem 54. Let τ be a relational vocabulary, s ∈ {0, 1}, t ∈ N, and Θ be a
set of decent Lst -labeled composition operators. Let ϕ ∈ MSO(τ). Given a fully
interpreted τ -structure A that is decomposable over Θ and a Θ-labeled parse
tree T that generates A, we can decide whether ϕ |= A in time O(|T |).
Proof. Note that ϕ ∈ MSO(τ) ⊆ MSO(τˆ), where τˆ = τ ∪Lst , and Aˆ |= ϕ if and
only if A |= ϕ. By Lemmas 44, 49 and 50, to prove that Aˆ |= ϕ it is sufficient to
show that the verifier has a winning strategy for MCG(RCq(Aˆ), ϕ), the model
checking game on RCq(Aˆ) and ϕ.
By Lemma 51, the size of RCq(Aˆ) is at most f1(q, |τˆ |) for some computable
function f1. By Lemma 59, the time taken to compute θ(R) for a characteristic
tree R of size f1(q, |τˆ |) and unary θ ∈ Θ is f2(q, |τˆ |) = poly(f1(q, |τˆ |)). By
Lemma 63, the time taken to compute R1 ×θ R2 for two reduced characteristic
trees R1, R2 of size f1(q, |τˆ |) and binary θ ∈ Θ is f3(q, |τˆ |) = poly(f1(q, |τˆ |)).
Let f(q, |τˆ |) = max{f2(q, |τˆ |), f3(q, |τˆ |)}.
We claim that the total time taken to construct RCq(Aˆ) from its parse tree T
is O(f(q, |τˆ |) · |T |). The proof is by an induction on |T |. By Lemma 55, the
claim holds when |T | = 1.
Suppose that Aˆ = θ(Aˆ′) for some unary operator θ ∈ Θ, where T ′ is the parse
tree of Aˆ′ and T = θ(T ′) and |T | = |T ′|+ 1. By induction hypothesis, one can
construct RCq(Aˆ′) in time O(f(q, |τˆ |) · |T ′|). By Lemma 57 one can construct
RCq(Aˆ) when given RCq(Aˆ′); by Lemma 59, the time required is O(f(q, |τ |)).
Similarly, suppose Aˆ = Aˆ1 θ Aˆ2 for some binary operator θ ∈ Θ, where Ti
is the parse tree of Aˆi, i ∈ {1, 2}, and |T | = 1 + |T1| + |T2|. By induction
hypothesis, one can construct RCq(Aˆi) in time O(f(q, |τˆ |) · |Ti|). By Lemma 61,
one can construct RCq(Aˆ) when RCq(Aˆi), i ∈ {1, 2}, are given. By Lemma 63,
the time taken to construct RCq(Aˆ) is
O(f(q, |τ |) + f(q, |τ |) · |T1|+ f(q, |τ |) · |T2|) = O(f(q, |τ |) · |T |),
thereby proving the claim.
In order to check whether the verifier has a winning strategy in the model
checking game G = MCG(RCq(Aˆ), ϕ), one can use Algorithm 3. This algorithm
visits each position of the game at most once. Since |G | ≤ |T | · ‖ϕ‖, the
time taken to decide whether Aˆ |= ϕ is O(f1(q, |τ |) · ‖ϕ‖ + f(q, |τ |) · |T |) =
O(f(q, |τ |) · |T |), as claimed.
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12.3. Discussion
Theorem 54 shows that deciding whether a structure Amodels an MSO-sentence
is linear-time doable if the structure is from a class of bounded treewidth, clique-
width, or rank-width. The theorem by Courcelle et al. [59] says something
stronger: For such graphs, one can compute the optimal solution to a linear
EMSO optimization problem in linear time.
One can use the techniques outlined in this chapter to prove the stronger
statement as follows: First, we construct the reduced characteristic trees
RCq((A, U1, . . . , Ul)) for all (U1, . . . , Ul) ∈ 2A×· · ·×2A, of which there are only
a function of q, |τ |, and l. All that remains to do is simulate the model checking
game on each of the reduced characteristic trees and output the optimal tuple
(U1, . . . , Ul) for which there is a winning strategy. In the next chapter, we detail
this procedure for the more general class of MSO-evaluation problems.
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Algorithms
In the previous chapter, we outlined how the game-theoretic method can be
used to obtain linear-time algorithms for decomposable structures. Unfortu-
nately, the resulting algorithms are not feasible in practice, since the constants
hidden in the O(. . .)-notation are a q-times iterated exponential, where q is the
quantifier rank of the MSO-formula. This is much worse than what we can
show for concrete problems such as Minimum Vertex Cover or Minimum
Dominating Set.
The reason is, roughly speaking, that we do not take into account the actual
formula ϕ defining the problem until the very end, when we are about to
simulate the model checking game MCG(R,ϕ) on the tree R = RCq(A) in
question. Therefore, R must contain, simultaneously, all the information that
is required to decide, for all formulas ϕ with qr(ϕ) ≤ q, whether A |= ϕ.
In this chapter, we overcome these shortcomings by simulating the model
checking game for the given formula ϕ on each node of the parse tree of A.
This works as follows: We traverse the parse tree of the input structure A
bottom-up. At each node u of the parse tree T we preliminarily try to evaluate
the formula ϕ on A using the model checking game on the substructure Au
of A that is generated by the parse tree subtreeT (u). To this end, we extend
the model checking game on Au and ϕ to allow empty assignments c := nil to
the nullary symbols c. Such empty assignments correspond to objects in A that
are not contained in Au and are to be assigned in later steps. Since a winner
for relational atomic formulas R(c1, . . . , cr) cannot be determined when one of
the ci is uninterpreted, i.e., cAui = nil for some 1 ≤ i ≤ r, it is now possible that
the model checking game ends with a draw.
If we then try to determine a winner of the model checking game on Au
and ϕ, two things may happen:
• We can already now determine whether A |= ϕ or A 6|= ϕ. If, for instance,
the formula 3col expresses the 3-Colorability problem and even Au is
not three-colorable, it locally violates 3col and we can derive A 6|= 3col .
• We cannot yet determine whether A |= ϕ or A 6|= ϕ. For example, if the
formula corresponds to the Minimum Dominating Set problem, then a
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vertex v in Au might be undominated in the current subgraph Au, but we
do not know whether in A = Au θ A′u another vertex might dominate v.
In the second case, we found a “witness,” i.e., a subgame that we were unable
to evaluate (the undetermined kernel, cf. page 104). We will then re-visit this
witness during the course of the dynamic programming until we finally arrive
in the root of the parse tree, where all games become determined.
We then show that, assuming a fixed formula and a fixed set of Lst -labeled
composition operators, the number of reduced games is bounded by a constant
(Lemma 73), which allows us to obtain running times linear in the size of the
parse tree.
While this game-theoretic approach is subject to the same non-elementary
lower bounds as the other approaches, for concrete problems we can show much
smaller bounds.
13.1. An Extension of the Classical Model
Checking Game
We start by introducing the extension of the classical model checking game.
This extension has the following two central properties:
• As opposed to the classical model checking game, the extended version is
also defined for structures that interpret vocabularies only partially; and
• it is “well-defined” under Lst -labeled composition operators that have a
property we call nice in the sense that if one of the players has a winning
strategy on the game on Aˆ and ϕ, then the same player
– has a winning strategy for the game on θ(Aˆ) for nice unary Lst -labeled
composition operators θ; and
– a winning strategy for the game on Aˆ θ Bˆ for all structures Bˆ com-
patible with Aˆ and a nice binary Lst -labeled composition operator θ.
Definition 64. The extended model checking game EMCG(A, ϕ) over a τ -
structure A and a formula ϕ ∈ MSO(τ) is defined by induction over the
structure of ϕ as follows. Let p0 = (A[c¯A], ϕ), where c¯ = null(τ).
If ϕ is an atomic or negated atomic formula, then EMCG(A, ϕ) is the game
({p0}, ∅, P0, P1, p0), where
• p0 ∈ P0 if and only if either
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– ϕ = R(c1, . . . , cp), such that {c1, . . . , cp} ⊆ interpreted(A), and
(cA1 , . . . , c
A
p ) ∈ RA, or
– ϕ = ¬R(c1, . . . , cp), such that {c1, . . . , cp} ⊆ interpreted(A), and
(cA1 , . . . , c
A
p ) /∈ RA.
• p0 ∈ P1 if and only if either
– ϕ = R(c1, . . . , cp), such that {c1, . . . , cp} ⊆ interpreted(A), and
(cA1 , . . . , c
A
p ) /∈ RA, or
– ϕ = ¬R(c1, . . . , cp), such that {c1, . . . , cp} ⊆ interpreted(A), and
(cA1 , . . . , c
A
p ) ∈ RA.
If ϕ ∈ {∀Rψ, ∃Rψ} for some relation symbol R, or ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2},
then EMCG(A, ϕ) is defined analogously to MCG(A, ϕ).
If ϕ ∈ {∀cψ,∃cψ} for some nullary symbol c, let Au = (A, u) be the
(τ ∪ {c})-expansion of A with cAu ∈ A ∪ {nil}, and let EMCG(Au, ψ) =
(Pu,Mu, P0,u, P1,u, pu) be the corresponding extended model checking game
over Au and ψ. Then EMCG(A, ϕ) = (P,M,P0, P1, p0), where
• P = {p0} ∪
⋃
u∈A∪{nil} Pu,
• M = ⋃u∈A∪{nil}(Mu ∪ {(p0, pu)}),
• P0 = P ′0 ∪
⋃
u∈A∪{nil} P0,u, where P
′
0 = {p0} iff ϕ = ∀cψ and P ′0 = ∅
otherwise,
• P1 = P ′1 ∪
⋃
u∈A∪{nil} P1,u, where P
′
1 = {p0} iff ϕ = ∃cψ and P ′1 = ∅
otherwise.
Figure 13.1 shows a simplified schematic of an extended model checking game
and its undetermined kernel.
If A is a fully interpreted τ -structure, then MCG(A, ϕ) can be embedded into
EMCG(A, ϕ) such that for each play of MCG(A, ϕ) there is a corresponding,
equivalent play of EMCG(A, ϕ). Note, however, that the two games are not
identical, since EMCG(A, ϕ) contains positions where nullary symbols remain
uninterpreted, which do not exist in MCG(A, ϕ). Furthermore, if EMCG(A, ϕ)
is determined, then so is MCG(A, ϕ) (Lemma 68).
Definition 65. Let A be a fully interpreted τ -structure, ϕ ∈ MSO(τ), and
G = (P,M, p0) = EMCG(A, ϕ). Then we let
convert(G ) := G [P ′],
where
P ′ = { p = (H, ψ) ∈ P | H is fully interpreted }.
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∃Y
∀x
∀x
x ∈ Y
x ∈ Y
x ∈ Y
x ∈ Y
Y := ∅
Y := {a}
x := a
x := nil
x := a
x := nil
∃Y
∀x
x ∈ Y
Y := {a}
x := nil
Figure 13.1.: Top: Simplified schematic of EMCG(A, ϕ) for the structure
A with universe A = {a} and ϕ = ∃Y ∀x(x ∈ Y ). Bottom:
eval(EMCG(A, ∅, ϕ)) outputs its undetermined kernel – the
lower branch witnesses a play that ends with a draw.
Definition 65 is well-defined, since p0 = (A[c¯A], ϕ), where A[c¯A] is fully
interpreted.
Lemma 66. Let A be a τ -structure that fully interprets τ and ϕ ∈ MSO(τ).
Then
MCG(A, ϕ) = convert(EMCG(A, ϕ)).
Proof. The proof is by induction over the structure of ϕ. For atomic or
negated atomic formulas, the statement trivially holds. Let G = (P,M, p0) =
EMCG(A, ϕ).
Let ϕ ∈ {∀Rψ, ∃Rψ} or ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2} and ψ ∈ {ψ1, ψ2} and
consider p ∈ nextG (p0). We have subgameG (p) = EMCG(A′, ψ), where either
A′ = (A, U) is an (τ ∪ {R})-expansion of A for some U ⊆ A, or A′ = A,
respectively. Since A fully interprets τ , A′ fully interprets τ ∪ {R}, and we
obtain MCG(A′, ψ) = convert(EMCG(A′, ψ)) by the induction hypothesis.
If otherwise ϕ ∈ {∀cψ,∃cψ}, consider p = (H, ψ) ∈ nextG (p0). By definition,
subgameG (p) = EMCG(A
′, ψ), where A′ is a (τ ∪ {c})-expansion of A with
cA
′ ∈ A ∪ {nil}. If all constant symbols are interpreted in H, then cA′ 6= nil,
i.e., (τ ∪ {c}) is fully interpreted in A′. By the induction hypothesis we get
MCG(A′, ψ) = convert(EMCG(A′, ψ)). Otherwise, c is uninterpreted in all
positions of subgameG (p).
Together, the statement follows.
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We now prove that if an extended model game is determined, then the
corresponding winning player can win the game without using “nil-moves”.
This will be useful in the proof of Lemma 68.
Lemma 67. Let A be a τ -structure and c ∈ null(τ) with cA = nil. Let
ϕ ∈ MSO(τ). If eval(EMCG(A, ϕ)) ∈ {>,⊥}, then A 6= ∅ and for all τ -
structures B with A = B, RA = RB for all R ∈ rel(τ) and dA = dB for all
d ∈ null(τ) \ {c}, we have
eval(EMCG(A, ϕ)) = eval(EMCG(B, ϕ)).
Before we give the formal proof, consider the following high-level argument:
Suppose that eval(EMCG(A, ϕ)) = >. Then there is at least one play of the
game EMCG(A, ϕ) that is won by the verifier. Consider an arbitrary play
(p0, . . . , pl) won by the verifier and let pl = (H, ψ). Since pl is assigned to the
falsifier, all constant symbols occurring in ψ are interpreted and hence different
from c. The verifier can therefore win the game without depending on atomic
formulas where c occurs.
Proof. The proof is by induction over the structure of ϕ. LetB be a τ -structure
with the properties above.
Let eval(EMCG(A, ϕ)) ∈ {>,⊥}. If ϕ is an atomic or negated atomic
formula, say ϕ = R(c1, . . . , cp), then {c1, . . . , cp} ⊆ interpreted(A). Therefore,
A 6= ∅. For all 1 ≤ i ≤ p, we have c 6= ci and cAi = cBi , which implies
eval(EMCG(A, ϕ)) = eval(EMCG(B, ϕ)).
If ϕ ∈ {∀Rψ, ∃Rψ} for a relation symbol R, let U ⊆ A and A′, B′ be
the (τ ∪ {R})-expansions of A and B, respectively, with RA′ = RB′ = U .
Then by the induction hypothesis, eval(EMCG(A′, ψ)) = eval(EMCG(B′, ψ))
if eval(EMCG(A′, ψ)) ∈ {>,⊥}.
Similarly, if ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, then from eval(EMCG(A, ψ)) ∈ {>,⊥},
where ψ ∈ {ψ1, ψ2}, we get eval(EMCG(A, ψ)) = eval(EMCG(B, ψ)) by the
induction hypothesis.
If ϕ ∈ {∀dψ,∃dψ} for a nullary symbol d, let A′ and B′ be (τ ∪ {d})-
expansions of A and B, respectively, such that dA′ = dB′ . By the induc-
tion hypothesis, eval(EMCG(A′, ψ)) ∈ {>,⊥} implies eval(EMCG(A′, ψ)) =
eval(EMCG(B′, ψ)).
Together, the statement of the lemma follows.
We can now prove that if a player has a winning strategy in the extended
model checking game, then the same player has a winning strategy in the
classical model checking game.
133
13. Practically Useable Algorithms
Lemma 68. Let τ be a vocabulary, A ∈ Struct(τ) that fully interprets τ , and
ϕ ∈ MSO(τ). If eval(EMCG(A, ϕ)) ∈ {>,⊥}, then
eval(MCG(A, ϕ)) = eval(EMCG(A, ϕ)).
Proof. The proof is by induction over the structure of ϕ.
Suppose eval(EMCG(A, ϕ)) = > (the case ⊥ is shown analogously). If ϕ
is an atomic or negated atomic formula, then the statement clearly holds.
If ϕ = ψ1 ∧ ψ2, then for each ψ ∈ {ψ1, ψ2} we have eval(EMCG(A, ψ)) =
>. This implies eval(MCG(A, ψ)) = > by the induction hypothesis, and
therefore eval(MCG(A, ϕ)) = >.
Similarly, if ϕ = ∀Rψ for a relation symbol R, then eval(EMCG(A′, ψ)) = >
for each (τ ∪{R})-expansion A′ of A, each of which fully interprets τ ∪{R}. We
therefore get eval(MCG(A′, ψ)) = > by the induction hypothesis, and conclude
eval(MCG(A, ϕ)) = >.
If ϕ = ∀cψ for a nullary symbol c, then eval(EMCG(A′, ψ)) = > for each
(τ ∪ {c})-expansion A′ of A, in particularly those that fully interpret (τ ∪
{c}). Here, eval(MCG(A′, ψ)) = > by the induction hypothesis, and therefore
eval(MCG(A, ϕ)) = >.
If ϕ = ψ1 ∨ ψ2, then there is ψ ∈ {ψ1, ψ2} with eval(EMCG(A, ψ)) =
>. We get eval(MCG(A, ψ)) = > by the induction hypothesis, and there-
fore eval(MCG(A, ϕ)) = >.
Similarly, if ϕ = ∃Rψ for a relation symbol R, then there is a (τ ∪ {R})-
expansion A′ of A with eval(EMCG(A′, ψ)) = >. Since A fully interprets τ , A′
fully interprets τ ∪ {R}. By the induction hypothesis, eval(MCG(A′, ψ)) = >
and therefore eval(MCG(A, ϕ)) = >.
Finally, if ϕ = ∃cψ for a nullary symbol c, then there is a (τ ∪{c})-expansion
A′ of A with eval(EMCG(A′, ψ)) = >. By Lemma 67, we can assume cA 6= nil.
Then A′ fully interprets τ ∪ {c} and eval(MCG(A′, ψ)) = > by the induction
hypothesis. Therefore eval(MCG(A, ϕ)) = >.
13.2. Reducing the Size of Games
In this section we show that for every game G = (P,M,P0) = EMCG(A, ϕ)
one can construct a game G ′ = (P ′,M ′, p0) such that eval(G ) = eval(G ′) if
eval(G ) ∈ {>,⊥}, but P ′ ⊆ P and M ′ ⊆M ′ are typically much smaller than
P and M . This will be crucial for obtaining the desired running times of our
algorithms. For, we define a reduce operation reduce() that shrinks the size of
a game G (see Algorithm 4). It does the following:
First, reduce() computes the undetermined kernel of an input game G . For,
subgames issued from a position p ∈ P won by the respective opponent player
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Algorithm 4 Reducing a game.
Algorithm reduce(G )
Input: A game G = (P,M, p0) with p0 = (H, ϕ).
if G ∈ {>,⊥} then return G
if ϕ is an atomic or negated atomic formula then return eval(G )
Let p′0 := (Norm(H), ϕ), P ′ := {p′0} and M ′ := ∅.
for p ∈ nextG (p0) do
Let G ′ = (P ′1,M ′1, p′) := reduce(subgameG (p)).
if ϕ is universal and G ′ = ⊥ then return ⊥
if ϕ is existential and G ′ = > then return >
if G ′ /∈ {>,⊥} and
G ′ 6= G ′′ for all G ′′ ∈ subgames((P ′,M ′, p′0)) then
Update P ′ := P ′ ∪ P ′1 and M ′ := M ′ ∪M ′1 ∪ {(p′0, p′)}.
if P ′ = {p′0} then return eval((P ′,M ′, p′0)).
return (P ′,M ′, p′0)
are removed. If, for instance, p = (A, ψ), where ψ is universal, then the falsifier
can safely ignore subgames that evaluate as >, i.e., for which the verifier has a
winning strategy. For example, it is easy to see that we can remove the two
subgames reached by the moves Y := ∅ and x := a in Figure 13.1.
Second, as with the characteristic trees RCq(A) versus FCq(A), we achieve a
significant collapse by replacing the induced structures A[c¯A] in positions of G
by a more generic, implicit representation — that of their normalized induced
substructures Norm(A[c¯A]). It is clear that if two undetermined subgames are
equal, we only need to keep either one as “witness” for possible winning positions
for the respective player in the model checking game. (This corresponds to
the “set” notation of subtrees used in the definition of RCq(A).) In this sense,
removing identical subgames from a game G can be seen as a variant of taking
the bisimulation quotient (cf., [10, Chapter 7]) of G .
Definition 69. Let A be a τ -structure, ϕ ∈ MSO(τ), and reduce() be the
algorithm depicted in Algorithm 4. Then we call
RMCG(A, ϕ) := reduce(EMCG(A, ϕ))
the reduced model checking game over A and ϕ.
We now show that EMCG(A, ϕ) and RMCG(A, ϕ) are, in some sense, equiv-
alent. This resembles the relationship of the characteristic trees FCq(A) and
RCq(A).
Lemma 70. Let A be a τ -structure and ϕ ∈ MSO(τ). Let G = EMCG(A, ϕ).
Then
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• eval(G ) = >, if and only if RMCG(A, ϕ) = reduce(G ) = >;
• eval(G ) = ⊥, if and only if RMCG(A, ϕ) = reduce(G ) = ⊥.
Proof. Let G = (P,M, p0), where p0 = (H, ϕ). Without loss of generality, we
assume that G /∈ {>,⊥}. We only show the first case (>), the second statement
is proven analogously. The proof is by induction over the structure of ϕ. If ϕ
is an atomic or negated atomic formula or P = {p0}, then the statement holds
by definition of reduce(G ). For the induction step, assume ϕ is not an atomic
or negated atomic formula, and next(p0) 6= ∅.
Let Gp = subgameG (p) for all p ∈ next(p0) and let eval(G ) = >. If ϕ is
existential, then there is p ∈ next(p0) with eval(Gp) = >. By the induction
hypothesis, reduce(Gp) = eval(Gp) = >, and therefore reduce(G ) = >. Simi-
larly, if ϕ is universal, then eval(Gp) = > for all p ∈ next(p0). By the induction
hypothesis, reduce(Gp) = > for each p ∈ next(p0). Hence, we have P ′ = {p′0}
after the for-loop. Since ϕ is universal, the call to eval((P ′,M ′, p′0)) returns >
by definition, and therefore reduce(G ) = >.
Conversely, let reduce(G ) = >. If ϕ is existential, then there is some p ∈
next(p0) with reduce(Gp) = >. Assume for a contradiction that reduce(Gp) =
⊥ for all p ∈ next(p0). Then P ′ = {p′0} after the for-loop, which implies
eval((P ′,M ′, p′0)) = ⊥, a contradiction. Let therefore p be such a position with
reduce(Gp) = >. Then, by the induction hypothesis, eval(Gp) = > for this p,
and therefore also eval(G ) = >. If ϕ is universal, then we know P ′ = {p′0}
after the for-loop, as this is the only possibility how reduce(G ) can return >.
Therefore, reduce(Gp) = > for all p ∈ next(p0), and hence eval(G ) = > by the
induction hypothesis and definition of eval(G ).
Lemma 71. Let A be a τ -structure that fully interprets τ , and ϕ ∈ MSO(τ).
Then
eval(MCG(A, ϕ)) = eval(convert(RMCG(A, ϕ))).
Proof. Let M = MCG(A, ϕ) and G = RMCG(A, ϕ). We prove the statement
by induction over the structure of ϕ. Recall that M is determined and hence
eval(M ) ∈ {>,⊥}.
If G ∈ {>,⊥}, then w.l.o.g. we have G = convert(G ). We get G =
eval(EMCG(A, ϕ)) from Lemma 70 and therefore, using Lemmma 68 for the
first equality,
eval(MCG(A, ϕ)) = eval(EMCG(A, ϕ)) = G
= eval(G ) = eval(convert(G )).
Let therefore G = (P,M, p0) /∈ {>,⊥} with p0 = (H, ϕ) and suppose
eval(MCG(A, ϕ)) = > (the case ⊥ is shown analogously). For atomic or
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negated atomic formulas, the statement clearly holds since, by definition,
H ∼= A[c¯A].
If ϕ ∈ {∀Rψ, ∃Rψ}, say ϕ = ∀Rψ, consider U ⊆ A and let A′ = (A, U)
with RA′ = U . If there is G ′ ∈ subgames(G ) with G ′ = RMCG(A′, ψ), then
eval(MCG(A′, ϕ)) = eval(convert(G ′)) by the induction hypothesis. If other-
wise there is no such G ′ in subgames(G ), then RMCG(A′, ψ) = > by definition
of reduce(), since G /∈ {>,⊥}. By Lemmas 70 and 66, we then conclude
eval(MCG(A′, ψ)) = >. Together, the lemma follows.
Similarly, if ϕ ∈ {ψ1 ∧ ψ2, ψ1 ∨ ψ2}, then for ψ ∈ {ψ1, ψ2} either there
is G ′ ∈ subgames(G ), such that G ′ = RMCG(A, ψ), or there is no such G ′
contained in subgames(G ). In the former case we again obtain eval(MCG, ψ) =
eval(convert(G ′)) by the induction hypothesis, and in the latter case we can
again argue that G ′ = RMCG(A, ψ) ∈ {>,⊥}.
Finally, let ϕ ∈ {∀cψ,∃cψ}. For any a ∈ A and A′ = (A, a), where cA′ = a, we
argue analogously to the previous cases that either there is G ′ ∈ subgames(G ),
such that G ′ = RMCG(A′, ψ), or there is no such G ′ contained in subgames(G ),
which implies G ′ = RMCG(A′, ψ) ∈ {>,⊥}.
Hence, consider the (τ ∪ {c})-expansion A′ of A with cA′ = nil. If there is
G ′ = (P ′,M ′, p′0) ∈ subgames(G ) with G ′ = RMCG(A′, ψ), then G ′ /∈ {>,⊥}.
In particular, G ′ = (H′, ψ), where H′ does not fully interpret τ ∪{c}. Therefore,
convert(G ) removes the subgame G ′ from G . In either case, convert(G ) does
only contain subgames where c has been interpreted as an object in A, as
considered above. Together, the statement of the lemma then follows.
Now we prove an upper bound for the size of a reduced game. Since this is a
general upper bound for arbitrary formulas and structures, we cannot expect
better bounds than the known lower bounds (unless P = NP) [91]. We therefore
only give a rough general upper bound that has not been optimized. Recall also
the similar bound given for the size of RCq(A) in Lemma 51. In Section 13.6,
we will later consider sharper upper bounds for concrete problems.
Definition 72. Let τ be a vocabulary and ϕ ∈ MSO(τ). Let A1,A2 be
two τ -structures. We call A1 and A2 ϕ-equivalent , denoted by A1 ≡ϕ A2,
if RMCG(A1, ϕ) = RMCG(A2, ϕ). By Struct(τ)/≡ϕ we denote the quotient
space of Struct(τ) under ≡ϕ.
Lemma 73. Let τ be a vocabulary, ϕ ∈ MSO(τ). Then
|Struct(τ)/≡ϕ| ≤ expqr(ϕ)+1(‖ϕ‖ · tt),
where ‖ϕ‖ is the length of an encoding of ϕ and t = |τ | + qr(ϕ) + 1. For a
τ -structure A, we have
|RMCG(A, ϕ)| ≤ expqr(ϕ)(‖ϕ‖ · tt).
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Proof. Let Nϕ := |Struct(τ)/≡ϕ|. The proof is by induction over the structure
of ϕ. Let G = (P,M, p0) = RMCG(A, ϕ) and r = arity(τ).
If ϕ is an atomic or negated atomic formula, then EMCG(A, ϕ) contains
only a single position p0 = (A[c¯A], ϕ), where c¯ = null(τ), and G = reduce(G ) ∈
{>,⊥,G }.
Hence, Nϕ depends on the number of non-isomorphic structures on at most
n := |c¯A| ≤ |null(τ)| objects. As in the proof of Lemma 51,
Nϕ ≤
∏
R∈rel(τ)
2n
arity(R) ≤ 2|τ |·nr ≤ expqr(ϕ)+1(tt).
If ϕ = ψ1 ∧ ψ2 or ϕ = ψ1 ∨ ψ2, then qr(ϕ) = max{qr(ψ1), qr(ψ2)} and
‖ψ1‖+ ‖ψ2‖ < ‖ϕ‖. By the induction hypothesis we for i ∈ {1, 2} get Nψi ≤
expqr(ϕ)+1(‖ψi‖ · ttii ), where ti = |τ |+ qr(ψi) + 1 ≤ t, and also |RMCG(A, ψi)| ≤
expqr(ϕ)(‖ψi‖ · ttii ). We conclude that
Nϕ ≤ Nψ1 ·Nψ2
≤ expqr(ϕ)+1(‖ψ1‖ · tt11 ) · expqr(ϕ)+1(‖ψ2‖ · tt22 )
= expqr(ϕ)+1(‖ψ1‖ · tt11 + ‖ψ2‖ · tt22 )
≤ expqr(ϕ)+1(‖ϕ‖ · tt)
and
|RMCG(A, ϕ)| ≤ 1 + expqr(ϕ)(‖ψ1‖ · t1t1) + expqr(ϕ)(‖ψ2‖ · t2t2)
≤ expqr(ϕ)(‖ϕ‖ · tt).
If ϕ ∈ {∀cψ,∃cψ,∀Rψ,∃Rψ}, then qr(ψ) = qr(ϕ)− 1, ‖ψ‖ < ‖ϕ‖, and, by
the induction hypothesis, Nψ = expqr(ψ)+1(‖ψ‖ · tψtψ), where tψ = |τ | + 1 +
qr(ψ) + 1 = t. Since reduce() collapses identical subgames, the total number
Nϕ is upper-bounded by 2Nψ = expqr(ψ)+2(‖ψ‖ · tt) ≤ expqr(ϕ)+1(‖ϕ‖ · tt). For
the size bound, we have
|RMCG(A, ϕ)| ≤ 1 +Nψ · expqr(ψ)(‖ψ‖tt)
≤ 1 + expqr(ψ)+1(‖ψ‖ · tt) · expqr(ψ)(‖ψ‖tt)
= 1 + expqr(ψ)(2‖ψ‖·t
t
+ ‖ψ‖tt)
≤ expqr(ϕ)(‖ϕ‖ · tt).
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We can significantly strengthen Lemma 68 further: If τ is a vocabulary, ϕ ∈
MSO(τ), and EMCG(A, ϕ) ∈ {>,⊥}, then EMCG(A⊕B, ϕ) = EMCG(A, ϕ)
for all B compatible with A.
Moreover, if Aˆ is a Lst -labeled τ -structure, then we can lift this result to
(most of) the Lst -labeled composition operators: Since the unary relabeling
operators relabi→j, relabpi, and forgeti do not modify the interpretations of the
symbols in τ , it is clear that for any Lst -labeled relabeling operator θ as defined
in Chapter 10, we have EMCG(θ(Aˆ), ϕ) = EMCG(Aˆ, ϕ) if EMCG(Aˆ, ϕ) ∈
{>,⊥}.
For the binary Lst -labeled composition operators θ ∈ {⊕,⊗g|f1,f2} defined in
Chapter 10, and for all Lst -labeled τ -structures Bˆ that are compatible to Aˆ, we
furthermore have EMCG(Aˆ, ϕ) = EMCG(Aˆ θ Bˆ, ϕ) if EMCG(Aˆ, ϕ) ∈ {>,⊥}.
These observations turn out very helpful w.r.t. dynamic programming al-
gorithms that use a Θ ∈ {Θtwτ,t,Θrwτ,t}-labeled parse tree T to recursively con-
struct the model checking games: If, during construction, we find a node
u ∈ V (T ) such that RMCG(Aˆu, ϕ) ∈ {>,⊥}, then we immediately get that
RMCG(Aˆu, ϕ) = RMCG(Aˆ, ϕ), where Aˆ is the structure generated by T , and
Aˆu is the structure generated by subtreeT (u). Recall, for instance, the 3-
Colorability problem mentioned earlier: If a subgraph Aˆu of a graph Aˆ is
not three-colorable, then clearly Aˆ is not three-colorable either.
Let us give a brief high-level explanation before we formally state and prove
these observations. Roughly speaking, if G = EMCG(A, ϕ) is determined, then
moves to objects b ∈ B \ A in G ′ = EMCG(A θ B, ϕ) are either “irrelevant”
for a player’s strategy or already “sufficiently” captured by moves to nil (cf.,
Lemma 67). If therefore one of the players, say the falsifier, has a winning
strategy in G , then in some sense this winning strategy carries over to G ′. In
the case of 3-Colorability, if A is not three-colorable, then the falsifier has
a winning strategy on EMCG(A, 3col): No matter which three sets the verifier
chooses, either these sets are not a partition or not independent sets. In either
case there are witnessing vertices that the falsifier can choose. Thus, no matter
which subsets the verifier chooses in G ′ = EMCG(A∪B, 3col), the falsifier can
then choose the same witnessing vertices to win each play of G ′.
Finally, we mention that the unary modification operator add(i1,...,ir)→R is an
exception: Here, these observations do not hold since the interpretations can
be modified “higher” in the parse tree, which may swap the winners of a play
in the model checking game. See Chapter 14 for a more detailed discussion.
Definition 74. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ∩Lst = ∅
and τˆ = τ ∪ Lst . We call a unary Lst -labeled composition operator θ over τ
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nice, if θ is decent, null(τˆ)θ(Aˆ) ⊆ null(τˆ)Aˆ and RAˆ = Rθ(Aˆ) for all Lst -labeled
τ -structures Aˆ and all R ∈ rel(τ).
It is easy to see that all the unary Lst -labeled operators defined in Chapter 10
except the unary modification operators add(i1,...,ir)→R are nice.
Lemma 75. The following unary Lst -labeled composition operators over τ are
nice:
1. relabi→j for 1 ≤ i ≤ t
2. relabpi for a permutation pi : [t]→ [t]
3. forgeti for 1 ≤ i ≤ t
We omit a proof.
Lemma 76. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ ∩ Lst = ∅.
Let Aˆ be a Lst -labeled τ -structure and θ be a nice unary Lst -labeled operator.
Let ϕ ∈ MSO(τ), G = EMCG(Aˆ, ϕ), and G ′ = EMCG(θ(Aˆ), ϕ).
1. eval(G ) = >, if and only if eval(G ′) = >.
2. eval(G ) = ⊥, if and only if eval(G ′) = ⊥.
Proof. We only show the first case (>) by induction over the structure of ϕ.
The other case is shown analogously. Let G = (P,M,P0, P1, p0) and G ′ =
(P ′,M ′, P ′0, P
′
1, p
′
0).
Since θ is nice and does not change the interpretations of relation symbols
in τ , we by definition for each i ∈ {0, 1} have p0 ∈ Pi iff p′0 ∈ P ′i . If ϕ is an
atomic or negated atomic formula, we have |P | = |P ′| = 1 and we therefore
immediately get eval(G ′) = > iff eval(G ) = >.
For the induction step, suppose ϕ ∈ {∀Rψ, ∃Rψ}. If ϕ = ∀Rψ, then
eval(EMCG((Aˆ, U), ϕ)) = > for all U ⊆ A, which by the induction hypothesis
implies eval(EMCG(θ((Aˆ, U)), ϕ)) = >, and therefore eval(G ′) = >. The
converse direction follows analogously.
Similarly, if ϕ = ∃Rψ, there is U ⊆ A with eval(EMCG((Aˆ, U), ϕ)) = >,
from which we also get eval(G ′) = > and vice versa.
The remaining cases are shown analogously.
Definition 77. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ∩Lst = ∅
and τˆ = τ ∪ Lst . We call a binary Lst -labeled composition operator θ over τ
nice, if θ is decent and for all compatible Lst -labeled τ -structures Aˆ1, Aˆ2 with
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A1 ∩ A2 = ∅, for all relation symbols R ∈ rel(τ), both i ∈ {1, 2} and all
a1, . . . , ar ∈ Ai, where arity r = arity(R), we have
null(τˆ)Aˆ = null(τˆ)Aˆ1 [d¯Aˆ1/d¯Aˆ] ∪ null(τˆ)Aˆ2 [d¯Aˆ2/d¯Aˆ]
and
(a1, . . . , ar) ∈ RAˆi iff (a1, . . . , ar)[d¯Aˆi/d¯Aˆ] ∈ RAˆ,
where d¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2) and Aˆ = Aˆ1 θ Aˆ2.
In other words, a binary operator θ is nice if, up to isomorphism, it does not
modify the underlying substructures Aˆ1, Aˆ2, and changes to the interpretations
only concern “new” tuples (a1, . . . , ar) that “cross” the two structures, i.e., that
contain elements from both, A1 and A2.
Lemma 78. The following binary Lst -labeled composition operators over τ are
nice:
1. ⊕
2. ⊗g|f1,f2 for linear transformations g, f1, f2 on L1t
Proof. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ ∩ Lst = ∅. Let
Aˆ1 and Aˆ2 be compatible Lst -labeled τ -structures with A1 ∩A2 = ∅, R ∈ rel(τ),
i ∈ {1, 2}, say i = 1, and a1, . . . , ar ∈ Ai, where arity r = arity(R). Let
d¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2) and Aˆ = Aˆ1 ⊕ Aˆ2.
First note that
null(τˆ)Aˆ = null(τˆ)Aˆ1 [d¯Aˆ1/d¯Aˆ] ∪ null(τˆ)Aˆ2 [d¯Aˆ2/d¯Aˆ]
by definition of ⊕. Let a1, . . . , ar ∈ A1, where arity r = arity(R). If there is
1 ≤ j ≤ r with aj 6= dAˆ1 for all d ∈ d¯, then, by definition, (a1, . . . , ar)[d¯Aˆ1/d¯Aˆ] ∈
RAˆ iff (a1, . . . , ar)[d¯Aˆ1/d¯Aˆ] ∈ RA1 [d¯A1/d¯Aˆ], iff (a1, . . . , ar) ∈ RAˆ1 . If otherwise
for all 1 ≤ j ≤ r we have aj = dAˆ1 for some d ∈ d¯, then (a1, . . . , ar)[d¯Aˆ1/d¯Aˆ] ∈
RA1 [d¯A1/d¯Aˆ] iff (a1, . . . , ar)[d¯Aˆ1/d¯Aˆ] ∈ RA2 [d¯A2/d¯Aˆ], since Aˆ1 and Aˆ2 are com-
patible. We then proceed as above, which proves that ⊕ is nice.
For ⊗g|f1,f2 , it again suffices to show that ⊗ is nice, since the linear transfor-
mations g, f1, f2 do not affect the relation symbols in τ . Since ⊕ is nice and ⊗
only adds edges between elements in Aˆ1 and Aˆ2, we can immediately conclude
that ⊗ is nice.
Lemma 79. Let s ∈ {0, 1}, t ∈ N. Let τ be a vocabulary with τ ∩ Lst = ∅ and
τˆ = τ ∪Lst . Let Aˆ1, Aˆ2 be compatible τˆ -structures and θ a nice binary Lst -labeled
composition operator. Let ϕ ∈ MSO(τ), k ∈ {1, 2}, Gk = EMCG(Aˆk, ϕ) and
G = EMCG(Aˆ1 θ Aˆ2, ϕ).
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1. If eval(Gk) = >, then eval(G ) = >.
2. If eval(Gk) = ⊥, then eval(G ) = ⊥.
Proof. We prove the lemma by induction over the structure of ϕ. Let Aˆ = Aˆ1 θ
Aˆ2, c¯ = null(τ) and d¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2). Let G = (P,M, p0)
and Gi = (Pi,Mi, pi), i ∈ {1, 2} with p0 = (Hˆ, ϕ) and pi = (Aˆi, ϕ), where
Hˆ = Aˆ[c¯Aˆ] and Hˆi = Aˆi[c¯Aˆi ]. Let w.l.o.g. k = 1 and eval(G1) = > (the other
cases are proven analogously).
Suppose ϕ = R(c1, . . . , cp) or ϕ = ¬R(c1, . . . , cp) for a relation symbol R ∈ τ .
We have eval(G1) = >, and hence, by definition ci ∈ interpreted(Aˆ1) for
all 1 ≤ i ≤ p. Let a1, . . . , ap ∈ A with (cHˆ11 , . . . , cHˆ1p )[d¯Aˆ1/d¯Aˆ] = (a1, . . . , ap),
i.e., ai ∈ A is the element corresponding to cHˆ1i after the application of θ.
Since θ is nice, we then have (cHˆ11 , . . . , cHˆ1p ) ∈ RHˆ1 iff (cHˆ11 , . . . , cHˆ1p ) ∈ RAˆ1 iff
(a1, . . . , ap) ∈ RAˆ iff (a1, . . . , ap) ∈ RHˆ, proving the claim.
Suppose now that ϕ = ψ1 ∧ ψ2 or ϕ = ψ1 ∨ ψ2. By definition, for each
ψ ∈ {ψ1, ψ2} there is a subgame G1,ψ = EMCG(Aˆ1, ψ) ∈ subgames(G1) and
a subgame Gψ = EMCG(Aˆ, ψ) ∈ subgames(G ). By the induction hypothesis,
eval(Gψ) = > if eval(G1,ψ) = >, and hence eval(G ) = > if eval(G1) = >.
If ϕ = ∀Rψ or ϕ = ∃Rψ, then for each U1 ⊆ A1 there is a subgame
G1,U = EMCG((Aˆ1, U1), ψ)) ∈ subgames(G1), and for each U ⊆ A there is a
subgame G ′U = EMCG((Aˆ, U), ψ)) ∈ subgames(G ).
Suppose ϕ = ∀Rψ and consider an arbitrary U ⊆ A. Let, for i ∈ {1, 2},
be Ui ⊆ Ai with Ui[d¯Aˆi/d¯Aˆ] = U ∩ Ui[d¯Aˆi/d¯Aˆ] (i.e., U is the result of the
“fusion” of the respective elements in U1 ∪ U2). Then (Aˆ1, U1) and (Aˆ2, U2) are
compatible. In either case, since eval(G1,U1) = >, by the induction hypothesis,
also eval(GU) = >. Therefore, eval(GU) = > for all U ⊆ A, and hence
eval(G ) = >.
If otherwise ϕ = ∃Rψ, then there is some U1 ⊆ A1 such that eval(G1,U ) = >.
Let U = U1[d¯Aˆ1/d¯Aˆ] ⊆ A and U2 ⊆ A2 such that U2[d¯Aˆ2/d¯Aˆ] = U ∩ U2[d¯Aˆ2/d¯Aˆ].
Then (Aˆ1, U1) and (Aˆ2, U2) are compatible. By the induction hypothesis,
eval(GU) = >, and therefore eval(G ) = >.
If ϕ = ∀cψ, consider an arbitrary (τ ∪ {c})-expansion Aˆ′ of Aˆ. Since θ is
nice, and hence decent, a = cAˆ′ ∈ A either is from Aˆ1, or from Aˆ2, or the
result of the fusion of two elements a1 ∈ A1 and a2 ∈ A2. If cAˆ′ ∈ A1, then
we let Aˆ′1 = (Aˆ1, cAˆ
′
) and Aˆ′2 = (Aˆ2, nil). Similarly, if cAˆ
′ ∈ A2, then we let
Aˆ′2 = (Aˆ2, c
Aˆ′) and Aˆ′1 = (Aˆ1, nil). If otherwise cAˆ /∈ (A1 ∪A2), then cAˆ′ = dAˆ is
the result of the fusion of two elements dAˆ1 ∈ A1 and dAˆ2 ∈ A2 for some d ∈ d¯,
and (Aˆ1, cAˆ1) and (Aˆ2, cAˆ2) are compatible. In this case, we let Aˆ′i = (Aˆi, dAˆi) for
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i ∈ {1, 2}, where cAˆ′i = dAˆi . Since eval(EMCG((Aˆ′1, ψ)) = >, by the induction
hypothesis also eval(EMCG(Aˆ′, ψ)) = >, which implies eval(G ) = >.
Assume now that ϕ = ∃cψ. Since eval(G1) = >, we know that there is a
(τ ∪ {c})-expansion Aˆ′1 of Aˆ1, such that eval(EMCG(Aˆ′1, ψ)) = >. Choose an
(τ ∪{c}-expansion Aˆ′2 of Aˆ2 such that cAˆ′2 = dAˆ′2 if cAˆ′1 = dAˆ1 for some d ∈ d¯, and
cAˆ
′
2 = nil else. Then Aˆ′1 and Aˆ′2 are compatible. Using the induction hypothesis
as above, we get eval(G ′) = >.
13.4. Inductive Computation of Reduced Games
Next, we show how reduced model checking games of decomposable structures
can be computed inductively and efficiently using a Θ-labeled parse tree of the
structure, when all operators in Θ are nice.
Let G = (P,M,P0, P1, p0) and G ′ = (P ′,M ′, P ′0, P ′1, p′0) be pebble games. We
call a map h : P → P ′ an isomorphism between G and G ′, if h is a bijection
between P and P ′, h(p0) = p′0 and for all p ∈ P and i ∈ {0, 1}, we have p ∈ Pi
iff h(p) ∈ P ′i . We call G and G ′ isomorphic, denoted by G ∼= G ′, if there is an
isomorphism between G and G ′. It is easy to see that eval() cannot distinguish
isomorphic games, i.e., for isomorphic games G ,G ′ we have eval(G ) ∼= eval(G ′),
and particularly eval(G ) = eval(G ′) if eval(G ) ∈ {>,⊥}.
Recall that A |= ϕ iff Aˆ |= ϕ. We first show that for reduced model
checking games, too, we can safely interchange A and its Lst -labeled expansion Aˆ
generated by the parse tree, since both games are isomorphic.
Lemma 80. Let s ∈ {0, 1}, t ∈ N, and let τ be a vocabulary with τ ∩ Lst = ∅.
Let A be a τ -structure and Aˆ be a Lst -labeled expansion of A. Let ϕ ∈ MSO(τ),
G = EMCG(A, ϕ), and Gˆ = EMCG(Aˆ, ϕ). Then G ∼= Gˆ .
Proof. Let G = (P,M,P0, P1, p0) and Gˆ = (Pˆ , Mˆ , Pˆ0, Pˆ1, pˆ0). Note that ϕ ∈
MSO(τ) ⊆ MSO(τ ∪ Lst). Therefore, none of the positions p = (Hˆ, ψ) ∈ Pˆ
contain formulas ψ that refer to any of the symbols in Lst — these symbols are
irrelevant to ϕ. By Definition 64, we therefore immediately get that h : Pˆ → P
defined via (Hˆ, ψ) 7→ (H, ψ), which simply “removes” the labels Lst , is an
isomorphism between Gˆ and G , as one easily verifies.
For the inductive construction, we introduce two algorithms: Algorithm 5
is used when Aˆ = θ(Aˆ) for some nice unary θ ∈ Θ. Algorithm 6 is used when
structures are combined using a nice binary operator θ ∈ Θ.
We start with the unary modification operators. Algorithm 5 is an analogon
to Definition 56 defining θ(RCq(Aˆ, ϕ)) and essentially simply applies θ to each
position of the input game.
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Algorithm 5 Transformation for unary Lst -operators
Algorithm transform(G , θ)
Input: A game G = (P,M, p0)
if G ∈ {>,⊥} then return G
Let p0 = (Hˆ, ϕ), Rˆ = θ(Hˆ) and c¯ = null(vocabulary(Rˆ)).
Let P ′ = {p′0} and M ′ = ∅, where p′0 = (Norm(Rˆ[c¯Rˆ]), ϕ).
for each G ′ ∈ subgames(G ) do
Let (P ′′,M ′′, p′′0) = transform(G ′, θ).
Set P ′ := P ′ ∪ P ′′ and M ′ := M ′ ∪M ′′.
return reduce((P ′,M ′, p′0))
Lemma 81. Let s ∈ {0, 1}, t ∈ N, and τ be a vocabulary with τ ∩ Lst = ∅.
Let τˆ = τ ∪ Lst and ϕ ∈ MSO(τ). Let Aˆ ∈ Struct(τˆ) and θ be a nice unary
Lst -labeled operator over τ . Then
RMCG(θ(Aˆ), ϕ) = transform(RMCG(Aˆ, ϕ), θ).
Proof. Let R = (P,M, p0) = RMCG(Aˆ, ϕ) be the game for the original
structure, R ′ = (P ′,M ′, p′0) = RMCG(θ(Aˆ), ϕ) be the game for θ(Aˆ), and
R ′′ = (P ′′,M ′′, p′′0) = transform(R, θ) be the game for which we want to show
equality.
If R ∈ {>,⊥} or R ′ ∈ {>,⊥}, then eval(R) = eval(R ′) by Lemma 70 and
Lemma 76. In the following, we can therefore w.l.o.g. assume that R,R ′ /∈
{>,⊥}.
The proof is by induction over the structure of ϕ. Firstly, we have p′0 = p′′0
as in the proof of Lemma 57. If ϕ is an atomic or negated atomic formula, we
therefore immediately get R ′ = R ′′.
Suppose ϕ ∈ {∀Rψ, ∃Rψ} and consider U ⊆ A. By the induction hypoth-
esis, S = transform(RMCG((Aˆ, U), ψ), θ) = RMCG(θ(Aˆ, U), ψ), and hence
RMCG(θ((Aˆ, U)), ψ) ∈ subgames(R ′) if and only if S ∈ subgames(R ′′), prov-
ing the claim.
The remaining cases are shown analogously.
Next we consider nice binary composition operators θ and show that for
structures Aˆ with Aˆ = Aˆ1 θ Aˆ2 the reduced model checking game R =
RMCG(Aˆ, ϕ) can be efficiently computed from R1 = RMCG(A1, ϕ) and R2 =
RMCG(A2, ϕ). For, Algorithm 6 essentially computes the Cartesian product of
plays in the games over Aˆ1 and Aˆ2, respectively. This is an analogon to the tree
cross product RCq(Aˆ1, ϕ) ×θ RCq(Aˆ2, ϕ) of characteristic trees (Definition 60).
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Algorithm 6 Combination for binary Lst -operators
Algorithm combine(G1,G2, θ)
Input: Two games Gi = (Pi,Mi, pi) with pi = (Hi, ϕ),
where H1 and H2 are compatible.
if G1 ∈ {>,⊥} then return G1
if G2 ∈ {>,⊥} then return G2
Let p0 := (H1 θ H2, ϕ), P := {p0} and M := ∅.
for each (p′1, p′2) ∈ next(p1)× next(p2) do
Let p′1 = (H′1, ψ1) and p′2 = (H′2, ψ2).
if ψ1 = ψ2 and H′1 and H′2 are compatible then
Let (P ′,M ′, p′0) = combine(subgameG1(p
′
1), subgameG2(p
′
2), θ).
Update P := P ∪ P ′ and M := M ∪M ′ ∪ {(p0, p′0)}.
return reduce((P,M, p0))
Lemma 82. Let s ∈ {0, 1}, t ∈ N, and τ be a vocabulary with τ ∩Lst = ∅. Let
τˆ = τ ∪ Lst and ϕ ∈ MSO(τ). Let Aˆ1, Aˆ2 be compatible τˆ -structures and θ be a
nice binary Lst -labeled operator over τ . Let, for i ∈ {1, 2}, Ri = RMCG(Aˆi, ϕ).
Then
RMCG(Aˆ1 θ Aˆ2, ϕ) = combine(R1,R2, θ).
Proof. The proof is by induction over the structure of ϕ. Let Aˆ = Aˆ1 θ Aˆ2, c¯ =
null(τˆ) and d¯ = interpreted(Aˆ1) ∩ interpreted(Aˆ2). Let R = (PR ,MR , pR) =
RMCG(Aˆ, ϕ). Let, for i ∈ {1, 2}, Ri = (PRi ,MRi , pRi) and pRi = (Aˆi[c¯Aˆi ], ϕ)
and G = (PG ,MG , pG ) = combine(R1,R2, θ).
If Ri ∈ {>,⊥} for an i ∈ {1, 2}, then eval(R) = eval(Ri) by Lemma 70 and
Lemma 79. In the following, we can therefore w.l.o.g. assume that R1,R2 /∈
{>,⊥}.
As in the proof of Lemma 57, we have
(Norm(Aˆ[c¯Aˆ]), ϕ) = (Norm(Aˆ1[c¯
Aˆ1 ] θ Aˆ2[c¯
Aˆ2 ]), ϕ).
Therefore, if ϕ is an atomic or negated atomic formula, the lemma holds: If
R ∈ {>,⊥}, then we have R = G by definition of eval() and the model
checking games EMCG and RMCG. If otherwise R /∈ {>,⊥}, then the above
implies pR = pG .
For the induction step, we distinguish the following cases.
Case ϕ = ψ1 ∧ ψ2 or ϕ = ψ1 ∨ ψ2
Let, for ψ ∈ {ψ1, ψ2}, Rψ = RMCG(Aˆ, ψ) and, for each i ∈ {1, 2}, let
Ri,ψ = RMCG(Aˆi, ψ).
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Let Rψ ∈ subgames(R). By definition of reduce(), this means Rψ /∈ {>,⊥}.
We first show that for i ∈ {1, 2}, also Ri,ψ ∈ subgames(Ri). For, let ψ ∈
{ψ1, ψ2} with Rψ /∈ {>,⊥} and suppose there was i ∈ {1, 2} with Ri,ψ /∈
subgames(Ri). This means R1,ψ ∈ {>,⊥}, and therefore, by Lemma 70 and
Lemma 79, Rψ ∈ {>,⊥}, a contradiction.
Therefore, we have Ri,ψ ∈ subgames(Ri) for each i ∈ {1, 2}. The compu-
tation of combine(R1,R2, θ) will eventually call combine(R1,ψ,R2,ψ, θ). By
the induction hypothesis, combine(R1,ψ,R2,ψ, θ) = Rψ and therefore Rψ ∈
subgames(combine(R1,R2, θ)).
Conversely, let ψ ∈ {ψ1, ψ2}. Consider (R1,ψ,R2,ψ) ∈ subgames(R1) ×
subgames(R2) such that combine(R1,R2, θ) calls combine(R1,ψ,R2,ψ, θ).
Then combine(R1,ψ,R2,ψ, θ) = Rψ by the induction hypothesis.
Together, the statement of the lemma follows.
Case ϕ = ∀Rψ or ϕ = ∃Rψ
Consider an arbitrary U ⊆ A and let R ′ = RMCG(Aˆ′, ψ), where Aˆ′ = (Aˆ, U)
with RAˆ′ = U . For i ∈ {1, 2}, let Ui ⊆ Ai with Ui[d¯Aˆi/d¯Aˆ] = U ∩Ui[d¯Aˆi/d¯Aˆ] and
R ′i = RMCG(Aˆ
′
i, ψ), where Aˆ′i = (Aˆi, Ui). Then Aˆ′1 and Aˆ′2 are compatible.
If R ′ ∈ subgames(R), then R ′ /∈ {>,⊥} and thus for each i ∈ {1, 2},
R ′i /∈ {>,⊥} by Lemma 70 and Lemma 79, which implies Ri ∈ subgames(Ri).
Therefore, the algorithm eventually calls combine(R ′1,R ′2, θ). By the induction
hypothesis, combine(R ′1,R ′2, θ) = R ′.
Conversely, assume the algorithm calls combine(R ′1,R ′2, θ), where R ′i =
RMCG(Aˆ′i, ψ) ∈ subgames(Ri) and Aˆ′i = (Aˆi, Ui) for some Ui ⊆ Ai. Let U =
U1[d¯
Aˆ1/d¯Aˆ] ∪ U2[d¯Aˆ2/d¯Aˆ]. By the induction hypothesis, combine(R ′1,R ′2, θ) =
RMCG(Aˆ′, ψ)), where Aˆ′ = (Aˆ, U) with RAˆ′ = U .
Together, the statement of the lemma follows.
Case ϕ = ∀cψ or ϕ = ∃cψ
Consider an (τ ∪ {c})-expansion Aˆ′ of Aˆ and let R ′ = RMCG(Aˆ′, ψ)).
If cAˆ′ ∈ A1, then we let Aˆ′1 = (Aˆ1, cAˆ′) and Aˆ′2 = (Aˆ2, nil). Similarly,
if cAˆ′ ∈ A2, then we let Aˆ′2 = (Aˆ2, cAˆ′) and Aˆ′1 = (Aˆ1, nil). If otherwise
cAˆ /∈ (A1∪A2), then cAˆ′ = dAˆ is the result of the fusion of two elements dAˆ1 ∈ A1
and dAˆ2 ∈ A2 for some d ∈ d¯, and (Aˆ1, cAˆ1) and (Aˆ2, cAˆ2) are compatible. In
this case, we let Aˆ′i = (Aˆi, dAˆi) for i ∈ {1, 2}, where cAˆ′i = dAˆi .
For i ∈ {1, 2}, we let R ′i = RMCG(Aˆ′i, ψ). If R ′ /∈ {>,⊥}, then R ′i /∈
{>,⊥} by Lemma 70 and Lemma 79. Therefore, if R ′ ∈ subgames(R),
then R ′i ∈ subgames(Ri) for both i ∈ {1, 2}. The algorithm therefore calls
combine(R ′1,R
′
2, θ). By the induction hypothesis, combine(R ′1,R ′2, θ) = R ′.
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Conversely, assume the algorithm calls combine(R ′1,R ′2, θ), where for each
i ∈ {1, 2} we have R ′i = reduce(Aˆ′i, ψ) for some (τ ∪ {c})-expansion Aˆ′i of Aˆi,
such that Aˆ′1 and Aˆ′2 are compatible. By the induction hypothesis, we have
combine(R ′1,R
′
2, θ) = RMCG(Aˆ
′, ψ), where Aˆ′ = Aˆ′1 θ Aˆ′2.
Together, the statement of the lemma follows.
13.5. Faster MSO Model Checking for
Decomposable Structures
For a set Θ of nice Lst -labeled operators, we can now prove Theorem 54 along
the lines of the proof in Section 12.2 to construct the game reduce(Aˆ, ϕ): By
Lemma 73, the size of a reduced game is bounded by a constant when the
vocabulary τ , the set Θ and the formula ϕ ∈ MSO(τ) are considered constant.
Given a Θ-labeled parse tree T for a τ -structure A, one can therefore construct
R = RMCG(A, ϕ) in O(|T |) steps with the help of transform() and combine().
In the root, we use eval(convert(R)) to test which player wins the model
checking game. Each step requires only constant time, yielding a linear time
algorithm.
We now prove the following extension to MSO-evaluation problems (Defini-
tion 40), which is the main theorem of this thesis.
Theorem 83. Fix an MSO-evaluation problem P over Struct(τ) with formula
ϕ ∈ MSO(τ ′) and a semiring E = (UE,⊕,⊗, 0ˆ, 1ˆ) such that the ⊕,⊗ operations
can be computed in constant time. Let s ∈ {0, 1}, t ∈ N be constants and
Θ be a set of nice Lst -labeled operators over τ . Given a decomposable τ -
structure A together with a Θ-labeled parse tree T generating A and a computable
weak semiring homomorphism from assignring(ϕ,A) to E, we can compute
h(sat(ϕ,A)) in time O(|T |).
We remark that the constant-time requirement for ⊕ and ⊗ of the semiring
is merely to avoid additional factors in the running time bound that are due to
the expensive computation of the ring operations, cf., the related discussion
in [8]. In the uniform cost measure, our theorem particularly includes all linear
EMSO-definable optimization problems. Moreover, we can simply drop this
requirement on the cost of a corresponding increase of the running time. In this
context, we also refer to Section 16.2.5, where we describe our implementation
of the MinCardSet semiring.
The remainder of this section is devoted to the proof of this theorem. In
what follows, we w.l.o.g. consider the Lst -labeled τ -structure Aˆ that is generated
by the given parse tree T instead: We have universe(A) = universe(Aˆ), and
therefore h(sat(ϕ,A)) = h(sat(ϕ, Aˆ)).
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We give an algorithm that essentially works as follows: In a first phase, the
algorithm uses dynamic programming on the parse tree to compute the reduced
model checking games R = RMCG(Aˆ′, ϕ) and the values h({(U¯)}) for all τˆ ′-
expansions Aˆ′ = (Aˆ, U¯) of Aˆ, where (U¯) ∈ assignments(ϕ, Aˆ) (Lemmas 84–86).
In a second phase, the algorithm tests whether the verifier has a winning
strategy on convert(R) for each such game R, or, in other words (Lemma 71),
whether (Aˆ, U¯) |= ϕ. Using the suitable semiring operations, this then yields
the desired value h(sat(ϕ, Aˆ)) (Lemma 87). Since most of the games considered
are identical (Lemma 73), we can obtain the linear run time bounds.
Let us fix some further notation. Let R¯ = {R1, . . . , Rl} = τˆ ′ \ τˆ be the set of
free variables of ϕ relative to τˆ . Let c¯ = null(τˆ ′), i.e., c¯ = {l1, . . . , lt} if s = 0,
and c¯ = ∅ if s = 1. Recall that for each node i ∈ V (T ), Aˆi is the substructure
of Aˆ that is generated by subtreeT (i). For i ∈ V (T ) we let
Ei = { (Aˆi, U¯) | ~U = (U1, . . . , Ul) ∈ assignments(ϕ, Aˆi) }
be the set of τˆ ′-expansions of Aˆi, such that for each 1 ≤ j ≤ l the free variable Rj
of ϕ is interpreted as Uj, and
Gi = {RMCG(Aˆ′i, ϕ) | Aˆ′i ∈ Ei }
be the corresponding reduced model checking games.
To ease the search for compatible games, we use the following observation: For
any ~U, ~U ′ ∈ assignments(ϕ, Aˆi) with ~U ∩ c¯Aˆi = ~U ′ ∩ c¯Aˆi and any τˆ ′-structure Bˆ,
we have that (Aˆi, ~U) and Bˆ are compatible if and only if (Aˆi, ~U ′) and Bˆ are
compatible. We therefore call ~U ∩ c¯Aˆi the compatibility profile of ~U . Let
Ci = { ~U ∩ c¯Aˆi | ~U ∈ assignments(ϕ, Aˆi) }
be the set of compatibility profiles of the assignments(ϕ, Aˆi). For each ~U ∈
assignments(ϕ, Aˆi), we let
Ai(~U) = { (U ′1, . . . , U ′l ) ∈ assignments(ϕ, Aˆi) | ~U ′ ∩ c¯Aˆi = ~U ∩ c¯Aˆi }
be the set of assignments that have the same compatibility profile as ~U ,
Ei(~U) = { (Aˆi, U¯ ′) ∈ Ei | (U ′1, . . . , U ′l ) ∈ Ai(~U) }
be the set of corresponding τ -expansions of Aˆi, and
Gi(~U) = {RMCG(Aˆ′i, ϕ) | Aˆ′i ∈ Ei(~U) }
be the corresponding games.
Finally, for arbitrary games R, we let
Ei(~U,R) = { Aˆ′i ∈ Ei(~U) | R = RMCG(Aˆ′i, ϕ) }
be the set of expansions Aˆ′i that have the reduced model checking game R.
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13.5.1. The Algorithm
We use dynamic programming on the parse tree as follows. As usual, we
associate with each node i ∈ V (T ) of the parse tree a table Si that contains
feasible, partial solutions and their corresponding value val i, which here is an
element of the semiring.
Formally, we let Si : Ci → 2Gi\{⊥} map compatibility profiles ~C ∈ Ci to
sets of feasible games over Aˆi, and let val i : Ci × Gi → UE map each such
pair (~C,R) to an element in the semiring. Initially, we let Si(~C) := ∅ and
val i(~C,R) := h(∅) = 0ˆ for all ~C ∈ Ci and R ∈ Gi.
Phase 1 The algorithm traverses the parse tree bottom-up. Each node
i ∈ V (T ) is either a leaf of the parse tree and labeled with a nullary generating
operator, or an internal or root node labeled with a nice unary operator or a
nice binary operator. The algorithm distinguishes these cases as follows.
nullary operator: Let i be labeled with the nullary operator Norm(Aˆi). For
all (U1, . . . , Ul) ∈ assignments(ϕ, Aˆi) the algorithm considers R~U =
RMCG((Aˆi, U¯), ϕ). If R~U 6= ⊥, then the algorithm sets
Si(~U ∩ c¯Aˆi) := Si(~U ∩ c¯Aˆi) ∪ {R~U}
and
val i(~U ∩ c¯Aˆi ,R~U) := val i(~U ∩ c¯Aˆi ,R~U)⊕ h({ ~U \ c¯Ai }).
Here we use ~U \ c¯Ai as an argument to the weak homomorphism, since
the ⊗-operation of the semiring corresponds to the disjoint union of two
assignments, which is not guaranteed for the ⊕-operation. For s = 0,
we effectively therefore temporarily remove the elements l¯Aˆi from the
semiring element and add them back later (see below).
unary operator: Let j ∈ V (T ) be the unique child of i and let i be labeled
with the unary operator θ. The algorithm iterates over all ~Cj ∈ Cj, and
first computes ~Ci = ~Cj ∩ c¯Aˆi and ~Fj = ~Cj ∩ (c¯Aˆj \ c¯Aˆi). The algorithm
then considers each Rj ∈ Sj(~Cj) and computes Ri = transform(Rj, θ).
If Ri 6= ⊥, it updates
Si(~Ci) := Si(~Ci) ∪ {Ri}
and
val i(~Ci,Ri) := val i(~Ci,Ri)⊕
(
val j(~Cj,Rj)⊗ h({~Fj})
)
,
accommodating for the elements in ~Fj.
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Here ~Fj contains precisely those elements of c¯Aˆj that are no longer in-
terpreted in Aˆi and that we therefore need to add back to the semiring
element.
binary operator: Let i be labeled with the binary operator θ and j1, j2 ∈
V (T ) be the children of i. Let, for k ∈ {1, 2} and ~Cjk ∈ Cjk , be
θ(~Cjk) :=
{
~Cjk [l¯
Aˆjk/l¯Aˆi ] s=0
~Cjk s=1.
For each pair (~Cj1 , ~Cj2) ∈ Cj1 × Cj2 with θ(~Cj1) = θ(~Cj2), the algo-
rithm considers each pair (Rj1 ,Rj2) ∈ Sj1(~Cj1) × Sj2(~Cj2). If Ri =
combine(Rj1 ,Rj2 , θ) 6= ⊥, it updates
Si(~Ci) := Si(~Ci) ∪ {Ri}
and
val i(~Ci,Ri) := val i(~Ci,Ri)⊕
(
val j1(~Cj1 ,Rj1)⊗ val j2(~Cj2 ,Rj2)
)
,
where ~Ci = θ(~Cj1) ∪ θ(~Cj2).
Phase 2 Let r = root(T ). The algorithm starts with sol := h(∅) = 0ˆ and
iterates over each ~C ∈ Cr and each R ∈ Sr(~C). If eval(convert(R)) = >, then
the algorithm updates
sol := sol ⊕ (val r(~C,R)⊗ h({~C ∩ c¯Aˆr})),
which adds the remaining elements c¯Aˆr to each semiring element and computes
the final solution sol . Finally, the algorithm outputs sol .
13.5.2. Proofs
In order to show that the algorithm is correct and computes the desired ring
element, we use induction over the structure of the parse tree to prove that the
following property is invariant.
Property 1. After the algorithm has processed a node i ∈ V (T ) of the parse
tree in Phase 1,
(I) for each ~U = (U1, . . . , Ul) ∈ assignments(ϕ, Aˆi) such that ⊥ 6= R =
RMCG((Aˆi, U¯), ϕ), we have R ∈ Si(~U ∩ c¯Aˆi);
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(II) for each ~C ∈ Ci and each R ∈ Si(~C), we have R 6= ⊥ and R ∈ Gi(~C);
and
(III) for each ~C ∈ Ci and each R ∈ Si(~C), we have
val i(~C,R) =
⊕{ h({~U \ c¯Aˆi}) ∣∣ (U1, . . . , Ul) ∈ Ai(~C)
and RMCG((Aˆi, U¯), ϕ) = R
}
.
Here, (I) guarantees that Si is complete, i.e., it contains all feasible partial
solutions, (II) guarantees that all games in Si(~C) are a reduced game over
some τˆ -expansion of Aˆi, and (III) guarantees that we also compute the correct
solution, i.e., the correct ring element.
Lemma 84. Property 1 holds for leaves of the parse tree.
We omit a proof, since (I)–(III) clearly hold by construction.
Lemma 85. Let i ∈ V (T ) be a node of the parse tree that is labeled with a
unary operator θ. Let j ∈ V (T ) be the unique child of i. If Property 1 holds
for j, then it also holds for i.
Proof. Let ~U = (U1, . . . , Ul) ∈ assignments(ϕ, Aˆi) such that ⊥ 6= Ri =
RMCG((Aˆi, U¯), ϕ). Since θ is nice, Ai = Aj, i.e., the underlying τ -structure
is not changed by the operation. Therefore, ~U ∈ assignments(ϕ, Aˆj). Let
Rj = RMCG((Aˆj, U¯), ϕ). By Lemma 76 and Lemma 70, Rj 6= ⊥ and thus,
by (I) for j, Rj ∈ Sj(~U ∩ c¯Aˆj ). The algorithm therefore eventually considers Rj
and computes Ri = transform(Rj, θ), which implies (I) for i by Lemma 81.
Conversely, let Ri ∈ Si(~Ci) for some ~Ci ∈ Ci. By construction, there is
~Cj ∈ Cj and Rj ∈ Sj(~Cj) with ~Cj ∩ c¯Aˆi = ~Ci and Ri = transform(Rj, θ).
By the property for j, Rj ∈ Gj(~Cj), i.e., Rj = RMCG((Aˆj, U¯), ϕ) for some
~U = (U1, . . . , Ul) ∈ Aj(~Cj). We have ~U ∈ assignments(ϕ, Aˆj) and therefore
Ri = transform(Rj, θ) = RMCG((Aˆi, U¯i), ϕ) by Lemma 81. Furthermore,
~Ci = ~U ∩ c¯Aˆi ⊆ ~U ∩ c¯Aˆj = ~Cj, implying (II).
Finally, let ~Ci ∈ Ci, Ri ∈ Si(~Ci), and a¯ = c¯Aˆj \ c¯Aˆi . We have
val i(~Ci,Ri) =
⊕
~Cj∈Cj
~Ci= ~Cj∩c¯Aˆi
{
val j(~Cj,Rj)⊗ h({~Fj})
∣∣ ~Fj = ~Cj ∩ a¯ ∧
Rj ∈ Sj(~Cj) with Ri = transform(Rj, θ)
}
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by construction. By (III) for j, therefore
val i(~Ci,Ri) =
⊕
~Cj∈Cj
~Ci= ~Cj∩c¯Aˆi

h({~U \ c¯Aˆj})⊗ h({~Fj})
∣∣ ~Fj = ~Cj ∩ a¯,
(U1, . . . , Ul) ∈ Aj(~Cj) with
Ri = transform(RMCG((Aˆj, U¯), ϕ), θ)

Lemma 81
h hom.=
⊕
~Cj∈Cj
~Ci= ~Cj∩c¯Aˆi

h({~U \ c¯Aˆj} ∪ˆ {~Fj})
∣∣ ~Fj = ~Cj ∩ a¯,
(U1, . . . , Ul) ∈ Aj(~Cj) with
Ri = RMCG((Aˆi, U¯), ϕ)

=
⊕
~Fj∈2a¯×···×2a¯

h({(~U \ c¯Aˆj) ∪ ~Fj})
∣∣
(U1, . . . , Ul) ∈ Aj(~Ci ∪ ~Fj) with
Ri = RMCG((Aˆi, U¯), ϕ)

=
⊕{ h({~U \ c¯Aˆi}) ∣∣ (U1, . . . , Ul) ∈ Ai(~Ci) with
Ri = RMCG((Aˆi, U¯), ϕ)
}
.
Lemma 86. Let i ∈ V (T ) be a node of the parse tree that is labeled with a
binary operator θ. Let j1, j2 ∈ V (T ) be the children of i such that Aˆi = Aˆj1 θ Aˆj2.
If Property 1 holds for j1 and j2, then it also holds for i.
Proof. Let ~U = (U1, . . . , Ul) ∈ assignments(ϕ, Aˆi) such that ⊥ 6= Ri =
RMCG((Aˆi, ~U), ϕ). Let, for k ∈ {1, 2} be ~Ujk ∈ assignments(ϕ, Aˆjk) such
that ~U ∩ c¯Aˆi = ~Ujk [l¯Aˆjk/l¯Aˆi ] if s = 0, and ~U ∩ c¯Aˆi = ~Ujk else, and let
Rjk = RMCG((Aˆjk ,
~Ujk), ϕ). By Lemma 79 and Lemma 70, Rjk 6= ⊥ and
thus, by (I) for jk, Rjk ∈ Sjk(~Ujk ∩ c¯Aˆjk ). The algorithm therefore even-
tually considers the pair (Rj1 ,Rj2) ∈ Sj1(~Uj1 ∩ c¯Aˆj1 ) × Sj2(~Uj2 ∩ c¯Aˆj2 ) and
computes Ri = combine(Rj1 ,Rj2 , θ), which implies (I) for i by Lemma 82.
Conversely, let Ri ∈ Si(~Ci) for some ~Ci ∈ Ci. By construction, there
are ~Cjk ∈ Cjk , k ∈ {1, 2} and (Rj1 ,Rj2) ∈ Sj1(~Cj1) × Sj2(~Cj2), such that
~Ci = θ(~Cj1) ∪ θ(~Cj2), where θ(~Cjk) is defined as above, and such that Ri =
combine(Rj1 ,Rj2 , θ). By the property for jk, Rjk ∈ Gjk(~Cjk), i.e., Rjk =
RMCG((Aˆjk , U¯jk), ϕ) for some ~Ujk = (Ujk,1, . . . , Ujk,l) ∈ Ajk(~Cjk). We have
~Ujk ∈ assignments(ϕ, Aˆjk) and therefore, by Lemma 82,
Ri = combine(Rj1 ,Rj2 , θ) = RMCG((Aˆi, U¯i), ϕ),
where ~Ui = θ(~Uj1) ∪ θ(~Uj2), implying (II).
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Finally, let ~Ci ∈ Ci and Ri ∈ Si(~Ci). We have
val i(~Ci,Ri) =⊕
( ~Cj1 ,
~Cj2 )∈Cj1×Cj2
θ( ~Cj1 )=θ(
~Cj1 )
{
val j1(~Uj1 ,Rj1)⊗ val j2(~Uj2 ,Rj2)
∣∣
Rjk ∈ Sjk(~Cjk) with Ri = combine(Rj1 ,Rj2 , θ)
}
by construction. By (III) for jk, k ∈ {1, 2}, therefore
val i(~Ci,Ri) =
⊕
( ~Cj1 ,
~Cj2 )∈Cj1×Cj2
θ( ~Cj1 )=θ(
~Cj1 )

h({~Uj1 \ c¯Aˆj1})⊗ h({~Uj2 \ c¯Aˆj2})
∣∣
(Ujk,1, . . . , Ujk,l) ∈ Ajk(~Cjk) with
Ri = combine(Rj1 ,Rj2 , θ)
where Rjk = RMCG((Aˆjk , U¯jk), ϕ)

Lemma 82
h hom.=
⊕
( ~Cj1 ,
~Cj2 )∈Cj1×Cj2
θ( ~Cj1 )=θ(
~Cj1 )

h
({~Uj1 \ c¯Aˆj1} ∪ˆ {~Uj2 \ c¯Aˆj2}) ∣∣
(Ujk,1, . . . , Ujk,l) ∈ Ajk(~Cjk) with
Ri = RMCG((Aˆi, θ(U¯j1) ∪ θ(U¯j2)), ϕ)

=
⊕{ h({~U \ c¯Aˆi}) ∣∣ (U1, . . . , Ul) ∈ Ai(~Ci) with
Ri = RMCG((Aˆi, U¯), ϕ)
}
.
Lemma 87. Let r = root(T ) be the root of the parse tree and let Property 1 hold
for r. Let sol = h(sat(ϕ, Aˆ)) be the solution of the MSO evaluation problem.
Then
sol =
⊕{ val r(~C,R)⊗ h({~C ∩ c¯Aˆr}) ∣∣ ~C ∈ Cr ∧R ∈ Sr(~C) ∧
eval(convert(R)) = >
}
.
Proof. Note that Aˆ = Aˆr. We have
h(sat(ϕ, Aˆ))
= h
({ (U1, . . . , Ul) ∈ assignments(ϕ, Aˆ) ∧ (Aˆ, U¯) |= ϕ })
Lem. 66
=
⊕{ h({~U}) | (U1, . . . , Ul) ∈ assignments(ϕ, Aˆ) ∧
eval(convert(RMCG((Aˆ, U¯), ϕ))) = >
}
Lemma 66 requires that the corresponding structure is fully interpreted,
which is not necessarily the case for Aˆ (if s = 0, some of the li are pos-
sibly uninterpreted). For the second equality, we therefore use the fact
153
13. Practically Useable Algorithms
that by Lemma 80 we have EMCG((Aˆ, U¯), ϕ) ∼= EMCG((A, U¯), ϕ) for all
(U1, . . . , Ul) ∈ assignments(ϕ, Aˆ) = assignments(ϕ,A). Furthermore, we have
eval(convert(R)) = eval(convert(R ′)) for any two isomorphic games R ∼= R ′.
Since (A, U¯) is fully interpreted, we by Lemma 66 and Lemma 70, therefore
have (Aˆ, U¯) |= ϕ iff (A, U¯) |= ϕ iff eval(convert(RMCG((A, U¯), ϕ))) = > iff
eval(convert(RMCG((Aˆ, U¯), ϕ))) = >. We continue,
=
⊕
~C∈Cr
{
h({~U}) | (U1, . . . , Ul) ∈ Ar(~C) ∧
eval(convert(RMCG((Aˆ, U¯), ϕ))) = >
}
=
⊕
~C∈Cr
{
h({~U \ c¯Aˆr})⊗ h({~C ∩ c¯Aˆr}) | (U1, . . . , Ul) ∈ Ar(~C) ∧
eval(convert(RMCG((Aˆ, U¯), ϕ))) = >
}
=
⊕
~C∈Cr
R∈Gr( ~C)
 h({
~U \ c¯Aˆr})⊗ h({~C ∩ c¯Aˆr}) |
(U1, . . . , Ul) ∈ Ar(~CR = RMCG((Aˆ, U¯), ϕ) ∧
eval(convert(R)) = >

(I),(II)
=
⊕
~C∈Cr
R∈Sr( ~C)
 h({
~U \ c¯Aˆr})⊗ h({~C ∩ c¯Aˆr}) |
(U1, . . . , Ul) ∈ Ar(~C)R = RMCG((Aˆ, U¯), ϕ) ∧
eval(convert(R)) = >

(III)
=
⊕
~C∈Cr
R∈Sr( ~C)
{
val r(~C,R)⊗ h({~C ∩ c¯Aˆr}) | eval(convert(R)) = >
}
We can now prove Theorem 83.
Proof of Theorem 83. Using induction over the structure of the parse tree and
Lemmas 84–86 for the respective nodes, we know that Property 1 holds for the
root node of the tree decomposition after the algorithm has finished Phase 1.
By Lemma 87, the algorithm outputs the correct solution in Phase 2.
For the running time, consider i ∈ V (T ). We have |Ci| = O(2|c¯|·l), which
is a constant. For ~U ∈ Ci, the set Si(~U) contains only a constant number of
games by Lemma 73, each of which has constant size, again by Lemma 73.
All operations on games, i.e., reduce(), eval(), transform(), combine(), and
convert(), therefore take constant time.
In total, at a node i ∈ V (T ), a constant number of games is considered,
and each operation on games takes constant time. Since the operations ⊕,⊗
also take constant time each, and for ~U ∈ assignments(ϕ, Aˆ) with |Ui| ≤ t the
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computation of h({~U}) also takes constant time, we immediately get that the
total running time is O(|T |), as claimed.
13.6. Solving Concrete Problems
In the analysis of the running time of the algorithm, we were rather pessimistic
w.r.t. the constants hidden in the O(|T |). Recall that unless P = NP, in general
these cannot be bounded by an elementary function, i.e., the running time of
the algorithm cannot be O(f(‖ϕ‖, w) · n) for a fixed function f : N×N→ N
that is a nesting of exponentials of bounded depth [91].
The picture changes dramatically once we assume the problem is fixed,
i.e., if the vocabulary τ and the formula ϕ ∈ MSO(τ) defining the problem
is a constant. Specialized and efficient algorithms exist for many problems,
e.g., of running time O(2wn) for the Minimum Vertex Cover problem, or
of O(3wpoly(w) · n) for Minimum Dominating Set and 3-Colorability,
cf. [207,218], where w is the treewidth of the input graph and poly(w) is a fixed
polynomial in w. For small treewidth such algorithms are indeed feasible in
practical applications, cf. [22].
In this section, we estimate the running times of our generic approach for the
three aforementioned problems for graphs of bounded treewidth. Let t ∈ N and
let T be a ΘtwτGraph,t-labeled parse tree generating the input graph structure A
over τGraph, and let l¯ = L0t . Note that the l¯Aˆi are the elements in a corresponding
bag Xi of the tree decomposition of A.
13.6.1. Minimum Vertex Cover
Recall from Example 13 that the formula
vc ′ = ∀x∀y(¬adj(x, y) ∨ x ∈ R ∨ y ∈ R)
is true on a (τGraph, R)-structure (A, U) if and only if U ⊆ A is a vertex cover
for the graph A. Using the notation from the previous section, we claim that
for each i ∈ V (T ) and for all U¯ ∈ Ci the set Si(U¯) contains at most one game
R, and if R ∈ Si(U¯) for some U¯ , then |R| = poly(t). To this end, consider
arbitrary ~C ∈ Ci and let Aˆ′i ∈ Ei(~C) and R = RMCG(Aˆ′i, vc ′).
For any a ∈ Ai, such that a ∈ RAˆ′i , the verifier has a winning strategy on
R ′′ = RMCG(Aˆ′′i , ∀y . . .), where Aˆ′′i = (Aˆ′i, a) with xAˆ′′i = a, since the atomic
formula x ∈ R is always satisfied. Therefore, R ′′ = > /∈ subgames(R).
Consider now a subgame R ′′ = RMCG(Aˆ′′i ,∀y . . .), where Aˆ′′i = (Aˆ′i, a) with
a /∈ RAˆ′′i . If there is b ∈ Ai, such that (a, b) ∈ adjAˆ′′i and b /∈ RAˆ′′i , then the
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falsifier has a winning strategy for R ′′ and therefore R = ⊥. If otherwise for all
b ∈ Ai either b ∈ RAˆ′′i or (a, b) /∈ adjAˆ′′i , then we get RMCG((Aˆ′i, a, b), . . .)) = >,
and the corresponding game is not a subgame of R ′′. Therefore only the
subgame of R ′′ is that for Aˆ′′i with yAˆ
′′
i = nil, which remains undetermined. We
conclude RMCG((Aˆ′i, b1), ∀y . . .) = EMCG((Aˆ′i, b2),∀y . . .) for all b1, b2 /∈ l¯Aˆi .
Due to the symmetry of x and y in the vertex cover formula, we can argue
analogously for the cases where the roles of x and y have been interchanged.
Therefore, R1 = R2 for allR1,R2 ∈ Gi(~C), from which we conclude |Si(U¯)| ≤ 1.
Each game R is of size |R| = O(t), since by above considerations
|subgames(RMCG(Aˆ′′i ,∀y . . .))| ≤
{
t+ 1 + 1 if xAˆ′′i = nil
1 if xAˆ′′i ∈ Ai
and |subgames(RMCG(Aˆ′i, vc ′))| ≤ t+1+1: In both cases, we have t subgames
for the vertices in l¯Aˆi , one subgame for all vertices in Ai \ l¯Aˆi (since all of them
are equivalent), and one subgame for the case that x and y, respectively, remain
uninterpreted. See Figure 13.2 for an example.
It is not hard to see that the operations reduce(), eval(), convert() as well as
transform() and combine() can be implemented in a way such that they run in
time polynomial in the size of the input games. Hence, we immediately find
that the generic algorithm introduced in this article reaches, up to small factors
polynomial in t, the running time of O(2tn) of the specialized algorithm, since
|Ci| = 2t for all i ∈ V (T ).
13.6.2. Minimum Dominating Set
The formula
ds = ∀x(x ∈ R ∨ ∃y(y ∈ R ∧ adj(x, y)))
holds in (Aˆ, U) if and only if U ⊆ A is a dominating set for the graph Aˆ. Let for
each i ∈ V (T ) and ~C = (C1) ∈ Ci be k = t− |C1|. We claim that |Sj(~C)| ≤ 2k.
To this end, let again Aˆ′i ∈ Ei(~C), U = RAˆ′i ⊆ Ai, and R = RMCG(Aˆ′i, ds). See
Figure 13.3 for an example.
If U dominates a ∈ Ai, then either a ∈ U and RMCG((Aˆ′i, a), x ∈ R) = >,
or there is b ∈ U that is adjacent to a, and RMCG((Aˆ′i, a), ∃y . . .) = >. In
both cases we get R ′ = RMCG((Aˆ′i, a), x ∈ R ∨ ∃y . . .) = >, and therefore
R ′ /∈ subgames(R).
If a ∈ Ai is not dominated by U , then RMCG((Aˆ′i, a), x ∈ R) = ⊥ and
RMCG(Aˆ′′i , y ∈ R ∧ adj(x, y)) = ⊥ for all Aˆ′′i with xAˆ′′i = a and yAˆ′′i ∈ Ai.
These games are therefore removed by reduce(). Only the game RMCG(Aˆ′′i , y ∈
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∀x
∀y
∀y
∨
∨
∨
y ∈ R
¬adj (x, y)
x ∈ R
¬adj (x, y)
x ∈ R
y ∈ R
¬adj (x, y)
x := a
x := nil
y := nil
y := a
y := nil
Figure 13.2.: Simplified schematic of RMCG(Aˆ, vc ′), where Aˆ has universe
A = {a} and a /∈ RAˆ. If any of the symbols x or y remains
uninterpreted (cases x := nil and y := nil in the figure), then
some of the plays in EMCG(Aˆ, vc ′) end with a draw and still
persist in the reduced game. In parlance of tree decompositions,
this essentially means that it is still open whether in the “future”
of the current bag there will be any adjacent vertices. For
example, in the branch x := a, for all future vertices y we need
to make sure that either y is not adjacent to x or contained in
the vertex cover.
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∀x
∨
∨
∃y
∃y
x ∈ R
∧
∧
∧
y ∈ R
adj (x, y)
adj (x, y)
y ∈ R
adj (x, y)
x := a
x := nil
y := nil
y := b
y := nil
Figure 13.3.: Simplified schematic of RMCG(Aˆ, ds), where Aˆ has universe
A = {a, b} and RAˆ = {b}, such that a and b are not adjacent.
Even though “currently” a is undominated, it might still be dom-
inated by a “future” vertex; the corresponding plays (reached
by the upper y := nil move in the figure) end with a draw and
therefore persist in the reduced game. Similarly, the branch
x := nil corresponds to the case that “future” vertices are chosen
as interpretations for x. Such vertices can be dominated by b,
which is represented by the game reached by the y := b move.
R ∧ adj(x, y) with xAˆ′′i = a and yAˆ′′i = nil remains undetermined. Thus for all
a1, a2 ∈ Ai \ l¯Aˆi that are not dominated by U we have
RMCG((Aˆ′i, a1), x ∈ R ∨ ∃y . . .) = RMCG((Aˆ′i, a2), x ∈ R ∨ ∃y . . .).
For Aˆ′′i with xAˆ
′′
i = nil the game RMCG(Aˆ′′i , x ∈ R) remains undetermined.
For all b ∈ Ai \ U we have RMCG((Aˆ′′i , b), y ∈ R ∧ adj(x, y)) = ⊥ due to the
subformula y ∈ R, and is therefore not a subgame of RMCG(Aˆ′′i ,∃y . . .). For
all b ∈ Ai ∩ U we have
RMCG((Aˆ′′i , b), y ∈ R ∧ adj(x, y)) ∈ subgames(RMCG(Aˆ′′i , ∃y . . .)),
since the subgame for adj(x, y) remains uninterpreted as depicted in the branch
y := b in Figure 13.3. Here, again
RMCG((Aˆ′′i , b1),∃y . . .) = RMCG((Aˆ′′i , b2),∃y . . .)
for all b1, b2 ∈ (Ai ∩ U) \ l¯Aˆi .
All in all, either two games R1,R2 ∈ Gi(~C) only differ w.r.t. the subset
of undominated vertices in l¯Aˆi . Since there are k vertices in |l¯Aˆi | that are
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not contained in U , this bounds |Sj(~C)| ≤ 2k. For each of them, we have
|subgames(RMCG(Aˆ′′i ,∀x . . .))| ≤ t+ 1 + 1 corresponding to at most t = |l¯Aˆi |
games for undominated vertices in l¯Aˆi , for at most one game for an undominated
vertex in Ai \ l¯Aˆi and the subgame for Aˆ′′i with xAˆ′′i = nil. Furthermore,
|subgames(RMCG(Aˆ′′i , x ∈ R ∨ ∃y . . .))| = O(1) for Aˆ′′i with xAˆ′′i 6= nil (cf., the
topmost branch in Figure 13.3) and |subgames(RMCG(Aˆ′′i , x ∈ R ∨ ∃y . . .))| ≤
t+ 1 + 1. We conclude that |R| = O(t).
In total, at a node i ∈ T , there are therefore at most
t∑
k=0
(
t
k
)
2k = 3t
games stored, and each game has size |R| = O(t). Nodes i ∈ V (T ) labeled
with a nullary or unary operator are therefore processed in time O(3tpoly(t)).
For nodes i ∈ V (T ) labeled with a binary operator and with children j1, j2,
every pair in Sj1(~C)× Sj2(~C) is considered. Therefore, at most∑
~C∈Ci
|Sj1(~C)| · |Sj2(~C)| ≤
t∑
k=0
(
t
k
)
2k2k = 5t
pairs are considered, which yields a running time of O(5tpoly(t)n). This does
not yet match the best specialized algorithm for the Minimum Dominating
Set problem [218] with a running time of O(3tpoly(t)n), but is still faster than
combining all pairs with a running time of Θ(9tpoly(t)n). We note that both
the O(3tpoly(t)n) bound from [218] and the O(4tn) bound from [4] exploit a
certain “monotonicity” property of domination like problems, which in general
does not hold for all MSO-definable problems, Independent Dominating
Set being one example.
13.6.3. 3-Colorability
To solve the 3-Colorability problem, we may use the formula formula 3col ′
of Example 13 together with a homomorphism into the the Boolean semiring.
Let
is(R,G,B) = ∀x ∀y
(
adj(x, y)→(¬(x ∈ R ∧ y ∈ R) ∧ ¬(x ∈ G ∧ y ∈ G) ∧ ¬(x ∈ B ∧ y ∈ B)))
and ϕ ∈ MSO(τGraph ∪ {R,G,B, x}) such that part(R,G,B) = ∀xϕ and
3col ′(R,G,B) = part(R,G,B) ∧ is(R,G,B). As in the case of Minimum
Vertex Cover, we claim that for each ~C ∈ Ci we have |Si(~C)| = 1.
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If ~U = (U1, U2, U3) ∈ Ai(~C) is not a partition of Ai, then the falsifier
wins RMCG((Aˆi, U¯), part), and therefore RMCG((Aˆi, U¯), 3col ′) /∈ Si(~C). This
already bounds the number of ~C ∈ Ci with Si(~C) 6= ∅ by O(3t).
If ~U ∈ Ai(~C) is a partition of Ai, then RMCG((Aˆi, U¯ , a), ϕ) = > for all
a ∈ Ai and undetermined when x remains uninterpreted. Using the same
arguments as for the similar vertex cover formula vc ′, we furthermore have
R1 = R2 and |R1| = |R2| = O(t) for all U¯j = (Uj,1, Uj,2, Uj,3) ∈ Ai(~C),
j ∈ {1, 2}, where Rj = RMCG((Aˆi, U¯j), is) 6= ⊥, implying
RMCG((Aˆi, U¯1), 3col
′) = RMCG((Aˆi, U¯2), 3col
′)
and, therefore, |Si(~C)| = 1.
Using the same arguments as for Minimum Vertex Cover, this means
that our generic algorithm has a running time of O(3tpoly(t) · n), which, up to
small factors polynomial in t, is optimal (assuming Strong ETH) [155].
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Let us conclude the theory part of this thesis with a discussion of possible
extensions and some open problems.
14.1. Extensions
14.1.1. Many-sorted Structures
In this thesis, we only considered one-sorted structures , i.e., structures whose
universe contains elements of a single sort only. It is not hard to extend the
results established in this work to MSO on many-sorted structures . Courcelle’s
original works for treewidth [47, 48] were already proven for MSO on many-
sorted structures. However, this extension has few benefits in algorithmic
applications since one can easily simulate many-sorted structures by introducing
unary relation symbols {S1, . . . , Sk} that distinguish the respective objects in a
common universe accordingly. Transforming a Lst -labeled parse tree accordingly
can be done efficiently.
14.1.2. Edge Set Quantification
An interesting question is whether for graphs our main theorem Theorem 83 can
be extended to MSO2 formulas with edge set quantifications as in Theorems 29–
32.
Since MSO as defined in Chapter 9 only allows quantification over unary
relation symbols, edge set quantification is impossible in this model. However,
MSO logic with edge set quantification is strictly more powerful than MSO that
allows vertex set quantification only. For instance, the Hamiltonian Path
problem for graphs cannot be expressed in MSO(τGraph), since this requires the
use of edge-set quantification (see [74], for instance).
If edge set quantification is a requirement, one can use the incidence graph
as in Example 38. Here, we use unary relation symbols “vertex” and “edge” to
distinguish vertices from edges, and use a binary relation symbol “ inc” for the
incidence relation. Graphs with multi-edges can be represented similarly.
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Let Θ be a set of Lst -labeled composition operators over τGraph and let G be
the class of graphs generated by Θ. Let I(G) := { I(G) | G ∈ G }, be the class
of incidence graphs of the graphs in G, where I(G) denotes incidence graph of
a graph G. If there is t′ ∈ N and a set Θ′ of Lst′-labeled composition operators
over τIncGraph = {inc, vertex, edge} that generates I(G), then we immediately
get from Theorem 83 that every MSO2-evaluation problem can be solved in
linear time on graphs in G.
In particular, it is easy to see that for any t ∈ N, the set ΘtwτIncGraph,t′ gener-
ates TτGraph,t, where I(TτGraph,t) is the set of incidence graphs of τGraph-structures
that have treewidth at most t, and t′ = max{2, t}. Therefore, any MSO2-
definable problem can be solved in linear time on the class of graphs of bounded
treewidth.
In general, however, it is not the case that the class I(G) of a decomposable
graph class G is also decomposable. In this context, recall that P1 and NP1
denote, respectively, the class of languages over a single letter (tally languages)
that are in P and NP. Clearly P = NP implies P1 = NP1 but the other
direction is not known. What is known is that P1 = NP1 if and only if
EXPTIME = NEXPTIME [29,117]. It was shown in [59] that if P1 6= NP1 then
there is an MSO2-definable decision problem over the class of cliques that
is not solvable in polynomial time. Since cliques have rank-width one, this
result illustrates the difficulty of extending our technique for MSO2 with edge
set quantification and arbitrary sets Θ of Lst -labeled composition operators,
particularly ΘcwτGraph,t and Θ
rw
τGraph,t
.
Intuitively, the reason why our approach would fail for MSO2 formulas
over τGraph is as follows: The operators add(i1,i2)→adj and ⊗g|f1,f2 for linear
transformations g, f1, f2 on L1t “create” an unbounded number m of edges, for
which there are 2m edge-subsets to be considered. It does not seem possi-
ble to enhance the model checking game with respect to these edge-subsets
within polynomial time, even if we relax the size bound of the games to,
say, O(nO(f(‖ϕ‖,t))).
14.1.3. Directed Graphs
The results of this paper naturally extend to directed graphs. In fact, τGraph-
structures A are directed in the sense that edges are pairs (u, v) ∈ adjAˆ, and
undirected graphs are represented as bidirected structures with (u, v), (v, u) ∈
adjAˆ for any edge {u, v}. The operators ⊕, addi1,i2→adj as defined in Chapter 10
can therefore be used to define classes of decomposable directed graphs for
which Theorem 54 and Theorem 83 hold.
The rank-width operator ⊗ ensures that the τGraph-structure is bidirected by
162
14.1. Extensions
adding both edges (u, v), (v, u) simultaneously. Bi-rank-width is an extension
of rank-width to directed graphs introduced by Kanté and Rao [132], where
two adjacency matrices are used instead of one. Furthermore, the rank-width
bilinear transforms in [57] can be extended to bi-rank-width as shown in [132].
It is not hard to see that the corresponding composition operation is nice.
This allows us to conclude that any MSO-evaluation problem is linear-time
solvable on graphs of bounded bi-rank-width, and the algorithm presented in
the previous chapter can be used to solve them.
14.1.4. Nice Clique-width Operators
Our second, faster algorithm does not work for the clique-width parse tree
operators since add(i1,...,ir)→R is not nice: For a tuple (a1, . . . , ar) of elements
already known to the algorithm the membership of ~a ∈ RAˆ may be changed
again much “higher” in the parse tree. In particular, for determined games the
operator may change the winner of the model checking game — which renders
our efforts of early determinization, in particular Lemma 76, wrong.
We can fix this problem as follows: We would need to change the definition
of the extended model checking game (P,M, p0) = EMCG(Aˆ, ϕ) such that
an existing tuple (cAˆ1 , . . . , cAˆr ) ∈ RAˆ determines EMCG(Aˆ, R(c1, . . . , cr)) and
EMCG(Aˆ,¬R(c1, . . . , cr)), but a tuple (yet) not a member of RAˆ results in a
draw. For an intuition of why this would work, note that none of the operators
remove tuples from a relation.
Due to this uncertainty w.r.t. “future” tuples that are added “higher” in the
parse tree, algorithms solving problems for graphs of bounded clique-width
need to keep track of more “eventualities”, namely those that possibly in the
future a tuple is added. This severely blows up the table size: Our algorithm
would need to store a much larger number of games, since fewer (sub)games
can be determined early. Similarly, it can be shown [53,55], that the minimal
deterministic automaton deciding the (trivial) Connected problem via clique-
width expressions has more than 22t/2 states. Here, for example, the problem is
that we do not know whether “higher” in the parse tree an edge is added to the
graph that connects two previously disconnected components of the graph.
Courcelle and Durand [53, 55] therefore suggest to add annotations to the
clique-width parse tree that fix this very problem: For any given node i of
the parse tree and any pair of labels (i1, i2) for which “higher” in the parse
tree we will have—modulo renaming—an add(i1,i2)→adj-operation, the node i is
annotated with (i1, i2). These annotations can efficiently added to the parse
tree.
For the game theoretic approach, the annotations then eliminate the afore-
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mentioned problems since we can now use an annotation to check whether “in
the future” two vertices u, v will be made adjacent. The extension to arbitrary
vocabularies τ is a bit cumbersome but generally straight-forward.
Since, on the other hand, the annotations are only required for the clique-
width measure and for none of the other width measures, we do not know
whether this extension is worth the effort. An alternative and much easier
solution might be to use the operators used to define t-NLC-graphs (node-
label controlled graphs) introduced by Wanke [220]. The NLC-width of an
undirected graph is always within a factor of 2 to its clique-width [129], and
the NLC-graph operators are easily shown to be nice. Again, the extension to
arbitrary τ -structures is a bit cumbersome but generally straight-forward.
14.1.5. Cut-and-Count
In a recent break-through result, Cygan, Nederlof, Pilipczuk, Pilipczuk, van
Rooij, and Wojtaszczyk [64] used a novel, randomized technique called Cut-and-
Count to show that many problems with connectivity constraints on the solution
set can be solved in time O(ctpoly(t) · n), where c is a small constant. The
running time therefore has a single-exponential dependency on the treewidth t
only, a major improvement over previously known algorithms with running
times of the form O(2Θ(k log k) · n).
Although we have not formally proven the following correct, be believe that
the Cut-and-Count technique can in many cases easily applied to MSO-definable
problems as follows. Using terminology of [64], a cut of a vertex set X is a
bipartition (Y,X \ Y ) of X, and a cut is consistent if x ∈ X \ Y and y ∈ Y
implies {x, y} /∈ E(G). Let
cut(X, Y ) = ∀x∀y(x /∈ X ∨ y /∈ X ∨
(x ∈ Y ∧ y ∈ Y ) ∨ (x /∈ Y ∧ y /∈ Y ) ∨ ¬adj(x, y))
express that (Y,X \ Y ) is a consistent cut of X. For a problem with a
connectivity requirement of the formula, we then simply have to replace the
formula conn ′(X) that guarantees connectivity ofX by cut(X, Y ), where now Y
is a new free variable. For example, the formula cds(X) = ds(X) ∧ conn ′(X)
for Minimum Connected Dominating Set becomes ds(X) ∧ cut(X, Y ).
We now need a semiring that, for a fixed vertex v and each total weight 1 ≤
w ≤ 2n of a solution X, counts the number of X-cuts Y modulo 2 such that a
v ∈ Y . The semiring we would have to use is quite similar to the CardCounting
defined in Example 28-4, with the difference that we need to count modulo 2
and use the total weights of the solution X rather than only their cardinality.
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We then need to run our algorithm with randomly assigned weights until the
necessary success probability is obtained, see [64].
14.2. Open Problems
14.2.1. Boolean width
Boolean width is defined similar to rank-width, see Section 7.1.3. As shown
in [35], the Boolean width of an undirected graph is always polynomially upper-
bounded by its clique-width and its rank-width and is often much smaller. Given
that additionally there is a feasible heuristic that may compute Boolean width
decompositions for dense graphs [124], it would be of tremendous utility to have
an MSO model checking algorithm that uses the Boolean width decomposition
directly. Unfortunately, we are not aware of a direct proof of Theorem 35 in
terms of Boolean width. A reason might be that the definition of Boolean
width in terms of branch-width is hard to handle in an algorithmic context.
To use our game-theoretic approach for such a direct proof, we would require
a set of nice L1t -labeled composition operators that define the class of graphs
of Boolean width t. If there is such a set of operators, we can immediately
apply Theorem 83 to obtain efficient algorithms for MSO-definable problems
for graphs of bounded Boolean width.
We therefore pose it as an open question to define a set nice L1t -labeled
composition operators that define the class of Boolean width t.
14.2.2. Subset Convolution Techniques
Our second open question concerns the performance of our game-theoretic
method for binary composition operators of the parse tree. Recall from Sec-
tion 13.6 that for Minimum Dominating Set our algorithm stores Θ(3t)
entries per node of the tree decomposition only, but requires time Θ(5tpoly(t))
to combine two tables for join nodes of the tree decomposition.
Up-to-date specialized algorithms for decomposable graphs commonly use
fast subset convolution techniques [17] to combine two tables of size ct in time
O(ctpoly(t)). Examples are [64, 218] for graphs of bounded treewidth, and [26]
for graphs of bounded clique-width.
However, the fast subset convolution technique requires a monotonicity
property of solutions. For minimization problems it is, for instance, required
that for any two solutions U1, U2, we also have that U1 ∪ U2 is a solution.
In general, MSO-definable optimization problems do not have the necessary
monotonicity property.
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We therefore raise the question whether it is possible to find properties of the
MSO-formula that enable the application of fast subset convolution techniques.
For example, it seems reasonable that problems defined by a formula of the
form
ϕ(U) = ∀x(x ∈ U ∨ ψ)
seem to be have the monotonicity property, since membership in the solution
set is sufficient to make the formula true for all x. Note in particular that
this includes the formulas for Minimum Vertex Cover and Minimum
Dominating Set. Is this indeed a sufficient condition for the applicability
of fast subset convolution? Are there further such properties? What about
maximization problems?
Furthermore, even if the problem at hand does have the monotonicity prop-
erty, it is not immediately clear how the algorithm from Chapter 13 can be
modified to use fast subset convolution.
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Part III.
Practice

15. Introduction
It is folklore that meta-theorems such as Courcelle’s Theorem do not necessarily
lead to practically useable algorithms, see our discussion on page 10. The last
chapter in the Theory part of this thesis is nevertheless entitled “Practically
Usable Algorithms,” which, given this state of affairs, is a rather bold statement.
In this Practice part, we proceed to support our claim.
We have implemented our algorithm and present several experimental results
that do indeed reveal feasibility of our approach. However, to reach this point it
has been a long road since we started this research project. Our first prototype
implementation based on the ideas presented in Chapter 12 was able to solve
theMinimum Vertex Cover andMinimum Dominating Set on very small
grids only. Its running time and memory requirements are listed in Table 15.1
and are not very appealing.
We have since introduced several improvements in the underlying algorithm
and the implementation that boosted the performance of the solver by several
orders of magnitudes. By now, our implementation has reached a state where for
graphs of low treewidth it can often compete with — and sometimes outperform
— commercial state-of-the-art optimization software suites. Our implementation
and the experiments are presented in the following chapters.
These chapters extend on joint work with Reidl, Rossmanith and Sikdar [147].
graph memory usage running time
Minimum Dominating Set
path 1× 200 ≈ 483 MB ≈ 3′59′′
grid 2× 100 ≈ 1354 MB ≈ 24′42′′
Minimum Vertex Cover
path 1× 200 ≈ 439 MB ≈ 3′25′′
grid 2× 100 ≈ 1107 MB ≈ 17′28′′
Table 15.1.: Running times and memory usage of the first prototype imple-
mentation developed in 2008.
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Our MSO solver for graphs of bounded treewidth is called Sequoia and is an
implementation of the approach presented in Chapter 13. It has been released
as open source software, available from the project website [148]. As of October,
2012, it consists of roughly 19,000 lines of C++ code, about 18,000 lines of
which implement the core library, and 1,000 lines of which are small utility
programs.
16.1. Grand Design
At the heart of the program we have the dynamic programming algorithm that
follows the technique outlined in Chapter 13. At certain places, the implemen-
tation varies from the algorithms presented there for increased efficiency. For
example, there is no need to explicitly call an expensive reduce() operation at
the end of transform() or combine(); we can already take care of this while
constructing the games in the first place. Four further noteworthy differences
are:
1. Our implementation does not support arbitrary vocabularies, but rather
supports labeled, undirected graphs only. For other structures, one
therefore has to use Gaifman graphs, cf. [84, Section 11.3].
2. As usual, introduce nodes t with bag Xt are treated as an introduction
of a single new element x ∈ Xt to the child bag. This is much faster than
doing an expensive fusion operation with a complete structure Xˆt with
|Xt| elements, as described in Section 10.4.
3. At certain, well-defined places we additionally exploit the graph separator
property of bags and determine games for atomic formulas adj(x, y) even
when one of the variables has not been assigned a value yet.
4. For memory savings, we exploit the tree-like structure of model checking
games and use a compacted representation of the positions of the model
checking games.
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DynProgSolver
load_graph(filename)
graph(): LabeledGraph
graph(graph: LabeledGraph)
load_treedecomposition(filename)
treedecomposition(): TreeDecomposition
treedecomposition(tdc: TreeDecomposition)
solve()
do_leaf(node)
do_root(node)
do_introduce(child, node)
do_forget(child, node)
do_join(left, right, node)
SequoiaSolver
graph: GraphStructure
formula: Formula
evaluation: Evaluation
tables: SequoiaTable[0..*]
Figure 16.1.: Classes (simplified) for the dynamic programming algorithms
Dynamic Programming on Tree Decompositions
For the general dynamic programming framework, we implemented the mixin
class DynProgSolver (see Figure 16.1), which handles all the work that is
common in algorithms that use dynamic programming on the tree decomposition.
DynProgSolver is responsible for
• loading graphs from files;
• loading tree decompositions from files;
• generating a tree decomposition of the input graph if none is provided;
• traversing the tree decomposition bottom-up, and
• calling the functions do_leaf (), do_introduce(), do_forget(), do_join(),
and do_root(), which are purely virtual in DynProgSolver and handle
the actual work at leaf, forget, introduce, and join nodes as well as the
root node individually.
To make use of this implementation, a client only needs to inherit from Dyn-
ProgSolver and implement the virtual functions in which the work for the nodes
of the tree decomposition is done.
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MSO Solver
The core class SequoiaSolver implements the dynamic programming algorithm
described in Section 13.5.1. For common tasks such as the actual traversal of
the tree decomposition, SequoiaSolver inherits from DynProgSolver.
In the MSO solver, we explicitly distinguish between the following three
vocabularies, the two latter of which play an important role in the dynamic
programming.
1. We have the base vocabulary τ ′Graph = τGraph ∪ {=} ∪ {S1, . . . , Sr}, where
τGraph = {adj} is the standard vocabulary for unlabeled graphs with a
binary adjacency relation and the symbols S1, . . . , Sr correspond to the
vertex labels of the input graph G.
The interpretation of the symbols in τ ′Graph never changes during a single
run.
2. We have a vocabulary τ ′′Graph = τ ′Graph∪{t0, . . . , tw}, where w is the width
of the tree decomposition of G. The symbols ti (“terminal i”) correspond
to the labels L0w of the previous chapter and mark the up to w vertices in
the “current” bag of the tree decomposition. We require that the terminal
symbols induce an order on the vertices in the bag, i.e., tGi < tGj for i < j.
The interpretation of the symbols in τ ′′Graph \ τ ′Graph is different for every
node of the tree decomposition.
3. We have a vocabulary τϕGraph, where τ
ϕ
Graph \ τ ′′Graph is the set of free
variables of the input formula ϕ.
At every node of the tree decomposition, we iterate over all possible
assignments to the symbols in τϕGraph \ τ ′′Graph.
The table entries of the dynamic programming algorithm used in Sequoia-
Solver follow the description in Section 13.5.1: Each assignment (U1, . . . , Ul)
to the free variables (R1, . . . , Rl) = τϕGraph \ τ ′′Graph of ϕ is mapped to a set of
(reduced) model checking games, and for each such game we save an element
in the semiring (more precisely: a pointer to an element in the semiring). This
map is implemented in the class SequoiaTable.
In the initialization phase prior to the actual dynamic programming, Sequoia-
Solver first reinterprets the given labeled input graph G as a τ ′Graph-structure G
and computes the vocabulary τ ′′Graph, which additionally includes the termi-
nal symbols ti. The vocabulary τ ′′Graph is provided as a “base” vocabulary to
the MSO-formula parser, which returns a formula ϕ ∈ MSO(τϕGraph), where
τϕGraph \ τ ′′Graph contains the free variables of ϕ. Finally, it asks a factory to
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provide a suitable implementation of the abstract Evaluation class (see below),
which is used to hide the actual semiring homomorphism implementation from
the dynamic programming algorithm.
The solver now proceeds as follows (we detail the steps below):
1. At leaf nodes of the tree decomposition, the solver asks the LeafGame-
Factory to translate the formula ϕ into an initial MCGame object R for
the empty τϕGraph-structure. (Note that for empty structures, there is only
a single assignment (∅, . . . , ∅) to the free variables of ϕ.)
2. For non-leaf nodes t of the tree decomposition, the algorithm works as
described in Section 13.5.1: It iterates over the games of the child node(s)
and computes the set of games for the current node t. The functions
transform(R, θ), where θ describes a forget or introduce operation, and
combine(R1,R2,⊕) for join nodes are implemented as (abstract) virtual
member functions introduce(), forget(), and join() of MCGame.
3. At the root node, all games are converted to > or ⊥ (implemented as a
virtual member function convert() of MCGame).
4. Finally, it returns the solution.
16.2. Important Classes
Before we describe these steps in greater detail, we first introduce some classes
used in the implementation.
16.2.1. Graphs and Tree Decompositions
The two graph classes used in Sequoia, LabeledGraph and TreeDecomposi-
tion, both inherit from specializations of a general, templated class Graph
(Figure 16.2), which accepts custom vertex and edge properties as template
parameters. In the case of LabeledGraph the vertex and edge properties are of
type SetMembership, which are used to store the respective element’s labels.
For TreeDecomposition, the vertex property is of type Bag and edges have no
property. For the actual implementation of graphs, Graph is an Object Adap-
tor [88] of the adjacency_list〈...〉 graph implementation in the Boost Graph
Library [198].
In- and output for arbitrary specializations of Graph (including LabeledGraph
and TreeDecomposition) is provided by the classes GraphFactory and Graph-
Printer respectively (Figure 16.3). Both handle various common graph formats
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Graph
graph: boost::adjacency_list<...>
add_vertex(): vertex
remove_vertex(v: vertex)
num_vertices()
add_edge(u: vertex, v: vertex): edge
remove_edge(e: edge)
num_edges()
out_edges(v: vertex): iterator[2]
in_edges(v: vertex): iterator[2]
source(e: edge): vertex
target(e: edge): vertex
property(v: vertex): VertexProp
property(e: edge): EdgeProp
typename VertexProp
typename EdgeProp
LabeledGraph
labels: map<string, int>
label_names: string[0..*]
num_labels(): int
create_label(label: string)
label_id(label: string): int
label(id: int): string
vertex_has_label(vertex, id): bool
vertex_add_label(vertex, id)
vertex_add_label(vertex, label)
vertex_remove_label(vertex, id)
vertex_remove_label(vertex, label)
edge_has_label(edge, id): bool
edge_add_label(edge, id)
edge_add_label(edge, label)
edge_remove_label(edge, id)
edge_remove_label(edge, label)
TreeDecomposition
width()
root(): vertex
root(v: vertex)
bag(v: vertex)
make_nice()
Bag
elements: vertex[0..*]
width()
add(v: vertex)
get(index: int): vertex
member(v: vertex): bool
is_subset_of(b: Bag): bool
<<bind>>
<VertexProp -> set>
<EdgeProp -> set>
<<bind>>
<VertexProp -> Bag>
<EdgeProp -> NoProperty>
0..*
Figure 16.2.: The graph classes
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GraphFactory
create_random_graph(out graph: Graph, size, prob, seed)
load_graph(out graph: Graph, filename)
load_graph(out graph: Graph, filename, format: enum)
typename Graph
GraphPrinter
write_graph(filename, graph: Graph)
write_graph(filename, format: enum, graph: Graph)
write_graph(out outs: ostream, format: enum, graph: Graph)
typename Graph
EdgePropertyConverter
key_name(): string
set(graph, vertex, value: string)
get(graph, vertex): string
VertexPropertyConverter
key_name(): string
set(graph, vertex, value: string)
get(graph, vertex): string
serialize serialize
deserialize deserialize
Figure 16.3.: Graph creation, input, and output
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such as GraphML [33,112], the LEDA graph file format [163,206], and the DI-
MACS Graph Format [39] (input only). Serialization and deserialization of the
vertex and edge properties is handled by the classes VertexPropertyConverter
and EdgePropertyConverter ; the default is to use overloaded operators  and
 that read from std ::istream and write to std ::ostream, respectively.
16.2.2. Logic
The classes representing symbols, vocabularies and formulas (cf., Figure 16.4)
follow their formal definitions in Chapter 9: A vocabulary (Vocabulary) contains
a number of symbols. The class Symbol represents symbols of arbitrary arity,
and we explicitly distinguish constant symbols of arity zero (ConstantSymbol)
and relation symbols of arity one (UnarySymbol). For the implementation, we
furthermore assign to each symbol a nesting depth, defining a total order on
the symbols in a vocabulary.
The base class Formula represents an MSO formula over a given Vocabulary.
Quantified formulas (QFormula) and negated formulas (NegatedFormula) both
contain a single subformula, Boolean combinations (BoolCombFormula) have
an arbitrary number of subformulas. Similarly, with each quantified formula
and with the atomic formulas we associate one or two symbols of arity zero or
one (as in, e.g., x = y or x ∈ U).
16.2.3. Model Checking Games
Model checking games are represented by the abstract class MCGame. Since
model checking games (P,M, p0) are tree-like, we only store the game’s initial
position p0 and, if applicable, a set of pointers to its respective subgames.
Moves
As opposed to the representation described in Chapter 13, we do not explicitly
store the complete induced subgraph A[c¯A] at every position of the model
checking game. We rather exploit the tree-like structure of the game and only
store the changes between two subsequent positions. That is, if p = (A[c¯A],∀xϕ)
and p′ = (A[(c¯ ∪ {x})A], ϕ) are subsequent positions in the game, we only need
to store, beside ϕ,
• to which elements in A[c¯A] the new object xA is adjacent; and
• in which of the free unary variables of ϕ the new object xA is contained.
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Symbol
UnarySymbol
ConstantSymbol
Vocabulary
Formula
QFormula
SetQFormula
UnivSetQFormula
ExistSetQFormula
ObjQFormula
UnivObjQFormula
ExistObjQFormula
BoolCombFormula
ConjBoolCombFormula
DisjBoolCombFormula
AtomarFormulaMember AtomarFormulaAdj AtomarFormulaEquals
NegatedFormula
Figure 16.4.: Classes for symbols, vocabularies, and formulas
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Move
SetMove
symbol: UnarySymbol
members: bitset
symbol(): UnarySymbol
nesting_depth(): int
add(symbol)
remove(symbol)
test(symbol): bool
size(): int
forget(symbol, max_depth)
introduce(sym, member, max_depth)
PointMove
symbol: ConstantSymbol
labels: bitset
edges: bitset
symbol(): ConstantSymbol
nesting_depth(): int
terminal(): bool
add_label(symbol)
remove_label(symbol)
test_label(symbol): bool
add_edge(symbol)
remove_edge(symbol)
test_edge(symbol): bool
forget(symbol, max_depth)
introduce(symbol, max_depth)
rename_forget(sym, new_sym)
rename_introduce(const_sym, new_sym, adj)
rename_introduce(unary_sym, new_sym, member)
Figure 16.5.: Moves
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This information is stored in classes that inherit from the base class Move. We
distinguish between point moves (PointMove) for constant symbols such as the
quantified object variables and the terminal symbols t0, . . . , tw, and set moves
(SetMove) for set variables. Here it is where we use the nesting depth of the
symbols: For a move of nesting depth j we only store the associations to moves
of a lower nesting depth i < j. That is, for point moves, we store information
about
• membership in sets with lower nesting depth (field labels),
• adjacency to objects with lower nesting depth (field edges);
and for set moves, we store
• membership of objects with lower nesting depth (field members).
For example, suppose the formula is
vc ′ = ∀x∀y(¬adj(x, y) ∨ x ∈ U ∨ y ∈ U) ∈ MSO(τGraph ∪ {U}).
The nesting depth of the binary symbol adj is fixed to 0 and the nesting depth
of the next symbol U is 1. Since there are no object variables with a lower
nesting depth of 1, no additional information has to be stored for the set move
corresponding to U . The nesting depth of x is 2, and we therefore store whether
the particular xA is contained in UA. For y, which has nesting depth 3, we
store whether the corresponding yA is contained in UA and additionally store
whether xA is adjacent to this yA. Using the nesting depth of the respective
symbols, the membership and adjacency information can conveniently be stored
in a bitset.
Games
Each game has an outcome, which specifies the winner of the model checking
game.
We distinguish the following concrete classes: First, we have singletons [88]
of type DeterminedGame for the two determined games > (true) with outcome
VERIFIER and ⊥ (false) with outcome FALSIFIER.
Second, we have games with an UNDETERMINED outcome. The games
for atomar or negated atomar formulas are both represented by objects of type
AtomarUndetGame. Next, we have games for Boolean combinations of formu-
las, represented by ConjBoolCombUndetGame and DisjBoolCombUndetGame,
respectively. Finally, the classes UnivSetQUndetGame, ExistSetQUndetGame,
UnivObjQUndetGame, and ExistObjQUndetGame correspond to games over
the respective four types of quantified formulas.
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Player
Formula
MCGame
introduce(symbol, max_depth, assignment)
forget(symbol, max_depth, replacement, assignment)
join(game, assignment)
convert()
QUndetGame
typename TFormula
typename TMove
Player player
UnivSetQUndetGame
ExistSetQUndetGame
UnivObjQUndetGame
ExistObjQUndetGame
BoolCombUndetGame
typename TFormula
Player player
ConjBoolCombUndetGame
DisjBoolCombUndetGame
AtomarUndetGame
DeterminedGame
<<bind>>
<TFormula -> UnivObjQFormula>
<TMove -> PointMove>
<player -> FALSIFIER>
<<bind>>
<TFormula -> ExistObjQFormula>
<TMove -> PointMove>
<player -> VERIFIER>
<<bind>>
<TFormula -> UnivSetQFormula>
<TMove -> SetMove>
<player -> FALSIFIER>
<<bind>>
<TFormula -> ExistSetQFormula>
<TMove -> SetMove>
<player -> VERIFIER>
<<bind>>
<TFormula -> ConjBoolCombFormula>
<player -> FALSIFIER>
<<bind>>
<TFormula -> DisjBoolCombFormula>
<player -> VERIFIER>
Figure 16.6.: Games
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template〈typename TFormula, typename TMove,Player player〉
class QUndetGame : public MCGame {
public :
...
const MCGame_f ∗ join(const MCGame_f ∗ other ,
const Assignment_f ∗ alpha) const {
return QUndetGame〈TFormula,TMove, player〉
::join_impl(other , alpha, tag〈TMove〉());
}
private :
template〈typename T 〉 struct tag {};
const MCGame_f ∗ join_impl(const MCGame_f ∗ other ,
const Assignment_f ∗ alpha, tag〈SetMove〉) const;
const MCGame_f ∗ join_impl(const MCGame_f ∗ other ,
const Assignment_f ∗ alpha, tag〈PointMove〉) const;
};
Figure 16.7.: Function overloading by type tags is used to capture imple-
mentation differences for PointMoves and SetMoves in class
QUndetGame.
It is worth noting that the implementations of ConjBoolCombUndetGame
and DisjBoolCombUndetGame are identical. In fact, both classes are merely
typedefs to specializations of the templated class BoolCombFormula. Similarly,
the implementations of the classes UnivSetQUndetGame, ExistSetQUndetGame,
UnivObjQUndetGame, and ExistObjQUndetGame only differ w.r.t. the algo-
rithmic differences for constant symbols versus unary symbols in the code
that handles the join, introduce, and forget operations. As a consequence, the
four concrete classes are typedefs to specializations of QUndetGame (cf. Fig-
ure 16.6), with suitable function overloading (cf., Figure 16.7) in QUndetGame
to capture the differences for PointMoves and SetMoves.
16.2.4. Assignments
Assignments are used to give symbols an interpretation in the structure. The
class Assignment maps ConstantSymbols to PointMoves and UnarySymbols to
SetMoves, see Figure 16.8.
If two nullary symbols x and y are interpreted as the same vertex, we require
that the assignment returns the same PointMove object. In particular, if
a variable x of the input formula is interpreted as a vertex that is also a
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Assignment
assigned(sym: ConstantSymbol): bool
assigned(sym: UnarySymbol): bool
get(sym: ConstantSymbol): PointMove
get(sym: UnarySymbol): SetMove
EmptyAssignment
SymAssignment
parent: Assignment
symbol: TSymbol
move: TMove
SetAssignmentObjAssignment
typename TSymbol
typename TMove
1
<<bind>>
<TSymbol -> ConstantSymbol>
<TMove -> PointMove>
<<bind>>
<TSymbol -> UnarySymbol>
<TMove -> SetMove>
Figure 16.8.: Assignments give values to variables
terminal, say terminal t, then we have assignment .get(x ) ≡ assignment .get(t).
The tests for equality in the formula x = y is therefore as simple as testing
assignment .get(x ) ≡ assignment .get(y).
16.2.5. Evaluations
Evaluations provide an abstract interface to both, the semiring and the homo-
morphism and hide their actual implementation from the dynamic programming
algorithm. The SequoiaSolver uses a factory to create an object of abstract
type Evaluation (Figure 16.9), and is therefore oblivious to the concrete semir-
ing being used. In its dynamic programming tables, SequoiaSolver only stores
generic pointers of type const void ∗ to the semiring elements. The void
pointers are then internally casted to the correct ring element type by the
concrete evaluation.
The member function elem() returns, for a given assignment (U1, . . . , Ul) to
the free variables of ϕ, the corresponding element (casted to const void ∗ )
in the semiring. The addition in the semiring is computed by add(). For the
multiplication, mult() takes as an additional argument a ring element intersect ,
which corresponds to the intersection of the two assignments e1 and e2 . (Note
that for join nodes of the tree decomposition the intersection of the two joined
graphs is in general non-empty.)
We give two examples for concrete evaluations. The MinCardEvaluation
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Evaluation
elem(assignment: std::vector<std::set<int> >): void *
mult(e1: void *, e2: void *, intersect: void *): void *
add(e1: void *, e2: void *): void *
BoolEvaluation MinCardEvaluation
MaxCardEvaluation MinCardSetEvaluation MaxCardSetEvaluation
WitnessEvaluation
Figure 16.9.: Evaluations hide the concrete semiring and homomorphism
value_t
size: int
get(): vertex_set
base_value_t
set: vertex_set
composed_value_t
p1: value_t
p2: value_t
2
Figure 16.10.: Table entries (ring elements) for MinCardSetEvaluation
implements the minimum cardinality solution ring (MinCard) and is used to
compute the minimum size of a solution to the problem. Its semiring elements
are of type unsigned long. Since
sizeof (unsigned long) ≡ sizeof (const void∗)
on the IA-32 and IA-64 architectures, no extra memory allocation is required
and the void pointers are simply casted to a variable of type unsigned long
and vice versa. The addition add() returns the minimum value, and the
multiplication returns the value of e1 + e2 − intersect .
The MinCardSetEvaluation class returns a solution of minimum size. Here
it is too expensive to store the intermediate solution for every entry of the
dynamic programming table: intermediate solutions have size Θ(n), which
breaks the linear running time of the dynamic programming algorithm. The
standard solution in this case is to store a constant number of pointers to the
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preceding table entries (see, e.g., [83]). The actual “ring elements” returned by
MinCardSetEvaluation are therefore tree-like objects from which the solutions
can be computed. More precisely, elem(), add(), and mult() return pointers
to objects of abstract type value_t (cf., Figure 16.10). In case of elem(), it is
of type base_value_t , which is the only place where the actual set members
are stored. The addition add() returns, given two intermediate solutions, the
intermediate solution with the smaller size. Finally, mult() returns a composite
object of type composed_value_t , which only stores two pointers to the two
operands of the multiplication and the total size of this composite solution.
Given any element of type value_t (such as the element associated with the
solution of the problem), one can then recursively construct the solution set
from the composite and base values. This takes an additional (additive) O(n)
time.
16.3. Dynamic Programming
In the following, we describe the implementation of the individual steps that
SequoiaSolver executes during dynamic programming.
16.3.1. Leafs
At the leaf nodes of the tree decomposition, SequoiaSolver uses objects of
type LeafGameFactory to create the initial model checking game. We use the
Visitor Pattern [95] to traverse the input formula top-down. LeafGameFactory
implements the corresponding FormulaVisitor interface (cf., Figure 16.11) and
creates, for each formula ϕ it is called for, a suitable MCGame object G . If
applicable, it furthermore recursively visits the subformulas of ϕ and creates
the corresponding set of subgames of G .
16.3.2. Introduce and Forget
Common Code For introduce and forget nodes t of the tree decomposition
with a child node u, the dynamic programming procedures are rather similar.
In order to avoid unnecessary code duplication originating in these similari-
ties, the common functionality is implemented in the classes ApplyDynStep
and ApplyDynStepAssignment. For, we note that the dynamic programming
procedure can be broken down into the following steps.
1. Rename the terminal symbols ti, . . . , tw to accommodate for the intro-
duced or forgotten terminal ti.
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FormulaVisitor
visit(formula: UnivSetQFormula)
visit(formula: ExistSetQFormula)
visit(formula: UnivObjQFormula)
visit(formula: ExistObjQFormula)
visit(formula: ConjBoolCombFormula)
visit(formula: DisjBoolCombFormula)
visit(formula: AtomarFormulaMember)
visit(formula: AtomarFormulaAdj)
visit(formula: AtomarFormulaEquals)
visit(formula: NegatedFormula)
LeafGameFactory AtomarGameFactory
Figure 16.11.: The Visitor Pattern is used to create games for formulas
2. Iterate over the assignments ~Uu to the free variables of the input formula
found in the table of u.
3. For each assignment ~Uu, compute one (forget) or 2l (introduce) new
assignments ~Ut.
4. For each such new assignment ~Ut, and for each entry (Gu, eu) in the set
of ~Uu, where Gu is a game and eu is an element of the semiring, call the
respective introduce() or forget() member function for Gu to compute a
new game Gt.
5. Compute a new semiring element et from the child’s ring element eu, and
save an entry (Gt, et) in the table for t. If the table already contains an
entry (Gt, e′t), we call the add() operation of the evaluation to compute
the composite element of et and e′t.
The SequoiaSolver calls an instance of ApplyIntroduce and ApplyForget , re-
spectively. Both inherit from ApplyDynStep, which for each 0 ≤ i ≤ w, updates
the PointMove for the terminal symbol ti. Here, we use the Curiously Recurring
Template Pattern (CRTP) [43] to achieve static (compile-time) polymorphism
in the function ApplyDynStep::update_pointmove() (see Figure 16.12).
To capture the respective differences for introduce and forget nodes in steps
3–5 above, the policies ApplyGameIntroduce and ApplyGameForget are pro-
vided as a template argument ApplyGame to the classes ApplyDynStep and
ApplyDynStepAssignment (cf., Figure 16.12). For each assignment ~Uu, the
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template〈typename Derived , typename ApplyGame, typename S 〉
class ApplyDynStep {
...
protected :
// static (compile-time) polymorphism
const PointMove ∗ update_pointmove(unsigned int i) const {
return ((const Derived∗) this)→update_pointmove_impl(i);
}
...
};
template〈typename S 〉
class ApplyIntroduce
: public ApplyDynStep〈ApplyIntroduce〈S 〉,ApplyGameIntroduce〈S 〉, S 〉 {
...
protected :
// implementation in derived class
const PointMove ∗ update_pointmove_impl(unsigned int i) const;
...
};
template〈typename ApplyGame, typename S 〉
void ApplyDynStepAssignment〈ApplyGame, Solver〉::operator()(
const SequoiaTable::const_iterator ::value_type & entry) {
...
// init policy object
ApplyGame apply(/* args not shown */);
apply .init();
GameVoidPtrMap::const_iterator git = inmap→begin();
GameVoidPtrMap::const_iterator gitend = inmap→end();
std ::for_each(git , gitend , lightweight_apply(&apply));
...
}
Figure 16.12.: Static polymorphism (Curiously Recurring Template Pattern)
and policy-based programming code in table entry iteration
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ApplyDynStepAssignment creates an instance of the corresponding policy. It
then iterates over the entries for this assignment ~Uu and for each entry (Gu, eu)
calls the previously created policy instance. The respective policies compute
the new assignments ~Ut, call the respective member function introduce() or
forget() on the individual games, compute the new semiring element et from
the old ring element eu, and insert the result into the table for t. The design
pattern used here is a compile-time variant of the Strategy Pattern [95] and
called Policy-based Class Design [5].
Introduce For an introduce node t of the tree decomposition, let u be the
child of t, Xt = (x0, . . . , xk), k ≤ w, and Xu = (x0, . . . , xi−1, xi+1, . . . , xk) be
the corresponding bags, where xi ∈ Xt is the vertex that has been introduced.
In ApplyIntroduce, we first update the PointMoves for the terminal symbols
t0, . . . , tk. This is implemented in update_pointmove() and works as follows:
• The PointMoves for the symbols t0, . . . , ti−1 remain unchanged, since the
symbol ti has a higher nesting depth.
• A new object of type PointMove is created for the symbol ti. Its member
variables labels and edges are set according to the respective vertex’s labels
and according to which of the terminals t0, . . . , ti−1 the new terminal is
adjacent.
• For tj with i+ 1 ≤ j ≤ k we have to adjust the corresponding PointMove
objects to accommodate for the increase of nesting depths that is due to
the insertion of the new terminal ti. For, if oldmove is the old object for
the terminal tj, we call
oldmove→rename_introduce(t_i , t_j , adjacent).
Here, t_i is the ConstantSymbol for the introduced terminal ti, t_j is
the ConstantSymbol for tj, and adjacent is true iff ti and tj are adjacent
in G. The return value of rename_introduce() is the new pointmove
for tj.
The function rename_introduce() shifts the bits for ti, . . . , tj−1 in the edges
property to the right (accommodating the increase of the nesting depth), and
saves the new terminal symbol tj.
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Forget Similarly, if t is an forget node with unique child u, then Xt =
(x0, . . . , xi−1, xi+1, xk) and Xu = (x0, . . . , xk), k ≤ w, where xi ∈ Xu is the
vertex that has been forgotten. Again, we in ApplyForget only need to accom-
modate for the decrease of the nesting depth tj+1 → tj, i ≤ j ≤ k − 1, and
call
oldmove→rename_forget(t_i , t_j ),
where t_i is the ConstantSymbol for ti and t_j is the new ConstantSymbol
for the old tj+1.
16.3.3. Join
For join nodes t with two children l and r, we do not need to rename the
terminal symbols, since Xt = Xl = Xr and we require that the terminal symbols
t0, . . . , tw induce an order on the respective bags. Since a SetMove object only
“knows” membership of those PointMove objects that have a smaller nesting
depth (which here are only those for the terminal symbols t0, . . . , tw), we also
do not need to adjust the assignments to the free variables.
Thus we only need to iterate over each compatible pair (Gl,Gr), where
Gl,Gr are games in the respective children’s table. The dynamic programming
procedure for join nodes consists of the following steps:
1. SequoiaSolver calls an instance of ApplyJoin, which iterates over each
assignment ~Ul of the left table.
2. For each such assignment ~Ul, ApplyJoin calls an instance of ApplyJoinAs-
signment. This instance first checks whether the right table contains an
assignment ~Ur with ~Ur = ~Ul.
3. If there is such an entry, for each pair (Gl,Gr) of games ApplyJoinAssign-
ment calls an instance of ApplyGameJoin, which uses Gl’s join() member
function with argument Gr to obtain a combined game Gt.
4. For each combined game Gt, ApplyGameJoin computes a new semiring
element et by calling the mult() operation of the given Evaluation and
adds an entry (Gt, et) to the table of t. Again, if the table already contains
an entry (Gt, e′t) for Gt, the add() operation of the evaluation is used to
compute the new composite value.
For the actual iteration over the pairs of games, we implemented a generic
pair iterator (PairIteratorIt), which, given two iterator ranges it1 , it1end and
it2 , it2end iterates over all pairs (e1, e2) of elements e1 and e2 within the
respective ranges.
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16.4. Algorithms (Games)
We now describe the implementation of the transform() and combine() opera-
tions used in Chapter 13. These are implemented as the introduce(), forget(),
and join() member functions of MCGame.
16.4.1. Determined Games
For determined games DeterminedGame, we know from Section 13.3 that the
return value of these functions is simply the respective game itself.
16.4.2. Games for Atomar Formulas
For atomic and negated atomic formulas, we have to test whether one of the two
players has a winning strategy as in Definition 64. For, we call an instance of
AtomarGameFactory, which implements the FormulaVisitor interface (Visitor
Pattern), cf., Figure 16.11.
If one of the players has a winning strategy, AtomarGameFactory returns the
DeterminedGame corresponding to the respective player. If none of the players
has a winning strategy, it returns a respective instance of AtomarUndetGame.
16.4.3. Introduce
For introduce, we use the following member function of MCGame:
const MCGame_f ∗ introduce(const ConstantSymbol ∗ symbol ,
int max_depth, const Assignment_f ∗ assignment);
Here, symbol is the terminal symbol of the vertex that has been introduced,
max_depth is the nesting depth of the maximum terminal tw; and assignment
is an assignment to the free variables of the game’s formula.
For Boolean combinations, we simply need to iterate over the subformulas
and recursively call introduce() on the respective subgames.
In QUndetGame::introduce(), we use a special iterator to recursively con-
struct the new set of subgames. For each subgame, the iterator modifies the
PointMove or SetMove for the quantification variable, updates the assignment,
and then recursively calls introduce() on the subgame and returns the result
to QUndetGame::introduce(). The iterator is implemented in the template
class QUndetGameIntroduceIterator〈TMove〉, where TMove is either of class
PointMove or class SetMove. Where needed we use template specialization to
implement different strategies for PointMoves and SetMoves.
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If the quantification variable is a unary symbol X, we for each subgame
recursively call introduce() twice: Once with the new terminal being a member
of X and once with the new terminal not being a member. The SetMove for X
is updated by calling SetMove::introduce(symbol ,member ,max_depth). Here,
member ∈ {true, false} according to the membership in X.
For object quantification with a nullary quantification variable x, we for
each subgame distinguish two cases: If the previous assignment to x was
NULL (x was uninterpreted), then we call introduce on the subgame twice:
In one call, we leave the symbol uninterpreted, i.e., the terminal has not
been chosen as interpretation for x. In the second call, we use the new
terminal symbol as the interpretation for the variable x and therefore update
the assignment such that assignment→get(x ) ≡ assignment→get(symbol). If
otherwise x was interpreted as a PointMove, we update the old move by calling
the introduce(symbol ,max_depth) member function of PointMove/SetMove.
16.4.4. Forget
For forget nodes, the following function is used:
const MCGame_f ∗ forget(const ConstantSymbol ∗ symbol ,
int max_depth, const PointMove ∗ replacement ,
const Assignment_f ∗ assignment);
Here, symbol is the terminal symbol of the vertex that has been forgotten;
max_depth is the nesting depth of the maximum terminal tw; replacement is
a replacement PointMove for the vertex that used to be the terminal symbol ;
and assignment is an assignment to the free variables of the game’s formula.
The argument replacement is required, since the forgotten terminal symbol
is possibly referenced by another variable x of the formula. Recall from
Section 16.2.4 that if a variable x refers to the forgotten terminal symbol then
assignment→get(x ) returns the PointMove object for symbol , i.e.,
assignment→get(x )→symbol() ≡ symbol .
We therefore have to create a new “non-terminal” PointMove newmove for x
with newmove→symbol() ≡ x that replaces the old “terminal” PointMove in
the assignment . Since x has a larger nesting depth than symbol , the Point-
Move for x must now additionally be aware of those ConstantSymbols and
UnarySymbols that have a nesting depth between those of symbol and x. While
traversing the games down, we therefore simultaneously “bubble” the replace-
ment PointMove for symbol up: Every time we discover a new nullary or
unary symbol S with assignment→get(S ) 6= assignment→get(symbol), we in-
crease the nesting depth of replacement until eventually we find an x with
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assignment→get(x ) ≡ assignment→get(symbol). Here, we finally update the
assignment to return replacement for x.
For Boolean combinations, we again iterate over the subformulas and recur-
sively call forget() on the respective subgames.
In QUndetGame::forget(), we similar to the introduce case use an instance
of QUndetGameForgetIterator〈TMove〉 to update the assignment and to re-
cursively construct the new set of subgames. For each subgame, we update
the corresponding move by calling move→forget(symbol ,max_depth). As de-
scribed above, we also possibly need to update (bubble up) the PointMove
replacement . Since we increase the nesting depth of replacement , we essentially
rename its underlying symbol. We therefore call
replacement→rename_introduce(symbol , tmp_symbol , ...),
where symbol is the symbol subject to quantification in game’s formula, and
tmp_symbol is a temporary placeholder symbol.
16.4.5. Join
For join nodes of the tree decomposition, we use the following virtual member
function of MCGame:
const MCGame_f ∗ join(const MCGame_f ∗ game,
const Assignment_f ∗ assignment);
Here, game is the other game that this is to be joined with, and assignment is
an assignment to the free variables of the game’s formula.
For Boolean combinations, we simply iterate over the subformulas and
recursively call forget() on the respective subgames of this and game.
For QUndetGame::join() we recursively need to join() any pair (Gl,Gr) of
subgames Gl of the left game (this) and Gr of the right game (game), whose
respective moves are compatible (cf., Algorithm 6 on page 145). As in Sec-
tion 16.3.3, we here have that two SetMoves smove_l , smove_r are compatible
iff smove_l ≡ smove_r . Therefore, as in Section 16.3.3, we iterate over the
SetMoves of subgames of the left game (this) and check, whether the right
game (game) has an entry with smove_l ≡ smove_r , i.e., subgames for the
same SetMove. If so, we use a PairIterator to recursively call join for each
compatible pair.
Similarly, two PointMoves pmove_l , pmove_r are compatible if either they
both refer to the same terminal (pmove_l ≡ pmove_r), or none of them is a
terminal and at least one of them is NULL. We iterate over the respective three
cases “terminal–terminal” “non-terminal–NULL”, and “NULL–non-terminal”,
and for each compatible pair of moves, we use a PairIterator to recursively
call join() for each pair of subgames.
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16.5. Performance Improvements and Strategies
We now discuss some of the changes that we have applied to the algorithms
and the implementation to improve its performance and memory usage.
16.5.1. Algorithmic Improvements
The improvements with the most significant effect on the performance of our
MSO solver do not concern any implementation details, but are rather due to
changes to the underlying theoretical foundations.
Our first prototype implementation was based on the dynamic programming
framework described in Chapter 12. Here, we evaluate the MSO-formula once
at the root of the tree decomposition, when we have “seen” the complete graph.
However, we found that frequently we can decide rather early whether we
have a no- or yes-instance. For example, if the subgraph seen so far is not
three-colorable, then it is clear that the graph itself is a non-instance and we
can immediately discard such colorings.
We were able to generalize this concept to arbitrary MSO-formulas as de-
scribed in Chapter 13. We now distinguish three cases: true, if the formula
holds on the graph, false, if the formula does not hold, or don’t know, i.e., we
have to continue with the dynamic programming approach to find the answer.
In general the state is don’t know. However, since we can recursively apply this
concept to subformulas, the resulting simplifications let many entries become
identical. This saves a lot of time and space, and we consider this the major
reason for the large improvements in the running time relative to the first
prototype implementation.
16.5.2. Identical Objects
A second change had major impact on the memory requirements of the solver.
By the pigeon-hole principle, we know that many of the objects SequoiaSolver
creates during a single execution are used in many different places at the same
time. In particular, most of the MCGame objects created must be equal.
For example, the number of non-identical game objects of type AtomarUn-
detGame is bounded from above by the (very small) number of atomic subfor-
mulas in the input formula. On the other hand, the total number of games
stored in the dynamic programming tables grows exponentially (or even worse)
with the treewidth. For instance, consider again the vc ′ formula from page 180,
which contains only the three atomic formulas ¬adj(x, y), x ∈ U , and y ∈ U .
Therefore, SequoiaSolver will create only three non-identical AtomarUndetGame
objects (cf., Figure 13.2 on page 157). On the other hand, the total number of
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games created for vc ′ is of the order Θ(2w), all of which must contain at least
one of the three atomic games. For more complex formulas, we have a similar
situation. For example, it is easy to see that for vc ′ there are at most 23 = 8
distinct objects of type BoolCombUndetGame.
It is clear that a lot of memory is wasted if we store an exponential or even
superexponential number of equal objects in the memory. We therefore use
techniques to guarantee that for certain classes each object is stored in memory
only once. This is possible because these objects are not being modified after
creation.
To this end, we implemented two different “pooling” mechanisms (described
below) that, given an object, return a pointer to an equal, existing object, or
stores this object for future use. This approach significantly decreased the total
memory consumption of our solver.
As a positive side-effect, we note that once objects have been “pooled”, a test
for equality of two objects simply means comparing their respective pointer
addresses.
16.5.3. Pools
The first pooling mechanism we implemented is the simple pooling mechanism
shown in Figure 16.13. Here, we permanently persist objects into a Pool
of objects, which all clients reference. In particular, no reference counts to
the objects are tracked: Objects persisted into the Pool via Pool ::pooling()
are meant to remain in memory until the Pool object owning the objects is
destroyed itself.
The advantage of this simple pooling mechanism is that it is much faster
than the more complex flyweight approach described below, where the reference
count causes some noticeable overhead. On the other hand, the permanent
persistence into memory possibly wastes a significant amount of memory when
objects remain in the pool although they are no longer referenced externally.
The pooling mechanism based on Pool is therefore especially well-suited
when a rather small number of distinct objects are created and destroyed a
large number of times. We found that for objects of type PointMove and
SetMove it is much faster to use the simple Pool mechanism than to use the
flyweight pattern described below. It also turned out that for moves the extra
memory wasted to obsolete objects is neglectable.
16.5.4. Flyweight Objects
In a previous version of our implementation (including the version used for the
experimental evaluation presented at ALENEX 2012 [147]), we only used the
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template〈typename T 〉
class Pool {
public :
∼Pool〈T 〉() {/* destroy all objects in _pool */}
const T ∗ pooling(const T ∗ inptr) {
std ::pair〈typename PoolSet ::iterator ,bool〉 res = _pool .insert(inptr);
const T ∗ resptr = ∗res .first ;
if (!res .second)// existing object found
delete inptr ;
return resptr ;
}
private :
typedef std ::unordered_set〈const T∗,Hash〈T 〉,Equals〈T 〉〉 PoolSet ;
PoolSet _pool ;
};
Figure 16.13.: Objects are stored in a common pool and shared between
multiple clients. Hash and Equals deeply hash and compare,
respectively, the underlying objects.
Pool -based method to handle identical objects.
In the current version, we for several classes (particularly including the
games) use the more advanced Flyweight Pattern [95]. The Flyweight Pattern
is used to minimize memory usage by sharing as much data as possible; in
our case, we share complete objects between multiple clients. For, we combine
a pooling mechanism such as the one described in the previous section with
smart pointers. The pooling mechanism guarantees that equal objects are held
in memory only once, and smart pointers track the reference counts of pointers
and destroy the underlying object once it is no longer referenced elsewhere.
Objects for which we use the Flyweight Pattern are therefore now destroyed
when they are no longer needed. This considerably reduced the memory usage
further. To our surprise, it also considerably improved performance. Our guess
is that the performance improvement is due to better memory cache utilization.
We note that the Boost library provides an implementation of the Flyweight
Pattern in the namespace boost ::flyweight [169]. Our version implements a
subset of the public interface provided by the Boost version, which means
the actual flyweight implementation used by SequoiaSolver can quickly be
exchanged between our own version and the Boost implementation. However,
we found that SequoiaSolver runs faster (up to about 10%) if we use our own
implementation instead of the Boost version, which is probably, because our
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FlyweightFactory
handles: Handle<Type>[0..*]
make(obj: Type *): Flyweight<Type> *
typename Type
Flyweight
handle: Handle<Type> *
typename Type
Client Handle
element: Type
refcount: int
typename Type0..*
1*
Figure 16.14.: The Flyweight Pattern with reference counts
version is tailored to our special use case and avoids a double construction of
objects, while the Boost version is much more generic.
The Flyweight Pattern
The design of the Flyweight Pattern with reference counts that we implemented
is as follows (cf., Figure 16.14). Clients no longer use direct pointers to elements,
but flyweight objects instead. These are tiny wrapper objects that hold a handle
to the element provided by the flyweight factory.
When a client asks the flyweight factory to return a flyweight object for a
new element, the factory first checks whether its internal pool already contains
an entry equal to the new object. If so, it destroys the new object and increases
the reference count of the existing object. Otherwise, it stores the new object
with a reference count of one. The factory then assembles a new flyweight
object with a handle to the corresponding entry and returns it to the client.
In this setting, the only data member of a flyweight object is the handle,
which can be implemented as a pointer to an entry stored by the factory class.
The size of a flyweight object therefore usually equals the size of a pointer, and
there is no memory overhead in storing flyweights over storing direct pointers.
Similarly, if a flyweight object is copy-constructed, it copies the handle
and asks the factory to the increase the reference count. On destruction of
the flyweight object, the reference count is decreased accordingly. Since the
handle contains a direct reference to the reference counter, both operations
have relatively low overhead. If the reference count becomes zero, the factory
removes the object from its internal pool and destroys the object and its handle.
Our Flyweight Implementation
Our implementation of the flyweight pattern is in the class Flyweight〈T 〉,
the relevant lines of which are depicted in Figure 16.15. It implements both,
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template〈typename Type〉
class Flyweight {
private :
typedef std ::pair〈const Type∗, size_t∗〉 Entry ;
typedef std ::unordered_set〈Entry ,Hasher ,Equals〉 Pool ;
public :
Flyweight〈Type〉(const Type ∗ entry) {
size_t ∗ count = new size_t(1UL);
Entry p(entry , count);
std ::pair〈typename Pool ::iterator ,bool〉 res = pool().insert(p);
_handle = &(∗res .first);
if (!res .second) {// already existing
(∗_handle→second)++;
delete count ;
delete entry ;
}
};
Flyweight〈Type〉(const Flyweight & other) {
_handle = other ._handle;
(∗_handle→second)++;
}
∼Flyweight〈Type〉() {
if (−−(∗_handle→second) ≡ 0) {
const Type ∗ e = _handle→first ;
size_t ∗ c = _handle→second ;
pool().erase(∗_handle);
delete e;
delete c;
}
}
const Type ∗ get() const {return _handle→first ; }
private :
typedef const Entry ∗ Handle;
Handle _handle;
Pool & pool() {/* return singleton pool instance */}
};
Figure 16.15.: Our implementation of the Flyweight Pattern (relevant lines)
197
16. Implementation
the flyweight and the factory, which follows the boost ::flyweight design. Each
Flyweight〈T 〉 object has a static reference to a Pool of objects, a container
of type unordered_set〈Entry ,Hasher ,Equals〉. Here, we have that Entry is of
type pair〈const T∗, size_t∗〉, where the first entry contains a constant pointer
to the actual object, and the second non-constant pointer is the reference count.
Upon creation of a new Flyweight〈T 〉 object, a new Entry with reference
count one is created and inserted into the container. The Hasher and Equals
operations of Pool are not shown. They consider two objects of type Entry
equal iff their underlying objects of type T are equal w.r.t. the standard
equality operator. Therefore, if an entry with an equal object already exists
in the container, the insert() operation does not insert the new entry into
the container, but rather returns an iterator to the existing entry. In this
case, we increase the reference count of the existing Entry and destroy the
duplicate one. If no such entry exists, insert() returns an iterator to the newly
inserted entry. In both cases, we use a pointer to the respective Entry object
returned by insert() as the handle for the flyweight. We note in this context
that std ::unordered_set〈...〉 guarantees that pointers to members remain valid
after rehashing, while iterators are invalidated.
If a Flyweight〈T 〉 object is copy-constructed, we only need to copy the handle
and increase the reference count in the respective Entry . Finally, every time
a Flyweight〈T 〉 object is destroyed, we decrease the reference count. If the
reference count is zero, we destroy the Entry and the object.
Abstract Flyweights
Note that for two types Base and Derived, where the latter is derived from
the former, the flyweight classes Flyweight〈Base〉 and Flyweight〈Derived〉 are
independent types and an object of type Flyweight〈Derived〉 cannot be up-
casted to Flyweight〈Base〉. In particular, we cannot store objects of, say, type
Flyweight〈BoolCombUndetGame〉 in containers that are meant to hold objects
of type Flyweight〈MCGame〉. This is a drawback, since our games are designed
to store subgames of abstract type MCGame, and we cannot easily replace
objects of type MCGame by Flyweight〈MCGame〉.
A possible solution is to use a single Flyweight〈MCGame〉 for all subclasses
of MCGame and only store objects of type Flyweight〈MCGame〉. However,
this approach causes a performance degradation:
1. Earlier tests with the pooling approach described in the previous section
revealed that it is considerably faster to partition the pool used for games
into pools for the respective subtypes, i.e., to use a separate pool instance
for each concrete subclass of MCGame instead of a single pool instance
for all games.
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We are not sure what causes the performance degradation observed if a
single pool is used for all games: For ideal hash functions, a single hash
table should be equally fast as a partitioned table. Our guess is that
the hash function used for games causes too many collisions, but we do
not want to exclude other options, such as, say, better memory cache
utilization due to the smaller containers.
In either case, we consider it worthwhile to investigate what causes this
performance degradation. This remains as a possible idea for future
improvements.
2. A single container also causes a larger serialization bottleneck for multi-
threading (see also Section 16.6): If one big container is used for all games,
chances are higher that multiple threads try to concurrently acquire a
mutex lock on the pool. In particular, as of the time of this writing, the
concurrent data structures provided by the Intel TBB Library require
a global read/write lock on the pool instance before erasing objects.
(Insertion uses much finer locking.) This might change in future versions
of the library.
We can considerably lower the probability that two threads concurrently
try to acquire the same mutex lock on a single pool instance by partitioning
the pool into several, independent pools. Note that if we partition the
pools, then the probability that two threads try to acquire a lock on the
same Pool instance while creating or destroying flyweights of different
types is zero.
We currently do not know how we can improve upon the serialization bot-
tleneck. Therefore, even if we were able to resolve a performance degradation
caused by suboptimal hash functions, the serialization bottleneck for multi-
threading persists. For this reason, we for now decided to use separate pool
instances for each concrete MCGame class.
Unfortunately, this decision introduces a new problem: Once the reference
count of an object becomes zero, we have to delete the entry from the correct
pool instance. We therefore additionally need to keep track in which pool
instance the entry was originally stored. Both of these changes require a
significant amount of changes to the Flyweight〈T 〉 class, probably making it
incompatible to the Boost flyweight implementation.
We therefore designed and implemented the following pattern (cf., Fig-
ures 16.16 and 16.17): The interface FlyweightBase〈Base〉 has a get() function
that returns a pointer to an object of type Base. For each concrete class
Derived implementing Base, there is a class FlyweightDerived〈Derived〉 that
implements the abstract interface FlyweightBase〈Base〉 and internally holds a
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FlyweightBase
get(): Base*
typename Base
FlyweightDerived
flyweight: Flyweight<Derived>
FlyweightDerived(obj: Derived *)
typename Base
typename Derived
FlyweightInheritanceFactory
make<Derived>(obj: Derived *): FlyweightInheritance<Base> *
typename Base
FlyweightInheritance
wrapper: FlyweightBase<Base> *
FlyweightInheritance(wrapper: FlyweightBase<Base> *)
typename Base
Client
return new FlyweightInheritance(
  new FlyweightDerived<Base, Derived>(obj))
Figure 16.16.: A flyweight pattern for abstract classes (design)
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template〈typename Base〉 class FlyweightBase {
public :
virtual∼FlyweightBase〈Base〉() {}
virtual const Base ∗ get() const = 0;
virtual const FlyweightBase〈Base〉 ∗ clone() const = 0;
};
template〈typename Base, typename Derived〉
class FlyweightDerived : public FlyweightBase〈Base〉 {
public :
FlyweightDerived〈Base,Derived〉(const Derived ∗ entry)
: _flyweight(entry) {}
FlyweightDerived〈Base,Derived〉(
const FlyweightDerived〈Base,Derived〉& other)
: _flyweight(other ._flyweight) {}
virtual∼FlyweightDerived〈Base,Derived〉() {}
virtual const Base ∗ get() const {return _flyweight .get(); }
virtual const FlyweightDerived〈Base,Derived〉 ∗ clone() const {
return new FlyweightDerived〈Base,Derived〉(∗this);
}
private :
Flyweight〈Derived〉 _flyweight ;
};
template〈typename Entry〉 class FlyweightInheritance {
public :
FlyweightInheritance() : _wrapper(NULL) {}
FlyweightInheritance(const FlyweightInheritance & other)
: _wrapper(NULL) {
if (other ._wrapper 6= NULL) _wrapper = other ._wrapper→clone();
}
FlyweightInheritance(const FlyweightBase〈Entry〉 ∗ wrapper)
: _wrapper(wrapper) {}
∼FlyweightInheritance() {delete _wrapper ; }
...
const Entry ∗ get() const {return _wrapper→get(); }
const FlyweightInheritance〈Entry〉 ∗ clone() const {
return new FlyweightInheritance〈Entry〉(∗this);
}
private :
const FlyweightBase〈Entry〉 ∗_wrapper ;
};
Figure 16.17.: A flyweight pattern for abstract classes (implementation)
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graph no caching caching
grid 3x1000 7.5′′ ≈ 0.5′′
grid 4x1000 26′′ 1.5′′
grid 5x1000 1′30′′ 4′′
grid 6x1000 4′7′′ 15′′
Table 16.1.: The effect of caching complex operations on the running time for
the Minimum Dominating Set problem.
standard flyweight object of type Flyweight〈Derived〉. Clients ask the factory
to assemble a corresponding instance of FlyweightInheritance〈Base〉, which is
an adaptor of the concrete FlyweightDerived〈Base,Derived〉 object.
16.5.5. Caching
Caching the result of complex operations had another large impact on the
running time. Again, the pigeon-hole principle (the number of vertices is
assumed to be much larger than the treewidth) tells us that many identical
cases are computed for a large number of times, for instance when we discover
a new vertex of the input graph.
We therefore cache the results of several expensive operations: Before we
apply an expensive operation, we check in the cache whether we have computed
this operation before, which is much faster than doing the computation itself.
In practice we noticed massive speedups. Table 16.1 compares running times for
a few small grid graphs with and without caching. Here we notice a particularly
large effect due to the many “self-similarities” in grids.
Our cache implementation uses the Least-Recently-Used (LRU) strategy. An
LRU cache with (amortized) constant time operations can easily be implemented
with a list〈pair〈Key ,Value〉〉 and a hash map map〈Key , list ::iterator〉 that
stores, for each key, an iterator to a list entry.
• To store a new key-value pair, we add an entry of type pair〈Key ,Value〉
to the tail of the list and add a corresponding entry to the hash map.
• To lookup the Value for a given Key , we simply need to check in the hash
map whether an entry for this key exists. If so, we move the list entry to
the tail of the list (marking it as accessed) and return the Value object
stored in the list node.
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• To evict the cache, we take the entry in the front of the list, which
contains the least recently used key-value pair. We then simply remove
this list node and the corresponding entry in the hash map (here it is
why we also need to store the Key in the list node).
The implementation is straight-forward and not shown. However, we had to
implement our own list class, since the std ::list ::splice() operation, which moves
entries of a std ::list to the tail of the list in constant time, possibly invalidates
iterators.1
The size of the caches can be specified as a command-line option to our
software. This allows to trade space for time when enough memory is available,
but one may also disable caching completely when memory is tight. It would be
very useful if a user could also change the cache size at run-time, if, for instance,
the computation is almost finished but unexpectedly needs more memory for
the final nodes. This could, for example, be done by sending a certain signal
to the process, but has not been implemented yet.
16.6. Multi-Threading
Due to its nature, the table-based dynamic programming algorithm should in
principle allow for efficient parallelization, since all entries (games) of a single
table and many nodes of the tree decomposition can be processed independently.
Preliminary support for multi-threading based on Intel’s Thread Building Blocks
library [126,180] is available in Sequoia. It is optional and has to be enabled at
compile time.
The Intel TBB library allows for a convenient tasked based programming:
One creates a number of tasks that have to be computed and also declares
the dependencies between tasks. The TBB library then automatically spawns
a reasonable number of worker threads that process the tasks in an order
that respects the dependencies. For example, for every node of the tree
decomposition, the DynProgSolver class creates a task, which, when executed,
applies the dynamic programming procedure for this particular node. This task
depends on the tasks for the node’s children and is therefore only executed
when the children’s tables have been filled. Similarly, SequoiaSolver schedules
a separate task for every entry stored in the SequoiaTable, which results in
parallel processing of the table entries.
Support for multi-threading naturally adds some overhead due to the required
mutex locking of shared regions. We were sometimes able to decouple shared
1 This has been noted as a defect in the C++ standard and is very likely to be fixed in
future versions of the Standard Template Library (STL), see the entry “250. splicing
invalidates iterators” in [165].
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thrds real cpu sys s.-up
- 198.8′′ 196.0′′ 2.4′′ 1.00
1 245.6′′ 242.3′′ 2.7′′ 0.81
2 155.7′′ 294.0′′ 12.3′′ 1.28
3 120.6′′ 327.0′′ 22.4′′ 1.65
4 105.7′′ 371.8′′ 35.7′′ 1.88
5 110.7′′ 455.0′′ 62.8′′ 1.80
6 110.7′′ 531.5′′ 93.4′′ 1.80
7 110.7′′ 590.2′′ 139.2′′ 1.80
8 120.7′′ 660.1′′ 254.0′′ 1.65
 0
 100
 200
 300
 400
 500
 600
 700
 0  2  4  6  8
real
user
sys
Table 16.2.: Running time for the Minimum Dominating Set problem on a
subgraph of a 8× 200-grid and a non-optimal tree decomposition
of width 11. The first line shows the single-threaded solver
without mutex locks, and the second lines reveals the overhead
introduced by locking. The real values for 5, 6, and 7 are correct.
Note the super-linear increase in sys time due to excessive time
wasted with spin locks on shared regions.
regions by moving data into thread-local regions. In particular, the caches
(Section 16.5.5) are stored in thread-local memory, which significantly improved
the running time on the cost of a slightly higher memory consumption.
However, certain serialization bottlenecks cannot be avoided due to the
current design of the program. In particular, since we heavily rely on flyweights
(Section 16.5.4), the flyweight data pool currently remains a shared region that
is accessed by multiple threads in parallel very frequently. We currently do not
know how we can resolve this issue without giving up the use of flyweights,
which seems to be mandatory to keep the memory requirements manageable.
Therefore, we currently do not get a large speedup from using multiple
threads. A small set of experiments revealed that on a quad-core i7-2700
CPU with Hyper-Threading enabled, four parallel threads seem to be optimal,
yielding a noticeable speedup, see Table 16.2.
It might be possible to improve the speedup by tuning the configuration of
the Intel TBB library, which has not been done so far.
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Several real-world optimization problems can be modeled by graphs with small
treewidth. Interesting examples include optimization problems for train and
road networks when the underlying network has low treewidth. For instance,
many local railway networks have a generic star-like structure connecting a
central station with nearby suburban stations.
A well-known example is the Station Location problem [140, 158, 219].
Here we are given a railway network together with information on the population
and their use of the railway infrastructure. The problem is to add new stops
in the existing railway network so as to maximize accessibility of the railway
infrastructure by the population. A variation is the Bus Stop Location
problem [101], where one has to locate the minimum number of bus stops
required to ensure that no passenger need walk more than a specified distance
from his normal boarding point to reach an express bus stop.
In practice, one strategy to tackle such problems is to artificially transform
the problem into easier subproblems on path-like graphs. For instance, one of
the approaches Wagner lists in her survey [219] is to decompose the original
NP-complete set-cover-type problem into subproblems that are modeled by
only a few line segments. For such subproblems, the underlying set covering
problem has the consecutive ones property which ensures that it can be solved in
polynomial time by an LP-relaxation [100,219]. Unfortunately, there are cases
where the consecutive ones property does not hold, or when the given input
instance is not splittable into appropriate subproblems. For example, if the task
is to find good locations for transmitters to cover an existing railway network
with mobile Internet access, interference and obstacles can easily destroy the
consecutive ones property. Similarly, such problems often become much harder
once we add additional constraints. For example, connectivity is an important
aspect for mesh-like wireless networks such as IEEE 802.11s. Finally, we
could have multiple optimization criteria like using the minimum number of
frequencies to reach the maximum number of customers, or add a minimum
amount of new bus stops to benefit a maximum number of customers [192].
Of course, LP or ILP solvers can be used when the problems admit an ILP
formulation. A large number of problems of practical interest fall under this
category. However, ILP-solvers do not take into account the underlying tree-like
structure of the original instance. Another disadvantage is that one has to first
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translate the original problem into an ILP-formulation before being able to
use the tool. The same problem might have several ILP formulations and the
time taken is different for different formulations. It is an art to find out the
formulation which yields the best running time [38]. Particularly, connectivity
constraints are not very convenient to express in an ILP, see [92,168] for several
ways how to do it.
Another option is to develop tailor-made algorithms that exploit the under-
lying tree-like structure. It is, however, not clear whether these algorithms will
be faster than general ILP solvers. Moreover, they take considerable time and
energy to develop. Generic solvers are hence a very useful tool to have, because
they alleviate the need to develop customized algorithms, and usually it takes
a lot less effort to implement the problem specification than to come up with
good algorithms.
In this chapter, we compare the performance of our MSO-solver Sequoia
to IBM ILOG CPLEX Optimizer, an established commercial ILP solver [62]
developed by ILOG (now IBM Corporation), with somewhat surprising results.
17.1. Problem Set
We selected three standard graph problems that cover the range of packing,
covering and coloring problems, namely Minimum Vertex Cover, Minimum
Dominating Set, and 3-Colorability. Additionally, we consider Mini-
mum Connected Dominating Set, which has applications in (wireless)
network design (cf., [65, 153,208]) and adds a connectivity constraint. Mini-
mum Connected Dominating Set is much harder to solve than Minimum
Dominating Set and the best known deterministic algorithm [155] for graphs
of bounded treewidth needs time Ω(wwn) for treewidth w.
17.1.1. Grid Graphs
The first set of problem instances we consider are subgraphs of grids, obtained
by using a fixed probability to either include an edge or exclude it. Let p denote
the probability that an edge is kept in the graph, implying that for p = 1 the
grid remains unchanged. We created grids of small width k, ranging from 1 to
12 in our experiments, whereas the height m of the grid was chosen such that
the number of vertices is approx. 50, 75, 100, 150, 200, 300, 500, 1000, and
5000, respectively, e.g. 9× 22 = 198. Such grids have treewidth k.
The edge-probability p was set to values in [0.00, 1.00] with an increment
of 0.05 and we run ten tests for each p (but only one for p = 1). In total, we
therefore created 201 graphs for each 1 ≤ k ≤ 12 and each size. Out of these,
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grids of width 1 ≤ k ≤ 12 were considered for Minimum Vertex Cover,
of width 1 ≤ k ≤ 8 for Minimum Dominating Set, of width 1 ≤ k ≤ 6
for 3-Colorability, and of width 1 ≤ k ≤ 5 for Minimum Connected
Dominating Set (only when connected).
The choice of grids (and subgraphs of grids) stems from two considerations:
on the one hand, many optimization problems related to traffic do exhibit a
path- or grid-like structure (the latter would be a case where the width of, say,
a road cannot be neglected). On the other hand grids offer a readily available
bound on the treewidth, namely the width or height (whichever is smaller).
On these instances, Minimum Vertex Cover and 3-Colorability are
solvable in polynomial time (because the graphs are bipartite) and the LP-
relaxations of the respective ILP formulations already yield optimal results.
Hence, our tool has limited practical utility for such problems. We nevertheless
included these problems since they shed light on the performance of our solver.
17.1.2. Urban Railway
For a somewhat more realistic scenario we used the data available from Open-
StreetMap and created graphs of the Hannover urban railway [172] and Berlin
tram [173] networks.
The graphs obtained after cleaning the raw data from OpenStreetMap had
treewidth 2 (Hannover) and 4 (Berlin), respectively. To these graphs, we added
possible locations for wireless base stations. For the edges, we used a disc
graph model, since each base station is assumed to have a bounded maximum
range. However, we assume that obstacles might hinder transmission to nearby
vertices, so we only include edges between nearby nodes with a probability
of 0.9. The resulting graphs are depicted in Figure 17.1 and Figure 17.2 and
have the following properties.
• Hannover, small: 673 vertices, 1445 edges, and treewidth bounded by 8.
• Hannover, large: 956 vertices, 2572 edges, treewidth bounded by 9.
• Berlin: 2599 vertices, 5864 edges, treewidth bounded by 11.
The task now is to select a minimum size connected set of base station
locations, i.e., we are to solve an instance of the Minimum Connected
Dominating Set problem.
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Figure 17.1.: To cover the Hannover urban rail network with wireless access
generates aMinimum Connected Dominating Set problem
on 673 vertices. On the left side is the whole resulting graph
and on the right side you can find some of its parts in detail.
Figure 17.2.: A similar instance of Minimum Connected Dominating
Set with 2599 vertices obtained from the Berlin tram network.
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17.2. Test Setup
The test setup is as follows. We focus on multi-purpose frameworks capable of
solving a wide range of problems, and therefore did not include any specialized
algorithms, which might have advantages in running time but usually take a
long time to develop. CPLEX was chosen because it is a well-known, commercial
Mixed Integer Programming (MIP) solver that offers a license for academic
purposes. Since we consider MIP solvers the “state of the art” in optimization,
we did not include any further frameworks such as SAT-solvers.
For all the instances mentioned above, we created suitable ILPs that describe
these instances. For Minimum Vertex Cover, Minimum Dominating
Set, and 3-Colorability, we used the standard formulations. For Minimum
Connected Dominating Set, we used the formulation of [168], where the
connectivity is guaranteed by requiring a flow between the nodes of the solution.
17.2.1. Environment
The experiments were performed on dedicated 64 bit Ubuntu 12.04 machines
(Linux kernel version 3.2.0) equipped with quad-core Intel Core i7-2600 and
i7-2700 CPUs and 16GB of RAM. Since the i7-CPUs support Intel’s “Hyper-
Threading” technology, up to eight parallel threads can be used. The i7-2600
and i7-2700 CPUs run at slightly different clock speeds, 3.40GHz for the i7-2600,
and 3.50GHz for the i7-2700. We nevertheless believe that the running times
obtained allow us to compare the performance of the two solvers.
The programs were given 12 hours (43 200 seconds) real time per instance.
When the time limit was reached, the process was terminated.
17.2.2. Software
Sequoia
Our Sequoia solver was compiled with gcc version 4.6.3 with the -O2-flag and
support for multi-threading enabled.
For every instance, Sequoia was given the graph, an MSO-formula corre-
sponding to the problem, and, if available, a tree decomposition of the input
graph. For 3-Colorability, the Bool evaluation for decision problems was
used. For the minimization problems, we specified to minimize the solution
size with the MinCard evaluation.
With multi-threading enabled, Sequoia uses four threads. Since enough
memory was available on the test machines, we additionally used the -c 100000
option, which increases the cache size from 10000 to 100000 entries per thread.
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CPLEX
CPLEX Academic Research Edition 12.4.0.0, 64bit (x86-64_sles10_4.1), was
used to solve the ILP instances. It was configured with the following settings:
set timelimit 43200
set mip limits treememory 512000
set mip strategy file 2
set mip tolerances mipgap 0.05
The mip tolerances mipgap setting tells CPLEX to stop once an integral-
ity gap of 5% is reached, i.e., we did not insist on optimal solutions. The
mip limits treememory and mip strategy file options change CPLEX’s
memory allocation behavior. In preliminary tests, CPLEX would soon run
run into memory problems when solving the Minimum Dominating Set and
Minimum Connected Dominating Set instances. We therefore followed
the instructions in the CPLEX User’s Manual [63] to use node-file storage,
which entails only minor overhead:
CPLEX offers a node-file storage-feature to store some parts of
the branch & cut tree in files as it progresses through its search.
This feature allows CPLEX to explore more nodes within a smaller
amount of computer memory. It also includes several options to
reduce the use of physical memory. Importantly, it entails only
a very small increase in runtime. [63, Section “Running out of
memory”]
On the test systems, CPLEX used up to eight solver threads.
17.3. Results
CPLEX performs very well for the Minimum Vertex Cover and 3-Color-
ability problems. Since the grid graphs are bipartite, the LP relaxations
already provide the optimal solutions. Our tool is oblivious to this fact and
proceeds as it would on any other graph. As the running time of CPLEX
is less than one second for these problems, we only include the results for
the MSO-approach. The running times for Minimum Dominating Set and
Minimum Connected Dominating Set, however, show that for certain
instances of low treewidth our tool can compete and even outperform CPLEX,
even although we allow CPLEX to return non-optimal solutions. This is in
particular the case for the large graphs. Here, the MSO approach clearly
benefits from the linear running time bound (see also Figure 17.3).
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Sequoia CPLEX
graph p = time solution time solution
1× 100 1.0 0.04” 98 0.01” 98
2× 50 1.0 0.05” 50 10” 50
3× 33 0.95 0.14” 41 141” 41
3× 33 1.0 0.09” 33 2.9” 33
4× 25 0.95 0.32” 42 timeout 42
4× 25 1.0 0.19” 42 timeout 42
5× 20 0.85 1.4” 44 9 817” 44
5× 20 0.95 1.21” 44 timeout 44
5× 20 0.95 0.95” 41 timeout 41
5× 20 0.95 0.86” 41 timeout 41
5× 20 1.0 0.53” 41 timeout 41
6× 16 0.95 2.44” 36 1488” 36
6× 16 0.95 3.29” 38 timeout 38
6× 16 0.95 3.9” 38 36 293” 38
6× 16 1.0 1.6” 34 3225” 34
Table 17.1.: Running times of CPLEX for Minimum Connected Domi-
nating Set on subgraphs of grids of approx. 100 vertices. The
timeout is at 43 200 seconds (12 hours).
We present a selection of the results for the grids in the following figures which
summarize the running times for each problem by presenting the minimum,
median and maximum of the running times for different grid sizes. The complete
result list can be found in Appendix A.
Table 17.1 lists the results for Minimum Connected Dominating Set
on grids and subgraphs of grids on approx. 100 vertices. CPLEX found the
optimal solution in all cases, but often hit the timeout before it could guarantee
optimality.
On the large railway networks, Sequoia found the optimal solution within
very short time frames. CPLEX always hit the timeout and found non-optimal
solutions only, see Table 17.2.
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(d) Minimum Dominating Set, width 8
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Figure 17.3.: Running times of the MSO-solver for a fixed graph size and
increasing grid width and for a fixed grid width and increasing
graph size; in seconds.
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Figure 17.4.: Running times of CPLEX for Minimum Dominating Set,
all vs. dense subgraphs (edge probability p ≥ 0.9) of grids on
approx. 1000 vertices; in seconds. On the majority of the sparse
instances the LP relaxation is optimal or close to optimal. The
problem becomes significantly harder on denser instances: Even
though we allowed to return non-optimal solutions within an
integrality gap of 5%, CPLEX took considerably more time on
the dense instances than our exact MSO solver.
Sequoia CPLEX
graph size tw time solution time solution gap
Hannover, small 673 8 3′′ 319 timeout 327 41 %
Hannover, large 956 9 9′′ 376 timeout 385 42 %
Berlin 2599 11 197′′ 1259 timeout 1342 35 %
Table 17.2.: Running times for Minimum Connected Dominating Set
for three graphs obtained from real world railway networks. size:
number of vertices; tw: treewidth; solution: best solution found
within the time bound; gap: CPLEX’s remaining integrality gap;
timeout is at 43 200 seconds (12 hours).
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18. Conclusion
Since its publication in 1990, Courcelle’s Theorem has found numerous applica-
tions in theoretical works as an easy way to show that a particular problem is
efficiently solvable on certain graph classes. On the other hand, no algorithms
were available that are both: as general as Courcelle’s meta-theorem and usable
in practical applications. In the last few years, significant progress has been
made towards making MSO model checking algorithms for decomposable graphs
feasible in practice. New results by several research groups indicate that it is
indeed possible to a construct an algorithm derived from a meta-theorem that
can actually be used on a computer.
In this thesis, we have described our contributions to this field. We have
designed and implemented a new algorithm for the MSO Model Checking
problem on decomposable graphs and showed that it can compete with existing,
established approaches to solve optimization problems on graphs of small
treewidth.
Without doubt, hand-crafted algorithms that are tailored to specific problems
are still much faster than the generic approach presented in this thesis. The
main advantage that our tool possesses is that we allow problems to be specified
in a natural logic-based language that is very appropriate for many problems
and that for graphs of small enough treewidth, certain problems can be solved
very efficiently. Already today, it usually takes much less time to write a
suitable MSO-formula that describes the problem and use it with our MSO
solver, than to actually design and implement an error-free algorithm that, say,
selects optimal base station locations for a wireless mesh-network on railway
tracks.
Furthermore, technical advances in other areas such as in SAT solving, system
verification, logic programming, or operations research give historical evidence
that it is possible to optimize generic solvers to an extend that they can
compete with or even outperform hand-crafted implementations. We believe
that continuing research and new insight will lead to powerful techniques that
will further improve the performance of generic MSO model checking solvers.
We especially anticipate the introduction of advanced techniques such as lazy
evaluation or automatic reduction rules to the Sequoia software.
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A. Experimental Evaluation -
Results
All running times are in seconds.
The running time of CPLEX is less than one second for the Minimum
Vertex Cover and 3-Colorability problems. We therefore only list
the results for our MSO-solver Sequoia. For CPLEX solving the Minimum
Connected Dominating Set problem, we had to abort the experiments on
the grids with more than 100 vertices, since they would not finish within our
testing period.
A.1. Minimum Vertex Cover
size num min median max
1× 50 201 0.02 0.03 0.03
2× 25 201 0.03 0.03 0.04
3× 16 201 0.02 0.04 0.05
4× 12 201 0.03 0.05 0.06
5× 10 201 0.04 0.08 0.10
6× 8 201 0.06 0.13 0.21
7× 7 201 0.09 0.25 0.41  0.01
 0.1
 1
 0  2  4  6  8  10  12
min/max
median
Table A.1.: Minimum Vertex Cover, Sequoia, 50 vertices
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size num min median max
1× 75 201 0.03 0.03 0.04
2× 37 201 0.02 0.03 0.04
3× 25 201 0.03 0.04 0.04
4× 18 201 0.03 0.06 0.07
5× 15 201 0.05 0.10 0.13
6× 12 201 0.07 0.18 0.26
7× 10 201 0.10 0.33 0.49
8× 9 201 0.17 0.71 1.20
 0.01
 0.1
 1
 10
 0  2  4  6  8  10  12
min/max
median
Table A.2.: Minimum Vertex Cover, Sequoia, 75 vertices
size num min median max
1× 100 201 0.02 0.03 0.04
2× 50 201 0.03 0.04 0.05
3× 33 201 0.03 0.04 0.05
4× 25 201 0.04 0.06 0.09
5× 20 201 0.05 0.12 0.16
6× 16 201 0.08 0.22 0.32
7× 14 201 0.13 0.44 0.67
8× 12 201 0.20 0.93 1.47
9× 11 201 0.33 1.95 3.60
10× 10 201 0.58 4.09 8.27
 0.01
 0.1
 1
 10
 0  2  4  6  8  10  12
min/max
median
Table A.3.: Minimum Vertex Cover, Sequoia, 100 vertices
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A.1. Minimum Vertex Cover
size num min median max
1× 150 201 0.03 0.04 0.04
2× 75 201 0.03 0.04 0.05
3× 50 201 0.04 0.05 0.06
4× 37 201 0.05 0.08 0.10
5× 30 201 0.07 0.15 0.20
6× 25 201 0.10 0.31 0.43
7× 21 201 0.14 0.66 0.92
8× 18 201 0.23 1.32 2.10
9× 16 201 0.38 2.84 5.00
10× 15 201 0.64 6.01 12.56
11× 13 201 1.17 11.72 28.62
12× 12 201 2.17 22.96 61.32
 0.01
 0.1
 1
 10
 100
 0  2  4  6  8  10  12
min/max
median
Table A.4.: Minimum Vertex Cover, Sequoia, 150 vertices
size num min median max
1× 200 201 0.03 0.04 0.04
2× 100 201 0.04 0.04 0.05
3× 66 201 0.04 0.05 0.07
4× 50 201 0.06 0.09 0.12
5× 40 201 0.08 0.18 0.25
6× 33 201 0.11 0.38 0.51
7× 28 201 0.17 0.84 1.23
8× 25 201 0.26 1.80 2.81
9× 22 201 0.43 3.77 6.48
10× 20 201 0.71 8.12 16.28
11× 18 201 1.28 16.70 39.90
12× 16 201 2.34 32.20 82.48
 0.01
 0.1
 1
 10
 100
 0  2  4  6  8  10  12
min/max
median
Table A.5.: Minimum Vertex Cover, Sequoia, 200 vertices
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size num min median max
1× 300 201 0.05 0.06 0.20
2× 150 201 0.05 0.07 0.08
3× 100 201 0.06 0.08 0.23
4× 75 201 0.09 0.13 0.23
5× 60 201 0.11 0.24 0.31
6× 50 201 0.14 0.49 0.76
7× 42 201 0.22 1.13 1.57
8× 37 201 0.30 2.47 3.93
9× 33 201 0.49 5.52 9.65
10× 30 201 0.83 12.06 23.93
11× 27 201 1.45 25.52 54.56
12× 25 201 2.70 50.59 124.2
 0.01
 0.1
 1
 10
 100
 0  2  4  6  8  10  12
min/max
median
Table A.6.: Minimum Vertex Cover, Sequoia, 300 vertices
size num min median max
1× 500 201 0.06 0.07 0.10
2× 250 201 0.07 0.09 0.21
3× 166 201 0.09 0.11 0.25
4× 125 201 0.12 0.17 0.22
5× 100 201 0.16 0.33 0.43
6× 83 201 0.19 0.68 1.01
7× 71 201 0.33 1.60 2.36
8× 62 201 0.40 3.84 5.73
9× 55 201 0.63 9.06 15.28
10× 50 201 1.05 20.20 38.20
11× 45 201 1.84 43.97 94.36
12× 41 201 3.18 86.63 199.4
 0.01
 0.1
 1
 10
 100
 1000
 0  2  4  6  8  10  12
min/max
median
Table A.7.: Minimum Vertex Cover, Sequoia, 500 vertices
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A.1. Minimum Vertex Cover
size num min median max
1× 1000 201 0.11 0.13 0.22
2× 500 201 0.14 0.16 0.22
3× 333 201 0.19 0.21 0.26
4× 250 201 0.25 0.31 0.36
5× 200 201 0.29 0.55 0.69
6× 166 201 0.40 1.13 1.53
7× 142 201 0.57 2.59 3.72
8× 125 201 0.84 6.17 10.15
9× 111 201 1.10 16.75 28.44
10× 100 201 1.68 40.26 69.68
11× 90 201 2.66 90.41 166.3
12× 83 201 4.59 181.0 403.3
 0.01
 0.1
 1
 10
 100
 1000
 0  2  4  6  8  10  12
min/max
median
Table A.8.: Minimum Vertex Cover, Sequoia, 1000 vertices
size num min median max
1× 5000 201 0.36 0.41 0.55
2× 2500 201 0.44 0.47 0.53
3× 1666 201 0.52 0.58 0.66
4× 1250 201 0.65 0.80 0.91
5× 1000 201 0.85 1.35 1.57
6× 833 201 1.05 2.93 3.45
7× 714 201 1.48 6.37 8.19
8× 625 201 2.32 16.15 33.54
9× 555 201 3.17 65.02 117.4
10× 500 201 5.10 197.0 322.2
11× 454 201 8.29 443.7 952.0
12× 416 201 13.66 869.8 2048
 0.1
 1
 10
 100
 1000
 0  2  4  6  8  10  12
min/max
median
Table A.9.: Minimum Vertex Cover, Sequoia, 5000 vertices
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A.2. 3-Colorability
size num min median max
1× 50 201 0.03 0.04 0.09
2× 25 201 0.04 0.07 0.11
3× 16 201 0.08 0.20 0.28
4× 12 201 0.21 0.64 0.98
5× 10 201 0.58 2.14 3.57
6× 8 201 1.44 6.91 15.60
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.10.: 3-Colorability, Sequoia, 50 vertices
size num min median max
1× 75 201 0.04 0.04 0.08
2× 37 201 0.05 0.08 0.12
3× 25 201 0.09 0.25 0.33
4× 18 201 0.23 0.86 1.27
5× 15 201 0.62 3.16 5.12
6× 12 201 1.47 11.05 23.40
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.11.: 3-Colorability, Sequoia, 75 vertices
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A.2. 3-Colorability
size num min median max
1× 100 201 0.04 0.04 0.12
2× 50 201 0.05 0.08 0.12
3× 33 201 0.10 0.29 0.42
4× 25 201 0.27 1.05 1.50
5× 20 201 0.68 3.88 6.66
6× 16 201 1.69 15.43 31.02
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.12.: 3-Colorability, Sequoia, 100 vertices
size num min median max
1× 150 201 0.04 0.05 0.10
2× 75 201 0.06 0.10 0.15
3× 50 201 0.12 0.34 0.54
4× 37 201 0.32 1.31 1.99
5× 30 201 0.70 5.67 9.95
6× 25 201 1.65 25.32 47.93
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.13.: 3-Colorability, Sequoia, 150 vertices
size num min median max
1× 200 201 0.04 0.05 0.11
2× 100 201 0.07 0.10 0.15
3× 66 201 0.14 0.39 0.54
4× 50 201 0.35 1.49 2.56
5× 40 201 0.78 7.28 13.00
6× 33 201 1.72 34.17 65.10
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.14.: 3-Colorability, Sequoia, 200 vertices
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A. Experimental Evaluation - Results
size num min median max
1× 300 201 0.05 0.06 0.11
2× 150 201 0.09 0.12 0.20
3× 100 201 0.18 0.43 0.66
4× 75 201 0.42 1.74 3.18
5× 60 201 0.78 10.72 20.41
6× 50 201 1.97 52.54 101.2
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.15.: 3-Colorability, Sequoia, 300 vertices
size num min median max
1× 500 201 0.07 0.08 0.12
2× 250 201 0.12 0.15 0.31
3× 166 201 0.22 0.54 0.79
4× 125 201 0.49 2.17 3.47
5× 100 201 1.10 17.30 31.66
6× 83 201 2.05 87.83 160.9  0.01
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.16.: 3-Colorability, Sequoia, 500 vertices
size num min median max
1× 1000 201 0.12 0.14 0.19
2× 500 201 0.22 0.26 0.32
3× 333 201 0.35 0.81 1.26
4× 250 201 0.62 3.03 4.90
5× 200 201 1.90 33.88 63.41
6× 166 201 2.80 176.7 331.0  0.01
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.17.: 3-Colorability, Sequoia, 1000 vertices
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A.2. 3-Colorability
size num min median max
1× 5000 201 0.44 0.46 0.58
2× 2500 201 0.68 0.80 0.94
3× 1666 201 1.06 2.15 2.91
4× 1250 201 1.86 7.32 10.34
5× 1000 201 4.72 161.6 309.8
6× 833 201 6.54 895.4 1635  0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.18.: 3-Colorability, Sequoia, 5000 vertices
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A. Experimental Evaluation - Results
A.3. Minimum Dominating Set
size num min median max
1× 50 201 0.03 0.04 0.08
2× 25 201 0.03 0.04 0.10
3× 16 201 0.03 0.05 0.19
4× 12 201 0.04 0.08 0.11
5× 10 201 0.05 0.15 0.25
6× 8 201 0.08 0.29 0.40
7× 7 201 0.12 0.65 0.90
 0.01
 0.1
 1
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.19.: Minimum Dominating Set, Sequoia, 50 vertices
size num min median max
1× 75 201 0.02 0.04 0.07
2× 37 201 0.03 0.04 0.07
3× 25 201 0.03 0.06 0.18
4× 18 201 0.04 0.10 0.13
5× 15 201 0.06 0.20 0.27
6× 12 201 0.09 0.43 0.63
7× 10 201 0.14 0.96 1.37
8× 9 201 0.26 2.34 3.20
 0.01
 0.1
 1
 10
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.20.: Minimum Dominating Set, Sequoia, 75 vertices
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A.3. Minimum Dominating Set
size num min median max
1× 100 201 0.03 0.04 0.07
2× 50 201 0.04 0.04 0.13
3× 33 201 0.04 0.06 0.10
4× 25 201 0.05 0.11 0.19
5× 20 201 0.07 0.24 0.34
6× 16 201 0.10 0.55 0.75
7× 14 201 0.16 1.33 1.90
8× 12 201 0.29 3.22 4.54
 0.01
 0.1
 1
 10
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.21.: Minimum Dominating Set, Sequoia, 100 vertices
size num min median max
1× 150 201 0.03 0.04 0.09
2× 75 201 0.04 0.05 0.09
3× 50 201 0.05 0.08 0.10
4× 37 201 0.06 0.14 0.19
5× 30 201 0.08 0.32 0.47
6× 25 201 0.12 0.80 1.09
7× 21 201 0.20 1.99 2.91
8× 18 201 0.36 4.81 7.12
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.22.: Minimum Dominating Set, Sequoia, 150 vertices
size num min median max
1× 200 201 0.04 0.05 0.10
2× 100 201 0.04 0.06 0.11
3× 66 201 0.05 0.08 0.12
4× 50 201 0.07 0.16 0.23
5× 40 201 0.09 0.40 0.58
6× 33 201 0.14 1.00 1.43
7× 28 201 0.24 2.50 3.78
8× 25 201 0.45 6.58 9.11
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.23.: Minimum Dominating Set, Sequoia, 200 vertices
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A. Experimental Evaluation - Results
size num min median max
1× 300 201 0.04 0.06 0.11
2× 150 201 0.04 0.07 0.15
3× 100 201 0.07 0.11 0.13
4× 75 201 0.09 0.21 0.32
5× 60 201 0.12 0.52 0.74
6× 50 201 0.19 1.28 2.03
7× 42 201 0.32 3.67 5.14
8× 37 201 0.60 9.71 13.77
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.24.: Minimum Dominating Set, Sequoia, 300 vertices
size num min median max
1× 500 201 0.05 0.07 0.09
2× 250 201 0.07 0.10 0.13
3× 166 201 0.09 0.14 0.16
4× 125 201 0.11 0.28 0.37
5× 100 201 0.17 0.74 1.02
6× 83 201 0.29 1.99 2.89
7× 71 201 0.51 5.42 8.11
8× 62 201 0.95 15.81 35.20
 0.01
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.25.: Minimum Dominating Set, Sequoia, 500 vertices
size num min median max
1× 1000 201 0.11 0.13 0.20
2× 500 201 0.14 0.17 0.23
3× 333 201 0.18 0.26 0.30
4× 250 201 0.26 0.50 0.61
5× 200 201 0.38 1.21 1.62
6× 166 201 0.61 3.08 4.60
7× 142 201 1.03 9.29 15.23
8× 125 201 1.84 34.22 45.63
 0.01
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.26.: Minimum Dominating Set, Sequoia, 1000 vertices
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A.3. Minimum Dominating Set
size num min median max
1× 5000 201 0.33 0.38 0.43
2× 2500 201 0.39 0.49 0.57
3× 1666 201 0.51 0.70 0.83
4× 1250 201 0.74 1.35 1.63
5× 1000 201 1.24 3.41 4.21
6× 833 201 2.29 8.69 11.16
7× 714 201 4.15 39.38 76.78
8× 625 201 8.02 174.9 261.9
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.27.: Minimum Dominating Set, Sequoia, 5000 vertices
size num min median max
1× 50 201 0.00 0.00 0.01
2× 25 201 0.00 0.00 0.02
3× 16 201 0.00 0.00 0.03
4× 12 201 0.00 0.00 0.05
5× 10 201 0.00 0.00 0.06
6× 8 201 0.00 0.00 0.06
7× 7 201 0.00 0.00 0.04  0
 0.05
 0.1
 0.15
 0.2
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.28.: Minimum Dominating Set, CPLEX, 50 vertices
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A. Experimental Evaluation - Results
size num min median max
1× 75 201 0.00 0.00 0.01
2× 37 201 0.00 0.00 0.02
3× 25 201 0.00 0.00 0.05
4× 18 201 0.00 0.00 0.16
5× 15 201 0.00 0.00 0.10
6× 12 201 0.00 0.00 0.14
7× 10 201 0.00 0.00 0.10
8× 9 201 0.00 0.00 0.09
 0
 0.05
 0.1
 0.15
 0.2
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.29.: Minimum Dominating Set, CPLEX, 75 vertices
size num min median max
1× 100 201 0.00 0.00 0.01
2× 50 201 0.00 0.00 0.03
3× 33 201 0.00 0.01 0.10
4× 25 201 0.00 0.00 0.18
5× 20 201 0.00 0.01 0.17
6× 16 201 0.00 0.01 0.17
7× 14 201 0.00 0.01 0.16
8× 12 201 0.00 0.01 0.16
 0
 0.05
 0.1
 0.15
 0.2
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.30.: Minimum Dominating Set, CPLEX, 100 vertices
size num min median max
1× 150 201 0.00 0.00 0.01
2× 75 201 0.00 0.01 0.04
3× 50 201 0.00 0.01 0.15
4× 37 201 0.00 0.01 0.22
5× 30 201 0.00 0.01 0.40
6× 25 201 0.00 0.01 0.38
7× 21 201 0.00 0.01 0.26
8× 18 201 0.00 0.01 0.28
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.31.: Minimum Dominating Set, CPLEX, 150 vertices
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A.3. Minimum Dominating Set
size num min median max
1× 200 201 0.00 0.00 0.03
2× 100 201 0.00 0.01 0.05
3× 66 201 0.00 0.01 0.16
4× 50 201 0.00 0.01 0.42
5× 40 201 0.00 0.01 1.97
6× 33 201 0.00 0.01 2.56
7× 28 201 0.00 0.01 2.31
8× 25 201 0.00 0.01 0.81
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.32.: Minimum Dominating Set, CPLEX, 200 vertices
size num min median max
1× 300 201 0.00 0.00 0.02
2× 150 201 0.00 0.01 0.07
3× 100 201 0.00 0.01 0.78
4× 75 201 0.00 0.01 2.56
5× 60 201 0.00 0.01 8.18
6× 50 201 0.00 0.01 15.46
7× 42 201 0.00 0.01 23.81
8× 37 201 0.00 0.01 27.90
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.33.: Minimum Dominating Set, CPLEX, 300 vertices
size num min median max
1× 500 201 0.00 0.00 0.03
2× 250 201 0.00 0.02 0.06
3× 166 201 0.00 0.02 1.05
4× 125 201 0.00 0.02 871.0
5× 100 201 0.00 0.02 124.8
6× 83 201 0.00 0.02 timeout
7× 71 201 0.00 0.02 timeout
8× 62 201 0.00 0.02 40019
 0.01
 0.1
 1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.34.: Minimum Dominating Set, CPLEX, 500 vertices
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A. Experimental Evaluation - Results
size num min median max
1× 1000 201 0.00 0.01 0.53
2× 500 201 0.00 0.03 0.08
3× 333 200 0.00 0.03 1.52
4× 250 201 0.00 0.03 timeout
5× 200 201 0.00 0.03 timeout
6× 166 201 0.00 0.03 timeout
7× 142 201 0.00 0.03 timeout
8× 125 201 0.00 0.03 timeout
 0.01
 0.1
 1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.35.: Minimum Dominating Set, CPLEX, 1000 vertices. For un-
known reasons, CPLEX would not start the solving of the
3× 333-grid instance with p = 1.00.
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A.3. Minimum Dominating Set
size num min median max
1× 50 21 0.00 0.01 0.01
2× 25 21 0.00 0.01 0.02
3× 16 21 0.00 0.01 0.03
4× 12 21 0.00 0.01 0.05
5× 10 21 0.00 0.02 0.06
6× 8 21 0.00 0.01 0.06
7× 7 21 0.00 0.01 0.04  0
 0.02
 0.04
 0.06
 0.08
 0.1
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.36.: Minimum Dominating Set, CPLEX, 50 vertices, p ≥ 0.9
size num min median max
1× 75 21 0.00 0.01 0.01
2× 37 21 0.00 0.01 0.01
3× 25 21 0.01 0.01 0.05
4× 18 21 0.01 0.02 0.16
5× 15 21 0.01 0.02 0.10
6× 12 21 0.00 0.03 0.14
7× 10 21 0.01 0.04 0.10
8× 9 21 0.01 0.03 0.09
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.37.: Minimum Dominating Set, CPLEX, 75 vertices, p ≥ 0.9
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A. Experimental Evaluation - Results
size num min median max
1× 100 21 0.00 0.01 0.01
2× 50 21 0.01 0.01 0.02
3× 33 21 0.01 0.03 0.10
4× 25 21 0.01 0.02 0.14
5× 20 21 0.01 0.05 0.17
6× 16 21 0.01 0.07 0.17
7× 14 21 0.01 0.06 0.16
8× 12 21 0.01 0.09 0.16
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.38.: Minimum Dominating Set, CPLEX, 100 vertices, p ≥ 0.9
size num min median max
1× 150 21 0.01 0.01 0.01
2× 75 21 0.01 0.01 0.02
3× 50 21 0.01 0.03 0.15
4× 37 21 0.02 0.05 0.22
5× 30 21 0.02 0.13 0.40
6× 25 21 0.03 0.14 0.38
7× 21 21 0.02 0.15 0.26
8× 18 21 0.03 0.16 0.28
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.39.: Minimum Dominating Set, CPLEX, 150 vertices, p ≥ 0.9
size num min median max
1× 200 21 0.01 0.01 0.02
2× 100 21 0.01 0.01 0.04
3× 66 21 0.01 0.05 0.16
4× 50 21 0.03 0.07 0.42
5× 40 21 0.03 0.16 1.97
6× 33 21 0.02 0.16 2.56
7× 28 21 0.05 0.23 2.31
8× 25 21 0.02 0.20 0.81
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.40.: Minimum Dominating Set, CPLEX, 200 vertices, p ≥ 0.9
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A.3. Minimum Dominating Set
size num min median max
1× 300 21 0.01 0.02 0.02
2× 150 21 0.01 0.01 0.05
3× 100 21 0.02 0.09 0.78
4× 75 21 0.04 0.14 2.56
5× 60 21 0.06 0.30 8.18
6× 50 21 0.11 0.44 15.46
7× 42 21 0.10 0.43 23.81
8× 37 21 0.15 0.58 27.90
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.41.: Minimum Dominating Set, CPLEX, 300 vertices, p ≥ 0.9
size num min median max
1× 500 21 0.01 0.03 0.03
2× 250 21 0.02 0.03 0.06
3× 166 21 0.04 0.12 1.05
4× 125 21 0.04 0.26 871.0
5× 100 21 0.12 0.86 124.8
6× 83 21 0.27 1.07 timeout
7× 71 21 0.30 1.26 timeout
8× 62 21 0.57 1.39 40019
 0.01
 0.1
 1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.42.: Minimum Dominating Set, CPLEX, 500 vertices, p ≥ 0.9
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A. Experimental Evaluation - Results
size num min median max
1× 1000 21 0.02 0.05 0.05
2× 500 21 0.03 0.04 0.08
3× 333 20 0.16 0.42 1.52
4× 250 21 0.10 0.42 timeout
5× 200 21 0.74 3.06 timeout
6× 166 21 0.73 48.15 timeout
7× 142 21 0.80 13.72 timeout
8× 125 21 0.85 63.81 timeout
 0.01
 0.1
 1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.43.: Minimum Dominating Set, CPLEX, 1000 vertices, p ≥ 0.9.
For unknown reasons, CPLEX would not start the solving of
the 3× 333-grid instance with p = 1.00.
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A.4. Minimum Connected Dominating Set
A.4. Minimum Connected Dominating Set
size num min median max
1× 50 1 0.04 0.04 0.04
2× 25 3 0.04 0.05 0.05
3× 16 6 0.08 0.11 0.12
4× 12 5 0.16 0.21 0.30
5× 10 8 0.43 0.56 1.01
6× 8 9 1.25 2.11 2.34
 0.01
 0.1
 1
 0  1  2  3  4  5  6  7
min/max
median
Table A.44.: Minimum Connected Dominating Set, Sequoia, 50 vertices
size num min median max
1× 75 1 0.03 0.03 0.03
2× 37 3 0.05 0.05 0.05
3× 25 2 0.08 0.10 0.11
4× 18 5 0.18 0.26 0.40
5× 15 6 0.50 0.91 1.22
6× 12 9 1.42 2.39 3.46
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.45.: Minimum Connected Dominating Set, Sequoia, 75 vertices
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A. Experimental Evaluation - Results
size num min median max
1× 100 1 0.04 0.04 0.04
2× 50 1 0.05 0.05 0.05
3× 33 2 0.09 0.12 0.14
4× 25 2 0.19 0.26 0.32
5× 20 5 0.53 0.95 1.40
6× 16 4 1.60 2.87 3.90
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.46.: Minimum Connected Dominating Set, Sequoia, 100 vertices
size num min median max
1× 150 1 0.04 0.04 0.04
2× 75 1 0.06 0.06 0.06
3× 50 3 0.12 0.14 0.15
4× 37 3 0.26 0.36 0.42
5× 30 3 0.57 1.14 1.35
6× 25 3 1.62 3.91 4.02
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.47.: Minimum Connected Dominating Set, Sequoia, 150 vertices
size num min median max
1× 200 1 0.05 0.05 0.05
2× 100 1 0.07 0.07 0.07
3× 66 1 0.12 0.12 0.12
4× 50 1 0.25 0.25 0.25
5× 40 2 0.66 1.26 1.86
6× 33 2 1.88 3.02 4.17
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.48.: Minimum Connected Dominating Set, Sequoia, 200 vertices
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A.4. Minimum Connected Dominating Set
size num min median max
1× 300 1 0.06 0.06 0.06
2× 150 1 0.08 0.08 0.08
3× 100 1 0.16 0.16 0.16
4× 75 1 0.31 0.31 0.31
5× 60 1 0.78 0.78 0.78
6× 50 1 2.20 2.20 2.20
 0.01
 0.1
 1
 10
 100
 0  1  2  3  4  5  6  7
min/max
median
Table A.49.: Minimum Connected Dominating Set, Sequoia, 300 vertices
size num min median max
1× 500 1 0.08 0.08 0.08
2× 250 1 0.10 0.10 0.10
3× 166 1 0.23 0.23 0.23
4× 125 1 0.52 0.52 0.52
5× 100 1 1.00 1.00 1.00
6× 83 1 2.80 2.80 2.80  0.01
 0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.50.: Minimum Connected Dominating Set, Sequoia, 500 vertices
size num min median max
1× 1000 1 0.13 0.13 0.13
2× 500 1 0.20 0.20 0.20
3× 333 1 0.35 0.35 0.35
4× 250 1 0.69 0.69 0.69
5× 200 1 1.75 1.75 1.75
6× 166 1 4.38 4.38 4.38  0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.51.: Minimum Connected Dominating Set, Sequoia, 1000 ver-
tices
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A. Experimental Evaluation - Results
size num min median max
1× 5000 1 0.47 0.47 0.47
2× 2500 1 0.71 0.71 0.71
3× 1666 1 1.19 1.19 1.19
4× 1250 1 2.61 2.61 2.61
5× 1000 1 6.40 6.40 6.40
6× 833 1 16.88 16.88 16.88  0.1
 1
 10
 100
 1000
 0  1  2  3  4  5  6  7
min/max
median
Table A.52.: Minimum Connected Dominating Set, Sequoia, 5000 ver-
tices
size num min median max
1× 50 1 0.00 0.00 0.00
2× 25 3 0.19 0.34 0.45
3× 16 6 0.24 0.59 1.04
4× 12 5 1.29 5.08 9.64
5× 10 8 1.46 9.32 28.10
6× 8 9 1.06 1.78 6.61  1
 10
 100
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.53.: Minimum Connected Dominating Set, CPLEX, 50 vertices
size num min median max
1× 75 1 0.00 0.00 0.00
2× 37 3 0.79 1.67 4.33
3× 25 2 0.71 1.47 2.23
4× 18 5 524.9 1836 7484
5× 15 6 63.64 3214 7116
6× 12 9 30.15 159.3 12071  1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.54.: Minimum Connected Dominating Set, CPLEX, 75 vertices
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A.4. Minimum Connected Dominating Set
size num min median max
1× 100 1 0.01 0.01 0.01
2× 50 1 10.40 10.40 10.40
3× 33 2 2.93 71.84 140.8
4× 25 2 timeout timeout timeout
5× 20 5 9817 timeout timeout
6× 16 4 1488 19759 timeout  1
 10
 100
 1000
 10000
 100000
 0  1  2  3  4  5  6  7  8  9
min/max
median
Table A.55.: Minimum Connected Dominating Set, CPLEX, 100 ver-
tices
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of Chapter 16 is new here, particularly the description of our implementation.
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Parts of Section 16.5 appeared in similar form in [147]. The experimental
evaluation in Chapter 17 is from [147], but we repeated all of the experiments
with up-to-date software versions and new test instances.
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