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Adapting User Interfaces for Visually Disabled Users 
Abstract 
Recent developments in the design of human-machine interfaces have resulted in interfaces 
which make access to computer-based equipment more difficult for visually disabled people. 
The aim of this project was to explore whether it is possible to adapt such interfaces so as to 
make them usable by people who cannot see a screen. 
The approach adopted was based upon two principles: the replacement of visual interlace 
entities by auditory analogues and appropriately constraining the resultant interlace. Two 
forms of sound were used to embody the auditory interface: musical tones and synthetic 
speech. The 'auditory screen' so produced consists of a grid of 'auditory objects', each of 
which is associated with a spatial location, a tone, a name and an action. In order to test the 
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principles a word processing progfafu°·wiifdesigned and implemented to demonstrate how a 
visual program might be adapted to be accessed through such an interface. 
This program was evaluated with the assistance of a number of visually disabled testers. 
They were trained to use the word processor through completing a graded set of exercises. 
Data were obtained in a number of ways during and after the completion of the exercises. 
Since the auditory interface had some novel components, special evaluation methods were 
applied. The nature of the interaction was analyzed, using an approach based on work on 
keystroke models of visual interfaces. This yielded a simple model of the 'hand-ear' 
coordination employed, which forms a basis for prediction of user behaviour. It was also 
necessary to evaluate aspects of the program, such as ease-of-Ieaming and these were 
investigated by interviewing the subjects. The results demonstrate that the approach is 
viable. The thesis also discusses a number of problems in using such an interface, most of 
which are related to the memory load on the user. 
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Chapter 1 
Introduction 
1.1 Introduction to the thesis 
A major aim in the development of information technology has been to make computers 
easier to use. Much of this effort has been concentrated in the area of design of the interface 
between the computer and its user - the human-machine interface. Although developments 
have led to different styles of interaction, one aspect has remained constant: output from 
computers has always been almost entirely visual. Programs have been made easier to use 
with the advent of displays which are very complex visually. Any form of visual interface is 
obviously difficult for a person with a visual impairment to use. Nevertheless, simple visual 
interfaces have been adapted so that they can be used by people who are visually disabled, 
even to the point of being blind. Such adaptations become more difficult as interfaces 
become more complex visually, so that as interfaces have evolved which do make 
computers easier to use for sighted people, they have become less accessible to users who 
are impaired visually. The work described in this thesis addressed that more difficult 
problem. 
Modern information technology is often presented as a major contribution to the eman -
cipation of disabled people, giving new opportunities for communication and independence. 
In many specific cases this is true and is a very significant development. Yet at the same 
time information technology can exclude people, exacerbating the handicapping effect of 
their disability. The increased dependence on visual presentation of infonnation mentioned 
above may become an example of this kind of negative effect. 
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The dominance of visual presentation of infonnation is more to do with technological factors 
than human ones. In most situations people are accustomed to communicating complex 
infonnation aurally. So it is that the work described herein may have a wider significance 
than just in the area of rehabilitation of visually disabled people. Auditory presentation of 
infonnation by computers may be preferable to visual in many situations. 
The thesis describes the fonnulation of an approach to solving the problem outlined above. 
The principles evolved were tested by being incorporated in a piece of software. That was a 
word processor, which was named Soundtrack. Soundtrack was evaluated by a number of 
subjects who had visual disabilities. Conclusions were drawn from that evaluation, both 
with reference to future work on the design of interfaces for visually disabled users and in a 
wider context. 
This chapter sets out the background. It briefly describes the nature of visual disabilities, 
current devices which alleviate the problems of visually disabled computer users and why 
the approaches embodied by those devices are inadequate for modem interfaces. It is a basic 
premise that modem interfaces are very visual. It is therefore difficult to describe them 
verbally. Anyone who has used such an interface will be aware of how visual they are, but 
for the benefit of any readers who are not familiar with them, Chapter 2 gives a description. 
Chapter 3 describes the foundations of the work carried out in this project, the principles on 
which it is based. The opportunity is taken to discuss those principles in general, before 
Chapter 4, which is more specific, in describing how they were applied in the design of a 
piece of software. The design is to some extent idealized, it describes how the software 
would appear but for the constraints of real computers and users who are human. So, 
separated in Chapter 5 is a description of the software which was actually implemented, 
based on that design. 
That implementation was carried out and the resulting product was required to be evaluated. 
Chapters 6 to 9 cover the evaluation. Chapter 6 covers both the more philosophical 
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questions of what the evaluation should be, particularly within the context of a product 
designed as an aid for disabled people, as well as the practical problems of setting up such 
an exercise. The evaluation method which was devised is then described, with reference to 
other related work. 
3 
Chapter 7 presents the reactions of the test subjects to using the software, as revealed in 
interviews. One aspect of the evaluation concerned the nature of the interaction between 
users and the auditory interface to the word processor. This was investigated partly by 
building a model of the interaction, based on timings made of subjects carrying out word 
processing exercises using Soundtrack. These results are reported in Chapter 8, and have a 
general relevance to human-computer interfaces, and not necessarily interfaces specifically 
designed for disabled users. On the other hand, Chapter 9 is concerned more specifically 
with the performance of realistic editing tasks by visually disabled subjects. This is 
effectively a higher-level view of the interaction. Chapter 10 summarizes the conclusions 
from all aspects of the evaluation. Finally, Chapter 11 sets out the conclusions which can be 
drawn from this project as a whole. 
There are three appendices which contain material used in the evaluation. A fourth appendix 
is a transcript of a typical word processing exercise. The final appendix contains relevant 
names and addresses. Most of these relate to specific products and organizations mentioned 
in the text 
1.2 The use of computers by people with disabilities 
It is accepted that people have wide-ranging levels of achievement and potential in their 
mental and physical faculties. By definition, the level at which the majority function is 
considered to be average - or normal. Of course, many people are exceptional; they have an 
ability which is not average. Often such exceptions are evident only in one or two faculties 
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in an individual. So, for instance, a successful athlete is abnonnal in her 1 physical powers 
(i.e abnonnally well endowed). A painter has better artistic abilities - but probably could not 
run any faster than average. Indeed, the painter may be a slower runner than her 
contemporaries, but since running is not a vital skill in most people's lives, the painter's lack 
is not a serious one. However, if a person has an impainnent which seriously affects their 
capacity to take a full part in society, they are said to be disabled. 2 (See Sutherland, 1981, 
for a much more full discussion of the definition of disability). 
The line which divides those who are said to be disabled from those who are not is a blurred 
one. Someone who cannot hear at all, due to nerve damage, is clearly at a disadvantage in 
4 
an aural world, and can be said to be disabled. However, among the population who can 
hear, the sense of hearing is not at all unifonn. In any group of people, some will hear 
better than others. A few will have hearing significantly less acute than the majority, but will 
still be able to lead a similar life. Yet at some point, a person's hearing - while it does exist -
is so dull that they are said to be disabled. In fact the great majority of people who have a 
hearing disability are not deaf, but partially hearing. This lack of clear definition is a feature 
common to all forms of disability. It would be very convenient if it was possible to divide 
the population into the hearing and the deafor the normal and the disabled (and indeed some 
people try to do that), but to so do is to commit a gross and damaging over-simplification. 
According to the loose definition of disability given above, people who are disabled need 
assistance in order to carry on their daily lives. Most people who have a disability require 
assistance in some form of special education. Computers can be used as part of that 
education. In particular, they can be used to deliver Computer-Aided Learning. There are a 
1 Throughout this thesis the reader can assume that feminine pronouns imply male or female 
people when used to refer to anonymous examples. 
2 The tenns disability and handicap are often confused. Handicap refers to the effect that a 
person's disability has on her life. 
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number of arguments proposed as to why people with particular disabilities can benefit from 
this form of learning (see Edwards, 1984). 
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Disabled people may use special devices and software as communication aids and in 
Computer-Aided Learning lessons, but also they need to use computers for the same 
purposes as everyone else, in work, education and leisure. For example, many jobs entail 
the use of word processors, and access to databases is not only vital in some work, but it is 
also an option in many homes, through teletext systems. There may be a problem, however, 
of access for disabled people. Adaptations of one form or another may be needed to enable a 
person who has a disability to use existing devices and software. 
The use of the term adaptation needs to be clarified. To simplify the discussion, it will be 
concentrated on the specific area of information technology for visually disabled users, but it 
could be broadened into more general areas. 
Most information technology devices cannot be used by visually disabled people. There are 
three main approaches to overcoming that limitation. One is to build a special device, 
designing it from the outset with the needs and abilities of visually disabled users in mind. 
This should yield a device which is as near as possible to ideal, in terms of its ease-of-use 
for a visually disabled person. The drawback of this approach is its expense. For anyone 
particular device which is especially useful to visually disabled people it may be worthwhile 
implementing such a custom-built device. However to duplicate every available information 
technology product in this way would clearly be impractical; the potential market of visually 
disabled people is just too small. 
A second approach is to take a specific product and to modify it. This will be feasible if the 
effort (and hence the cost) involved is significantly less than it would be to reimplement the 
product. The disadvantage of this method is that the resulting adapted product is likely to 
involve compromises between the design of the original version and the needs of visually 
disabled users. This means it will probably be more difficult to use. 
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The third approach is to develop a means of changing the interface to a set of devices, a 
generalized adaptation. In this case more effort and cost can be put into the adaptation as that 
cost will effectively be spread over the number of devices to which it can be applied. Again 
though, it is likely that the combination of product plus generalized interface is less easy to 
use than a custom-built product would be. In fact, what is produced in this case is a device 
in its own right. It is something which would not be of use to a sighted person, but which 
makes other devices which are used by sighted people accessible to visually disabled ones. 
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To summarize, there are three possible approaches to what broadly might be called 
adaptation: 
1. custom-build a device; 
2. carry out relatively minor modifications to an existing device; 
3. develop a device which can be used to make a range of existing devices 
accessible. 
The distinction between the three above-mentioned approaches can be made clear by giving 
examples. The Versabraille is an example of the first case (manufactured by TeleSensory 
Inc.). It is described more fully later in this chapter, but is essentially a microcomputer 
designed specifically for blind users. The Smith-Kettlewell Institute in San Francisco 
specializes in adaptations which mostly fall into the second category. Examples are an 
oscilloscope modified to give auditory output and a micrometer with a tactile scale (Smith-
Kettlewell, 1983). The Optacon (also manufactured by TeleSensory Inc.) is an example of 
the third kind of adaptation. Again, this is described fully below, but it is a device which 
transforms written text into a form which can be read through the tactile sense of a finger. It 
is a device in its own right, which gives blind people access to written text in a wide variety 
of forms. 
The simplest form of adaptation is to bring together two existing pieces of equipment. For 
instance, given a text-based computer terminal one can add an Optacon and one has 
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effectively adapted the tenninal. This form of adaptation does not fall into anyone of the 
above three categories because it is effectively a combination of 2 and 3. The effort - and 
cost - involved is low because the difficult part is developing the interface device (Le. 
approach 3) and that has been done by someone else. However, if the adaptation device 
does not already exist then adaptation implies the creation or modification of existing 
equipment. Computer-based equipment has two major components - the hardware and the 
software and adaptations can be applied to either or both aspects. Hard ware modification at 
this level (i.e. where new devices must be created) generally is more difficult and expensive 
than software modification. Both require input of skill resources, but software production 
needs no manufacturing capability. 
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As so often happens with categorizations, the dividing lines between the three forms of 
adaptation are not as sharp in practice as is implied above. For example, adding a speech 
synthesizer to a computer terminal is not in itself a viable adaptation. What is also required 
is some modification of the terminal's software to match it to the new form of 'display'. 
1.3 Introduction to the problem and proposed solution 
There is a pressing need to ensure that disabled people can have access to computers and 
software. The principal means of output from computers have always been visual which 
clearly presents a problem for people who cannot see. Currently that output is nearly always 
in the form of printed text, either on paper or on a computer screen. This has meant that the 
problem of ensuring access to computer information for visually disabled people has been 
that of giving them appropriate means to enable them to read text. This is, in itself, a 
difficult problem. It is not sufficient just to be able to perform a one-to-one translation of 
visual text into a form which can be detected by one of the other senses - hearing or touch. 
It is also necessary to restructure the information to make it understandable despite the 
change of medium. Nevertheless, a number of devices have been developed which achieve 
a high level of success at perfonning both the translation and the restructuring. Some 
examples are discussed below. 
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However, more recently computer interfaces have become more visual, with information 
displayed in forms other than text. Specifically there has been the development of the so-
called window, icon, menu and pointer - or wimp3 - style of interface. In addition to the 
keyboard which was previously used as the means of communicating to the computer, wimp 
systems have a pointing device which can be used to point at, and interact with, visual 
images on the computer screen. Windows, icons and menus are categories of the images 
used in such interfaces. 
In using such systems, visual properties of the screen contents become significant in 
communicating to the user. Such properties include: shape, colour, size and position 
(sometimes in three dimensions). Printed text is still used extensively also. Remembering 
that it is also necessary for the user to be able to point at these images, it should be clear that 
a visually disabled person is seriously at a disadvantage in using such systems. 
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This style of interface is becoming rapidly more common. Currently most microcomputers, 
except the very inexpensive ones, offer a mouse pointing device as an option and have 
software available which exploits the mouse. One major manufacturer, Apple Computers, 
has gone so far as to make all software of this type on its most recent models: the Macintosh 
and the Apple II OS. 
The history of the development of wimp interfaces is presented in Chapter 2, along with a 
more complete description of them. If wimp systems are to become widely used then there 
is a real need to address the problem of ensuring access for visually disabled users, since 
there is already a large community of such people who use computers in work and 
3 The word wimp is an acronym - a word formed from the initial letters of other words. 
Where such words can sensibly be pronounced phonetically they are usually treated like any 
other word - except that they are conventionally written in capital letters. There seems no 
logical reason why a word should SHOUT at the reader in this way because of its 
etymology. Therefore, in this thesis wimp and any other pronouncable acronyms are written 
using the normal rules for capitalization, while acronyms which are pronounced as initials 
are written in uppercase letters (e.g. HMI - human-machine interface). 
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education. This is a good example of the two-sided nature of infonnation technology; it can 
be used to improve life for people with disabilities, but it can exclude them also. 
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There are two possible approaches to the provision of tools for use by people who have 
disabilities. One is to adapt existing devices and the other is to design devices specifically 
for use by people with a particular disability. The advantage of the latter approach is that it 
should yield a product which is better suited to the prospective users, but it is often not 
practical. For example, consider specifically computer software and its use by visually 
disabled people. A great deal of effort goes into the development of a variety of programs. 
There are programs of different kinds - word processors, database managers, statistics 
processors etc. and within each type there are alternative products with particular features 
and strengths. To give visually disabled users equal access to computing facilities would 
imply re-writing every one of the existing programs. That would be an enonnous task and a 
duplication of effort. In fact to re-design even a small proportion of the set of programs 
would be impractical because the potential market - visually disabled people - is so small. 
The approach of adaptation is attractive because it may be possible to produce one adaptation 
which could make all the existing software accessible. That represents a much lower level of 
effort, which is much more feasible. Of course, such a universal adaptation is an ideal. It is 
not possible that one adaptation will work with all software but it is still worth pursuing 
adaptations that go some way towards that. 
This project was orientated towards the development of adaptations. There is already a large 
selection of wimp-style software on the market and it seems likely that in future more and 
more programs will have that kind of interface. It would be impossible to re-implement all 
that software for use by visually disabled people, but it may be possible to develop an 
interface which can be added to those programs (or at least a good number of them) which 
will make them accessible. 
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As stated above, there is a problem of making visual interfaces accessible to people who 
cannot see a computer screen. There are a variety of approaches which might be made to 
solving that problem. In this project a set of design principles was devised which provided 
the framework for one possible solution. This was by no means the only potentially viable 
approach, it was just one possibility. Working within that framework it was possible to 
implement a particular piece of software. That implementation involved making further 
specific decisions, but it meant that it was possible to test the design principles in a practical 
manner. So, this thesis describes one solution to the problem. By no means is it the only 
solution possible. 
1.4 A brief introduction to visual disability 
It is beyond the scope of this thesis to go into a full discussion of the nature of visual 
impairment. It is a topic of which there are often misconceptions and it is worthwhile 
ensuring that the reader has a reasonable context within which to place the work which is 
described herein. Chapman (1978) presents a quick survey of the nature and causes of 
visual disability, and Jernigan (1965) gives an excellent discussion of some of the social 
handicaps imposed on visually disabled people. Lowenfeld (1975) presents a very full 
survey of the status of visually disabled people, although this is in more of an American 
context. Lowenfeld (1980) provides a very full survey of psychology relating to people 
with visual disabilities. 
Blindness is not the only form of visual disability. Many people have a visual impairment 
which does not amount to total lack of sight, but which is sufficiently incapacitating to 
amount to a disability. In fact the vast majority of visually disabled people are not blind, 
they are classed as being partially sighted. The term visual disability is used to cover a 
continuum, described thus in Chapman (1978, page 16): " ... at one end the situation of total 
blindness, followed by mere perception of light through to perception of objects in the near 
and distant environment, finally embracing the level of impaired sight which demands a 
minimum adaptation in the presentation of learning materials. " 
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There are three main ways in which pathological conditions in the eye may result in impaired 
vision. The visual acuity may be reduced, the field of vision may be limited or defective, 
and colour vision may be imperlect. 
Visual acuity This is measured by the use of the Snellen Chart. That is the chart seen in 
optician's surgeries, consisting of lines of letters of diminishing size. The acuity measured 
is usually expressed as a pair of numbers, resembling a fraction. The 'denominator' of this 
pair is usually 60 (in the UK). The upper number is the distance at which the subject would 
have to stand in order to recognize what the normally-sighted person could recognize from a 
distance of 6 metres. That is to say that a person with average sight would have a visual 
acuity of 60/60. 
Field of vision The field of vision may be affected in two ways: an eye may have central 
vision with the peripheral field restricted to a certain angle (often referred to as tunnel 
vision), or the eye may have one or more 'blind' spots (scotoma) - which may cause loss of 
central vision. Restrictions in the field of vision are mapped out with the perimeter, an 
instrument that indicates the field limitations in the various directions on a chart. 
Colour vision Perception of colour is determined by the discrimination of the three qualities 
of colour: hue, saturation, and brightness. In the rare case of total colour blindness, all 
colours are seen as shades of black, grey and white. Most colour blindness is partial, 
wherein the person has difficulty in distinguishing between certain colours, usually reds and 
greens. Colour blindness by itself, though a visual impairment, is generally not regarded as 
amounting to a visual disability. However, some eye conditions that reduce vision also 
result in colour blindness. Problems of colour discrimination may also have a serious affect 
on a person's ability to use computers. Increasingly computers use displays in which colour 
is used to convey important information. Also, monochrome displays need not necessarily 
be black and white, but may display yellow text on a black background, or black text on 
green, for instance. 
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One assumption which is sometimes made, incorrectly, is that the reading problems of 
partially sighted people can always be alleviated by magnification. As the above description 
of visual disabilities should make clear, this is not the case. In fact magnification could 
make matters worse for a person with tunnel vision, since the larger the text is, the less will 
be in their (restricted) field of vision. 
Another remedy to the problem of reading, which is less applicable than is often assumed, is 
the use of braille. The vast majority of visually disabled people cannot read braille. There 
are many reasons for this, and each individual has his or her own reasons for deciding 
whether or not to make the effort to learn braille. However, one important factor is that the 
major causes of visual disability are often associated with advancing age, and tactile 
sensitivity also tends to diminish with age. Even for those who decide to learn braille, and 
are successful, its benefits are limited. 
Another misconception, which has really attained mythical status, is that the senses are 
balanced such that if a person is lacking one sense the others become more acute. For 
example, visually disabled people are often assumed to have better hearing. There is no 
evidence to support this idea, in fact, "Any higher efficiency of the blind in interpreting the 
sensory data perceived must be the result of attention, practice, adaptation, and increased use 
of the remaining faculties." (Lowenfeld, 1975, page 221, also see Lowenfeld, 1980). 
1.5 Examples of the use of Information Technology 
This section presents a brief description of a number of existing computers and micro -
electronic aids which have been designed or adapted for use by visually disabled people. It 
is not a complete list of all that is available, but includes devices which are particularly 
interesting. It is significant that all the examples given relate to the presentation of text, 
which is a reflection of the current stage of the technology. An extensive, if slightly dated, 
review of speech-output devices for blind users appears in MCGillivray, 1983. 
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The Frank Audiodata In adapting computer equipment there are two basic approaches: either 
to modify the hardware or the software. The Frank Audiodata is an example of the former. 
It is a hardware modification which is most commonly found on IBM PC computers, but is 
also available for the Osborne. It has facilities for both partially sighted and blind users. It 
provides magnification of the screen contents and a screen reader, which will translate text 
displayed on the screen into synthetic speech. The reading of the screen operates entirely 
independently of the application software, so that any text-based program can be run using 
this adaptation. Such adaptations are often referred to as transparent, in that the application 
runs normally, unaffected by the presence of the interface modification. 
The unique feature of the Audiodata is the way in which the user controls the selection of 
text to be spoken. This is performed using two sliders, known as tasos (taso is derived 
from tactile acoustic screen orientation) which are located on a modified keyboard. One 
slider moves vertically and the other horizontally, and they control the corresponding 
location of the area of the screen to be read. 
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Figure 1.1. The mechanism for specifying the section of text to be spoken on 
the Frank Audiodata. 
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Figure 1.1 illustrates how the position of the section of text to be spoken corresponds to the 
positions of the tasos. With the tasos in the positions shown the character I (in "led") might 
be spoken, or the user might specify that the whole of the current line ("Bamberger had led 
the experiments"). Notice that this mechanism means that the specification of the text to be 
spoken is essentially independent of the input state of the program running. This separate 
mechanism means that the focus of the screen reader is independent of the position at which 
typed text appears - the so-called cursor (see Section 2.1) - although they can be made to 
coincide. The tasos can be repositioned with the guidance of auditory feedback in the form 
of short tones, or bleeps. Different pitches convey information to the user about the current 
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position of the active speech point - such as the number of lines moved through, whether the 
current line is blank etc. 
The interface is controlled by a set of commands. These are entered as special key 
sequences. The commands are single letters, prefixed by the Audio command, which is a 
two-key combination (the alt key combined with function key FlO). These commands can 
be used to control the output. For instance, audio M (that is, audio followed by pressing the 
M) will enable the Audiodata to pronounce mathematical terms correctly, audio 0 switches 
on the speaking of each keystroke, and audio U enables the user to distinguish lower- and 
upper-case letters, by speaking of the latter being preceded by a short tone. 
As mentioned above, this adaptation can be used with almost any application software. That 
may be a word processor or a database, or almost any program which displays text on the 
screen. However, in this country at least, it seems to be most popularly used with the 
Wordstar (MicroPro International, 1981) word processor. This combination is the one used 
to teach word processing at both the Royal National Institute for the Blind (RNIB) 
Commercial Training College and the Royal National College for the Blind. 
Yro Vert is a slightly different approach to the same problem tackled by the Frank Audiodata 
- that of adding a synthetic speech screen reader to the IBM PC, manufactured by 
TeleSensory Incorporated. It was stated above that either software or hardware can be 
adapted. In fact, Vert is available in different versions - which differ in the degree of 
modification there is to each of these components. At one end of the spectrum, there is Soft 
Vert which is entirely a software modification - except for the speech synthesizer. At the 
other end is the 3278 Vert which includes an additional circuit board to be added to the PC 
computer. The important differences in the various versions is the performance - and the 
price paid for it; Soft Vert is the cheapest version. 
All versions of Vert differ from the Audiodata approach in that the speech is controlled via 
commands typed on the keyboard; there are no additional hardware controls. These 
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commands are usually typed by using the letter keys in combination with the control and alt 
key - which are standard on the PC keyboard. The Vert does also support the principal of 
working independently of the application program so that it also works with any text-based 
software. In the case of Soft Vert this is achieved through multi-programming, whereby the 
Vert program and the application run in separate communicating processes. 
Vincent Workstation The Vincent Workstation (Vincent 1986) is based upon a very 
sensible, pragmatic philosophy. Its design is based as far as possible upon the use of 
inexpensive, standard hardware; the adaptation is embodied almost entirely in the software. 
The system is based on an Acorn BBC microcomputer to which can be attached a selection 
of peripherals. Synthetic speech is used as the output medium, so that a speech synthesizer 
must be added but a number of different proprietary devices are compatible. The computer 
incorporates a coventional Qwerty keyboard, but alternative inputs may be attached: a 
modified Perkins brailler or a Concept Keyboard (manufactured by Star Microterrninals). 
There is usually a need for sighted people to read the output from the system, so that a 
monitor and a printer may be added. A number of programs have been developed to run on 
this workstation, including a word processor and a Basic programming language interpreter. 
Audiocalc Another program which uses synthetic speech on the BBC microcomputer is a 
spreadsheet program, called Audiocalc (Jennings, 1985). Spreadsheets are programs which 
are generally used in accounting applications. They allow the user to manipulate fIgures 
arranged in rows and columns of a grid. Since the spatial arrangement is an important aspect 
of such programs, its adaptation to auditory operation is of interest. In fact, the spatial 
infonnation is given entirely in a spoken fonn, by the naming of cells; Al is spoken for row 
A, column 1 and so on. It does use some other auditory cues in the fonn of 'beeps', but 
these usually signal errors and do not give any spatial infonnation. 
Tactile screen One apparently obvious approach to the problem of presenting screen-based 
infonnation to blind people is to provide them with a tactile representation of the screen. So 
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far however, this has proved impossible because of the practical problems involved. Most 
attempts to provide such a device have been based on arrays of pins which can be raised and 
lowered and so felt by the user. The patterns formed can be either braille characters or other 
shapes - perhaps the outlines of the printed letters. There are a number of sources of 
difficulty which arise. Firstly, any device which is electro-mechanical is likely to be very 
slow in operation. Similarly it will be prone to problems of mechanical unreliability. This 
can be very serious, since just one pin jamming in an up or down position can make the 
display illegible, particularly if braille is being used. There are also power dissipation 
problems. Most of these devices use a solenoid to hold each of the pins in either its up or 
down position. That means that on average each solenoid is active for half the time and the 
power needed - as well as the heat generated - can be significant. 
The most advanced attempt to solve this problem has been developed into a prototype by the 
American Foundation for the Blind (Stevens, 1984, Plastics Design Forum, 1983 and 
Goodrich et aI., 1986). So far this has been built as large as one quarter of a page. 
However, it has suffered from the above-mentioned reliability problems, and probably its 
most serious defect is its slowness, having a refresh time of ninety seconds. 
Versabraille Tactile output can be provided successfully if the designer is less ambitious 
about its form. Thus, a number of computer terminals can display a single line of 
refreshable braille. Probably the most successful example is the Versabraille (Doorlag and 
Doorlag, 1983). Apart from the problem mentioned earlier of the small number of braille 
readers. there are a number of disadvantages to conventional embossed paper braille; it is 
very bulky and it is very difficult to 'skim' through reading it. This makes it difficult to 
organize texts through indexes. The Versabraille gets around these problems by storing the 
text on a cassette tape or floppy disc, which can be read by the machine and displayed on a 
line of braille cells. The device also has a braille keyboard which can be used as a word 
processor to create texts to be stored in the same way, on tapes or discs. As essentially a 
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text input and output device, the Versabraille can also be used as a computer terminal and 
linked to a number of devices. 
All the same, the problems of designing tactile displays has affected the success of this 
product. It is considered to be a rather expensive aid, and the most costly component is the 
braille display. 
Ma~nified displays As mentioned above, not all visually disabled people are totally blind 
and some of those who are partially-sighted can access computers using their residual vision 
if the computer display is suitably enhanced. Using screens of different colours (e.g. green 
on black) may be of assistance to some individuals. Others may be helped by screen 
magnifiers of one form or another. These may be traditional, 'low technology' optical 
magnifiers. Alternatively, a software modification approach may be applied to display 
output on a standard screen. but in a magnified form. Or a third possibility is to use a 
specially designed display. Vista (manufactured by TeleSensory Inc.), is an example of the 
software approach, which runs on IBM PC's. 
For the Apple Macintosh, Inlarge is a software screen magnifier, manufactured by Berkeley 
System Design. Its great power is that it is transparent; it runs in conjunction with any 
application program. It provides magnification of between two and sixteen times. It has a 
number of useful features to make it easier to use, such as a mechanism to scan automatically 
across the screen. 
Brailink Brailink (Adams, 1982) is a microcomputer and terminal which displays its output 
in braille instead of text It has a 48-cell wide refreshable braille display. Input can be typed 
in either on a qwerty keyboard, or by using the keyboard in a conventional seven-key braille 
key set. It has local editing facilities and data can be saved on cassette tapes. Alternatively it 
can be linked to another computer and used as a terminal. Brailink is the device most 
commonly used currently by programmers with visual disabilities. A serious question, 
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relating to this project, is whether it will become redundant in the future as more computers 
incorporate a non-text-based interface. 
Some other approaches to presenting information to blind people in an auditory form are 
discussed later, in Section 3.2. 
1.6 Alternative interfaces for sighted people 
Although this thesis is mainly concerned with the development of interfaces for use by 
people who are visually disabled, it may also have relevance to the improvement of 
interfaces for those who can see. The trend towards incorporating more information in a 
visual display has already been mentioned. This not only causes problems for the would-be 
visually disabled user, but also increases the visual processing load on a sighted user. It 
may be that, if this trend continues, users will reach a point of 'visual overload'. Also, as 
will be seen later in this thesis, there is evidence to suggest that some forms of data are more 
readily received aUdibly. There are also concerns about the health of computer users using 
visual displays which can cause problems, such as eye strain and which do give out low 
levels of radiation (Pearce, 1984). All these considerations suggest that it is worthwhile 
considering the use of communication channels other than vision. 
1. 7 Chronology 
Early research towards this thesis, looking quite broadly at the use of computers by people 
with disabilities, and particularly in Special Education was carried out in 1984. Some of the 
background covered in that investigation was published, in Edwards (1984), Salvadori 
Paleotti, Kilroy and Edwards (1985) and Edwards and O'Shea (1985). The existence of the 
problem of increasing difficulty in adapting interfaces for visually disabled users, addressed 
by this project, was discussed by the author, Tom Vincent and Tim O'Shea towards the end 
of 1984. Ideas for solutions began to emerge, and an early description of the design of an 
auditory word processor appears in Edwards and O'Shea (1986). By the summer of 1985 
work had begun on translating them into reality, in the form of a piece of software. Its 
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development proceeded, subject to the external delays, such as late delivery of software 
tools, which seem an inevitable part of any programming project. It was tested and 
informally demonstrated during late 1985. A description of that implementation is given in 
Edwards (1986). The formal evaluation (described in Chapters 6 to 9) was carried out 
between January and March of 1986. The data obtained was analyzed and this thesis written 
during the subsequent months. Discussions were held with researchers in the United States 
during a one-month visit in September. A number of practical suggestions for enhancements 
to the interface were made during these discussions, which are reported in Section 7.5. 
The basic problem addressed by this project - that of adapting highly visual interfaces - has 
been outlined in this chapter. In the following chapter that problem is described more fully 
through a brief history of the development of interfaces. 
Chapter 2 
The Problem 
2.1 Introduction 
Chapter 3 will describe how visually disabled people have learned to use the older generation 
of computer equipment with the help of adaptations and communication aids. Generally 
these approaches have involved translating the output from the computer into a form which 
can be received by one of the senses other than sight - that is, either hearing or touch. All 
the methods have relied on the fact that the output from computers is in a written form. 
Although writing is a visual communication medium, there already exist well-defined 
methods for translating it into a non-visual medium, particularly synthetic speech and braille. 
That has meant that as long as the output from computers has been written text, visually 
disabled people have been able to get access to it, by means which are often extensions of 
methods of transforming general forms of text. However, computer interfaces are 
becoming increasingly visual and so more difficult to adapt for access by visually disabled 
users. The fIrst part of this chapter includes a brief history of the development of human-
computer interface, which shows how they have increased in visual complexity. The latter 
part of the chapter then represents the position which has been reached in the development 
by describing the important elements of contemporary wimp-based interfaces. 
The development of computer interfaces has been a series of overlapping or leapfrogging 
advances of hardware and software. Historically existing hardware would be put to use then 
software would be designed which made the most of its features, which inspired 
improvements in the hardware - and so on. To a large extent the progress in the design of 
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interfaces can be traced by the development of one form of interactive program - the text 
editor. A comprehensive history and description of text editors is given by Meyrowitz and 
van Dam (1982a and 1982b), but relevant highlights are given here. 
With the advent of microcomputers the term personal workstation has been coined, to 
describe a computer which is used exclusively by one person. Although the nomenclature 
may be new, the concept is not. Early computers could be accessed by just one user at a 
time. Huge mainframes they may have been, but until the advent of multi-tasking (whereby 
more than one user can interact simultaneously with one computer) they were essentially 
personal workstations. 
On most early computers, data - and particularly programs - were usually held on punched 
cards or paper tape. To run a program these cards or tape would be read into the computer's 
memory and then executed. The cards or tapes themselves were the medium on which the 
program was stored between runs. To modify a program on punched cards the user would 
locate the appropriate card, re-punch it and replace the new card in the card deck. The paper 
tape user would go through a corresponding process, involving duplicating the correct parts 
of the tape and re-punching the incorrect sections. An extension of this form of working 
which became available on some systems with the advent of mass storage devices (discs or 
drums) was that when cards were read in they would be stored as card images in a file. In 
this way a program could be re-run without the cards having to be re-input, but it also was 
possible to modify the program by editing the copied information which was stored in the 
file. Editing instructions could be input as a batch job on cards which contained the 
commands which acted on the card images in the file, so that this was still a batch-oriented 
way of working. 
Early computers often borrowed existing technology for its input and output devices. These 
were the electromechanical typewriter/printers usually referred to by the trade name, the 
teletype. The essential features of the teletype terminal are illustrated schematically in Figure 
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2.1. The paper roll effectively represents a history of the state of the file; the listing of a line 
represents its contents at the time of writing and only the most recent appearance (that which 
is furthest down the paper) shows the current state of the line in the file. In other words, the 
vertical dimension of the paper really represents a temporal dimension. 
Paper roll 
Print head 
Figure 2.1. The elements of the teletype terminal. 
By modern standards these interfaces were very limited. However, at the time they 
introduced a new and powerful concept into computing - the ability to modify programs (or 
other textual data) and to see the changes as they occurred. Because of the limitations of the 
terminals, the editing programs to do this were generally line-oriented. It was indeed a step 
to start thinking of lines and no longer of card images. The user could type a command to 
get a particular line printed on the terminal. She could then enter further commands 
specifying changes to be made to that line and get the modified line printed for checking. 
Examples of such editors are eMS (Meyrowitz and van Dam, 1982b), ed (Kernighan, 1978) 
and Zed (University of Cambridge. 1984). 
In the early 1970s the paper roll of the teletype began to be replaced by the television-like 
cathode ray tube. The immediate benefit of this move was the rapidity with which text could 
be displayed - at the speed of a scanning electron beam instead of the momentum of an 
electromechanical print head. Initially these terminals were used in the same way. using the 
same software, as those which they had replaced. In fact they are often referred to as 'glass 
teletypes'. However, many editors began to be appear which were based on the concepts 
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proposed by Irons and Djorup (1972) which extended the power of the software. These 
concepts are represented in Figure 2.2. 
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Figure 2.2. The concepts underlying display editors. The file is 
represented as a quarter plane with an origin 
corresponding to the beginning of the file. A portion of 
the plane can be viewed through the screen and actions 
occur at a point on the screen called the cursor. 
A file is conceived as being a quarter plane which extends infinitely to the right and 
downward. The contents of the file are displayed on this plane, but unlike the teletype's 
paper roll the text displayed is constantly updated so that it always reflects the exact contents 
of the file. The dimensions of the plane therefore accurately reflect the spatial layout of the 
file's contents. The terminal screen acts as a frame through which the user ca,n view an area 
of the plane and can be moved around the plane under the user's control. This is analogous 
to the operation of a microfiche reader. The flle is like the microfiche (except it is infinite in 
two dimensions) and the reader moves over it, displaying one frame at a time. 
On the screen is a point marker known as the cursor. Like the teletype print head this is the 
place at which displayed characters appear. However, unlike the print head, the cursor can 
also be moved by the user to the appropriate spatial position in the file at which the next 
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action should occur. Movements of the cursor are controlled by keys on the keyboard. A 
large number of editors have been developed based on these ideas. They are usually referred 
to as display editors, and examples are Vi (Joy and Horton, 1980), Emacs (Stallman, 1981) 
and Ned (Bilofsky 1977). 
The last two examples of display editors mentioned above have a feature which to some 
extent suggests the transition to the next generation of editors. There is no logical reason 
why there should be only one 'frame' into a file. More than one frame can be fitted into one 
screen, each displaying different parts of a file - or indeed parts of separate files. Such 
frames are actually known as windows. Emacs allows the screen to be split into two 
windows, while Ned allows up to sixteen windows. Both Ned and Emacs use a technique 
known as tiling whereby windows are not allowed to overlap. Creation of a new window 
simply causes the current one to be sub-divided into two, one displaying the original 
window's contents and the second displaying whatever should be in the new one. This is 
illustrated in Figure 2.3. 
Figure 2.3. Tiling, a new window is created by sub-dividing the 
existing one. They do not overlap. 
A disadvantage of tiling is that the more windows which are created the smaller each 
becomes, so that the information in each one is limited. Other systems allow windows to 
overlap. This means that each one can be of any size, up to the dimensions of the screen, 
but it also implies that information can be hidden, obscured behind other windows. This is 
illustrated in Figure 2.4. 
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Figure 2.4. Overlapped multiple windows. Different views into 
one or more files can be displayed on the screen. 
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Manipulating overlapping windows becomes analogous to shuffling pieces of paper in three 
dimensions, but of course the contents of any window are not fixed like text on paper. A 
large conceptual leap has thus been made from the single, physical roll of paper. In fact the 
advent of multiple windows represents just one new feature which is common in modern 
editors. Again development has been led by improvements in display technology. High-
resolution graphics screens enable editors to display not only the written content of a file but 
also typesetting information. This gives rise to the concept of what-you-see-is-what-you-
get, or wysiwyg. In addition, more attention has been given to the interface between the 
user and the program. The nature of this interface is the topic of the next section. 
The point of this short history is to show how developments in human-machine interfaces 
have been accompanied by an increasing degree of visual complexity. All the forms of 
interface described relied on the user's ability to see, but until recent developments the need 
was only to see text (and sometimes also control characters). This has meant, to some 
extent, that the handicap of visually disabled computer users is the inability to read. Of 
course that is a problem in the wider world outside computing and techniques have been 
devised to get around it, such as the use of tactile and auditory alternatives to written text. 
The remainder of this chapter describes modern visual interfaces as a way of explaining the 
extent of the problem of adapting them for use by people who cannot see. 
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2.2 Modern interfaces 
The previous section described the development of human-computer interfaces up to the 
present time. It is now necessary to describe in some detail modem, wimp-based interfaces 
in order to make it clear what is being adapted in this project. Their operation is very 
difficult to describe in words; it is generally much easier to explain their use by a 
demonstration on the computer. However, the fact that this description is so difficult is a 
powerful demonstration of the problem faced by any blind person who would use such a 
system, without the possibility of seeing a demonstration. The design of such interfaces is 
far from being standardized. The description given here is intended to cover the common 
features. It does not describe anyone particular implementation, and is not comprehensive. 
This section introduces a certain amount of vocabulary which is used to describe interactions 
in subsequent chapters of this thesis. 
One aspect of terminals which remained constant throughout all the developments mentioned 
above was that all input from the user was typed on a keyboard. Another effect of using 
high-resolution graphics screens is that it is possible to represent information in a form other 
than printed text. Graphical objects can be used as a medium for communication by way of 
a pointer on the screen which can be made to point at other screen images. Unfortunately 
this pointer has also become known as a cursor, which causes confusion with the active 
point in a piece of text. In this thesis it will be referred to as the pointer (or mouse pointer-
see below). By way of clarification of the distinction, a screen must have exactly one mouse 
pointer, which can be used anywhere on that screen, while each window will have its own 
cursor, which operates only within that window. The shape of the mouse pointer need not 
be fixed; it may change according to its role and location on the screen. Often it will be an 
arrow, but may, for example, change into cross-wires in a graphics program which requires 
more precise pointing. 
The mouse pointer is usually controlled by an input device which the user controls by hand. 
A number of devices are available for this purpose, such as joysticks, lightpens, bitpads and 
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mice. The most common is the mouse, which is a box which sits on a flat horizontal 
surface, such as a desk, and is connected to the computer. On its underside is a mechanism 
(usually a ball) which detects movements over the surface. Movements of the mouse are 
reflected by similar motions of a pointer on the screen; moving the mouse to the right will 
move the pointer to the right, while pushing it forwards moves the pointer upward on the 
screen. This close connection between the mouse and the pointer can cause some apparent 
inconsistency. People will often talk of pointing the mouse at an object. What they are 
really referring to is pointing the mouse pointer - under the control of the mouse. However, 
it is the mouse which seems more immediate l . Within this text this colloquialism will be 
used since it should not cause any serious confusion. 
Card, English and Burr (1978) conducted experiments in which they compared mice with 
joysticks and key-based selection mechanisms. They concluded (op. cit, page 612): 
"Of the four devices tested the mouse is clearly the superior device for 
text selection on a CRT [cathode ray tube]: 
1. The positioning time of the mouse is significantly faster than that of 
the other devices. This is true overall and at every distance and size 
combination save for single character targets. 
2. The error rate of the mouse is significantly lower than that of the other 
devices. 
3. The rate of movement of the mouse is nearly maximal with respect to 
the information processing capabilities of the eye-hand guidance 
system." 
Mice generally have one, two or three buttons on them which are used to communicate with 
the program and most actions of the mouse consist of the user pointing at an object via the 
mouse and then pressing one of the buttons. There are different ways in which the buttons 
1 It will be noted later in this thesis that this concept is perhaps even stronger in an auditory 
program in which there is no visible cursor. 
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can be pressed. The simple press and release of a button is usually referred to as a click or 
single-click. Holding the mouse down for longer than some pre-set time may be treated as 
repeated single-clicks, in a manner similar to the way most electronic keyboards have an 
'auto-repeat' facility whereby holding a key down produces multiple copies of the 
corresponding character. A double-click consists of two presses of the button which occur 
within a short, pre-defined time period (e.g. half a second) during which the mouse has not 
moved. Sometimes a mouse button is pressed but then held down while the mouse is 
moved. Such an action is known as dragging. Pointing at an item and clicking on it is often 
used as a mechanism to make the item active and is referred to as selecting it. 
There are a number of different images which can be displayed on a screen, to be pointed to 
by the mouse. The principal ones, however are named in the acronym wimp: the window, 
icon and menu. Taking these in reverse order, menus generally come in one of two 
varieties: pull-down and pop-up. A pull-down menu has a fixed location on the screen, 
which is marked by a menu heading. Pointing the mouse at that heading and pressing one of 
the buttons will cause a list of menu entries to appear below the heading. One of those 
entries can then be selected. The effect of so doing depends on its identity. 
Pop-up menus, however, do not have a fixed location, but appear wherever the mouse is 
when a button is pressed. That is to say, the user presses a mouse button and a menu 
appears, positioned so that the mouse pointer is pointing at an entry within it. Once again, 
one of those entries can then be selected the effect of which depends on its id~ntity. 
Sometimes menu entries do not control commands as such, but the setting of a state within a 
program. For example, a word processor may allow the text to be right-justified or to have a 
ragged right margin. Input will be formatted according to the selected state of the program. 
There are two ways of displaying the current state. One is for the program to change the text 
of the menu entry. For example, when the state is such that the text is justified the menu 
entry might be: 
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Turn justify off 
Selecting that entry would switch the justification off, and cause the menu entry to be altered 
to: 
Turn justify on 
An alternative mechanism is to mark a menu entry with a special symbol, such as a 'tick' 
(yi'), to signify that it is active. In this case, if the text is being justified, the menu entry 
might appear as: 
yi' Justified 
Selecting that entry would toggle the state and change the entry to: 
Justified 
Selecting commands from menus is generally a slow form of interaction. It is therefore 
sometimes desirable to give users an alternative, quicker way of communicating commands. 
Control-key commands, similar to those found in older generation programs, can be allowed 
as alternatives to the menu entry. For example, a program may be written such that it has a 
menu of file commands which include an Open command which the user can select in the 
normal manner, but in which typing the control code, Control·O will have the same effect 
as the Open command. Such control-key alternatives are not necessarily provided for all the 
menu entries, but just for frequently used commands. Generally it is observed that novice 
users use the menu entries while they are learning to use the software, but as they become 
more expert they will more frequently use the control-key alternatives as they memorize their 
identities - so becoming more efficient at using the program. 
An icon is a small picture on the screen which represents a real object associated with the 
program.2 That object may be, for instance, a file, a directory of files, a printer or a disc. 
The design of the icon will give the user pictorial information as to its identity. So, for 
example, an icon representing a physical object such as a printer will conventionally 
2 Such an object is 'real' in the sense that it has an existence independent of the program. It 
may be a physical entity, such as a disc drive, but it may be something less tangible, such as 
a program. 
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resemble a printing machine. Icons representing more abstract objects such as files are more 
stylized but they can still communicate significant information. For example, icons 
representing text fIles on a system might have identical outlines, while the inner detail will be 
different according to which application program created the file. Icons may be selected. 
Usually they can be moved around the screen and a command may be implied by the place to 
which an icon is moved. For instance, in the Star system, a document will be printed if its 
icon is placed over the icon for the printer (Smith, Irby, Kimball, Verplank and Harslem, 
1982). 
Figure 2.5 shows an icon which could represent a document file on a Star or a Macintosh. 
letter 
Figure 2.5. A typical icon representing a document file. 
That icon comprises the following information: 
that the file is a document - indicated by its resemblance to a sheet of 
paper; 
which program created the fIle - designated by the quill picture; 
the name of the file - letter; 
the fact that the file is accessible - since the icon is not shaded; 
that the fIle is not currently selected - it is not highlighted in inverse video. 
Windows are used in many ways and in different roles. Usually a large number of windows 
may be opened. They may be of different sizes and often the user is allowed to alter the size 
of a window. Similarly, the user may usually move windows around the screen. 
Furthermore they are often allowed to overlap, so that manipulating them effectively 
becomes a problem in three dimensions. As described above, windows may be used to 
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display the contents of files. Because of the graphics capability of the screens, the files need 
not necessarily be text files, but may contain pictures. The program controlling the window 
may fonnat data in a particular way, so that, for example, the contents of a database may be 
displayed as text in an appropriate layout. 
Windows may contain a number of different types of objects with which the mouse can 
interact. The simplest object is the button. This is an area of the screen with a label. 
Clicking in that area communicates a message to the program. Within the window there may 
be objects which control the window itself. The mouse can be used to move the window or 
alter its size through interaction with these objects. 
The contents of document files may be displayed in a window. The user can usually 
designate a section of the text as selected, which means that all editing commands will 
operate on that portion of the document. The selection may be defined by two markers at its 
beginning and end and is usually identified by the text between the markers being displayed 
in a highlighted manner. For instance, in the example below the word dog is selected: 
The quick brown fox jumps over the lazy.-. 
It may be that none of the text is selected, in which case the cursor marks the point at which 
editing operations will occur. So, in the following example, the cursor is a vertical bar, and 
is positioned between the g in dog and the fullstop: 
The quick brown fox jumps over the lazy dogl. 
Another way of thinking about this is that the two markers have converged to a point. The 
method by which the user defines the selection varies between systems. Moving the mouse 
pointer to a point in the text and pressing the button will usually cause the cursor to be 
moved to that point. To select a range of text, the pointer might be moved to the start of the 
intended section the button pressed and held down while the mouse is dragged until the 
pointer reaches the end of the intended selection. 
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One object found in windows on most systems is the scroll bar, although the details of its 
implementation varies between systems. Screen objects have a finite size and so are limited 
in the amount of material they can display. A good example is a file window which can 
display a portion of the file, as described above. To move to another area of the file, the 
window can be (conceptually) slid over the file. This is known as scrolling, which may be 
controlled by a scroll bar. Commonly a scroll bar incorporates a marker which moves 
within it, called the thumb bar. The location of the marker is an indication of the the current 
relative position of the window within the file, but it is not only an indicator, it can also be 
used to change the portion of the file displayed. The position of the marker within the scroll 
bar - and hence the location of the window within the file - can be altered in a number of 
ways. Usually there are buttons which will move it at different speeds in either direction. 
As the button is pressed the material scrolls through the window, and the thumb bar moves 
to reflect the change. Alternatively the user can drag the thumb bar to a new position and the 
display will be adjusted to show the corresponding part of the file. Scroll bars are used not 
only within windows. For instance, it may sometimes not be possible to display all the 
entries in a menu simultaneously, in which case the menu may act as a frame displaying a 
number of the entries and other entries may be scrolled into the menu. 
Although there may be more than one window on a screen, a user can usually interact with 
only one at a time. There is, therefore, generally a mechanism for activating windows. 
Activating a window usually brings it to the 'front' of the screen, so that it is not obscured 
by any other windows. Thereafter the user can interact with the window's contents. 
Some windows are opened by the program to enable the user to communicate with it. For 
example, if the user executes a command to open a file from disc (usually through a menu) 
the user must communicate the name of the file to be opened. For this purpose a window 
known as a dialogue may be opened3. Through this the user may specify the name -
3 The terms dialogue and alert (see below) are used in Apple documentation. Other 
manufacturers use different tenns for similar entities, such as notification windows and 
interaction windows respectively. 
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possibly from a menu or by typing into it. There are two forms of dialogue: modal and 
mode less. Modal dialogues are so-called because opening one puts the user into a special 
state or mode, whereby she can interact only with the dialogue. As soon as a modal 
dialogue is opened it is automatically activated and clicking the mouse anywhere else on the 
screen will have no effect - except probably the sounding of an error tone. The dialogue can 
only be closed again through interaction with its contents. Normally the user will 
communicate the necessary information (e.g. the appropriate file name) and then signal that 
the program should continue, using that information. However, one button in any dialogue 
should always allow the user to cancel the command which opened it in the first place, in 
case it was opened in error. Modal dialogues are used when the program cannot continue 
without further information from the user. So, in the above example of opening a file the 
dialogue would be a modal one since the program could not complete the open command 
without the file name. The user would specify the chosen name and then signal that the 
program should continue, in which case the appropriate file would be opened. If the open 
command had been selected in error, then the user would cancel the dialogue and no file 
would be opened. 
Other windows are modeless, and modeless dialogues are a particular example. On 
opening, it is not automatically activated and the user is not forced to interact with it. It will 
remain open until the user explicitly closes it and at any time the user can activate it and 
interact with it. A modeless dialogue might be used, for instance, to specify the target when 
the user has executed a 'find string' command in a word processor. Generally the user 
would specify the target string as soon as the dialogue opens by typing into the dialogue, 
and then signal that the search should begin, by clicking on a button in it. When the search 
is complete the user may wish to return to the window in which the document is displayed 
and interact with it. If, however, at some later stage she decides to search again - for the 
same or some other string - then the dialogue will still be available for her to activate and 
interact with as appropriate. 
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Another special type of window, similar to the dialogue, is the alert. An alert is opened 
when a serious error occurs. It will give a description of the error and some alternative 
actions which the user user may take in response. Alerts are always modal, so that the user 
is forced to be aware that something has gone wrong. In this way, it is often the case that 
there is only one action allowed by an alert - that of continuing, but in specifying that action 
the user is effectively acknowledging that she has read the message. 
Dialogues and alerts may contain the following items: 
text, 
buttons, 
editable text, 
lists. 
Text is used to communicate messages to the user. It may also be used to label any of the 
other items. Buttons are labelled areas within the dialogue or alert. They are activated by the 
user pressing a mouse button while the cursor is pointing within that area. The effect of so-
doing depends on the type and identity of the button. Editable text provides a means for the 
user to communicate more complex information to the program. For example, the user may 
type in a string which is to be searched for within a document. Lists may be provided when 
the user has to make a choice from a number of names. For example, if she has entered an 
open tile command, a dialogue may be opened which includes a list of all the file names on 
the disc, from which she can select the one she wants to open. Only a fixed. small number 
of items may be displayed in a frame within the dialogue. but the number of items in a list 
may vary. so facilities are provided so that the list can be scrolled through the frame. Once 
the required name appears in the frame it can be selected by pointing at it and pressing a 
mouse button. Some dialogue implementations. as an alternative. allow the user to type in 
the name - or a suitable abbreviation of it. This may be a more efficient interaction. 
especially if the list of names is long. 
2: The Problem 36 
Many errors can be avoided by constraining the user's interaction. There are situations in 
which particular commands cannot be executed and to preclude such errors it is often 
possible for the program to disable the corresponding screen object. The fact that an object 
is disabled will usually be made visible in some way - by its being shaded, for example. To 
attempt to use a disabled object will usually evoke an error tone - but not cause any action to 
be carried out. While inactive objects are usually labelled visually it is also often useful for a 
program to mark out currently active objects visually. This is known as highlighting, and 
usually is signalled by the pertinent object being displayed in inverse video. 
2.3 Some important wimp systems 
Most of the concepts described above, as part of wimp-based programs, were developed as 
part of the Smalltalk project, started by the Learning Research Group at Xerox's Palo Alto 
Research Centre (PAR C) in the 1970s (Goldberg and Robson, 1983, and Krasner, 1983). 
Their work was based upon Alan Kay's concept of a portable, powerful and easy-to-use 
general-purpose computer, known as the Dynabook. The goal of the Learning Research 
Group was "to create a powerful information system in which the user can store, access and 
manipulate information so that the system can grow as the user's ideas grow." To that end 
the group has concentrated on two principal areas of research: "a language of description (a 
programming language) which serves as an interface between the models in the human mind 
and those in computing hardware, and a language of interaction (a user interface) which 
matches the human communication system to that of the computer." (Both the above quotes 
are taken from Goldberg and Robson, 1983, page vii). It is the latter area of research which 
has had the greater influence on computer systems development, and that influence has been 
substantial. This is probably due to the fact that the interface is a visual, attractive product 
which can be seen to make interaction with computers easier, while on the other hand, the 
programming language may be seen as rather esoteric and somewhat different from 
conventional languages. 
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The development of Smalltalk proceeded in parallel with the development of a computer on 
which it could run, namely the Xerox Alto (Thacker et al., 1982). This was a 16-bit mini -
computer which was accessed through terminals which had high-resolution, bit-mapped 
graphics displays and mouse pointing devices. Also developed on the Altos at Xerox PARe 
was the Bravo editor (Meyrowitz and van Dam, 1982b). These two systems display 
between them most of the interface concepts mentioned in Section 2.2. 
Bravo was succeeded by the Star, which was released as a commercial product (Smith, Irby, 
Kimball, Verplank and Harslem, 1982, and Smith, Irby, Kimball and Harslem, 1982). An 
important feature of the development of the Star was that the flrst consideration in its design 
was the user. Problems of hardware and software were treated as secondary. As explained 
in Smith, Irby, Kimball, Verplank and Harslem (1982), "We have learned from Star the 
importance of fonnulating the fundamental concepts (the user's conceptual model) before 
software is written, rather than tacking on a user interface afterward [sic]." (page 246). 
Having a conceptual model enables the user to understand and interact with the system. The 
designers of the Star chose to provide the users with a model of the electronic 'world' in 
which they would be operating by way of an analogy with a real, concrete world with which 
they are already familiar. The world they chose was that of the office. At the centre of an 
office is usually a desk, and the screen display of the computer interface is described as the 
desktop. On this desktop are displayed icons representing objects such as documents, 
folders and in- and out-trays. Document icons may be opened to reveal their contents, 
which can be read from the screen. No analogy is exact, and in some cases'it is where the 
analogy breaks down that it gives most information (Lakoff and Johnson, 1980). On the 
other hand weaknesses in the analogy can cause confusion. For instance, the paper by 
Smith et al. (op cit.) includes an interesting discussion on the impossibility of making some 
aspects of the analogy totally consistent, in this case with regard to the mechanism whereby 
a document is printed. 
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In the early 1980s a number of personal workstations appeared on the market, which 
incorporated some form of wimp interface. They included the Apollo, the Perq and the Sun. 
These are all powerful - and expensive - computers. It was with the release of the Apple 
Macintosh in 1984 that wimps began to reach the mass market. All software available for 
the Macintosh provides a standard wimp-based interface. Currently most other new micro -
computers provide a mouse at least as an option and more software is being written on that 
expectation. There is no reason to suppose that this trend will not continue. 
From the above description of wimp interfaces it should be clear that they are intensely 
visual and that adapting them for use by people who cannot see is a significant undertaking. 
The following chapter describes principles which were used as the starting point of such an 
adaptation. 
Chapter 3 
General Principles 
3.1 Introduction 
In Chapter 1 it was explained that there is a problem of making modern, wimp interfaces 
accessible to visually disabled people. Recall the proposition that it is preferable to adapt 
visual software whenever possible because this maximizes the amount of software made 
accessible while minimizing the development effort. So, in Chapter 2 the mechanisms used 
in visual interfaces were described, and now we are now in a position to discuss approaches 
to that adaptation problem. 
The senses are what a computer scientist might describe as the body's input devices; they 
receive information from the environment which they pass on to the brain. There are two 
essential approaches to using technology to overcome a sensory disability: either one tries to 
compensate for the weakness in the affected sense so that it becomes powerful enough to be 
useful, or one by-passes that sense and translates those inputs which it would normally 
receive into a form which can be apprehended by one of the other senses. The latter 
approach must be used when the disability is so severe that the sense is non-existent, 
whereas the former approach will nearly always be applied if any of the sense's power 
remains at all. 
In the case of visual disabilities this distinction is clear. A large proportion of the population 
have what amounts to a mild visual disability, but their weakness of vision can easily be 
alleviated by the use of spectacles so that they would not generally be considered to be 
disabled at all. Even people who are officially classed as being disabled in that they are 
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partially-sighted usually employ technology which enables them to make the most of 
whatever residual vision they have. Blind people must, however, use their other senses as a 
replacement for their sight. 
Developing aids for partially sighted people is a very different enterprise from developing 
them for those who are totally blind. In the latter case the developer must exclusively exploit 
senses other than sight whereas in the former she must effectively consider only sight. This 
is because of the phenomenon which is observed among partially sighted people that they 
generally insist on using their residual vision as much as possible and resist using devices 
which do not expect them to use sight at all. (This phenomenon is mentioned again later in 
Chapter 6, in which the problems of evaluating a device are discussed). Since the majority 
of visually disabled people do have partial sight, it may be more useful practically to develop 
aids for their use. However, it is also more difficult, in that the variety of visual 
impairments means that the developer has a less well defined target population. For 
instance, it was mentioned earlier that magnifying the contents of a computer screen will help 
some partially sighted people, but actually make using it more difficult for others. 
Within this project it was, therefore, decided to develop a device which could be used by 
someone with no useful vision. It was assumed that it would be necessary to communicate 
using their other senses and that these were of average power. This is a major decision since 
it significantly constrains the set of possible solutions. 
Examination of the computer adaptations mentioned in Chapter 1 shows thai in all cases of 
adaptation for use by totally blind people, it is the aural and haptic senses which are used 
instead of sight. In other words, visual information is translated into either an auditory or 
tactile form. It is the auditory approach which has been adopted in this project. This 
decision imposes a second major constraint on the form of the eventual product. 
The first principle of adapting graphical interfaces is that visible objects should be replaced 
by audible ones. This alone is not, however, sufficient. The degree of complexity in 
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graphical interfaces is such that a second principle must be applied: that of constraining the 
auditory interface. In this chapter the two principles outlined above are firstly discussed in 
general terms, including quite a wide view of their relationship to work in other fields. Then 
the way these were applied within the case study word processor is described. 
3.2 Visual-to-auditory translation 
Sounds can be modulated to communicate information in a number of ways. A tone has a 
given frequency (or pitch), amplitude (or volume) and timbre. In addition, such a tone can 
only be sounded for a finite time and so it must have a duration. Using just these qualities, a 
single tone can be used to carry simple information. For instance, in a single tone a car hom 
delivers a very simple message. More complicated information can be transmitted by 
combining tones in different ways, using all of the above properties. In fact, the most 
complex medium of communication we use is speech - which uses all of those properties. 
Whereas, simple information can be transmitted in the form of single tones, complicated 
information can be transmitted in the complex form which we recognize as speech. 
There is not, however, a direct relationship between complexity of sounds and information 
content. For example, morse code has a very simple format: two tones of the same pitch but 
different duration, and yet morse code can be used to communicate any information which 
can be written in natural language. On the other hand, an orchestra generates sounds whose 
complexity is comparable with that of speech. Certainly music is a form of communication, 
and yet it is a very imprecise medium. Music communicates more directly with the emotions 
than with the conscious mind. The important difference between speech and music is not to 
do with their complexity but rather with their function. Speech is our most important 
communication medium. 
The rate of auditory communication is another interesting consideration. In the above 
example of the car horn, an important factor is that its message is urgent. The information 
content is small - merely that there is a potential danger of some sort - but content is 
3: General Principles 42 
sacrificed in favour of speed of transmission. It would be possible to replace the horn by a 
loud hailer, in which case the information content of the message could be much increased, 
"Man in the blue jacket, I am about to run you over!", but the dangers of the loss of speed 
are obvious. Indeed, speech does appear to be a fairly slow medium. The brain can accept 
auditory information more quickly than normal speech. For one thing, most people read 
much more quickly than they talk. However, the limitation is not associated with hearing 
rather than reading information. This is proved by those visually disabled people who listen 
to 'talking books' on tape recorders which play back at a faster speed than the recording was 
made (usually with frequency adjustment so that the voice is at a normal pitch despite the 
speeding up). 
One form of translation of visual to auditory information is very common: the reading out of 
text. There are a number of interesting features of this. There is a well-defined set of rules 
for this translation, but it is not without ambiguity. This is easily illustrated by observing 
any two productions of a play. The limitation is, of course, in the medium of written 
language which has not sufficient power to record all the subtleties of the playwright's 
intentions. Again, it is a slow method of transmission, slower than silent reading. 
However, with modern technology, it is a form of translation which can be successfully 
mechanized. So it is that several of the word processors which were mentioned in Chapter 2 
were adapted by the addition of a facility to translate computer-generated text into synthetic 
speech. Some visually disabled people use machines which goes one step further than that -
the translation of printed text into speech. This has been achieved very successfully by the 
Kurzweil Reading Machine (Surridge, 1986, Kurzweil, 1986). 
The limitations of text-to-speech translation should be clear. Firstly it is a slow form of 
transmission, and secondly it is difficult to translate if the original information is not in a 
textual form. Outside text-to-speech, the only existing research into the translation of visual 
information into an auditory form has been carried out in the context of the control of 
aircraft. Recent work has been carried out in two related areas. Firstly, auditory warnings 
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have long been used on aircraft as alarms but only latterly has anyone looked analytically at 
the design of such alarms. Secondly, the flying of an aircraft is a complex human task 
which relies on the pilot receiving and analysing large amounts of information. Up until 
now, nearly all that information has been transmitted visually - by the pilot looking at instru -
ments. A question addressed by some researchers is whether a pilot might be able to 
function better if this one input channel were less loaded and the load shared with the 
auditory input (Hofmann and Heimstra, 1972, Vinje and Pitkin, 1972). 
The use of alarm horns in aircraft really comes into the same category as the car horn. The 
intention is to transmit a simple but urgent message. Unfortunately, the information in 
conventional warning systems might be said to have been badly designed. There has been 
an assumption that because alarms are used to signal potentially dangerous error situations, 
they must be loud (large amplitude). At the same time little imagination has been applied to 
their temporal patterns. Most warnings have no temporal pattern, they are continuous. 
Those which do have a pattern are usually simple, interrupted horns. Modern commercial 
aircraft may have as many as sixteen different auditory warnings on their flight deck. 
However, there is evidence (Patterson, 1982) to suggest that it is very difficult to maintain 
perfect identification of such a large set. 
Patterson has proposed a much more rational design for such auditory warning systems, 
which exploits the information capacity of the sounds used. Not all warnings are of equal 
seriousness and it is possible to convey this in the design of the auditory sig~als. Different 
temporal patterns have been found to evoke different levels of urgency (Edworthy and 
Patterson. 1985) and this can be exploited. Notice that here we are almost talking of music -
short tunes - and of the emotional quality of urgency. Similarly, increased amplitude or 
volume will cause a signal to seem more urgent. Indeed, that is one reason conventional 
warnings are criticized. that their uniformly loud sounds encourage a startle reaction. The 
level of urgency of a warning can change - and its signal can be adjusted accordingly. For 
instance, a low-priority situation may become more dangerous if it is not remedied within a 
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certain time. In such a case the alarm should be sounded with increasing urgency until it has 
been correctly handled. To get over the problem of identifying different warnings, synthetic 
speech is added; a tone quickly gives warning that an error has occurred, followed by speech 
giving more information - but less quickly. 
A few researchers have looked at the possibility of improving the human-machine interface 
by adding auditory output. Bly (1982) established that it is possible to receive quite complex 
information audibly. She encoded multi-dimensional data into sounds by controlling the 
following characteristics: frequency (pitch), amplitude (volume), duration, fundamental 
waveshape, attack envelope, fifth harmonic and ninth harmonic. It was concluded that 
"sound does convey information accurately and ... can enhance graphic presentations." 
(op.cit., page ii). 
Two groups of researchers have recently investigated the idea of creating auditory 
counterparts of visual icons as components of the user interface, to enhance its use by 
sighted people. However they suggest different approaches. The approach adopted by 
Sumikawa and her colleagues is related to that of Bly, in that they use sounds, encoded in a 
systematic - but artificial - way (Sumikawa, Blattner, Joy and Greenberg, 1986, and 
Sumikawa, Blattner and Greenberg, 1986). So-called earcons are constructed of motives, 
where "a motive is a brief succession of pitches arranged in such a way as to produce a tonal 
pattern sufficiently distinct to allow it to function as an individual recognizable entity," 
(Sumikawa, Blattner, Joy and Greenberg, 1986, page 5). In addition to varying the pitch 
and rhythm of motives, further information can by conveyed by varying their timbre, 
register (gross changes of pitch) and dynamics. Simple information is conveyed in simple 
motives: the fact that a system is closing down might be represented by a single note, the 
amplitude of which diminishes. More complex information can be communicated by 
combining motives. Families of earcons can be constructed. For example, there might be a 
family of error messages, which all share the same initial motive. Operating system errors 
would be signalled by compound motives which start with the error motive, followed by 
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another different one. That second motive would be quite distinct from the second 
component of a motive which would signal an execution error. Further levels can be added 
to achieve the required complexity. This work is still in an early stage and there has yet to be 
an interface implemented to test these ideas. 
The form of encoding described above can be said to be a symbolic mapping between data 
and its representation. A less symbolic approach is to use sounds which depend on the 
physics of the items they represent, as suggested by Gaver (1987). For instance, the arrival 
of a message in an electronic mail system might be signalled by a noise resembling a package 
falling on a mat. This would seem to be an attractive approach in that it has some of the 
power of using visual icons which resemble the entity which they represent and which a user 
can comprehend with a minimum of learning. Furthermore, although Gaver's work is 
concerned with the enhancement of visual interfaces, it may be that such direct associations 
between operations and sounds will be very powerful for visually disabled people, who are 
accustomed to relying heavily on auditory cues. Once again, however, Gaver's work is 
somewhat speCUlative since it has yet to be applied in the implementation of a computer 
interface. 
Another project developed methods of presenting data audibly to blind people. This was 
intended as a means of describing chemical spectra to blind students (Lunney and Morrison, 
1981). Such spectra are normally represented visually, and by inspecting them it is possible 
to recognize patterns which indicate the presence of particular chemicals. In this way it is 
possible to analyze the components of a sample. For blind students, however, the spectra 
are encoded into 96 units which are assigned musical notes. By listening to the resulting 
notes - both separately and as chords - it is possible to recognize corresponding patterns, and 
so analyze the sample. 
Among the senses, sight has a unique ability to receive information from multiple sources 
simultaneously. Even when our central vision is focussed on one point, we are still aware 
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of other areas - as we say, "out of the corner of our eyes". Furthermore, the eyes have an 
ability to shift that central focus very quickly and accurately. To all intents and purposes, 
therefore, sight can be said to receive information from multiple sources in parallel. In this 
way it is possible to distribute a large amount of information over a computer screen and rely 
on the user to be able to visually select the appropriate part of that information at any time. 
By contrast, the other senses are much more attuned to dealing with information in a serial 
manner. It is true that hearing has some of the parallel capabilities of sight, but these are less 
powerful. For instance, the "corner of the eye" phenomenon has an analogue, illustrated by 
the situation in which a person can be engaged in a conversation in a noisy party, but hear 
their own name spoken across the room. Also, in listening to music, a person is 
undoubtedly receiving information in parallel. What is lacking, however, is the ability to 
focus quickly and accurately on anyone area of that input. 
While hearing undoubtably does have some capacity for receiving information from more 
than one source simultaneously, it does have its limitations and it is not clear what the nature 
of these limitations is. For instance, it may be possible for a listener to follow two different 
conversations simultaneously, but that may be confined to listening to speech, in which there 
is a very high degree of redundancy. Music embodies a different form of auditory input. In 
listening to sayan opera, a person is receiving sounds from a vast number of sources, and 
most people could distinguish the singing of the soprano from the sounds of the orchestra. 
There may be scope then for exploiting such gross differences in sounds, l?ut more subtle 
differences may be less useful. For example, most people will perceive the difference 
between two single notes played separately and between each of those notes and the two 
played together as a chord. However. many people could not hear a two-note chord and 
identify identify the two components (Egger & Ivinshis. 1969). Clearly there is the 
possibility that sounds could be used in some way to communicate information in a parallel 
form. analogously to sight. but there is a need for further investigation into the mechanisms 
which might be applied and their limitations. 
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Hearing does not have the precise spatial acuity which sight has. People often make errors 
in locating sounds, to the extent that they confuse a sound source which is in front of them 
as being located behind them (Mills, 1958). Excluding such gross errors, it has been shown 
by Stevens and Newman (1936) that people make errors of between 4° and 16°, depending 
on the angle from the median plane. Clearly much greater errors than would be made by 
someone locating an object visually. 
The selectivity of sight makes it possible to simultaneously display a very large number of 
objects on a computer screen. It is left to the user to choose on which objects to concentrate. 
If visual objects were replaced by auditory ones which emitted sounds as long as they were 
on the screen, the user might become lost, swamped in an excess of noise. 
Most of the devices mentioned in Chapter 2, to aid visually disabled people rely on the fact 
that written text, although visual, is not essentially parallel in nature. This means it can be 
converted into (synthetic) speech or tactile sensations to be 'read' by a single finger. The 
vital difference which wimp interfaces introduce is that the parallel nature of visual 
information is exploited. For instance, multiple menus may be available on screen as readily 
accessible cues to prompt the user, clicking the mouse in one area of the screen may have an 
effect which is visible on another part (e.g. deleting text from a document). 
Another problem of translating non-textual visual information into an auditory form is that 
symbols can convey a lot of information. Whereas this amount of information can be taken 
in 'at a glance', there is no way of transmitting it quickly in an auditory fOrIn. In general, 
complex information can only be expressed as speech - which is slow. Within wimp 
programs the most complex example is the icon. Recall Figure 2.5, which illustrated a 
typical icon, which contained five items of information which can be assimilated by a sighted 
person literally 'at a glance'. Furthermore, it is easy for a person to extract as much 
information as they need from an icon, and no more. For instance, in one situation the user 
may need to know only that a disc is not empty, as designated by the mere presence of any 
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icon. In another case she may be looking for documents, which will entail a slightly more 
careful look at the icon, but one which would take a negligible time. In this way the user can 
take in as much of the information as she needs, but always very quickly. If an icon is to be 
represented audibly, to somehow replace it with the speech, "Document letter, created by 
Qwriter, accessible." would be somewhat long-winded, but what simple mechanism could 
there be to 'filter out' the unwanted information? 
Another problem arises in trying to point at objects on a screen with a mouse. To so do 
visually is a question of application of visual-motor coordination. The person receives 
continuous feedback as to the progress of the cursor towards the target and can control their 
movements of the mouse accordingly. It would be possible to implement an auditory 
analogue of this interaction, whereby a tone would be sounded which would vary in some 
way according to proximity to a target. It might be, for instance, that its volume (amplitude) 
would be decreased in proportion to the closeness to the target, such that the tone would be 
silenced completely once the target is 'hit'. This kind of signal is, again, used in aircraft, to 
lead pilots into guiding radio beams. The obstacle to applying such an approach to 
adaptation of wimp screens is an extension of the selection problem. At any time the user 
may want to point at anyone of the many objects on a screen. If the screen is to be 
represented in the sort of auditory fashion outlined, how is the user to specify which object 
is to be the target at any time? 
In aiming the mouse on a screen, visual feedback is most important, and user~ tend to ignore 
kinaesthetic information from the hand and arm muscles. However, this can become much 
more important to a person who is not receiving the visual information. It is significant to 
know that the mouse is being moved to the right, or forwards away from the body, for 
instance. 
If the user has a mental map of the relative positions of objects and a means of detecting the 
boundaries between objects, then she can navigate around them with the aid of kinaesthetic 
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input. She will need to also know their starting position, and in fact ought to have a 
mechanism whereby she can check her current location at any time, in case she makes any 
errors. Ensuring that the objects are always arranged in a consistent, regular pattern will aid 
the user to build the necessary mental map. This is the basis of the approach adopted in this 
project. 
3.3 Constraining the interface 
As mentioned above, two important design decisions were made at an early stage of this 
project: that the resultant product would be designed to be usable by people who are totally 
blind and that auditory information would be used to replace visual information. These 
decisions imposed constraints on the design of the product. However, these implied 
constraints are not sufficient to specify a usable interface; just any form of visual-to-auditory 
translation will not do. Before a design was formulated it was therefore necessary to 
consider other limitations which should be imposed as principles in designing the interface. 
Broadly speaking, vision is better able to process information from different sources which 
are in complex relationships spatially and temporally. This implies that it is not sufficient to 
simply transform the behaviour of a visual program into sounds; restrictions must be applied 
to the interface so that the user will be able to process the information received aurally. 
The screen of a wimp-based interface represents a three-dimensional space. Windows 
usually can overlap each other. They may even totally hide each other. Menus will 
generally pull down or pop up on top of other screen contents. The relationships may be 
complex and dynamic. For example, clicking the mouse within a window generally causes 
it to be brought to the 'front' of the screen, which may involve a major re-arrangement of all 
the windows on the screen. However, this third dimension generally does not cause the 
sighted user significant problems. Visually, it is generally quite straight-forward to see the 
relationships on the screen. Perceptually, the sighted user has a well-developed spatial 
ability. Indeed, wimp interfaces are mostly designed on the basis of the desktop metaphor 
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which exploits the fact that the user will have had 'practice' at shuffling pieces of paper in 
piles on a desk. 
The level of complexity involved is illustrated by Figure 3.1 . The four parts of Figure 3.1 
illustrate two windows on a screen in four different possible configurations. In 3.1A, the 
windows do not overlap, their contents are entirely visible. In 3.1B window 1 partially 
overlaps window 2. That means that all of the contents of window 1 are still visible, but 
some of window 2 is obscured. Similarly in 3.1 C all the contents of window 1 are visible 
but it is hiding some of window 2, but in this case the spatial relationship is different since 
window 1 is entirely within the area of window 2. In 3.1D the assumption is that window 2 
now entirely obscures window 1, although it is not possible to know by visual means alone 
that window 1 exists at all. Now all of window 2 is visible and none of window 1 is. Note 
that it is possible to distinguish these four very different situations in Figure 3.1 literally 'at a 
glance'. 
Window 1 
Window 2 
A B 
. . . ~ .. 
::: ' . . . .. .. '. . .. .' :" . .:~ 
:. ' .... . '. .. . .... 
:::;';': .... :::~.;::.:. ~ ::' .;' '; '. ':' .. "':':~'.: . . t-':, .}~ ::: .-:~-:\ 
Window 2 
Window 1 Window 2 
c D 
Figure 3.1 Four different possible configurations of overlapping 
windows. 
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There is no simple way that such complex information could be communicated quickly 
aurally. Different sounds might be used to represent windows 1 and 2, but how could those 
sounds be combined to represent the complex and changing relationships described above? 
The principle of visual-to-auditory translation effectively creates an auditory space, the 
constraint must be added that this will be a two-dimensional space. In other words, objects 
in this space cannot overlap. 
The situation in Figure 3.1D represents an interesting case. As mentioned above, it is not 
possible to know from the visual information presented that window 1 exists at all. In fact it 
is up to the user to remember that window 1 is in existence. In most other cases there is no 
necessity for the user to remember the relationships between objects since they are 
immediately obvious visually. In fact those relationships may change as a result of 
interactions between objects. However, whereas the sighted user has no need to remember 
anything about the spatial arrangement of items on the screen, a blind user has no immediate 
feedback and must remember a lot of spatial information. This is a fundamental difference 
between the visual and non-visual interaction. To make auditory interaction feasible it is 
necessary to minimize this memory load, so the number of items which are accessible at any 
time must be limited. 
Many visual wimp programs allow the user to open an (almost) arbitrary number of 
windows. However, if the components of an auditory interface are to be arranged in a fixed 
grid layout, there is going to have to be a limit on the number of windows. In order to keep 
the level of complexity manageable, it would be reasonable to fix that limit at a small 
number. 
3.4 Implications of applying the design principles 
The description of visual wimp interfaces in Chapter 2 showed that the problem tackled by 
this project is a large one. In order to manage the complexity of the solution it is necessary 
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to impose some constraints on it at an early stage of its development. To some extent these 
constraints will always be arbitrary, since their full effects cannot be appreciated until a later 
time when the development has begun to mature. This chapter has described the major 
principles which were adopted in this project: the use of visual-to-auditory translation and 
the constraining of the interface. The implications of these decisions will be seen in 
subsequent chapters, but before that it is worth considering alternative approaches which 
might have been adopted. 
Different forms of auditory output might have been chosen. For a word processing program 
it would be impossible to avoid using speech in a purely auditory interface, but it is possible 
to use only speech. Programs have been developed for blind users which rely entirely on 
synthetic speech for their output. The Vincent Workstation (Vincent, 1986) and Audiocalc 
(Jennings, 1985) are examples. 
Auditory output need not have been used, but replaced by a tactile form. An obvious 
approach would be to incorporate a device similar to the Optacon into the interface, whereby 
the user receives a tactile outline of the same shape as the visual form. This might be linked 
to the mouse, so that the user would be able to examine the area of the screen surrounding 
the mouse pointer. 
Both auditory and tactile output might be linked. Another form of tactile output would be to 
translate text into braille. (The braille would be displayed on a refreshable 'soft' display, 
rather than permanently embossed paper). This could be used in the place of synthetic 
speech in the above proposal, with tones being used as above. In other words, spatial 
information would be encoded as tones, but more complex information would be presented 
in braille. 
Chapter 4 
Design Principles for a Word Processor 
4.1 Introduction 
Chapter 3 outlined principles which might be applied to the adaptation of visual interfaces for 
visually disabled users. In order to test the applicability of those principles there was a need 
to fmd a vehicle by which they could be tested. It was decided that this should be done by 
developing a piece of application software which could be evaluated by visually disabled 
subjects. In this way it would be possible to get a fairly clear idea whether the approach was 
likely to be useful in realistic use. This chapter describes the design of that software. 
Chapter 5 describes the implementation of the word processor, and to what extent it deviated 
from the ideas of the design described here. 
4.2 Principles 
A word processor was chosen as the particular application to be designed and implemented. 
It was named Soundtrack. That particular kind of program was chosen because it would be 
the easiest type of software to evaluate. As mentioned earlier, there are already a large 
number of visually disabled people who use word processors. Such people already have a 
level of knowledge and understanding about computers and word processing so that only the 
aspects of Soundtrack which were under evaluation would be new to them. So, for 
instance, they would already have a clear idea as to what it means to delete a word from a 
computer document, but would have to learn how to do that with a mouse. Testing a 
complete piece of application software was also more motivating for subjects; they could 
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clearly see the point of the work, which they might not if they had been asked to carry out 
more abstract exercises. 
There are some disadvantages to testing the principles in this way. One is that some specific 
questions will not be answered. For example, described below is the pattern of sound tones 
which were used in Soundtrack to designate the objects pointed at by the mouse. It might be 
that there are better patterns which could be used. Abstract tests in which the performance of 
a number of subjects was measured when different patterns were presented could be used to 
investigate this. However, such variations could not be included in a program with which a 
person was expected to learn to perform complex operations. 
Another disadvantage is that in evaluating the word processor, the subjects would naturally 
think in terms of that particular application. However, the real objective of this project is not 
to develop a better word processor, but to test some more general principles about the 
adaptation of software. The way in which any such bias was reduced is described in 
Chapter 6, on the evaluation. 
Since this project aimed to investigate the adaptation of visual software, it was important that 
the auditory interface should have all the functionality of a similar visual program. The 
design therefore attempted as far as possible to provide direct analogues of the visual 
interaction. 
As mentioned above, the approach to adaptation chosen was based on tWQ principles: the 
replacement of visual information by auditory information and the constraining of the 
resultant interface. All interactions which a sighted person would see between the mouse 
cursor and objects on the screen would be replaced by sounds. Thus, auditory objects are 
defined as an interaction between the mouse and program which can be heard. The sounds 
heard take two forms: musical tones and synthetic speech. However, some of the 
interactions which a sighted person would normally undertake are too complex to translate 
directly into an auditory analogue, usually because of the serial nature of auditory input as 
4: Design Principles for a Word Processor 55 
opposed to the parallel capacity of sight. This means that it is necessary to constrain the 
auditory interface. This section describes how these principles are expanded into the design 
of the user interface. 
An auditory object is defmed by the following properties: 
a spatial location, 
a tone, 
an action, 
a name. 
It was decided that their spatial arrangement should be based on a grid pattern. This satisfies 
the constraint that objects should not overlap. It also implies limitations on the design of 
objects. The number of objects contained in a grid is the product of the number of rows and 
columns. Any number of items can be arranged in a grid which consists of a single row (or 
column). However, if the designer decides that there should be more than one row (or 
column) then the number of objects must not be prime, in fact it must be a multiple of the 
rows (or columns). This means that if the application dictates that an object should contain a 
non-prime number of subsidiary objects the designer has three options: introduce dummy 
objects to make the total number non-prime, arrange them in a single column or use a layout 
which does not strictly conform to a grid. These three options are illustrated in Figure 4.1. 
Later on it will be shown that both of the latter two of these approaches were applied in this 
project. This is discussed further below. 
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A B c 
Figure 4.1. Three ways of fitting a prime number (5) of objects into a grid. 
In version A the shaded box represents a dummy object. Version B 
uses a single-column grid and version C is not a strict grid. 
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Interactions are defined between the mouse and the above-mentioned properties of objects. 
An object's tone is sounded whenever the mouse moves to point at it. This is a means of 
communicating the mouse's position quickly to the user. The action is the role of the object 
within the program. By pressing a mouse button or buttons, the user can signal that the 
action of the current object is to be executed. Generally speaking, the object's tone should 
also be sounded when it is executed, as a means of confirming to the user that this has 
occurred. The object's name describes its action. The user must be able to elicit synthetic 
speech to tell her the name of the object currently being pointed at. The way the user 
specifies that the name should be spoken or action executed is by way of the mouse 
buttons.The mouse button protocol used will depend on the hardware. For instance, on a 
mouse with more than one button, one of them can be used as a speak button, while a 
second would be the execute one. 
4.3 The design of the auditory screen 
By analogy with the visual interface, the area in which the mouse moves is known as the 
auditory screen. This screen is divided into a grid of (primary) objects which are similarly 
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named auditory windows. Auditory windows differ from their visual counterparts in a 
number of ways. For instance, most visual wimp programs allow the size of windows to be 
altered and for them to be moved around and made to overlap each other. The auditory 
windows are arranged in a rigid grid; they cannot be moved or have their size altered. A 
second constraint of the design is that there is a fixed number of these auditory windows. 
This implies that there is a limit on the number of documents which a user can open -
depending on how many of the windows are allocated as document windows. This 
contrasts with visual programs which usually allow the user to open a large number of 
windows. The role of anyone window never changes - although its contents may do. 
The auditory screen and its contents can be represented entirely as sounds. The screen is 
delimited by a tone, such that as long as the mouse is off the screen this tone will be 
generated. Within the screen the structure is that of the grid of windows. Figure 4.2 is a 
visual representation of an arbitrary auditory screen. 
Tone 
1 
Tone 
3 
Tone 
2 
Tone 
4 
Figure 4.2. A visual representation of an arbitrary auditory screen, 
which consists of four windows, each of which has an 
associated tone. 
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If the mouse is in the off-screen area a particular tone will sound. Within the screen the 
tones labelled in Figure 4.2 will be sounded as the mouse crosses the border into a tone's 
area - in other words, into a window. 
Although it has been stated that the auditory screen can be represented entirely as sounds, 
visual feedback may be given also. For example, the windows may be drawn on the screen 
and text in documents may be displayed. This information may be of some use to partially 
sighted users. Also, for blind users it may be useful to be able to get assistance from sighted 
colleagues who can see what is happening on the screen. 
Auditory windows are used to represent composite screen objects, such as menus and 
(visual) windows. An auditory window is treated as an object in itself when it is in an 
inactive state. That is to say that if all the windows are inactive and the user moves the 
mouse around the screen, then the single tones corresponding to each of the windows will 
be sounded. In order to interact with the objects contained within a window it must be in an 
active state. Once a window is activated the arrangement of objects within it becomes 
apparent, as can be detected from the sounding of a set of tones as the mouse is moved 
within that window area. The layout of these objects depends on the identity of the window, 
but will again be based on some form of fixed grid. In order to activate a window the user 
must point the mouse at it and press the execute button. 
At any time no more than one window can be active; there are situations in which no 
window is active. Activating a window automatically causes the previously active one (if 
any) to become inactive. The mouse may be moved out of an active window and the 
interaction with the remaining, inactive windows is unaltered. Indeed, this is the mechanism 
by which the identity of the active window is altered: the mouse is moved from the active 
window to another one and the appropriate button is then pressed. However, as the mouse 
crosses out of the active window an additional, distinctive tone is sounded to signal the fact. 
Conversely, should the mouse be moved out of the active window and then returned to it 
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while it is still active (that is to say that no other window was activated) another distinctive 
sound is heard. 
Activation is illustrated in Figure 4.3. The window previously associated with tone 4 has 
been activated. The structure of that window is now apparent as two tones and should the 
mouse be moved out of the active window, across one of the thicker lines, another tone will 
sound. 
Tone 
1 
Tone 
3 
Tone 
2 
Tone 4 
Tone 5 
Figure 4.3. A screen with an active window. 
The activation concept facilitates the chunking of items in memory. Related screen objects 
are grouped together so that they can be treated as a chunk. Psychological tests suggest that 
the capacity of short-term memory is no more than nine chunks (Miller, 1956), which would 
suggest that the maximum components in a screen object (windows in a screen or objects in 
a window) should be of that order. It is worth emphasizing that such memory limitations are 
much more significant than in a visual program because the user has immediate cues 
available on the screen. 
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4.4 The design of menus 
The layout of auditory menus is closely based on that of their visual counterpart. This 
simplifies the adaptation of visual software. Objects are arranged in a single column, with 
the vertical ordering of entries maintained as in the visual menu, as in Figure 4.4. 
Entry 1 
Entry 2 
Entry 3 
Entry 4 
Figure 4.4 The layout of an auditory menu. 
This layout might be thought of as a special case of a grid format. From some aspects it 
might be better if a multi-column grid were used, so that the menu illustrated above might be 
represented as in Figure 4.5. 
Entry Entry 
1 2 
Entry Entry 
3 4 
Figure 4.5. An alternative, grid format for menus. 
This would maintain consistency with other windows. It would also make more efficient 
use of the area of the window. For instance, if a menu has a large number of entries the 
height per entry in the single column format would become very small, as in Figure 4.6, 
making precise selection difficult. 
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Entry 1 
Entry 2 
Entry 3 
Entry 4 
Entry 5 
Entry 6 
Entry 7 
Entry 8 
Figure 4.6. A single-column menu with eight entries. 
In such a case, a multi-column layout, as in Figure 4.7, might be easier to use since the 
entries would not be as narrow. 
Entry Entry 
1 2 
Entry Entry 
3 4 
Entry Entry 
5 6 
Entry Entry 
7 8 
Figure 4.7. An eight-entry menu with a two-column layout. 
However, multi-column formats were not used for menus for a number of reasons. Firstly, 
as mentioned above, maintaining congruency with the visual menu format should make 
adaptation more straight-forward. Secondly, in an adapted program the number of entries 
within a menu would be dictated by the original, unadapted program and· there would be 
problems if the number of entries was prime, as discussed earlier. Finally, the consistency 
of all menus having the same, single-column format makes it easier for users to remember 
the layout of different menus. 
Control-key alternatives (as described in Section 2.2) can be provided for frequently-used 
menu commands. 
4: Design Principles for a Word Processor 62 
4.5 The design of dialogues 
Auditory dialogues must have the same functionality as their visual counterparts. For the 
most part this presents no problem, because most dialogues consist mainly of buttons. 
Thus, designing an auditory dialogue generally involves arranging the necessary buttons into 
a grid layout. In addition to buttons, however, dialogues include a message describing the 
role of the dialogue (Save file as ... ?, Open which file? etc). The auditory version must 
include an object which corresponds to this message. The user should be able to get the 
message repeated as required, by pressing the speak button on that object. 
In addition to simple buttons, some dialogues contain lists - out of which file names may be 
selected, for instance. The number of entries in such a list will not be fixed, depending for 
example on the number of files on a disc. It was decided that such lists should be embodied 
by three objects. One of the objects is effectively a frame in which one of the list entries can 
be 'displayed'. This differs from the list frame in a visual dialogue in which several names 
are displayed simultaneously. The current name in the frame can be heard by pressing the 
speak button within that object. The other two list objects are buttons controlling movement 
of the frame up and down the list. Scrolling through list entries one at a time can be a slow 
process, therefore a facility is provided whereby the user can type the appropriate name 
whenever the dialogue is active. This means that if the user remembers the name of the file 
she can just type it, otherwise she must scroll through the list until she finds the name she 
wants. 
As mentioned earlier, there are two forms of visual dialogues: modal and modeless. Both 
forms can be realized in an auditory form. Once a modal dialogue has been opened the user 
is forced to interact with it; the mouse cannot be used with any other objects on the screen. 
Of course, the dialogue should always contain a Cancel button through which the user can 
close the dialogue and return to using other objects which can be used in case of an error. 
That means in the auditory version that the mouse can be moved to other windows and their 
identity checked by tone or name, but only the dialogue window can be activated. Modeless 
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dialogues behave more like windows. The user only interacts with the dialogue after having 
activated it and it remains open generally until the user explicitly closes it. 
4.6 The design of alerts 
Visual programs have a further category of object - the alert. The operation of the alert is 
quite similar to that of the dialogue. The difference is that an alert is not opened by a user 
action, but by the program in the event of an error occurring. Such errors usually have 
causes external to the application program, such as the computer running out of disc space 
during a file saving operation. All alerts are modal in interaction, to ensure that the user is 
aware that an error has occurred before she continues to use the program. Some alerts offer 
the user options as to what action to take in response to the error; others have a single 
'continue' button which the user should press having read the message in the alert. 
There is another type of error, which is less serious in nature, and internal to the application 
program, caused by the user. These are usually signalled by the sounding of a tone. It is 
then up to the user to interpret what they have done wrong - often by inspection of the 
screen. An example of such an error would be to attempt to type when there is no document 
window open. One feature of wimp programs is that the potential for such errors can be 
reduced by the program managing commands such that they are enabled only when 
appropriate. For instance, if there is a limit on the number of document windows which can 
be opened, the Open command should be disabled when that limit has been reached. 
Alerts work much in the same way as dialogues in visual interfaces. However, since 
interpretation of a mistake can be more difficult for someone who cannot see what is 
happening on a screen, the (auditory) alert can be extended to allow a modeless form of 
interaction. Two categories of error can be distinguished. There are those which are due to 
faults in the system and those which the user makes. The former group would include 
events such as a disc becoming full or an attempt to open a non-existent file. These are not 
caused directly by the user, but are serious and cannot be ignored. They would cause the 
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opening of a modal alert in a visual program. The second type of error includes actions such 
as the user typing when a document window is not active. The user will normally be able to 
diagnose these errors quickly without help and in most cases ignoring them will not have 
catastrophic effects. An error tone would still be used as a means of warning of errors from 
either category. At the same time an alert would be opened. If the error is a serious one, 
from the ftrst category, then the alert will be a modal one, forcing the user to activate the alert 
and to execute a 'continue' object before they could carry on. For errors from the second 
category the alert would be a modeless one, giving the user the option of activating the alert 
and obtaining a spoken description of the error, or ignoring it. Should the user choose to 
ignore the error, she need not activate the alert, but do some other action and the alert will be 
automatically closed. 
4.7 The Design of the document window 
As has been described above, synthetic speech is used as a cue to aid users in navigating 
with the mouse. In addition, since the program is a word processor, speech is used to 
communicate the contents of documents being edited. Text is 'displayed' in auditory 
document windows although, for reasons explained below, this is one window which is not 
a direct analogue of its visual counterpart. 
A piece of written text has two forms of structure: spatial and grammatical. In narrative, 
non-artistic texts the two are largely independent. Exceptions are that paragraphs (which are 
grammatical units) are delimited by spatial cues (the inclusion of a blank line and/or the 
indenting of the beginning of a line), and that headings are separated spatially from text. The 
ease of reading and understanding of this kind of text can be aided by its spatial design, but 
it does not have any effect on its fundamental information content. To a large extent the 
layout depends on factors such as the size of paper used and the length of the words chosen 
by the writer - which are irrelevant to the semantics of the piece. To some extent the design 
of a lot of word processors implicitly acknowledge this fact in that the user does not have to 
4: Design Principles for a Word Processor 65 
manually break lines at the edge of the page. The program will do this automatically, but in 
such a way that the format is not fixed and can be readjusted if the writer makes changes to 
the text. The writer is obliged to explicitly insert new lines only to mark the end of 
paragraphs and headings. A writer may change the semantic structure of a piece of writing, 
but the computer can take care independently of the spatial structure. Such programs, 
therefore, may treat any text enclosed by blank lines as a paragraph. The fact that such a 
definition will in fact encompass headings and treat them as paragraphs is unlikely to cause 
the user serious confusion. 
None of the designers of word processors seems to have paid particular attention to what 
internal representation the user will have of the text on which they are working. In fact, it 
seems likely that different representations will be used, depending on the role of the user in 
relation to the text. For instance, a writer who is composing on the word processor will be 
intimately concerned with its semantic content and will envision the text in these terms. On 
the other hand, a secretary who is given a copy of a document, marked up with corrections, 
is more likely to think of it in spatial terms. She might, for example, look for the first word, 
on the third line of the second page, and over-type it with a substitute, without even thinking 
about what the word means, far less its role in its containing sentence. 
Although interaction in most word processors is based upon the spatial form of the text - as 
characters arranged in lines, there are programs now available which are based on different 
structures. Programs such as More (manufactured by Living Videotext Inc.) could be 
described as idea processors which allow the user to structure text in topics and sub-topics. 
Within computer program writing the syntax of the text is strictly defined, such that editors 
can be based upon the syntactic structure of the text - see Teitelbaum (1981) for an example. 
However, the majority of current word processors are largely spatially oriented. Within 
such programs, the cursor is moved along and up and down lines - regardless of how it is 
controlled, be it by keys or mouse or other device. The only facility provided by most word 
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processors which might be said to relate to semantic features of the text is string-searching. 
The emphasis on spatial properties is not generally a problem for writers, presumably 
because they do think partly of text in spatial terms and partly because writing was always 
thus, and they have learned to cope - even when they are thinking of the text in semantic 
terms. If a writer has sight, the spatial structure of a piece of writing is easy to observe and 
appreciate. At the same time visually disabled writers (braillists, typists, word processor 
operators etc) seem to have also learned to cope, despite the fact that it may be harder for 
them to appreciate the spatial structure of a text. The display of a piece of text on a word 
processor may be extremely dynamic and yet visually disabled people do use adapted visual 
software which retains these potentially confusing features. An example of how confusing 
this can be is that the typing of a single letter may cause the contents of a screen to alter 
completely - because it happened to overflow the last line on the screen, so causing a 'scroll' 
to the next screen. 
All word processors have some facility for moving markers within a piece of text and the 
position of the markers determine where actions will occur. Conventional, key-driven word 
processors generally have keys which will move the markers in units of characters, lines, 
screens and words (words being one concession to the syntactic structure). Visual wimp 
programs allow the user to move the markers more directly, via the mouse. Editing 
commands act on the selected portion of the text, and the selection is made by pointing at the 
text on the screen. An informal experiment with implementing a direct analogue of such a 
form of pointing and selection was carried out. Tones were sounded as the cursor was 
moved horizontally across characters and vertically over lines. If the appropriate options 
were active, characters or words could be spoken as the cursor pointed at them. The trial 
suggested that this was not a viable approach; the feedback on the mouse movements was 
too slow and too difficult to interpret. 
It was decided, therefore, that the document window would have to be implemented such 
that it was not a direct analogue of the visual window. Instead it was based on giving the 
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user the facility to manipulate the text in terms of its syntactic structure. The selection 
concept is retained, but text is selected in syntactic units. The document window consists of 
a set of buttons and controls which manipulate the selection. Whereas visual programs 
specify the current selection by displaying in inverse video, in an auditory program the 
current selection should be spoken whenever it is altered (or if the user specifically so 
requests). The syntactic units used are: 
the whole document, 
the paragraph, 
the sentence, 
the word, 
the character, 
the point between two characters. 
Each document has a selection level associated with it, corresponding to the six syntactic 
units. Manipulations of the selection are based upon the current level. For instance, if the 
current level is word the user can move the selection forward - to the next word - and so on. 
The document window consists of controls which can be used to alter the current selection 
level and to move it forwards and backwards through the document. 
All editing commands act on the current selection. In addition, any typing on the keyboard 
will replace the selection. For instance, in the sample below the letter a is selected: 
The cat sit 0 n the mat. 
If an i is typed it will replace the a, changing the word to sit: 
The cat sit 0 n the mat. 
Similarly, a whole word may be selected: 
TheBslton the mat. 
Then as soon as the user presses a key the word will be deleted (in this case the d is 
pressed): 
The d sit on the mat. 
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The user can then continue to type letters which will follow the d and in this way replace the 
whole word: 
The dogs sit 0 n the mat. 
There will often be situations in which the user will want to insert text - without deleting 
anything. This is when the point selection level is used. The user sets the level to point 
and moves the selection in between the two characters which will surround the insertion. 
So, to change mat to mats the selection is moved to the point between the t and the fullstop: 
The dogs siton the mati. 
and the s is typed: 
The dogs sit 0 n the mats. 
The one form of visual interaction which was not tackled in this project was the use of icons. 
There are a number of problems in devising a suitable auditory representation for icon 
objects. Firstly, icons generally can be moved freely around the screen, although some 
implementations do restrict their movement to some extent (see Smith, Irby, Kimball, 
Verplank and Harslem, 1982, on the Star interface). Such flexibility does not confuse 
sighted users because they will generally have information immediately available as to the 
current position of objects - simply by scanning the screen visually. However, it is likely to 
be very difficult for a visually disabled person to cope with objects whose position is not 
fixed. The memory load on the person would be increased in that they would have to 
attempt to remember where they 'left' objects. In case they should not succeed in so doing 
always there would have to be some facility for relocating 'lost' objects, corresponding to a 
sighted user scanning the screen with their eyes. Any facility based directly on the auditory 
protocol of tones and spoken object names, described above, would be likely to be tedious 
and difficult to use. A second complication of icon objects arises from the problem 
discussed in Section 2.2, that an icon can convey a lot of information, which cannot be 
easily translated into sounds. Recall that, for instance, an icon representing a file can 
convey: 
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the file's name; 
the type of the file (program, data etc.); 
which program created it; 
whether it is currently accessible; 
whether it is currently selected. 
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For these reasons no attempt was made in this project to implement an auditory icon object. 
However, see Section 3.2 for a discussion of possible designs of auditory icons. A simpler 
moveable object was included as an experiment as part of the Scroll bar, and possible 
designs which might incorporate icons are discussed in Section 11.6. 
4.8 Summary of the design 
This chapter has described the design of an auditory word processor. However, to some 
extent that design is idealized and could not be implemented within the constraints of a real 
program on a microcomputer. Chapter 5 therefore describes the program as it was 
implemented and the extent to which it deviates from the design described herein. 
Chapter 5 
Implementation: Soundtrack 
5.1 A case study: introduction 
The design of an auditory word processor described in Chapter 4 is to some extent 
idealized. Within this project there were constraints imposed on what could be realistically 
implemented. Some of the restrictions were imposed on the software by its role within this 
research project, while others were practical considerations such as the hardware available 
and programming limitations. It must be made clear that Soundtrack was designed as a test-
bed to try out certain ideas; it was not intended to be a production word processor. It was a 
means of testing how well people could use particular forms of interaction; the novel feature 
of the computer used is the mouse, and the design was such that the user was obliged to use 
the mouse. As will be illustrated below, there are interactions in which it might be easier for 
the user to type information and commands, but the design of Soundtrack did not allow this. 
5.2 Hardware and software 
Soundtrack was implemented on an Apple Macintosh microcomputer. The configuration 
used included 512 Kbytes of ram and two 400-Kbyte, single-sided floppy discs. This 
computer includes, as standard, a mouse pointing device. Indeed, the machine was chosen 
since it was the fIrst such computer available within a similar price range to non-wimp 
microcomputers. The mouse includes a single button. The details of the Macintosh 
hardware are given in Apple Computer Inc. (1986). The only (minor) modification to the 
hardware was that braille labels were affIxed to the 'home' keys on the keyboard (F, J and 
5: Implementation: Soundtrack 71 
6) to assist users with placing their hands. (More recent versions of the Macintosh keyboard 
have the home keys marked by tactile dots as standard). 
One piece of non-standard hardware which was used during part of the testing of Sound -
track was the Summagraphics MacTablet. This is a bitpad which can be used in place of the 
mouse. It consists of a rectangular tablet and a stylus pointer. Movements of the stylus over 
the surface of the tablet are followed by the cursor in the same manner as it follows the 
mouse. The stylus has a button corresponding to that on the mouse, which can be operated 
by the index finger. Additionally, the stylus nib is spring-loaded and pressing it has the 
same effect as pressing the mouse button. 
There is an important difference in the way that the bitpad operates compared to the mouse, 
which is that all movements of the stylus are absolute whereas mouse movements are 
relative. That is to say that a point on the tablet corresponds to one point on the screen; if the 
stylus is moved to the top lefthand corner, for instance, the cursor moves to the 
corresponding area of the screen. Even if the stylus is lifted from the surface of the tablet 
and moved to another point the cursor will jump to the new position on the screen; the tablet 
constitutes a global frame of reference for all motions. In contrast, the mouse detects 
movements only as long as the mouse is in contact with a surface. In this way any 
movement of the mouse is detected relative only to its previous position and its 'origin' can 
be reset arbitrarily. In fact, on the Macintosh the cursor is constrained within the (visual) 
screen and once it has reached an edge it remains in the same position - even if the mouse is 
moved further in the same direction. However, if the mouse is then reversed the cursor will 
move immediately. This implies that the apparent correspondence between a point on the 
surface beneath the mouse and the screen can easily - and inadvertently - be altered. 
One added advantage of using the Macintosh is that it was possible to generate synthetic 
speech from it without the need for additional hardware. Built into the Macintosh are free-
form sound wave generators, and Smoothtalker software (manufactured by First Byte) is 
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available which drives the sound generators as a speech synthesizer. Smoothtalker can be 
called from user programs. It accepts input either as strings of ascii characters which would 
be printable as text or as strings containing special phonetic symbols. Both fonns of input 
were used by Soundtrack. The Macintosh also has a separate square-wave sound generator, 
and this was used to produce the tones associated with the auditory objects. 
The choice of the Macintosh inevitably had some influence on the implementation of Sound -
track. One hardware detail is that the Macintosh's mouse has a single button. This 
influences the choice of mouse protocols to be implemented. With a single button there can 
practically be just three forms of button press recognized: the single-click, the double-click 
and the drag. In this implementation of Soundtrack a single-click is used as the speech 
button and a double-click for execute. Dragging is used with just one object, the Thumb 
bar, which is described below, in Section 5.4. 
The Macintosh was by no means the only possible vehicle on which Soundtrack could have 
been implemented. Most other machines would have needed hardware enhancements 
however. Many microcomputers do not have a mouse as standard, though they are usually 
available as an option. Similarly it would be necessary to add a hardware speech synthesizer 
to most other computers. The critical requirement is for a machine with sufficient memory, 
since Soundtrack is a fairly complex - and hence large - program. It would have been 
possible to use a more powerful machine, such as one of the current personal workstations 
(Sun, Apollo or Perq, for example). However these are specialized computers which are 
unlikely to be used by a significant number of visually disabled people. In this way the 
Macintosh represented a more realistic target. 
Soundtrack was implemented in the MacAdvantage version (Soffech, 1984) of Pascal 
(Jensen and Wirth, 1975). In fact, MacAdvantage is based upon the UCSD implementation 
of Pascal (Clark and Koehler, 1982). This language and implementation were chosen 
simply because it was the only one available at the time which had complete access to the 
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Macintosh's system routines (known as the Toolbox - see Apple, 1986). In fact, the 
language implementation was far from being an ideal one. Its limitations are detailed in 
Edwards and Woodman (1985), but arise principally from the fact that the UCSD compiler 
generates a pseudo code (p-code) which is interpreted at runtime by another program. The 
interpreter (also known as the pseudo machine or p-machine), was designed to have a 
strictly bounded 64-Kbyte user address space. The Macintosh has very much more real 
memory than that. Most significantly there are areas of the Toolbox which must be accessed 
which are outside the user's address space. MacAdvantage includes extensions to the 
language to give the necessary facilities, but these are somewhat cumbersome and inelegant. 
There is a wider, more philosophical question as to whether a language such as Pascal is the 
appropriate medium for expressing programs of the type which run on wimp-based 
computers. Such programs must manipulate the sort of screen images mentioned repeatedly 
in this thesis, such as menus, icons and windows. Such concepts did not exist when that 
language was invented. As has been mentioned above, many of the concepts were 
developed within the Smalltalk project, but a major component of that project was the 
development of a new style of programming language (Goldberg and Robson, 1983). It 
would appear that manufacturers and developers have caught on to the attractive user 
interface features which were evolved but have not paid as much attention to the language 
lessons. At the time Soundtrack was implemented these programming techniques had not 
had any influence on programming tools on computers like the Macintosh. Subsequently, 
however, a number of object-oriented languages have been developed for th~ Macintosh (see 
Schmucker, 1986). 
The design of software is also influenced by the system software on which it runs. The 
Macintosh Toolbox contains procedures which manipulate wimp entities at a high level. For 
instance, there is a set of calls which manipulate windows, obviating the need for the user to 
defme them in terms oflower-level graphical objects. Using these Toolbox calls can greatly 
reduce the programming effort. but does mean that, at the level of presentation, one 
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Macintosh application usually looks much like any other. This is to some extent deliberate 
and Apple does try to enforce standards of interface design. The objective is to ease the 
learning of how to use software. Ideally once a person has learned to use one Macintosh 
program they will be able to use any others with minimal further help. 
Furthermore, one of the areas of investigation within this project is feasibility of adapting 
visual software and therefore the auditory interface to Soundtrack was built onto a visual 
word processor. The design of that visual program was deliberately similar to that of a 
commercial program, MacWrite (Apple Computer Inc., 1984). However, Soundtrack was 
intended as a prototype, not as a product. That implied that some features of MacWrite 
which were less likely to be useful, and which would add little or nothing to the information 
available on the usefulness of the word processor could be omitted. Soundtrack does not 
provide the following facilities, which are provided by Macwrite: 
• multiple typefaces, sizes and styles; 
• selectable justification of text (i.e. the choice of left, right 
or full justification); 
• setting of margins; 
• tabs; 
• printing facilities; 
• search and replace strings; 
• undoing of commands; 
• the ability to rename a fIle (Save as .. . ). 
One facility provided by Soundtrack which MacWrite does not have is the ability to have two 
documents open at a time. This is an important capability of modern multi-window 
interfaces which ought to be tested as part of any adaptation. It was a feature omitted from 
MacWrite because of the memory limitations of early versions of the Macintosh. 
In implementing Soundtrack some care was taken not to make it too specific to the 
Macintosh. In principle it ought to be possible to transfer the ideas embodied in the program 
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to other machines. For instance, the Macintosh Toolbox includes facilities whereby mouse 
interactions with standard screen objects (menus, dialogues etc.) can be 'filtered' through 
routines supplied by the programmer (i.e. not part of the Toolbox) and so handled in a non-
standard way. (See Apple Computer Inc., 1986, for a full explanation of the technicalities). 
This means that it would be possible to adapt a visual program by the addition of appropriate 
filter routines. These would be invoked if the program was being used in an auditory mode, 
while the standard routines would be called when it was in a visual mode. However, this 
technique was not used in the implementation of Soundtrack since this would have made the 
implementation too specific to the Macintosh. Instead auditory objects are essentially 
defined 'from scratch' in a way which could be transferred to other systems. 
Similarly, Macintosh programs use the concept of resources, which are items of data 
associated with a code file which can be altered without re-compiling the program. Again, 
because this is a technique specific to the Macintosh its use was avoided as far as possible in 
the implementation of Soundtrack. 
5.3 Implementation of the screen 
In order to demonstrate that the principles embodied by Sound track could be applied to the 
adaptation of visual wimp software, its implementation was built on top of an equivalent 
visual program. It is possible to switch at any time between visual and auditory interfaces to 
the same underlying word processing program. The visual interface is not described in any 
detail herein since it is not a significant or novel part of the project. The auditory interface to 
Soundtrack is embodied entirely in sounds with nothing visible on the screen. In the 
description of the design it was pointed out that some visual feedback might be useful in an 
auditory interface. However, for the purposes of evaluation within this project, it was 
thought that it should be that sighted and partially sighted people should not be at any 
advantage in using the program. Therefore the screen remains blank when the program is in 
the auditory mode. 
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In this implementation the size of the auditory screen was fixed by that of the visual screen. 
Movements of the Macintosh mouse are not reflected by equal distance movements of the 
cursor. The ratio of mouse distance to pointer movement is actually approximately 1.3:1. 
That is to say that the mouse is moved through an area approximately one-third larger than 
that of the screen, but when the cursor reaches the edge of the visual screen the auditory 
screen edge tone is sounded (see Figure 4.2). That tone is a low frequency buzz (33 Hz or 
C three octaves below middle C), which sounds continuously as long as the cursor is off 
screen and ceases only when the cursor is moved back onto the screen. 
At an early stage in the design process it is necessary to decide on the degree of functionality 
which is to be built in to the program. In other words, the number of word processing 
features which were to be available had to be selected. A number of factors had to be taken 
into consideration. One was the selection of features to include, as discussed in the previous 
section. There was also the question of how many windows to include in the auditory 
screen. As discussed in the previous chapter, adopting a grid layout of screen items poses 
problems of fitting the appropriate number of items into the grid. The factors to be 
considered are: 
• the number of items should not be so large as to cause the user 
working memory problems; 
• there must be sufficient items to provide the number of features 
required; 
• the items must fit some way into a grid layout. 
As mentioned in Chapter 4, it was decided that the maximum number of items should be 
around nine. That number is too small to provide all the features of a word processor, 
which is the reason why a two-level style of interaction was chosen. At this upper level 
there is a degree of flexibility available to the designer in deciding how many windows will 
be provided, and then arranging the items within that number of windows. In Soundtrack it 
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was decided that there should be eight windows, as shown in Figure 5.1. This is a non-
prime number, so allowing a true grid to be used, and is less than the memory limit of nine. 
Document Speech Interface Dialogues 
1 Menu Menu 
Document Edit File Alerts 
2 Menu Menu 
Figure 5.1. The layout of the windows within the auditory screen 
(also shown in Figure 8.3). 
As was mentioned in Chapter 3, tones can be modulated using their frequency, amplitude, 
timbre or duration. It was decided that the tones denoting screen objects would be 
differentiated by their frequency - or pitch. Even people who do not have a trained musical 
ear can usually hear that there is a difference between two notes of different pitch (Ward, 
1963). Those with more training can extract more information, such as which note is 
higher, or the tone interval. A pragmatic reason for using pitch was that on the Macintosh it 
was easy to generate pure tones of different pitch, using the built-in square~wave generator. 
Using tones of different duration would be impractical, for two reasons. Firstly, it would be 
difficult to differentiate the duration of notes unless there was a wide variation. Secondly, 
this would be a very slow method; it would take a significant time just to hear the longest of 
(say) eight tones. Judging the volume (amplitude) of different tones is also very imprecise 
and subjective. Timbre is a quality which has such a wide variability that it could be an 
interesting way of communicating the necessary information. It should be possible to 
generate a very wide range of easily distinguished sounds. These could be produced on a 
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Macintosh also, through its free-form wave generators, but to develop suitable sounds 
would be time-consuming. Also, there seems no obvious way of systematically assigning 
different sounds to screen objects. 
Windows were allocated tones in a simple pattern, increasing in pitch from left to right and 
from top to bottom. The top lefthand window has the tone of pitch C below middle C (132 
Hz). Tones increase in intervals of four semitones. The tone allocation is shown in Table 
5.1. 
Window Note Frequency (Hz) 
Document 1 C 132 
Speech menu Eb 158.4 
Interface Menu G 198 
Dialogues B 247.5 
Document 2 Eb 316.8 
Edit menu G 396 
File menu B 495 
Alerts Eb 633.6 
Table 5.1. The pitch of the tones associated with each of the 
windows. 
This pattern of allocation means that the interval between two windows which are adjacent 
horizontally is four semitones, and between two vertically adjacent windows is twenty 
semitones. 
Moving the mouse into a window causes its tone to be sounded - as the cursor crosses the 
edge of the window. If the mouse is clicked once, the window's name is spoken. To 
activate a window the mouse must be double-clicked within it. The fact that it has been 
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activated is signalled by its tone being sounded twice. If the mouse is moved out of the 
active window a short buzz is sounded as it crosses the boundary to the next window. 
Moving back into an already active window causes its tone to be sounded twice. 
As mentioned earlier, the role of a window never changes. The contents of the menu 
windows do remain the same. However the contents of the other windows may change 
during the use of the program. These windows may be empty, in which case they cannot be 
activated. Certain commands will cause them to become filled. For instance, when a file is 
to be opened the Dialogue window will be filled with the Select file dialogue. This can 
then be activated so that the user can interact with it. 
Once a window has been activated the objects therein become accessible to the user. Objects 
within a window are assigned tones in the same pattern as the windows within the screen. 
The top lefthand object has the note with the lowest pitch and that note is the same as that for 
the enclosing window. The other objects are assigned tones of pitch rising in the same four-
semitone intervals as the windows. The same mouse protocol also applies; a single-click 
will cause the name of the current object to be spoken and a double-click will cause it to be 
executed. The effect of executing an object depends on its identity. 
The user has several cues that she is working within the activated window. The first is that 
she should normally remember that she has activated the window. She will also find that 
tones are sounded as she moves the mouse through small distances. In other words, the 
auditory objects are smaller. If she should move out of the active windo~ she will hear a 
special tone as she crosses its border. If she moves into the active window she will hear 
three tones. Finally, as always, she can press the mouse button to get spoken information as 
to its position. 
As soon as a window is activated the cursor will be pointing at one of its constituent objects 
and its tone will be sounded. However, recall that on activating a window its tone is 
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sounded twice. That means that, in fact, on activation three tones are heard: two from the 
window and one from a contained object. 
5.4 Document windows 
If a Document window is empty, clicking in the window will elicit the speech, "Empty 
document one", or "Empty document two", as appropriate. If it is has been filled by a file 
copied from disc (by the Open command from the File menu - see below) then clicking 
within it will elicit the file's name. If it has been filled by a newly created document (via the 
New command in the File menu) then the file will not yet have a name, so clicking in the 
window will produce the speech, "Unnamed document". 
t Current Say Level up level context 
t Level down t 
... Step backward 
• .-~ Step forward 
4- Jump backward 44 ~~ 
~ Jump forward 
Thumb bar 
Scroll bar 
Figure 5.2. The Document window (also shown in Figure 8.8). 
As described earlier, the auditory document window has two properties associated with it: a 
selection and a level, and the (activated) Document window consists of objects which 
control these, as shown in Figure 5.2. The Level up and Level down objects control the 
setting of the level. As mentioned earlier, the available levels are (in descending order): 
wbole text, 
paragrapb, 
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sentence, 
word, 
character, 
point. 
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To attempt to execute Level up when the level is whole text, or Level down when it is 
point is an error. 
As is shown in Figure 5.2, the Document window contains eight objects. This is the 
largest number of components of any window in Soundtrack, and is at the upper end of the 
suggested limit of objects (seven, plus or minus two). 
As with a visual word processor, the selection is the portion of the document on which 
editing operations act. It is defined by a start and an end position. The start and end 
positions may be coincident, in which case the selection will be a point. The text selected is 
communicated to the user by its being spoken - unless it is a point. There are a variety of 
modes in which it can be spoken, which are explained below within the description of the 
Speech menu. 
Levels and selections are defined purely in tenns of the syntactic structure of documents. 
Within a paragraph no line structure is defined. Using the auditory interface there is no need 
to be concerned about lines. If a document is to be displayed visually, either through the 
visual interface to Soundtrack or when a document is printed, lines are bro~en automatically 
to fit the screen or paper. 
Specific definitions must be given for the units which Soundtrack treats as paragraphs, 
words and sentences. Obviously the beginning of the document can be the left-most 
delimiter of any of these units, and the end of the document can be the right-most. 
Generally, though, a paragraph is defined as the text contained between two newline 
characters, not including the newlines. A word is defined as an unbroken string of letters 
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and/or digits. A word will thus be delimited by two characters which are not letters or digits 
(Le. usually a space or a punctuation mark). The delimiting characters are not counted as 
part of the word. One unfortunate deficiency in this definition of a word is caused by the 
ambiguous use of the single quote symbol as both a quotation mark and the apostrophe. 
Without a certain amount of analysis of a piece of text it is not possible to decide which role 
the symbol is in at anyone appearance. The definition used here treats it always as a 
quotation mark, which means that apostrophized words are treated as two separate words. 
The end of a paragraph (a newline character) may mark the end of a sentence. Otherwise, a 
sentence is defined as being terminated by either a full-stop, an exclamation mark or a 
question mark which is followed by one or more spaces which in turn is followed by a 
capital letter. This definition aims to reduce possible confusion which might be caused by 
the use of full-stops in other roles. For instance it would mean that the sentence, 
An envelope marked O.H.M.S. has been delivered. 
would be treated as such, and not effectively truncated after any of the full-stops in 
O.H.M.S. Of course this definition is still not clever enough to recognize, 
My name is A. Edwards. 
as one sentence. A sentence is defined as starting with the first capital letter following the 
end of the previous sentence, as defined above. 
Altering the level will cause the selection to be adjusted. Moving a level up will cause the 
end of the selection to be extended forward through the text to the end of the nearest unit of 
the new level. For example, if a character is selected and the level is moved up to word the 
end of the selection will be extended to the end of the current word. The beginning of the 
selection (i.e. the original character) will not be affected. Moving the level down 
correspondingly causes the selection to be contracted from the right. For instance, if a 
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sentence is selected and the level is moved down to word the selection will become the first 
word of the sentence. 
The selection can also be altered by moving it through the document. The step objects cause 
the selection to move in units corresponding to the current level. Suppose, for example, that 
the current level is sentence and and a complete sentence is selected. If Step backwa rd 
is executed then the previous sentence will become the new selection, as illustrated in Figure 
5.3. 
sent-
ence 
The following sentence is true. J Iw pi evious 
Figure s.3a. The level is sentence and a sentence is selected -
as shown by being displayed in inverse video. 
sent-
III(' folloWIIlC) <,t' IIl e llcu I ~> Illlt) The previous 
sentence was false. 
Figure s.3b. The Step backward control has been executed 
and the first sentence is now selected. 
It is possible for the level and the unit currently selected to be different. For example, even 
though the level is word the selection may be a string which is less than a whole word. 
This phenomenon and its implications is discussed more fully in Section 10.6. The 
movement of the selection is implemented in a consistent fashion. For instance, if the 
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selection is moved backwards then the start of the selection is moved to the left to the first 
starting position appropriate to the current level. The end of the selection is then adjusted - if 
necessary - to correspond to that new start. 
The jump controls allow the selection to be moved in larger quanta. In fact the selection is 
moved through the distance corresponding to the unit one level up from the current level. 
That is to say that if the current level is word, for instance, and a Jump backward is 
executed, the selection will move to the first word of the sentence, and so on. Figure 5.4a 
gives an example of this. Jumps cannot be executed if the level is paragraph. 
word 
The following sentence is true. The previous 
sentence III false. 
Figure 5.4a. The level is word and the word was in the second 
sentence is selected 
word 
t 
The following sentence is true. om previous 
sentence was false. 
Figure S.4b. The Jump backward control has been executed and 
the selection has moved to the first word of the sentence. 
The Thumb bar and Scroll bar provide another means of moving the selection through 
large distances. They work according to the same principles as their visual counterparts, as 
described in Chapter 2. The position of the Thumb bar within the Scroll bar reflects the 
position of the selection within the document. So, if the selection is at the start of the 
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document the Thumb bar will be at the left-hand edge of the Scroll bar; if it is at the end 
of the document, the Thumb bar will be on the right and intermediate positions will be 
represented proportionately. However, not only do these objects act as indicators of the 
selection's position, but they can be used to alter it. The Thumb bar can be dragged within 
the Scroll bar and wherever it is 'put down' the selection will be adjusted to reflect the new 
position. In order to drag the Thumb bar the user must double-click within it, but hold the 
mouse button down on the second click. The mouse is then moved horizontally before the 
button is released. The Thumb bar will then be moved to the release position - and the 
selection adjusted correspondingly. During the dragging there is no auditory indication of 
the position of the Thumb bar except that the error buzz is sounded if it reaches either end 
of the Scroll bar. This is the only operation in Soundtrack which involves dragging. 
Naturally, the selection cannot be moved - by any of the above controls - if it extends over 
the whole document. 
A single-click of the Current level control causes the identity of the current level to be 
spoken ("paragraph level" or whatever). A double-click will cause the current selection to be 
spoken. This is inconsistent with the way other objects operate, but is a pragmatic 
deviation. To maintain consistency would imply having two objects. One would say, 
"Current level", when it was single-clicked and then give the identity of the level on a 
double-click. The second would say, "Say selection", on a single-click and say the selection 
on a double-click. This would be pedantic and unnecessarily tedious. 
The speaking of the selection can be interrupted by the user clicking the mouse button. If the 
level is currently word or lower this will cause the speech to cease as soon as it has 
completed saying the selection. If the level is higher it will stop once it has completed saying 
the next unit corresponding to one level down from the current level. That means, for 
example, that if the selection is being spoken at paragraph level speech will stop at the end 
of the current sentence. The interruption is not immediate because speech output is 
asynchronous. In order to allow interruption, it is therefore necessary to send strings to the 
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speech synthesizer a packet at a time so that the program can check 'between packets' 
whether the mouse button has been pressed. If one were to allow interruption after each 
word the packets would have to be words. However, the quality of speech is better if text is 
sent to the speech synthesizer in larger units; Smooth talker does take account of punctuation 
and puts appropriate intonation onto sentences. Also there is a perceptible gap between the 
speaking of packets. To listen to, say, a whole paragraph of separated words spoken 
without intonation would be unnecessarily tedious. The method implemented is therefore a 
compromise. It does allow interruption, while maintaining the spoken quality of longer 
speeches. Sentences are, however, spoken word-by-word - without inflection. If the 
speaking of the selection is interrupted, the start of the selection is re-set to the beginning of 
the last unit spoken. 
The Current level control can be used to get the selection spoken. The Say context 
object enables the user to hear the text which surrounds the current selection. If the level is 
point, executing Say context will cause the two characters on either side of the selection 
point to be spoken. At other levels Say context enables the user to hear the text one level 
up without altering the selection or the level. For example, at character level, the user can 
hear the word containing the currently selected character, and so on. 
5.5 Menu windows 
Menus were implemented as described in the design, except that control-key alternatives 
were not provided. Within this project it was necessary to assess how effective auditory 
menus are since they are one of the features which is new within this program. If control-
key alternatives were available users might avoid using menus to a large extent. In 
describing the implementation of the screen above, it was pointed out that the designer had 
some flexibility to choose how many windows the program would have. There is less 
flexibility in designing the menus, in which the number of entries is dictated by overriding 
decisions which have been made about the facilities within a program. In fact, in adapting 
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an existing visual program the decision about the number of entries in each menu will have 
been taken by someone else - the designer of the original program. Because of the problem 
of accommodating non-prime numbers of menu entries it was decided in Soundtrack not to 
implement menus as multi-column grids, but as single columns. 
The way in which the selection in a document will be spoken can be controlled via the 
Speech menu (Figure 5.5). All of the entries in this menu are switches which are said to be 
ticked when they are on. The fact that an entry is ticked is communicated to the user when 
the entry's name is spoken. For example referring to Figure 5.5, if the user was to single-
click in the Say typing object, the program would say "Say typing, ticked". Switches are 
toggled by double-clicking. 
"Say typing 
Say characters 
Proof read 
Announce dialogues 
Figure 5.5. The Speech menu. 
As described below, certain commands cause the Dialogue window to be filled. The fact 
that it has been ftlled will be signalled by its tone being sounded, but in addition it is possible 
to have the identity of the filling dialogue spoken. This will occur if the Announce 
dialogues entry of this menu is ticked. 
If the Say characters entry is ticked then all selections will be spelled out letter-by-letter. 
This will occur regardless of the current level of the document. If the entry is not ticked, 
selections are spoken as complete words. Of course it is also possible to hear individual 
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letters within a document by using character level; the nature of the users current task will 
dictate which method is appropriate. 
The Proof read entry enables the speaking of all the characters in a document. Ticking 
Say characters alone only allows letters and digits to be spoken, whereas ticking Proof 
read causes punctuation to be spoken also. If Say characters is not ticked and the level is 
higher than character the selection is spoken as words but with punctuation marks 
pronounced. In that case words are spoken separately, without intonation. 
If the Say typing entry is ticked then input from the keyboard will be spoken. If Say 
characters is ticked then each key will be spoken, otherwise words will be spoken as they 
are completed. 
The File menu is illustrated in Figure 5.6. Executing the New object causes one of the 
Document windows to be filled with a new, empty document. The Open object will also 
cause a document to be opened in a Document window. However, it firstly fills the 
Dialogue window with the Select file dialogue, through which the user can specify 
which file to open. A maximum of two documents can be opened. A new or opened 
document is put into the lower numbered available Document window. 
New 
Open 
Close 
Quit 
Figure 5.6. The File menu. 
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Executing the Close object causes whichever document was most recently active to be 
closed. This will entail further interaction with dialogues concerning the saving of the 
document on disc (see below). The Quit command causes the whole program to shut 
down, but will ensure that files are fIrstly closed and their contents saved if necessary, via 
dialogues. 
The Edit menu (Figure 5.7) contains commands which act on the current selection in a 
document. Executing Cut causes the text currently selected to be deleted. The remaining 
text is readjusted to close any gaps and the selection becomes a point in the position of the 
deleted text - regardless of the current selection level. The text deleted is held in a buffer. It 
is possible to copy the contents of that buffer into a document, using the Paste command. 
Text can also be copied into the buffer, via the Copy command. Having executed Copy 
the current selection will also be put into the buffer but not deleted from the document. It is 
an error to attempt to execute Cut or Copy if there are no characters currently selected (that 
is, the selection is a point). 
Cut 
Copy 
Paste 
Find 
Figure 5.7. The Edit menu. 
Executing Paste causes the current selection to be replaced by the buffer contents. Should 
the selection be a point, the text will be inserted at that point and no text is lost. The only 
way of changing the buffer contents is to execute a Cut or Copy; pasting does not cause the 
buffer contents to be altered, which means that its contents can be pasted in more than one 
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place. There is just one buffer, which is used for both Document windows. This implies 
that text can be transferred between documents in the manner described. 
The Find command enables the user to do a string search in a document. Executing it 
causes a dialogue to be opened, through which the user can specify the target string, see 
below for details. 
J Hidden 
Auditory 
Figure 5.S. The Interface menu. 
It has been stated that Soundtrack has two interfaces to the word processor, an auditory one 
and a visual one. It is possible to switch between the two modes by way of the Auditory 
switch in the Interface menu (Figure 5.8). There is also an intermediate mode of operation 
in which the user interacts with the auditory screen and windows, but any Document 
windows are displayed visually on the screen. This mode is of use to people who have sight 
who use the program, or who assist visually disabled people who use it. The switch to this 
mode is achieved via the Hidden entry in this menu. If Soundtrack is used with the 
Hidden entry ticked then nothing is shown on the screen relating to the operation of the 
program. This was done deliberately for testing purposes, so that sighted and partially 
sighted users of the program would have no obvious advantage over blind users. 
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5.6 Dialogues 
Open in the File menu enables the user to open a file from the disc. The Select file 
dialogue (Figure 5.9) enables the user to specify which disc file is to be opened. This 
dialogue contains a list of file names through which the user can scroll to find the appropriate 
name. The list of file names is in an alphabetical order and when the dialogue is first opened 
the alphabetically earliest name is displayed in the Name object. The current name at any 
time can be heard by clicking in that object. The Down button can be used to move 
through the list, and the Up button to return to earlier entries. Once the correct name is 
displayed the user can open the file by double-clicking either on the Name or the Open 
object. Executing Cancel causes the open operation to be aborted. 
Name 
Up Down 
button button 
Open Cancel 
Figure 5.9. The Select file dialogue. 
Typing the file's name as an alternative to scrolling it into the Name object, as described in 
the design in Section 4.5, was not implemented in Soundtrack. This was another example 
where a feature was omitted for the purposes of the evaluation; it was necessary to force the 
users to use the list mechanism to assess how effective it was. 
Figure 5.9 shows another approach to the problem of fitting a non-prime number of items 
into a window. The Select file dialogue requires five items. These will not fit into a 
symmetrical grid. Therefore, it was decided to extend one (the Name object) so that it 
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effectively takes up two squares in the grid. The effect of this inconsistency on users' 
behaviour is discussed later, in Chapter 9. 
Documents may be closed if the user executes either the Close or the Quit entry in the File 
menu. In the former case the document which was more recently active is closed, while in 
the latter case any files which are open may be closed. Whenever a file is closed the user has 
the option of saving it to disc. To ascertain whether the user wants the document saved the 
Save file dialogue is opened. The Update file object in this dialogue (see Figure 5.10) 
behaves differently depending on whether the document in question is a new one or one 
which already exists on disc - that is to say, whether it was opened via New or Open in the 
File menu. If it is an existing file then clicking the Update file object will elicit a question 
whether that file should be saved. For example, if the document is called test the dialogue 
would say "Update test?" The user then has the option of executing any of the other three 
objects. 
Update Cancel 
file? 
Yes No 
Figure 5.10. The Save file dialogue. 
Double-clicking Yes will cause the Document window to be emptied and file to be written 
to disc without further interaction. So doing. it will over-write the old contents of the file on 
disc. Executing No will still cause the Document window to be emptied, but the disc file 
will not be modified. Double-clicking Cancel will nullify whichever command had evoked 
the Update File dialogue (Le. Close or Quit), leaving the document open. If the 
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document is a new one it will not yet have a name, in which case clicking the Update File 
object will elicit the speech, "Create a new file?" In this case, if the user executes Yes then 
she must specify the name of the file in which it is to be saved through the Get file name 
dialogue (Figure 5.11). 
Filename 
Yes No 
Figure 5.11. The Get file name dialogue 
Whenever the Get file name dialogue is active the user can type in the name by which the 
file is to be saved on disc. Clicking in the Filename object will cause that name, as typed 
so far, to be spoken. Double-clicking on that object will cause the file to be saved, as will 
executing the Yes object. Executing the No object will cancel the closing of the file. 
Target 
Find 
Figure 5.12. The Get target string dialogue. 
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The Get target string dialogue (Figure 5.12) is the only modeless dialogue in Sound _ 
track. It is opened if the user executes the Find entry in the Edit menu. When the dialogue 
has been activated the user can type in the string which is to be located in the document 
which was more recently active. Double clicking the Find object in the dialogue will cause 
the search to start. The document will be searched forwards from the current selection. If 
the target is found the selection will be set to that occurrence of the string. The dialogue 
remains open and active, so that executing the Find object again will cause the next 
occurrence of the string to be searched for. If the user wishes to search for a different 
string, double-clicking the Target object will clear the target string, allowing her to type in a 
new string. The dialogue will continue to fill the dialogue window until another dialogue is 
opened. 
5.7 Alerts 
Alerts were not implemented in Sound track. Program size limitations meant that it was not 
possible to implement the complete design. As was mentioned above, the version of Pascal 
used has a limitation of 64 Kbytes on the user data space and this limit was reached before 
the implementation was complete. For the purposes of evaluating this prototype alerts were 
a feature which were not vital. As explained earlier, alerts should be used to signal two 
types of error: serious external ones and less serious user errors. Within the testing of a 
program like Soundtrack it is desirable to avoid external errors which would distract the user 
from the working of the program, so that alerts should not be needed for such events. It is 
possible to achieve this within controlled testing, by being careful about managing disc space 
etc. 
5.8 Diagonal alarms 
During the evaluation of the program it became clear that a problem of using the mouse with 
Soundtrack was that it was easy to move it inadvertently in a diagonal direction. It was 
decided to experiment with possible solutions to this problem, although it was not a part of 
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the original design. The idea which was tried out was to give the user auditory feedback on 
the motion of the mouse. 
Two forms of this were implemented. The first assigned two tones, associated with 
horizontal and vertical movements. If the user moved the mouse in a purely horizontal 
direction, bleeps of the appropriate tone were heard - in addition to the normal tones sounded 
as it moved from one object to another. Moving purely vertically generated other very 
distinctive bleeps. Of course, diagonal movements produced both kinds of bleep. The 
second fonn of feedback took a different approach in that a special tone was sounded only if 
a movement was in a diagonal direction; pure horizontal and vertical movements produced 
no sounds other than the normal object tones. 
5.9 Conclusions and review 
An impression of how Soundtrack operates is given in the transcript of a sample session of 
using it in Appendix D. 
This chapter has described the word processor as it was implemented - based on the design 
outlined in Chapter 4. The implementation was intended to provide a vehicle for testing 
ideas about how programs might be adapted, a means of testing how well people could use 
particular fonns of interaction. The novel feature was the mouse, and the implementation 
was such that the user was obliged to use the mouse. So, for example, control-key 
alternatives to menu commands were not provided, nor was the alternative mechanism 
whereby names could be typed into dialogues instead of being selected from a list. 
Chapter 4 outlined the design of a word processor, this chapter described how it was 
actually implemented. That implementation had to be put to the test, and Chapter 6 discusses 
how the necessary evaluation was set up and carried out. 
Chapter 6 
Evaluation methods 
6.1 Introduction 
This chapter describes a study which evaluated the success of adapting wimp software in the 
way described earlier. The first section explains the need for evaluation, especially in the 
context of an aid for people with a disability. Following that, there is a discussion of some 
of the problems of carrying out such an evaluation - both in general and within this particular 
project. The results of the different phases of the evaluation are presented and discussed in 
the following four chapters. 
6.2 The need for evaluation 
The relationship between people with disabilities and those who would develop devices for 
their use is quite complex. To a person with average sight the idea of not having sight is 
devastatingly frightening. From that viewpoint it is easy to assume that a blind person 
would give almost anything for restoration of their sight - or for a device which compensates 
to some extent for the missing sense. In fact, however, the blind person will not give 
'anything'. There is a limit to what effort they will invest in such a device. The fact that the 
majority of visually disabled people have rejected complex, high-technology mobility aids in 
favour of the simple white stick illustrates this proposition. 
To any person - whether they are classed as disabled or not - training in a skill is an 
investment. An individual will be sufficiently motivated to work on their training if she 
believes that the benefits of having the skill will be sufficient pay-off for the effort she will 
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have to expend. A very good illustration concerns the use of braille. Most visually disabled 
people do not read braille. They do not believe that it is worth their while investing whatever 
amount of effort and time it would take for them to learn it for the return it would give them 
in terms of access to literature. Most sighted people - who read print frequently - assume 
that the learning of braille as a substitute would be of the highest priority to a blind person. 
Two phases of using a device should be distinguished: learning and application. Applied 
use is the utilization of the device to perform routine tasks after the operator has acquired the 
necessary skills through practice - during the learning phase. Attention must be given to 
both these stages. Learning is important because if a person finds learning too difficult they 
may give up - and never even reach the application stage. Generally, if they do attain the 
application stage they can be expected to continue using the device. Thus, for example, if a 
person can get over the hurdle of learning braille, it is a facility they will continue to use. 
So it is that it is not sufficient to develop a device which enables (say) blind people to do 
something they could not do before; it is necessary that it should not require an excessive 
amount of effort to so do. Soundtrack gives blind people access to a type of computer 
which was formerly not possible, but the question to be answered is whether it does so in a 
manner such that people will want to use it. The aim of the evaluation phase of this research 
project therefore is to gain insight into the cost of using an auditory wimp program. 
6.3 Problems of evaluation 
This project aims to assess the feasibility of visually disabled people using adapted wimp 
software by testing a particular program with such an interface. It is therefore necessary to 
evaluate the quality of that program. The characteristic of the software to be assessed 
concerns the cost of using it. Several components of the cost can be considered: the time 
taken, the ease-oj-use and the ease-oj-learning. 
In evaluating a product which represents an innovation it is not possible to perform a 
comparative study, since there is nothing with which to make a comparison. The novelty 
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implies that there cannot be any applicable methods which have been established for 
evaluation. In the case of this project no other wimp-based programs exist for use by blind 
people. To present a blind subject with Soundtrack and a visual wimp-based word 
processor and to ask them which they preferred would hardly be a fair test! Of course, 
adapted non-wimp word processors do exist, but to run a straight comparison of one or 
more of these with Soundtrack would be to miss the true objective of this evaluation. The 
aim is not to evaluate Soundtrack as a word processor, but to judge the auditory interface as 
incorporated in Soundtrack. The objective is, after all, that the interface could be applied to 
programs other than word processors. Also, as was explained earlier, Soundtrack was a 
'test bed', designed to test certain forms of interaction and not as a production word 
processor. 
Bearing in mind what has been said above about the innovative nature of this project, it is 
still useful to look at related evaluations which have been carried out. Relevant work has 
been done which gaves pointers to how this evaluation should or should not be carried out. 
None of the existing audibly-enhanced word processors has been evaluated in any 
systematic manner. However, one relevant area which has been studied quite extensively is 
the evaluation of text editors - for use by sighted people. Embley and N agey (1981) identify 
five approaches to the study of editors and editing processes. These are each described 
briefly below. 
1. Introspection By introspection Embley and Nagey mean the use of-the designers' own 
intuition and experience. They assert (page 35), "It is surprising how many programs 
intended for use by others, including text editors, appear to be based on this slim 
foundation." Clearly this approach has little to contribute to the present evaluation, except to 
emphasize the problem of finding appropriate methods. 
2. Field observations This approach involves the collection of data in an environment in 
which the software is in regular, practical use. It can be used as a means of post-
6: Evaluation methods 99 
implementation comparison of existing editors. Such results could also influence future 
designs. Hammer and Rouse (1979) used this sort of procedure to compare performance in 
using two editors, Teco and SOS. 
3. Formal analysis It is possible to use formal notations to build models of interactions such 
as those involved in text editing. Two notations have been applied in this way: formal 
grammars and state-transition models. Formal grammars were used by Reisner (1981) as a 
means of comparing two graphical editors and state transition models have been applied by 
Anandan (1979). This style of approach suffers from the fact that it is difficult to say what 
relationship there is between the results and the behaviour of people using the editors; the 
models can describe accurately the nature of a task, but not its cost. 
4. Controlled experiments By their very nature, controlled experiments are generally 
confined to investigating very specific aspects of a problem; the number of variables must be 
minimized. This method has, therefore, been used to evaluate particular facets of editors, 
but not of such programs as a whole. Most of the studies have concerned the command 
language defined by the text editor, as in Freedman and Landauer (1966), Roberts (1979), 
Walther and O'Neil (1974) and Ledgard et al. (1980). 
5. Psycholo~ical models Building an accurate psychological model of the editing process 
has the advantage that not only does it provide insight into the nature of the interaction but it 
can also be used to make predictions about users' behaviour. It can thus be used as a means 
of testing and selecting from hypothetical designs before they are actually implemented. 
Card, Moran and Newell (1983) propose such a model, based upon what they call the Model 
Human Processor and go on to develop the more sophisticated Goms (Goals, Operators, 
Methods and Selection rules) model. 
Roberts and Moran (1982) use a selection of methods in their attempt to formulate a 
standardized procedure for evaluating text editors, based to a large extent on the research 
reported in Roberts (1979). The method is based upon a set of 212 editing tasks which can 
6: Evaluation methods 100 
be potentially performed by a text editor. These are used to make measurements of four 
facets (or dimensions) of editor usage: time, errors, learning and functionality. The first 
three of these are measured experimentally on the basis of a subset of core editing tasks. 
Essentially, the core editing tasks involve the application of the following operations: 
insert, 
delete, 
replace, 
move, 
copy, 
transpose, 
split, 
merge, 
to each of the following objects: 
character, 
word, 
line, 
sentence, 
paragraph, 
section. 
Timing data was obtained by getting expert users to perform a number of benchmark 
exercises, based on the core tasks. Stopwatch times were taken and a score caiculated as the 
total error-free time divided by the number of tasks completed. In addition, the keystroke-
level model of Card, Moran and Newell was used to calculate expected times to complete the 
same tasks. 
The fact that users make errors using text editors is a complication which a lot of analyses 
choose to ignore (as Card and his colleagues chose to do, for instance). However, Roberts 
and Moran's procedure does attempt to make simple measurements of the effects of errors. 
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A score is calculated as the time spent correcting non-trivial errors, expressed as a percentage 
of the user's error-free time score. 
Learning was measured by using a different set of subjects who were novices at using 
computers. They were given individual tuition, based on the core editing tasks, and 
periodically tested on their proficiency. A score was calculated as the total time spent on 
learning divided by the number of tasks learned (as identified by the tests). 
The functionality of editors was measured on the basis of the full set of editing tasks. 
Experienced users - with the aid of any necessary documentation - assessed whether 
particular tasks were possible with the given editor. Half-marks could be given if a task was 
possible but awkward to perform. 
The resulting evaluation methodology has a number of limitations - most of which are 
conceded by its proponents. It is unfortunate that they did not attempt to run a control - such 
as a questionnaire - to see whether the scores they obtained bore any relationship to users' 
perceptions of the editors. 
Roberts and Moran applied their methodology to evaluate nine text editors, with a view to 
this being the start of a database for comparison of text editors. They suggest that a reduced 
version of their procedure could be applied to the evaluation of proposed text editor designs 
which have not (yet) been implemented and which thus have no experienced users. This 
would be achieved by using analytical data on two of the four dimensions considered: time 
and functionality. 
Times could not be calculated in this way for Soundtrack, since the keystroke level model 
applies only to visual editors. It should be possible to extend this model to auditory 
interactions, and this is suggested as a topic for further research, in Chapter 10. 
The functionality dimension could be measured for Soundtrack. There seems little point, 
however, since it would be bound to score low, for two reasons. Firstly Soundtrack was 
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never intended to be a fully functional word processor, but merely a 'test bed' prototype. 
Secondly, in applying the principle of constraining the interface some functionality is lost. 
One study which attempted to directly measure the ease-of-use of a text processing program 
was carried out by Good (1981). This looked at four aspects of using the Etude text 
processing system, as follows: 
1. Ease of learning. This was measured by timing how long it took 
computer-naive subjects to learn how to create and edit letters. 
2. Ease of use once learned. This was measured as the time taken to type 
and edit a one-page business letter, by subjects who had just completed 
the above training. 
3. Anxiety. A standard State-Trait Anxiety Inventory (Spielberger, 1972) 
was employed to assess levels of anxiety in the subjects. 
4. User attitudes. A particular form of questionnaire, in which users 
assigned numerical scores to ranges of qualities, such as 
Unhelpful ... helpful and Powerless ... powerful, was used to measure 
such attitudes. 
Twenty subjects took part in the evaluation and results of statistical significance were thus 
obtained. It was concluded that most of the subjects took less than two hours and twenty 
minutes to learn to use Etude. Most of them took longer to create and edit letters using Etude 
than with a typewriter. There was no systematic difference in subjects' anxiety levels in 
using Etude and using a typewriter. Overall subjects attitudes to Etude were positive. The 
need for a large number of subjects for this kind of study precluded using this approach in 
the evaluation of Soundtrack. However, it might be borne in mind if a more extensive study 
is to be carried out in future. 
In the previous section the case was made that evaluation ought to be a major part of the 
development of a product for use by disabled people. However, in this section it has been 
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shown that there are many obstacles which make evaluation difficult, particularly when the 
product is the ftrst of its kind. This is illustrated by a number of books which have been 
written covering the field of electronic aids for disabled people. Often such books present 
anecdotal examples of individuals who have benefttted from aids, rather than any form of 
objective testing. Examples of such books are Hawkridge et al. (1985), Goldenberg et al. 
(1984) and Rostron and Sewell (1984). 
6.4 Design of the evaluation 
The preceding sections set out the context in which this evaluation was carried out. It is now 
possible to discuss considerations which applied particularly to this study. The most serious 
practical problem of organizing the evaluation of Soundtrack was that of finding a 
sufftciently large and homogeneous group of subjects who could be asked to devote a 
signiftcant amount of time to the work. It was desirable that all subjects should have had 
prior experience of using word processors or other computer equipment. The aim of the 
training in this evaluation was to teach them about Soundtrack in particular and not about 
computers in general. Also it was not appropriate to use subjects who might have serious 
fears about using computers. 
Soundtrack was designed in such a way that it could be run with no visible feedback from 
the computer screen. Thus it was intended that sighted and partially sighted people could 
test it without having any signiftcant advantage over blind subjects. The idea was that it 
would not be necessary for all the subjects to be totally blind. The proportion of visually 
disabled people who are completely blind is quite small and in this way it was hoped to 
increase the potential number of test subjects. However, this idea did not take account of the 
psychological attitude of visually disabled people. Most partially sighted people prefer to 
make as much use as possible of their residual sight. This means that they generally are 
resistant to using any devices - such as Soundtrack - which do not allow use of vision. 
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The spatial abilities of a person who is congenitally blind are likely to be different from those 
of a blind person who has had experience of sight (though such abilities do exist, see 
Hennelin and O'Connor, 1982 and Dickinson, 1977). The ability to work in a two-
dimensional space is an important part of using Soundtrack. Thus, for simplicity, it would 
be desirable to use only subjects who have had sight, and whose spatial abilities will 
therefore be similar to those of sighted people - and each other. In fact in this evaluation one 
of the subjects had been blind since birth. 
The question of using subjects' time was a difficult one, since they were all volunteers. To 
pay subjects for their contribution would, to some extent, alleviate this problem. However, 
all the subjects were offered and refused any payment. This may be partly due to the 
complex position of disabled people within society. Such people are accustomed to being 
objects of charity, although they may well not like this role. It would seem that to offer 
payment to such people for their participation would be a sign that they were not being 
exploited. However, to refuse payment is a chance for them to offer almost charitable 
assistance to a researcher on a limited budget and to the eventual benefit of other disabled 
people. 
To some extent the problems of finding subjects to test aids for disabled people are caused 
by the fact that the proportion of the population with any particular disability is 
comparatively small. Thus the potential population for inclusion in an evaluation is small, 
compared to testing of a product for use by people without any particular disability. 
So it is that many devices developed for use by people with disabilities are not commercial 
propositions. Development is often sponsored by grants which can be written-off and not 
recouped by sales. This approach does facilitate the production of largely tailor-made 
devices. However, it also helps to perpetuate the position of disabled people being 
dependent on charity. 
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6.5 Introduction to the subjects 
A total of eight subjects were used and they fall into two groups. In order to preserve 
anonymity, they are referred to by numbers. Two of them (subjects S 1 and S2) were 
students at the Royal National Institution for the Blind (RNIB) Commercial Training 
College, while the rest of them were members of the Association of Visually Handicapped 
Office Workers (Avhow). All but one of them (subject S8) were male. Results are not 
reported herein for subjects S5 and S6 because neither of them completed the evaluation. 
Subject S5 was Dr Mark Elsom-Cook, acting supervisor of this research, who undertook the 
earlier part of the evaluation exercises under real conditions. This was a way for him to 
familiarize himself with the software and a preparation for the interviews he carried out as 
part of the evaluation (see Section 7.2). Subject S6 attended but one session and did not 
return. She was undergoing training in the use of another word processor as part of her job 
at that time, and feared that being trained on two different systems at the same time would 
cause interference in her learning. 
The students from the RNIB College were adults who were registered as blind within recent 
years. They had completed earlier rehabilitation training and were now on a one-year course 
on office skills with a view to obtaining employment. Part of their course involved the use 
of audio-enhanced word processors. As full-time students they were able and willing to 
devote quite a considerable amount of time to the evaluation. No fixed time limit was set in 
advance for these subjects; they were able to work through all of the planned evaluation 
exercises. The total time spent by each of them is given in Table 6.1, along with other 
background information. They had two sessions per day (one in the morning, one in the 
afternoon) twice per week (Wednesday and Thursday) and completed twelve such sessions 
each. 
The A vhow subjects were all in employment in office jobs. Their evaluation sessions were 
held in the evening at a central location (an office of the RNIB). Because of the greater 
inconvenience involved in these people spending time on the testing, it was agreed that they 
6: Evaluation methods 106 
would devote a fixed amount of time (six half-hour sessions) to it. Their total times are also 
given in Table 6.1. Note that the last of the six sessions was taken up with answering the 
questionnaire, which explains why the total times are of the order of 21 h hours. They used 
a variety of equipment in their jobs. All were competent touch-typists and most had some 
experience of word processing. 
Subject 
number 
SI 
S2 
S3 
S4 
S7 
S8 
S9 
Time on 'Origin' Years reg-
evaluation istered as 
(hours :mins) disabled 
7:45 RNIB 4 
6:27 RNIB 7 
2:48 Avhow 18 
2:41 Avhow Since 
birth 
2:32 Avhow Since 
birth 
2:30 Avhow Since 
child-
hood 
2:26 Avhow 13 
Musical 
ability 
Has played 
piano and 
accordian 
Plays 
guitar 
Listener 
Perfect 
pitch. 
Plays 
some 
guitar. 
Listens 
frequently , 
Has 
played 
piano and 
flute 
None 
Relevant 
experience 
Uses Wordstar datI y 
Uses Audiodata 
daily 
Uses typewriter dai ly. 
d Has used unadapte 
word-processor. 
Uses typewriter dai ly. 
No use of word 
processor. 
Uses Brailink and 
typewriter daily 
Uses type-
writer a few times 
per week. 
Occasionally used 
Uses 
Audiodata 
dail y 
Table 6.1. Summary of background information on each of 
the evaluation subjects. 
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All the subjects worked through the exercises in sessions each of approximately one half-
hour (the exact time was recorded on the session record sheet, see Appendix A). After some 
early experimentation this appeared to be optimal length - although some of the subjects 
questioned that, (see Section 7.2). It is interesting to note that although S2 spent less time 
on the exercises, as shown in Table 6.1, he completed the same number of exercises as S 1. 
Because they spent less time on the evaluation, the Avhow volunteers did not complete all 
the exercises in the series. However, all the Avhow subjects reached approximately the 
same stage in the evaluation. 
One method of gathering data in the evaluation was the completion of a questionnaire. The 
first section of this covered background information on the subjects. This information is 
summarized in Table 6.1. (The results from the rest of the questionnaire appear in Chapter 
7). Further relevant information on individuals is given below. 
Subject S 1. This subject was the only one of the subjects who still had a useful degree of 
sight. He had been registered as visually disabled for four years. However, his sight was 
deteriorating quite rapidly and he was expected to become completely blind. He used 
Wordstar running on an mM PC - without audio enhancements. Using a green screen, he 
was able to use that system utilizing his residual vision. 
Subject S3. S3 had experimented with using an ICL word processor without any 
modifications for visually disabled users. This was possible with some teaching from a 
sighted colleague and by memorizing the layout of the fixed command menu used by the 
program. He read text with the aid of an Optacon. 
Subject S8. This was the only subject to complete the evaluation who was female. 
6.6 Format of the evaluation 
The evaluation consisted of teaching visually disabled subjects to use Soundtrack, and 
collecting data in several forms on their use of the program. The teaching took the form of 
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the tester leading the subjects through a set of exercises using the word processor. These 
exercises were graded in such a way as to gradually introduce the subjects to Soundtrack. 
See Appendix B for a full description of the exercises presented. Using these prescribed 
exercises ensured that all subjects received essentially uniform training and progress could 
be monitored quite accurately. A record sheet was completed for each session of exercises -
see Appendix A. In all cases the tester was the author of this thesis. 
Tactile diagrams of the screen and the windows were available to which subjects could refer 
during the evaluation sessions - but these could not be taken away by them. The diagrams 
were versions of some of the figures in Chapter 5, on which the lines were converted into 
ridges on the paper. The subjects were not given any learning aids to supplement their 
training outside the sessions. Several asked for aids such as braille notes or tactile diagrams 
which they could take away to reinforce their learning of the layout of objects on the auditory 
screen. These were not supplied because it would have introduced a degree of heterogeneity 
into the group; different subjects would have been likely to devote different amounts of their 
time to such 'homework'. As it was, the amount of time they put into it was precisely 
logged. 
A written record of each session was kept on a standardized fonn - as in Appendix A. Some 
of the entries on that sheet should be explained. The exact starting time of certain exercises 
was recorded, so that they could be correlated with times recorded by the computer. Any 
significant comments voiced by the subject were recorded, so that they might De followed-up 
at a later stage. Similarly any observations made by the tester could be recorded. One 
section of the fonn was designed to record data on the way in which the subject behaved in 
certain exercises (Exercises 0.1 and 0.2: "0 exercises") - see Chapter 7. This infonnation 
was used to aid the interpretation of the trace. There are two questions relating to a "dribble 
file". These were included as a reminder to the tester to do some 'housekeeping' on the 
computer at the end of the session - and had no direct relevance to the data. 
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Data were gleaned from the exercises in several ways, as outlined below. 
1. Tracing interactions 
The mouse was the element which made Soundtrack novel and so it was important to collect 
data on the degree of efficiency with which the subjects used it. In order to do this 
Soundtrack was designed to keep a record of all interactions with the user. That is to say 
that events such as movements of the mouse and key presses - and their timings - were 
recorded and saved on a dribble file. This file was later analyzed with the aid of another 
program. Each of the subjects thus completed particular exercises with tracing switched on. 
2. Audio recordings 
The last exercise completed by each subject was a comparatively complex one; recall that the 
set of exercises was graded and this was the ultimate one in that set. None of the subjects 
attained the level of skill at which they could be given such a task to work on unaided. 
Thus, the instructions for the exercise were quite involved and it was necessary for the tester 
to give instructions while the subject was working. In order to record the amount of 
assistance each subject received a tape recording was taken of the spoken dialogue. At the 
same time tracing was enabled, so that these two forms of record are integrated in 
transcripts, as in Chapter 8. In fact, these transcripts give a very full picture of the subjects' 
behaviour. 
3. Structured interviews 
Other aspects of using Soundtrack were explored by way of interviews with the evaluation 
subjects, structured around a questionnaire. Using this technique it was possible to collect 
subjects' opinions on using of Soundtrack. Also, by depersonalizing some of the questions 
(Le. asking for their opinion of how someone else might react to using it) it was possible to 
make more general judgements about the interface. The questionnaire forms were filled in 
by the tester - because of the obvious problems of getting a visually disabled person to do 
this. 
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4. Interviews 
For two of the subjects it was also possible to collect further subjective data by conducting a 
less structured interview. This was done in order to see whether additional information 
would be obtained. Also, the interview was carried out by a different person to see whether 
there was any personal bias. 
6.7 Conclusions 
Kemmis (1977) distinguishes between two approaches to evaluation: nomothetic and 
idiographic. Nomothetic approaches are those concerned with establishing laws, 
approximating natural science methods; whereas idiographic methods are concerned with the 
intensive study of individuals. The evaluation applied to Soundtrack borrows from both 
categories. The measurement of targetting times was a means whereby common features in 
the behaviour of a number of people could be identified and expressed in a model 
(admittedly this does stop short of something which could be said to be a law). The other 
aspects of the evaluation, however, were more concerned with discovering what individuals 
learned by using Soundtrack. Any attempt to perform a controlled experiment style 
evaluation would clearly have been ridiculous. Instead, it is justified to examine Soundtrack 
as something in its own right. It was not possible to say that it was being evaluated in terms 
of anything else, since there is nothing else sufficiently closely related. However, now this 
has been done once, there does exist a benchmark against which another auditory interfaces 
might be measured. 
This chapter has described the format of the evaluation applied to Soundtrack. The 
following three chapters present and discuss the results in the different phases of the 
evaluation. Chapter 7 looks at subjects' views as gleaned in interviews. Chapter 8 presents 
data on the timing of interactions and Chapter 9 describes their performance in the more 
complex, but realistic editing exercises, illustrated by extracts from transcripts of those 
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exercise sessions. Finally, Chapter 10 contains a discussion of the overall results of the 
evaluation. 
Chapter 7 
Interviews 
7.1 Introduction 
An important aspect of evaluation of a program such as a word processor is the subjective 
opinion of the users. This relates particularly to its ease-of-use. To this end two forms of 
interviews were conducted with the evaluation subjects after they had completed the training 
exercises. The first interview was based upon the completion of a questionnaire. The 
second was more of a free-form interview but was not undertaken with the full set of 
subjects. The opinions of other researchers in related fields are also valuable. A number of 
such people have seen and commented on Soundtrack, and their comments are reported in 
this chapter. The last section of the chapter summarizes the conclusions of the interviews. 
7:J. Structured interviews 
These interviews were based upon a questionnaire. In order to overcome the obvious 
problems of written communication for the visually disabled subjects, the questions were 
read out by the tester and replies written down by him. In writing down responses, the 
tester endeavoured to get agreement from the subject as to the appropriate wording. There 
was, however, a problem in working in this manner. On the one hand, the tester ought to be 
a neutral recorder. On the other hand, clearer answers might be obtained if he was to 
pursue a question further, but then there was a danger of his introducing an element of bias. 
To have used a different person to administer the questionnaire would have reduced the 
possibility of bias, but at the price of possibly losing clarity in the replies. 
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The questionnaire form is included in Appendix C. It was divided into six sections. Their 
contents and the responses are summarized below. 
1. Background. 
The answers to this section were already summarized above, in Section 6.5. However, to 
recap briefly: All but one of the subjects were totally blind. The majority were familiar with 
using computer-based technology in their work or training. Two of them spent over six 
hours on the evaluation, while the remainder spent around 2112 hours. 
2. Trainin~ 
This section was included partly as a means of getting subjects' opinions on Soundtrack but 
in such a way as to depersonalize responses. In the guise of asking about how other people 
might be trained to use it, it was hoped to enable subjects to talk about difficult aspects of 
using the program without fear that they would be revealing their own inadequacies. These 
replies can be contrasted with those given later in the questionnaire which did ask for the 
subject's own opinion. Similarly, one question asked the subjects to estimate how long it 
would take a trainee to become proficient at using the program, where proficiency was 
defined as sufficiently skilled to be left to use it unaided. This estimate could be compared 
with the amount of training the respondent had themself received. 
Some of the questions in this section were genuinely intended to elicit information about 
training. Most of the subjects agreed that trainees should be given aids to learning, 
particularly with regard to memorizing the layout of auditory objects. These should take the 
form of braille notes, tactile diagrams or audio tapes depending on what is appropriate for 
individuals. It was interesting that all the subjects agreed that otherwise they would not 
arrange the training of other users differently from that which they had received. 
The first question in this section concerned the minimum degree of previous experience the 
subject considered was necessary before a person could begin training on using Soundtrack. 
Two subjects considered that in most cases no previous experience was necessary but the 
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remainder all agreed that the ability to touch-type was necessary. There was a feeling, 
however, that there was a lot of scope for individual variation. 
A problem with using the program which was mentioned frequently was that of 
remembering the layout of the objects within the auditory windows. Most subjects felt that 
the arrangement of the windows within the screen was not too difficult, but the sub-structure 
within the activated windows was. This problem will be discussed later. 
3. AuditOIY objects 
Many subjects agreed that the arrangement of the windows should be altered in such a way 
as to reflect their frequency of use, so minimizing the amount of mouse movement required. 
It was interesting that in remembering the layout as it was, nearly all the subjects used a 
verbal aide memoire, usually based upon the initial letters of the window names. 
In question 3.5 subjects were asked about the pattern of the pitch of the tones. They were 
asked to describe it, so that it was possible to see whether they were aware of the pattern. 
They were also asked whether they found the pattern helpful in locating objects and whether 
they could suggest a more helpful pattern. Responses generally fell into one of two 
categories: those who thought that the pattern was helpful (though they were not always sure 
what the pattern was!) and those who did not use the pitch of the tones but merely counted 
the number of them. No one - from either group - could suggest a better pattern. 
It must be pointed out that some of the subjects did not test the Scroll bar and Thumb bar 
objects in the Document window. (See Figure 5.2). As described earlier, the Thumb bar is 
actually the active object, which moves within the Scroll Bar. This was not a successful 
adaptation. One exercise (number 24) was included specifically to introduce the subjects to 
these objects and to test its operation. Subjects S 1 and S2 attempted this exercise, but were 
unable to use it well. For this reason the exercise was not given to the other subjects. A 
proposal for a better design of a scroll bar mechanism is given in Section 11.4. 
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4. Overall view of the program 
In this section some fairly general questions were asked about the subjects' impressions of 
the program. These are generally most informative when compared with answers to other 
questions. Opinions varied as to what aspects of the program the subjects liked. In 
response to a question about what they did not like it was interesting that most subjects did 
distinguish this from the aspect of the program they found most difficult. In order to 
roughly quantify subjects' opinions on the ease of use of Soundtrack they were asked what 
degree of encouragement they would need before they would use it in a job. Allowed 
responses ranged from "None. You would be happy to work with it." to "You would not be 
prepared to use it in a job." The majority chose the option that they would want to compare 
Soundtrack with alternative auditory word processors before choosing. For a number of the 
subjects, who already used another word processor, this response generally implied that 
they preferred their present system. 
5. Added features 
During the evaluation process a number of deficiencies of Soundtrack were identified by the 
subjects - and possible solutions suggested. Obviously the program as presented to different 
subjects could not be altered if their results were going to be compared. However, some 
software features were added which were optional, which could be switched on to be tested 
separately from the 'standard' version. These were tested informally. Additionally some of 
the subjects were able to try out a different piece of hardware - a bitpad and stylus used 
instead of the mouse (see Section 5.2). In this section of the questionnaire subjects were 
also asked what further modifications they would suggest making. One problem with using 
the mouse on an auditory grid is that it is easy to make inadvertent diagonal movements. It 
was suggested that some form of auditory warning of diagonal motion could be added. 
Informal testing of two forms of such additional feedback (as described in Section 5.8) was 
carried out by two of the subjects, S 1 and S2. This suggested that using additional tones to 
signal diagonal movements was not practical, because it over-loaded the user's auditory 
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input. An alternative approach to solving the problem of inadvertent diagonal movements, 
using filtering of mouse movement signals, is discussed in Section 7.5. 
6. Other comments 
The final question was simply a prompting for any further comments. None of the subjects 
had anything of relevance to add, which suggests that the questionnaire had been sufficiently 
complete. 
7.3 Individual subjects' responses 
Subject S 1 This subject thought that for would-be trainees some familiarity with computers 
and their terminology would help, and might avoid problems of "initial panic with new 
machinery". He thought that with sufficiently explicit instruction a trainee with little 
experience might cope, but that would depend on their level of intelligence. He estimated 
that training spread over one week would be sufficient to become "fairly proficient". 
He seemed to think that the most difficult aspect to learn is the layout of the objects within 
windows. He said that the arrangement of the windows was not so difficult to learn, but the 
structure within activated windows was. This was complicated by the need to remember 
which window contains particular objects. His example was that if you want to open a 
document you must firstly recall that the Open control is part of the File menu. He largely 
confirmed this opinion in response to question 4.3 on what he found most difficult about the 
program. He said this was "memory". He hinted that this could be quite frustrating and 
could result in a loss of patience. It should be pointed out that he was answering the 
questionnaire shortly after (the morning following) having completed the most difficult 
exercise, during which he had shown signs of frustration. He suggested that a way of 
avoiding this would be to give people a lot of "play time" to freely familiarize themselves 
with the program. He considered that he had reached a stage where he could use it unaided 
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on a simple level. However, in answering this question he did once again mention the 
problems of becoming frustrated. 
S 1 had a fairly specific feature of the program which he disliked, which was the fact that the 
selection level of a document automatically becomes Point level as soon as anything is typed 
into the document. He recommended that the level should not be altered by typing. As for 
the question of what he did like, he replied, "It does work. You can do what you want to do 
- as you become more proficient". This seems to suggest that this subject thought it was a 
usable program. However, it has to be noted that he replied (in question 4.5) that he would 
not necessarily use it in a job if he might use a Frank Audiodata instead. Comments he made 
reinforced the suggestion that S 1 suspected that Soundtrack would be more useful once the 
user had got over the initial learning 'hump'. 
S 1 used a verbal method to remember the arrangement of the windows. He did also have 
some kind of mental visual picture of a document window. This fact may be related to the 
fact that he was the subject who had most recently had normal sight. He had experienced 
some problems in using document windows because he felt that the Level up and Level 
down controls (see Figure 5.2) should logically be transposed. He said that he had found it 
easier once an explanation of their ordering had been given. As an extension of his aide 
memoire he suggested that the layout of objects might be easier to remember if they were 
arranged alphabetically according to their names - in menus at least. He did feel that some 
objects were too small, and suggested that windows could be expanded when activated. It is 
questionable whether this would be a viable suggestion since it implies violating the principle 
of using fixed-grid layouts. 
Although he was able to correctly describe the tone pattern he said that he did not use the 
pitch of the tones to any great extent, but more the number of them. He suggested that a 
wider range of notes might be more useful. He also thought that the 'top' object in each 
window should have the same tone. It is not possible to say whether this would have been a 
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better arrangement of the tones. In fact, it seems that using simple tones of different pitches 
was not very helpful, so that their arrangement may be irrelevant. 
S 1 said that using Soundtrack made him feel tense and he would not like that if he had to use 
it in his job. He added that the type of work would be an important consideration and that 
for little jobs there was not much advantage using Soundtrack over using a typewriter. This 
reflects comments he made during Exercise 31. In that exercise he had made a large number 
of errors, due to his hands being displaced from the home keys and he commented that 
correcting this was so difficult that it might be quicker to re-type the whole document. 
S 1 was one of the subjects who tested the 'diagonal movement signal'. His opinion was 
that its usefulness would depend on its sensitivity. He thought that it "might" help. 
However, its usefulness was limited since there was another source of confusion in that it 
was possible to move between two (say) horizontally adjacent objects as intended, but still 
moving diagonally, causing the diagonal tone to be generated. 
Subject S2 This man thought that getting used to using synthetic speech might be a problem 
for would-be trainees. He was used to hearing synthetic speech, being a regular user of a 
Frank Audiodata but in response to question 4.2 (on which aspects of the program he did 
not like) he again mentioned the quality of the speech. In particular, Smoothtalker does tend 
to 'swallow' the word "the". He considered that the ability to touch-type was sufficient 
prior experience, but also mentioned "Memory is the real problem". He also cited memory 
as the main problem he had experienced in learning to use the program, . but he did not 
mention this in his answer to subsequent questions on training. Instead he suggested that 
trainee users would find it hardest to get used to the mouse. In particular he felt it was very 
sensitive to movement. This could cause odd, complex patterns of tones to be sounded, 
which were hard to interpret. Also there were problems of inadvertently moving diagonally. 
S2 tested the version of Soundtrack which incorporated diagonal signals, but he did not 
appear to find it an improvement. He said there were "too many sounds". Also he pointed 
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out that the way it was implemented it was not possible to hear along which diagonal he was 
moving. That is to say that he might, for instance, know from his kinresthetic senses that he 
was moving the mouse to the right and hear that he was moving diagonally. He would not 
know whether the vertical component was upwards or downwards. 
Having received 61h hours of training himself, S2 considered that a trainee could become 
proficient at using the program within four half-hour lessons. 
One aspect of the program which 52 liked was the fact that he did not have to rely on the 
voice. By this he presumably meant that the tones often provided sufficient information 
alone. This is backed up by his behaviour in the traced exercises, in which he was often 
sufficiently confident that he had located a target object that he did not bother to click the 
mouse for (spoken) confirmation. It was interesting that he was quite positive about the 
mouse in a way which seems more concerned with emotions than functionality. He stated 
that he "felt more independent using the mouse, rather than switches." He also felt it was 
"an extension of your arm", and that it did not feel part of the machine. 
S2 used a mnemonic (SIFE) to remember the location of the menu windows (which were 
grouped in the middle of the screen). Other objects he "just remembered". He could not 
suggest any other arrangement which would be easier to remember. 
S2 was able to correctly describe the tone pattern and was aware of the fact that the pattern 
was the same within windows as within the screen. He did think the patte.rn was helpful, 
especially when "whizzing along". He thought that the distinctive 'buzz' marking the screen 
edges was useful and said he used the edges to orientate himself. 
52 said that he would be happy to use Soundtrack in a job although he made two 
suggestions of improvements. The first was "When you activate a window could you 
change the sound, so you don't get so many beeps". Presumably this refers to the fact that 
when an window is activated, three tones are sounded. His second suggestion was "a 
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definite sound when something has been activated". This presumably means that he found 
the current protocol confusing, that although a sound is generated when any object is 
activated or executed, it is not sufficiently distinctive. 
Subject S3. Interestingly, S3 thought that the major problem for a would-be trainee would 
not be with the completely new piece of hardware, the mouse, but with the keyboard, the 
layout of which was different from others with which he was familiar. 1 However, when 
asked what he had found most difficult he listed in order: "Remembering the layouts" and 
"Orientating around the screen". There is indeed no evidence from the other data that the 
layout of the keyboard gave S3 any particular difficulty. 
S3 considered that training sessions should not be more than one hour long, and that after 
four such sessions a trainee would at least be in a position to ask questions to help their 
learning. He considered that he was in a position to use the program on his own, provided 
he had backup notes on the layout. 
There were no aspects of the program which he said he liked. He disliked the "fiddliness" 
of having to take his hand away from the keyboard to the mouse. He also disliked having to 
find objects. 
The tone interval between two windows which are vertically adjacent is much greater than 
between two horizontally adjacent ones. However, S3 was able to describe the tone pattern 
along a row but said he could not hear the difference between the two rows. He said that he 
did not use the tone pattern to help locate objects so it can be surmised that he was not 
actually paying a lot of attention to the pattern. He said that he did use the edge 'buzz' to 
orientate himself - as was observed in his exercise traces. 
1 It cannot be said that the keyboard configuration of this model of the Macintosh is non-
standard since it conforms to an International Standards Organisation standard. It is rather 
that the majority of keyboards do not conform to the standard. 
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S3 said that he would be happy to use Soundtrack in a job. However, he did add later in the 
questionnaire that he could see "no advantage of this over other programs." 
He said that he preferred the bitpad over the mouse - even without the overlay on the pad. 
Subject S4. S4 considered that no one aspect of using the program was "particularly more 
difficult" for a would-be trainee to grasp. His own greatest problem, he said, was the size 
of the small objects and staying within them. This was probably related to problems of 
manual dexterity. These are apparent within some of the exercise traces. It was also 
observed by the tester and noted that it might have been partly due to the smallness of the 
subject's hands. He often used two hands to double-click: one holding the mouse still while 
the other pressed the button. Otherwise there was a tendency for the mouse to move 
between the two clicks so that they were treated by the program as two separate single 
clicks. His difficulties in double-clicking seemed at least as bad when using the bitpad and 
stylus. He commented that this appeared to be more temperamental, but that "It looks as if it 
should be better than the mouse." 
S4's estimate of how long it would take to learn to use the program was "about the same 
time as to learn any other word processor with speech". Recall, however, that S4 was 
speaking as someone who was not himself so trained. He was certain that he could now use 
the program as long as he had notes to help him. 
He liked the ability to work between two documents. He said there were no aspects of the 
program which he did not like. 
S4 was the one subject who appeared to use the pitch of tones to locate windows. He said 
that he used the tones to remember the location of objects, combined with some spatial 
infonnation, such as that the documents were on the left-hand side of the screen. He said he 
could not readily think of any better tone pattern. Furthermore, in response to the question 
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as to what additions or modifications he would make, he replied that he could not say that he 
found anything missing. 
S4 said that he would want to compare other word processors before he would decide 
whether he would be willing to use Soundtrack in a job. He added at the end of the 
questionnaire that he was unsure how useful Soundtrack would be to a visually disabled 
person, compared to other, cheaper computers of which he had heard. 
Subject S7. S7 considered that the hardest aspect for a new user to learn would be, 
"Understanding that there has to be an action point, normally represented by the cursor, 
which is where what is going to happen next will occur - particularly in a piece of text." He 
considered this concept to be "rather abstract". His own greatest difficulty was rather more 
specific. He found editing a document awkward because of the fact that a task often had to 
be tackled as a set of sub-goals. He mentioned in particular the frequent need to move up or 
down several selection levels. He contrasted this with the more direct action in Wordstar. 
He estimated that with 2 hours per day instruction it would take about three days for a trainee 
to learn to use the program. 
S7 liked the program's ability to work on two documents. He considered that this meant 
that Soundtrack was approaching the functionality of a corresponding visual program. His 
dislikes of the program were at a fairly philosophical level. He dislikes the apparent trend 
towards more pictorial information and away from verbal. Although he was speaking as a 
blind person, he considered that, even for a sighted person, to "resort" to using a diagram 
instead of words was an "admission of defeat". 
Interestingly S7 claimed that he was aware of the different pitches of the tones, and said he 
did think they aided location of objects. However he was unsure about the description of the 
tone pattern, and in fact described it incorrectly. He (correctly) thought that tones were 
higher at the right-hand end, but (incorrectly) that the lower row was lower in pitch. He 
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strongly recommended that the notes for each object should be chosen to form musical 
arpeggios. 
S7 said that he would need to look at other word processors - and assess Soundtrack further 
- before he would decide about using Soundtrack in a job. He stated that he did not prefer 
the bitpad to the mouse. He felt he had got used to the mouse and he did not like the idea of 
using non-standard hardware. He did add that the bitpad might be used as a teaching aid, 
presumably as a prelude to using the mouse. 
Subject S8. S8 considered that the layout of the different objects was the most difficult 
aspect for a would-be user of the program. She said that if she were the trainer she would 
ensure that the student learned the layout of the windows within the screen first, before 
teaching the contents of the windows themselves. In describing her own difficulties she also 
mentioned the layout, but speculated that once she had learned the layout the "actual 
manipulations" might become the more significant problem. She added that she would need 
more practice yet before she would feel happy enough to use the program unaided, although 
she qualified that by saying that she does not have a lot of patience with technology, 
including devices such as Brailink and Optacon. Furthermore she was unwilling to make an 
estimate of how long it would take another person to learn to use Soundtrack. She merely 
stated that it " ... depends on how quickly they learn". 
Aspects of Soundtrack which S8 liked included the fact that it spoke. It should be 
remembered that in saying this she is someone who does not normally use devices with 
speech. However, she did note that doing word processing was quite slow. She also 
disliked the way the mouse moved freely on the table with nothing to which its position 
could be referenced. 
S8 also used the initial letters of window names to remember their positions, but said she 
also had a picture of them in her mind. She had not extended this method to learning the 
layout within the windows and so had to use the mouse and speech more. 
7: Interviews 124 
S8 could not describe the pattern of the tones and had not used the pitch to locate objects. 
This is perhaps a little surprising as she used to play the piano and flute and so might be 
expected to have a reasonably trained ear. 
She has not had much experience of using word processors, and she replied that she would 
want to test other ones before she would decide about using Soundtrack in a job. 
S8 preferred the bitpad to the mouse. She thought that the bitpad did give more of a frame 
of reference and found the stylus easier to hold and manipulate. She thought it should have 
an overlay, but one which included the details of the inner layouts of the windows. This is 
actually an impractical suggestion as the contents of windows varies during the running of 
the program, as discussed further in Chapter 10. 
Subject S9. S9 said that the greatest difficulty a would-be trainee would have was "getting 
used to the program, learning what the different commands do." This was also the aspect of 
the program which he stated he found most difficult. It is interesting that this is a level 
deeper than most of the other subjects, who thought of the difficulty as being concerned with 
the screen layout. In Exercise 33, S9 appeared to be the most competent subject (see Section 
9.3). It would seem therefore that he had mastered most of the mechanics of using the 
program and so was indeed able to think more about higher-level concepts. The layout of 
the screen was also the feature he liked least. He suggested that the layout ought to be 
rearranged to reflect the frequency of use of windows. In fact, he thought that the layout of 
the windows should be capable of being varied to suit individuals. Indeed, he suggested 
that less-used windows could be moved to a secondary screen. As it was, he did not use 
any particular method to remember the location of objects. 
To train other users, S9 would not use half-hour sessions. He suggested that the length of 
sessions should in fact be tailored to individuals, possibly increasing in length as they 
progressed. Another strategy he suggested was to give the trainee an initial training session 
of "as much as they could take". They could then practise within their job and then have a 
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follow-up session to answer any questions which had arisen. He felt that he was not yet 
ready to use Soundtrack unaided. He felt that this was because the sessions had been too 
short and too far apart. The gap meant that he forgot a lot between sessions. It is interesting 
that S9 appeared to be more competent than the other subjects, yet all of them felt more ready 
to use Soundtrack unaided than he did. This presumably reflects a lack of self-confidence 
on the part of S9. 
S9 could not describe the pattern of tones and did not use their pitch in locating objects but 
he thought that this would be useful for those who do have a musical ear. 
A practical problem which S9 raised was that of using Soundtrack in a noisy office. In his 
own job he uses stethoscope headphones. He preferred these to big headphones which do 
reduce extraneous noise better, but which make him feel more cut off. 
In replying to the question as to how willing he would be to use Soundtrack in a job S9 was 
definite that he would prefer to stick with the Frank Audiodata. He added that he was used 
to using that system and had invested a lot of effort on his own to reach his current level of 
competence. 
S9 preferred the bitpad to the mouse. He pointed out that it was possible to pick the pen up 
and put it down anywhere - which "must be faster". He would like the addition of another 
button, so that one could be used for speech and one for activation, so avoiding the double-
click problems. 
He made a number of other suggestions for improvements. He would like there to be some 
means of finding out where you were in a document, in terms of page and line number. 
Also he would like an indication of the position within a line and suggested there should be a 
margin bell. He commented that the method of using sentence structure was contrary to that 
found in his work where "layout is everything to some people". Although the suggestion 
about giving page and line numbers would be of practical use, it might be difficult to 
7: Interviews 126 
incorporate in an adaptation of a visual program in which such information is may not be 
available. The idea of adding a margin bell is also interesting. They are normally found on 
typewriters on which the typist must manually start a new line as their typing approaches the 
end of the current one. In a word processor, in which new lines are started automatically, 
such a warning about the imminent end of the line would seem unnecessary. However, this 
experienced word processor user considers they would be useful. Presumably he sees this 
as an aid to getting layout as correct as he is obviously expected to do in his job. 
S9 remarked that the mechanism for selecting a file to be opened, via the Get File Name 
dialogue (as described in Section 5.6) was quite tedious, especially if the target file name 
came low in the alphabet. He suggested that it would be quicker to be able to type in file 
names. This is a sensible option, which is discussed further below, in Section 11.4. The 
dialogue was implemented in the way it was merely to test the feasibility of auditory lists 
which scroll. 
7.4 Unstructured interviews 
The two RNIB students, subjects S 1 and S2, were again able to give more time to the study 
and so took part in a further form of an unstructured interview. This was intended to give 
them an open opportunity to give their opinions on Soundtrack. So that the subjects would 
feel less inhibited in expressing their criticisms, the interview was carried out by someone 
other than the system's developer - Dr Mark Elsom-Cook, who was acting supervisor of the 
project. The interviews took place several weeks after the subjects had completed their final 
practical exercises on Soundtrack. They did not reveal any significant new information 
which had not already come up in the other phases of the evaluation. To a large extent they 
conf1IIIled the earlier results, although there was some change in emphasis, perhaps due to 
the time the subjects had had to reflect on the use of the program. 
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Subject SI 
In the interview, SI emphasized the comparison of Soundtrack with Wordstar on a Frank 
Audiodata. He said that he found Wordstar easier to use, although he qualified his opinion 
by saying that he thought it was partly a question of what one is used to. He said that his 
main obstacle in using Soundtrack was the mechanism for selecting text. As in the 
structured interview, SI mentioned the word "frustration", this time identifying selection 
level changing as the major cause. He pointed out, with some perception, that editing 
involved large numbers of subsidiary problems and goals - like the changing of levels. 
He remembered the layout of the screen well and said that he found using the mouse "okay" 
but he added that he preferred the taso sliders on the Frank Audiodata. He said that the 
speech quality was "not too bad", but suggested that a pronunciation dictionary could be 
added so that the intelligibility of exceptional words could be improved. 
One problem which S 1 mentioned, but which he had not brought up in the structured 
interview, was with the keyboard. This was partly due to its layout being different from that 
to which he was accustomed. That is a problem in moving to any new keyboard. However, 
there was also a problem more specific to Soundtrack - that of reorientation when moving 
the hand between the keyboard and the mouse. 
Subject S2 
Subject S2 also compared Soundtrack with Words tar in the interview. He agreed that the 
latter had a wider range of commands and was better developed, but added that he thought 
Soundtrack was fine within its limitations. In particular he said that he liked the fact that 
Soundtrack gives feedback for every operation performed, whereas with audibly-enhanced 
Wordstar he did not always know if a command had been successfully executed. However 
he did prefer the taso sliders on the Frank Audiodata to the mouse. 
He said that most of his problems were caused by problems moving around menus. He 
found it tedious to have to move frequently between a document and the menus. He resisted 
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any idea that windows should be enlarged, since he felt that this would slow down the 
operation. He also disliked the selection level concept, although he could not offer any 
suggestions of alternative approaches. He said that he used the tones to orientate himself, 
but relied on their number rather than their pitch. 
He said that he noticed that when talking about the screen he found himself pointing at the 
desk on which the mouse had been. He said that he found this a bit disturbing. 
7.5 Views of other researchers 
In addition to the more formal evaluation, Soundtrack has been examined by a number of 
interested researchers - particularly during a visit to the United States. Comments fall into 
two categories: practical suggestions about improvements to Soundtrack and more general 
points. These discussions took place after the evaluation had been completed, so that the 
problems of using Soundtrack had been identified already. 
Perhaps the most interesting comment came from Bill Gerrey, a researcher with a great deal 
of experience in the developments of aids for visually disabled people, who is himself blind. 
He described Soundtrack as "The darndest little bit of software I've ever seen." 
One of the practical suggestions, which was made by two people, was that stereophonic 
sound might be used. Although hearing is less acute directionally. as discussed earlier, even 
such an imprecise hint to an object's location could be a valuable cue. 
Another suggestion related to the problem of inadvertent diagonal movements of the mouse. 
Movement information from the mouse could be 'filtered' so that only vertical and horizontal 
movements are treated as significant. Figure 7.1 represents a possible diagonal mouse 
movement. The mouse has been moved four units horizontally, but there is also a vertical 
component of two units. A filtering program would treat this as a purely horizontal 
movement of four units. 
7: Interviews 
Horizontal component 
Movement 
Vertical 
component 
Figure 7.1. A diagonal mouse movement, resolved into vertical and 
horizontal components. The predominant direction is 
horizontal. 
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There would have to be design decisions made about the coarseness of the filter and whether 
diagonal movements should be allowed at all. For instance, how should a movement at 
exactly 45° be treated? 
It was one of these other researchers (Stuart Card of Xerox) who pointed out that a 
fundamental difference between using a visual wimp interface and an auditory one is that the 
former is based on recognition whereas the latter relies on recall. That is the essence of the 
memory problem. 
The question of whether it is possible to develop a generalized auditory interface to arbitrary 
wimp programs is discussed later. There is a suggestion that this is too complex with 
current technology. However, Tom Moran of Xerox made an analogy with the way 
modern systems have been developed so that they can be easily converted for use by 
speakers of different languages by changing the written contents of menus etc. A 
considerable effort had to go into the design of systems to make this possible. It was 
suggested that similar work would make adaptation of interfaces to different modes of 
interaction more feasible. In this way they might be made accessible to users with different 
disabilities. 
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7.6 Summary 
Responses in the questionnaire were mixed. Criticisms and opinions varied widely, but the 
principal problem of using Soundtrack for the majority of subjects concerned remembering 
the layout of the screen and windows. The fact that subjects had different ideas about how 
Soundtrack might be improved does suggest that there is a lot of scope for 'customization' 
of such an interface. Ideas of how this might be implemented are discussed in Section 11.4 
on possible developments of Soundtrack. 
That most of the experienced word processor users would prefer to use their old system 
rather than Soundtrack is neither surprising nor alarming. Soundtrack is a prototype 
program with many recognized deficiencies. It seems most likely that conventional, non-
wimp computers are to disappear, so that the common comparison - Wordstar on a Frank 
Audiodata - will not be available. It will then be necessary for visually disabled users to 
have some form of adaptation of wimp software. In any longer-term study it would be 
interesting to introduce Soundtrack to people who had not used any word processor 
previously. These users could be trained to a level of expertise and would not have any 
prejudices about the nature of word processors. 
Some of the subjects mentioned the idea of giving would-be trainees free time to use 
Soundtrack on their own. This does seem to be a good idea. Such practice can be very 
important when using any computer program and has the advantage that the person can work 
in their own way without the anxiety induced by being observed by someone else. This 
would form an important part of any training of the complete novices mentioned above. 
S2 appeared to have been confused by the number of tones which can be sounded. He was 
correct in suggesting that the tones on activation of a window were more complex than 
necessary. As explained in Section 5.3, when a window is activated its tone is sounded 
twice. However, now it is active the tone for the object within the window is also sounded. 
Thus three tones are heard. There seems no reason why the window's tone should not be 
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sounded just once. That would mean that the activation action could still be recognized - by 
the sounding of two tones. 
There was one comment which was made by almost everyone who used Soundtrack during 
the exercises, which was recorded on the exercise record sheets - but not specifically 
covered by the questionnaire. It was the suggestion that there should be some kind of frame 
supplied within which the mouse would be moved. One advantage of the bitpad was that it 
did provide a physical reference, which could be supplemented by overlays, and this was 
covered by the questionnaire. The fact that this was such a frequent comment is significant. 
The practical problems of providing such a frame are quite serious and these are discussed 
later, in Section 10.5. 
In fact opinions were divided on the use of the bitpad. Three of the five subjects who tested 
the bitpad did prefer it. One valid objection made by one of the subjects who preferred the 
mouse was that to use a bitpad implies adding a non-standard item of hardware, whereas it is 
desirable to provide adaptations based on software whenever possible. It so happens that 
there is a proprietary bitpad available for attachment to the Macintosh which will replace the 
mouse, but this is not true of all wimp-based computers and the aim of this project was to 
investigate the more general case. (The question of how adaptations should be implemented 
is discussed more fully in Chapter 10.) 
Considering the fact that all the subjects felt a need for a physical frame of reference for the 
mouse, there is a question as to why they did not all prefer using the bitpad. It might be that 
the bitpad did not provide the sort of reference they envisaged. Alternatively it may be that 
any such frame would not be as useful as people supposed; that interacting with sounds is a 
novel and so disturbing experience, but that people can get used to it and no longer need the 
support of a physical frame. 
The use of simple pitch variations to provide spatial information does not seem to have been 
very successful. Most of the subjects did not use the pitch of tones to aid their navigation 
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around the screen. However, none of them seemed to find the variation in pitch a 
disadvantage and one of them did find them useful. There is scope for using other patterns 
and modulations of sounds. More work ought to be carried out to find better forms of 
sound to use. 
There is a possibility that there might have been some bias in the results of the structured 
interviews since the subjects knew that the tester who was filling in the forms was also the 
program's developer. However, this possibility is belied by the results of the free interview 
which was conducted by someone else, and which produced very similar responses. 
Indeed. the (unstructured) interviews produced no significantly different information apart 
from S 1 's suggestion of the addition of a pronunciation dictionary. This is a practical 
suggestion which might be taken up in future developments (see also Chapter 11). 
The interview results reported in this chapter are the most important indicators of the ease-of-
use of Soundtrack. Although there seems to have been general agreement that it is a usable 
program, a number of problems were clearly identified. Principal among these were 
difficulties in remembering the layouts of screen objects. One limitation of this evaluation is 
that it has effectively been confined to investigating the learning stage of use. This was due 
to practical considerations of getting volunteer test subjects. The results might be different if 
experienced users of Soundtrack were interviewed. 
A number of practical suggestions about the nature of the problems identified by the 
evaluation subjects and of possible solutions to them have been made by other researchers. 
Some of these should be acted on in future developments, as suggested in Chapter 11. 
The interviews were conducted after the subjects had completed their training in using 
Soundtrack. Other data was obtained while they were using it and this is described and 
analysed in the following chapters. 
Chapter 8 
Timing data 
8.1 Modelling the interaction 
As mentioned above, in Chapter 6, one of the aspects of using Soundtrack which should be 
measured is the time taken to perform actions with it. In the first instance timing data will 
give an indication of whether Soundtrack will be usable at all; whether the time taken to 
accomplish editing tasks is reasonable. Assuming it is usable, measurements of times give a 
basis for comparison with other word processing programs, at a detailed level. If 
regularities can be detected in the data obtained it will be possible to generalize the results, 
giving them a wider usefulness. A great deal of work has been carried out already on 
pointing behaviour of sighted computer users, and the work described in this chapter may 
form the basis for extending that to the use of auditory interfaces by blind people. 
Since the novel aspect of the program is the use of the mouse it was decided that 
measurements should be made of the time taken by subjects to locate objects on the auditory 
screen. The first part of this chapter presents the derivation of a mopel of pointing 
behaviour. The following sections describe the method by which timing data was obtained. 
This data fits well with the proposed model, and on that basis it is possible to analyze in 
some detail the nature of the interaction. 
To measure the time to locate an auditory object it is necessary to specify the distance 
between objects. For the purposes of these tests a generalized method of measuring 
distances on a grid was used. The distance between two objects is measured in tem1S of the 
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number of intervening objects. The distance is defined as the sum of the number of objects 
crossed horizontally and the number crossed vertically. So, for instance, referring to Figure 
8.1, the distance between windows A and G is 3, that is 2 horizontally plus 1 vel1ically. 
A 8 C D 
E F G H 
Figure 8.1. A grid, illustrating the method used to measure 
distances. 
Locating a target involves performing a series of sub-actions. These are identified as 
follows: 
1. Choose target This refers to the action of deciding where the next mouse action should 
occur. This can be quite a complex decision. Normally it will involve the following steps: 
1. Deciding what the next task is (e.g. opening a file, cutting 
some text, responding to a dialogue etc); 
2. recalling the method to achieve that task; 
3. deciding what the first sub-task of that method is; 
4. recalling which object corresponds to that action. 
2. plan route The user must recall the position of the chosen target relative to the current 
location of the mouse. This involves the subject remembering the screen layout so that she 
may decide how many objects to move over horizontally and how many vertically. 
3. Move The mouse is moved to the next (adjacent) object. Inherent in this action is the 
sounding of that object's tone. The amount of information derived from that sound depends 
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on the individual user. At a minimum users will rely on it to signal that they have entered a 
new object. Most will also use it as an indication of their progress along their planned route, 
in terms of the number of beeps they have heard. Some may derive more information about 
their current location from the pitch of the tone. 
4. Click mouse As mentioned above, this will often be done only when the user thinks she 
has reached the target. It will also be done if she gets lost and disorientated. 
The diagram in Figure 8.2 illustrates a method which it is hypothesized that people would 
use to locate an object on the auditory screen. The boxes in the diagram represent the sub-
actions. One cycle of the diagram represents the movement from one screen object to an 
adjacent one. That implies that movement over a distance d would involve (at least) d 
cycles. Notice that most of the sub-actions are optional. Typically the Choose target and 
Plan route actions will occur only in the first cycle of a movement, whereas the Click 
mouse will only occur once the target has been reached. 
For example, for a movement of distance 2, a typical sequence would be: 
Choose target } 
Plan route 
Move 
Move } 
Click mouse 
Motion / Cycle 1 
Motion / Cycle 2 
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Click mouse 
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\.. / , 
Figure 8.2 The method used to locate objects on the auditory screen. 
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The above description is quite general. It does, for instance, take account of errors such as 
the user 'missing' the target. Should she think she has hit it, and so press the mouse, she 
will recognize the error. She would then recycle around the method. So, in sllch a case the 
sequence might be: 
Choose target } Plan route Motion / Cycle 1 
Move 
Move } Motion / Cycle 2 Click mouse 
Plan route } Move Motion / Cycle 3 
Click mouse 
Such a movement will be referred to below as an error. 
Within the above model the edges of the screen can be considered to be another object. In 
practice it differs from other objects in that its tone is sounded continuously, as long as the 
mouse is within it (off the screen), rather than giving just a short-lived beep. This does 
affect users' behaviour, as is shown later. 
The time taken to locate an object on the screen can be described in terms of the model 
embodied in the diagram in Figure 8.2. The time to locate an object will depend on the 
number of cycles around the diagram and the choices made in each cycle. Direct movement 
to the target by the shortest route implies executing one cycle which includes the Choose 
target, Plan route and Move operations, followed by zero or more cycles involving only 
Move and completed by one Click mouse. So, the time to position the mouse within a 
target, at a distance d, can be described thus: 
Thus 
T position = T choose + T plan + T move 
+ (d-2)T move 
+ T move + T click 
[cycle 1] 
[cycle 2 to cycle d-l] 
[cycle dl 
T position = T choose + T plan + dT move + T click 
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where 
T choose is the time to choose the target; 
T plan is the time to plan the route; 
d is the distance to the target; 
T move is the time to move to the next window; 
T click is the time to click the mouse. 
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If simplifications are made, it is possible to calculate Tchoose by applying Hick's Law 
(Welford, 1968). The simplifications amount to making the selection of the next target 
window a straight, one-from-eight choice. In other words there would be no need for the 
complex mental processing implied by steps 1 to 3 in the Choose target sub-action 
described above. As described below, this simplification was achieved in one exercise 
within the evaluation (Exercise 0.1), by the tester telling the subject which window to move 
to next. Hick's Law states that the time taken to make a choice from n equally probable 
alternatives is given by: 
(1) 
where Ie is a constant, found to be of the order of 0.15 s bit -1 (Welford, 1968). 
T plan and T click can be considered to be constant, as is T choose if n is fixed 
Thus, 
T position = T think + dT move 
where 
Tthink = Tchoose + Tplan + Tclick = Ie log2 (n+l) + Tplan + Tclick 
(2) 
T think is a constant, representing the time component during which the mouse is not moved. 
It includes both the time taken preparing to move and that spent in checking ~he final position 
- by way of a mouse click. If T position is plotted against d a straight-line graph should be 
obtained, from which it should be possible to calculate values of T think and T move from the 
intercept and slope respectively. 
8.2 Relationship to models of sighted targetting 
A comprehensive explanation of the behaviour of sighted people locating screen objects with 
a mouse is embodied by Fitts' Law (Fitts, 1954). One derivation of this law is based upon a 
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psychological model of the processes involved, called the Model Human Processor (Card, 
Moran and Newell, 1983). The Model Human Processor is divided into three interacting 
sub-systems: the perceptual system, the motor system and the cognitive system. It is 
assumed that the movement of a mouse towards a target is not a continuous process, but 
consists of a series of micro-corrections with a certain accuracy. Thus the subject moves the 
mouse in the direction of the target, observes any deviation from the optimal trajectory and 
so makes a correction. These processes are repeated cyclically until the target is reached. To 
make a micro-correction takes a minimum of one cycle of the Perceptual Processor to 
observe the hand, one cycle of the Cognitive Processor to decide on the correction and one 
cycle of the Motor Processor to perform the correction. Hence the time taken to perform one 
micro-correction is given by: 
where 
Tcycle = Tp + TC + TM 
T p is the period of the Perceptual Processor; 
T C is the period of the Cognitive Processor; 
T M is the period of the Motor Processor. 
It is found that Tcycle is of the order of 0.240 s (op. cit.). 
On the basis of the model and assumptions given above it is possible to derive Fitts' Law: 
where 
and 
Tposition = 1M log2 (2D I s) 
1M = - Tcycle/log2 e 
D is the (linear) distance to the target; 
s is the size of the target; 
e is the error in each cycle (assumed to be constant). 
It is found (op. cit.) that e has a value of the order of 0.07, so that 
1M = 0.063 s bit-1 
Fitts' Law has a useful generality. It can be assumed that all sighted people using a mouse 
interact in much the same way. Such universality cannot be applied to systems using an 
auditory form of interaction. In an auditory system, the information fed back to the user 
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depends on the auditory protocol implemented. For a sighted person, the feedback on their 
progress towards the target is essentially continuous. It would be possible to derive auditory 
protocols with this property also - for instance a continuous tone could be sounded whose 
pitch varies with the proximity of the mouse to the target. However, the protocol 
implemented in this project (the sounding of a beep as a new object is entered) does not have 
this property. 
In consequence, there is very little similarity between the processes involved in a sighted 
person using a mouse and a blind person using the auditory version. It has been pointed out 
that both interactions involve a series of cyclic processes, rather than a continuous action. 
However, there the similarity ends. The cycles involved in a Fitts' Law interaction are on a 
much smaller scale in time and space than in the auditory case. According to the above-
mentioned figures, the sighted person receives feedback on their progress towards the target 
approximately every 0.24 s. With the form of auditory protocol used in this project, 
however, the user receives audible feedback only after a gross movement. It is shown later 
in this thesis that this takes of the order of 0.7 s. 
Another incompatibility has to do with the contribution of kinaesthetic information. Card, 
Moran and Newell (1983) take no account of any kinaesthetic contribution to the Perceptual 
System, but consider only sight and hearing. In aiming a mouse it is probably true that the 
visual feedback is so useful and precise that it overwhelms any contribution from the 
muscles; not only can a sighted person watch the progress of the cursor towards the target 
on the screen, but also they may be aware visually of the direction of motion of the mouse -
out of the corner of their eye, as it were. For a blind person this is clearly not true. 
Information on the motion of the mouse from the non-visual senses is vital. If the auditory 
protocol employed provides a discontinuous form of feedback (as in this project) then 
kinaesthetic and tactile information must be relied on during the periods of silence. It will be 
shown later in this chapter that this reliance on this (imprecise) form of feedback was an 
aspect which the blind evaluation subjects found most disconcerting about using this system. 
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8.3 Measurements of location times 
In order to obtain information on the time taken to locate objects one exercise was given 
repeatedly during the evaluation. Because it was not part of the graded sequence of 
exercises, it was numbered Exercise 0.1. In fact, usually from the second session onwards, 
most subjects completed Exercise 0.1 at least once in every session. In this way it was 
possible to generalize about timings by way of averaging measurements and to observe any 
trends in performance. The exercise was completed with tracing on at the end of each 
session. It was always ensured that the subject had already re-familiarized herself with the 
layout of the screen earlier in the session - either through other exercises, or by completing a 
practice Exercise 0.1 without tracing on. 
The exercise was carried out as follows (see also the exercises sheets in Appendix B). All 
windows were de-activated. The tester spoke the name of a window which the subject then 
attempted to fmd. When they believed they had located the window they pressed the mouse 
button. If the speech elicited indicated that they were not in the correct window they would 
continue searching in this way until they were. As soon as the subject was in the correct 
window the tester would speak the name of another window, and the process would be 
repeated. This was repeated for nine windows. The order of the list of windows to visit 
was random, and different lists (identified by letters A to J) were used in each presentation 
of the exercise. 
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Document Speech Interface Dialogues 1 Menu Menu 
Document Edit File Alerts 2 Menu Menu 
Figure 8.3. The layout of the auditory screen (also shown in 
Figure 5.1). 
142 
Within this exercise, the distance between the mouse starting point and the target window 
was measured according to the general method outlined earlier. The distances between each 
of the windows - shown in Figure 8.3 - are defined as in Table 8.1. 
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Doc. Speech Interface Dia- Doc. Edit File Alerts 
1 Menu Menu logues 2 Menu Menu 
Document 1 0 2 3 1 2 3 4 
Speech Menu 1 0 1 2 2 2 3 
Interface Menu 2 1 0 1 3 2 1 2 
Dialogues 3 2 1 0 4 3 2 1 
Document 2 2 3 4 0 1 2 3 
Edit Menu 2 1 2 3 1 0 1 2 
File Menu 3 2 1 2 2 1 0 1 
Alerts 4 3 2 1 3 2 1 0 
Table 8.1. Distances between auditory windows. 
Subjects do not always move directly to the target window. Two forms of deviation are 
recognized. If the subject clicked the mouse in any window other than the target it is deemed 
that they made an error as mentioned above, in Section 8.1. If they did get the target but 
passed through more than the minimal number of windows it was said to be indirect. For 
the purposes of these measurements both errors and indirect movements were ignored - they 
are considered separately, in Section 8.5. Also the timing of the first movement was 
discarded since the subject is likely to need time to orientate themself. 
The time taken to locate the target window, Tposition' is plotted against distance, d, in Figure 
8.4. It is a limitation imposed by the 4 x 2 window layout of the screen that only four points 
have been plotted. 
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Figure 8.4. Plot of time to locate auditory windows against 
distance to the window. 
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From the graph it is possible to calculate T think and T move as the intercept and slope. This 
yields values of 
Tthink:::;:: 4.15 s 
T move:::;:: 0.73 s. 
Exercise 0.1 does not precisely represent the sort of interaction which someone using 
Soundtrack to do real editing would be involved in. Within Exercise 0.1, T choose (which is 
a component of T think) will be smaller than in a realistic situation. In the exercise Tchoose 
represents the time taken for the subject to hear the name spoken by the tester, but during 
practical use of the program the corresponding task would normally involve the recall of an 
algorithm to achieve the current (sub-) goal. Subjects in the evaluation did complete some 
less artificial exercises (see Chapter 9) but it is not possible to extract comparative data from 
these. Timings in these exercises are affected to too great an extent by irrelevant influences 
(the subject talking to the tester, for instance) - which is, after all, the reason for presenting 
artificial, more constrained exercises, such as Exercise 0.1. 
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However, given the manner in which Exercise 0.1 was presented, Hick's Law (Equation 1) 
can be applied to calculate T choose' Given that 
Ie = 0.15 s bit -1 and n = 8, 
then Tchoose = 0.48 s. 
Recall T think = 4.15 s 
and T think= T choose + T plan + T click 
From the data obtained in Exercise 0.1, a mean value for T click was obtained. 
T click = 0.69 s 
Thus Tplan = Tthink - Tchoose - Tclick = 4.15 - 0.48 - 0.69 = 2.98 s 
These component times are summarized in Table 8.2. 
Description 
Move mouse to adjacent window 
Click mouse 
Choose target window 
Plan route to target window 
(Tchoose + Tplan + Tclick) 
Symbol 
Tmove 
Tclick 
Tchoose 
Tplan 
Tthink 
Value (s) 
0.73 
0.69 
0.48 
2.98 
4.15 
Table 8.2 Summary of timing data. Note that all the times were 
obtained from experimental data except Tchoose' which 
was calculated on the basis of Hick's Law. 
8.4 Discussion of the model 
The points plotted in Figure 8.4 lie close to a straight line, which suggests that a linear 
equation, such as Equation (2), is appropriate. Whether it represents an accurate model was 
ascertained through other measurements and analyses. 
Recalling that Equation (2) is derived from the method illustrated in Figure 8.2, it can be 
assumed that the flrst action after a click of the mouse includes Choose target and Plan 
route. So, by comparing the times of movements (cycles) which occur after a mouse click 
8: Timing data 146 
with those which do not, it is possible to get some idea of the time difference for these 
alternative cycles. Averaging these times over all the subjects yields the following means: 
Average movement time following a mouse click: 4.28 s 
Average movement time not following a mouse click: 0.90 s 
These figures compare quite closely with those obtained above for Tthink and Tmove, so 
confrrming the accuracy of the model. 
Equation (2) embodies the assumption that the subject moves at a constant speed across 
windows. This may be thought to be an invalid assumption. It might be, for instance, that a 
subject would be more likely to move slowly across the first window and then more quickly 
across any subsequent ones. In order to test this, movements over distances of 2 or greater 
were examined and split into the time taken to move into each of the windows in the path. 
The results of this analysis are shown in Figure 8.5. 
nne 5 
(s) 
4 
3 
2 
1 
0 
0 1 2 3 4 
Movement component 
Figure 8.S Time taken to move across each of the windows in 
movements in which d ~ 2. 
As is clear from Figure 8.5, the constant speed assumption is reasonable. The time for the 
ftrst component is longer, as would be expected since it includes T choose and Tp1an ' and the 
time for subsequent moves is approximately equal. The actual mean times are given in Table 
8.3. The times for movement components 2 - 4 are the same as those mentioned above as 
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occurring not following a mouse click. Their mean value is 0.93s, and the standard 
deviation is 0.24. In other words, measured T move is approximately constant, and further 
support is lent to the proposition that Equation (2) is a good model of the interaction. 
Camp- Time 
anent 
1 4.40 
2 0.80 
3 0.78 
4 1.20 
Table 8.3. Times (in seconds) taken to move across each of the 
windows in movements in which d ~ 2. 
All the subjects moved the mouse towards the target in separate horizontal and vertical 
components. It might be thought that movements in the two directions would be separated 
by a pause. However, this was not found in the timings. In fact one problem which 
subjects had in using Soundtrack was that it is easy to inadvertently move the mouse 
diagonally. So-doing can be very confusing to a person who does not use the pitch of the 
window tones for orientation. For instance a user may have the mouse in Document 1 
(see Figure 8.3) and may wish to move to the Speech menu. They move in what they 
assume to be a horizontal direction, but instead of going into the target window they cross 
the corner of Document 1 and enter the Edit menu. 
The question of whether peoples' performance will improve with practice is discussed later, 
in Section 10.2. 
8.S Errors 
The numbers of errors and indirect movements are expressed as a percentage of the total 
movements tested, since different subjects completed Exercise 0.1 a different number of 
times. The overall means were as follows: 
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Error movements 18% 
Indirect movements 12% 
Individual subjects' error rates are discussed below. 
8.6 Individual data from Exercise 0.1 
Individual subjects' mean location times are given in Table 8.4, along with the overall mean 
times. Little significance could be attached to the performance of individual subjects on 
Exercise 0.1 since they did not complete the exercise a sufficient number of times. All of 
them except Subjects S 1 and S2 completed Exercise 0.1 with tracing on just three times. 
That represents 24 separate motions. Fewer measurements were made at distance 4, simply 
because there are fewer routes on the screen of that length. 
o 
I 
s 
t 
a 
n 
c 
e 
Subject 
Mean S1 S2 S3 S4 S7 S8 
1 4.67 5.05 3.95 5.33 6.47 5.06 4.44 
2 5.85 6.38 5.29 5.97 7.39 5.83 5.47 
3 6.35 5.97 5.78 8.19 9.10 5.90 
4 7.03 7.44 6.47 7.37 6.40 7.67 6.94 
Table 8.4. Mean times (in seconds) taken by individual subjects to 
locate windows at different distances and the overall mean 
times. Blank entries signify distances for which the subject 
did not complete any direct locations. 
S9 
4.76 
6.22 
6.92 
The most useful information which can be gleaned from this data is the overall average 
location times, since these can be used to make hypotheses about people's likely behaviour 
in using Soundtrack, as was done above. The times recorded for individual subjects are 
compared with the overall means in Figure 8.6. Points are plotted for each subject of the 
time to locate windows at each of the distances (1 to 4). Also plotted, as a line is the mean 
time for all the subjects as a way of comparing performance. So, for instance, if a subject'S 
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points tend to be above the line then that subject was generally slower than average, and vice 
versa. 
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Individual times for locating windows. The 
subjecfs times are plotted as pOints, which can 
be compared with the lines, which represent the 
overall mean times. 
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Table 8.5 summarizes individual rates of error and indirect movements. These are given 
both as absolute numbers and rates expressed as a percentage. The rate expression takes 
account of the fact that individual subjects completed Exercise 0.1 different numbers of 
times. On the other hand, many of the numbers are so small that the rate does not have a lot 
of meaning. For instance, to say that S 1 had an error rate of 3% might be misleading since 
that represents a single error. 
Errors Indirect 
Num- Rate Num- Rate 
ber (%) bar (%) 
S1 1 3 3 8 
S2 0 0 1 2 
S3 10 42 3 12 
S4 4 17 6 25 
S7 3 12 5 21 
S8 5 21 1 4 
S9 7 29 3 12 
Table 8.5. Summary of individuals' errors and indirect 
movements. 
There several features of interest amongst these results, which are discussed below. 
Subject Sl This subject was tested only once at distance 4, so that his time at that distance 
(Figure 8.6A) is not an average. All three of his indirect movements occurred in the same 
session (number 5). 
Subject S2 Subject S2 was slightly quicker than average at locating windows, as shown in 
Figure 8.6B. His mean time to move after a mouse click (4.24s) was close to the overall 
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average, but movements not following a click were quicker than average (0.55s). This 
suggests that his manual dexterity was better than average. 
Subject S3 There is no time for distance 3 in Figure 8.6C since S3 did not complete any 
direct movements at that distance. His error rate was very high. Some of those errors were 
quite large. Locating a window sometimes involved incorrect mouse clicks in more than one 
window as well as going off the edge of the screen. However, this subject does appear to 
show an improvement in terms of his error rate, as shown in Figure 8.7. 
Number 6 
of errors 
5 
4 
3 
2 
O~---------P--______ ~ ________ ~ ________ ~ 
2 3 4 
Session number 
Figure 8.7. Number of errors made by subject S3 in each session. 
(Note that Exercise 0.1 was not given in session 1). 
5 
Subject S4 S4 was very interesting in that he was the only one of the subjects tested who 
used the absolute pitch of tones to locate windows. This means that he did not use the 
method described in Figure 8.2. Hence his results do not fit in with Equation 2, as is evident 
from Figure 8.6D. Using the data obtained there appears no obvious model describing the 
method he used. It seems that the subject would move the mouse back and forth between 
windows in order to force a window's tone to be repeated. so that he could hear how it 
matched the target tone he had in mind. From the records taken, it is impossible to 
distinguish such movements from those which were deliberately aimed in a particular 
direction. The implications of this variation of method are discussed further below. but it 
can be seen from Figure 8.6D that generally he was somewhat slower than average. This 
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was mainly due to the method he used to locate windows. The fact that he frequently used 
such a method is reflected in his high rate of indirect movements. Though slow, this method 
does not appear to have been any less accurate for this person, since his error rate is almost 
exactly average. 
Subject S7 Looking at Figure 8.6E suggests that S7 was significantly slower at distance 3. 
However, he only completed a move of distance 4 once, so that the time given for that 
distance is not a mean. If one were to discount the time at that distance, the remaining points 
do appear to be almost linear, but significantly slower than the overall mean. 
Subiect S9 Subject S9 did not complete any tests at distance 4 (as shown in Figure 8.6G); 
he attempted two locations at that distance, but one was an error and the other was indirect. 
8.7 Locating smaller objects 
In order to measure any effect of the size of the auditory object to be located on the time 
taken a further exercise was devised. This was numbered Exercise 0.2. Because subjects 
S 1 and S2 were able to give more time to the evaluation than the others this exercise was 
given only to those two. This exercise was similar to Exercise 0.1, except that instead of 
locating windows within the auditory screen, one of the windows was activated and the 
subject located objects within that window. In fact a document window was filled and 
activated to be used in this exercise. This was chosen because it is one of the more complex 
layouts but it was also a window used frequently in the other exercises so that subjects had a 
lot of practice in using it. The Scroll bar and Thumb bar objects (see Figure 8.8) were 
not used because they were not introduced to the subjects until late in the exercises. The 
procedure for the exercise was identical to that used in Exercise 0.1. Names of objects 
within the document window were read from a list in which the ordering was random. 
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t Current Say Level up level context 
t Level down ~ 
~ Step backward 
• • 
...... Step forward 
4- Jump backward 
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--. 
Jump forward 
Thumb bar 
Scroll bar 
Figure 8.8 The Document window (Also shown in Figure 5.2). 
It might be expected that the values of Tchoose, Tplan and Tclick - and hence of Tthink -
obtained in Exercise 0.2 would be approximately the same as in Exercise 0.1. On the other 
hand, one would expect T move to be smaller, due to the shorter distances moved by the 
mouse. 
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Figure 8.9. Mean time for subjects S 1 and S2 to locate objects within 
a Document window - in Exercise 0.2. 
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However, when location time is plotted against distance, as in Figure 8.9, the following 
values are obtained: 
T move = 1.35 s 
Tthink = 3.96 s 
Tplan = 2.79 s 
154 
The value of T think, and hence of T plan' are almost the same as in Exercise 0.1, as expected. 
Yet the value of T move is more than fifty-percent larger than in Exercise 0.1. It might be 
that the large value of T move is due to subjects S 1 and S2 being slower than average at 
moving the mouse. However, if the mean times for just those two subjects in Exercise O.l 
are plotted against time, the following values are obtained: 
T move = 0.64 s 
Ttbink = 4.16 s 
Tplan = 2.99 s 
In other words, on average, subjects S 1 and S2 do not appear to be any slower at moving 
the mouse when locating larger objects. This result suggests that when locating smaller 
objects the subjects really did move the mouse more slowly. This may have been due to the 
need to move it more precisely. The error and indirect movement rates in Exercise 0.2 are 
shown in Table 8.6. S lis error rate is rather high. However, the indirect rates are not 
high, which suggests that subjects did achieve a degree of precision in moving between 
small objects and showed no tendency to 'overshoot' their targets. 
Errors Indirect 
Rate Rate 
Number (%) Number (%) 
S1 10 25 2 5 
S2 2 5 3 7.5 
Table 8.6. Errors and indirect movements in Exercise 0.2. 
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8.8 Conclusions from the timing results 
Having obtained this timing data and fonnulated a widely-applicable model it is possible to 
make comparisons with other word processors. Fitts' Law can be used to compare with a 
visual program. The calculation can be carried out on the basis of a hypothetical program 
which would use the same screen layout as Soundtrack (as shown in Figure 8.3), but with 
visible windows of the same dimensions. According to Fitts' Law, the time taken to locate 
these windows would be as given in Table 8.7. 
Distance 
1 
2 
3 
4 
Time (s) 
0.06 
0.12 
0.16 
0.19 
Table 8.7. Times to locate windows in a visual program, calculated 
from Fitts' Law. 
These times are several orders of magnitude faster than the mean times obtained in the 
experiment above, as given in Table 8.4. It might be said that Fitts' Law does not take 
account of thinking time, but similarly Tmove (the average time to move between two 
adjacent windows) is calculated on the assumption that it does not include thinking time. 
Recalling that T move = 0.73 s, it is clear that the auditory program is slower than a visual 
counterpart. 
As discussed in Section 8.1, the targetting task in Exercise 0.1 represented an approximation 
of the task in a real operational situation. The Choose target sub-action 'was reduced to 
the subject being told to which window to move next. In practical use of Soundtrack this 
task would involve the recall of an algorithm to produce some desired effect, a four-stage 
process as elucidated in Section 8.1. This implies that the time spent 'choosing' a window 
in this experiment is probably less than someone would spend in a less artificial situation. In 
other words, at 0.48 s, the value obtained for Tchoose is on the low side. Unfortunately it is 
not possible to relate this to perfonnance in the more realistic exercises (Exercises 31 and 
33). Timings in those exercises were affected to too great a degree by irrelevant influences. 
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Eliminating such complications is, after all, the reason for setting up artificial exercises such 
as Exercise 0.1. 
Having acknowledged the likely underestimation of T choose' it is interesting to note that the 
time taken to plan the movement of the mouse, Tplan , comes out as by far the largest 
elementary component of the targetting time (see Table 8.2). The planning sub-action 
involves the user recalling the layout of the screen from long-term memory, and then using 
this representation to devise a route to the target window. The time taken to do this will 
depend most critically on the nature of the mental representation of the screen. As will be 
shown below, most of the evaluation subjects used a verbal aide memoire. It seems likely 
that this would be very slow to process, which would explain this result. 
The observations concerning T plan probably also explain one of the other results of the 
evaluation, the inconclusive timings obtained in Exercise 0.2. Most of the subjects appeared 
to have no concrete mental representation of the contents of any of the windows, as was 
shown in the structured interviews reported in Chapter 7. Planning is therefore difficult, and 
largely a hit-and-miss exercise. It would be based on partial representations of the window. 
The slowness of using the mouse is exaggerated by the two-stage style of command 
execution. In other words, the execution of a command often involves firstly locating and 
double-clicking a window and then locating and double-clicking the appropriate object 
therein. The results of Exercise 0.2 were inconclusive, but it must be that the elapsed time to 
execute objects in this manner will be of the order of twice those in Table 8.2. Of course, 
locating some visual objects (particularly menu entries) is also a two-stage process, but both 
stages are very much faster. 
An attempt was made to detect improvements in proficiency of using Soundtrack by 
calculating the speed of locating objects in different presentations of Exercise 0.1. 
However, on this measure no learning effects were apparent. There are several possible 
explanations for this. Most subjects completed Exercise 0.1 just three times with tracing on. 
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It is likely that over such a small number of tests no significant learning would occur. Also 
for most subjects the exercises were spaced out at weekly intervals and learning would have 
been improved if there had been less of an interval. Some of the subjects did make 
comments to that effect in answering the questionnaire. Added credence is given to this 
explanation by the fact that short-term learning effects were observed in Exercise 33 (see 
Section 9.2), which suggests that more intense teaching might be effective. Learning effects 
are discussed more fully in Section 10.2. 
It should be borne in mind that subjects' behaviour in these (and other) exercises may have 
been adversely affected by anxiety. This was heightened by the fact that they were being 
observed by the experimenter. Despite repeated reassurances that the object under test was 
the program and not the user (see, for instance the exercise instructions in Appendix B) 
comments made by the subjects suggested that they were being examined. Such effects of 
anxiety degrading performance have been observed by other researchers, including Kennedy 
(1975). 
The extra burden for visually disabled users of learning screen layouts was mentioned 
above, in the context of the extra time taken to accomplish tasks. Clearly from the results 
reported above this was a major problem for the subjects who tested Soundtrack. It seems 
that most users were able to learn the layout of the windows within the screen well, but 
found it too difficult to remember the layout within the windows. There are several factors 
which probably contribute to this. Firstly subjects in this evaluation received much more 
practice in using the screen. That is partly a result of the design of the interface, the screen 
being the first level of interaction, but also the format of the evaluation - whereby subjects 
performed Exercise 0.1 several times. Most subjects were able to develop methods to help 
them remember the screen layout (which were usually verbal), but none had such a strategy 
for the windows. Again this is partly a question of the amount of practice received. Also 
there may be a feeling that the windows were too complex - in terms of the number of them 
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as well as their design - for the subjects to believe it was worth the effort of devising aides 
memoire. 
It would be interesting to investigate further how people learn the layouts. This would, 
however, represent a significant piece of research in itself because it would entail 
consideration of the spatial perception of the people. As described in Lowenfeld (1980), 
there is no consensus as to the nature of spatial perception in blind people. It seems unlikely 
that work in this field will become any more unified in the near future so that interface 
designers will have to continue to rely on a more empirical approach. 
The pointing behaviour model devised is just that; it is not a law. One major exception was 
identified, proving that there is no one method of locating objects. Intuitively it might be 
expected that smaller objects would be quicker to locate, there being less distance to move 
between them. So it was perhaps surprising that this was not found to be. However, this 
result does not affect the status of the model, since the size of the target is not one of its 
parameters. 
The purpose of gathering timing data was to see whether there were any regularities which 
could be recognized. Such regularities were found and these were explained in terms of a 
simple model. This model will make a valid basis for a wider generalization of these results 
in future work. For instance, it may be possible to extend the work of Roberts and Moran 
as a means of comparing word processors with auditory interfaces. 
Chapter 9 
Usage 
9.1 Introduction to the traced exercises 
Exercise 0.1 presented the subjects with an artificial task, so that measurements could be 
made of the time taken to perform basic (sub-)tasks. Another aspect of the evaluation 
examined the subjects performance in a more realistic task. The last (and most challenging) 
exercise completed by each of the subjects was recorded in two forms: as a trace of mouse 
and keyboard interactions and a tape-recorded dialogue between the tester and the subject. 
The two sources of information were combined in written transcripts. These exercises were 
the most realistic, most like the sort of task someone using Soundtrack in a job would have 
to complete. This means that they are more a test of its true usefulness. 
It was possible to spend more time with subjects S 1 and S2 and they completed two related 
exercises - 30 and 31. Details of these exercises are given in in Appendix B. Exercise 30 
was given to these subjects twice in one session - to show up any learning effects. Both 
Exercises 30 and 31 involved the subject typing in text dictated by the tester.· The difference 
was that in the former exercise the subject typed in the text and then saved the file without 
checking it for mistakes - although they were able to make any corrections which could be 
achieved by backspacing and re-typing. In the second exercise they were allowed to go 
back, having finished the typing, and corrected any mistakes they could find. Each 
presentation of the exercises involved typing a different piece of text, but each of them had 
approximately the same complexity. 
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The other subjects did not attain a level of practice which would have made it realistic for 
them to be given exercises as difficult as 30 or 31. Hence a special one was developed as 
their final test. This was numbered 33. (Exercise 32 was a planned one which was 
considered too difficult for any of the subjects to attempt in practice, see Appendix B). It 
was based upon the construction of a letter. There were three tasks planned. The first 
consisted of opening two documents copying some text from one and pasteing it into the 
other. The second involved the typing of some replacement text. The third intended task 
was the correction of a spelling error. In fact none of the subjects had sufficient time to 
undertake the third one (although none of them noticed the error, which was the mis-spelling 
of thank as tank). 
Output from the trace program consists of an entry for each event. Events are assigned 
numbers, simply counting from 1. The time since the last event is reported. Otherwise the 
information on each event in the trace depends on the nature of the event. Events fall into six 
categories: 
1. Timestamps. These are generated whenever tracing is started. They 
record the date and time and so can be used to identify traces. 
2. Movements - from one object to another. That may be from one 
object within an active window to another, between windows or off 
the screen. Within an active window only the object is named in the 
trace, whereas when the mouse moves into another window both that 
window's name and that of the 'underlying' object is given. 
3. Mouse-downs, or single-clicks. The mouse's coordinates in the 
screen are reported. 
4. Double-clicks. The coordinates are again reported. 
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5. Key downs. These correspond to the subject pressing a key on the 
keyboard. 
6. Auto keys. These are generated when a key is held down, so that it 
'auto-repeats', printing multiple copies of the current character. 
The following annotated fictional extract illustrates each of these types of record: 
A timestamp, giving the date ... 
... and time 
Event number 1. Event l's 'time' is number of 
seconds since the program started. 
A movement event. 
The window and object into which the mouse has moved. 
Number of seconds since last event. 
A mouse down and its screen coordinates. 
A double-click and its coordinates. 
After double-click the event number is incremented by 2 
(one per click). 
For a movement within an active window, only the 
destination object is given. 
5/3/1986 
18:47:05 
1 
905.45 
Movement 
File: Open 
2 
2.30 
mouse down : 331, 249 
3 
1.50 
double click : 332, 246 
5 
5.05 
Movement 
New 
6 
2.34 
double click : 329, 229 
8 
8.02 
Movement 
Edit: Paste 
9 
3.05 
Movement 
Document window 2 
Jump forward 
10 
4.07 
Movement 
Document window 1 
Step forward 
11 
2.41 
double click: 30, 153 
161 
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A key is pressed. Some key down events below are not 
labelled as such, but only the key's character is given. 
13 
2.56 
key down 
a 
14 
0.27 
auto key 
a 
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There were two bugs in the trace program. If the mouse was moved out of the active 
window then two Movement events were recorded - one as soon as the mouse returned to 
that window and another when it came to rest again. This does not have any significant 
effect on results. The second one was that as far as counting events was concerned a 
double-click was counted as two events (one per click). Hence there is a gap of one in the 
numbering following a double-click. 
The transcripts also include the spoken dialogue and their layout attempts to reflect the 
temporal sequence of events and dialogue. For instance, the beginning of a dialogue 
fragment is positioned to the right of its preceding event. Naturally, events and dialogue 
often occur in parallel and the transcripts attempt to reflect this. The speakers in the dialogue 
are identified as the subject, S, and the tester, T. 
Below there is a collection of general points which arose in these exercises. This is followed 
by summaries of the notable features of the transcripts for individual subjects, supported by 
excerpts from the transcripts where appropriate. 
9.2 General features 
One objective of tape recording the interactions between the subject and the experimenter 
was to gauge the level of help that the subject received. The aim of the tester was to give the 
minimum amount of help. He asked the subject to perform a particular task and then only 
prompted with more detailed assistance if he judged that the subject needed it. It is possible 
only to give general indications about the variations in assistance which individuals required, 
but it certainly varied widely. 
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One interesting characteristic was whether subjects clicked the mouse when they thought 
they had located a target object. Clicking would elicit speech by which they could check 
whether they had indeed found their objective. This action is referred to below as click-
checking. Subjects were divided into those who almost invariably did click-check and those 
who often did not bother. There were varying degrees of accuracy amongst those who did 
not. 
All of the subjects appeared to have a similar level of familiarity with the screen and window 
layouts. That is to say that they all seemed able to move quite directly to different windows, 
but were much more indirect and click-checked more frequently when looking for objects 
within active windows. In fact three of the subjects (S3, S4 and S7) used tactile diagrams 
during the exercise, to remind themselves of the layouts of particular windows. The 
diagrams were always on hand during sessions and if the subject asked to see one of them, 
or the tester thought they were lost, they were given the diagram to feel while the tester 
explained the layout. 
Two subjects (S3 and S4) seemed to assume that all windows had a strict grid layout. For 
instance, when using the Select file dialogue they treated the File name object as if it 
occupied only the left half of the window. When moving between it and the Up button they 
moved via the Down button, in separate vertical and horizontal movements. 
Among the five subjects who completed Exercise 33, three made the same serious error of 
opening the wrong file. This was as a result of double-clicking on the Open button in the 
Select file dialogue before having moved the required file name into the file name frame. 
The root cause seems to be confusion and unfamiliarity with the procedure for opening files, 
compounded by there being two objects in different windows which have the same name. 
The subjects were asked to open particular files. The first stage of this procedure is to 
execute the Open entry in the File menu. That causes the Select file dialogue to be put 
into the dialogue window. Unfortunately, one of the buttons within that dialogue is also 
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called Open. It seems that the some of the subjects assumed that the next stage in the 
process was to execute this. 
Exercise 33 was deliberately designed to involve the repetition of particular tasks - such as 
the opening of two files. In fact, because of errors made in opening files, several subjects 
had to perfonn file opening three times. This gave some opportunity to see whether subjects 
learned in the short tenn. In other words it was possible to observe whether they needed 
less prompting the second time they perfonned a task. Again individuals varied. Three of 
the five subjects who did Exercise 33 did indeed seem to remember the process and needed 
less help. 
A number of errors were made in the dictation exercises which appear to be mis-spellings. It 
is difficult to classify these. They might be genuine mis-spellings, where the subject did not 
know how to spell the word, but did not ask for clarification from the dictator, but they 
might also have been caused by the subject hitting the wrong key or by her mis-hearing the 
word dictated. Typing is not a novel feature of Soundtrack, so that it was not felt necessary 
to investigate these errors more deeply, although it might be possible to distinguish genuine 
mis-spellings from other errors by applying the sort of analysis described in Pain (1981). 
In Exercise 33 subjects proof-read and corrected their text. Some spelling errors were 
corrected in this process, but others remained uncorrected. The remaining ones were almost 
invariably errors which could not be heard in the synthetic speech; the pronunciation could 
not be distinguished from that of the word correctly spelt. 
As described earlier, the edges of the auditory screen were marked by a continuous 
'buzzing' noise. Subjects were quick to recognize that and understood its significance, as 
was shown in a number of the traces; on hearing the buzz they would move the mouse 
quickly back into the screen to silence the buzz. 
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The time taken to complete these exercises gives a rough indication of how productive 
Soundtrack is as a word processor. There are a number of limitations on this measurement. 
It was mentioned above (Section 6.3) that it was not possible to apply Roberts and Moran's 
(1983) evaluation process because none of the volunteer subjects attained an expert level of 
proficiency. More broadly, that fact implies that it is not possible to give a realistic 
indication of the program's potential productivity. The person who is most expert in using 
Soundtrack is its developer. Therefore, to gauge the potential efficiency of a user he 
completed Exercises 31 and 33. He is not visually disabled, however, as described earlier, 
his sight is not likely to have been of any material advantage in using Soundtrack. The 
developer completed the exercises using Soundtrack both in its auditory and visual modes. 
Thereby it was possible both to see what was the potential level of performance of the 
auditory version and to see roughly how it compares with visual word processing. 
Table 9.1 gives the total times taken for Exercise 31 and Table 9.2 gives the totals for 
Exercise 33. It was not practical to break these times down into a smaller grain size (such as 
the taxonomy of editing tasks used by Roberts and Moran - op.cit.) because the times taken 
to complete the sub-tasks vary greatly, often due to extraneous circumstances. For example, 
some subjects needed more coaching and assistance from the tester on particular sub-tasks, 
which implied that they spent time not interacting with the program but listening to 
instructions. 
S1 S2 ADNE ADNE (visual) (auditory) 
3:46 8:45 49:18 25:45 
Table 9.1 Total times (in minute and seconds) taken by the developer 
(ADNE) and two of the test subjects to complete Exercise 31. 
ADNE completed the exercise using both the visual and the 
auditory interfaces of Soundtrack. 
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The times given in Tables 9.2 should be treated as somewhat approximate. Time spent by 
the evaluation subjects dealing with gross errors (such as opening the wrong file and then 
closing it again) was not included. Also a complete trace was not available for subject S8 
due to technical problems, so his time appears lower than it should be. Similarly S9's time 
will be an underestimate since he missed out one of the tasks in Exercise 33 (replacing the 
'X' in Dear X by a name). 
ADNE ADNE 
(visual) (auditory) 
1 :08 5:03 
S3 54 
18:55 16:18 
57 58 59 
15:11 12:22 12:21 
Table 9.2 Total times (in minute and seconds) taken by the developer 
(ADNE) and five of the test subjects to complete Exercise 33. 
ADNE completed the exercise using both the visual and the 
auditory interfaces of Soundtrack. 
All the same, the times measured for ADNE are an indication of what is possible, and they 
do represent something of an expert level of usage. They suggest that it is possible to use 
Soundtrack quite efficiently - but that no one using Soundtrack is likely to attain the same 
speed as a sighted user of a visual word processor. 
All the subjects needed a high degree of assistance to complete these exercises. That 
assistance was generally at quite a low level, being told a step at a time what to do next. 
This would suggest that they did not have an adequate understanding of the program. All 
the subjects were able to locate windows by name, but sometimes people needed assistance 
with navigating within windows (e.g. "Move one more beep to the right. ") Errors 
sometimes occurred when the subjects acted on their own initiative, notably when they were 
opening a file (for the reasons discussed above). That this error occurred confirms the 
suggestion that their understanding of the system was incomplete. What is more, their 
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reactions suggest that they could not quickly have recovered from the error without 
assistance. 
However, recall that most subjects stated in their interviews that they felt they could have 
used Soundtrack without assistance. It is probable that they found the presence of the tester 
inhibiting them by making them fear the making of any mistakes in front of an audience. It 
might be that left on their own they would have learned more. They might have made more 
mistakes initially, but would have got a better understanding of the system by using it 
unaided. 
9.3 Individual subjects' results 
Subject Sl 
S 1 seemed well able to navigate around the screen. He generally moved directly to 
windows, although he always did a click-check. This coincides with S l's behaviour in 
Exercise 0.1 in which his rate of indirect movements was below average. Within menus he 
usually found entries directly, but he seemed less sure about the layout of documents and 
dialogues. This confirms his opinion, expressed in the questionnaire, that the layout of 
active windows is a difficult aspect of using Soundtrack. 
Exercise 30 The dictated text produced by S 1 in this exercise is reproduced below: 
As usual, at five 0 clock thaaaaaat morning reveille was sounded bey the bvlows of a hammer on a 
length of rail hanging up near the staff quarters. The intermittant sound bearly penetrated the 
window panes on which the frost lay two fingers thick, and they ended almost as soon as they'd 
begun. It was cold outside, and the camp gaurd was eluctant to go on beating out the reveille for 
ling. 
There are nine identifiable errors. Three of them - the missing apostrophe in o'clock and the 
mis-spellings of intermittent and barely may have nothing to do with Soundtrack, but with 
the subject's English. Others are all typing errors and are examples of Soundtrack's speech 
was not being sufficiently clear to show up the errors. It will be remembered that 
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Soundtrack allows the user to hear text either letter-by-Ietter or word-by-word. The default 
method is the latter, and it was this mode that all the subjects used in these dictation exercises 
- including S 1. Hearing the kind of typing errors illustrated above would be dependent on 
the speech synthesizer's quality of pronunciation. The following extract illustrates problems 
S 1 had hearing errors. He did not hear some of the typing errors (for example the mis-
spelling of guard). He was aware of some other errors - either because he knew the keys he 
had pressed or because he could hear them. One which he heard was the mis-spelling of 
long, but since he was not sure what the actual error was he could not have corrected it with 
simple backspacing and re-typing and so he was encouraged to ignore it. (Note that repeated 
key-down event, as shown below, are reported by the tracing program by the identity of the 
key, the 'key down' label is omitted). 
350 
0.25 
o 
355 
0.20 
d 
357 
0.23 
space 
358 
5.00 
backspace 
359 
3.10 
364 
0.25 
space 
369 
0.42 
c 
374 
1.18 
g 
379 
0.28 
space 
351 
0.18 
u 
356 
0.22 
e 
360 
0.40 
space 
365 
0.20 
t 
370 
0.25 
a 
375 
1.12 
a 
380 
2.60 
w 
352 353 354 
0.35 0.55 0.28 
t s 
T: Sorry, I forgot the comma. 
361 362 363 
1.85 0.33 0.33 
a n d 
366 367 368 
0.20 0.18 0.22 
h e space 
371 372 373 
0.45 0.33 0.27 
m p space 
376 377 378 
0.32 1.37 0.53 
u r d 
381 382 383 
0.22 0.28 2.65 
a space backspace 
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384 
0.97 
s 
385 
0.47 
space S: Oh, I see. 
T: It just says the end of what you typed. 
S: I can't see where I am now. I dunno where I am, re ... Ah, well. 
386 387 388 389 390 
0.55 10.95 0.77 0.28 0.58 
e I u c t 
391 392 393 
0.27 0.27 0.35 
a n t 
394 
0.52 
space 
S: That's probably spelt wrong. 
T: It sounded alright. 
S: It did sound as though it had got the 'E' in. 
395 
5.87 
t 
396 397 398 399 400 
0.25 0.20 0.32 0.23 0.22 
0 space 9 0 space 
401 402 403 404 405 
0.53 0.23 0.25 0.40 0.25 
0 n space b e 
406 407 408 409 410 
0.42 0.28 0.25 0.20 0.58 
a t n g 
411 412 413 414 415 
0.23 2.45 0.23 0.25 0.23 
space 0 u t space 
416 417 418 419 420 
0.28 0.20 0.25 0.28 1.32 
t h e space r 
421 422 423 424 425 
1.32 2.05 0.53 0.28 0.40 
e v e I I 
426 427 428 429 430 
0.27 0.87 0.40 0.53 0.20 
I e space f 0 
431 432 433 434 435 
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0.28 
r 
436 
1.13 
g 
439 
0.22 
space 
0.27 
space 
437 
0.42 
1.98 0.67 0.25 
I n 
438 
0.53 
space 
S: That didn't sound right. It didn't sound like 'long'. 
T: We won't worry about that. The next exercise will be the same 
sort of thing, but you'll go back and check things like that. 
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The extra a's in that were generated by auto-repeating of the key. It is interesting, but 
puzzling that subject S2 made similar errors with the letter a on the same day (see below), 
but there did not appear to be any fault in the key. It has been used without further problems 
ever since. 
Unfortunately technical problems with the tape recorder meant that the spoken dialogue 
accompanying S l's second attempt at Exercise 30 was lost. Nevertheless the text produced 
is reproduced below: 
Mr Speaker rose and surveyed the Commons. He tugged at his long black silk gown, then 
nervouslyu tweeked the full bottomed wig that covered his balding head. The House had almost 
got out of control during a pparticularly roudy session of Prime Minisster's questions, and he was 
delighted to see the clock reach three thirty. Time to pass on to the mext bbusiness of the day. 
This time S 1 made eight errors. Again, however, three of them (the spelling of rowdy and 
the missing hyphens in full-bottomed and three-thirty) could be attributed to S l's English; 
without the tape recording of the spoken dialogue it is not possible to know whether the 
subject was given any more guidance on these points. Three errors are repeated letters (in 
particularly, Minister's and business), however two of those mistakes were not caused by 
the key auto-repeating and so must have been due to separate presses of the key. The 
number of errors shows no significant improvement over the first attempt at this exercise. 
However, given the nature of these errors - mis-typings - this is to be expected; it is unlikely 
that the subject's ear for the synthetic speech would become sharper during the session. 
9: Usage 171 
Exercise 31 The contents of the file produced in this exercise are reproduced below: 
The clanging ceased, but everything outside looked like the middle of the night 
when\\i\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ ivanDenisovich Shukhov got up[to go to the bucket. 
It was pitch dark except for the yeillow light cast on the window by three lamps, two in the outer 
zone one inside the camp itself. And noone came to unbolt the bbarrack hut door; there was nop 
sound of the barack orderelies pushing a pole into placce to lift the barrel of light soil and carry it out. 
There are a total of eleven errors in this text. It is perhaps surprising that there should be 
more than in the earlier exercise which did not allow the making of corrections. However, 
there are a number of points to note about the errors which are shown. The repeated oblique 
strokes were caused by the subject pressing the wrong key instead of the shift. It should be 
noted that this error would not be heard unless the Proof read speech option was on. 
Similarly the extraneous square bracket between up and to would not normally have been 
spoken. In this exercise only two of the errors may be due to misunderstanding by the 
subject. He may have mis-spelt orderlies and mis-heard or mis-understood the term night 
soil. A number of mistakes were caused by the subject's hands getting displaced from the 
home keys, so making consistent errors. The use of the mouse is probably the cause of 
such errors, which would not have occurred in a system on which the user would normally 
have her hands constantly on the keyboard. This must be seen as a disadvantage of a 
mouse-based system. Because of lack of time the last sentence was not proof-read or 
corrected. The subject did spend approximately 45 minutes on this exercise. It is noticeable 
that a lot of the other errors are ones which would be difficult to hear in synthetic speech. 
S 1 was able to complete the exercise with quite a low level of prompting from the tester. 
Manipulation of the mouse was good. There were very few problems with double-clicking. 
Generally he was able to locate objects quickly although he did occasionally get very dis-
orientated. However he always click-checked. 
The following extract illustrates a number of features of S 1 's behaviour. At one point in 
this exercise, when attempting to cut an incorrect character from the document, S 1 appeared 
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to get confused about the order in which sub-tasks must be done. That is to say, he started 
to look for Cut in the Edit menu, before he had selected the offending letter. 
645 
25.00 
Movement 
Jump forward 
646 
4.55 
Movement 
Scroll bar 
647 
0.62 
Movement 
Document window 2 
Say context 
648 
0.90 
Movement 
Edit: Cut 
649 
1.73 
mouse down : 204, 196 
650 
2.83 
double click: 204,194 
S: Ah, so we've got an extra 'V' there that we 
don't want. 
T:Yes. 
S: Now either you've got to cut that out, or 
over-type from the 'V' forward. 
T: Err, yes, I guess so, yeah. 
S: So, what's the best thing to do with that? 
Cut it out, I think. 
T:Yes. 
T: You'll have to have the 'V' selected before 
you can cut it. though. 
S: Ah. So I've got to go back to it. 
T:Yes. 
From these records there is some ambiguity as to whether S 1 understood the concept of 
selection levels well. He did not mention this as a problem in the interviews, but from the 
transcripts it appears that in some instances he handled level manipulations well but not in 
others. He knew the sequence of levels, but was not always aware of what effect changing 
the level would have on the current selection. However, the following extract shows him 
manipulating selections quite skilfully. The extract occurred when he had finished typing in 
9: Usage 173 
the text and it had been suggested that he should proof read it. Without any prompting, he 
went ahead and altered the selection appropriately: 
543 
2.70 
Movement 
Current level 
544 
1.88 
mouse down : 35, 45 
545 
4.10 
Movement 
Level up 
546 
2.07 
mouse down : 28, 68 
547 
2.33 
double click : 27, 68 
549 
4.17 
double click : 27, 68 
551 
3.83 
double click : 27, 68 
553 
21.60 
Movement 
Current level 
554 
0.97 
mouse down: 24, 39 
s: Point, character,,,. 
S: ".word,,,. 
S: ... sentence That's probably too much. Do I need to read it all 
through first, do you think, or just go through to stop it at its first 
mistake? 
T: Whichever way you prefer. 
S: I think probably then I've gone up ... I think I've gone up to 
sentence level. 
S: Yeah. I think it'd probably be best at word level, wouldn't it. 
S 1 does not appear to have understood that any input replaces the current selection - which 
may be a range of text. Several times he seemed to expect Soundtrack to behave similarly to 
Words tar, thinking in terms of over-typing. (In Words tar - and many other older word 
processors - input text can either be inserted within existing text or typed 'over' it, replacing 
it character-for-character). Take the following two extracts, for instance: 
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Subject S2 
T: So there's that. Now there's presumably 
some rubbish at the end of that - because 
it's not over-typed what was there before, 
it's moved it along. 
S: Oh, it'll have moved it along. Oh, I see. 
Once you've got that ... The first one it'll 
overtype, and the next ... 
T: Well, it overtypes whatever the current 
selection is, so 'r' ... the letter 'r' was the 
selection, I think, wasn't it? 
S: What, if you put a ... Can you delete those with 
the space bar, like you can on word processing? 
T: You can actually ... 
S: If I pressed the space bar now what would 
happen? Would that 'i' go? 
T: It would go, and there would be a space put in its 
place. 
S: And so you would get a spacing error rather than 
a ... So, really you've got to go to the Edit and cut 
this. 
T:Yes 
Exercise 30 The output from S2's first attempt at this exercise is as below: 
174 
As usual, aaat five o'clock that morning reville was sounded by the blows of a hammer on a length of 
rail hanging up near the staff quarters. The intermitent sound barely penetrated the window panes 
on which the frost lay two fingers thick, and they ended almost as soon as they'd begun. It was cold 
outside, and the camp guard was relluctant to go on beating out the rev iIIe for long. 
There are just five distinct errors. The tester must be blamed for one of them - the mis-
spelling of reveille - which he did spell out, but incorrectly. The error in intermittent - was 
probably a mis-spelling by S2, rather than a typing mistake. In this exercise S2 did not 
always click-check and made no errors on the occasions on which he did not check. The 
multiple a's in at were produced by auto-repeating of the keys, as mentioned above. 
In the second attempt at the exercise S2 was able to perform the task with much less 
prompting from the tester. 
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Mr Speaker rose and surveyed the Commons. He tugged aat his long black silk gown, then 
nervously tweaked the full bottomed wig that covered his balding head. The House had almost got 
out of control duting a particularly session of Prime Minister's questions, and he was delighted to 
see the clock reach 3.30. Tijme to pass on to the next business of the day., 
There are six errors in this text. One was probably a lack in the subject's English - the lack 
of a hyphen in full-bottomed. The mis-typing of during appears to have gone unnoticed by 
the subject. Why he missed the word rowdy (" ... a particularly rowdy session .. . ") seems 
curious, although he was aware that he had done so: 
224 
0.22 
g 
229 
0.15 
a 
234 
0.35 
u 
239 
0.22 
Y 
244 
0.17 
s 
248 
1.02 
space 
225 
0.20 
space 
230 
0.22 
r 
235 
0.22 
I 
240 
0.25 
space 
245 
0.18 
226 227 228 
0.30 0.27 0.35 
a space p 
231 232 233 
0.27 0.35 0.20 
t c 
236 237 238 
0.15 0.27 0.57 
a r I 
241 242 243 
0.50 0.20 0.27 
s e s 
246 247 
0.17 0.37 
a n 
S: Oh ... damn. Oh well, good practice putting a word in. 
Another error should probably not be counted. The time three-thirty was spelled out in the 
original text, whereas the subject used figures, this not having been specified by the tester. 
That leavesfour significant errors. 
Exercise 31 
He stood shifting from foot to foot waiting for the 5jOO odd mmbers present to settle down before 
he inntoned solemnly, "Members desiring to take the oath." The packed assembly switchded its 
gaze from the speaker to the far end of the Chamber, like a crowd watching a tennis match. There, 
standing at the bar of the Commons was the victor of the first by-election since the Labour party had 
taken office some two monmths before. 
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In this exercise S2 made just five errors. One may have been a spelling error - intoned. 
During the dictation the subject was rather more careful to ask for clarification of points of 
grammar. He noticed one error - the mis-typed members in the first sentence - while he was 
typing in, but forgot subsequently to go back to fix it. 
Below the text as it was after it had been typed in, but not proof read or corrected. At this 
stage it contained eight distinct errors: 
He stood shifting from foot to foot waiting for the SjOO odd mmbers present to seUle down before 
he inntoned solkemnly, "Members desiring to take the oath." The packed assembly switfchded its 
gaze from the speaker to the far end of the Chamber, like a crowd watching a tennis match. There, 
standing at the bar of the Commons was the victor of the first by-election sincde teh Labour party 
had taken office some two monmths before. 
So, the subject managed to find and correct four errors. 
In this exercise S2 quite often did not click-check. However, he did once make an error of 
double-clicking the wrong object as a result. 
At one point the subject got quite lost: 
s: Can you see what's happening on the screen? 
T:No. 
S: Greatl 
He got into quite deep confusion, which was largely due to having set the selection level to 
point level and then attempting to do a Cut - which had no effect. He had deliberately gone 
to point level, but was clearly unaware of the full implications of so-doing: 
S: That 'h' wasn't cut out, then. 
T: I thought it was. You must have cut something else. Did you get 
the space after It, by mistake? 
S: [unintelligible] ... point. .. 
T: Had you gone down to point level? 
s: Yes, so I could get it in between ... 
T: Ah, yeah. If you're at point level, then if you cut something ... well 
you can't cut it. 
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Subject S3: Exercise 33 
177 
S: Can't cut it? 
T: Hmm, you need the character 'h' to be selected before you 
could cut it. I thought.. When you said you were going to point 
level, I thought you were going to type in the other 'h' - between 
the 't' and the 'e'. 
The second time S3 opened a file he still needed quite detailed instructions. However, 
because of an error he made he had to actually open a file a third time, and this time he 
needed less help. So practice did seem to be improving his use of the program. S3 seemed 
very unsure about the layout of active windows. He consulted the tactile diagram of the 
Document window during this exercise and there were times when he appeared to be 
moving the mouse aimlessly, clicking it to try to orientate himself. He always click-
checked 
He seemed unsure about the activation concept. Almost every time he had to activate a 
window he firstly checked with the tester that it was the right thing to do. The following 
extracts also illustrate his lack of confidence in this aspect. In the first one he seems to 
confuse activation of a window with the execution of an object within it. 
58 
9.68 
Movement 
Interface: Auditory 
59 
3.65 
Movement 
Off screen at the TOP 
60 
0.23 
Movement 
Interface : Hidden 
61 
1.52 
Movement 
Dialogue : Save question 
In content 
T: Right. now it's asking n you want to save that file that we 
just opened, so we have to go up to the Dialogue box 
and activate it. 
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62 
0.78 
mouse down : 397, 58 T: So, activate that. 
5: I don't want to save it, though, do I? 
T: No, but you've got to activate the dialogue first. Then you can 
find the 'No' within it. 
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In the next extract he seems to think that moving out of an active window will cause it to 
become deactivated. 
86 
0.43 
Movement 
Edit: Find 5: Does this mean I've got to activate it again? I've come out of it. 
T: No, no, it's still active. 
S3 was one of the subjects who appeared to assume that the Select file dialogue had a 
strict grid layout. 
S3 seemed unsure about how new typing was incorporated within an existing document -
that it replaced the current selection. This is not surprising because he was familiar with 
word processors which allow either insertion within the existing text or letter-for-Ietter over-
typing. 
Subject S4: Exercise 33 
Many subjects had trouble remembering the layout of windows. However, S4, for one, 
appeared to know the layout of at least one window - the File menu - well. He found 
entries within it very directly. He used the pitch of objects to locate them (and was the only 
one of the test subjects who did so). The following extract illustrates the technique he used, 
whereby he moved the mouse back and forth between objects, listening for the tone he 
wanted. 
10 
3.97 
double click: 306, 237 
12 
11.10 
Movement 
Interface: Auditory 
T: Okay, so move up to the dialogue ... and 
activate it. 
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13 
0.35 
Movement 
Dialogue : File select 
Yes 
14 
3.95 
mouse down : 428, 110 
15 
4.25 
Movement 
Alert 
16 
0.53 
Movement 
Dialogue: File select 
Cancel 
17 
0.72 
mouse down: 457, 167 
18 
3.25 
Movement 
New 
19 
5.23 
Movement 
Interface: Auditory 
20 
0.35 
Movement 
New 
21 
0.62 
Movement 
Alert 
22 
0.25 
Movement 
Open 
23 
0.80 
Movement 
Alert 
T: You were in it, then you moved again. 
S: That is ... 
T: It that it now? 
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24 
0.57 
Movement 
Open 
25 
0.97 
Movement 
Interface: Auditory 
26 
0.68 
Movement 
Dialogue: File select 
Yes 
27 
0.75 
mouse down: 404, 161 
28 
5.27 
double click: 399, 159 
5: Oh, that is it. 
5: Yes, yes. 
T: So, if you double-click that. .. 
5: So ... 
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Notice how, at event 26, S4 recognized that he had found his target object before he clicked 
it; he had located its tone. 
S4 was one of the subjects who consulted a tactile diagram during this exercise. He 
examined the Select file dialogue. However, despite this, he did appear to think that the 
dialogue had a strict grid layout. As is shown in the extract below, he moved from the 
Name item to the Down button via the Up button (see Figure 5.7). 
92 
34.03 
Movement 
File select 
Name 
93 
0.82 
mouse down : 389, 44 T: Right so that's the current umm ... 
5: What was that? Oh, 'Crime', yes. 
T: 'Crime', yeah. So, we don't want to open that one. It's further 
down the list, the one we want... 
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94 
14.15 
Movement 
File select 
Up button 
95 
0.95 
mouse down: 385, 80 
96 
5.97 
Movement 
File select 
Down button 
97 
0.37 
mouse down: 454, 108 
98 
1.97 
double click: 455,109 
100 
2.67 
Movement 
File select 
Up button 
101 
0.23 
Movement 
File select 
Name 
102 
0.83 
mouse down: 412, 49 
T: ... It's called 'insert'. 
s: Right? 
T: You want the Down Button, yeah. 
S: Down Button, yes, which is ... ? 
T: To the right. 
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T: Right, you can move back up and see what the current file name 
is. 
T: "Errors". 
However, S4 did appear to learn from the repetition of the file-opening task. Having gone 
through the above trials, he completed the second one with much less prompting. 
Subject S7: Exercise 33 
Several times during this exercise subject 57 had problems double-clicking the mouse. He 
commented that it seemed to help if he relaxed more. He appears to use the edges of the 
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screen to orientate himself. For instance, the following extract occurred when he was trying 
to locate the top right-hand window (the Dialogue window). 
38 
3.60 
Movement 
Interface: Auditory 
39 
0.23 
Movement 
Dialogue: File select 
Cancel 
40 
0.45 
Movement 
Off screen to RIGHT 
41 
0.23 
Movement 
Dialogue : File select 
Down button 
42 
1.10 
Movement 
Off screen at the TOP 
43 
0.23 
Movement 
Dialogue : File select 
In content 
44 
0.53 
mouse down: 423, 69 
45 
5.97 
double click: 410.113 
T: ... The first one we want to open is called 'insert'. So you go up to 
the dialogue ... 
T: Okay, now you activate it ... 
Subject S7 did not always click-check before double-clicking. Despite that he made no 
errors of double-clicking the wrong object. 
Subject S8: Exercise 33 
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This subject was able to open a file with a minimal amount of prompting from the tester -
even the first time. However, she did also apparently display confusion about the Open 
object within the Select file dialogue, although she asked the tester to avoid potential 
errors, as shown in the following extract: 
T: Okay, so you go up to the dialogue, and the one 
you want is called 'insert', so you have to move 
down the list to get to 'insert'. 
S: Don't want Open do we? 
T: No. 
She did always click-check. She seemed to know the layout of the screen well, but did get 
quite lost in some of the windows - particularly the Document window and Select file 
dialogue. 
Subject S9: Exercise 33 
Judging by the low level of help he received, S9 was the most competent of the subjects in 
this exercise. Also, he seems to have had no problems in manipulating selection levels. For 
instance, the following extract shows how he needed only to be given a suggestion about 
setting the selection level and he was then able to go ahead and so do without any more 
prompting: 
112 
3.37 
mouse down: 95, 118 
113 
7.50 
Movement 
Step forward 
114 
0.50 
mouse down: 88,93 
115 
2.43 
Movement 
Level down 
116 
0.50 
mouse down: 87, 60 
T: Then we want to move ... Might as well 
move the level up to the Whole Text level. 
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117 
2.92 
Movement 
Speech : Say characters 
118 
0.48 
Movement 
Level down 
119 
0.73 
Movement 
Level down 
120 
0.23 
mouse down: 117,63 
121 
3.00 
Movement 
Level up 
122 
0.80 
mouse down: 50, 61 
123 
3.00 
double click : 50, 61 
125 
1.87 
double click : 52, 62 
127 
2.07 
double click: 52, 61 
129 
1.57 
double click: 52, 59 
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5: So ... 
The selection has now reached paragraph level, but the subject sensibly checks this by 
using the Current level control. 
131 
1.20 
Movement 
Current level 
132 
0.88 
Movement 
Off screen at the TOP 
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133 
0.45 
Movement 
Current level 
134 
0.73 
Movement 
Current level 
135 
0.80 
mouse down: 49, 39 
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Now he knows which level he has reached, he correctly goes back and lifts it one more 
level. 
136 
2.83 
Movement 
Level up 
137 
0.70 
mouse down: 43, 62 
138 
2.33 
double click : 44, 61 
This subject, however, did seem to have some trouble remembering the layout of the screen. 
He did almost invariably click-check. 
9.4 Discussion of the traced exercises 
One concept which caused subjects difficulty was that of text selection and its associated 
levels. This is less of a fundamental problem since it is specific to programs involving the 
processing of text; it is not general to all wimp programs. There are a number of factors 
which contribute to this difficulty and these are discussed more broadly in Chapter 10. 
As was shown above, subjects S 1 and S2 did make quite a large number of errors in their 
dictation exercises, within rather short pieces of text. It is difficult to say whether this 
shows that Soundtrack is inherently difficult to use or whether this was due to the subjects' 
inexperience. In an attempt to answer this question, the developer of Soundtrack - the 
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person who understands the program best - also performed Exercises 30, 31 and 33. 
Although he is not visually disabled, he performed the exercise with the windows hidden so 
that his sight was of little advantage. The only possible assistance he would have got from 
his sight during the exercise was that he would be getting visual information about the 
location of the mouse (not the mouse pointer, which was invisible). There is also a related 
question as to whether he would have had a better internal representation of the layout of the 
screen, having seen it. Certainly he must have had a complete conceptual model of the 
program. Also he had extensive prior experience of using (visual) wimp-based systems. 
He was able to type in and proof read a paragraph as in Exercise 31 without any errors. 
This does suggest that with sufficient training it should be possible for people to become 
quite proficient at using Soundtrack. 
The times for the developer to complete Exercises 31 and 33 suggests two conclusions. It 
confmns that the evaluation subjects can indeed be classed as novice users, that it is possible 
not only to use it more precisely, as mentioned above, but also that it is possible to be much 
quicker at using it. However, it also shows that Soundtrack is slower than a visual word 
processor. 
Difficulty in proof-reading is common to most audio-enhanced word processors. As was 
illustrated above, many of the typing errors remaining in documents could not have been 
heard - unless the document was read letter-by-letter. Obviously this would be an 
impossibly tedious exercise for a document of any size. This fact suggests that it is very 
important that spelling checkers and correctors should be made available to visually disabled 
word processor users. Since there are a large number of such programs available for sighted 
users, this ought to be quite straight-forward - as long as it is possible to adapt visual 
software. 
Chapter 10 
Evaluation outcomes 
10.1 Introduction 
The four previous chapters have described the evaluation and its results in some detail. This 
chapter firstly summarizes the results of measurements of learning which were made in 
different parts of the evaluation. Some conclusions which arise directly form the evaluation 
are then discussed. Other conclusions are less direct and these are included under separate 
headings. These relate to problems of adaptation, the possible provision of a physical frame 
to constrain mouse movements and the text-selection mechanism. 
10.2 Learning 
Several of the responses in the interview related to the question of learning. A rough 
measure of competence was defined as being able to use Soundtrack without assistance. 
The questionnaire separately asked whether the subjects thought they had attained that level 
and how long they thought it would take some other novice to reach it. Recall that there 
were two groups of subjects: those who had received about 2112 hours of training and those 
who received over six hours. However, nearly all the subjects - from both groups - believed 
that they had reached the level of competence. 
Estimates of how long it would take to train a new user varied widely, between two hours 
and over six hours. There was, however, more agreement to the effect that training should 
be organized in longer sessions, more closely spaced. There was a common feeling that the 
intervals of up to one week between the evaluation training sessions was too long. This may 
have been one of the causes of the variation in the estimates; some subjects may have felt that 
a trainee would learn in less time than they had if the training was better scheduled. 
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The training times - both actual and estimated - can also be compared with the amount of 
training given to students learning to use other word processors. For instance, the RNIB 
Commercial Training College runs some intensive, full-time training courses on the Frank 
Audiodata, which take a minimum of one week for able students. The Royal National 
College for the Blind, Hereford, also runs courses on using the Audiodata. These consist of 
two I 1h-hour lessons per week and last about ten weeks. Tutors in both colleges say (in 
personal communications) that some students can reach a very high level of proficiency 
within those courses. However, they stress that the level attained varies widely, according 
to individual students. This accords with the fact that the subjects' estimates of training time 
varied widely. 
An attempt was made to measure learning effects within the timing data obtained in Exercise 
0.1. In order to do this the quantity speed is defined. Within any execution of Exercise 0.1, 
the average speed is defined as the total time taken to locate each of the requested targets 
divided by the total distance to those targets. Two aspects of performance will influence the 
speed: manual dexterity and the directness of movements to the target. For this reason, the 
speeds were calculated in two ways: firstly including direct movements, errors and indirect 
movements and secondly including only direct movements. Improvements in either skill 
should lead to an increase in speed. 
U sing this measure it is not possible to detect any apparent improvement in the performance 
of any of the subjects; there was no significant trend in speeds - whether or not errors and 
indirect movements are taken into account. Again, the scheduling of the presentation of the 
exercises may have been the cause of this in that there may have been too great a gap 
between presentations of Exercise 0.1. This data is only measuring one aspect of using the 
program - the pointing ability - and another feasible explanation of this result is that subjects 
had quickly attained optimal pointing efficiency for blind users of Soundtrack. 
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That learning had occurred in other aspects of using the program is obvious. Subjects had 
got from being introduced to a completely new piece of equipment to a point where most of 
them felt they could use it unaided. The records of Exercises 31 and 33 show that learning 
did occur within sessions. For instance, Exercise 33 involved repeating the action of 
opening a file and, as noted earlier, several of the subjects did this more competently the 
second or third time. 
10.3 Immediate conclusions 
Soundtrack is the basis of a way of making wimp software accessible to visually disabled 
people. However it is not an ideal word processor. This proposition can be discussed on 
the basis of the findings of the above evaluation. 
Dealing with the positive results first. In a comparatively short time, most subjects attained a 
fairly high level of competence in using Soundtrack. In fact the majority of the subjects 
considered that they would now be able to use Soundtrack without assistance. So, it does 
seem feasible that many visual wimp programs could be adapted using the same principles. 
This would give access to software which has previously been denied to visually disabled 
people. 
Having made that broad statement about the positive results of this project, it must be 
admitted that the burden of the results of the evaluation relate to shortcomings in the design 
of Soundtrack. The remainder of this chapter concerns those results. Specific modifications 
to the design which may overcome some of these deficiencies are presented in the next 
chapter, in the section on possible future developments. 
In Chapter 8 timings of Soundtrack were compared with those which might be obtained for a 
similar visual program. It is not possible to make any other direct temporal comparisons 
with other word processors in the absence of any data on such programs but it is possible to 
speculate further. For instance, it seems likely that thinking time for the auditory program 
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will be longer than for a visual one. The power of visual menus derives from the fact that 
they give the user ever-present prompting of the command categories available (i.e 
recognition). In the auditory program the same prompts do exist but they are not 
immediately accessible in the same manner, since the user must find and click on an object to 
hear its identity (involving extensive recall). This is an example to the phenomenon 
discussed earlier whereby sight can process input information so quickly that it can 
essentially receive several items of information in parallel, whereas hearing is much more a 
serial sense. Click-checking for prompting is slow so that most users make the effort to 
remember the layout of windows. The task of recalling this spatial information will add to 
the thinking time. Direct comparisons with conventional word processors which use 
commands typed on the keyboard (such as Wordstar) are also not possible since no 
comparative data is available. 
The two-level design of windows within a screen is intended to relieve memory loads. The 
user needs firstly to choose one of eight windows. Having activated the chosen window 
they must select from the (small) number of objects contained therein. Ideally, therefore, the 
user should need to hold infonnation about a small number of objects in working memory at 
any time. However, there seems to be a problem switching between windows. It seems 
that the problem is of users not knowing what to load into memory, since they lack any 
explicit internal representation of windows. 
To fix the number of component screen objects at no more than nine was probably an over-
simplification (see Section 4.4). It is possible that such a number would be more applicable 
to a visual program, but an auditory program like Soundtrack involves a high degree of 
recall - of spatial infonnation, for instance. A greater insight into the nature of the memory 
problems encountered in using Soundtrack might be gained if its operations were analyzed 
more formally, using the sort of goal analysis techniques suggested by Payne (1985), Kieras 
and Polson (1985) or Card Moran and Newell (1983). 
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10.4 Adaptation 
The problem which was discussed earlier of Soundtrack users having to click-check to 
access prompts illustrates a major problem of adapting software which was originally 
designed for sighted people: that an interface which makes it easier for a sighted person to 
use may actually result in an adapted design which is more difficult for the visually disabled 
person to use. A user's proficiency at using a computer system and the speed with which 
they learn to use it depends critically on the mental model they have of the system. It is only 
recently that designers have thought seriously about the user's model and have attempted to 
explicitly develop such a model within their design. Prior to that, system developers relied 
to a large extent on users having an understanding of how the underlying computer worked 
to be able to use a program. Thus, a quite detailed knowledge of the nature of computers 
served as the user model, and the use of most software was restricted to those with a high 
level of expertise, such as programmers. 
As was mentioned in Chapter 2, the design of most wimp systems has been influenced by 
that of the Xerox Star, which introduced the desk-top metaphor. However, this interface is 
presented in a form which is entirely visual. If we just think of three of the constituents of 
wimps: windows, icons and menus, each one of those concepts is an inherently visual 
analogy; a window is something through which one sees, an icon is a picture and a menu is 
something one reads in a restaurant. For sighted people, vision is the principal means of 
interaction with the inanimate physical world. It is thus simple, for example, to make the 
connection between a paper document and an icon representing such a document. The icon 
gives the document a more concrete representation than the abstract, technical description of 
a disc me which might be given by a non-wimp-based system. Another example is that the 
action of making a selection from a pull-down menu is similar to that of ordering food in a 
French restaurant when one is too shy to attempt to pronounce one's choice. 
So much of the power of the interface is lost when the user can no longer see it. 
Representation of objects in a non-visual manner is much less easy. Presumably a blind 
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person associates a paper document with a certain tactile sensation and perhaps a rustling 
sound. That would be very difficult to approximate on a computer. Similarly, the idea of 
pointing to an item on a food menu must be quite alien to a congenitally blind person. In 
order to adapt a visual interface, it has therefore been necessary to take a step away from the 
carefully designed model which makes wimp-style interfaces so attractive. We have, for 
example, something which we still call a menu, which bleeps and talks - quite unlike 
anything in a restaurant or on any desk top! As long as we are endeavouring to 
adapt software designed for sighted people for use by visually disabled people this is likely 
to remain a problem. Chapter 11 includes some suggestions as to how interfaces might be 
made more accessible by the application of tactile output and sounds which are less 
symbolic. 
The alternative is not to adapt software but to design programs specifically for use by 
visually disabled people. In that case it would be possible to develop metaphors specifically 
suited to people whose experience of the world is non-visual. To a certain extent the design 
of the document window was a step in this direction. A direct analogy of the visual window 
was abandoned. Instead the design based on the grammatical rather than spatial structure of 
the document. 
10.S Providing a mouse reference frame 
A related problem is that the auditory screen actually has no physical manifestation, it exists 
purely as sounds. However, it seems important to people to h'ave a physical frame of 
reference - as evidenced by the number of people who wanted some kind of frame within 
which to move the mouse. Recall also that one subject said he found it disconcerting that he 
found himself pointing to the desk when referring to the auditory screen. Such reactions are 
entirely understandable because we are accustomed to most objects being detectable by all 
the senses. Objects which 'escape' one of the senses are often sources of fear: ghosts we 
can see but cannot hear, or conversely noises 'in the dark'. 
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The bitpad went some way to providing such a tangible frame of reference. The tablet of the 
bitpad itself gave the user a tactile outline which corresponded approximately to the 
boundaries of the screen (in both its visual and auditory incarnations). To relate it more 
closely to the auditory screen an overlay was added which consisted of tactile lines 
corresponding to the outlines of the windows. The bitpad also made orientation more simple 
because the positioning of the stylus was absolute whereas the mouse works relatively. That 
is to say that positioning the stylus in (say) the top left-hand comer of the bitpad always 
moves the cursor to the top left-hand comer of the screen. This is true whether the stylus is 
kept in contact with the bitpad or picked up and put down there. On the other hand, the 
position of the mouse on the desk and the cursor on the screen are not fixed in this way. For 
instance, if the mouse is picked up, any movement of it 'through the air' is not detected and 
the cursor remains in the same position on the screen. This means that users cannot relate 
the position of the cursor to anything fixed - in the way the subject who pointed to the desk 
was trying to do. 
Although nearly all the subjects requested the provision of a frame, there are a number of 
obstacles to so doing - beyond the supplying of a bitpad. The relative positioning 
mechanism of the mouse is one such factor; it is possible for the position of mouse to 
become 'out of step' with that of the cursor. This can occur, for instance, if the mouse 
should be lifted from the surface of the desk (as described above), or if the ball under it 
should 'skid' at all. A similar effect to skidding can occur when the processor is busy. For 
instance, during a disc transfer, the processor may 'miss' interrupts from the mouse, so that 
the mouse pointer moves more slowly than the mouse. There would then be a problem of 
recognizing that this had occurred and then resetting the mouse, to get it back 'in step' with 
the cursor. 
Some subjects suggested that any frame should not only reflect the layout of the screen, but 
should also give guidance as to the internal structure of windows. There is a fundamental 
reason why this could not be practical. Auditory windows are essentially 'soft' and 
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reconfigurable. Thus, for example, the Dialogue window may contain anyone of a 
number of dialogues, each with a different layout. 
Finally, an objection to the provision of the frame is that it represents additional, adapted 
hardware, whereas it is generally cheaper and easier to incorporate all adaptations in 
software. In the case of the Macintosh computer, there is a bitpad commercially available 
which can be used as a substitute for the mouse - without modification of application 
software. This may therefore be felt to be an acceptable addition for some users. In the 
more general case, it may be that it is possible to provide a simple frame which defines the 
outline of the screen to the mouse. This could be used as an aid to the early training of 
users, but ought not to be adopted for general use. In this way it might ease the process of 
learning to use the software, while an instructor would be available to help should the mouse 
and frame need to be Ire-set'. 
A very different approach to providing a tactile frame, by adding active control of mouse 
movements is suggested in Chapter 11. 
10.6 The text selection mechanism 
Many of the subjects had difficulty in manipulating selections in documents. There are a 
number of reasons for this. One is probably due to apparent inconsistencies which can 
occur between the current selection level and the segment of text which is actually selected. 
For instance, it is possible for the level to be sentence, but the selection to be a number of 
words and not a whole sentence. This is due to the fact that in Soundtrack selections are 
extended to the right of their current position. To illustrate how this comes about, consider 
the following scenario. There is a document with one sentence in, the current level is word 
and one word is selected: 
The quick brown. jumps over the lazy dog. 
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If the user now moves the level up to sentence level, the selection extends to the end of the 
sentence to the right: 
The quick brown fox jurY!)S over ttie lazy do 
Now there is the situation described above. in which the selection does not reflect the level. 
To extend the selection to the whole sentence it would be necessary to do a Step 
backward. 
It could be even more confusing if the original selection had been the last word of the 
sentence: 
The quick brown fox jumps over the lazy •. 
In this case raising the level would have no effect on the selection. and the user would then 
find that they were at sentence level. but with one word selected. Corresponding 
anomalies can occur at other levels. whenever the level is raised - character to word, 
sentence to paragraph and so on. Clearly there is a likelihood of confusion in cases such 
as these. 
Consistency could be maintained if the selection was made to extend in both directions. That 
is to say that in the above example. on moving to sentence level the whole of the sentence 
would become selected. The problem with this. and the reason Soundtrack was 
implemented in the way it was. was that users will tend to work forwards through a piece of 
text. Suppose that in the above example the user had been proof-reading the text. She has 
checked the first three words in the sentence and then performs some correction of the 
fourth. fox. It is assumed that she will then want to work on through the text. and not have 
to hear the earlier words again. This effect would be greater at higher levels. when the 
repetition of several sentences might occur. There would appear to be some scope for 
further investigation as to which of the two approaches - selection extension to the right or in 
both directions - is more convenient. 
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It has been mentioned that some subjects did not like the fact that the level automatically 
became point whenever anything is typed on the keyboard. The reason selection was 
implemented in this way was to try to reduce the possibility of the kind of anomaly 
mentioned above. Any characters which are typed are inserted into a document at the point 
following the previous character. So, by definition, the selection must be a point between 
two characters at that time. Indeed, that is the reason it is necessary to have a point 
selection level. As implemented, therefore, whenever a user has typed anything the selection 
will be a point and the level will (consistently) be point. However, some subjects found 
this inconvenient because they frequently had to move through several levels as a result of 
this. For instance, the level might be word, the user types a correction, making the level 
point, but then needs to return to word level. To achieve that means finding the Level up 
control and double-clicking it three times. 
If the mechanism of selection extension to the right is retained, then users will have to cope 
with inconsistencies between level and selection. In this case, it may be appropriate for the 
level not to be altered on typing. That would mean, for example, suppose the user is 
correcting the following sentence with the level at word: 
The quick brown jumps over the lazy dog. 
The user then types in a word. The selection will still become the point following the last 
character typed, but the level will still be word: 
The quick brown fo)( ~umps over the lazy dog. 
Now there are a number of possibilities as to what the user might do, altering the selection 
and/or level. For instance, stepping forward would select to the end of the nearest word to 
the right: 
The quick brown fo)( a. oveor theo lazy dog. 
Alternatively, stepping back would have selected the previous word: 
The quick brown. jumps over the lazy dog. 
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Moving the level down (to character) would select the next character: 
The quick brown fox mumps over the lazy dog. 
The whole mechanism could be modified to operate in a manner consistent with this. There 
is again scope for a further investigation as to whether this is preferable to the way it was 
implemented in Soundtrack. 
As mentioned earlier, the design of the Document window deviated from the principle of 
implementing direct analogues of visual interactions. The success of this design can be 
judged from the subjects' perfonnance in the traced exercises (30, 31 and 33) and from their 
responses to the questionnaire. The layout of this window is illustrated earlier, in 
Figure 5.2. 
The operation of the Current level control was inconsistent from all others, in that a 
single-click on it did not evoke the object's name, but the state of the current selection level 
in the window. None of the subjects seems to have noticed this inconsistency as they did 
not comment upon it. Many of them did use this facility to confirm the current level. 
Double-clicking caused the speaking of the current selection. This was a facility which was 
used much less frequently. Most subjects appeared to be able to remember what was the last 
selection spoken and relied on them being spoken as the selection was altered. 
The Say context control was used quite frequently and to good effect, particularly when 
subjects were doing operations involving the typing in of individual characters. 
Problems which many subjects had with the concept of selection levels have already been 
discussed above. However, most of them seemed to have little difficulty manipulating the 
associated controls. The majority seemed well able to remember the sequence of levels as 
they moved up and down. One subject (S 1) did remark that he found the positioning of the 
two controls to be counter-intuitive. that he expected Level up to be on the right and vice 
versa. However. once he had had the designer's logic explained - that documents are read 
from the top left-hand comer down to the bottom right-hand - he became less confused. 
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Some subjects remarked that they would like a quicker mechanism to skip over several levels 
- to get rapidly from, say point level to word level. This problem was probably 
exacerbated by the fact that the level goes down to point when characters are typed (see 
above). 
The Step forward and Step backward controls did not appear to present any problems. 
Most of the subjects were introduced to the jump controls only in the last exercise which 
they completed in the series but they did seem to be able to use them quite proficiently. 
Referring to the Scroll bar and Thumb bar, the obvious explanation for the problems 
subjects had in manipulating these was that their design was completely contrary to the fixed 
grid concept. The position of the Thumb bar is not fixed and may be moved without the 
direct control of the user. Within Soundtrack this was the only object which had to be 
dragged and, as such, the subjects seemed to find the interaction clumsy. This might not 
have been a problem if they had received more practice. The whole operation relied heavily 
on spatial understanding. The position of the Thumb bar within the Scroll bar reflects 
the current position of the selection within the document. The former is a one-dimensional 
horizontal quantity while the latter is a more complex, two-dimensional concept. Thus the 
parallel is likely to be a difficult one to grasp for a person who can see neither side of it. 
10.7 Summary 
This chapter has shown how Soundtrack can be used, by showing how a number of people 
coped with learning to use it. From this it has been possible to conclude that Soundtrack 
does represent a viable approach to the adaptation of visual software. There were a number 
of problems in using the word processor, and these have been discussed. A major 
observation is that interface developments which make software easier for a sighted person 
to use, may actually make it more diffiCUlt for a visually disabled user. In the next chapter 
possible follow-up work is discussed, including suggestions as to how some of the 
limitations described above might be overcome. 
Chapter 11 
Conclusions 
11.1 Introduction 
This chapter concludes the thesis by firstly looking back and reviewing the project and then 
looking forward to the future. The retrospective view covers both the achievements of the 
research and criticisms of its limitations. The discussion of possible future work falls into 
two categories: further development of Soundtrack and more-general suggestions. The latter 
discussion raises suggestions for a number of projects which might be undertaken to follow 
up this work. The chapter concludes with a brief summary of the whole project. 
11.2 Claims and achievements 
It has been shown that it is possible to adapt visual wimp interfaces for use by blind people, 
by applying design principles of visual-to-auditory translation and constraining of the 
interface. The word processor, Soundtrack, which was developed as part of this project is 
the fIrst wimp-based program which can be used by people who are totally blind. 
The nature of the hand-ear coordination required to interact with a spatially-oriented auditory 
interface has been investigated. A methodology has been devised ~hich could be the basis 
for extending existing well-established work on visual human-computer interfaces into an 
auditory dimension. 
A multi-faceted evaluation has been carried out which means that there is evidence to back up 
the above assertions and which could form the basis of future comparisons of similar 
products. 
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Less major achievements include: exploration of some of the specific features of the Apple 
Macintosh and the adaptability of its interface and the development of an extension to 
keystroke level modelling. 
11.3 Criticisms of the research 
The word processor implemented did not have the full functionality of a commercial visual 
program. It would be rash to extrapolate the results obtained to a full-scale program. One 
element of visual wimp interfaces, the icon, was not implemented in the auditory adaptation. 
A set of design principles was devised and they were tested by all being incorporated into the 
word processor. This means that it is difficult to abstract the features which relate to a 
particular design decision. For instance, the evaluation concluded that subjects had difficulty 
understanding the auditorily encoded spatial information. Had this been tested separately, in 
an abstract experiment it would have been possible to make more definite conclusions about 
the nature of the problem. As it was there was the probability of interference from other 
aspects of the word processing system. 
The evaluation effectively measured only the ease-of-Iearning; it did not encompass the 
question of the ease-of-use for expert users. Indeed, none of the evaluation subjects spent 
enough time using the program to get beyond the early stages of learning it. This makes it 
difficult to make comparisons with other word processors (both for visually disabled and 
sighted people). At the same time, using only experienced computer users as subjects may 
have biased the results. 
11.4 Enhancements to Soundtrack 
Having collected data and opinions as to how it might be made more usable, it would seem 
reasonable to take heed of those ideas and see whether they do indeed improve the interface. 
Suggestions arose in the interviews and also have come from other people who have seen 
the program demonstrated. 
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Incorporating alternative interactions. As has been mentioned previously, two features of 
visual programs were deliberately omitted from Soundtrack despite the fact that they might 
make the program easier to use. These were the use of control-key equivalent commands 
and the option of typing in file names instead of selecting them from a list. These are both 
mechanisms which are alternatives to point-and-select interactions. They were omitted from 
Soundtrack in order to force the user to use the novel mechanism. The evaluation of 
Soundtrack described above shows that the point-and-select mechanisms are workable 
within an auditory interface. However, the typing-based interactions may be easier to use 
and so could be included in a production version of Soundtrack. 
The user would still have the point-and-select mechanisms available and would be forced to 
use them in certain circumstances. For instance, visual programs generally provide control-
key equivalents only of the more frequently-used commands. For the less-used ones the 
menu-entry selection would still be necessary. Similarly, typing of file names (into the 
Select file dialogue) is only feasible if the user can remember the name of the file she 
requires. Otherwise the list mechanism does allow her to hear the name of all the candidate 
files, and hopefully she will then be reminded which one she wanted. 
The fact that a menu entry has a control-key equivalent must be communicated to the user. 
In visual menus this is done by adding it to the text of the entry. Figure 11.1 shows an 
example menu, in which some entries do have control-key equivalents. The Open 
command, for instance has the equivalent control-O (represented by "0). In Figure 11.1 
New and Open have control-key equivalents, but Close and Quit do not. 
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New I\N 
Open 1\0 
Close 
Quit 
Figure 11.1. A visual menu which has control-key equivalents for the 
entries New and Open. 
It is debatable how this communication of control-key equivalents could be implemented in 
an auditory interface. Should the control-key equivalent be pronounced when the menu 
entry name is spoken (e.g. "New, control-N")? That would mean that the user would be 
aware of the equivalent, and would be reminded of it each time he clicked on that entry. 
That should aid learning. However, it would slow the interaction down and might become 
tedious. The word control is perhaps too verbose and it might be replaced by a tone, which 
would be more succinct. While that might speed communication, it would increase the load 
on the user distinguishing different tones. 
Whichever method of signalling is used, it would probably be best if this could be switched 
on and off, via an entry in the Speech menu. A novice user would not then have to be 
bothered with this further complication. Once the novice had become accustomed to using 
the program, she might turn the option on, and so learn and use the control-key equivalents. 
Once she has learned them, she might tum the option off once again'. 
There are also detailed questions as to how file name typing might be implemented. Should 
the user be forced to type the whole name? That would be unambiguous, but may be 
unnecessarily tedious. The best way to reduce the typing is for the program to analyze the 
list of names and allow the user to stop typing as soon as she had entered a string which 
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uniquely identified a name within the list. For instance, should the user wish to select the 
file my program from the following list: 
mydata 
myprogram 
she could stop typing once she had entered the substring myp. The fact that a selection had 
effectively been made could be signalled by the sounding of a tone. The user would then 
have the option of acting on that selection (cause it to be spoken, or open it by executing the 
Open button, for instance) or (redundantly) typing the rest of the name. 
Alerts. A proposed design for alerts was described in Chapter 4, but it was not implemented 
because of practical limitations. However, they could now be incorporated in a production 
version of Soundtrack. 
Multiple clicks. When using Soundtrack, it is often necessary to activate one object 
repeatedly. For instance, if the user of Soundtrack wishes to move the document level from 
point all the way up to whole text she must double-click on the level up button five 
times. This could be speeded up by allowing the user to hold down the mouse button to 
signal that the object's action should be repeated (rather as a letter on the keyboard will be 
auto-repeated if its key is held down). 
This might be implemented as follows. The user would still have to initially click the button 
twice, which would cause the object to be executed once, but instead of releasing the button 
after the second click it would be held down. After a suitable pause (to ensure that this is an 
intentional holding-down of the button), the object would be executed a second time. 
Thereafter, as long as the button remained down the object would be re-executed. 
Re-enterini the active window. On re-entering a window which is already active three tones 
are sounded in Soundtrack. The window's tone is sounded twice, to signal that this is the 
active one, followed by the tone of the underlying object. As mentioned earlier, the initial 
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double tone is redundant. It would be sufficient, and less confusing to sound only two 
tones: the window's once, followed by the internal object's. 
Level a<ljustment on typing. Whenever the user types into a document the level becomes 
point. The motivation behind this design decision was that of maintaining consistency 
between the selection and the level, as discussed above in Section 10.6. However, the 
responses of some of the evaluation subjects suggest that this was in fact a nuisance. In 
fact, as discussed earlier, complete consistency of level and selection is not possible to 
achieve. So it would seem that the level should not be altered on typing. This would also 
mean that the level can only be altered by a deliberate action of the user. 
Definition of syntactic units. Recall that, as far as the selection mechanism is concerned, a 
word is an unbroken string of letters and/or digits, not including the delimiting non-
alphanumeric characters. That definition can make manipulation of words more intricate 
than necessary, since it means that the user must also rearrange spaces. It would be more 
convenient to allow a trailing space to be included as if it is part of the word. Notice that this 
applies only to spaces which terminate the word, not to other characters such as punctuation 
marks. Similarly, a paragraph was defined as being terminated by a newline character, but 
not including the newline. In fact, manipulation would again be simpler if the newline was 
to be included as part of the paragraph. 
Scroll bar. The scroll bar, as implemented proved to be an impractical device. This appears 
to have been mainly because of the lack of feedback to the user as to the current horizontal 
position of the thumb bar as it moved. This might be overcome by the addition of an 
auditory signal. The two extreme positions of the thumb bar are well defined so it would be 
necessary to provide feedback which clearly marks these limits. Recalling the discussions in 
Chapter 3, an appropriate signal would be a repeating short tone. The position of the thumb 
bar would be signalled by the gap between the tones. At one extreme the tones would 
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become so frequent that they would merge into a single sound. At the other end, the gap 
could become essentially infmite, so that in fact no tone would be sounded. 
Extendine selections. Soundtrack allowed selections to be made only within the units of the 
current level. In other words, if the level is word then it is only possible to select single 
words. However there are times when it would be useful to be able to select a number of 
words - but not a whole sentence (the next level up). It would be quite simple to introduce a 
mechanism whereby the user could extend the current selection. For example, suppose a 
word is selected as shown: 
Adapting user Intt2.lfaces for visually disabled users. 
The user could execute a Step forwards but by simultaneously holding (say) the shift key 
down the end of the selection would be extended to the end of the following word 
Adapting user visually disabled users. 
The selection start would not be altered. Two words would then be selected, and the 
selection could be further extended as desired. The same mechanism would work 
analogously at alilevels except point and whole text. 
This facility combined with the multiple clicking mechanism proposed above would result in 
a means of selecting text rapidly. 
Renamin& the Open button. Some confusion seemed to occur in opening files during the 
evaluation. This may have been partly due to the fact that there are two objects within 
Soundtrack with the same name. Both the File menu and the Select file dialogue contain 
objects named Open. Clearly confusion could be avoided by renaming one of these. The 
button in the dialogue might be renamed Open it, for instance. 
Filterin& dia&onal movements. As discussed in Section 7.5, it would be possible to reduce 
the problem of inadvertent diagonal mouse movements by 'filtering' the signals from the 
mouse. As mentioned earlier. it would be necessary to define the coarseness of the filter, 
what range of angles of movement will be counted as purely horizontal or vertical. Once a 
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movement has been processed the mouse's coordinate system will be reset around the new 
position. There would have to be some testing to assess the viability of this mechanism and 
the parameters to set for the ideal coarseness. 
Auto-repeat warninl:. During the evaluation, subjects occasionally made errors caused by 
keys auto-repeating. This is not a problem for sighted users who will immediately see the 
effect of an inadvertent auto-repeat on the screen, but for a user relying on speech, repeated 
letters within words are usually very difficult to hear. It would, therefore, be a good idea to 
incorporate explicit auditory feedback whenever a key auto-repeats, which should ensure 
that a user will only ever use this feature deliberately. 
Phonetic alphabet. Although Soundtrack allows text to be spoken letter-by-Ietter, mistakes 
can still occur because it is often difficult to hear which letter is being spoken, to distinguish 
between similar-sounding letters, such as M and N, F and S etc. This problem is tackled in 
a very different environment - that of vocal radio communication - by the use of the phonetic 
alphabet (alpha, bravo, charlie, delta etc). This could be incorporated as an alternative mode 
of speech. 
Silencinl: speakinl: of input. As implemented, it is possible to choose whether input from 
the keyboard will be spoken by way of a menu command. The Vincent Workstation and 
Frank Audiodata use another mechanism which may be more convenient. On those 
systems, speech is automatically switched off when the user attains a set rate of typing. This 
is a simpler mechanism for the user to control. Speech output is slow, and cannot generally 
keep up with a quick typist (this is certainly true on Soundtrack), but this mechanism would 
mean that an efficient touch typist is not held back by the speech. On the other hand. if she 
should want to hear what she is typing she is likely to want to enter it more slowly anyway. 
The user would still have the option of switching it off all together (i.e. regardless of her 
typing speed) through a menu command. Also it should be possible to allow the user to 
adjust the trigger speed at which speech is switched on and off. 
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Customization. There are elements of the design of Soundtrack which need not be pre-
defined by the designer, but can be left for the users to adjust, and so to 'customize' the 
interface to their own requirements and tastes. Some of the evaluation subjects advocated 
quite wide-ranging customization facilities, such as allowing users to define their own screen 
and window layouts. That would seem to be too great a degree of freedom, but there are a 
number of other possibilities. As a minimum, it would be desirable for the user to be able to 
adjust the volume of the auditory output. It would probably be best to allow these to be 
adjusted separately. The sort of mechanism described above for re-implementing the scroll 
bar might be used to provide the volume controls. 
Addin~ features. The volume controls would amount to adding features to the auditory 
word processor. It would also be desirable to add further word processing facilities to the 
underlying program. Section 5.2 included a list of features of the visual word processor, 
MacWrite, which were omitted from Soundtrack, such as typeface selection and paragraph 
formatting. More of these might be incorporated in a later version. Some thought would 
have to go into incOIporating the resultant increased complexity. For instance, it would be 
necessary to increase the number of windows. It would be possible to simply increase the 
number on the screen from eight. Alternatively it might be better to introduce another level 
of interaction, so that extra windows could be put onto a secondary screen, which would 
replace the primary one when an appropriate command is executed. 
If visual features such as typeface selection and paragraph formatting are to be introduced, 
some thought will have to be applied into the question of how they are to be communicated 
through the auditory interface. This would presumably be achieved through some 
combination of modulation of tones and the synthetic speech. 
Visual feedback. As was explained in Chapter 5, the prototype version of Soundtrack was 
implemented such that, in normal operation no visual feedback was given. This restriction 
was applied merely for the sake of the evaluation, to make it reasonable to use sighted and 
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partially sighted subjects. However, a production version could have visual feedback 
added. This would probably take the form of a grid representing the auditory screen. The 
internal layout of windows would be displayed as they are activated. This visual 
information would be of use to sighted people who might be helping a visually disabled user 
to learn or to use the system. Displaying the content of active documents as is already 
possible with Soundtrack is also useful. This might be retained by arranging the display of 
the grid such that it overlays the document, without significantly obscuring it. 
Re-evaluation. It would be useful to evaluate the next version of Soundtrack. This could be 
done in such a way as to also fill in some of the gaps in the original evaluation. It would be 
useful to involve a subject or subjects who had no prior experience of using word 
processors and to train them to the level of expert. This would give a more realistic 
impression of the power and usefulness of the program. It was not possible in the original 
evaluation because of limitations on the amount of commitment which could be expected of 
. 
the voluntary subjects. Subjects in the new evaluation would therefore have to be paid for 
their contribution. 
Prommmin& techniques. The prototype version of Soundtrack was implemented in such a 
way that it was, as far as possible, independent of the hardware on which it runs (i.e. the 
Macintosh). However, the production version need not be restrained thus. In particular, 
many Macintosh Toolbox routines expect by default that the user interacts in a standard way, 
but have facilities whereby this may be over-ridden. For instance, when a dialogue is 
opened a Toolbox procedure fields all mouse events. This would, for instance, interpret a 
click within the coordinates of a button in the dialogue as an execution of that button. 
However, by passing an appropriate procedure parameter to the Toolbox procedure this 
could be altered. In this way a click at some other coordinate could be passed on to the 
Toolbox procedure as if it had occurred within the button. This approach would make the 
modification of the program cleaner and more consistent. It would probably also reduce the 
size of the additional code. It would, however, would be quite specific to the Macintosh. 
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Another facility specific to the Macintosh which might be used is that of resources. These 
are items of data attached to programs which can be altered without access to the source code 
of the program. Items such as menus, strings and windows are usually defined as 
resources. One of the features of resources is that it makes it comparatively easy to modify a 
program for use in different countries, so that text displayed by the program can be changed 
to other (natural) languages. In Soundtrack resources might be used to define the strings to 
be spoken by the speech synthesizer. This would facilitate the use of alternative synthesizers 
- which might use different phonetic encodings. The resource mechanism is explained fully 
in Apple Computer Inc. (1986) and Chernicoff (1985). 
There is a more general discussion on programming techniques below, in Section 11.10. 
This advocates an investigation of the utility of using object-based programming languages. 
This is another technique which might be tried out on a new version of Soundtrack. It might 
be particularly convenient since Apple's Macintosh Programmers' Workshop Pascal does 
have object-based extensions. 
11.5 Evaluation of pointing devices 
Subjects in the evaluation of Soundtrack experienced some problems in using the mouse 
pointing device. An alternative device, the bitpad tablet and stylus, was also tested 
informally, and was preferred by a number of the subjects. This suggests that there is scope 
for further investigation of suitable pointing devices for use by visually disabled people. 
There has been quite extensive testing of the available visual pointing devices (see, for 
example, Card, English and Burr, 1978), but no corresponding evaluation for visually 
disabled users. This is, of course, not surprising since Soundtrack is the first wimp 
program designed to be used by blind people, which has special emphasis on hand-ear 
coordination. A number of suggestions of alternative pointing devices have been made by 
researchers who have examined Soundtrack, such as roller balls and joysticks, but without 
proper testing it is impossible to judge the practicality of any of these suggestions. 
11: Conclusions 210 
Controlled tests should be carried out to compare the efficiency of all the currently available 
devices for visually disabled users. 
11.6 Experiments with auditory modulations 
The results of the evaluation strongly suggest that using tones of different pitches is not a 
very useful means of communication. There must be more effective auditory means of 
communication. Bly (1982) has shown that even complex, multi-dimensional data can be 
communicated effectively in musical tones. Other researchers are beginning to investigate 
the possibility of enhancing computer interfaces by adding a sound dimension to the output. 
The sounds used' might be purely symbolic. Sumikawa, Blattner and Greenberg (1986) 
propose the construction of earcons by linking together short sequences of rhythms and 
pitches. These would be built in hierarchical structures, reflecting the structures of the 
entities they represent. A different approach is advocated by Gaver (1987) whereby less 
symbolic sounds might be used which in some way resemble or represent the associated 
entity. Such suggestions should be pursued, both in the context of enhancing visual 
interfaces for sighted users and in the development of better purely auditory interfaces for 
blind people. A first step would be to carry out a pilot project in which a simple interface, 
based on Gaver's ideas, would be implemented and tested. This would give an indication as 
to the viability of this approach. 
The model of pointing behaviour developed in Chapter 8 applies specifically to the auditory 
protocol implemented in Soundtrack. There is, therefore, scope for further investigation of 
the nature of 'hand-ear' coordination in a more general way. This could also contribute to 
the extension of Roberts and Moran's (1982) evaluation procedure to include auditory 
interfaces. 
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11. 7 Graphics programs 
Soundtrack is limited in its power. Basically, the design principles applied are not sufficient 
to cope with the adaptation of any programs which are graphical in nature. Bit-mapped 
computer displays have led to the development of a very large number of drawing programs 
for sighted users. None of these would be easy to adapt for access through an auditory 
interface for blind users. However, this does suggest an interesting challenge. Not only 
that, but it does also represent a real need. Blind people do often lack the facility to produce 
even the simplest of pictures. Yet this would often be very desirable. For instance, learning 
geometry is very much more difficult for a student who cannot sketch diagrams. It would be 
worthwhile to extend the ideas behind Soundtrack to this kind of problem. 
Drawing programs use the mouse to define graphical objects on the screen. In general the 
user selects a graphical figure, such as a line, circle or rectangle from a menu and then 
defines a point on the screen at which the item will start to be created, by pressing the 
mouse. Then as the mouse is dragged the item grows, following the mouse pointer. 
Releasing the mouse button defines the limit of the item which then remains static on the 
screen. The approach to doing this through an auditory interface would be based upon the 
same ideas implemented in Soundtrack, whereby the user gets auditory feedback about her 
movement of the mouse. The user would have to have access to more complex information 
also, however. She would need to be able to get information about the graphical figures and 
their inter-relationships. This could be presented in a combination of symbolic sounds and 
speech. 
11.8 Visual programming languages 
In the introduction to this thesis it was pointed out that the wimp interface represents a stage 
in a trend towards more visual forms of interaction with computers. This is a continuing 
trend. One direction is in the development of visual programming languages. Within such 
languages programs are defined by the positioning of graphical objects relative to each other 
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on a screen. Examples of early graphical programming languages are Interface Builder 
(marketed by Expertelligence), the Pinball Construction Set (written by Electronic Arts and 
distributed by MacSerious Software) and Ark (the Alternate Reality Kit, see Smith, 1986). 
Interface Builder is not (yet) a purely visual language. It enables the user to interactively 
design screen objects on a Macintosh. These objects can have actions attached to them, but 
those actions must be defined in a non-visual language (Common Lisp). However, the 
program's developer, Jean-Marie Hullot, has said that his ultimate aim is to develop a 
programming system on which the programmer would only use the mouse and never touch 
the keyboard. Obviously such a development could have a devastating effect on 
programmers who are visually disabled. Interface Builder is a genuine general-purpose 
programming system, as is demonstrated by the fact that it was built by being bootstrapped 
through itself. 
Ark is a conceptually similar system, which runs on more powerful Xerox machines. It also 
is not purely visual in that detailed levels of the program must be written in Smalltalk. One 
application of Ark has been to create simulations of a wide range of physics experiments. 
One feature which both Ark and the Pinball Construction Set have in common is that they 
can control objects which move spontaneously on the screen (a ball rolling down a pinball 
table or a subatomic particle in a bubble chamber, for instance). 
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an Alternate Reality 
Figure 11.2. A typical Ark screen, showing a physics simulation. 
Ark programs are built from visual components on a screen. (See Figure 11.2). The mouse 
pointer on Ark has the shape of a hand. To create a new program component the user uses 
the hand to 'lift' the component out of a 'factory'. The factory is represented by another 
picture. A compound program object can be built by the hand connecting 'wires' between 
objects. For instance, a user may create a simulation of pucks sliding on ice and colliding 
with each other. She might create a switch object - which looks like a light switch - which 
will control friction in the simulation. If the user switches friction off, by means of the hand 
and the switch, the pucks will behave in an idealized, friction-free manner. Clearly, 
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constructing an Ark program is an intensely visual task. At the same time, using the 
program is also. In the above example, as soon as a puck is introduced it will start to slide 
on the 'ice' in a random manner. It is up to the user to 'catch' it with the hand and place it in 
an appropriate position before it disappears off the screen. To perform experiments, the user 
will 'slide' pucks towards each other by picking them up with the hand, moving the hand 
and then releasing the grip on the puck. 
This system is an experimental one which may represent the logical progression of interface 
development, beyond wimps. Such a graphical, kinetic program probably represents the 
greatest challenge to auditory translation, so that Ark might be adopted as the benchmark 
against which all developments in interface adaptation should be measured. The question 
can then be asked, "Could this form of adaptation be applied to make Ark accessible?" 
As its name implies, the Pinball Construction Set is a program which allows the user to 
create simulated pinball games on the computer. Although being used to create games may 
make it"seem trivial, in fact it represents quite an important development. The user creates 
pinball tables by laying out icons which represent the mechanical components of a real 
pinball game - and which behave correspondingly. It is the only one of the three systems 
mentioned which is purely visual; the programmer never has to write conventional code - nor 
does she have the facility to so do. However, being purely visual it is not as general 
purpose as the other systems, and can only be used to create pinball games. 
11.9 Integration with other senses 
For the purposes of investigating the utility of visual-to-auditory translation Soundtrack was 
deliberately designed not to give any visual feedback. This meant that all users were forced 
to rely on the auditory output. However, the interface could be extended so that it could be 
used by partially sighted people who prefer to use their residual vision as much as possible. 
An obvious approach would be to combine the best features of Soundtrack with those of a 
program like Inlarge (see Section 1.5). 
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A third sense - touch - might also be brought into play. There is research which is at an 
early stage at the moment at the Western Blind Rehabilitation Centre in the United States into 
the possibility of linking the mouse pointer on a wimp screen with the tactile output of an 
Optacon (Steele et aI., 1986). There is scope for experimentation as to how this might best 
be implemented. The obvious approach is for the mouse pointer to act as if it were the 
Optacon camera. This would allow the user to sense exactly what is on the visual screen and 
to read any text thereon. However, it is likely that some of the visual items would be too 
complex to interpret, such as icons. In that case it might be better to simplify the screen 
along the same lines as was done in Soundtrack. The tactile output would then give simple 
information such as when a window boundary is being crossed. A powerful interface might 
be developed by combining these tactile features with auditory output. 
An alternative approach to provision of tactile information would be to give the computer 
control of the movement of the mouse in such as way as to give the user the impression that 
the mouse is moving under physical restraints. 'Brakes' could be added to the ball under the 
mouse which would be applied in such a way as to provide physical resistance to its 
movement. Thus, if the mouse pointer is constrained to moving within the screen, then the 
mouse should be physically prevented, by application of a brake, from moving beyond those 
limits. The brakes could also be partly applied to provide resistance short of stopping the 
mouse. This could be used to mark boundaries - such as those between Soundtrack's 
auditory windows - or to simulate physical devices, such as a thumb bar moving along a 
notched guide. 
Such broadening of interfaces to use different senses, in different ways would support the 
argument for greater flexibility of interface design, as discussed in the following section. 
11.10 A generalized interface 
One of the objectives behind this research was to investigate the feasibility of developing a 
generalized auditory interface which could be applied transparently to a wide number of 
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visual application programs. Ideally such an interface would be implemented as a program 
which would be run in conjunction with programs and have the effect of transforming the 
interface to the program into one based on sounds. It has been shown in this project that 
such a change would necessarily involve transfonning both the output from the interface and 
the form of the input to it. The idea is that if such a generalized interface program were run 
in conjunction with, say MacWrite, then it would appear to the user that they were using a 
program similar to Soundtrack, but in fact behind the interface MacWrite would be doing all 
the processing. Ideally that same interface program would be capable of running with a 
number of word processors and other text-based applications. 
The different forms of adaptation were discussed in Chapter 1. Three forms of adaptation 
were identified: 
1. custom-build a device; 
2. carry out relatively minor modifications to an existing device; 
3. develop a device which can be used to make a range of existing 
devices accessible. 
The ideal generalized interface described above would come into the third category. It would 
be a program which could be used with a variety of applications, in the way that the software 
screen enlarger lnlarge (Berkeley System Design) runs transparently with any applications 
programs. Such a generalized auditory interface would, however, be very difficult to realize 
in practice. 
This kind of interface would have to work by intercepting communications between the user 
and the application. For instance, assuming the interface used a different (Soundtrack-style) 
screen layout, the interface would detect a mouse click and calculate the mouse's position in 
terms of the auditory screen's layout. Suppose the click occurred in an auditory menu, the 
interface would then pass a signal on to the application as if a click had occurred in its 
corresponding (visual) menu. Similarly, if the application writes any text to the screen, the 
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interface must catch that information and divert it to the speech synthesizer. This is the way 
that programs like Inlarge work. 
The basic problem of applying such an approach to an auditory interface is the need for the 
interface to have access to a high-level description of the application with which it is 
running. It might be said that such an interface needs to be intelligent. An example which 
illustrates the difference between such a program and a non-intelligent adaptation such as 
Inlarge is that the display on a wimp-based system is bit-mapped. That is to say that 
internally a letter is effectively represented as a set of dots which are either black or white. 
At that level of representation the information that a particular set of black dots form a letter 
has been lost. In an auditory interface that would make it impossible for a speech 
synthesizer to pronounce the letter. The loss of the letter identity is not a problem in a 
program like Inlarge. In effect it merely enlarges the dots displayed which will retain the 
same outline. For an auditory interface to work, it must be capable of intercepting 
information at a higher level, that is it would recognize that the application was sending a 
letter to be displayed on the screen before the display hardware received the letter and turned 
it into a dot pattern. 
The problem of transforming a bit-mapped display is just one example of the complexity 
involved. There are others, such as how to represent graphical items like scroll bars and 
icons. 
It would seem that. given the design of current software, this would be very difficult, and 
probably impractical. However, it might be more feasible if basic applications software 
were to be designed with greater flexibility in its interface. 
The design and implementation of Soundtrack has highlighted the difference in the degree of 
adaptation. It is not possible to conclude that it is infeasible to adapt all wimp software, 
however this research suggests that it would be impractical. One of the results to come 
directly from the implementation of Soundtrack was that it was not possible to provide 
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accurate auditory analogues of all the visual interactions. In particular the auditory document 
window differed radically from that in the visual program. In fact, the auditory version 
incorporates entities which are not part of the visual one, such as the Level controls, and 
indeed the concept of selection level. It would be possible to include such entities in a 
program modified for auditory operation, but with the amount of extra code involved it 
would be arguable as to whether this any longer represented an adaptation. 
The second approach to adaptation is to modify a particular program. This has a 
disadvantage in cost since it implies duplication of effort, possibly to the extent that as much 
effort would go into the adaptation as was put into the original implementation. In referring 
to computer software this effort would be spent on programming and it may be that the use 
of modern programming techniques could reduce the effort required. 
One such possible technique is that of object-oriented programming (Goldberg and Robson, 
1983 and Pascoe, 1986). Programs are constructed of objects which interact by sending 
each other messages. As an example, objects often receive messages such as draw, which 
tells the object to display an image which represents itself in some way, on the screen. Such 
an object might be modified such that when it receives the draw message it actually displays 
itself on an auditory screen, rather than a visual one. Furthermore, the technique of 
inheritance applied in most object-oriented languages means that many different objects may 
share the same draw method. so minimizing the amount of modification required. 
Another new program construction technique enables the specification of the (visual) 
interface of a program to be separated from the specification of its behaviour. This means 
that an application can be run with different interfaces. At the simplest level, this means that 
programs can be tailored for use by people who speak different languages. So, for instance, 
menu entries can be translated into other languages. Clicking on (say) the third entry in a 
menu will have the same effect on the application regardless of whether the entry is labelled 
Close or Fermez. The basis of this technique is that the description of the interface is held as 
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data in a me separate from the application ccxle. That data is interpreted when the application 
is run so that the desired appearance and behaviour of the interface is achieved. It is possible 
to mcxlify the interface by editing the data me. If the application is then run again, without it 
having been modified or re-compiled, it will be presented to the user through the new 
interface, although the application's behaviour will not have changed at all. The resource 
facility on the Apple Macintosh (Apple Computer Inc., 1986) is one example of this 
technique, and Apollo's Domain/Dialogue (Apollo Computer Inc, 1985) is another, more 
sophisticated one. 
As described above, this technique has thus far been applied only to the appearance of visual 
interfaces. Given a suitably powerful interface-description mechanism (such as 
Domain/Dialogue), it could be extended to auditory interfaces, and might provide a suitable 
mechanism for transforming visual programs into auditory ones. This would be similar to 
the sort of transformation described above in object-oriented programs, whereby the 
specification of the interaction between the mouse and a visible item would be transformed 
into an interaction with an auditory item. 
In fact interfaces need not be exclusively visual or aUditory. Combining several of the ideas 
discussed above could result in interfaces which exploit both. What is more, such interfaces 
could be very flexible, so that users could specify their own preferred style of interface. For 
a sighted user that might involve a combination of visual and auditory, whereas a blind user 
would be able to specify an entirely auditory interface. 
11.11 Representations of text 
This project made available to a blind person the same kind of word processing facilities as 
available on visual wimp-based systems. Yet such word processors do have limitations, as 
was suggested earlier, in that they are not designed with regard to the user's internal 
representation of the text on which they operate; operations are defined in terms of the spatial 
structure of the text. The limitations of this approach are highlighted by the difficulty blind 
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word processor users have who have to 'read' text via other senses which lack the flexibility 
of vision. That was why the manipulation of documents in Soundtrack was based on 
syntactical structure. However there is a great deal of scope for applying more powerful 
representations and displays of text. 
One example is the concept of the fisheye view (Furnas, 1986). This is based upon an 
analogy with photographic fisheye lenses which show a very broad, 1800 picture within 
which the central portion is shown clearly and in detail, but the outer edges are distorted and 
show less detail. Furnas applies this approach to the display of hierarchically structured 
information, such as legal texts and computer programs. For each structure a Degree of 
Interest function is defined. Given the current point of focus, this gives a value for the 
degree of interest of all other points in the structure. The function incorporates a term 
describing the distance between the two points and a term which reflects the a priori level of 
interest of each point. The fisheye view is then constructed by cutting out all points with a 
degree of interest lower than a chosen threshold value. Having such a view enables the user 
to view and work in detail on parts of the structure, but to always have visible the current 
context. 
Given the linear nature of speech output it is difficult for a blind person to navigate through a 
large document. Some form of auditory fisheye view might be a significant aid. The same 
sorts of controls as employed to control levels, selections and contexts in Soundtrack might 
be applied to control a fisheye 'lens' on a text. Whereas the Say context control allows users 
to hear the context within fixed bounds, controls could be added which would allow the user 
to hear parts of the text at a controlled level of interest. 
As this goes beyond the facilities provided currently by visual word processors, such a 
facility could not be included in Soundtrack. However, it would be well worth investigating 
within the context of developing better tools which are custom-made for use by visually 
disabled people. 
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11.12 Summary 
Developments in the design of computer interfaces have led to interactions becoming 
increasingly visual. These developments have succeeded in making computer-based 
equipment easier to use for the majority of people, so it is inevitable that such developments 
will be adopted widely. However, this trend is likely to seriously further disadvantage 
people who are visually disabled - unless means can be found whereby such obstacles can 
be overcome. 
This thesis describes the successful attempt to provide a practical solution of the problem 
posed to visually disabled people by modern visual interfaces. A set of design principles 
were proposed as the basis of a means of adapting such visual interfaces for use by people 
who are totally blind. A word processor was implemented by applying those principles. 
The word processor was evaluated and it was concluded that it was a usable program. 
However, there was still a lot of scope to improve its ease-of-use. In fact, the results of this 
investigation into auditory interfaces suggest that there is potential to greatly enhance human-
machine interfaces through the addition of an auditory component. This project produced 
the fIrst system which makes wimps accessible to blind people. 
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error 16, 28, 34-36, 62-64, 81, 85, 89, 
94, 100, 101, 118, 137, 139, 143, 
147, 148, 150-152, 154, 160, 163, 
164, 166-168, 171, 174-177, 182, 
183, 186, 187, 189,206 
Etude 102 
evaluation 2, 3, 20, 53, 75, 91, 94-98, 
101-113,115, 126, 128, 132, 138, 
140, 141, 144, 152, 156, 157, 159, 
165, 166, 186-187, 189, 199-201 
204,206-210 ' 
event 63, 160-162, 168, 180 
execute 56, 58, 64, 81, 89, 156, 163, 
164,205 
Exercise 0.1 138, 141, 145, 147, 148, 
150-157, 159, 167, 188 
Exercise 0.2 152-154, 156 
Exercise 30 159,167,170,174,185 
Exercise 31 118,165,171,175. 186 
Exercise 33 157,163-166,177,178, 
181, 183, 184, 189 
Expertelligence 212 
extending selections 205 
field observations 98 
field of vision 11, 12 
File menu 80, 88, 91, 92, 116, 163, 178, 
205 
Close 88, 89, 92,201-202, 218 
New 80,88,92, 161, 179,201-202 
Open 30, 62, 63, 80, 88, 91, 92, 
116, 161, 163, 164, 179, 180, 
183, 201-203, 205 
Quit 88, 89,92,201-202 
First Byte 71 
Fitts' Law 138-140, 155 
formal analysis 99 
Frank Audiodata 13, 15, 106, 117, 118, 
125, 127, 130, 187,206 
generalized interface 6,215-216 
Get file name 93 
Get target string 93, 134-138, 145, 155 
Goms 99 
grid 55-58, 60, 62, 76, 77, 91, 92, 115, 
133, 134, 163, 178, 180, 198, 208 
hand-ear coordination 199,209 
hardware 7, 13, 15, 21, 22, 36, 37, 56, 
70-72, 115, 120, 123, 131, 183, 
208,217 
Hick's Law 138, 145 
Hidden 90, 177 
highlighting 31, 32, 36, 217 
human-machine interface 1,26,220 
IBM 13, 15, 18, 107 
icon 8, 29, 31,37, 68, 69, 73, 191, 200, 
214-215,217 
idiographic evaluation 110 
information technology 1,5,9, 12 
Inlarge 18,216-217 
Interface Builder 212 
Interface menu 90 
Hidden 90, 177 
interview 3, 105, 109, 110, 112, 126, 
127, 132, 187, 200 
introspection 98 
investment 96 
joystick 28, 209 
Jump backward 84 
Jump forward 84 
Key down 161 
keyboard 8, 15-18,25,27,67,70,71, 
88,120,127,159, 161, 171, 190, 
203,206,212 
keystroke-level model 100 
kinaesthetic sense 140 
Kurzweil Reading Machine 42 
learning 4, 5,10,30,74,97,100-102, 
108,113,117,118,120, 123, 124, 
132, 156, 157, 159, 187-189, 194, 
198, 200, 202, 211 
level 3, 7, 9,10,19 
Level down 80,81, 117, 153, 184 
Level up 80,81,117,153, 173, 185, 
196-197 
lightpen 28 
Lisp 213 
list 12, 29, 35, 36, 62, 91, 95, 126, 141, 
152, 180, 183,201-203,207 
Living Videotext Inc. 65 
MacAdvantage 72-73 
Macintosh 8, 18, 31,38,70-78, 131, 
183, 194, 200, 208-209, 212, 219 
MacSerious Software 212 
MacTablet 71 
MacWrite 74, 207, 216 
magnification 12, 13, 18 
memory 22, 59, 68, 73, 74, 76, 77, 116, 
118, 129, 156, 190 
menu 8, 29, 30, 33, 34, 58, 60, 61, 73, 
75, 79, 80, 81, 85-92, 95, 107, 
116, 117, 119, 127, 129, 147, 156, 
163,167,172,178,190-192,201-
202,205-206,209,211,216,218 
Edit 89, 147, 172 
File 80, 88,91,92, 116, 163, 178, 
205 
Interface 90 
pop-up 29 
pull-down 29, 192 
Speech 81,85 
ticked entry 87, 88, 90 
modal dialogue 34, 35, 62-64 
Model Human Processor 99, 139 
modeless dialogue 34, 62-64,94 
More 25, 65, 71, 165, 207 
mouse 8, 27-29, 32-38, 54, 56-59, 62, 
64-66, 70-72, 75, 76, 78, 79, 85, 
86, 94, 95, 109, 114-116, 118-121, 
123-125, 127-129, 131, 133-143, 
145-147, 150, 151, 153, 154, 156, 
159-164,171-173,177-186,187, 
192-194,203,205,208-209,211-
213,215-216,219 
mouse pointer 27-29, 186, 194,211, 
213,215 
mouse-downs 160 
Move 134-137, 145, 166 
Name 163 
New 80, 88, 92, 161, 179, 201-202 
No button 92, 93 
nomothetic evaluation 110 
object-oriented programming 73, 218-
219 
Open 30, 62, 63, 80, 88, 91, 92, 116, 
161, 163, 164, 179, 180, 183, 201-
203, 205 
Optacon 6, 107, 123, 215 
paragraph 65, 67, 80-82, 84-86, 100, 
196,204,207 
paragraph level 85, 185 
PARC (Xerox Palo Alto Research 
Center) 36, 37 
partiall y hearing 4 
Pascal 72, 73, 94, 209 
Paste 89, 161 
perimeter 11 
Perq 38 
personal workstation 22 
Phonetic alphabet 206 
Pinball Construction Set 213,215 
(See also Visual Programming 
Language) 
pitch 77-79, 114, 117, 121, 122, 124, 
125, 128, 131, 132, 135, 140, 147, 
151,171,178 
Plan route 134-137, 145 
point 1, 4, 8,15,19,24,26,27,32,33, 
54,56, 58, 67, 68, 71, 81, 86, 89, 
122,142,171,176,177,189,195-
196, 198, 203-205, 211 
point level 176, 177, 198 
pointing devices 209 
pop-up menu 29 
programming techniques 73,209,218 
Proof read 87, 88, 171 
Psychological models 99 
pull-down menu 29, 191 
questionnaire 101, 102, 106, 107, 109, 
112, 113, 115, 116, 121-122, 130-
131, 157, 167, 187, 197 
(See also Structured interview) 
Quit 88, 89, 92, 201-202 
resource 75, 209, 219 
RNIB (Royal National Institute for the 
Blind) 15, 105, 106, 126, 188 
Royal National College for the Blind 15, 
188 
Royal National Institute for the Blind 
(RNIB) 15, 105, 106, 126, 188 
Save file dialogue 92 
Say characters 87, 88, 184 
Say context 86, 172, 197 
scotoma 11 
scroll bar 33, 114, 204, 207, 217 
selection 29, 30, 33, 35, 99, 126, 127, 
179-182, 190, 196,201,203,205 
Select file 79, 88, 91, 163, 178, 180, 
183,184,201,205 
sentence level 173, 195 
SmaUtalk 36, 37, 73, 213 
Smith-Kettlewell Institute 6 
Smoothtalker 71, 72, 86, 118 
Snellen Chart 11 
software 2, 3, 5, 7-10, 15, 18-21, 30, 
37, 38, 53, 66, 70, 71, 73, 74, 96-
98, 105, 115, 128, 130, 131, 186, 
189, 191-192, 198,216-217 
Soundtrack 2, 3, 53, 54, 70-75, 77, 81, 
85, 87, 90, 91, 94, 95, 97, 98, 
101-104, 107, 109, 110, 113, 115, 
117-119, 121-128, 130-133, 144, 
147, 148, 155-157, 159, 164-168, 
173, 182, 186, 187-191, 194-195, 
197-201,203,205-211,214-217 
Special Education 19 
spectroscopy 45 
Speech menu 81, 85 
Announce dialogues 87 
Proof read 87, 88, 171 
Say characters 87, 88, 184 
Say typing 87 
speech synthesis 7, 15, 16, 72, 86, 209, 
217 
Star (Xerox) 31, 37, 68, 192 
Star Microterminals 16 
structured interview 110, 127, 132, 156 
(See also questionnaire) 
Subject SI 105-107, 114-118, 126, 127, 
148, 150. 152-154, 159. 165. 167, 
168. 170-173. 186. 197 
Subject S2 105-107. 114, 115. 118. 119. 
126. 127, 130. 148, 150, 152-154. 
159. 165, 170. 174, 176, 186 
Subject S3 106, 107. 120, 121, 148. 
150.151. 163, 166.177.178 
Subject S4 106, 121, 122, 148, 150, 
151,163,166,178,180,181 
Subject S5 105 
Subject S6 105 
Subject S7 106, 122, 123, 148, 150, 
152, 163, 166, 181, 182 
Subject S8 105-107, 123, 124, 148 150 
166, 183 ' , 
Subject S9 106, 124-126, 148, 150 152 
166, 184 ' , 
Summagraphics MacTablet 71 
Sun 38 
tactile 6, 12. 13. 16, 18, 26, 71, 108, 
113, 140, 163, 177, 180 192-194 
215 " 
tactile screen 16 
taso 13-14, 127 
Tchoose 137, 138. 144-146, 153, 155, 
156 
Tclick 137, 138, 145, 153 
Tmove 137, 138, 144-147, 153-155 
Tp1an 137, 138, 145, 146, 153, 154, 156 
Tposition 137-139, 143 
Tthink 138, 144-146, 153, 154 
Teco 99 
TeleSensory Inc. 6, 18 
text 3, 6-8, 11-15, 17, 18, 21-24 26-28 
30-33, 35, 58, 64-68, 72, 74, 80- ' 
82,86,89,90,98-102 107 122 
127, 134, 159, "160, 164 167 168 
170, 171, 173, 175, 176: 178' 186' 
194, 201, 203, 205-206 209 '215-' 
216 ' , 
Thumb bar 80, 84. 85, 114 152 153 
199 ' , • 
ticked 87, 88, 90 
tiling 25 
timbre 77 
Timestamps 160 
tone 15, 34, 36, 55-59, 62-64, 76-79, 
87,95, 117-122, 130, 134, 135, 
137,140,151,178, 180, 183,202-
205 
Toolbox (Macintosh) 73, 75, 209 
tracing 22, 108, 109, 119, 141, 148, 
157, 159, 160, 162, 166, 168, 186, 
197 
training 77, 96, 102, 103, 105, 108, 
112, 113, 116, 118-120, 124, 130, 
132, 187-189, 194 
tunnel vision 11, 12 
UCSD 72,73 
Up button 91, 163, 180, 181 
Versabraille 6, 17, 18, 106 
Vert 15, 16 
Vincent Workstation 16,206 
Vista 18 
visual disability 1,2, 10, 12, 19, 165, 
186, 212 
visual feedback 58, 75, 140,207-208, 
214 
visual programming languages 211 
waveform 44 
whole text 80, 81, 203 
wimp 8, 20, 29, 36, 38, 57, 63, 66, 73, 
75, 96, 97, 129, 130, 186, 189, 
191,199-200,209,211,215,217 
window 8, 25-27, 29, 32-35, 57-59, 62-
64, 66, 67, 73, 76-81, 87, 86, 88, 
90,91,92,94,108,114,116,117, 
119-121, 123, 124, 128, 130, 138, 
134, 141-148, 151-153, 155-157, 
160-163, 166, 167, 171, 172, 174, 
177, 178, 182-184, 186, 190-194, 
197,203,207-209,215,218 
word level 173, 197, 199 
word processing 2, 3, 5, 9, 15-17, 19, 
30, 34, 53, 64-66, 69, 70, 74, 75, 
76,95,98,102,103,105-107, 
112, 115, 121-124, 126, 130, 133, 
155,158,165,166,173-174,178, 
187, 188-190,200, 207-208, 216, 
220 
Wordstar 15, 106, 107, 122, 127, 130, 
173, 190 
wysiwyg (what-you-see-is-what-you-get) 
26 
Xerox 37, 129, 191, 212 
Yes button 93 
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Appendix A 
Evaluation Session Record Sheet 
One sheet was filled out for each session undertaken by each subject. For exercises which 
were traced the time of day was recorded at the start of the exercise. so that it was possible to 
identify the exercise in the trace print-out. The section on dribble files was intended simply 
as a reminder to the tester to ensure that the trace was correctly saved at the end of the 
session. The table referring to 0 exercise was not used in practice. It was an experimental 
record which was discarded in the actual evaluation. A typical completed sheet is also 
included. 
Evaluation session record 
Subject number 
Date: 
Time 
· 
· 
. 
• 
• • 
· . 
o exercise 
1 
2 
3 
4 
5 
6 
7 
8 
9 
/ / 
Exercise 
D Session number 
Start time: 
End time: 
Subject's comments: 
Observations: 
Exercises completed: 
Dribble file saved? D 
Dribble file name 
D 
Appendix B 
The Evaluation Exercises 
This Appendix contains a copy of the instructions for the evaluation exercises. None of the 
subjects completed all the exercises. Subjects S 1 and S2 did go so far as to complete 
Exercise 31, except that they were given verbal assistance - which was recorded on tape (see 
Chapter 9). The other subjects spent less time on the evaluation (see Chapter 6), so a special 
final exercise was devised for them. This was numbered 33. No one attempted 
Exercise 32. 
Training Exercises 
Exercises which are undedined will be monitored. 
O. Progress exercises 
Exercises 0 should be given several times during the evaluation, to plot progress. Each one should be 
given firstly, unmonitored, at the beginning of a session, and then monitored towards the end of that 
session. 
0.1 Location of large objects 
This exercise should first be given during the first session (ollowing that 
in which the subject completed exercise 3. 
Locate a number of (almost) randomly chosen windows 
• reset the windows 
"I am going to ask you to fJOd a number of windows. They have aU been reset. so none of them is 
active at the moment. I will ask you to locate one window. T eU me when )OU thin< )OU have found it • 
you can check whether you have found the right one, by pressing the mouse and getting speech If 
you want if you're pretty sure you have found it then you need not, that's up to you. 00 f!OI activate 
(double-click) the window. As soon as you say you have found then one I want ru give you the name 
of another one to find in the same way. I will ask you to find a rumber of windows in this way, in a 
random order. I will give you help to locate windows if you want it ... 
• find the windows in one of the rlSts 
2 
A .6. .c 12 
Speech menu Edit menu Document 1 Document 2 
Dialogue Interface menu File menu Edit menu 
Document 2 Document 1 Document 1 Speech menu 
File menu Speech menu Alert Alert 
Document 1 Alert Interface menu Dialogue 
Edit menu Document 2 Document 2 Document 1 
Speech menu Edit menu Speech menu File menu 
Alert Dialogue Dialogue Interface menu 
-Interface menu File menu Edit menu • Document 2 
E f ~ H 
Document 1 Alert Interface menu . Dialogue 
Interface menu File menu Edit menu Document 2 
Edit menu Document 2 Document 2 Document 1 
Speech menu Edit menu Speech menu Rlemenu 
Dialogue Speech menu Dialogue Alert 
File menu Document 1 Alert Document 2 
Document 2 Dialogue Fife menu Speech menu 
Speech menu Interface menu Edit menu Edit menu 
Alert Edit menu Document 1 Interface menu 
3 
1 J. 
Alert Dialogue 
File menu Document 2 
Speech menu Interface menu 
Dialogue Document 1 
Document 2 Alert 
File menu Speech menu 
Interface menu Edit menu 
Speech menu Dialogue 
Dialogue File menu --. 
, will ask you to do a similar exercise again later on in this session. That time it will be monlored. • 
Beset the scceeD 
-, am going to (epeat the exercise we did earljer. where' asked you to find certain windows. but this 
time I wiD npDitor you. I'JI just remind you of the procedure. 8emember none of the windows is 
adjye at the moment. I wH! ask you to locate one window. Tell me when YQU «bUt you have found it • 
you caD check whether you haye {ouod the right 008. by pcesslng the apuse and oetting speech if 
¥tJU want if W'nt pretty aure you have found k then you need not. that's ug to you. po not activate 
(doubJe-cJjdQ ,he window. As soon as you say you have found then one I want ", give you the 
name of another one to find In the same way. I will again ask you to find a IJJDlber Of windows In tbis 
way. but this wjD be Jo a dltern" mrler from last lime. I will not give you any help In IocatiaJ Ihe 
windows this time.· 
• find the windows In one of the lists 
0.2 location of small objects 
This exercise should be presented for the first time during the first 
session after the subject has completed exercise 17. 
Locate a number of (almost) randomly chosen objects 
- activate a document 
4 
'" am going to ask you to find a number of objeds within a document window, in a similar way (0 the 
exercise in which you located a number of windows. Document n's window is already active. , will 
ask you to locate a control object in that window. TeU me when you think you have found it - you can 
check whether you have found the right one, by pressing the mouse and getting speech if you 
want it you're pretty sure you have found it then you need not, that's up to you. 00 not activate 
(double-click) the contro/. As soon as you say have found then one I want I'll give you the name of 
another one to find in the same way.' will ask you to find a number of control objects in this way, in a 
random older. I will give you help to locate objects It you want it - and the tadile diagram is available." 
- find the objects In one of the rlSts. 
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A B .c Q 
Level up Level down Jump forward Say context 
Current level Say context Level down Level up 
Jump forward Level up Step backward Jump backward 
Step backward Jump forward Step forward Current level 
Say context Cummtlevel Say context Step forward 
Level down Step backward Jump backward Say context 
Step forward Jump backward Step backward Level down 
Jump backward Step forward Level up Jump forward 
Step backward Current level Current level Step backward 
.e. f .G tl 
Say context Cummtlevel Say context Step forward 
Level up Level down Jump forward Say context 
Jump forward Say context Step backward Jump backward 
Level down Step backward Jump backward Say context 
Step backward Jtmp forward Step forward Current level 
Current level Level up Level down Level up 
Jump backward Step forward Current level Jump forward 
Step backward Current level Level up Step backward 
Step forward Jtmp backward Step backward Level down 
1 J. 
Jump forward Jump backward 
Current level Say context 
Jump backward . level down 
Say context Jump forward 
Step backward Current level 
level down Step forward 
Jump backward level up 
level up Step backward 
Step Forward Say context 
I will ask you to repeat that exeroise later in this session wnh monnoring on . 
... Locate a nuQlber of (almost) randomly chosen ob,iects 
- actiyate document 1 
6 
-. 
., am going to regeat the exercise you cfld earlier when I aslse;d you to find a fIImber of objects wHhin 
a documont window. Let me lust remind YOU of the proCe;dure. DOQUment ", window Is already 
aetNe. J wW ask you to toeate a oontcol object in that window· Ten me when wu tbfds roo have found 
• - you can gbeds whether you have found the right OM. b¥ pressing the mouse and getttng 
epeecb , tpU WlIDIIf you're preIty sure you have found It then roy need not. that's up to you. Do 
not actfyate (doubItH;Ik;k) the gontcol. As sooo as you say have found thea one I wart 111 give you 
the name of another one to find in the same way. J wiD ask you to find a DUI'I1)ft( of mntml obleq.ts In 
this way. but In a different order from last time. I wfU not give you any hap 10 IQQatIng the oI)lects. but 
you can use the tactile dJaamm If you want H.· 
- find objects from one of the Hsts 
1. Introduction to the project 
Objectives: To familiarize the subjects with the objectives of the 
project and its evaluation, so that they can see the point of it all. This will 
hopefully aid their motivation. This is presented in the form of a script so 
that I can be sure that I have covered all the important points. 
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"A lot of modern computer systems incorporate a new form of interaction. As well as the keyboard they 
have a device wHh which you can point at objects on the screen, and a lot of commands to the system are 
communicated using the pointer: you point at an object on the computer screen and then press a button. 
Obviously this is a very visual form of interaction and the objective of this project is to see whether this form 
of computer can be made accessible to people who cannot see the screen. 
The way I have tried to do this is to replace the things you would normally see ,«ith things you can hear. 
That Is, you hear beeps and synthetic speech. To test the ideas I have Implemented a word processor, but 
the idea of the project is to see whether the principles could be applied to any such program, not just word 
processors. 
I am 4slng your help • and that of a number of other people - to evaluate this program. I need to see how 
easy It Is to use. What I want you to do is to complete a number of exercises, to learn how to use the 
system. The Important objective of the exet'Cises is for you to learn how to use the program. So, take your 
time and feel free to ask questions. Remember it is the program I am assessing, not you. If )'Ou find 
anything dlfflOOlt I want to know about that - because it means there Is room for ~vement of the 
program. 
As part of the program assessment, some of the exercises will be monitored by the computer. That Is, It will 
keep a record of everything you do on a file, which I can take away and analyze later. f wUf tell you before 
you start an exerolse If it Is going to be monitored. (In fact you'll know about It because when I set the 
COmputer to do monitoring It wi say 'Trace on1. Again, the monitoring Is not an examination of your 
leamlng but of the performance of the program. Since timing Is important, I would ask you not to ask 
questions while you are doing exercises which are being monitored, but to do those as well as you can but 
without help. Also, at the end of the project I will go through a questionnaire with you on tape, asking you 
about your views of the system, and there will also be a taped interview so that you can give your opinions 
on it. At the end of each session I will also ask you for your impressions. 1'1/ keep these and then remind you 
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of them during the interview. 
This is the main part of my research for a PhD. It will all be written up in my thesis. I will not use your name in 
anything I write - so you can say what you like! Whether the project goes any further will depend on how 
successful it is." 
2. Introduction to the hardware 
ObJectives: To familiarize the subject wlth the computer. Although 
most of the subjects will have used computers before they will not have 
used a Macintosh - or anything like it probably. This will help them to relax 
and fee/ more coniortable with the task. It is most iniJortant to Introduce 
them to the mouse. 
Allow the subject to look at and feel the computer: 
the keyboard (the home keys); 
the saeenlprocessor box; 
the internal disc drive; 
the external disc drive; 
a floppy d"1SC; 
the mouse - shape. oonnectlon. button. 
00 this without any program loaded - so that anything the subject does (pressing the mouse button 
etc.) will have no effect. Explain the way that the mouse Is oonnec:ted to the cursor on the screen, 
which moves In step with the mouse. 
- warn that the discs may start to whirr occassionally, sometimes unprecftCtably 
3. Introduction to the audible screen 
ObJectives: To introduce the subject to the concept of audible 
objects - the screen and the grid of audible windows. 
Load the program. 
Move the mouse around and hear the tones generated 
- buzz marks the limits of the audible screen 
- 8 different tones, corresponding to eight auditory windows, arranged in a 4x2 grid 
- tone marks the mouse crossing the boundary of two windows 
- tones increase in pitch to the right and downwards 
- present tactile diagram of the screen 
Find each of the eight windows. 
4. Introduction to spoken help 
ObJectives: To Introduce the subject to the protocol of pressing the 
button once to get spoken help. To familiarize them with the naf!18s of 
each of the auditory windows. To let them hear the synthetic speech. 
Press the mouse button once wiD produce speech 
- each window has a different role 
- the windows: 
Empty document (two of them) 
Speech menu 
Interface menu 
Edit menu 
File menu 
Alert 
Dialogue 
Pressing the button while the mouse is off the screen will also produce speech. 
End each of the windows and to hear the name of each one, 
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5. Introduction to the activation concept 
Objectives: To teach the subject how to perform a double-click. To 
introduce them to the concept of activation of windows. 
Explain activation concept 
- caused by a double-click 
Activate the File menu window 
- different tones are now generated within that window (do not yet explain those tones) 
- double beep of window's note on activation - hence three tones (see below) 
Move out of active window 
- short buzz is heard 
- double beep when on retum to the active one 
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- third beep - the tone for the object within the active window at which you are currently pointing 
At any time precisely OM window is active 
• Inactive windows are stiR axessible and can be activated In the usual way - making the previously 
active one Inactive 
6. Introduction to a menu 
ObJectives: To Introduce the menu concept. Speclflcal/y, 1ntt0duc6 
th6 FIle tntmu and 1M New. command. 
Menu Is the principal means for colMIJnicating commands 
• related commands are grouped under a heading In different menus 
Activate the Fife menu 
- all the entries therein are arranged verticaUy 
- 4 of them 
- top-most entry has same note as the window, again Increase downwards 
- show tactile diagram 
- locate each of them by tone 
- single-click protocol works within the active window 
Entries within the File menu are: 
- locate each of these 
New 
Open 
Close 
Quit 
- say briefly what the effect of each entry is 
. Four windows: Speech, Interface, Edit and File are all menus 
- diagrams of these are avalable 
- activate each of them and find the names of each of the entries therein 
Reset the active window. 
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Repeat the above task with monHorjog on. (This is to be done twice so that the second. time the subject 
win be familiar with the words which will be spoken). 
Double-click protocol applies to execute a menu-entry command 
• fincJ New entry In the File menu and double-click it 
7. Text entry 
Ob}ectlvtJs: To Introducs ths doaJment window and the manner of 
entering I6xt Into a document. 
New command has opened a new document file 
-In the top left-hand window - formerly -empty document-, now "unnamed me-
- activate that window 
- type text Into It - any, freely chosen text, fonn Is irrelevant 
{Exercise 26 might be given here} 
8. Introduction to dialogues 
Objectives: To introduce the dialogue window and to allow the user to 
save their typing. Introduce the Save file dialogue. 
Close the current document 
- system will want to know whether you want to save the file's contents on the disc 
- via the Dialogue window 
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- dialogues are used by all commands which need more information before they can be carried out 
- execute the Close command 
- dialogue 'announced' 
- Dialogue window Is now filled 
- since the program can progress no further until it knows whether you want the fHe saved. you 
cannot activate (double-<:rlCk) any other windows at this point. you can still single-click them to hear 
what they are, though - so-caRed modal dialogue - non-modal dialogues later 
Use the Dialogue window 
- activate it 
- tactile diagram available 
- usual tone pattern· I.e. increasing pitch downwards and to right 
- also usual dICk protocol 
- explore it, look for, and explain: 
- execute No 
Create a new file? 
Yes 
No 
cancel 
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Since the program can do nothing more until the Close command has been completed, no other window 
can be activated at the moment. 
9. Opening a file 
ObJectives: To allow the subject to use an existing file In the 
subs8quent exercis6s. IntroduCIJ the Open command and the File 
Open dialogue. 
Execute the Open command 
- dlatogue opens 
Explore the dialogue 
"One control col1a1ns a file name. In fact there is a list of file names, but only one Is shown at a time. 
To get at the others you move them. one at a time Into the control. It Is as if they are In a Dst on a 
piece of paper, each name on a fine on Its own in alphabetical order. You can move a different name 
Into the control by SCfOIIing the names up and down -like moving the piece of paper up and down. 
To scmU you use two of the other controls: Up button and Down button.· 
- to hear QJlTent name, (single-) cfick in that control 
- to open current name, either double-click name control or Yes 
- Cancel will do just that 
- scroll through all the names 
- select one 
10. Introduction to the text selection concept 
ObJectives: Sections of text which are selected form the basis of text 
editing in this system. It is necessary that the subject understands this 
concept before they can do any editing. To introduce the fol/owing 
document window controls: Current Level, Level up, Level 
down, Step forward, Step backward. 
.4 
"In this type of system, all editing operations operate on a portion of the text within a document which is 
said to be selected. In a visual program, the currently selected portion of the t~ Is d"lSplayed In a 
highlighted manner, different from how the rest of the text is displayed, so that the user can see which part 
of the text It Is. A sighted user specifies which portion of the text is to be selected by pointing directly at it 
on the screen. This Is too dlfflQJlt to implement for someone who cannot see the text. Therefore. this 
system uses a slightly different approach. Selections can be made of: 
the whole document. 
a paragraph. 
a sentence, 
a word. 
a character. 
the point between two characters. 
The current selection of a document Is communicated by being spoken· and this win OOClJr every time the 
selection Is alteAtd • or. the user I\lqU8sts It. Each document has a seCection Ievlll associated wtth It. A11~ 
sefection operatfons coeur at that level. For instance If the current levalls sentence then you can move 
the selection {OMard one sentence. backwards on sentence etc. Selection is altered by way of control 
objects in the document window.· 
Activate the open file window 
- explore document window - tactile diagram 
- some of the controls will not be explained until later. 
- available levels: inter-character to whole text. 
Initially selection is at end of the document and at inter-character level 
- inter-character level is used to insert within existing words to be demonstrated later 
Explore Current level control 
- single click causes speaking of the current level 
- double-click will say current selection 
Explore Level up and Level down controls 
- adjust the selection level to whole text level - click the Current level control to check on 
progress 
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- new selections are generaRy extended to the right of of the current selection start - which Is why 
nothing is said up to whole text level 
- listen to the document 
Read document a patagtaph at a time 
Move down to sentence level and to move around 
- words are spoken more slowly, but the speech can be Interrupted at any word boundary 
- experiment with this: sefect a sentence, interrupt Its being spoken and then request the current 
selection to be spoken 
• speech can be Interrupted at any leve', but will only stop between units - at then end of the Ct.ICfent 
word at sentence level, the current sentence at paragraph level etc. 
Move to word level and move around 
Experiment at character level 
Experiment at will 
11. Introduction to editing 
ObJectives: To introduce the editing operations. To introduce the 
Edit menu and the Cut command. 
Activate Edit menu 
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- explore the entries therein 
- tactile diagram 
- some of the entries will be explained later 
Make a selection 
- move to sentence level - Osten to it 
- move down to word level and to one of the words therein (preferably not the first word) 
- emphasize that that word is selected, and to remember its oontext 
Cut it 
- activate the Edit menu 
- locate the CUt command - explain the effect of Cut and reason for its name 
- execute Cut 
Check the effect 
- re-activate the document window 
- move to sentence level- listen to new sentence 
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12. Cut and paste 
Objectives: To reinforce earlier lessons. To introduce Paste. 
Introduce the idea of pasting 
- the last section Cut is held in a buffer 
- it can be Pasted back 
- is inserted at current selection - can be back where it came from or elsewhere 
- replaces current selection - if that is a point it wiD be inserted, if a section it will replace that 
- note that once you Cut current selection becomes a point (it closes the gap) - but current level 
unaffected 
Cut a word from a document and Paste it back in place 
- Open a document 
- Select a word within it 
• Cut it 
- listen to Context 
• Paste it back in place 
- listen again to Context 
Cut a word from a document and Paste it back elsewhere 
- Select another word 
-Cut It 
- listen to Context 
- Select another word 
• Paste 
- listen to Context 
- point out that second word has been replaced 
Repeat, but Copy Instead of Cut 
Experiment 
Close, but do not save the file 
13. Introduction to proof-reading 
Objectives: To get further practice at entering text. To introduce 
working at character !eve/. 
Correct a typing error in a given doaJment -Needleman (error is the word ,dought' where it should be 
'brought1· 
- Open a file 
- move to paragraph level and listen to it - try to hear any errors 
- move to word locate the offending word 
- move down to character level 
- locate the apropriate point 
- type in the extra letter 
- listen to the word again 
14. Word-rearranegement exercise 
ObJectives: To get further practice of Cutting and Pasting. 
Correct a jumbled-up sentence in a document - week 
- Open the doaJment 
• move up to sentence level 
• step back, to hear the sentence 
- wor1< out the correct sentence (with help as necessary) 
• move down to word level and CUt and Paste It as necessary 
• check the new sentence 
• Close, but do not save it 
15. Text entry practice 
Objectives: To get further practice at entering text. To Introduce the 
18 
Get filename dialogue. 
Create file, and save its contents 
• open a New file 
• type dictated text into it 
• Close it 
• in response to Save file dialogue enter Yes 
• Get filename dialogue opens 
• explore it 
• choose and enter a name 
• double-click Yes 
16. Practice at text Insertion 
ObJectives: To leam about the manner of inserting text within a 
document. 
Replace text In an existing doaJment. Westland 
• Open the document 
• rlSten to It 
• select the name 
- replace It with the subject's name 
- emphasize that whatever Is typed replaces the current selection 
- point out that the levef automatically becomes point level 
-check 
17. Introduction to document Jump controls 
Objectives: To introduce the document controls: jump forwsrd 
and jump backward. 
Experiment with the Jump controls 
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- go 10 whole text level 10 hear the whole documenl 
- go to sentence level 
- explain that jump controls allow you to move around in big chunks 
- they do not affect the current level, but allow you to move in units one above the current level i.e. if 
you're at sentence level you move a paragraph at a time, at word level you move a sentence at a time 
etc. 
• experiment with jumping around the document 
• go to word level and experiment again 
18. Introduction to the speech menu 
ObjtlCflves: To introduce the Speech menu and the Say typing 
entry. Also Introduce the concept of ticked" menu entries. 
• activate the Speech menu 
• explore the entries in it 
Introduce ticked menu entries 
- point out that two of the entries are said to be tk:ked 
• exptaln the origin of the tean 
- explain that an entry which Is ticked Is in effect at that time, e.g. Say typing being ticked means 
that whatever Is typed Into a document will be spoken, Announce dialogues means that a 
diatoglJe's name wlH be spoken when it Is opened 
- doubfe.dick Say typIng 
-listen to it again, and hear that It Is no bnger ticked 
• activate the document window and type Into It - note that nothing Is spoken 
- point out that selections are stHl spoken, Say typIng does not affect this, double-dick Current 
level to show this 
19. Introduction to character-level interaction 
Objectives: To introduce methods of working at character level in a 
document. To introduce the Say characters, proof read and 
announce dialogues entries. 
Remind the subject of the use of character level in a document window 
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- that all operations work on charaders - i.e. charaders are spoken, stepping forward and backward 
occur one charader at a time 
Introduce character speech 
- find the say characters entry in the speech menu 
- activate It 
- listen to it and check that it is now ticked 
- re-activate the document window 
- point out that the level has not changed - check this 
- modify the selection 60 that it is spoken - character-by-charader 
- point out that punctuation is not spoken 
- alter the current level and hear that the selection Is still spoken character-by-character 
Typing Is also now spoken character-by-character 
-ensure that Say typing Is ticked 
- type Into the document 
Introduce proof-reading 
• execute Proof IUd 
- check that It Is ticked 
- listen to current selection aga/n (with Say characters still ticked) 
- point out that punctuation Is spoken 
- ensure that some capital letters are heard 
- untlck Say characters and ensure that level Is not character level 
- listen to the current selection 
20. Introduction to the Interface menu 
Objectives: To introduce the Interface menu and the entries 
hidden and auditory. 
- activate the interface menu 
- explore it - tactile diagram available 
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Explain that the word processor can be used by a sighted person, not using sounds, but using their visual 
oounterparts, like any visual program 
• executing the auditory entry will make the program switch to the vist.tal version 
explain that there is an Intennediate mode, in which the contents of doooments are shown on the screen 
- this Is so that sighted people can see what is going on 
·it Is initiated by executing the hidden entry 
21. Introduction to string finding 
Objectives: To Introduce the facility (or searching (or strings in a 
document. This Involves introducing the find entty In the edit menu 
and the get target string dialogue (non-modal). 
"find a string wlthfn a document 
• mov e the selection in a document to the beginning 
• double-cllck FInd 
• the get target string dialogue opens 
• explore the dialogue 
• 2 objeds: target string and find 
• slngle-cllck target will cause it to be spoken, if it buzzes there's no target 
- double-cllck target will dearthe target 
- you can type In a string as soon as the dialogue opens - like a document 
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- double-click find 
- go to the document window and listen to the current selection 
- level is unaltered 
- point out that find will only match liter~IY - no folding of cases 
- point out that the dialogue stays there until another Is opened - with the same target 
- double-clicking find will search for the next occurrence 
- if no oocurrence found, there's a buzz and the selection is unaltered 
22. Final entry In the file menu· quit 
ObJectives: To Introduce the final menu entry: quit. 
If the subject has not already done this In the course of the exercises 
- double-click quit 
- point out that it there are any documents open, the program mJst know whether they are to be 
saved on disc before the program can exit, so a save file dialogue is opened for each open 
document 
- program tenninates 
23. Introduction to alerts 
Ob/eCflv .. : To explain thB skNt window 
When an error ocxurs the program buzzes. If the user wanted more fnfonnation about the nature of 
the elTOr they would do that through the alert window. which would work In a way slmllar to the 
dialogues. However, k has not yet been Implemented, through lack of time. 
24. Introduction to the scroll bar 
ObJectives: To Introduce the operation of the scroH bar. 
- open a document, if necessary 
- find the scroll bar and the thumb bar 
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- point out that the thumb bar moves (horizontally) within the scroll bar 
- its position within the scroll bar rerlects the current position of the selection within the document. 
i.e. if the selection is at the end of the document. the thumb bar will be at the right-hand edge. if 
the selection is at the beginning. the thumb bar will be at the left edge and so-on in the middle 
- the thumb bar not only shows the current position of the selection, but can also control it 
- it is operated by double-clicking the thumb bar, but on the second click the button is held down 
and then it follows the horizontal motions of the mo~se, until the button is released again 
- point out that this is included as a direct analogue of a visual control 
25. Introduction to the operation of multiple windows 
Objectives: To ensure that the subjects are aware that it is possible 
to have two documents open at one time and that operations can be 
carri8d out actOSS them. 
Cut from one document and paste into another 
- ensure that two documents are open 
- select a sentence from one 
- cut it 
- activate the other document 
- select a suitable point within It 
-paste 
- listen to the mocfdied document 
26. Exploring the keyboard 
Objectives: To familiarize the subject with the layout of the 
non-alphanumeric keys on the keyboard to get further practice In 
operating at character level and to familiarize the subject with the 
pronunciation of characters. 
- create a new document 
- tick say characters and proof read 
- press each of the typing keys in turn 
- hold shift key and repeat 
- put the caps lock on and repeat 
27. Introduction to cancelling dialogues 
ObJectives: To familiarize the subject with the facility to cancel a 
dialogue's action. _ 
The subject will know of the cancel entries in some of the dialogues. they should get practice at using 
them. 
- double-click open 
- get filename dialogue opens 
- double-click cancel 
- dialogues closes, no document Is opened, system unchanged 
28. Correction practice 
Obj6ctlves: To give the subjects practice at oorrectlng errors In a 
document, In preparation for later, teallstlc exercises. 
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Open a given file (crime) with 16 names in it. each of which does not start with a capital letter. (Flxlngthe 
numbsr 01 elTOlS wIN help the subject to locate them). 
CrIme: 
In 1921, Thomas (The Butcher) Covello and Ciro (The Tailor) Santucci attempted to organize 
disparate ethnic groups of the underworld and thus take over Chicago. this was foRed when Albert 
(The Logical Positivist) Corillo assassinated Kid Lipsky by locking him In a closet and sucking all the 
air out through a straw. 
- switch on proof-reading 
- replace the initial letters, as appropriate 
- close and save the file 
29. Spelling correction practice 
Objectives: To give the subjects practice at correcting spelling errors 
in a document, in further preparation for later, realistic exercises. 
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Open the file errors with 8 spelling errors in it (Fixing the number of errors will help the subject to locate 
them). 
- correct them 
- close and save the file 
errors: 
It is always useful, sooner or later, to remember the real world, because the reality of that world has a 
habit of asserting Itself. In the real world, for example, Sir Raymond lygo and Sir Austin Pearce 
(though choked and puce) have to go on doing business with Mr leon Brittan, or at least the 
Government to which he currently belongs. What was thus on Wednesday night a gulf of testimony 
beyond understanding becomes on Friday a mutuaRy agreed -misunderstanding.-
It Is always useful, sooner or later, to rememember the real world, because hte reality of that wprfd 
has a habit of asserting IseI. In the real world, for example, Sir Raymond lygo and Sir Austin Pearce 
(though choked and puce) have to go on doing busslness with Mr leon Brittan, or at least the 
Government to which he currently belong. Wat was thus on Wednesday night a gulf of testimony 
beyond undefStanding becomes on Friday a mutually agred -misunderstanding.-
30. Text-entry practice· without checking 
Objectives: To practise operation of the word processor - entering 
text. To provide an exercise for monitoring and comparison with 
text-entry with checking. 
Enter text into a new file and save it 
- double-clicJs Dew 
- activate the document 
- point out that on this word processor. paragraphs are marked by two carriage-returns 
- explain to the subject that they are going to type in some dictated text 
- tell them that punctuatjon will be given. and spellings H they want 
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- K they make an error which can be corrected by backspacjng they may do so. however. there will 
be no proot-readjng and correction 
- point out that this Is nqta test of their typing skill. and $Deed Is unimportant 
- wben mooijoriog is on. njoirnal help will be given 
- they can type with SQeecb 00 or off. as desired and in say character mode or not. as desired 
- type In the following d;ctated text: 
A 
As usual, at five o'clock that moming reveiHe was sounded by the blows of a hammer on a length of rail 
hanging up near the staff quarters. The intennittent sound barely penetrated the window-panes on which 
the frost lay two fingers thick. and they ended almost as soon as they'd begun. It was cold outside, and the 
camp-guard was reluctant to go on beating out the reveille for long. 
The clanging ceased, but everything outside looked like the middle of the night when Ivan Denlsovich 
Shukhov got up to go to the bucket. It was pitch dartc except for the yellow light cast on the window by 
three lamps • two In the outer zone, ODe Inside the camp itself. 
And no ODe came to unbolt the barrack-hut door; there was no sound of the barrack-orderiies pushing a 
pole into place to lift the barrel of nightsoil and carry It out. 
(Opening paragraphs of One Day in the Life of Ivan Denisovich, by Alexander Solzhenltsyn) 
~8 
B 
Mr Speaker rose and surveyed the Commons. He tugged at his long black silk gown, then nervously 
tweaked the full-bottomed wig that covered his balding head. The House had almost got out of control 
during a particularly rowdy session of Prime Minister's questions, and he was delighted to see the clock 
reach three-thirty. Time to pass on to the next business of the day. 
He stood shifting from foot to foot waiting for the SOO-odd members present to settle down before he 
intoned solemnly, -Members desiring to take the oath.- The packed assembly ~itched Its gaze from the 
speaker to the far end of the Chamber,like a crowd watching a tennis match. There, standing at the bar of 
the Commons was the victor of the first by-election since the Labour party had taken office some two 
months before. 
(From First Among Equals, by Jeffrey Archer) 
31. Text-entry practice· with checkfng 
Obj«:tlves: To practis6 operation of the word procsssor - tlnter/ng 
text. To provide an exen::lss for monitoring and comparison with 
text-6ntry without checking. 
Enter text lot0 a new file and save I 
- double:Cl!ck new 
- activate the doOJment 
- explain to tbe subject that they are going to type In some djctatad text 
- tell them that punctuation wi be given, and SQe/ljogs H they want 
- H they make an ermr wbjcb can be corrected by backspacing they may do so 
- this time there wU/be proof·reading and correction 
- ee-Iterate that this Is nat a test of their typing skill, and speed Is unimportant 
- when roonHortng is on. no other help will be given 
- they can type with speech on or oft as descired and in say character roodeor not. as 
desired 
- type in dictated text 
- check and correct tt as necessary. 
32 The ultimate test 
ObJectives: To give a realistic, difficult test. 
Cut and paste between documents 
-cmen two existing documents 
- listen to one of them 
- cut a specffled sentence from tt 
- actiVate the other doaJment 
-listen to ft 
- locate the aPllropriate point 
- paste the sentence in 
-check. as necessary 
- QUI the editor and save both documents 
33. Altematlve final exercise 
Ob}tlctlves: To givtl a realiStic, more tifficult test. To demonstrate 
the power of Soundtrack • cutting and pastelng between two 
documents. To practlS8 locating and correcting a spelling error. 
To demonstrate th8 US8 of th8 quit command. 
Copy a paragraph across two documents 
- open the file letter 
- open the file insert 
- activate letter 
- listen to it 
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- actjyate insert 
- listen to the two paragraph of insert 
- select one of the paragraphs 
-ccpyH 
- actlyate letter 
- locate the Insertion point 
- paste 
Insert a name 
- locate and seiad Xin QearX 
:.ad 
- txpe In the replacement 
Correct spelling eopr 
- locate the wom tank In lefter (a mis-spelling of thank) 
- adjust the selection to the point between the t and the iii 
- tv,pe In an b 
-check 
-locate and exerute quit In the file menu 
- respond to the RY. file dialogues 
- save letter 
- do not save Insert 
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Appendix C 
The Structured Interview Questionnaire 
Auditory Wimp Evaluation 
Questionnaire 
Date I I Subject number D 
This is the second part of the evaluation of the 'auditory Wimp' word processor 
program. Remember, the aim of the evaluation is to see how easy it is to use. 
" have monitored some of the exercises you did to measure how easy you found 
It. Now I want to gather your opinions about the program. Please remember that ( 
Want to know about good and bad aspects of the program. If I am aware· of 
problems I will be able to try to correct them later. 
T~e third part of the evaluation will be an interview, conducted by a colleague of 
rrllne. That will give you the opportunity to express your own opinions without the 
Constraints imposed by the questions here. 
I Wif! remind you that your name will not be used in the reporting of the results. 
1. BaCkground 
1.1 Degree of sight: normal sight I partially sighted I totally blind 
1.2 If blind, is this since birth? yes I no 
1.2.1 If no, when were you first registered as disabled? 
2 
1.3 Familiarity with equipment 
typewriter none I untrained I trained I regular user D times I .... 1 -_--l 
word processor none I untrained I trained I regular user D times I ~I -_--..J 
Which one? 
other computers none I untrained I trained I regular user 0 times II .... -_--l 
Wimp programs none I untrained I trained I regular user 0 times II 
(sighted subjects) '---_.--..J 
Which program(s) ? 
1.4 Musical ability 
none / listening / some training I plays instrument 
1.5 Degree of familiarity with synthetic speech 
none I oocassionall regular: 0 times I 
2. Training 
2.1 What is the minimum level of experience you think someone would need to 
learn to use this program: 
a) regular experience of using a computer or word processor 0 
b} some experience in using a word processor or computer 0 
c) training in touch-typing. but without use of a computer or word processor 0 
d) no previous experience necessary at all 0 
3 
2.2 If you had to teach someone in the above category to use the program, what 
do you think is the aspect of it they would find most difficult to learn ? 
2.3 What additional aids would you use to train another user (e.g. Braille notes, 
audio tapes etc. - not modifications to the program or equipment) ? 
2.4 Would your approach to teaching another user be any different from the way 
you have been taught, and if so why? 
2.3 How Ioog do you think it would take the person to learn enough about using 
the program such that they could be left on their own to practise? 
3. AUditory objects 
3.1 What method did you use to remember the location of objects? 
3.2 Is there any way you think the layout of objects could be made 
easier to remember? 
4 
3.3 If you were teaching someone else to use the program, would you suggest 
they use any particular method to help them remember the location of objects? 
3.4 Were any of the objects too small ? 
3.5 Tone patterns 
3.5.1 Can you describe the pattern of tones ? 
3.5.2 Do you think the pattern of tones helped you to locate objects? 
3.5.3 Is there a different pattern which you think might be more helpful? 
5 
4. Overall view of the program 
4.1 Were there aspects of this program which you liked? 
4.2 Were there aspects of this program which you did not like? 
4.3 What was the most difficult aspect of using this program? 
4.4 Do you think you could use this program now without help? 
4.5 What level of encouragement would you need to use this word processor 
in a job? 
a) None. You would be happy to work with it. D 
b) You would want to test other talking word processors for D 
comparison before you would choose bewtween this one 
and the alternatives. 
c} You would use it in preference to a typewriter. 0 
d) You would use it if it was a compulsory part of the job. 0 
e) You woufd not be prepared to use it in a job. 0 
5. Added features 
5.1 What was your opinion of the experimental added features? 
5.1.1 Diagonal movement alarm 
5.1.2 Horizontal and vertical movement feedback 
5.1.3 Others 
6 
5.2 What modifications or additions would you suggest making to this program to 
make it easier to use ? 
7 
6. Other comments 
Appendix D 
Transcript of a sample session of using Soundtrack 
This appendix is a textual and graphical representation of a typical session of using 
Soundtrack. This session is not one of the evaluation exercises. The bottom line is a 
spoken commentary by the user. Above that, appears any spoken output from the program. 
Other auditory output from the program is represented in a simple musical notation. Tones 
are represented by bars, where the vertical location of a bar indicates its musical pitch, and 
its length represents its duration. Clicks of the mouse button are represented by black 
circles: one for a single-click and two overlapping circles mean a double-click. An audio 
cassette of this session is available. 
This is a shon demonstration of the Soundtrack word proceSsor. What I am going to do is to create a document, type into it and do some editing of the text. 
The program has been started up and is waiting for me to do something. If I just move the mouse around different tones are sounded, corresponding to the different windows. 
-
-
- -
- --
-
-
First I need to create the file. That means executing the New command in the File menu. 
Edit menu 
I am not sure where the mouse is at the moment, so I'll press the mouse button to find out It said "Edit menu". So that's the wrong window. 
e 
Bottom 
The buzz means that I've moved off the screen. I suspect rm off the bottom, but I can check that by clicking the mouse. Yes, "bottom". 
e 
File menu 
So, back on the screen again. 
I think that's the File menu, but I'll check. "File menu", yes. Now I need to activate that menu. I do that by 
e 
clicking the mouse twice quickly. That's a double-click Those three beeps mean that the window, the File menu, is now activated. 
I 
The frrst two beeps were just the window's tone repeated. The window is now split into separate entries, each with its own tone. The third beep was the tone for whichever 
of those entries the mouse is currently in. If I move it around within that window I can hear the tones of all the entries. If I should move out of the active window I'll 
-
hear a short buzz, followed by the tone of the window I move into .•. . . .like that. I'll move back into the File menu, the active window, and I'll hear the three 
tones again, which tell me I'm entering the active window. There, the objects within the active window work in the same way as the windows 
==?.= 
Open 
themselves. Each has a tone ... .. . and I can press the mouse to get some speech. I'll fmd each of the entries in this menu. That's 'open' ... 
e 
Close Quit New 
... close ... and quit, and there's one more at the top ... . .. new. And that's the one I want If I 
double-click on there, a new me will be created. 
I Two tones were sounded there. The ftrst tells me the object was double-clicked, the second is 
.. 
the tone of the top left-hand window, which is where the new document is effectively 'displayed'. I'm going to move to that window now. 
The file menu window is still active, so I got the shon buzz again as I moved out of it. It'll automatically become de-activated when I activate another window. I'm now in the 
Unnamed document 
window that I think the document's displayed in. but 111 just click to check. "Unnamed document". That's it That is the new document 
e 
I have crealed. Il has no name yet Before I can do anything with it I must activate the window. Right, now I can type into this new. empty 
I 
document It's set up automatically so that my typing will be spoken word-by-word. That means nothing is spoken until I've finished a word - by typing a space or a 
Mary had a little lomb. Its fleece was white as snow. 
punctuation mark. I'll just type a couple of sentences from a nursery rhyme. I can manipulate that 
text now. First I think 111 listen to it all again. I can specify which section of text I want to work on by selecting it I'll know which pan is selected because it will be 
spoken. So I1l start by selecting the whole thing I just typed. so that I can hear it all. Because I have just been typing, the selection will be a point just beyond the end of 
the text. The document has a level associated with il That will currently be point level, where a point can be in between any two characters. I can check the current level 
Point level 
by finding the object in the top left-hand corner of the window and clicking on it. "Point level". I can adjust the level by moving the mouse down 
e 
Level up 
one object This is the Level Up control. I can check that by clicking. Right, now if I double-click the level goes up. That will now be 
e I 
Character level 
character level. I can check that by going back up to the Cunent Level control and cUcking. I'll keep moving the level up until I reach 
e 
Word level 
paragraph level, because the two sentences I typed are a paragraph, although a short one. That's word level 
I e 
Sentence level Paragraph level 
I e Sentence level I e 
Paragraph level 
Right, but the selection is still at the end of the teXL To get the paragraph selected I must move the selection back. I can do that with the Step Backward control. That is 
Step backward 
the third one down on the left-hand side. I move to the second down .•• . .. and to the third. and click to check 
e 
Mary had a little lamb. Its fleece was white as snow. 
"Step backward ft , Now 111 double-click, which will select the whole paragraph and cause it to be spoken, 
I 
Now I'll do some editing. I think I'll delete the word 'little', The whole paragraph is selected at the moment. If I move the level down, just the first sentence wj}} be 
Level down 
selected. I can do that with the Level Down control, which is to the right of the Level Up. "Level down". So if I double-click 
e 
Mary hod a little lomb 
on there the level will become sentence, and just the fIrst sentence will be selected and spoken. I I will move the level down again, to 
Mary 
word level. "Mary". that's the flfSt word of that sentence. I want to move the selection to "Hule". I do that with the Step Forward control. That is to 
e 
Step forward 
the right of the Step Backward. or in other words. it's one down from where the mouse is at the moment. I can double-click there LO move forward 
e 
hod 
a little 
one word "had" • and so on until I get to "little" • Right. "little" is now selected and I can delete it by cutting it. That's an editing command 
I II 
- Edit menu 
and it's in the Edit menu. So. I'll move the mouse out of this Document window and find the Edit menu. e "Edit menu". 
Copy 
I activate that And now I need to fmd Cut in that menu e That's Copy. 
I 
Cut 
"Cut", so I double-click that Right, "little" should have been deleted from the document. We can go back and check. I activated the Edit menu, so 
e I 
- Unnamed document 
it's still active, and the document is deactivated. So, I'll move back to the document There it is. 
e 
:Unnamed documen'". So, I'll re-activate it. .1 When I moved out of Ibis document, the level was Word, and "little" was selected. 
Now "little" has been cut, but the level remains the same.There is a way of hearing text surrounding the current selection, without altering the selection. 
Say context 
I need [0 find the Say context control, which is in the top right-hand comer of the window. "Say context", that's it. 
e 
Mary had a lamb. 
Now if I double-click 111 hear the sentence which contained the word I just deleted. So, Mary's lamb is no longer a little one. 
I 
... 
File menu 
Now I'll close the document Close is a file command and is in the File menu. so I'll try to fmd that e 
Open Close 
"File menu", Activate it I Now I must find Close. "Open" Right, that's Close. 
e e 
When I close a file, the program will need to.know what to do with its contents. whether to save them on disc or not. Extra infonnation like that is always obtained 
Save file dialogue 
via a 'dialogue'. So, if I double-click now, a dialogue will be opened, and the fact that it has been will be announced 
I 
"Save file dialogue". That's been opened in the Dialogue window, which is in the top right-hand corner of the screen. I cannot do anything else until I've dealt with 
Save file dIalogue 
the dialogue, So, I move to it That's the Save file dialogue, and it must be activated, 
I 
Create a new file? 
, 
If I look at the top left-hand obj~t it's asking me if I want to create a new fIle, There are three options, "Yes", "No" and "Cancel", 
e 
Cancel No Yes 
I'll just find the three object corresponding to these choices: "Cancel" "No" "Yes". Now I don't think 
e e e 
No 
I will save it, after all the rhyme is incorrect. So I need to find the No object again. e "No", and I double-click that. I 
Right, that's closed the file, but without writing it onto the disc. So now I'll close down the program. I do that with the Quit command, which is back in the File menu. 
File menu 
So, back to that menu, and activate it 
"File menu", activate it, and find Quit 
e I 
Close Quit 
that's Close "Quit" and double-click on there. And that's closed the whole thing down. 
Appendix E 
Useful Addresses 
Below is a number of addresses of institutions whose work is relevant to this project. 
Addresses 
Apple Computer Inc., 
20525 Mariani Avenue, Cupertino, California, USA, 95014. 
Manufacturer of the Macintosh. 
Association of Visually Handicapped Office Workers, 
8 Basterfield House, Golden Lane, London EC1 Y OTN. 
An organisation o/visually disabled people who work in office jobs, usually with 
the aid of Information Technology. 
Berkeley System Design, 
1708 Shattuck Avenue, Berkeley, California, USA. 
Manufacturer of the InLarge screen magnifier for the Apple Macintosh. 
Bit 32 Ltd. 
32 North John Street, Liverpool, L2 9QJ 
Developer of software f~r Macintosh users with physical disabilities, in particular 
the Head Start Workstatton. 
Expertelligence 
559 San Ysidro, Santa Barbara, California, USA, 93108. 
Marketer of Interface Builder, object-oriented visual programming language for the 
Macintosh. 
Frank Audiodata 
PO Box 1161, D6839 Oberhausen, West Gennany. 
Manufacturer of the Frank Audiodata. 
Living Videotext Inc., 
2432 Charleston Road, Mountainview, California, USA 94043. 
Manufacturer of the More ideas processor. 
MacSerious Software 
36 Queen Street, Helensburgh, G84 9PU. 
Distributers of a range of Macintosh software, including the Pinball Construction 
Set. 
Research Centre for the Education of the Visually Handicapped, 
Selly Wick House, 59 Selly Wick Road, Selly Oak, Birmingham B29 7JE 
Developer and supplier of a wide range of low-cost software for use in the 
education of visually disabled people. 
Royal National College for the Blind, 
College Road, Hereford HRIIEB. 
Runs full-time Further Education courses for visually disabled people, including 
courses in word processing and computer programming. 
Royal National Institution for the Blind, 
Braille House, 206 Great Portland Street, London. 
Principle British charity concerned with the welfare of visually disabled people. 
Among other activities, it runs courses on word processing at its commercial 
college. 
Sensory Infonnation Systems 
26 England's Lane, London NW3 4TG. 
Suppliers of Vincent Workstation, other word-processing hardware, including 
being the UK distributer for the Frank Audiodata. UK distributer of Optacon. 
Also supply braille-transcription software. 
Smith-Kettlewell Institute of Visual Sciences, 
2232 Webster Street, San Francisco, California, USA 94115. 
Research institute which concentrates on the development of low-cost, do-it-
yourself aids for visually disabled people. Publishes a regular bulletin containing 
instructions for constructing devices, available in small print, large print, and audio 
cassette. 
Star Microterminals Ltd, 
22 Hyde Street, Winchester, Hampshire S023 7DR. 
Manufactuers of the Concept Keyboard input device. 
TeleSensory Inc, 
455 North Bernardo Avenue, PO Box 7455, Mountain View, California, USA 94039. 
Manufacturers of the Optacon reading device, Versabraille electronic b~aille 
computer and Vert synthetic speech screen reader. 
Western Blind Rehabilitation Center, 
Veterans' Administration Medical Center, 3801 Miranda Avenue, Palo Alto, California, 
USA 94304 
A centre of research and evaluation of aids for use by visually disabled people. 
Currently involved in investigation of tactile output from computers (see Goodrich 
et al, 1986 and Steele et al 1986). 
