One of the most significant advances behind World Wide Web (Web) 2.0 is the ability to allow parts of a Web page to be updated independently. This can provide an exciting, interactive experience for sighted users, who are used to dealing with complex visual information. For visually impaired users, however, these pages may be confusing: updates are sometimes not recognised by screen readers, while in other cases they may interrupt the user inappropriately. The SASWAT project aims to develop a model of how sighted users interact with dynamic updates, and use this to identify the most effective ways of presenting updates through an audio information stream. Here, we describe a 'thin slice' through this project, focusing on one form of update -the auto-suggest list. These provide the user with suggestions for entry into an input text field, updating with each character typed. Experiments with sighted users suggest that the suggestions receive considerable attention, and appear to offer reassurance that the input is reasonable. Suggestions that are further down the list are less likely to be viewed, and receive fewer and shorter fixations than those at the top. We therefore propose an implementation which presents the first 3 suggestions immediately and allows browsing of the rest.
INTRODUCTION
Some of the major technological changes behind 'Web 2.0' are those that allow communication between browser and server such that sections of a Web page may change in isolation, without needing to refresh the whole page. We call these sections 'dynamic micro-content', and the changes 'dynamic updates'. Examples of dynamic micro-content can be seen on pages such as the Yahoo! Web portal 1 . Unfortunately, using these pages is difficult for visually disabled users. Assistive technologies, such as screen readers, are currently unable to deal effectively with dynamic updates. A review of how users of different assistive technologies deal with dynamically updating pages [1] showed that older browser / screen reader combinations did not respond to some updates, in particular those which occurred automatically. Even newer technologies often did not notify the user that the page had changed.
To make Web 2.0 accessible to visually disabled people, we must gain a comprehensive understanding of how users interact with these dynamic streams of information. Despite the prevalence of dynamic content, no previous research has investigated in detail how users respond in either browse, or task, based scenarios. The SASWAT project 2 aims to develop a model of how sighted users interact with dynamic updates, and use this to identify how and why the information is useful, and thus the most effective ways of presenting updating Web pages through an audio information stream. Simply enabling screen readers to detect and relay dynamic updates only solves part of the problem -providing a naïve sensory translation from vision to audio is not necessarily desirable, or even possible; instead we must ask: "Which parts of the changing content should be sent to the screen reader, and in what order?".
Currently, the most significant attempt to tackle the accessibility of dynamic updates is the Accessible Rich Internet Applications Suite (ARIA) [2] . The essence of the ARIA solution is to add semantic metadata, e.g., to mark regions of a page that may update as being 'live'. Tags can give information about an update, including how important it is (its politeness: polite, assertive, or rude). The work described here can be seen as complementing the ARIA ap-proach. We believe that, while the information the ARIA attributes and properties provide can help, it cannot be used in a naïve manner. Thiessen and Chen [4] discuss the difficulties in scaling ARIA for highly active pages; they found using ARIA effectively became problematic when updates occur frequently. Understanding how to use ARIA tags, both from the point of view of the developer (which settings to choose) and from that of the user-agent and assistive technologies (how to use the tags to help determine exactly when and how to present an update), is difficult, and we believe that a good understanding of how sighted users interact with dynamic updates, and why, is essential. This paper describes a 'thin slice' through the SASWAT project, focusing on one particular form of update -the Auto-Suggest List (ASL). An ASL is a list box that provides the user with suggested entries for a text field, based on what they are typing. The suggestions appear when the user starts typing in the box (either after the first character or after a set minimum, e.g., 3), and are refreshed for each change. ASLs are both common and of a relatively consistent form. A brief survey looked at the Alexa global top sites 3 . After removing duplicates (e.g., www.google.com and www.google.de) the remaining top 20 were examined and found to contain 12 instances of ASLs.
We describe an empirical experiment (see § 2) that used eye-tracking to infer how users allocate attention to dynamically updating Web pages. This shows that ASL suggestions are almost universally attended to, irrespective of whether they are actually used, and that participants are less likely to attend to those suggestions that appeared lower down the list (see § 2.1). We describe an approach to mapping ASLs to audio based upon these results (see § 3), and outline an implementation (see § 3.1).
EYE-TRACKING EXPERIMENTS
The study investigated how people allocate visual attention to dynamic content in two situations: completing short, directed tasks; and browsing. 17 male and 13 female volunteers, aged between 18 and 34, took part in the study, which took approximately 30 minutes. All participants used the Internet on a daily basis. Participants sat in front of a 17" monitor with a built in Tobii 1750 eye tracker, and Tobii Studio Professional edition eye gaze analysis software was used to record and analyse the data. 15 tasks were investigated altogether, and the procedure and results for all of these are reported in full in a Human Centred Web Lab Technical Report [3] . Here, we examine only how users interacted with the different auto-suggest lists that were encountered. During the experiment participants encountered up to 3 different instances of auto-suggest lists, as follows. Kayak: a travel site incorporating a flight search engine.
An ASL appeared when users typed in the destination field, and contained a list of matching airports. Google Suggest: a Google search page that provides suggestions based on a comparison of what has been typed with common search terms. This was encountered once in a directed task, and once as the start page for undirected browsing. Yahoo! Search: The Yahoo! home page contains links to news and information from Yahoo! and other sources. This page has an ASL associated with a search field linked to the Yahoo! search engine. In all cases, interaction was documented with live Web sites, as this was necessary for many of the dynamic features to function, meaning that all participants viewed slightly different information 4 .
Results
In total ASLs were encountered 90 times in the course of the experiments. This section presents an analysis of these interactions, first describing how users interacted with the dynamic content, then giving some quantitative data.
There was considerable consistency in the manner in which people used the ASLs. On the Kayak site, all 24 participants for whom suggestions appeared selected their destination airport from the list. The majority of participants viewed the Google Suggest ASL when it appeared: 9 selected from it in both tasks; 10 in one task. 6 participants did not select from the list, but did view it extensively for at least one task. Observation of gaze behaviour strongly suggests that the presence of the ASL, whether people select from it or not, is used to correct spellings, or reassure the user that they are typing a reasonable query. Only 3 participants appeared not to view the ASL at all. Of the 4 participants who encountered the ASL on the Yahoo! page, all viewed the list briefly, one of whom selected from it.
To quantify the gaze data for each ASL instance, the input box and each suggestion in the list (up to the sixth, if present) were classified as separate Areas of Interest (AOIs) (see Figure 1) . Note that the AOIs defined refer to the positions of the suggestions in the list, not the content of the suggestion. The data can then be analysed to say, for each AOI: how many people fixated it; how many times they fixated it; the time between the area appearing and the first fixation, and; the mean fixation duration.
Are suggestions viewed?
The percentage of people who fixated each AOI in each task is shown in Table 1 . These figures show a similar pattern for each ASL instance: while between 55% and 90% of participants fixate on the search box (where they are typing), almost all (97.5% on average) fixate somewhere on the suggestion list. It can also be seen that the proportion of participants fixating a suggestion decreases the further down the list it appears. Indeed, in no cases did more than 50% of participants fixate any suggestions after the third, so the data analysis that follows considers only the first three suggestions, which were generally fixated by a majority of participants at least once.
Time to first fixation
Suggestions are fixated around 2-4 seconds after the ASL box appeared. On average, the search box is fixated sooner than the first suggestion (2.6s and 3.2s respectively), and each subsequent suggestion is fixated later (3.4s and 3.6s for suggestions 2 and 3), although these differences are not significant. Figure 2 shows the aggregated data for all ASLs.
Fixation count
The number of fixations received by the input box and the different suggestions reduces the further down from the input box they are. For example, the first suggestion is fixated more than twice by 33% of participants, while for the third suggestion this figure is only 12%. Figure 3 shows the aggregated data for all ASLs.
The differences seen in the aggregated data are also apparent in some of the data for individual ASLs. For the Google Suggest directed task, a GLM repeated measures procedure shows a main effect of list position on fixation count (F2,56 = 6.16, p<0.005), and post hoc pairwise comparisons show that the first position in the list is fixated significantly more than the third. A similarly significant effect is seen in the data from the Kayak ASL (F2,44 = 5.55, p<0.01). 
Fixation length
The mean length of all fixations on an AOI is of the order of half a second and follows the same pattern as fixation count, with suggestions further down the list typically receiving shorter fixations than the first suggestions or the input box (see Figure 4) . For the Google Suggest directed task, a GLM repeated measures procedure shows a significant main effect of list position on the fixation length, with the first being fixated for significantly longer than the second, and the second for significantly longer than the third (F2,20 = 10.89, p<0.001).
Summary
The first thing revealed by the results is that people definitely view the ASLs. In almost every case, all the participants viewed the ASL at some point. There is also a reasonably distinct pattern to the way in which results are viewed. The percentage of people viewing a suggestion is greatest if it appears in the top three list positions, and drops markedly after this point. There is also evidence that the first suggestion is regarded by participants as the most important, then the second, then the third, with earlier suggestions receiving more, and longer, fixations.
PRESENTING ASLS IN AUDIO
The results above show that: all participants view the list; less than half of participants viewed beyond suggestion 3, and; some participants did not select from the list, despite viewing it extensively, and despite their desired input term being present. Thus it can be concluded that, even if not selected from, ASLs attract the user's attention. When sighted users interact with ASLs, they typically type a few letters, then view the suggestions, repeating this process until they notice the right suggestion appear, at which point they select it. Current screen readers do not make this method of interaction easy, either automatically reading all suggestions (Orca), but not allowing manual navigation, or allowing manual browsing, but not announcing the update (HAL and JAWS). These results suggest that instead, it may be more appropriate to allow visually disabled users to access them in a similar way to sighted users, i.e., automatically, and rapidly, reading the suggestions, from the top, when users pause in their typing. An important conclusion is that different parts of the update receive different amounts of attention, and are therefore of different levels of importance to the user. This has implications for ARIA as the situation is difficult to deal with using the simple set of tags available.
Implementation
In order to test the mapping proposed above, a system is being developed for evaluation. This is based on the Fire Vox screen reading extension for the Firefox Web browser 5 . The logic is as follows. When an update is detected, the DOMs from before and after are compared to identify and cluster those nodes that have changed. The user's last action, current location (within the page), and the information contained in the update are used to determine the update type. Roughly speaking, the update is considered as an ASL if the user has recently typed, an input box has focus, and the update involves insertion of a list or a table. Once an ASL update has been identified, the list items are extracted from the list or table, and the first three are spoken. If the user types enter while one is being spoken, the text for that suggestion will be inserted into the input box. If the user wishes to hear a complete list of suggestions, the up and down arrow keys allow traversal of the whole list. If the user continues typing, speech will stop and typing will be inserted into the input box as usual.
DISCUSSION AND FUTURE WORK
This work is a 'thin slice' through a more comprehensive study into how dynamic updates can be made more accessible. The emphasis is not merely on enabling users to access the information contained in an update, but to make efficient use of it. Achieving this requires an understanding of how and why the updates are used by sighted users. In the case of Auto-Suggest Lists, the eye-tracking study described in Section 2 showed that suggestions were almost never ignored. It was observed that in many cases users continued to type a phrase into the input box, even when it was present in the list of suggestions. This behaviour suggests that these ASLs perform a supportive role, reassuring the user that their entry is reasonable. This could be expected to be particularly important in cases where the input 5 http://www.firevox.clcworld.net/ term is constrained, e.g., it must match one of a pre-defined set of terms. This understanding allows us to propose that suggestions are presented immediately and automatically, in much the same way as the sighted user rapidly, and almost without exception, scans the first few items on the list. This approach is also being applied to other forms of dynamic content, e.g., tabbed panes, slideshows, progress bars. How do sighted users attend to these changes? How, therefore, can they best be presented in an audio stream? Finally, it is sometimes the case that updates occur simultaneously, or at least with sufficient frequency that they are competing for the user's attention. For sighted users, the ability to change focus rapidly means these are relatively easy to handle, but the difficulty in scanning an audio information stream makes this extremely challenging to screen reader users. Can an understanding of how attention is allocated to individual types of update allow competing updates to be presented in a way which maximises the efficiency of information flow to the visually impaired user, so that dynamically updating content is able to improve their Web use rather than cause confusion?
Based upon the results from the study described above, we are building a model of how sighted users interact with dynamic updates, from which we can develop mappings describing how they can be presented in audio. These are being implemented in an adaptation of Fire Vox for user evaluation.
EXPERIMENTAL RESOURCES
A technical report [3] describes the procedure in more detail. Available with this report in the Human Centred Web Lab repository are associated files containing the eye tracking data, participants information sheet, consent form and questionnaire.
