Introduction
Sleep is an integral part of our life, and it plays a pivotal role in our daily activities. According to a survey, sleep disorder causes on average 16%-20% [1] of road accidents, involving the death of many people annually.
Sleep analysis by monitoring the activities of the human by electroencephalogram (EEG), electromyography (EMG), and electrooculography (EOG) helps in identifying sleep-related problems [2] . The EEG method is considered one of the best techniques to record the human brain activity [3] [4] [5] . Sleep comprises a sequence of distinct physiological stages that can be distinguished from EEG related features. Neuroscientists have identified different types of brain signals such as alpha, beta, delta, and theta, associated with the sleep stages. According to Rechtschaffen & Kales (R&K) rule [6] , there are six different stages of sleep namely: awake (W), non-rapid eye movement (N-REM) stage1, N-REM stage 2, N-REM stage 3, N-REM stage 4, and the rapid eye movement (REM). The American Academy of Sleep Medicine (AASM) proposed a new standard for the sleep stages [7] , replacing N-REM stages 1 to 4 with N1, N2, and N3 respectively [2, 7, 8] AASM for the distinct sleep stages are compared in Table 1 , and these are the standard labels that we seek to identify from EEG data. As per AASM, stages 3 and 4 are considered identical and merged under the name deep sleep, also known as slow wave sleep (SWS) stage [9] . N-REM stage 1 represents the transition to sleep, when wakefulness is replaced by the more deliberate alpha waves, and soon the slower theta waves begin to emerge. N-REM Stage 2 is a light sleep stage, during which the EEG signals further decrease but their amplitude increases. The theta waves having frequency 4-7 Hz are interrupted by bursts of activity know as sleep spindle [9] . During sleep stage 2, fast and high amplitude waves are observed, called the K-complex [9] . Delta waves appear in the EEG during N-REM stage 3. Sleep spindle and K-complex continue to arise, although being comparatively less than in stage 2. The Delta waves dominate, and overall the neuronal activity is lowest in N-REM stage 4. The frequency range is below 2 Hz. Different sleep stages with EEG waves are shown in Figure 1 . Based on the figure above, reliable and appropriate methods are required to achieve efficient and speedy sleep EEG classification. This paper proposes to identify, by comparative testing, the best K-NN classifier and distance function used by it, for automatic labeling of the sleep stages.
The paper is organized as follows: Section 2 is a brief literature review regarding the classification of sleep stages by various machine learning methods in sleep studies. Section 3 presents methodology and procedures, including the data acquisition process and data decomposition, the distinct statistical features extracted from EEG signals, and the K-NN algorithm for the classification tested here. Section 4 is results and discussion. Finally, conclusions and potential future work are presented in Section 5.
Related work
Many feature extraction techniques and classification algorithms are available in the literature to analyze sleep EEG data. The EEG signal provides recordings of sleep information for classification in sleep studies [4, 10] .
Time domain statistical features are commonly used to extract meaningful information from EEG, EMG, and EOG signals. Seventy-three characteristics (zero-crossing rate, variance, skewness, kurtosis, etc.) in sleep staging have been identified and used with discriminant analysis and Fisher quadratic classifier [11] . The results show that the classification of sleep data improves with suitable feature selection. Statistical features that are commonly extracted from sleep EEG data are shown in Table 2 . 
Methodology and procedure
This study aims to evaluate the K-NN classifier with alternative distance measures for classification of sleep stages using EEG data to assist sleep experts in the diagnosis of sleep problems. The objective is to identify the best distance measure based on high classification accuracy in available sleep EEG datasets. The proposed methodology comprises four steps: (1) data preprocessing to remove redundancy and artifacts, (2) feature extraction, (3) K-NN for classification, and (4) performance evaluation. An overview of the proposed process is shown in Figure 2 .
Step 1: Data preprocessing
The current study used one single EEG channel (C4-A1), applied filter to remove the artifacts and made a segmentation. The dataset used in this study was obtained from the public St.Vincent dataset (UCD) with full-night recordings from 25 subjects from the PhysioNet database [27] . The subjects included 21 males and 4 females (age: 50 ± 10 years, range 28-68 years, BMI: 31.6 ± 4.0 kg/m2, range 25.1-42.5 kg/m2, and AHI:
24.1 ± 20.3 , range 1.7-90.9).
A dataset may include many discrepancies such as incomplete or inconsistent data, or can be lacking in specific actions or trends. Sampling, denoising, normalization, detrending, and calibration [28] are common "data scrubbing techniques" in signal processing applications. However, here we focus on particular aspects of such preprocessing, specifically on artifact removal and segmentation that are common in EEG analysis problems. The EEG sleep recordings suffer from various types of artifacts, such as eye movements (slow and fast), chest movements, head, and body movement, ECG interference, line-noise artifacts, sweat, etc. [28] .
Frequency selective (low pass, high pass, band-pass, band-stop) filters have been used in artifact processing to
Raw EEG Signal
Apply Filter
Remove ArƟfacts
IIR and Notch

Segmentation 30sec Epochs
Step 1:Data Preprocessing
Time Domain Features
Step 2: Feature Extraction Step 4: Performance Evaluation Sensitivity, Specificity, Accuracy, F-measure, Kappa statistics and Computation time
Step 3: Classification Apply IIR and Notch
4:
Apply sleep expert scores
5:
Set samples per epoch = f s * 30 6: for i = 1 to number of epochs do 7: Get current epoch with samples per epoch 8: end for 9: end for
Sleep staging
Following the R&K manual, each subject's data were scored and annotated for sleep stages by well-trained technicians. In this study, the EEG signal was divided into 30 sec length samples (epochs) fitting within a single sleep stage. Table 3 documents the epoch counts by sleep stages and their total number based on R&K and AASM. Step 2: Feature extraction
For the best performance of a classifier with high-dimensional input data, it is necessary to reduce the dimensionality by feature selection or extraction. In machine learning, [30] the original signals are often not used by a
classifier; some signals are noisy or irrelevant, and only make the classification more difficult. Different categories of feature extraction can be identified, such as time domain, non-linear, frequency-based, and entropy-based features [2, 31] . These categories have different characteristics, for example, the time-based features tend to be statistical measures. Table 4 . A set of features extracted from EEG data.
Feature Name Formula
Arithmetic Mean (AM) [ 
Zero Crossing (ZC) [3] A ZC count is incremented by one every time the signal crosses from positive to negative or back to positive.
Cross Correlation (CC) [17] CC function indicates the similarity of a signal to another signa with a given lag.
Here, x i is a time series and N is the number of data points
In this study, we focused on time domain features of the EEG signal, since the EEG waveforms vary from one sleep stage to another. Furthermore, this type of features are interpretable and suited for real-time applications. They also require little computation and the baseline manual scoring is done from time traces. The statistical attributes of the EEG epochs that were used as candidate features are presented in Table 4 .
Step 3: K-NN for classification
The K-NN is a simple algorithm that stores all cases available for training, and classifies new instances based on their similarity to the learning samples as measured by a distance function, which is often the common Euclidean distance. This is a nonparametric classification technique that completely avoids assumptions about probability densities [4, 5, 32] , and it is usually considered when there is no prior knowledge on the distribution of data. Sleep staging has been investigated by use of K-NN classifiers [4, 22] . K-NN is widely used for both classification and regression. Various important benefits of this approach, from the classification point of view, include ease of interpretation, rapid calculations, suitability for large datasets, competitive results, multi-class ability instead of only binary calls, and useful predictions from noisy data. Based on the characteristics of K-NN classifier, we selected it as the classifier for sleep stage classification in this current study. The following steps are involved in applying the K-NN Algorithm 2 to our dataset.
Algorithm 2 Classification K-NN
if ( accuracy > max) then 5: max = accuracy 6:
store SleepStagesP rediction 8: end if 9: end for 10: return K, SleepStagesP redicition
Distance measures
In data mining, the distance means a concrete way to quantify the similarity/dissimilarity of data points. The distance of two cases is calculated from their feature vectors. We aim to select the best of alternative common distance metrics for the classification of sleep EEG data with K-NN, based on classification performance. For this purpose, the following distances' measures were tested as alternatives.
Case 1: Euclidean distance (ED)
This metric is generally considered the best proximity measure and is efficient and productive with continuous or dense data. The Pythagorean theorem is the basis of this metric, making the distance between two points independent of rotation of coordinate axes. The Euclidean distance of two feature vectors is
Here x and y are represented by the feature vectors x = (x 1 , x 2 ...x n ), y = (y 1 , y 2 , ...y n ) with n being the dimensionality of feature space. In this study, we applied different K values ranging from 1 to 10 to investigate how K affects the performance of sleep stage classification from EEG data. Tests including K values ranging from 1 to 10 showed the best classification accuracy with K = 1; using more neighbors degraded classifier performance. K = 1 was the best choice with both R&K and AASM standards giving the "true labels". The effects of K value with both standards are shown in Figure 3 (a).
Case 2: Manhattan distance (MD)
This metric is the sum of absolute differences by coordinate, and is also known as the L1 norm, taxicab norm, rectilinear distance, or city block distance. The MD is calculated as follows:
In this study, we applied K values ranging from 1 to 10 to the classification of sleep EEG data, and K = 5 gave the best performance according to both R&K and AASM standards. The effects of K value with both standards are shown in Figure 3 (b).
Case 3: Chebyshev distance (CD)
This metric is also known as the maximum value distance, and is suitable in cases when two entities are distinguished by large difference in any of the coordinate dimensions. The Chebyshev distance is defined by
On testing K range from 1 to 10, we found that K = 3 gave the best results relative to both R&K and AASM standard calls for the sleep EEG data. The effects of K value with both standards are shown in Figure   3 (c). 
Step 4: Performance evaluation
The statistical tools used included different statistical parameters as predictive features and assessment of classification by sensitivity, specificity, accuracy, F-measure, kappa statistic, computation time and comparisons between alternative distance measures, with "true labels" based on both R&K and AASM standards. The current study employed the confusion matrix in assessing the performance of K-NN algorithm. Terminology related to the confusion matrix is now discussed.
Sensitivity (Se)
This measures the ability to correctly call cases from a class defined by a fixed correct label.
Here TP and FN are the true positive and false negative counts of the considered class.
Specificity (Sp)
This measures the ability to correctly call cases NOT in a class defined by its correct label. In effect sensitivity and specificity are measures of the purity of separation by a classifier, and are traded off in the sense that one can be improved at a cost to the other, e.g. by adjusting the threshold level in some types of classifier.
Accuracy (Acc)
This describes the overall correctness of the model and is the sum of correct classification calls divided by the total number of cases.
Acc = (T P + T N ) (T P + F N
+ T N + F P ) (%)(6)
F-measure
It is also called F-score and describes the weighted average of precision and recall.
Experimental setup
A personal computer with a 3.3 GHz Intel Core TM i5-4590 processor and 4.00GB RAM was used in the computational experiments. The true labels were determined according to R&K and AASM standards; there were two sets of true labels tested. The raw EEG data was preprocessed to segregate the artifacts by IIR and Notch, as mentioned in step 1. The eight time-domain features of the EEG signals, used as candidate predictive features, were discussed in step 2. The current study used only one single EEG channel (C4-A1). To avoid the class-bias problem [33] from a large number of samples (total of 96,000) with 30 sec epochs of 25 subjects unequally distributed over the six and five classes, stratification was employed to balance the data. Moreover, standardization was used to normalize the features that serve as spatial coordinates of the data instances in the K-NN classification procedure. The differences in sleep patterns between subjects are larger than the variations within one subject [34, 35] , so training and testing with only one subject at a time would not support system robustness or generalization. Developing the system with data from all subjects is obligatory to yield a good predictive system that can generalize.
In the K-NN classifier design, the K was set from 1 to 10 for comparison of these alternatives. Moreover, ten-fold cross-validation was utilized by dividing the dataset into 90% training, and 10% testing sets to both train and test the K-NN classifiers. The three distance functions, namely Euclidean, Manhattan, and Chebyshev metrics, were employed in the K-NN classifiers.
Results and discussion for Euclidean distance with K = 1
The experiment was carried out on the sleep dataset to check the performance in terms of sensitivity, specificity, accuracy, F-measure, and computation time. In the results, K-NN with Euclidean distance (ED) and K = 1
shows good accuracy taking 1.59 sec of training time and produced good classification of the 6 sleep stages at 98.07% overall accuracy. To access the analysis among sleep stages, epoch by epoch analysis was performed by using sensitivity, specificity, and F-measure. Sensitivity for sleep epochs scored shows that this K-NN classified sleep stages correctly. The awake epoch was accurately called as awake epoch. However, the classification of W, S2, and REM achieved good F-measure values with K = 1 and Euclidean distance. The sensitivity, specificity, and F-measure for each sleep stage with R&K set of true labels are shown in Figure 4(a) . Also, in the performance evaluation by confusion matrix across all sleep stages based on R&K, the K-NN classifier with Euclidean distance and K = 1 had the best classifier performance of stages W and S2, while the sleep stages S1, S3, S4, and REM had poorer classifier calls. The analyses are summarized in Figure 4 (b) .
In the AASM standard, stages S3 and S4 are merged into the one sleep stage N3, known as SWS. When the true labels were provided by this standard, it was found that the K-NN algorithm showed good prediction results with 98.33% overall accuracy, and training time of 1.43 sec in the classification of 5 sleep stages.
The sensitivity, specificity, and F-measure for each sleep stage based on AASM rules are shown in Figure   5 (a). However, in performance evaluation by the confusion matrix, the stages W, N2 and N3 had the best performance, while staging N1 and REM was comparatively poorer as shown in Figure 5(b) . To summarize, the K-NN classifier with Euclidean distance showed good performance in classification of stages W and S2/N2, being more accurate in the calls than in the other sleep stages. 
Results and discussion for Manhattan distance with K = 5
The MD metric with K = 5 was employed with the true labels from R&K and AASM standards, and this outperformed the results with the other distance alternatives in terms of sensitivity, specificity, F-measure and computation time. The sensitivity for sleep epochs scored shows that this K-NN classified sleep stages more correctly than K = 1 (ED). Particularly, the W epoch was called more accurately than with K = 1 (ED).
F-measure shows the best performance to classify the sleep stages, indicating that this model is better than the K = 1 (ED). W  S1  S2  S3  S4  REM  W  763  6  1  0  0  3  S1  2  635  8  0  0  0  Actual S2  2  3 According to the results in terms of sensitivity, specificity and F-measure shown in Figure 6 (a), the Manhattan distance with K = 5 shows the best performance in classifying the sleep stages. Based on the R&K standard, the algorithm achieved 98.46% overall accuracy with 0.42 sec of training time. Further, the classifier called W stage, S1, S2, and REM stage accurately, while S4 was ranked second, but the calls of S3 were not as good as those shown in Figure 6 To conclude the discussion, we discovered that the K-NN classifier is a good choice for the prediction of sleep stages W, S1/N1, S2/N2 and REM, relative to both labeling standards.
Results and discussion for Chebyshev distance with K = 3
The CD metric with K = 3 was applied to our dataset having both R&K and AASM standard labels, for classification calls of those labels. The performance of this combination was not as good as in the previous two cases with different distance metrics. Based on the R&K standard, 92.29% overall accuracy was achieved with 4.25 sec of training. As shown in Figure 8 When the classifier with CD measure and K = 3 was applied with AASM standard labels, it achieved 92.94% overall accuracy with 4.02 sec of training. The sensitivity, specicity, and F-measure for each sleep stage based on AASM rules are shown in Figure 9 (a). It is seen that the classifier called the N2 and N3 stages accurately, but not the other stages, as shown in Figure 9 (b). REM ranked second, and in W and N1 prediction the K-NN performance was not good. To summarize our discussion regarding both labeling standards, the overall performance of K-NN with distance measure CD is not as good as the other two distance measures.
Finally, a performance comparison between the three alternative distance' measures regarding the training time is shown in Figure 10 . The apparent misclassification rates are also affected by the significant inconsistencies in the sleep patterns of the subjects [32] . Because the data for training and testing were randomly selected for 25 subjects, there is a high likelihood of inconsistency in these samples. For instance, the W stage features could be diverse for the first and second subjects, while training on these feature samples could mislead when trying to identify the awake stage of the third and fourth subjects. To sum up, from the confusion matrix of Manhattan alternative with K = 5, it can be seen that this model not only gives the best accuracy but also is good at distinguishing the sleep stages. For instance, W stage is correctly distinguished from stages S3 and S4 for R&K and N3 for AASM labeling. Thus the K-NN classifier K = 5 with Manhattan distance measure outperformed the other alternatives in the classification of sleep stages labeled by both R&K and AASM standards, and with the least training time. However, Landis and Koch [36] with both labeling standards. Based on these results, the K-NN classifier with Manhattan distance and K = 5 could be applied in an automatic sleep classification system.
Conclusion
Classification of sleep stages from observed EEG data is a complex task. The process demands a sophisticated controlled experiment setup: keen observation of the patient, critical analysis of the EEG data, and a candid sleep expert's opinion. Despite the multiple barriers faced, yet researchers continue testing specific methods in sleep EEG studies to aid in the diagnosis and treatment of various sleep-related problems. This study focused on evaluating K-NN classifiers with alternative distance metrics to classify EEG data obtained during sleep. For this purpose, we tested K-NN with Euclidean, Manhattan, and Chebyshev distances. The classification performance was carefully evaluated with sleep EEG data collected from 25 subjects. The data were preprocessed to remove artifacts/noise by using independent component analysis, and time domain features were extracted as candidate predictive features. The K-NN with Manhattan distance and K = 5 showed the best overall performance with accuracies 98.46% and 98.77%, with the least 0.42 and 0.18 sec execution times and Kappa value 0.98 for both R&K and AASM standard labelings of the sleep stages. The K-NN with Manhattan distance and K = 5 could be an excellent choice to classify sleep stages from EEG, but there is still room for improvement. Future work could apply signal processing techniques to extract more unexplored features to achieve better identification of the distinct sleep stages from experimental data. Finally, the performance of the proposed method is compared to prior published studies in Table 5 .
Confusion matrices from cross-validation of classifiers using the same features. For a fair comparison, we employed two different algorithms with the same predictive candidate features as used by the K-NN classifier.
The multilayer perceptron (MLP) and decision tree (DT) have their best performances and confusion matrices shown in Table 6 -13. Furthermore, our previous study [25] is based on different machine learning techniques to classify the sleep stages. 
