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1. Introduction
The consideration of equations for the densities of individuals with respect to evolutionary variables provides a dynamical
system for modelling the evolution of these characteristics which is driven by selection and mutation. In these models, often
called selection mutation models, mutation is usually introduced by means of an integral operator (often linear although
it can also be nonlinear, see [15]) and selection comes from an ecological model for an unstructured population where
the evolutionary variable plays the role of a parameter. These equations (for densities on the parameter space Ω , i.e., for
R
n valued densities in the state space L1(Ω)) have been used to model evolution of genetic traits (see [4,20]) and also
phenotypic traits [7,8,10,11,17,21]. The more general problem of considering selection mutation equations in the space of
measures has not been totally developed yet. Pure selection models for phenotypic traits in the space of measures were
considered in [1,3,12] and a particular case of a selection mutation equation for a genetic trait in the space of measures is
studied in [5].
For ecological models, the starting point to study evolution of traits is the concept of Evolutionarily Stable Strategy (ESS)
introduced by Maynard Smith and Price in the context of game theory (see [22]). In the past years, a general theory called
Adaptive Dynamics has been developed [16,23] in which a generalization of the concept of ESS is made. Adaptive dynamics
consists essentially in the sequence of evolutionary traits deﬁned by sequential substitutions of resident populations by
invading ones.
In this paper we ﬁrst consider a general predator prey Rosenzweig–MacArthur model [26] consisting on two ordinary
differential equations depending on a parameter x (that will be considered an evolutionary variable) and such that the so
called “functional response” (deﬁned by Solomon in [29] in terms of the relationship between the number of prey consumed
per unit of time per predator and the prey density) will be given by a Holling’s type 2 functional response (see [18,26]).
We study this ODE predator prey model both from the ecological and from the adaptive dynamics point of view ﬁnding
necessary conditions to guarantee existence and uniqueness of a globally asymptotically stable nontrivial equilibrium and
also necessary conditions to guarantee existence and uniqueness of a convergence stable evolutionarily stable strategy value
of the phenotypic variable (which turns out to be the minimum point of the function that assigns to a trait the environ-
mental condition at which a population will be steady).
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the evolutionary variable in the ordinary differential equations predator prey model.
Existence of stationary solutions of selection mutation equations can be proved, in general, using inﬁnite dimensional
versions of the Perron Frobenius theorem. In [7] we studied a selection mutation model for the density of individuals with
respect to the age at maturity and we proved the existence of L1 stationary solutions which tend to concentrate around
the ESS value of the corresponding ecological model. More in general, in [7] we studied the nonlinear (selection mutation)
equation
ut = Aε
(
F (u))u = Bε(x, F (u))u + εT u (1)
where F is a linear function from the state space to the environmental space Rm such that, given E = F (u) the equation
becomes linear, Bε is a matrix valued multiplication operator and T a positive bounded linear operator. Assuming that
Aε(E) has a dominant eigenvalue λε(E) with a normalized positive eigenvector ϕε,E that moreover is the only positive
eigenvector of Aε(E), then uε will be a stationary solution of Eq. (1) if and only if it is of the form uε = cε ϕε,Eε for some
solution (cε, Eε) of the following system of m + 1 equations{
λε(E) = 0,
cF ( ϕε,E) − E = 0. (2)
Even though the predator prey selection mutation model studied here has not the same structure, because the birth term
and hence the mutation operator are density dependent, using also theory of positive semigroups and inﬁnite dimensional
versions of the Perron Frobenius theorem we show existence of a unique steady state of the inﬁnite dimensional predator
prey model and convergence (when the probability of mutation tends to zero) of these steady states to a Dirac mass
concentrated at the ESS value of the ordinary differential equations predator prey model.
The paper is organized as follows. In Section 2 we formulate the ﬁnite dimensional ordinary differential equations
predator prey model and we prove, under reasonable hypotheses, the existence of a nontrivial equilibrium attracting ev-
ery solution in the open ﬁrst quadrant. In the evolutionary framework, we give conditions for the existence and uniqueness
of a convergence-stable evolutionarily stable strategy value of the evolutionary variable (the index of activity of the predator
during daytime). We start Section 3 with a description of the model for the density of individuals with respect to the evolu-
tionary trait of the ODE predator prey model. In Section 3.2 we prove existence and uniqueness of positive global solutions
of the initial value problem. In Section 3.3 we prove existence of a steady state of the inﬁnite dimensional predator prey
model. In Section 3.4 we show, under the hypotheses of existence of a locally stable positive equilibrium corresponding to
the (unique) ESS value of the ﬁnite dimensional predator prey model of Section 2, that the steady states of the inﬁnite di-
mensional predator prey model tend, when ε tends to zero, to a Dirac mass at the value of ESS and that the total population
at equilibrium tend to the equilibrium of the ODE predator prey model for the value of ESS of the parameter.
2. Finite dimensional predator prey model
Let f (t) denote the number of individuals of a prey population at time t and u(t) the number of individuals of a
predator population at time t , feeding on the former. Let us assume that, in absence of predators, the prey population
follows a logistic growth law where we will denote by a the intrinsic growth rate of the prey and by μ the competition
coeﬃcient among preys.
The parameter x ∈ [0,1] will denote the index of activity of the predator population during daytime. We assume that the
searching eﬃciency of the predator, denoted by β(x), depends on the parameter x in an increasing way. We also assume
that the mortality rate of the predator population depends on the parameter x in an increasing way due to a bigger risk of
being captured by another predator when the index of activity is bigger. It will be denoted by d(x).
Predation rate is simulated using the Holling’s “disc equation” of functional response, i.e., the rate of prey consumption
by all predators per unit of time will be β(x) f u1+β(x)hf , that is, the attack rate of predators increases at a decreasing rate with
population prey (and saturates at a value 1h ) because of prey handling and consumption times. Finally, let us denote by α
the proportion of energy given by prey consumption to the predator which is devoted to reproduction. Then the following
system of ordinary differential equations models the changes in population size⎧⎪⎪⎪⎨
⎪⎪⎪⎩
f ′(t) =
(
a − μ f (t) − β(x)u(t)
1+ β(x)hf (t)
)
f (t),
u′(t) =
(
α
β(x) f (t)
1+ β(x)hf (t) − d(x)
)
u(t),
(3)
where β(x) and d(x) are increasing bounded smooth functions of x, satisfying β(0) = 0 and 0 < d(0) < d(1) < αh (the last
bound to avoid obviously non-viable predators) whereas a, μ and h are positive numbers.
System (3) has three equilibrium points, namely (0,0), ( aμ,0) and the coexistence equilibrium
(
d(x)
β(x)(α−d(x)h) ,
α(aβ(x)(α−d(x)h)−μd(x))
β(x)2(α−d(x)h)2 ) which is globally asymptotically stable in the open ﬁrst quadrant whenever ahβ(x) 
μ < aβ(x) α−d(x)h (by an application of the Bendixson–Dulac criterion considering the divergence of the vector ﬁeld timesd(x)
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β(x)u f ). We assume throughout the paper that this hypothesis holds at least for some values of x.
Notice that this condition in particular requires 2d(x)h < α.
Since, in system (3) the environment (the nonlinearity) is one-dimensional (it reduces to the prey population number f )
we can compute the evolutionarily stable strategy (ESS) using the result by Mylius and Diekmann (see [24]). It states that,
denoting by ϕ be the function that gives, for every resident population with evolutionary trait x, the environment fx for
which it is in ecological equilibrium and by Λ(x, y) := λ( fx, y) the ﬁtness of the mutant population with evolutionary
trait y (note that λ(ϕ(x), x) = λ( fx, x) = 0), whenever the environment is one-dimensional and f −→ λ( f , y) is decreasing
(increasing), then xˆ is an ESS if and only if the function ϕ has a maximum (minimum) in x = xˆ. Indeed, taking derivatives
with respect to x in λ(ϕ(x), x) = 0 we have that λϕϕ′ + λx = 0 and λϕxϕ′ + λϕϕ′′ + λxx + λxϕϕ′ = 0. Using that in an ESS
λx = 0 and λxx < 0, whenever λϕ < 0 (resp. λϕ > 0) to ﬁnd ESS is equivalent to ﬁnd maximum (resp. minimum) of ϕ(x).
That is, the trait that can keep its position under the worst environment cannot be invaded by any other trait.
Let us note that in model (3) only the predator evolves. We have λ( f , x) = αβ(x) f1+β(x)hf −d(x) which is an increasing function
with respect to f and the ﬁtness of the mutant is given by
λ( fx, y) = αβ(y) fx
1+ β(y)hfx − d(y).
In order to ﬁnd ESS we have to ﬁnd minima of the function ϕ : x −→ fx , i.e., ϕ(x) = d(x)β(x)(α−d(x)h) . Notice that the hypothesis
above ensuring existence and global stability of the coexistence equilibrium implies ϕ(x) < aμ for some values of x.
From now on let us assume that the functions involved in the model are such that, for ﬁxed not too small f (more precisely,
for f > d
′(0)
αβ ′(0) , i.e. such that
∂λ
∂x ( f ,0) > 0), the function x → λ( f , x) = αβ(x) f1+β(x)hf − d(x) has a unique nondegenerate critical
point which is an absolute maximum that will be denoted by x( f ) and moreover that there exists fˆ > 0 such that
λ
(
fˆ , x( fˆ )
)= 0. (4)
Let us denote x( fˆ ) =: xˆ (and note that fˆ = ϕ(xˆ) < aμ ).
This hypotheses, that will be assumed throughout the paper, imply that the function ϕ(x) has a unique absolute mini-
mum point xˆ, and therefore, that the predator prey system (3) has a unique evolutionarily stable strategy value, namely xˆ.
In order to show that xˆ is a strict absolute minimum point of ϕ , let us assume that there exists x1 = xˆ such that
ϕ(x1) ϕ(xˆ). Since λ( f , x) is increasing with respect to its ﬁrst variable,
λ
(
ϕ(xˆ), x1
)
 λ
(
ϕ(x1), x1
)= 0 = λ(ϕ(xˆ), xˆ)
which contradicts the fact that xˆ is the (unique) absolute maximum of λ( fˆ , x).
To conclude this section let us note that, since the environment is one-dimensional and the ﬁtness function is strictly
monotonous with respect to it, the ESS is convergence stable (see Proposition 3 in [6]).
Remark 1. An example of searching eﬃciency and mortality functions satisfying the hypotheses of this section would be
β(x) = x1+20x and d(x) = x1+3x + 2. If α and h are given the ESS xˆ can be then computed explicitly. For instance if α = 3 and
h = 1 then xˆ = 223 + 3
√
3
23 .
3. Inﬁnite dimensional predator prey model
3.1. Description of the model
Let us consider the following integrodifferential equations predator prey model⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
f ′(t) =
(
a − μ f (t) −
1∫
0
β(x)u(x, t)
1+ β(x)hf (t) dx
)
f (t),
∂u(x, t)
∂t
= (1− ε)αβ(x) f (t)u(x, t)
1+ β(x)hf (t) + ε
1∫
0
γ (x, y)
αβ(y) f (t)u(y, t)
1+ β(y)hf (t) dy − d(x)u(x, t),
(5)
where u(x, t) denotes the density of predator individuals at time t with respect to the trait x that recall, denotes the index
of activity of the predators during daytime.
β(x) and d(x) are, as before, increasing bounded smooth functions of x ∈ [0,1] satisfying β(0) = 0 and d(0) = d > 0 and
a, μ and h are ﬁxed positive numbers.
γ (x, y) is the density of probability that the trait of the mutant offspring of a predator with trait y is x. For further
use assume that it is a strictly positive continuous function that satisﬁes
∫ 1
γ (x, y)dx = 1 for all y. The integral in the ﬁrst0
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side on the second equation corresponds to faithful reproduction of x type and the second one to reproduction of individuals
of all types y, whose offspring are of type x. The parameter ε stands for the probability of mutation.
3.2. Existence and Uniqueness of solutions of the initial value problem
The initial value problem for (5) can be written as⎧⎪⎨
⎪⎩
(
f
u
)′
= g
(
f
u
)
(
f (t0),u(t0)
)= ( f0,u0) ∈ R × L1(0,1),
(6)
where g is a Lipschitzian function in R × L1(0,1) given by the right-hand side of system (5). So the standard theory on
local existence and uniqueness and continuous dependence on initial conditions applies to the initial value problem (6).
3.2.1. Positivity of solutions and global existence
Let us consider z1(t) := ( f1(t),u1(t)) a local solution deﬁned on [0, tmax) of the initial value problem (6), with t0 = 0,
f0 > 0, u0 > 0. We claim that f1(t) is positive. Indeed, if we consider T = inf{t > 0: f1(t) = 0} then ( f1(t),u1(t)) is a
solution of the initial value problem⎧⎪⎨
⎪⎩
(
f
u
)′
= g
(
f
u
)
(
f (T ),u(T )
)= (0,u1(T )).
(7)
As z2(t) := ( f2(t),u2(t)) where f2(t) ≡ 0 and u2(t) = u1(T )e−d(x)(t−T ) is also a solution of (7) it contradicts the uniqueness
of local solution of the initial value problem (7) (note that f1(t) is not identically 0 because f1(0) = f0 > 0).
From the ﬁrst equation in (7) we have that f ′(t) < 0 whenever aμ < f (t). Therefore f (t) is bounded above in [0, tmax)
(and we have just seen that it is bounded below by 0). So we have that, if f0 > 0, the ﬁrst component of the local solution
of the initial value problem (6) is positive and bounded for positive t .
In order to prove the positivity of u, let us note that the second equation in (7) can be written as ut = Au+ B(t)u where
Au := −d(x)u,
B(t)u := (1− ε)αβ(x) f (t)u(x)
1+ β(x)hf (t) + ε
1∫
0
γ (x, y)
αβ(y) f (t)u(y)
1+ β(y)hf (t) dy.
A local solution of the (linear) initial value problem{
ut = Au + B(t)u,
u(0) = u0, (8)
satisﬁes the integral equation
u(t) = et Au0 +
t∫
0
e(t−s)A B(s)u(s)ds (9)
(see [25]). Since we have just proved that f (t) is positive and bounded, B(t) is a positive and bounded linear operator (for
all t). Therefore, if u0 is positive, by (9) u(t) is positive. Indeed, u(t) is the limit of an iterative process which maintains
positivity.
In order to obtain global existence (in R+) of solutions of the initial value problem (6) we only have to prove that, if
tmax < ∞ then limsupt→tmax ‖z(t)‖ < ∞ where z(t) is a local solution of the initial value problem (6) deﬁned in [0, tmax).
We have already shown that the ﬁrst component of a positive solution f (t) satisﬁes limsupt→∞ f (t) < ∞. From (9) we
have that
∥∥u(t)∥∥ Mewt‖u0‖ + BMewt
t∫
0
e−ws
∥∥u(s)∥∥ds
(where sup0,tmax ‖B(t)‖ = B < ∞). By Gronwall’s inequality∥∥u(t)∥∥e−wt  M‖u0‖eMBt .
Therefore limsupt→tmax ‖z(t)‖ < ∞ if tmax < ∞, which implies that the solutions are deﬁned in [0,∞).
Positivity of local solutions implies positivity of global solutions by a standard connectedness argument.
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In this section we will show the existence of a family (parametrized by ε) of equilibrium solutions of the predator prey
model (5). The (nontrivial) equilibria of system (5) are given by the solutions of
0 = a − μ f −
1∫
0
β(x)u(x)
1+ β(x)hf dx,
0 = (1− ε)αβ(x) f u(x)
1+ β(x)hf + ε
1∫
0
γ (x, y)
αβ(y) f u(y)
1+ β(y)hf dy − d(x)u(x) =: Cε, f u. (10)
If we consider the eigenvalue problem in L1[0,1] for the bounded linear operator Cε, f for ε > 0, f > 0 and we show
that it has a simple strictly dominant eigenvalue (which will be denoted by λε( f )) with a corresponding strictly positive
normalized eigenfunction ϕε, f and that, moreover, λε( f ) will be the unique eigenvalue with a positive eigenvector then the
ﬁrst component of the steady state, fε , will be given by the solution of the equation λε( f ) = 0, and the second component
by uε := cεϕε, fε where cε will be given by cε = a−μ fε∫ 1
0
β(x)ϕε, fε (x)
1+β(x)hfε dx
provided that fε < aμ .
Alternatively, let us consider Cε, f as the sum of the two following operators
(Bε, f u)(x) = −d(x)u(x) + (1− ε)αβ(x) f u(x)1+ β(x)hf ,
(Kε, f u)(x) = ε
∫
0
γ (x, y)
αβ(y) f u(y)
1+ β(y)hf dy. (11)
Since ϕε, f is an eigenfunction of the operator Cε, f corresponding to an eigenvalue 0 if and only if
Kε, f
(−B−1ε, f ψε, f )= ψε, f
(where ψε, f = −Bε, f ψε, f ), i.e., if 1 is an eigenvalue of the operator Kε, f (−B−1ε, f ) with eigenfunction ψε, f = −Bε, f ψε, f , we
can study a different eigenvalue problem in order to ﬁnd steady states of system (5).
We will then consider the operator
Tε, f u := Kε, f
(−B−1ε, f u)= ε
1∫
0
γ (x, y)
αβ(y) f
1+ β(y)hf
1
d(y) − (1− ε) αβ(y) f1+β(y)hf
u(y)dy (12)
and we will show that its spectral radius r(Tε, f ) is an algebraically simple eigenvalue with corresponding strictly positive
eigenvector ψε, f and that, moreover, r(Tε, f ) is the only eigenvalue of Tε, f having a positive eigenvector.
The ﬁrst component of the stationary solution, fε , will then be given by the solution of the equation r(Tε, f ) = 1, and the
second component by uε = cεϕε, fε where ϕε, fε = −B−1ε, f ψε, fε =
ψε, fε
d(x)−(1−ε) αβ(x) fε1+β(x)hfε
and cε will be given by cε = a−μ fε∫ 1
0
β(x)ϕε, fε (x)
1+β(x)hfε dx
provided that fε < aμ .
In order to study the eigenvalue problem, let us recall a version of the Krein Rutmann theorem for Banach lattices
(Theorem 12.3 in [13], Theorem V 5.2 and its corollary in [28], see also Chapter 6, Section 19 in [14]).
Theorem 3.1. Let E be a Banach lattice and T a compact bounded positive irreducible operator. Then the spectral radius r(T ) is an alge-
braically simple eigenvalue of T and T ′ . The eigenspace is spanned by a quasi-interior eigenvector and a strictly positive eigenfunctional
respectively. Moreover r(T ) is the only eigenvalue of T having a positive eigenfunction.
Due to the assumptions on d(x), β(x), h and α, Tε, f is a well-deﬁned positive operator for f ∈ [0, f0) where f0 is such
that for all x ∈ [0,1] and for all f < f0 the function d(x) − (1 − ε) αβ(x) f1+β(x)hf is positive (notice that f0 could be inﬁnite,
although not with the hypotheses that we will have later on).
Theorem 3.2. Let Tε, f be the linear operator deﬁned in (12) for f ∈ [0, f0). Its spectral radius r(Tε, f ) is an algebraically simple
eigenvalue with strictly positive eigenvector. Moreover r(Tε, f ) is the only eigenvalue of Tε, f having a positive eigenvector.
Proof. For f ∈ [0, f0) the operator is bounded and positive.
In the Banach lattice L1(0,1) the quasi-interior points coincide with the functions strictly positive almost everywhere
(see [2, p. 238]). It is obvious that Tε, f g is a quasi-interior point whenever g > 0 (recall that g > 0 means g  0 and g = 0)
which means that Tε, f is irreducible.
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Ascoli theorem.
An application of Theorem 3.1 gives the statement. 
Lemma 3.3. Let Tε, f be the linear operator deﬁned in (12) for f ∈ [0, f0). Its spectral radius r(Tε, f ) is a continuous, strictly decreasing
function of f .
Proof. Continuity follows applying the results on continuity of a ﬁnite system of eigenvalues of Kato (see p. 213 in [19]).
Let f1 < f2. Since ‖Tnε, f1‖
1
n  ‖Tnε, f2‖
1
n , taking limit we have that r(Tε, f1 ) r(Tε, f2).
In order to prove it is strictly increasing we will follow the same steps as in [4]. Let us assume that it is not strictly in-
creasing, i.e., that there exist f1 < f2 such that r(Tε, f1 ) = r(Tε, f2 ) = c > 0. Since we have just seen that r(Tε, f ) is increasing,
it satisﬁes r(Tε, f ) = c for all f ∈ [ f1, f2]. Then 1 is an eigenvalue of 1c Tε, f for all f ∈ [ f1, f2]. Let D = {z ∈ C: Re z > 0}.
Since the function f → 1c Tε, f is analytic on D , 1c Tε, f is compact and (1− 1c Tε, f )−1 is invertible somewhere in D (there are
values of f for which r( 1c Tε, f ) < 1) then, by Corollary 1 in [27], the function f → (1− 1c Tε, f )−1 is a meromorphic function
on D which is a contradiction with the fact that 1 is an eigenvalue of 1c Tε, f for all f ∈ [ f1, f2]. 
Theorem 3.4. Let us assume there exists ε0 such that d(x)h < (1− ε0)α. Then, for ε < ε0 there exists a unique stationary solution of
system (5).
Proof. The spectral radius satisﬁes r(Tε,0) = 0. Under the hypothesis of the theorem we have that, for ε < ε0, d(x)− (1−ε)αh <
0 and therefore, that there exists f0 < +∞ such that d(x) − (1 − ε) αβ(x) f01+β(x)hf0 has a zero in [0,1] but d(x) − (1 − ε)
αβ(x) f
1+β(x)hf
does not vanish for f < f0.
Since r(Tε, f ) = limn→∞ ‖Tnε, f ‖
1
n and ‖Tε, f ‖ = ‖ε
∫ 1
0
γ (x,y)
d(y)
α (
1
β(y) f +h)−(1−ε)
· dy‖ we have that lim f→ f0 r(Tε, f ) = +∞. By the
previous lemma, there exists a unique fε such that r(Tε, fε ) = 1. 
If we assume the condition that was necessary for the stability of the coexistence equilibrium of the ﬁnite dimensional
predator prey model in Section 2 we obtain the following corollary.
Corollary 1. Let us assume that 2d(x)h < α holds. Then, for ε < 12 there exists a unique stationary solution of system (5).
3.4. Small mutation rate
In [7] we considered a general class of linear operators depending on a parameter ε of the form Bε + εT and we studied
the behavior of the dominant eigenvalue and the corresponding eigenfunction for ε going to zero.
In order to apply some of the results obtained there we need to show that (for ε small because in this section we
are only interested in small values of the mutation rate) the operators Cε, f = Bε, f + Kε, f have a dominant eigenvalue
λε( f ) with a corresponding eigenfunction ϕε, f . The same computation as in the previous section gives us that ϕε, f is an
eigenfunction of Cε, f = Bε, f + Kε, f of eigenvalue λε( f ) if and only if
Kε, f
(
λε( f ) − Bε, f
)−1
ψε, f = ψε, f
holds, that is, if 1 is an eigenvalue of Kε, f (λε( f ) − Bε, f )−1 with eigenfunction ψε, f .
In the same way as in the previous section, Theorem 3.1 gives us that, for λε( f ) > s(Bε, f ) =
maxx∈[0,1](−d(x) + (1 − ε) αβ(x) f1+β(x)hf , the spectral radius r(Kε, f (λε( f ) − Bε, f )−1) is an algebraically simple eigenvalue of
Kε, f (λε( f ) − Bε, f )−1 with corresponding strictly positive eigenvector. In order to show that λε( f ) is a strictly dominant
eigenvalue of Cε, f with corresponding strictly positive eigenfunction we only have to see that there exists λ1 such that
r(Kε, f (λ1 − Bε, f )−1) > 1 for some λ1 > s(Bε, f ) (see Theorem 2 in [4]), which is the assertion of the following result.
Lemma 3.5. For ε small enough, there exists λ1 such that r(Kε, f (λ1 − Bε, f )−1) > 1 for some λ1 > s(Bε, f ).
Proof. As in the proof of Proposition 7 in [7] it is enough to show that s(Kε, f R(λ1, Bε, f )) 1 for some λ1 > s(Bε, f ), that
is, that there exists g > 0 such that
(
Kε, f R(λ1, Bε, f )g
)
(x) = ε
1∫
γ (x, y)
αβ(y) f
1+ β(y)hf
g(y)
p(ε,λ1, y)
dy  g(x)0
292 S. Cuadrado / J. Math. Anal. Appl. 354 (2009) 286–294for all x ∈ [0,1] and for some λ1 > s(Bε, f ), where he have denoted by p(ε,λ, y) := λ − (1− ε) αβ(y) f1+β(y)hf + d(y). In the same
way as in the proof of Proposition 7 in [7], we choose g(x) := χ[xε−δ,xε+δ] , δ to be chosen and xε for ε small enough and
depending on f satisfying⎧⎪⎨
⎪⎩
p
(
ε, s(Bε, f ), xε
)= 0,
∂
∂ y
p(ε,λ, y)
∣∣∣
(ε,s(Bε, f ),xε)
= 0.
(13)
Notice that xε is the point of minimum of the function y → p(ε, s(Bε, f ), y) (recall the hypothesis on λ( f , x)). The value of
the spectral bound of the operator Bε, f (s(Bε, f ) = maxx∈[0,1](−d(x) + (1 − ε) αβ(x) f1+β(x)hf ) gives the ﬁrst equation in (13) and
the second follows from the fact that the minimum is a critical point.
Then we have, for λ1 suﬃciently close to s(Bε, f ) and δ small
(
Kε, f R(λ1, Bε, f )g
)
(x)
εmin[0,1]2 γ (x, y)
1+ 1
αβ(xˆ−δ) f
xˆ+δ∫
xˆ−δ
1
p(ε,λ1, y)
dy > 1,
since the improper integral
∫ xˆ+δ
xˆ−δ
1
p(ε,s(Bε, f ),y)
dy diverges. 
Since the prey predator model (5) satisﬁes the hypotheses on the operators of the form Bε + εT studied in [7] we have
the following two convergence results:
Proposition 1. Let Cε, f be the operator deﬁned in (10) for positive ε and f . Let λε( f ) be the strictly dominant eigenvalue of Cε, f .
Then
λε( f )
ε→0−−−→ max
x
(
αβ(x) f
1+ β(x)hf − d(x)
)
=: Λ0( f ).
Let us recall that we have denoted by x( f ) the point where Λ0( f ) is attained (in Section 2 we assumed that the function
(
αβ(x) f
1+β(x)hf − d(x)) has a unique critical point which is an absolute maximum).
Proposition 2. For every sequence εn going to zero, the sequence ϕεn, f ∈ L1[0,1] ⊂ M (the space of measures of Radon) of normalized
eigenfunctions corresponding to the eigenvalues λεn ( f ) of the operator Cεn, f has a subsequence ϕεnk , f satisfying
ϕεnk , f
ε→0−−−→ aδx( f )
in the weak star topology.
If we prove that there exists a subinterval I ⊂ [0,1] containing the point x( f ) such that ∫Ic ϕε, f (x)dx ε→0−−−→ 0 then we
have that a = 1 in Proposition 2 (see Theorem 2 in [7]).
Proposition 3. There exists an interval I containing the point x( f ) such that∫
Ic
ϕε, f (x)dx
ε→0−−−→ 0,
where ϕε, f is the normalized eigenfunction corresponding to the (dominant) eigenvalue λε( f ) of the operator Cε, f .
Proof. By Proposition 1 we have
λε( f )
ε→0−−−→ max
x
(
αβ(x) f
1+ β(x)hf − d(x)
)
= Λ0( f ).
Therefore, as x( f ) is a strict maximum, for any I containing x( f ) there exists ε0 such that for ε < ε0,
λε( f ) >
(
αβ(x) f
1+ β(x)hf − d(x)
)
if x ∈ Ic .
Integrating over Ic the equality 0 = (Cε, f − λε( f ))ϕε, f the same argument used in Lemma 4 in [7] yields∫
Ic
ϕε, f (x)dx
ε→0−−−→ 0. 
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ϕε, f
ε→0−−−→ δx( f )
in the weak star topology.
Proof. As ‖ϕε, f ‖ = 1 by the Banach–Alaoglu theorem any sequence ϕεn, f with εn → 0 has a subsequence that converges.
By Propositions 2 and 3 the limit is δx( f ) for all of them. This completes the proof. 
We will now formulate two results that, under the hypotheses of existence of a locally stable positive equilibrium cor-
responding to the (unique) ESS value of the ﬁnite dimensional predator prey model (3), give us that when ε tends to zero,
the steady states of the inﬁnite dimensional predator prey system (5) tend to concentrate at the mentioned ESS value.
Theorem 3.7. Let λε( f ) be the strictly dominant eigenvalue of the operator Cε, f . The unique solution fε of λε( f ) = 0 satisﬁes
fε
ε→0−−−→ fˆ
where fˆ is the solution of Λ0( f ) = maxx( αβ(x) f1+β(x)hf − d(x)) = 0.
Proof. The existence of fε was shown in the previous section. Proposition 1 and the fact that Λ0( f ) changes sign (see
Section 2 where the inequality αh > 2d(x) was assumed for some x) give the result. 
Theorem 3.8. Let us consider the family ( fε,uε) of stationary solutions of system (5). Let us denote by xˆ the value x( fˆ ) deﬁned in (4).
Then
uε
ε→0−−−→ uˆδxˆ
in the weak star topology and fε
ε→0−−−→ fˆ where ( fˆ , uˆ) is the solution of the ﬁnite dimensional predator prey model (3) when x = xˆ.
Moreover
∫∞
0 uε
ε→0−−−→ uˆ and for any subinterval of [0,1], I , containing xˆ∫
Ic
uε
ε→0−−−→ 0.
Proof. We are reduced to prove the result for the second component uε = cεϕε, fε of the steady state because Theorem 3.7
gives the result for the ﬁrst component. Analogously to Proposition 2 by the Banach–Alaoglu theorem we obtain that
ϕε, fε
ε→0−−−→ bδxˆ for some b 0.
Moreover, by Proposition 3 there exists I such that∫
Ic
ϕε, fε (x)dx
ε→0−−−→ 0
which implies that b = 1. Finally,
cε = a − μ fε∫ 1
0
β(x)ϕε, fε (x)
1+β(x)hfε dx
ε→0−−−→ a − μ fˆ
β(xˆ)
1+β(xˆ)h fˆ
= uˆ.
The facts that uε
ε→0−−−→ uˆδxˆ and that there exists I containing xˆ such that
∫
Ic uε, fε (x)dx
ε→0−−−→ 0 imply the last statement. 
4. Concluding remarks
In [7] and [8] results on existence and asymptotic shape when the mutation rate tends to 0 of equilibria of selection
mutation equations when the nonlinearity reduces to a competition term where obtained. In the present paper we have
extended the results to the case of prey-predator interaction or, in other words, to assuming a dynamic resource for the
evolving species.
More precisely, we have proved the existence of a family of equilibria ( fε,uε) of the inﬁnite dimensional predator prey
model (5) that tend to concentrate, when the probability of mutation tends to zero, at the evolutionarily stable strategy
(ESS) value of the ﬁnite dimensional predator prey model (3). Moreover, the total population at equilibrium of (5) tend to
the equilibrium of (3) for the value of ESS of the parameter.
A next and natural step would be to study the stability of the equilibria of the predator prey model. In [9] we stud-
ied local stability (for ε close to zero) of equilibria (uε) of selection mutation equations of the form ut = Aε(F (u))u (here
294 S. Cuadrado / J. Math. Anal. Appl. 354 (2009) 286–294Aε(F (u)) is a linear operator) taking advantage of the asymptotic stability of the corresponding ESS “ecological” equilibrium.
The main feature for this kind of equations is that when the environment (F (u)) is ﬁnite dimensional, the linearized opera-
tor at the stationary solution is a degenerate perturbation of an operator with spectral bound equal to zero. Because of this,
the computation of the spectrum of the linearization reduces to the computation of the zeroes of a characteristic equation
given by the so called Weinstein–Aronszajn determinant. Nevertheless, as we already pointed out in [9] this analysis is in
general not easy due to the fact that the operator Aε(F (uε)) tends when ε goes to zero to a multiplication operator and
therefore its dominant eigenvalue is not uniformly isolated with respect to ε. For the prey predator model studied here, the
two dimensionality of the model adds diﬃculties in order to apply the stability results of [9]. In a forthcoming paper we
shall reformulate some of the results on stability of [9] because a direct application of them is not possible due to the fact
that the prey predator model studied here does not satisfy all the assumptions made there.
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