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Introduction générale
La récente augmentation du nombre de véhicules électriques disponibles à l’achat
et la diversité importante des constructeurs automobiles proposant au moins un mo-
dèle électrique, illustrent le développement actuel de ce marché. Cette accélération de
la production de véhicules électriques s’explique notamment par une combinaison de
différents facteurs avec diverses influences selon la sensibilité des analystes. Ces fac-
teurs sont liés, sans ordre d’importance, aux restrictions qui légifèrent les émissions
des pollutions locales et globales, à l’augmentation du prix du pétrole ou bien à la
prise de conscience écologique.
Cependant, le déploiement du marché des véhicules électriques est actuellement
freiné par les limitations perçues par les acheteurs comme des contraintes impor-
tantes pour leurs usages. Actuellement, ces limitations sont essentiellement causées
par les systèmes de stockage électrique, qui impactent directement les performances
des véhicules. À ce jour, les batteries lithium-ion (Li-ion) proposent l’une des solu-
tions technico-économique les plus compatibles avec cette application, principalement
par sa densité énergétique élevée. Les performances des batteries sont par conséquent
au centre de nombreuses études ayant pour objectif de résoudre les problématiques
liées aux limitations identifiées par les utilisateurs. L’amélioration de la performance
des batteries est de première importance pour les constructeurs automobiles qui sou-
haitent rester compétitifs sur ce segment de marché par rapport à de nouvelles solu-
tions innovantes, telles que les piles à combustible.
Les attentes des acheteurs définissent un cahier des charges de performances auto-
mobiles guidé par les caractéristiques des véhicules thermiques. Ces lignes directrices
engendrent un développement des batteries mené par des problématiques de coût, de
poids, de performance énergétique et de durée de vie. L’amélioration significative de
ces verrous auraient très certainement pour conséquence une augmentation très nette
des ventes de véhicules électriques qui proposeraient une alternative viable aux véhi-
cules thermiques et hybrides.
Le travail de recherche exposé ici se place dans le cadre de la maitrise de la durée
de vie et la gestion des batteries Li-ion. Cette problématique spécifique est un enjeu
majeur dans la commercialisation des véhicules électriques. En effet, les performances
initiales des batteries Li-ion, en deçà des critères nécessaires, déclinent au fil du temps
et des usages, de par le vieillissement de ces composants.
Les batteries Li-ion sont des systèmes de stockage électrique réversible complexes
impliquant des phénomènes de vieillissement multi-causaux, difficilement quantifia-
bles. Les approches actuellement proposées dans la littérature permettent de résoudre
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certaines problématiques relatives au vieillissement, telles que la compréhension élec-
trochimique des phénomènes de dégradation intervenant lors du vieillissement d’une
batterie. Néanmoins, de nombreuses interrogations liées à l’estimation de l’état de
santé d’une batterie subsistent.
L’étude détaillée ici utilise une approche, rarement utilisée à ce jour dans ce type
de problématique, basée sur l’exploitation des données mesurées et enregistrées lors
d’usages réels de véhicules électriques. Cette quantité de données propose une base
d’information importante nécessitant d’être analysée et traitée pour en extraire des in-
formations liées au vieillissement des batteries. Une telle approche permet d’extraire
les informations contenues dans les données et les signaux mesurés sans considérer de
modèle extérieur amenant potentiellement un biais dans l’étude. Ce travail développe
une telle méthodologie, jamais appliquée aux problématiques relatives au vieillisse-
ment des batteries en usage sur un véhicule électrique, et pouvant donc mettre en
évidence des phénomènes non identifiés pour les présenter ensuite à des experts afin
de les valider.
Les objectifs de cette recherche sont la compréhension, l’analyse, l’estimation et la
gestion des phénomènes de vieillissement des batteries en usage réel, qui nécessitent
des investigations approfondies. Ces besoins sont guidés par les besoins des utilisa-
teurs de véhicules électriques, dans le cadre d’une gestion de flotte ou de maintenance,
et forment le cœur de l’étude proposée ici.
Ce travail se focalise sur l’analyse des conditions d’usage d’une batterie et leurs
influences sur les phénomènes de vieillissement, ainsi que sur l’estimation de l’état
de santé d’une batterie, lors d’usages réels. Ces problématiques sont traitées dans le
cadre d’un usage individuel d’un véhicule électrique ainsi que lors d’une exploitation
d’une flotte de véhicules. Ces travaux sont ici présentés au sein de quatre parties. Le
fonctionnement des méthodologies utilisées sera en premier lieu détaillé dans le cadre
général, puis appliqué à la problématique traitée dans un second temps.
La première partie de ces travaux présente le contexte justifiant ces travaux de re-
cherche explicités dans la suite de cette étude. L’évolution du marché des véhicules
électriques y est décryptée, les limitations actuelles liées au vieillissement des batteries
sont explicitées. Le vieillissement d’une batterie est défini et les phénomènes interve-
nant sont détaillés et interprétés pour comprendre la complexité de ce procédé. Les
problématiques traitées dans la suite de l’étude sont définies dans cette partie, et les
solutions existantes y sont discutées, les contraintes et les limites des approches exis-
tantes sont analysées. Les lignes directrices des méthodologies proposées dans cette
étude sont posées avec pour objectif de répondre spécifiquement aux problématiques
établies par l’utilisation des données issues de la vie de la batterie.
La deuxième partie détaille les différentes expérimentations permettant l’obtention
des données employées dans l’ensemble de ces travaux. L’historique de ces données
est par la suite exploitée dans le cadre d’une analyse approfondie, hors ligne, pour
l’identification des interactions entre les variables et la quantification de leurs impacts
respectifs sur les phénomènes de vieillissement d’une batterie. Les phénomènes de
vieillissement d’une batterie sont associés aux variables les impactant, pour fournir
des interprétations sur les conditions d’expérimentation influençant le vieillissement
des batteries. Des modèles d’estimation statistique du niveau de vieillissement d’une
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batterie sont construits et validés à partir de la base de données à disposition, démon-
trant la pertinence de l’approche proposée.
La troisième partie se focalise sur un traitement en ligne des mesures. Ces travaux
sont guidés par les besoins d’un d’indicateur fiable du niveau de vieillissement de la
batterie, calculé en embarqué, lors de ces usages réels. Cette partie détaille le prin-
cipe de la méthodologie proposée, ainsi que la réflexion dirigeant cette approche. La
méthode utilisée exploite directement le comportement des signaux mesurés sur la
batterie. Ceux-ci contiennent des informations relatives au niveau de performance de
la batterie. Une méthodologie est développée autour de cet axe pour obtenir un estima-
teur instantané du niveau de vieillissement, uniquement à partir de signaux mesurés
sur la batterie. La précision de cette méthodologie est évaluée selon différents critères
et pour différentes batteries, fournissant un niveau de confiance prometteur.
La quatrième partie aborde les problématiques relatives à la gestion d’une flotte de
véhicules électriques. L’étude d’une flotte engendre des problématiques spécifiques,
différentes de celles liées aux véhicules individuels, il est donc nécessaire d’établir
des méthodologies dédiées. Pour ce faire, les outils présentés dans la deuxième et la
troisième partie sont appliqués au contexte de la gestion d’une flotte de véhicules. La
combinaison et l’interaction entre les différentes méthodologies sont détaillées, for-
mant une cohésion entre tous les outils développés dans ces travaux. Les usages des
différents véhicules sont regroupés pour proposer un contrôle individualisé des véhi-
cules de la part d’un gestionnaire de flotte. De plus, les conditions d’expérimentation
responsables d’un vieillissement important des batteries sont identifiées pour chacun
des véhicules, pour former un outil d’aide à la gestion de flotte. L’estimation du niveau
de vieillissement est également abordée par une mise à jour des résultats en fonction
des possibilités de mesures exactes des performances des batteries.
Finalement, l’extension des approches développées dans ces travaux est abordée
par le biais d’améliorations et de développements des outils évoqués ou bien par la
proposition de nouveaux domaines d’applications.
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1.1 Les véhicules électriques - Transports
1.1.1 Essor des véhicules électriques
Les premiers véhicules électriques (VE) sont apparus au milieu du 19ème siècle,
lorsque l’électricité était le choix de propulsion privilégié. Depuis quelques années
l’impact environnemental et la raréfaction du pétrole implique une augmentation de
son coût, ont engendré un regain d’intérêt pour la propulsion électrique. Les VE ont
commencés à être réintroduits commercialement, en France, au début des années 1990.
Une liste non exhaustive des VE commercialisés lors des dernières années, illustrant
les évolutions de leurs caractéristiques, est présentée table 1.1. On peut remarquer la
nette amélioration récente des performances estimées des VE, ainsi que la diversité
accrue des constructeurs proposant un modèle électrique.
Véhicule Batterie Vitesse max Autonomie Année
(km.h−1) (km)
Citroën AX NiCd 91 80 1995
G.M. EV1 NiMH 130 150 1996
Citroën Saxo NiCd 91 75 1997
G.M. EV1 Plomb 130 225 1999
Tesla Roadster Li-Cobalt 201 394 2008
BMW Mini-e Li-Manganèse 150 160 2009
Nissan Leaf Li-ion 145 175 2010
Renault Fluence ZE Li-ion 135 160 2011
Mitsubishi iMEV Li-ion 130 130 2011
Wheego Whip Li-ion 105 160 2011
Tesla Serie S Li-ion 210 480 2012
Renault Zoe Li-ion 135 210 2012
Peugeot iOn Li-ion 130 150 2012
Citroën C-ZERO Li-ion 130 150 2012
BMW i3 Li-ion 150 160 2013
Honda Fit EV Li-ion 150 200 2014
Toyota RAV4 EV Li-ion 145 160 2014
Volkswagen e-Golf Li-ion 135 275 2015
Tesla Model X Li-ion ? ? 370 2016
Table 1.1 – Comparatif des caractéristiques de quelques véhicules électriques com-
mercialisés (Li-ion est spécifié dans les cas où les détails sur la composition de ces
batteries ne sont pas fournis)
Après un démarrage des ventes lent, les ventes de véhicules électriques (hybrides
ou 100 % électriques) connaissent depuis 2012 une nette accélération. Les ventes aux
États-Unis ont par exemple été doublées entre 2012 et 2013. Cette tendance semble
se poursuivre en 2014 par une augmentation constatée de 66 % des ventes lors des 4
premiers mois par rapport à la même période en 2013 (figure 1.1). Il est important
de remarquer que les ventes de Battery Electric Vehicle (BEV) ont récemment dépassé
celles des véhicules hybrides aux États-Unis, qui représentent désormais 4 % du mar-
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ché total des véhicules neufs, démontrant la part non négligeable des VE et hybrides
dans le marché des ventes automobiles.
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Figure 1.1 – Évolution des ventes de véhicules électriques et hybrides aux États-Unis
[1] - Battery EV (BEV) - Plug-In Hybrid EV (PHEV) - Extended Range EV (EREV)
Il est également intéressant de remarquer la présence des VE dans l’ensemble des
régions majeures à travers le monde (figure 1.2). D’autre part, le public séduit par
l’achat de ce type de véhicules correspond à toutes les classes de la population et à
tous les âges (figure 1.3). Ces remarques permettent d’envisager un développement
plus important du marché des VE dans les années à venir.
De manière raisonnable, certaines études estiment une proportion de véhicules
électriques (VE) représentant environ 10 % du marché total des nouveaux véhicules
individuels d’ici 2020 (figure 1.4), considérant une augmentation annuelle de 35 %
des ventes de VE [2]. Il faut noter que les estimations les plus optimistes présentent
des ventes croissantes de 70 % tous les ans jusqu’en 2020 [4].
Ces estimations sont confortées par d’autres analyses. Les Nations Unies estiment
par exemple que la proportion des personnes vivant dans de grandes villes atteindra
70 % en 2050, ce qui correspond au marché cible des VE. D’autre part, les achats de VE
se font majoritairement lors d’un remplacement d’un ancien véhicule (figure 1.5). Or,
ce marché spécifique est cyclique et la quantité de véhicules remplacés chaque année
présente une opportunité intéressante pour les constructeurs de VE.
L’actuelle inflation des ventes reste cependant à mettre en relation avec les nom-
breuses aides dont profitent les VE. Celles-ci n’étant probablement pas destinées à être
pérennisées. D’autre part, les constructeurs réduisent considérablement leurs prix de
vente de manière à attirer de nouveaux clients. BMW a par exemple annoncé, durant
l’année 2013, un prix de vente étonnamment bas pour sa récente BMW i3 de 35 000 e,
les analystes estimant auparavant un prix au plus bas de 40 000 e. Plus récemment,
Ford a fait de même en réduisant le prix de la Focus EV de 3 000 e, ou encore la Nis-
san Leaf baissant son prix initial de 4 700 e, ce qui correspond à des véhicules neufs
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Figure 1.2 – Répartition de la présence des VE dans le monde, fin 2012 [2]
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Figure 1.3 – Caractéristiques sociologiques des acheteurs de VE [3]
autour de 22 000 e. Bien évidement ce sont de bonnes nouvelles pour les utilisateurs,
mais cela démontre également un problème d’adéquation entre l’offre et la demande
des VE. Le point positif étant néanmoins de démontrer par la pratique qu’il existe bel
et bien un marché pour les VE, à un prix de vente adapté aux attentes des acheteurs.
Le principal challenge actuel des constructeurs automobiles correspond au prix
des batteries qui demeurent trop chers pour le marché automobile. La réduction les
coûts des batteries, pour les mêmes caractéristiques techniques placerait les VE dans
un contexte favorable et les constructeurs ne seraient plus obligés de baisser leurs prix,
la batterie représentant près de la moitié du coût total d’un VE. La proportion du prix
d’une batterie par rapport à l’ensemble d’un véhicule est présenté en figure 1.6.
L’évolution des recherches et des technologies permettent actuellement une réduc-
tion partielle des coûts de fabrication des batteries. Les améliorations récentes sont
tout de même loin des objectifs à terme nécessaires pour séduire une large partie du
public. Ceux-ci oscillant pour le U.S. Advanced Battery Consortium d’un coût de 150 $
par kWh, à un coût de 300 $ par kWh pour le Electric Vehicles Initiative (IEA) (figure
1.7). L’atteinte d’un tel coût des batteries permettrait aux VE d’être financièrement
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Figure 1.4 – Évolution estimée des stocks de EV, par pays [2]
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Figure 1.5 – Répartition des conditions d’achat d’un VE [3]
plus rentables que les véhicules thermiques, quelque soit l’intensité d’utilisation, ce
qui peut développer les ventes à une grande échelle.
Il faut néanmoins noter que certains analystes estiment qu’une diminution rapide
des prix des batteries, et donc par conséquent des VE, peut également avoir un effet
néfaste sur leurs ventes. D’après cette hypothèse, avec des prix en baisse constante,
des consommateurs prêts à acheter pourraient continuer à attendre de nouvelles ré-
ductions importantes dans le futur [5]. De plus, les prix actuels étant artificiellement
abaissés pour créer un marché, il sera très difficile d’augmenter à nouveau les prix, ce
qui rendra la rentabilité plus difficile à atteindre pour les constructeurs. Tant que les
coûts des batteries descendront progressivement, les fabricants pourront difficilement
de faire du profit sur les VE, en particulier sachant que les consommateurs ne se lan-
ceront dans ce marché que pour un prix cohérent avec le marché global des véhicules.
1.1.2 Limitations des véhicules électriques
Une telle évolution du marché mondial des VE implique d’importantes étapes à
venir pour permettre aux batteries de correspondre aux objectifs requis par les utilisa-
teurs dans le cadre d’usage de VE, en dehors de leur prix. Les consommateurs seraient
moins réticents à payer le prix actuel des VE, si les performances de ceux-ci étaient
plus adaptées à leurs attentes. Ces contraintes correspondent à réduire les inconvé-
nients actuels des VE, par rapport aux véhicules thermiques, qui constituent la réfé-
rence de comparaison des acheteurs. En effet, l’image écologique des VE ne permet pas
20 CHAPITRE 1. CONTEXTE ET PROBLÉMATIQUE
2030
2020
2010
0 10 20 30 40 (k€)
Prix EV hors batterie
Prix batterie
Figure 1.6 – Projection de la proportion du coût d’une batterie dans le prix total d’un
VE [3]
Figure 1.7 – Exemple d’évolution prévue du coût des batteries dans les prochaines
années [2]
systématiquement d’attirer de nouveaux clients, ceux-ci étant prioritairement séduits
par des économies potentielles (figure 1.8). Ceci démontre la nécessité d’un change-
ment de discours de la part des constructeurs automobiles qui continuent d’axer leurs
principaux arguments sur l’écologie. Les désavantages majeurs au développement des
VE sont donc liés à leurs usages et à leurs performances. Les trois inconvénients ma-
jeurs cités par les consommateurs sont le niveau d’autonomie, le prix et le temps de
charge des VE (figure 1.9). Notons que la contrainte du niveau d’autonomie est am-
plifiée par le manque de confiance des utilisateurs vis à vis des indicateurs correspon-
dants. D’autre part, le long temps de recharge des VE est lié au manque d’infrastruc-
tures de recharges.
Concrètement, le développement des ventes de VE nécessite une amélioration de
leurs performances. Comme nous l’avons développé précédemment, les prix des VE
doivent subir une baisse conséquente dans les années à venir. Le coût vu comme un
frein par les potentiels acheteurs est donc sujet à devenir un atout dans le futur.
Le temps de charge d’une batterie est aujourd’hui d’environ 6-9 heures en charge
dite lente, et inférieur à une heure pour les charges rapides. Les études récentes mon-
trent que les bornes de recharges lentes et rapides sont amenées à être de plus en
plus nombreuses. Néanmoins les charges rapides sont principalement une solution
temporaire mise en place pour pallier les restrictions des batteries actuelles, et atti-
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Figure 1.8 – Degré des bénéfices annoncés des VE [6]
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Figure 1.9 – Degré des inconvénients annoncés des VE, comme des barrières à l’achat
[6]
rer le marché par ce qui semble être un facilitateur technologie clé [7]. L’éducation
des consommateurs par rapport aux problèmes engendrés par ce type de recharges ra-
pides, sur la santé de la batterie n’est cependant pas faite à ce jour, probablement pour
ne pas évoquer un nouvel inconvénient des VE au grand public [8, 9]. Il est de plus
actuellement difficile de quantifier cet impact des charges rapides sur la santé d’une
batterie.
La majorité des VE sur le marché présentent aujourd’hui des autonomies maxi-
males d’environ 150 km, qui en réalité revient le plus souvent à une autonomie de
100-120 km en usage normal, et < 100 km dans pour des usages extrêmes (par exemple
avec une température négative). Cette limitation de l’autonomie représente un incon-
vénient majeur pour les usagers de VE. Dans un sondage américain, 75 % des per-
sonnes interrogées évoquent l’autonomie des VE comme un inconvénient important
[6] des VE. Il faut noter que les États-Unis et la France comportent les populations
les plus sensibles à l’autonomie maximale [10]. Néanmoins, l’usage quotidien moyen
d’un véhicule aux États-Unis est de 46 km, avec une distance moyenne par trajet de 15
km [11]. Ces usages moyens des États-Unis étant les plus longs au monde, il apparait
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que les VE proposent des caractéristiques suffisantes pour une majorité des conduc-
teurs. Cependant, tant que cette autonomie maximale reste entre les attentes actuelles
et les besoins moyens, les perceptions de l’autonomie des VE et l’anxiété qu’elle induit
persistera dans l’esprit des consommateurs.
Il faut également évoquer le rôle des autonomies maximales annoncées par les
constructeurs comme un frein à la confiance faite par les utilisateurs. En effet, ces
distances maximales parcourues avec un VE correspondent à des usages optimaux peu
réalisables lors d’un usage réel. Le consommateur n’atteint donc jamais en réalité cette
distance maximale, ce qui créé un manque de confiance des utilisateurs vis à vis des
performances annoncées par les VE.
D’autre part, l’amélioration des batteries en terme de durée de vie, et en plage de
températures de fonctionnement, permettrait de réduire les coûts d’exploitation. Les
phénomènes de dégradations des batteries actuelles impliquent en effet une faible du-
rée de vie, annoncée par les constructions d’environ 8 ans ou d’environ 160 000 km
d’utilisation. Au fil des utilisations l’autonomie maximale de la batterie est réduite par
des phénomènes de vieillissement, ce qui accroit l’anxiété des utilisateurs de VE (range
anxiety). Ce phénomène de stress, familier des usagers de VE, se produit lors de trajets
nécessitant une grande partie des performances des batteries. Le terme norvégien "rek-
keviddeangst" 1 figure même dans la liste des mots de l’année 2013 [12]. Les utilisateurs
de EV font face à un stress généré par la peur de ne pas parvenir à leur destination.
La solution à cette anxiété est bien évidemment une évolution des performances de
batterie, ou à plus court terme la possibilité de connaitre précisément la distance pou-
vant être parcourue. Ceci n’est pas le cas actuellement, les indicateurs utilisés pour
estimer cette distance maximale n’étant que peu fiables, notamment par la non prise
en compte des auxiliaires et de l’environnement.
L’autonomie maximale d’un VE à un instant donné dépend de l’état de santé de la
batterie utilisée. L’estimation du niveau de ces performances en temps réel est un sujet
majeur au développement des VE. La suite de cette étude a donc pour but de com-
prendre les phénomènes de dégradation d’une batterie, puis d’obtenir un indicateur
du niveau de vieillissement capable de fiabiliser les estimations d’autonomie faites à
partir des données mesurées par la batterie et le véhicule, susceptible de réduire cette
anxiété des utilisateurs.
1.2 Les batteries lithium-ion
Les batteries Li-ion sont commercialisées depuis 1991, initialement pour les utilisa-
tions mobiles telles que les téléphones ou les ordinateurs portables [13]. L’intérêt pour
cette technologie s’est considérablement développé depuis et a généré de nombreuses
recherches ayant pour objectif d’améliorer les performances de ces batteries [14]. Ré-
cemment, les batteries lithium-ion ont pénétré le marché des véhicules électriques et
hybrides grâce à leur importante densité énergétique, ce qui a fait d’elles le candidat
le plus prometteur à ce type d’application pour succéder aux batteries nickel-metal
(NiMH) utilisées dans les années 1990 et au début des années 2000 [15]. Un compara-
tif des performances obtenues pour différentes technologies de batteries est présenté
en table 1.2, et sont comparées aux objectifs affichés à moyen terme pour une utili-
1. Inquiétude liée à l’autonomie en norvégien.
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sation en véhicule électrique. Ce comparatif illustre les avantages des batteries Li-ion
par rapport aux autres technologies pour un usage VE.
Plomb NiCd NiMH Li-ion Objectif
Densité
énergétique 30-50 45-80 60-120 80-160 250
(Wh/kg)
Nombre de cycles 200 à 300 1500 300 à 500 500 à 1000 >1000
Temps de recharge
rapide à 100 % 8 à 16h 1h 2 à 4h 1 à 4h 0.5h
Auto-décharge
par mois 5 % 20 % 30 % 10 % 3 %
Plage de
température (◦C) -20 à 60 -40 à 60 -20 à 60 -20 à 60 -30 à 65
Table 1.2 – Comparatif des caractéristiques des technologies de packs batterie [16]
Le passage à la technologie lithium représente un appui majeur au développement
des véhicules électriques. La plupart des grands constructeurs automobiles ont intro-
duit des modèles hybrides ou électriques lors des deux dernières années, la quasi-
totalité utilisent des batteries au lithium pour le stockage d’énergie (table 1.1). Nous
plaçons donc plus précisément cette étude dans l’étude du vieillissement des batteries
Li-ion, pour une application VE.
1.2.1 Présentation et fonctionnement
Une batterie peut se définir comme un convertisseur et un système de stockage
d’énergie avec un dispositif oxydant-réducteur réversible, ce qui n’est pas le cas des
systèmes primaires comme les piles. D’un point de vue général, une batterie est com-
posée de plusieurs éléments appelés accumulateurs, destinés à emmagasiner l’énergie
sous forme chimique, et à restituer de l’énergie électrique.
Le principe d’un tel élément de stockage d’énergie repose sur l’exploitation de deux
couples oxydo-réducteurs : Ox1/Red1 et Ox2/Red2, se trouvant aux deux électrodes dif-
férentes. Ces deux électrodes, reliées par un conducteur métallique interne, génèrent
la circulation des ions qui circulent sous l’effet d’une différence de potentiel de l’élec-
trode négative vers l’électrode positive. Les électrons, quant à eux, transitent par le
circuit électrique externe provoquant une réaction électrochimique de réduction en
arrivant sur l’électrode positive.
L’énergie chimique produite peut alors être convertie en électricité par l’usage d’un
circuit électrique externe. Si la batterie est en charge ou en décharge nous pouvons
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considérer deux cas. La réaction globale s’écrit donc :
Ox2 + Red1
décharge


charge
Red2 + Ox1 (1.1)
Il est important de noter ici que l’électrode où se produit la réduction est appelée
la cathode, et l’anode correspond au lieu de l’oxydation. Les électrodes positive et né-
gative sont par abus de langage respectivement appelées cathode et anode, cependant
ces définitions ne sont pas valables au sens électrochimique dans le cas d’une batterie
du fait de l’alternance charge/décharge car chaque électrode change de rôle.
Les deux électrodes sont placées au sein d’un électrolyte assurant les échanges io-
niques entre celles-ci. Un séparateur, conducteur ionique et isolant électrique, situé
entre les deux électrodes permet également d’obtenir un milieu non conducteur entre
ces dernières. La figure 1.10 illustre la composition d’une batterie.
Électrode Électrode
Séparateur
Électrolyte
Charge
Décharge
Chargeur
e-e-
ChargeDécharge
Moteur
Figure 1.10 – Illustration de la composition et du fonctionnement d’une batterie Li-ion
Dans le cas de batterie Li-ion, le fonctionnement repose sur l’échange réversible
des ions Li+ entre les électrodes. Une réaction dite d’insertion ou d’intercalation inter-
vient, les cations Li+ peuvent s’insérer ou se désinsérer dans une structure cristalline,
induisant une perte énergétique.
Lors d’une décharge, le lithium contenu dans l’électrode négative se désinsère de
la structure cristalline de ce matériau, puis se diffuse à travers l’électrolyte, pour fina-
lement venir s’insérer dans le matériau de l’électrode positive. Cette migration d’un
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cation Li+ au sein de la batterie est compensée par le déplacement d’un électron dans
le circuit électrique externe, formant un courant électrique. Dans le cas d’une charge,
le processus est inversé et les cations Li+ se propagent de l’électrode positive pour
venir s’insérer dans le matériau de l’électrode négative. La figure 1.10 représente ces
réactions.
En considérant par exemple une batterie Lithium-Fer-Phosphate (LiFePO4), nous
avons les réactions électrochimiques suivantes :
– À l’électrode positive :
Li1−xFePO4 + xLi+ + xe−
décharge−→ LiFePO4 (1.2)
– À l’électrode négative :
LiFePO4
charge−→ Li1−xFePO4 + xLi+ + xe− (1.3)
Il existe de nombreuses batteries Li-ion, formées de matériaux d’électrode et d’élec-
trolyte différents, ayant chacune des caractéristiques propres. Les performances d’une
batterie Li-ion sont les conséquences de la composition de ces électrodes (principale-
ment la positive). On peut avoir de nombreux matériaux de cathodes tels que le lithium
cobalt ; le composé lithium, nickel, cobalt et aluminium ; le composé lithium fer phos-
phate ; le composé lithium nickel cobalt manganèse ou encore le lithium manganèse
spinel. Diverses études ont été menées afin d’évaluer les différentes caractéristiques
des matériaux possibles. Une représentation résumant les caractéristiques de quelques
technologies de batteries lithium, selon divers critères de performances, de sécurité et
de coût, est présentée en figure 1.11.
Nous pouvons alors remarquer le bon compromis entre sécurité et durée de vie des
batteries Lithium Fer Phosphate (LFP), au contraire des batteries NMC qui proposent
une grande énergie spécifique mais une durée de vie et une sécurité moindre ce qui
implique une altération rapide de l’énergie spécifique. La technologie LFP elle l’une
des solutions retenues, entre autres, par le Commissariat à l’Énergie Atomique et aux
Énergies Alternatives (CEA), et que nous utilisons dans l’ensemble des expérimenta-
tions évoquées par la suite. Il est également important de noter les avantages en terme
de sécurité de cette technologie, cette notion étant au cœur des exigences suite à de
nombreux problèmes. En effet, les batteries LFP sont relativement sûres car l’oxydation
des matériaux n’a lieu que sous des faibles potentiels (∼ 3.4 V) et car elles offrent une
très bonne stabilité thermique (assurée jusqu’à 70◦C). De plus, ces batteries peuvent
difficilement prendre feu ou exploser en cas de surcharge. Enfin, la technologie LFP ne
contient pas de métaux lourds toxiques comme le plomb, le cadmium, le cobalt, ce qui
rend cette chimie plus facilement recyclable.
1.2.2 Données caractéristiques d’une batterie
Afin de pouvoir détailler le fonctionnement des batteries Li-ion, cette section pré-
sente les principales notions utilisées par la suite.
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Figure 1.11 – Comparaison des caractéristiques pour différentes technologies de bat-
terie Li-ion [17]
Capacité initiale : La capacité initiale d’une batterie correspond à sa charge maxi-
male au temps t0 (pour une batterie neuve). Cette valeur fait office de référence lorsque
l’on étudie l’évolution de la capacité de la batterie en fonction du vieillissement.
Capacité nominale : La capacité nominale d’une batterie, notée Cn, s’exprime en
ampère-heure (Ah) et représente la quantité de charge que peut restituer la batterie
initialement et entièrement chargée lors d’une décharge complète, dans des conditions
thermiques normales et avec un courant constant. Cette notion de capacité est sujette
à évolution, généralement une diminution, au cours de la vie de la batterie en fonction
de son vieillissement, et en fonction du régime de décharge ou de température.
Capacité stockée : La seule différence entre la capacité stockée et la capacité nomi-
nale réside dans le fait que la capacité stockée mesure la quantité de charge d’une
batterie à un instant donné et ne se réfère pas à la charge maximale possible.
State Of Charge (SOC) : L’état de charge d’une batterie (SOC) est le pourcentage de
quantité de charge disponible à un temps t. L’expression la plus fréquente est :
SOC(t) =
capacité stockée à t
capacité nominale à t
(1.4)
L’état de charge (SOC) donne une indication très intéressante sur le niveau d’auto-
nomie restant de la batterie. Cet indicateur est au cœur de la gestion d’une batterie.
De nombreuses études ont cherché à en obtenir une estimation la plus fiable possible
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[18]. Il est important de noter que le SOC ne donne aucune indication sur le niveau
de vieillissement d’une batterie et reste toujours entre 0 % et 100 %. L’état de charge
d’une batterie détermine la matière active présente au sein des électrodes.
On peut également exprimer le SOC à l’instant t1 à partir de l’intégration du cou-
rant, par la formule suivante :
SOC(t1) = SOC(t0)−
∫ t1
t0
i(t) dt
Cn(t0)
, (1.5)
avec Cn(t0) la capacité nominale de la batterie à t0.
Depth Of Discharge (DOD) : À partir du SOC, il vient intuitivement une notion de
niveau de décharge. Cette valeur est représentée par le DOD simplement défini comme
étant le complémentaire du SOC, autrement dit on a :
DOD(t) = 1− SOC(t) (1.6)
∆SOC : L’autre notion directement associée au SOC est la variation d’état de charge,
lors d’une charge ou d’une décharge, que l’on note ∆SOC. Cette valeur est définie
comme étant le taux de capacité nominale de la batterie qui a été déchargée (resp.
chargée), il est donc négatif (resp. positif). Cet indicateur est en liaison directe avec le
régime imposé à la batterie.
End Of Life (EOL) : La notion de fin de vie de la batterie doit être également défi-
nie. Par convention, on dira que la batterie a atteint une limite définissant la fin de vie
lorsque qu’un critère nommé EOL est franchit. Le critère EOL est un seuil fixé a priori,
en dessous duquel on considère que la batterie n’est plus admissible pour une utilisa-
tion donnée. Le plus souvent, ce seuil est un critère dépendant de la capacité nominale
de la batterie. Il est très souvent fixé pour une perte maximale de capacité nominale
de 20 % par rapport à la capacité initiale [19, 20], en particulier pour les applications
transports.
Durée de vie : La notion de durée de vie est définie comme étant la période de vie
totale d’une batterie (en charge/décharge et en stockage), jusqu’à ce qu’elle franchisse
le critère de fin de vie EOL défini précédemment. Cette durée peut se mesurer soit en
nombre de cycles, soit en années selon les cas et les utilisations.
Impédance : L’impédance Z d’un système est la fonction de transfert entre le courant
(fonction d’entrée) et la tension (fonction de sortie). Cette fonction de transfert peut
être décomposée en une partie imaginaire et une réelle :
Z = R+ jX, (1.7)
avec R la partie dite résistive, et X la partie dite réactive.
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C-rate : Le C-rate signifie charge rate, ce qui correspond à la proportion de capacité
de la batterie qui peut être chargée ou déchargée en une heure. Pour une batterie de
2.1 Ah, un C-rate de C/3 = 0.7A signifie que la batterie requiert 3 heures pour être
entièrement chargée (ou déchargée). Ce paramètre est la conséquence directe du mode
de recharge (rapide ou lente).
1.2.3 Phénomènes de vieillissement
Les premiers usages des batteries Li-ion, destinés aux utilisations portables, avaient
un besoin de durée de vie peu élevé de quelques années. Or, avec les nouvelles appli-
cations de transport, les intérêts se focalisent sur les phénomènes de vieillissement,
considérant les exigences des constructeurs automobiles. D’un point de vue du design
des batteries, au-delà de toutes les contraintes de performance, certains objectifs sont
clairement définis pour la durée de vie (8 ans ou 160 000 km pour la Nissan Leaf et
la Volkswagen e-Golf). Il faut ici noter la réduction de ces garanties de batteries LFP,
celles-ci étant définies entre 10 et 15 ans il y a quelques années [21]. La variété des
garanties démontre l’incertitude des dégradations subies lors d’usages réels par une
batterie. L’objectif actuel est d’améliorer les performances et les durées d’usages des
batteries, ce qui nécessite une meilleure compréhension des phénomènes de vieillisse-
ment de batteries [22, 23].
L’identification du vieillissement et des phénomènes de dégradations d’une batte-
rie est un des principaux défis de ce domaine. Ces procédés sont complexes car de
nombreux facteurs provenant aussi bien de la nature des matériaux, du procédé de
fabrication, de la cellule, de l’environnement que des modes d’Utilisation 2, et sont en
interaction permanente générant divers effets de vieillissement. Cette partie présente
les résultats actuels sur les mécanismes de vieillissement des batteries Li-ion, et pré-
cisent les facteurs et leurs conséquences.
Le vieillissement d’une batterie se produit en premier lieu dans la composition chi-
mique de son électrolyte et des électrodes. Les mécanismes de dégradation diffèrent de
l’électrode positive à l’électrode négative [20, 24]. L’origine de ces mécanismes peuvent
être mécaniques ou électrochimiques et sont fortement dépendants de la composition
des électrodes. En cours d’Utilisation d’un véhicule correspond aux conditions de vie
d’une batterie, , le vieillissement provoque des dégradations irréversibles sur les com-
posants des cellules [25], ce qui génère, par exemple, une modification des propriétés
structurelles, une variation de la composition chimique de l’électrolyte ou bien une
perte de matériel actif par dissolution du matériel dans l’électrolyte [20].
1.2.3.1 Effets du vieillissement à l’électrode négative
La plupart des électrodes négatives sont constituées de graphite, carbone, titane ou
silicone. Le choix le plus fréquent est porté sur le graphite, ce qui est important dans
le cadre des propriétés de sécurité des batteries [24]. Le principal facteur de vieillis-
sement est le développement d’une interface phase solide entre l’électrolyte et l’élec-
trode. Celle-ci est nommée Solid Electrolyte Interphase (SEI). Cette interphase solide
est créée naturellement lors de la première charge. Son rôle est de protéger l’électrode
2. Le terme d’utilisation (noté Utilisation) (resp. d’usage (noté Usage)) comprend les stockages, rou-
lages, les charges (resp. les conditions d’Utilisation et environnementales).
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négative de possibles corrosions et l’électrolyte de réductions [26]. Ce phénomène se
produit essentiellement pendant le début d’un cycle, formant donc une barrière na-
turelle entre l’électrode négative et l’électrolyte ce qui offre une garantie de sécurité
[27, 28].
La SEI n’est pas stable car les batteries Li-ion opèrent en tension en dehors de la
fenêtre de stabilité électrochimique de l’électrolyte. La SEI se développe avec le temps
ce qui provoque une perte continue d’ions lithium et une décomposition de l’élec-
trolyte [29]. De plus, la perte de lithium disponible causée par des réactions secon-
daires à l’électrode négative en graphite ont été reportées comme la principale source
de vieillissement se produisant lors des stockages d’une batterie [30].
En outre, la SEI est perméable aux ions lithium et à d’autres éléments chargés (anio-
niques) ou des éléments neutres (solvant) [20, 31]. De ce fait, le solvant interagit avec le
graphite après diffusion à travers la SEI, ce qui induit une exfoliation du graphite [32],
formant du gaz qui peut craquer la SEI et permettre son expansion [26, 33]. Néan-
moins, la formation de gaz est faible et semble se produire uniquement lors les pé-
riodes de stockage à SOC élevé [34]. Il existe également une perte de surface active
avec le temps, ce qui accroît l’impédance de l’électrode. La figure 1.12 illustre l’en-
semble de ces phénomènes se produisant à la SEI. Ces phénomènes peuvent avoir lieu
lors des Usages de la batterie.
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Figure 1.12 – Formation et développement de la SEI lors de la vie d’une batterie [35]
Notons que des conditions inadéquates d’Utilisation, telles que des températures
extrêmes ou des surcharges, peuvent accélérer ces processus de dégradation [36]. Ainsi,
sous certaines conditions de température la SEI peut se dissoudre et créer des sels li-
thium moins perméables que les ions lithium, ce qui peut augmenter l’impédance de
l’électrode négative [37]. Au contraire, de basses températures engendrent une perte
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de diffusion du lithium au sein de la SEI et du graphite [38, 39], pouvant recouvrir
l’électrode avec un placage de lithium. Il est important de noter que la formation de la
SEI, son développement et le placage de lithium sont chacun responsables de la perte
de lithium cyclable, dans des conditions d’utilisation mobile [40], et de l’augmentation
de la résistance.
1.2.3.2 Effets du vieillissement à l’électrode positive
Il a été démontré à partir d’observations sur l’électrode positive qu’il n’existe pas
de modification directe évidente de la morphologie de l’électrode positive, pour tous
les niveaux d’Utilisation de la batterie [34, 41]. Ce qui confirme l’importance prépon-
dérante de l’électrode négative dans le processus de dégradation d’une batterie [42].
Il faut cependant remarquer que l’électrode positive est sujette à de faible altéra-
tions avec le temps, dépendantes du matériau choisi [43]. Une SEI est également créée
à l’interface électrode positive/électrolyte causée par des tensions élevées à cette élec-
trode [44], cette SEI est néanmoins complexe à détecter [45, 46].
Pour résumer, les principaux phénomènes observés à l’électrode positive sont :
l’usure de la masse active, dégradation de l’électrolyte, l’oxydation de l’électrode et
la formation d’une SEI, interaction entre les éléments de l’électrode positive dissous à
l’intérieur de l’électrolyte et de l’électrode négative [41, 47, 48]. Tous ces effets ne sont
pas indépendants et leurs interactions respectives diffèrent en fonction des matériaux
employés [49].
1.2.3.3 Conséquences des phénomènes de vieillissement
Nous pouvons identifier deux effets principaux du vieillissement d’une batterie : la
perte de capacité et une augmentation de sa résistance interne. Ces deux phénomènes
possèdent des causes chimiques différentes. Cela implique une dépendance non li-
néaire de nature inconnue entre ces différents phénomènes de vieillissement du fait de
l’interaction entre les conditions de vie de la batterie.
Afin d’interpréter les phénomènes de dégradations d’une batterie énumérés jus-
qu’ici, il est essentiel de se placer dans le cadre d’un usage de la batterie dans un
véhicule électrique. En terme de performances de la batterie, les pertes de lithium cy-
clable et la perte de matériel actif provoquent une diminution de sa capacité. De plus,
les films passifs génèrent l’augmentation de la résistance de la batterie (figure 1.13).
Lors de l’Utilisation d’un véhicule électrique, ces phénomènes de vieillissement
se traduisent pour la perte de capacité par une réduction de l’autonomie disponible,
et pour l’augmentation de la résistance par une diminution de la puissance maximale
disponible. Cette puissance maximale peut, par exemple, être perçue comme la faculté
d’accélération du véhicule. Notons que ce phénomène est moins critique sur les VE car
les technologies actuelles sont assez puissantes pour ce type d’application.
1.2.4 Facteurs globaux de vieillissement
Les conditions de vie d’une batterie peuvent se diviser en deux parties distinctes :
les charges/décharges et les stockages. Ces conditions correspondent à des modes de
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Figure 1.13 – Illustration des phénomènes de dégradation d’une batterie
vieillissement différents : calendaire et cyclique [50]. Le vieillissement calendaire cor-
respond aux phénomènes et aux conséquences des stockages d’une batterie.
Au contraire, le vieillissement cyclique est associé à l’impact des périodes d’usages
d’une batterie, appelées cycles (charges ou décharges).
1.2.4.1 Vieillissement calendaire
L’auto-décharge d’une batterie correspond à l’énergie perdue lors d’un stockage.
Une partie est réversible et l’autre non, impliquant une perte de capacité, et une aug-
mentation de la résistance. Le vieillissement calendaire est principalement défini par
la proportion irréversible de la perte de capacité survenant lors d’un stockage d’une
batterie. Le taux d’auto-décharge varie en grande proportion selon les conditions de
stockage. Les effets générant la dégradation d’une batterie peuvent être accélérés ou
ralentis en fonction de ces conditions.
De nombreuses études ont été menées notamment sur le vieillissement calendaire
des cellules pour différents niveaux de température, et de SOC [51, 52]. Ces études
mettent en avant les conditions de température comme étant la principale contrainte
du vieillissement calendaire [53]. Lorsque les températures de stockages sont élevées,
les réactions secondaires décrites précédemment et les dégradations sont facilitées ; la
perte de lithium est également plus importante que pour des températures modérées,
ce qui engendre une perte de capacité [54, 55]. À l’inverse, de faibles températures per-
mettent de limiter le développement de ces phénomènes mais ces conditions induisent
néanmoins des problèmes causés par la diminution de diffusion et altèrent la chimie
de la batterie [56].
L’autre principale variable représentée dans les études du vieillissement calendaire
est le niveau de charge (SOC) auquel la batterie est stockée. Pour des conditions de tem-
pératures égales, mais pour différents niveaux de SOC, les cellules n’ont pas le même
taux de vieillissement (figure 1.14), de plus fortes dégradations se produisant pour
des SOC élevés [42]. Par définition, le SOC représente la proportion d’ions présents
dans les électrodes. Cela implique directement, pour des niveaux de SOC extrêmes,
un fort déséquilibre de potentiel à l’interface électrode/électrolyte, favorisant les réac-
tions chimiques décrites précédemment.
La majorité des études calendaire explorent les conditions de stockage comme une
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Figure 1.14 – Évolution de la puissance de cellules stockées à des températures entre
20◦C et 60◦C, et avec des SOC entre 50 % et 100 % [57]
combinaison entre les SOC et les conditions de températures. Or, ces variables altèrent
simultanément la batterie, chacune avec un effet non-linéaire avec le temps, indépen-
damment ou non des autres variables. Les résultats des études menées évoquent un
effet plus restrictif d’un haut niveau de SOC par rapport à une température élevée
[57, 58]. Ces conclusions sont uniquement faites à partir de l’observation d’expérimen-
tations menées et il demeure nécessaire de comprendre les effets de la combinaison de
ces deux causes du vieillissement calendaire.
1.2.4.2 Vieillissement cyclique
Le vieillissement cyclique intervient, lui, lorsque la batterie est en charge ou en dé-
charge. Il s’agit d’une conséquence directe du niveau et du mode d’Utilisation, et donc
des températures et des sollicitations appliquées à la batterie. De nombreux facteurs
sont impliqués dans ce type de vieillissement.
Lors de ces périodes, une batterie est sujette à des effets exothermiques [59] qui
peuvent être privilégiés sous des températures élevées et provoquer un vieillissement
prématuré. Il est cependant important de considérer également les effets des tempéra-
tures basses. Des études rapportent un impact direct de la température ambiante sur le
vieillissement d’une batterie, mais aucune ne se porte sur la température mesurée dans
la batterie directement. Cette notion reste mal comprise et requiert des investigations
plus approfondies.
Mis à part ces variables, les facteurs de vieillissement cyclique dépendent du mode
de cyclage de la batterie. Un facteur récurrent dans la littérature est le ∆SOC, qui re-
présente la variation de l’état de charge se produisant lors d’un cycle. Ce facteur est
primordial car il correspond à la quantité de charge fournie (resp. accumulée) par la
batterie durant une décharge (resp. une charge). Des expérimentations étudiant des
cellules utilisées sous des températures et des SOC initiaux identiques, pour divers
∆SOC, ont démontré une perte de puissance de la batterie lorsque la valeur de ∆SOC
est élevée (> 70 %) [54]. De tels phénomènes sont principalement induits par la dé-
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gradation de l’électrode positive et du développement de sa SEI, provoqués par les
régimes élevés de charges ou de décharges.
Une autre variable impactant le vieillissement des batteries Li-ion est la tension de
charge employée. Des charges sous haute tension impliquent une accélération des phé-
nomènes de dégradation [60]. Afin d’illustrer cela, une étude montre que la durée de
vie d’une batterie est réduite de moitié lorsque la tension de charge est augmentée de
0.1 V (figure 1.15). Notons que la tension de décharge influence également le processus
de vieillissement à travers une augmentation de l’impédance de la batterie [61, 48].
Figure 1.15 – Évolution de la capacité en fonction de différentes tension de charges,
avec une température de 45◦C [62]
Enfin, les pics de courant demandés semblent être une notion impliquée dans les
dégradations subies par une batterie. Un pic de courant important génère un haut
niveau d’énergie fourni ou reçu par la batterie, ce qui peut provoquer une accélération
du vieillissement. Cependant, cette variable n’a pas été étudiée précisément dans la
littérature actuelle, car a-priori ponctuelle lors de conduite simples supposées par les
constructeurs.
1.2.4.3 Conclusion des facteurs de vieillissement
L’ensemble des facteurs présentés impactent le vieillissement d’une batterie de ma-
nière couplée pour générer à la fois une augmentation de la résistance et une perte
de capacité. Notons que la plupart de ces facteurs sont dépendants des conditions
externes. Dans le cadre d’une application concernant les transports, la température
externe dépend du climat, tandis que le ∆SOC est, lui, une conséquence du comporte-
ment de l’utilisateur 3. Le mode d’Utilisation de la batterie est très largement impliqué
dans les études de vieillissement. Cela peut se traduire par exemple par le niveau de
température d’une batterie qui est dépendant du profil de vitesse appliqué ou bien
selon le dénivelé de la route utilisée.
De nombreuses interactions entre diverses variables interviennent dans les proces-
sus de dégradation, provenant à la fois de l’environnement et du mode d’Utilisation
3. Le ∆SOC est dépendant des charges et des trajets effectués.
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de la batterie [63, 64]. Toutes ces caractéristiques des phénomènes de vieillissement
d’une batterie, font de l’analyse et de la compréhension du vieillissement un challenge
important restant à être relevé.
1.3 Estimation du vieillissement
1.3.1 Indicateurs de vieillissement
Afin d’évaluer et de quantifier le niveau de vieillissement d’une batterie, plusieurs
indicateurs ou notions ont été créés. L’indicateur le plus utilisé dans la littérature est
le State Of Health (SOH), usuellement défini à l’instant t par :
SOH(t) =
capacité nominale à t
capacité initiale à t0
(%) (1.8)
Notons que d’autres définitions du SOH ont été proposées via le critère EOL, mais
demeurent une proportion de capacité restante. Cet indicateur illustre et mesure la
perte de capacité survenue sur une batterie étudiée. Les mesures de capacité doivent
donc toujours être faites à une même température de référence pour obtenir une valeur
fiable.
Cet indicateur SOH mesure la proportion de capacité restante d’une batterie. Ces
définitions sont déduites à partir du niveau de capacité de la batterie, et par consé-
quent ne prennent pas en compte toutes les formes de vieillissement explicitées dans
ce chapitre ; la résistance est par exemple omise. Bien que moins contraignante que
la capacité dans le cadre d’un usage en VE, cette notion peut être considérée par le
biais d’autres indicateurs. Il peut, par exemple, être possible de modifier le SOH défini
en équation 1.8 pour calculer la proportion de la résistance actuelle par rapport à la
résistance initiale. Il est important de noter que la croissance de la résistance est spé-
cifiquement impactante dans le cadre d’applications impliquant de fortes puissances,
car pouvant réduire l’accélération maximale d’un VE.
Un autre indicateur a été introduit pour quantifier l’effet des dégradations d’une
batterie sur ces performances [65], il est appelé le State Of Function (SOF) et est défini
par :
SOF(t) =
|P (T ,SOH,SOC)− Pcible|
|P0(T ,SOH,SOC)− Pcible| (1.9)
avec Pcible la puissance cible désirée, P (T ,SOH,SOC) la puissance disponible pour la
conditions précisées et P0(T ,SOH,SOC) la puissance que peut fournir la batterie au
temps t0. La figure 1.16 illustre le fonctionnement de cet indicateur. Cet indicateur
SOF est destiné à quantifier le niveau de performance d’une batterie en fonction de son
état (SOH et SOC) et des conditions externes (température), permettant de connaître
les performances optimales de la batterie à un instant donné. L’intérêt du SOF est de
pondérer le SOC d’une batterie par son état réel en terme de performances maximales.
Il faut cependant remarquer que cet indicateur SOF n’est que très rarement employé
dans la littérature concernant l’étude et l’estimation du vieillissement des batteries, sa
pertinence étant ciblée pour l’identification des performances maximales en fonction
des conditions d’usage.
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Figure 1.16 – Relation entre l’état de fonctionnement (SOF) pour la décharge en fonc-
tion de l’état de charge (SOC) et de l’état de santé (SOH) à une température constante
[65]
Comme le terme de vieillissement n’est pas formellement défini, la notion de Remai-
ning Useful Life (RUL) est fréquemment utilisée. Ce terme RUL correspond à la pé-
riode restante avant le franchissement du critère de fin de vie (EOL). Le RUL quantifie
une période de temps ou un nombre de cycles restants avant la fin de vie de la batterie
dans son application. Notons que certaines études définissent le critère EOL comme
l’instant correspondant à une valeur initiale de résistance doublée, sans prendre en
compte la capacité [66].
1.3.2 Modélisation des phénomènes de vieillissement
Les phénomènes de vieillissement étant complexes à définir, de nombreuses et di-
verses études ont été effectuées. En dehors des mesures directes, différentes méthodes
sont utilisées pour estimer ces notions de niveau de dégradation d’une batterie. Nous
pouvons les diviser en trois parties distinctes :
– Modèles électrochimiques : les phénomènes se produisant au sein de la batterie
sont détaillés et modélisés
– Modèles de circuit équivalent : la batterie est réduite à un circuit électrique équi-
valent
– Modèles semi-empiriques : le vieillissement est modélisé par des équations phy-
siques
– Modèles analytiques : des paramètres de vieillissement sont fixés à partir des
mesures
– Méthodes statistiques : approche ne considérant pas de connaissance a-priori, le
vieillissement est estimé à partir des données d’expérimentations
1.3.2.1 Modèles électrochimiques
Approches phénoménologiques
Le développement des modèles électrochimiques a débuté depuis environ vingt ans
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avec les travaux des équipes de Newman [67, 68], qui cherchait à estimer les perfor-
mances d’une batterie à partir d’équations de Butler-Volmer, d’après la théorie des élec-
trodes poreuses [69]. La première tentative de simulation d’un processus de vieillisse-
ment par un modèle physique a été faite par Darling et Newman [70], par la mise en
œuvre d’une simple réaction d’oxydation solvant dans leur modèle. Ces résultats en-
courageants ont permis d’établir des conclusions concernant le choix du solvant. Sur
la base de cette approche, Christensen et al. [71] explique la diminution de la capacité
d’une batterie par l’augmentation de la résistance sur la surface de l’électrode néga-
tive ; un modèle de représentation de la SEI a alors été développé [72].
La plupart des mécanismes de vieillissement incorporés dans les modèles phy-
siques sont liés à l’électrode négative. Ces modèles ont étudié l’impact des contraintes
se produisant au cours du processus d’intercalation de lithium dans les batteries Li-
thium Manganèse Oxyde (LMO), réussissant à identifier les courants électriques, et
des niveaux de SOC, causant l’apparition de fractures dans les particules de matière
active [73].
Le développement de la SEI et sa relation avec la perte de capacité ont également
été analysés avec un modèle de diffusion de solvants [74]. Plus récemment, des études
ont estimé le coefficient de diffusion effective au sein de l’électrolyte avec le nombre
de cycles [75, 76]. Safari et al. [77, 78] ont développé un modèle phénoménologique
d’estimation des performances de cellules LFP/graphite commercialisées, tentant de
quantifier l’impact du vieillissement d’une batterie sur ses performances en termes de
capacité et d’impédance. Cette étude a permis d’évaluer le cyclage comme étant plus
déterminant que le stockage dans le procédé de dégradation d’une batterie. D’autre
part, la perte de matière active apparait comme moins importante que la perte de
lithium actif pour ce type de batteries, pour des températures entre 25◦C et 45◦C [79].
Approches atomistiques et moléculaires
Dans les approches proposées ci-dessus, les propriétés intrinsèques associées aux
électrodes et aux électrolytes ne sont pas prises en compte avec une grande précision.
Afin de comprendre à une échelle nanoscopique les phénomènes de vieillissement in-
tervenant dans la batterie, quelques modèles ont été introduits utilisant des méthodes
atomistiques et moléculaires [80].
La Density Functional Theory (DFT) est employée pour la description des phéno-
mènes ayant lieu lors de la lithiation/délithiation de ces électrodes. Des fondements
théoriques ont été développés pour approfondir cette phase de transition. Dalverny et
al. [81] est ainsi parvenu à déterminer la morphologie des électrodes LiCoO2, à partir
de calculs ab initio. Une autre étude a examiné cette phase de transition par le biais
de particules LFP actives [82]. Les calculs ab initio contribuent à la compréhension
des phénomènes de dégradation par l’estimation des énergies associées à la décompo-
sition d’un solvant ou bien à la dissolution de sels lithium. Par ce procédé, Tasaki et al.
[83, 84] a établi une relation entre la dissolution de sels lithium se produisant proche
de la SEI de l’électrode négative, et la perte de capacité calendaire.
La dynamique moléculaire représente aussi une solution intéressante dans la com-
préhension des mécanismes de dégradation. Ainsi, une étude [85] a identifié la décom-
position du solvant Ethylene Carbonate (EC) comme une conséquence de la croissance
de la SEI. Cette propriété peut être une des clés de la compréhension des problèmes
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de vieillissement reportés avec des électrodes graphite. De plus, l’évolution de la SEI a
été examinée durant d’autres études [36], par l’usage de méthode Kinetic Monte Carlo
(KMC), se focalisant sur la diminution de la surface active sur l’électrode par rapport
à la formation de SEI lors des cycles.
Un des plus grands challenges de la modélisation physique reste la mise en rela-
tion entre les approches atomistiques (DFT, dynamiques moléculaires...) et les mo-
dèles macroscopiques. L’objectif de ce type d’approche est de parvenir à décrire de
manière détaillée tous les phénomènes se produisant à l’échelle nanoscopique et donc
de prédire directement leurs impacts sur les performances de la batterie. Cet objectif
ambitieux semble accessible, mais les problématiques persistantes sont liées à l’asso-
ciation de modèles top-down, allant de l’observation macroscopique à la description
nanoscopique de la batterie, avec des modèles bottom-up [86].
1.3.2.2 Modèles de circuit équivalent
D’autres méthodologies fournissent des estimations de vieillissement, par le biais
de modèles de circuit équivalent. Cette méthode de modélisation tente de représenter
la batterie, par un ensemble de composants électriques, dont le comportement est co-
hérent avec le fonctionnement réel, puis utilise différentes techniques d’identification
pour estimer les paramètres de ce modèle [87, 88]. Il faut cependant noter que chaque
étude définit et utilise un circuit équivalent qui lui est propre. Un exemple de ce type
de circuit est présenté en figure 1.17.
Figure 1.17 – Exemple de circuit équivalent proposé [89]
Les paramètres de ces modèles de vieillissement, sont issus directement de pa-
ramètres physiques de la batterie, ou bien par le biais d’approches plus complexes
[90, 91]. De ce fait, ces études nécessitent l’identification de paramètres de circuits
équivalents associés aux cyclages puis aux stockages, pouvant introduire du biais. Une
telle méthodologie requiert l’acquisition d’une grande quantité de données diverses,
résultant de longues expérimentations. Par exemple, une méthode d’apprentissage, Re-
levance Vector Machine (RVM), est fréquemment employée lors de l’estimation des pa-
ramètres de circuits équivalent. Cette méthode est une forme Bayésienne représentant
une généralisation de l’expression linéaire du Support Vector Machine (SVM) introduit
par Vapnik [92], actuellement l’état de l’art des algorithmes de régression et de classi-
fication [93, 94]. La méthode RVM estime différents paramètres du circuit à partir de
très larges bases de données, afin de prédire le SOH d’une batterie. Saha et al. [95] ont
mis en place cette approche d’apprentissage des paramètres d’un modèle de batterie
estimant le SOH de la batterie étudiée. Ce type d’approche utilise fréquemment des
Filtre Particulaire (PF) ou bien des Rao-Blackwellized Particle Filter (RBPF) pouvant être
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appliqués pour l’obtention, et le suivi dans le temps, d’une distribution de prédiction
de SOH ou bien de RUL [96].
1.3.2.3 Modèles semi-empiriques
Les modèles semi-empiriques utilisent, quant à eux, de simples corrélations entre
les facteurs de dégradation et la diminution de capacité et/ou l’augmentation de ré-
sistance. Ces corrélations sont introduites à partir de tests de vieillissement effectués
sous différentes conditions. L’objectif de cette approche est de quantifier directement
l’impact des facteurs de vieillissement pour obtenir une expression descriptive du ni-
veau de performance de la batterie, en fonction des conditions de vie qu’elle a subi.
Le plus souvent, ces études traitent indépendamment le vieillissement calendaire et le
vieillissement cyclique.
Vieillissement calendaire
Dans la modélisation du vieillissement calendaire, les principales variables sont
le temps, la température et le SOC initial de stockage. Il est intéressant de consta-
ter que certaines études ne prennent cependant pas en compte cette dernière variable
lors de la modélisation calendaire [97]. Or, comme cela a été détaillé dans la section
1.2.4, l’influence du SOC ne peut être négligée du fait de son impact important sous
certaines conditions. Le vieillissement calendaire semble suivre une cinétique de type
Arrhénius (équation 1.10), cette loi étant usuellement choisie pour prendre en compte
l’influence des températures de stockage [30, 54, 98]. Cette approche considère la vi-
tesse de dégradation d’une batterie comme principalement causée par un processus lié
à la température et au temps [99].
v = A · t exp
(−Ea
RT
)
, (1.10)
avec v la vitesse de dégradation à déterminer, t le temps,A une constante,R la constante
des gaz parfait, T la température en K et Ea l’énergie d’activation.
Le SOC de stockage est pris en compte dans certaines études, par exemple dans
l’équation de Tafel correspondant à une réaction électrochimique de surtension (équa-
tion 1.11) :
∆V = A ln
(
i
i0
)
, (1.11)
avec ∆V la surtension, A la pente de Tafel, i la densité de courant de la réaction élec-
trochimique et i0 la densité de courant échangé.
Dans la plupart des études, la perte de capacité due au stockage s’avère être li-
néairement dépendante de la racine carrée du temps [54, 100, 101]. À titre d’exemple,
Ecker et al. [66] ont proposé un modèle d’estimation de durée de vie calendaire décri-
vant les évolutions de capacité et de résistance en fonction du temps, d’après l’équation
1.12 :
L(T ,V , t)
L(T0,V0, t0)
= 1 +B(T ,V ) · ca · t1/2 (1.12)
avec ca un coefficient du taux de dégradation (diminution de capacité ou augmentation
de la résistance) sous des conditions références : T0, t0 et V0. La variable L(T ,V , t) cor-
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respond soit à la résistance soit à la capacité estimée au temps t, pour une température
T et une tension V . De plus, l’impact de la température et de la tension de stockage est
calculé suivant une relation de dépendance :
B(T ,V ) = c
T−T0
∆T
T · c
V−V 0
∆V
V (1.13)
avec T0 et V0 des références de température et de tension.∆T et∆V sont arbitrairement
définis comme étant respectivement 10◦C et 0.1 V. Les paramètres cT et cV de loi pro-
posée (1.13) sont déterminés à partir d’expérimentations de vieillissement calendaire
accélérés.
D’après ces expérimentations, il existe une hypothétique contribution du nombre
de cycles dans la part de vieillissement calendaire. Les résultats simulés sont, dans
ce cas, en accord avec la diminution de capacité mesurée lors des cyclages, mais ont
néanmoins tendance à surestimer substantiellement la résistance au fil du temps. Ce-
pendant, une approche basée sur des simulations ou sur des tests accélérés ne permet
pas d’obtenir un modèle fiable sur les plages de fonctionnement non observées lors des
expérimentations.
Vieillissement cyclique
Le vieillissement cyclique est, lui, plus complexe à estimer car il englobe plus de
variables indépendantes telles que la température ou la tension mesurée. D’autre part,
ces variables sont reliées aux conditions externes d’Utilisation de la batterie. Dans cette
approche, les principaux facteurs considérés sont la température, le nombre de cycles,
la valeur de ∆SOC, la tension. Notons que la majorité des études sont en accord sur
le fait que le nombre de cycle est comparable à une notion de temps de vie. Ainsi,
Wenzl et al. [102] évoque la possibilité d’une simple méthode de comptage, cependant
ce choix ne semble pas pertinent par manque de prise en compte d’autres facteurs
d’Utilisation.
Par exemple, une étude propose une dépendance entre le nombre total de cycles
et le vieillissement cyclique [100], tandis qu’une autre estime que les paramètres d’un
modèle suivent une dépendance en racine carrée du nombre de cycles [103]. De l’autre
côté, Wang et al. [104] ont développé un modèle de vieillissement cyclique de cellules
LiFePO4 en considérant les variables : ∆SOC, température et C-rate. Cette dernière
met en évidence une dépendance en Ah0.55 de la perte de capacité, où Ah est la charge
cumulée délivrée par la batterie tout au long de sa vie. D’après les auteurs, ce pa-
ramètre est directement proportionnel au temps de vieillissement et est corrélé aux
dégradations pour différents C-rate.
Dans le cas de modèles calendaires et cycliques séparés, les deux approches de
vieillissement sont regroupés pour obtenir une expression générale du vieillissement
d’une batterie.
Vieillissement global
Une autre méthodologie consiste à estimer le niveau de vieillissement directement
sans dissocier les approches calendaires et cycliques. Il peut ici s’agir du même type
de modèle que ceux détaillés précédemment, en considérant le vieillissement d’une
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manière globale [105, 106], ou sous la forme d’un modèle d’accumulation des stress
(approche de fatigue des matériaux). Ces modèles de fatigue utilisent une corrélation
entre les facteurs de stress et la perte de capacité dans le but d’identifier la perte de ca-
pacité dans le temps. Les modèles de type Palmgren-Miner sont un exemple de modèle
d’accumulation des stress [107, 108].
Afin de mettre en œuvre ce type de méthodologie, un procédé de segmentation d’un
profil est nécessaire pour décomposer un profil de courant en segments compatibles
avec les corrélations empiriques choisies. Safari et al. [109] fournit une description
détaillée du fonctionnement de cette méthodologie.
Le principal inconvénient des modèles semi-empiriques réside dans le fait que
ceux-ci ne fournissent aucun renseignement sur le processus contribuant aux dégra-
dations de la batterie. Par conséquent, l’impact de chaque facteur de stress doit être
étudié de façon indépendante par le biais d’expérimentations exhaustives. En outre,
l’extrapolation des résultats de tests accélérés peut conduire à d’importantes erreurs
lors de l’application en conditions réelles, comme illustré par Takei et al. [110].
1.3.2.4 Modèles analytiques
Les méthodes analytiques sont appliquées uniquement sur les données, aussi nom-
breuses que possible, obtenues lors d’expérimentations afin d’évaluer ou de prédire la
valeur d’indicateurs. Ces méthodes sont utilisées à la fois pour déterminer des pa-
ramètres de modèles, et pour estimer directement un indicateur de vieillissement.
Les principales limites de cette méthodologie proviennent de la nécessité d’avoir une
grande plage de données expérimentales et de possibles erreurs de mesures [111].
La méthode la plus utilisée est la coulométrie qui permet d’estimer le SOH d’une bat-
terie par simple intégration du courant dans le temps [112]. Il est important de noter
ici que ce procédé doit toujours être effectué dans les mêmes conditions expérimen-
tales, telles que la température. Pour obtenir des estimations de SOH, la coulométrie
requiert en outre une recalibration fréquente qui ne peut pas être faite en temps réel
dans le contexte d’un usage VE [113].
La logique floue est également employée en admettant un faible niveau de bruit
dans les données [114]. À partir des données, des règles de logique floue fixent une re-
lation entrée-sortie basée sur des experts, l’estimation de paramètres de vieillissement
est réalisée directement ou par le biais d’un modèle annexe 4 [18, 115]. Par exemple,
Salkind et al. [116] utilise cette méthode pour l’estimation du SOH de batteries NiMH.
Ou encore, Singh et al. [117] se base sur des données d’Electrochemical Impedance Spec-
troscopy (EIS) pour identifier deux paramètres : l’ampleur de l’impédance et les angles
entre phases. Cette méthode prédit le nombre de cycles restant avant la fin de vie de
la batterie étudiée, mais demeure extrêmement complexe à mettre en œuvre, car né-
cessitant de nombreuses mesures de EIS qui nécessitent un protocole expérimental
important.
Une autre méthode analytique est basée sur les états observés, modélisant le pro-
blème d’estimation du vieillissement par un système d’équations S (équation 1.14),
avec une entrée u (vecteur d’état) et une sortie y (tension), dépendante de variables
4. Il est important de noter que le processus des méthodes de logique floue est susceptible d’ajouter
des erreurs considérables à partir des hypothèses faites par les experts.
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cachées x.
S =
{
xˆ = Ax+Bu
y = Cx
(1.14)
L’objectif est par conséquent d’ajuster un modèle à partir d’observations pour mi-
nimiser l’erreur entre xˆ et y via un gain K . La correction du gain K est fixée par un
algorithme, le plus souvent un Filtre Particulaire (PF) [118], et plus précisément un Ex-
tended Kalman Filter (EKF) [119, 120]. La figure 1.18 illustre ce procédé. Le principal
problème de cette approche provient de la possible divergence rapide sous certaines
conditions non propices, en effet il est nécessaire de prédéfinir une matrice initiale
pouvant induire ce type d’erreur [121].
Figure 1.18 – Principe d’observation consistant à estimer les sorties yˆ d’un système à
partir de son modèle [122]
1.3.2.5 Méthodes statistiques
Comme les modèles analytiques, les méthodes statistiques nécessitent de larges
bases de données exhaustives pour être performantes. Ces méthodes ne demandent
par contre aucune connaissance a-priori sur les mécanismes de vieillissement, elles ne
font ainsi aucune hypothèse sur les facteurs de dégradation et ne considèrent pas les
mécanismes physico-chimiques de la batterie.
Les Artificial Neural Networks (ANN) ou Neural Networks (NN) sont principale-
ment utilisés dans le cadre de la prédiction du SOC, mais ces méthodes sont quelques
fois employées dans l’estimation du SOH d’une batterie. L’avantage est ici la faible
complexité des variables requises dans la mise en place de la méthodologie. Il est im-
portant de remarquer que les NN restent performants malgré les multi-dépendances
présentes, et affirment ainsi leur capacité d’adaptation à toute technologie de batterie
[123]. Cependant, comme tout mécanisme d’apprentissage, les NN ont besoin d’une
grande variété de données pour être performants.
Une méthode simplement implémentable consiste en l’utilisation de procédés de
séries temporelles, telle que l’Auto-Regressive Moving Average (ARMA) [124]. Cette
méthodologie considère le niveau de vieillissement comme une série chronologique
et la méthode ARMA permet d’en déduire la prochaine valeur [125]. Une telle mé-
thode ne peut donc fonctionner que sur une unique batterie du fait de l’importance
primordiale des conditions externes et des types d’usages effectués. De plus, la préci-
sion résultante est très largement dépendante des données, ce qui demande un grand
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nombre de caractérisations de la batterie permettant d’obtenir des références de ni-
veaux de vieillissement régulièrement. Ces inconvénients font de ce type d’approche,
des issues très peu réalisables en pratique dans un contexte d’application en embarqué
sur un véhicule électrique.
Une autre approche basée sur les données considère le critère de fin de vie d’une
batterie comme une panne et modélise la probabilité de cette panne par une loi de
Weibull [126, 127]. Cependant, cette méthode considère tous les types d’Usages et de
conditions d’expérimentation comme unique, ce qui réduit considérablement la préci-
sion des résultats obtenues.
Les méthodes précédemment évoquées telles que NN, Fuzzy Logic et RVM peuvent
également être mises en place par l’estimation directe d’un paramètre de vieillisse-
ment, sans passer par un modèle défini a-priori.
1.3.3 Bilan de l’estimation des phénomènes de vieillissement
Cette section discute des caractéristiques de chacune des méthodes d’estimation
des phénomènes vieillissement, et présente un comparatif de leurs spécificités.
1.3.3.1 Évaluation des méthodes d’estimations
Depuis les mesures directes aux estimations statistiques, de nombreux domaines
abordent l’estimation du niveau de vieillissement d’une batterie. Les mesures directes
ne requièrent aucune hypothèse car il s’agit d’une mesure directement effectuée sur la
batterie. De plus, cette méthodologie fonctionne pour tous types de batteries et pour
toutes les utilisations. Cependant, la durée d’immobilisation et les coûts induits par ce
procédé rendent impossible l’application dans une approche en temps réel sur un vé-
hicule. Elle ne permet pas de prédire le comportement futur de la batterie. Il peut être
envisagé de considérer l’application de telles méthodes au sein de garages spécifiques.
Les méthodes relatives aux modèles électrochimiques et aux circuit équivalent pro-
posent des précisions intéressantes, mais elles ne peuvent pas être directement éten-
dues à d’autres technologies de batterie (matériau, design), car dépendantes des carac-
téristiques propres aux batteries. Ce point correspond à l’inconvénient majeur de ces
méthodes les technologies étant en constante évolution. Ces deux approches ne modé-
lisent pas tous les mécanismes de dégradation intervenant au sein d’une batterie, mais
seulement la tendance globale de vieillissement. Cependant, les modèles électrochi-
miques et physiques sont des outils puissants pour la compréhension des différentes
et complexes interactions qui se produisent entre différents phénomènes internes. De
la même manière, l’approche basée sur les circuits équivalents ne permet pas de mo-
déliser tous les mécanismes de dégradation intervenant au sein d’une batterie, mais la
tendance de vieillissement globale dans les meilleurs des cas.
Ces remarques sont également valables pour les modèles semi-empiriques. En ef-
fet le vieillissement est complexe et dépendant de nombreux phénomènes. Cette ap-
proche est aussi sensible à la technologie de batterie considérée. Les modèles étant
bâtis sur des tests simulés sur banc et sur seulement quelques cellules, les études spé-
cifiques présentent généralement de bons résultats, mais les algorithmes ne sont que
très rarement appliqués sur des batteries en usage réel sur un véhicule. Dans ce cas
l’intervention des conditions externes induirait de grossières erreurs d’estimation.
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Les méthodes statistiques sont, elles, très facilement adaptables à d’autres techno-
logies de batteries, et permettent un diagnostic d’état de santé en temps réel. Mais
ces approches nécessitent une très large variété de données pour être précise. Cette
collecte de données est une tâche difficile et fastidieuse car la durée de vie des batte-
ries en usages réels est longue (> 5 ans). L’enregistrement de données représentatives
de batteries lors d’usages réels est un problème économique et temporel. Dans le cas
idéal, un grand nombre de batteries utilisées sur des véhicules, avec des usages réels
divers, permettrait la mise en place de modèles statistiques fiables. Pour résumer, l’in-
convénient primordial de cette approche vient du processus de collecte des données.
Comme nous l’avons détaillé, aucune des méthodes actuelles n’est suffisamment
performante pour obtenir une estimation du vieillissement capable d’être mise en
place dans le cadre de diagnostics réels embarqués sur un véhicule en usage réel. La fi-
gure 1.19 représente les performances des méthodes décrites, permettant l’estimation
du niveau de vieillissement d’une batterie, selon différents critères tels que la capacité
de prédiction, le fonctionnement en temps réel ou bien la précision. Les différentes mé-
thodes s’avèrent complémentaires, et du fait de la nature complexe des phénomènes
de dégradation, il semble nécessaire d’établir une méthode utilisant plusieurs de ces
domaines. La figure 1.19 illustre le compromis actuel auquel se confronte la problé-
matique d’estimation du niveau de vieillissement d’une batterie.
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Figure 1.19 – Comparaison des spécificités des principales méthodes utilisées dans
l’estimation du niveau de vieillissement d’une batterie [35]
1.3.3.2 Bilan des méthodes décrites
Le développement actuel du marché des VE implique de hautes attentes concer-
nant les futures performances de ceux-ci, et par voie de conséquence sur le coût des
batteries. L’évolution désirée de ces performances nécessite une durée de vie plus im-
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portante des batteries. Ces objectifs requièrent une bonne compréhension et estimation
des phénomènes de dégradation, ce qui reste à ce jour un défi complexe.
Le vieillissement des batteries est difficile à identifier et à quantifier à cause de
la diversité et la complexité des phénomènes ayant lieu au sein de la batterie durant
toute sa vie. Les deux principaux effets globaux du vieillissement, la perte de capacité
et l’augmentation de la résistance, sont distincts car provoqués par des mécanismes et
des causes différentes, mais couplés.
De nombreuses variables sont donc impliquées dans le processus de vieillissement,
ayant chacune un rôle différent. Les facteurs les plus récurrents dans le vieillissement
calendaire sont : la température, le temps et le SOC de stockage. Le vieillissement cy-
clique concerne quant à lui les variables suivantes : température, ∆SOC, nombre de
cycles, tension de charge/décharge, et d’autres facteurs issus des conditions d’Usages
qui ne sont pas encore clairement identifiés, tels que les pics de courant. Ces variables
sont issues des conditions internes et externes, et interagissent entre elles. Toutes ces
interactions sont les raisons principales de la difficulté de la compréhension et d’esti-
mation du vieillissement.
Les études basées sur des expérimentations sur banc, ce qui est le cas de la majorité
des études, ne permettent pas de prendre en compte l’impact de toutes les conditions
d’usage. Par exemple, Bögel et al. [53] a tenté de reproduire un usage VE réel sur un
banc de test, mais les faibles résultats obtenus illustrent parfaitement les limites de
cette approche. Ces simulations amènent parfois les résultats à être linéairement dé-
pendants de quelques variables. De telles observations permettent généralement de
construire différents modèles. Il est donc important de considérer le biais initialement
introduit par les expérimentations faites sur banc de test.
1.4 Conclusion des problématiques liées à l’estimation
du vieillissement d’une batterie
1.4.1 Point de vue utilisateur sur le vieillissement
L’étude présentée dans ce chapitre a mis en évidence l’importance du diagnostic
des phénomènes de vieillissement d’une batterie en usage réel sur un véhicule. Cela
se traduit concrètement par l’obtention d’un indicateur fiable de l’état de santé de la
batterie, mis à jour en temps réel, sans contrainte particulière. Or, nous avons vu qu’il
n’existait à ce jour aucune méthodologie permettant de satisfaire tous ces critères.
Il est important de considérer les attentes précises des utilisateurs de VE en terme
de vieillissement de batterie. En effet, comme nous l’avons évoqué, les consommateurs
guident le marché et les constructeurs axent leurs développements afin de satisfaire
ces attentes. Le développement d’outils et de méthodologies doivent donc chercher à
répondre à des besoins précis d’utilisateurs pour être pertinents et utiles à l’expansion
du marché des VE.
Le marché des utilisateurs des VE est divisé en deux parties distinctes : les proprié-
taires individuels de véhicules, et les gestionnaires de flottes de véhicules. Dans les
deux cas certaines besoins sont communs, cependant les moyens d’actions diffèrent.
Nous analysons ici les besoins spécifiques, non répondus à ce jour, de ces deux groupes
de consommateurs, concernant le vieillissement de batterie en usage réel sur un VE.
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Cette identification des attentes permettra alors d’axer, par la suite, les développe-
ments autour de ces besoins spécifiques.
1.4.1.1 Utilisation d’un VE personnel
La majorité des propriétaires de véhicules (électriques ou non) sont des utilisa-
teurs qui achètent et qui utilisent leur véhicule dans un cadre privé. Cette partie du
marché possède des caractéristiques particulières. En effet, dans ce cas, les véhicules
sont stockés la très grande majorité du temps (∼ 92 % de sa vie). Ces véhicules sont
prioritairement destinés à des petits trajets quotidiens, le plus souvent des parcours
domicile - lieu de travail. Les distances parcourues par jour sont faibles (∼ 46 km) et
les performances de ces VE doivent répondre à ces besoins quotidiens (section 1.1.2).
Cette part de marché ne devrait en théorie pas être affectée fortement par l’auto-
nomie d’un VE, qui satisfait la majorité des besoins actuels. Or, comme nous l’avons
décrit dans la section 1.1.2, le facteur de range anxiety est très présent chez les consom-
mateurs. Il apparait donc primordial d’obtenir un indicateur fiable du niveau de l’au-
tonomie maximale d’une batterie. Cet indicateur doit fournir à un conducteur une
information précise sur sa capacité à rejoindre la destination souhaitée, prenant en
compte la topologie de la route impliquant des consommations d’énergie différentes.
Du point de vue du vieillissement de la batterie, il est donc nécessaire d’obtenir un
indicateur du SOH de la batterie en temps réel, précis, lors des usages du VE étudié.
Celui-ci permettra par voie de conséquence de fiabiliser les indicateurs de SOC.
L’autre considération importante pour les utilisateurs privés, réside dans la com-
préhension des phénomènes de vieillissement. En effet, les consommateurs actuels ne
sont pas ou très peu sensibilisés aux contraintes provoquant des dégradations accé-
lérées de leurs batteries. Ce manque de sensibilisation des utilisateurs se vérifie par
les usages des batteries de téléphones portables. Une identification des conditions
d’Utilisation provoquant des vieillissements et la quantification de leurs impacts est
donc nécessaire. Cela peut éviter certains Usages contraignants pour la batterie et donc
de la préserver de dégradations précoces.
1.4.1.2 Gestionnaire d’une flotte de VE
Les propriétaires de flottes, principalement des entreprises ou des loueurs, pos-
sèdent une flotte de véhicules utilisés par ses employés. Il peut également s’agir de
services de locations de véhicules (électriques ou non). Cette clientèle nécessite le dé-
veloppement d’un outil de diagnostic de l’état de santé d’une batterie fiable et ap-
plicable en ligne. En effet, les conducteurs de ces véhicules sont soumis eux aussi à
une inquiétude liée à l’autonomie du véhicule qu’ils utilisent, d’autant plus qu’ils ne
connaissent pas ce véhicule et le biais associé aux indicateurs, contrairement aux utili-
sations personnelles.
Les gestionnaires de flottes sont sensibles à l’optimisation d’utilisation de celles-ci,
et aux questions de maintenance. L’obtention d’un indicateur précis de vieillissement
d’une batterie implique la question de l’optimisation de la flotte afin de maximiser la
durée de vie des VE la composant. Cette gestion optimale d’une flotte n’est donc pos-
sible qu’avec la connaissance précise des facteurs ayant provoqués les dégradations
estimées des batteries. La connaissance détaillée des variables contraignantes pour
chacun des véhicules peut permettre à un gestionnaire de gérer sa flotte au mieux,
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proposant un outil pour l’optimisation de l’utilisation des VE et des batteries, engen-
drant une réduction des coûts d’exploitation.
1.4.2 Bilan des solutions existantes
Les batteries lithium-ion sont la solution privilégiée actuellement dans le secteur
des transports. Des effets de vieillissement se produisent à chaque instant de la vie de
ces batteries, ce qui en fait l’un des critères les plus contraignants de cette technologie
en particulier dans un objectif de réduction du coût des batteries. Dans le contexte des
VE, la dégradation d’une batterie engendre une perte de ses performances qui se ré-
percute directement sur l’utilisateur. Ces dégradations peuvent se caractériser à la fois
par une diminution de l’autonomie du véhicule et par une perte de puissance. Cette
réduction des performances des batteries est une entrave majeure au développement
du marché des VE, et est de plus couplée à la faible confiance des utilisateurs vis à vis
des indicateurs de SOH.
Les mécanismes internes du processus de dégradation sont identifiés, pour la plu-
part de manière précise, cependant l’estimation de l’état de santé d’une batterie de-
meure une question ouverte et complexe. En effet, la multitude des facteurs impliqués
dans ces phénomènes et leurs interactions nécessitent des investigations importantes.
Dans ce chapitre les différentes méthodes existantes ont été parcourues. Toutes les
méthodes présentées proposent une solution partielle au problème de l’estimation du
vieillissement. En effet, chacune d’entre elles comportent des désagréments importants
à leur implémentation en embarqué sur un VE en usage réel. Les études récentes ne
permettent pas d’estimer précisément le niveau de santé d’une batterie, sans protocole
complexe à mettre en œuvre, lorsqu’elle est utilisée dans un VE. Toutes les méthodo-
logies évoquées proposent de bons résultats sous certaines conditions d’expérimenta-
tions ou de tests.
L’adaptation d’une méthodologie dans le contexte des VE en usage réel requiert
une méthode flexible, nécessitant peu de mesures à obtenir en temps réel. Une mé-
thode idéale serait capable de fournir une estimation de SOH rapidement à partir des
mesures obtenues par le Battery Management System (BMS) (tension, courant) et le VE
(température, vitesse). Considérant les contraintes des calculs en temps réel, seulement
deux des méthodes présentées semblent acceptables : les modèles de circuit équivalent
avec filtres de Kalman et les méthodes statistiques.
De plus, le niveau de précision est primordial pour les applications automobiles.
Comme nous l’avons décrit précédemment, l’estimation de l’état de performance d’une
batterie est principalement motivée par le manque de confiance des utilisateurs en
l’autonomie de leur VE. Les performances des méthodes d’estimation actuelles ne per-
mettant pas de répondre à ce compromis entre application en temps réel et précision,
il apparait clairement la nécessité d’établir un compromis entre les qualités des mé-
thodologies développées, ou bien le développement d’une autre solution répondant à
ces contraintes particulières.
1.4.3 Orientation des travaux
Ce chapitre a mis en évidence le besoin de méthodes génériques d’analyse de l’état
de santé d’une batterie, indépendantes de sa technologie. L’étude présentée ici porte
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sur l’utilisation des données issues d’usages réels, permettant la construction de mé-
thodologies d’analyse et d’estimation du vieillissement d’une batterie en usage sur un
VE. Une telle approche, basée sur un volume de données important, offre une bonne re-
présentativité des différents Usages possibles et par conséquent des modèles robustes
aux diverses batteries et conditions d’expérimentation possibles. L’analyse des données
mesurées lors des Usages possède l’avantage de ne pas produire de biais lié aux hypo-
thèses physiques ou aux conditions de tests engendrées par certains modèles (section
1.3.2), ce qui s’avère être important dans le cadre d’une analyse en usage réel.
Les méthodologies décrites dans cette étude sont fondées sur l’analyse des données
mesurées et ont pour but répondre aux problématiques identifiées en section 1.4.1. Les
outils développés correspondent à quatre axes de travaux relatifs au vieillissement des
batteries en usages réel sur des VE :
1. Compréhension des facteurs provoquant des phénomènes de dégradation, et quan-
tification de leurs impacts.
2. Estimation hors ligne de l’état de santé d’une batterie, sans protocole expérimen-
tal dédié.
3. Estimation en ligne de l’état de santé d’une batterie lors d’usages sur un VE.
4. Identification des variables contraignantes lors d’usages réels d’une batterie.
Les diverses méthodologies employées lors de la résolution de ces problématiques
sont illustrées par la figure 1.20, décrivant un procédé d’analyse hors ligne des histo-
riques de données enregistrées (en bleu), et une approche de traitement des mesures
en ligne (en rouge).
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Figure 1.20 – Illustration des deux approches globales employées, une analyse hors
ligne des historiques de données, et une étude en ligne des valeurs mesurées
Chacune des problématiques identifiées comportant des caractéristiques propres,
il est nécessaire de les traiter de manière dissociée. Les deux premiers points évoqués
correspondent à un travail d’analyse des données enregistrées lors des usages réels.
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Cette étude hors ligne est étudiée dans le chapitre 2. La troisième problématique né-
cessite le développement d’une méthodologie d’estimation de l’état de santé d’une bat-
terie, basée sur l’exploitation des mesures obtenues et applicable en ligne. Ce procédé
est détaillé dans le chapitre 3. Enfin, le dernier point doit être abordé spécifiquement
dans le cadre d’une gestion de flotte. Cette problématique, liée au vieillissement des
batteries d’une flotte de VE, est abordée dans le chapitre 4.
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2.1 Objectifs et problématiques
Ce chapitre traite des analyses hors ligne des données accumulées lors des diffé-
rentes expérimentations. Dans un premier temps nous explicitons les roulages effec-
tués ayant fourni les données étudiées. Par la suite, l’objectif est d’utiliser les informa-
tions contenues dans ces données afin d’identifier et de quantifier les interactions des
variables avec les phénomènes de vieillissement d’une batterie. En effet, l’ensemble
des données accumulées forme une quantité importante d’informations nécessitant
une analyse approfondie.
Dans ce chapitre nous étudions ces données en les traitant hors ligne. La première
étape consiste à sélectionner les variables mesurées les plus pertinentes, ayant un im-
pact sur les phénomènes de dégradation d’une batterie. À partir de ces variables, l’ob-
jectif est de parvenir à identifier les conditions, d’Usage, responsables des phénomènes
de vieillissement d’une batterie. Cette étape permet de relier les conditions d’Usage
d’une batterie avec les phénomènes de vieillissement.
Utilisant ces variables détectées comme influençant les mécanismes de dégrada-
tions d’une batterie, l’objectif est de construire un modèle d’estimation hors ligne du
niveau de SOH d’une batterie en usage. Cette méthodologie produit une estimation
du niveau de dégradation subit par une batterie, à partir de variables mesurées sim-
plement lors de ces Utilisations (charges, décharges ou stockages). Une telle approche
peut ensuite être étendue pour prédire, à un instant donné, le temps d’utilisation res-
tant d’une batterie, par l’apprentissage d’un modèle à partir de l’historique des don-
nées mesurées depuis la mise en service de cette batterie.
2.2 Présentation des données
Nous considérons ici des données issues de trois packs batterie de trois véhicules
différents. Cette section présente les différentes batteries et véhicules utilisés ainsi que
les détails des procédures d’acquisition des données considérées dans cette étude.
2.2.1 Expérimentation ForeWheel
2.2.1.1 Description du véhicule
Cette expérimentation a été effectuée avec une batterie LiFeO4 (LFP) instrumentée.
Cette batterie utilise 10 modules assemblés à partir de cellules LiFeBatt 1, ayant les
mêmes caractéristiques initiales : une tension nominale de 3.2 V et une capacité maxi-
male de 15 Ah. Le pack batterie Bat1 possède une tension nominale de 400 V, avec une
capacité totale de 75 Ah et une densité énergétique de 80 Wh.kg−1 2.
Ces essais ont été effectués sur 23 mois comprenant à la fois des périodes alternées
d’utilisation et de stockage. Le processus global est composé de trois différents modes
d’utilisation. Le premier mode comprend les périodes de roulage, utilisant un véhi-
cule électrique : la WILL développée par Michelin (figure 2.1), constituée d’une chaine
de traction électrique. La WILL repose sur un châssis d’Opel Agila et intègre deux
1. cf. annexe B.
2. Les données présentées correspondent au packaging complet de la batterie, BMS compris.
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moteurs-roues électriques dans les roues avant, générant une vitesse maximale de 140
km.h−1.
Ces roulages ont été effectués sur un circuit privé Michelin (figure 2.2) [128]. Le se-
cond mode d’Utilisation de la batterie correspond à de longues périodes de stockage,
sans aucune charge/décharge. Le troisième type d’Utilisation appliqué consiste à ap-
pliquer des profils de puissance, représentatifs de roulages, sur un banc de test.
Figure 2.1 – Le véhicule électrique WILL utilisé durant les phases de roulage de la
batterie Bat1
Figure 2.2 – Le circuit de test Michelin employé lors des expérimentations de la batte-
rie Bat1
L’ensemble du processus mis en œuvre est décomposé en huit sessions distinctes,
contenant chacune un des trois types d’Utilisation décrits suivi d’une caractérisation 3
complète de la batterie (figure 2.3).
Ces caractérisations suivent toujours le même protocole de test. Ces tests sont donc
réalisés dans une pièce maintenue à 25◦C. La batterie est initialement laissée au repos
pendant une heure, puis elle est chargée à un courant constant de C/9 et entièrement
équilibrée, précédant un nouveau stockage d’une heure. Après cette période de charge,
3. Une caractérisation de la batterie permet d’obtenir les valeurs références du niveau de perfor-
mance via un procédé spécifique.
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la batterie est complètement déchargée suivant trois profils de puissance. Le premier
est une décharge à C/2, et les deux autres sont des profils de puissance choisis afin
de caractériser la batterie sous conditions contrôlées. Ces profils sont définis confor-
mément aux cycles ARTEMIS Urbain [129] et New European Driving Cycle (NEDC),
fournissant données nécessaires à l’identification de certaines grandeurs relatives à
l’état de santé de la batterie. Les valeurs de capacité globale sont obtenues par simple
intégration du courant, et les valeurs de résistance par impulsions de courant.
0 100 200 300 400 500
Caractérisation Roulage Stockage Banc de test
Jours d'expérimentation
600 700
Figure 2.3 – Illustration du déroulement global des expérimentations, de la batterie
Bat1, au fil du temps
2.2.1.2 Description de l’expérimentation ForeWheel
Charge : Toutes les charges sont effectuées sous courant constant, jusqu’à ce que la
tension maximale de 3.2 V soit atteinte lors des charges complètes (SOC = 100 %).
Dans ce cas, une phase d’équilibrage des cellules est également effectuée. Ceci permet,
pour chaque branche parallèle, d’avoir la même tension pour éviter au pack batterie la
perte de capacité globale.
Roulage : Les périodes de roulages sont composées d’un profil de vitesse appliqué
de manière répétitive sur le circuit privé. L’emploi d’un circuit privé est primordial
afin de pouvoir parfaitement contrôler le cycle de roulage. Le même profil de vitesse
est réalisé par un unique conducteur professionnel durant l’ensemble des expérimen-
tations. Le profil de vitesse choisi est présenté en figure 2.4. Ce profil contient toutes
les phases typiques des usages réels, tels que des arrêts, des démarrages, des parties
à basse vitesse, des accélérations, des situations à vitesse constante etc. Le profil de
vitesse choisi est représentatif d’une grande partie des sollicitations que la batterie su-
bie en usage véhicule électrique. Notons que ce profil a été modifié lors des premiers
essais car la température de la batterie atteignait des valeurs trop élevées. De ce fait, la
vitesse maximale initialement fixée à 140 km.h−1 a été réduite à 100 km.h−1.
Stockage : La batterie a été stockée environ quatre mois lors de la session St.5, dans
une pièce dont la température était contrôlée à 25◦C. Cette partie de l’expérimentation
permet de réduire la proportion de roulages de la batterie, ce qui occulterait la partie
de vieillissement calendaire. En effet, lors d’un usage en véhicule électrique, une bat-
terie est stockée une large majorité de sa vie (> 90 % du temps), et les phénomènes
de vieillissement d’une batterie liés au vieillissement calendaire peuvent représenter
une grande partie du vieillissement de la batterie. Dans cette expérimentation, les pé-
riodes de stockages représentent environ 80 % de l’ensemble de la période considérée,
une part importante des stockages ayant lieu entre différents roulages.
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Figure 2.4 – Profil de vitesse appliqué à la batterie Bat1 lors des périodes de roulage,
par tour de circuit
Banc de test : Les expérimentations effectuées sur banc de tests reproduisent le même
profil de puissance que celui appliqué lors des roulages, sous une température am-
biante constante à 25◦C. Ce profil de puissance est appliqué sur le banc de tests afin de
simuler des roulages, cette fois-ci dans des conditions extérieures contrôlées (absence
de vent, pluie, biais du conducteur...). Cette période implique une non continuité de
certaines variables issues des roulages, telles que la distance ou la vitesse.
2.2.2 Expérimentation AX - SAXO
2.2.2.1 Description des véhicules
Cette expérimentation utilise deux packs batteries différents, tous les deux com-
posés de cellules Li-ion identiques A123 Systems 4, ayant une tension nominale de
3.3 V.Le premier pack batterie produit une tension nominale de 134.4 V, une densité
énergétique de 72 Wh.kg−1 et une capacité initiale de 119 Ah. Cette batterie Bat2 est
mise en service sur une AX électrique (figure 2.5). De même, une seconde batterie Bat3
est utilisée sur une SAXO électrique, et fournit une tension nominale de 128 V, une
densité énergétique de 75 Wh.kg−1 et une capacité initiale de 95 Ah. L’ensemble des
caractéristiques de chacune des trois batteries étudiées sont énumérées en table 2.1.
Tension Densité Capacité de
Véhicule Chimie Cellules nominale énergétique la batterie
(V) (Wh.kg−1) (Ah)
Bat1 WILL LFP LifeBatt 400 80 75
Bat2 AX LFP A123 134.4 72 119
Bat3 SAXO LFP A123 128 75 95
Table 2.1 – Fiches techniques des trois packs batterie utilisés
4. cf. annexe A.
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Figure 2.5 – AX utilisée lors des expérimentations
2.2.2.2 Description de l’expérimentation
Ces deux véhicules sont exploités sous forme d’auto-partage, permettant à diffé-
rents conducteurs d’utiliser l’une des voitures lors de trajets professionnels ou privés.
Les données enregistrées sont représentatives d’Utilisation quotidienne d’un véhicule
électrique. Ainsi, ces deux véhicules sont employés de manière régulière et non inten-
sive par différents usagers. Cela permet d’obtenir des données issues de divers styles
de conduite et d’une large variété de conditions environnementales. Un exemple de
profil de vitesse issu de ces expérimentation est présenté en figure 2.6. Ces deux bat-
teries ont été soumises à des caractérisations afin d’obtenir les valeurs références sur
leurs niveaux de performance (capacité totale et résistance globale).
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Figure 2.6 – Exemple de profil de vitesse appliqué à la batterie Bat2 lors d’un roulage
rocade
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2.2.3 Synthèse des expérimentations
Chacune des batteries étudiées a été exploitée durant de nombreux mois d’expéri-
mentation (entre 22 et 36 mois). Lors de ces tests, un grand nombre de variables ont été
enregistrées lors des charges et des décharges (entre 20 et 50 selon les essais). Une liste
non exhaustive des principales variables mesurées lors des tests est présentée table 2.2.
Système Description des variables
mesuré
Véhicule Distance parcourue (Distance),
Temps (T emps)
Kilomètres cumulés parcourus (Kilometres)
Vitesse du véhicule (Vitesse)
GPS Position du véhicule (Longitude, Latitude, Altitude)
Vitesse (V itGP S)
Batterie Nombre de charges (Nbcycles), SOC (SOC),
Température moyenne (Tbat),
Courant et tension (Ibat, Ubat),
Énergie délivrée, fournie (Ebat,entre, Ebat,sorti , Ebat,conso)
Cellules Températures extrêmes (Tcell,min, Tcell,max),
Tensions (Ucell,min, Ucell,max)
Autres Température ambiante (Tamb)
Roues informations (Rouescouple)
Tension accessoires (Uacc)
Courant accessoires (Iacc), courant traction (Itraction) 5
Table 2.2 – Noms et descriptions des variables mesurées durant les expérimentations
Toutes ces variables sont mesurées pour chacune des batteries à une fréquence
d’échantillonnage de 10 Hz, produisant une base de données globale d’environ 144 Go.
Ces variables fournissent un suivi des conditions d’Usages vécus par chacune des bat-
teries durant ces expérimentations. Un descriptif des conditions d’expérimentations
des différentes batteries est détaillé table 2.3.
Taille des Nombre Énergie Capacité
Lieu Durée données de trajets Distance délivrée finale
(mois) (Go) (km) (kWh) (%)
Bat1 Ladoux 23 27 1 687 44 038 13 077 87
Bat2 Grenoble 22 29 1 204 69 449 4 132 87
Bat3 Grenoble 36 88 1 597 14 283 1 428 91
Table 2.3 – Résumé des conditions d’expérimentation pour chacune des trois batteries
Néanmoins, les conditions vécues par les batteries diffèrent et sont donc diffici-
lement interprétables. À titre d’exemple, les répartitions des températures moyennes
mesurées sur les batteries (resp. des distances parcourues à chaque roulage) sont pré-
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sentées en figure 2.7 (resp. figure 2.8), illustrant la diversité des conditions d’expéri-
mentation.
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Figure 2.7 – Répartition des températures mesurées sur chacune des trois batteries
lors des roulages
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Figure 2.8 – Répartition des distances effectuées par roulage, pour chacune des trois
batteries
Les caractérisations effectuées sur les batteries permettent d’obtenir des valeurs de
capacité et de résistance globale, servant de référence pour la suite de l’étude. Un com-
paratif des valeurs de capacité et de résistance pour chacune des batteries est présenté
en figure 2.9 et figure 2.10. Toutes ces mesures démontrent la difficulté d’analyser les
données et le vieillissement obtenu. Les conditions d’Utilisation des batteries sont va-
riées et complexes, et résultent de nombreux facteurs interdépendants ce qui induit
des analyses directes de variables peu fiables. En effet, les phénomènes de dégrada-
tions des batteries diffèrent d’une période à l’autre et les causes de ces phénomènes
sont difficiles à mettre en évidence.
Les évolutions du niveau de performance sont différents entre chaque caractérisa-
tion, et ce pour chacune des batteries. La problématique est de parvenir à identifier
les usages responsables de ces phénomènes de dégradation et d’interpréter les ten-
dances obtenues dans les figures 2.9 et 2.10. Or, les analyses directes des variables (par
exemple sur à partir des figures 2.7 et 2.8) ne proposent pas d’interprétation suscep-
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Figure 2.9 – Évolutions de capacité et de résistance déterminées par caractérisations
sur la batterie Bat1
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Figure 2.10 – Évolution de SOH déterminé par caractérisations sur les batteries Bat2
et Bat3
tible d’expliquer les modifications de dégradations mesurées pour chacune des batte-
ries.
La complexité de l’analyse directe des mesures amène une problématique concer-
nant la compréhension et l’identification des causes des deux phénomènes de vieillis-
sement mesurés sur une batterie. La résolution de cette problématique nécessite donc
une investigation plus approfondie des données, qui sera détaillée dans les prochaines
sections.
2.2.4 Données descriptives
Nous avons jusqu’ici analysé les variables mesurées directement sur les batteries.
Néanmoins, des informations décrivant les conditions d’Utilisation de la batterie ne
sont pas directement mesurées. Il semble possible d’extraire des informations plus
détaillées directement à partir de ces mesures. Ainsi, nous définissons ici de nou-
velles valeurs de haut niveau susceptibles d’expliciter plus précisément les conditions
d’Utilisation de la batterie.
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En effet, aucune mesure ne concerne directement les conditions de stockage, qui
correspondent pour une batterie employée sur un véhicule électrique particulier à plus
de 90 % du temps. Nous utilisons les mesures enregistrées pour obtenir les informa-
tions correspondant à ces périodes de stockages d’une batterie. Ces nouvelles variables
sont les durées (tcal) et l’état de charge (SOCcal). L’autre variable intervenant dans les
conditions de stockage d’une batterie est la température. Pour obtenir cette informa-
tion, nous employons la dernière valeur de température de la batterie mesurée avant le
stockage (Tav) et la première valeur mesurée lors de l’usage suivant ce stockage (Tap).
À partir de ces deux valeurs, nous estimons une valeur moyenne de température de
stockage (Tcal), par le biais d’un modèle simplifié de refroidissement thermique. Des
exemples illustrent ce modèle en figure 2.11, présentant la température de stockage
(Tcal) estimée en fonction du temps de stockage tcal , et des valeurs de températures
observées (Tav et Tap) 6.
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Figure 2.11 – Évolution des températures de stockages estimées pour trois différents
cas, en fonction de la durée de stockage, avec Tav la température avant le stockage et
Tap la température après le stockage
Nous introduisons également un comptage du nombre de changements de signe du
courant (NbaltI ), identifiant les contraintes imposées à la batterie lors de nombreuses
phases de freinage électromagnétique. De même, nous calculons la profondeur de dé-
charge ou de charge (∆SOC) associée à chaque charge ou décharge, correspondant à
l’écart de SOC entre le début et la fin d’un cyclage de la batterie, en valeur absolue.
Pour caractériser partiellement le comportement de conduite, le Positive Kinetic
Energy (PKE) est déterminé à partir de la vitesse ~v et de la distance d, et est défini
selon l’équation 2.1. Le PKE est une valeur positive représentant le comportement de
conduite, dont la valeur est proportionnelle à l’agressivité" [130].
P KE(t) =
∑
t
(
~v(t)2 − ~v(t − 1)2
)
d(t)− d(t − 1) , avec ~v(t) > ~v(t − 1) (2.1)
Ces variables calculées à partir des mesures faites directement lors des usages des
batteries sont énumérées en table 2.4. D’autre part, la table 2.5 présente un compa-
ratif de ces données descriptives sur l’ensemble des batteries étudiées. Ce comparatif
6. Avec pour modèle : Tcal = Tap +
Tav−Tap
tcal+1
.
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démontre les différences de conditions subies par ces batteries. Par exemple, la batte-
rie Bat3 a connue des températures de stockage considérablement plus faibles que les
deux autres batteries. La batterie Bat3 a été utilisée de manière plus contraignante par
les utilisateurs : ceci est clairement visible notamment par le nombre très important de
changements de signe de courant enregistrés. Notons que cette valeur est également
en partie expliquée par certains tests spécifiques effectués sur banc lors des caracté-
risations. Nous pouvons enfin remarquer la valeur moyenne du PKE calculée pour la
batterie Bat3, plus importante que celle des deux autres batteries, ce qui s’explique de
la même façon par des conditions d’Usage plus contraignantes (figure 2.12).
Origine Description des variables Nom
Véhicule Positive Kinetic Energy (P KE)
Température de stockage (Tcal)
Batterie Durée de stockage (tcal)
mesures SOC initial de stockage (SOCcal)
Nombre de changements de signe de courant (NbaltI )
Profondeur de charge/décharge (∆SOC)
Table 2.4 – Noms et descriptions des variables calculées à partir des mesures faites
lors des expérimentations
Temps de Température SOC Nombre
stockage stockage stockage alt. I ∆SOC PKE
(jours) (◦C) (%) (par km) (%) (moyen)
Bat1 389 28 27 38.0 31 0.45
Bat2 599 21 57 13.3 44 0.42
Bat3 551 9 71 459.9 25 0.61
Table 2.5 – Résumé et moyenne des données descriptives issues de chacune des batte-
ries
De manière générale, les conditions d’Usage de la batterie sont donc très diverses
selon la batterie considérée. L’objectif de l’étude réside dans l’analyse de tous ces essais
et conditions d’expérimentation complexes et variées, pour extraire des informations
sur les causes globales de vieillissement des batteries.
2.3 Analyse des causes de vieillissement
L’objectif de cette section est d’analyser en détails les données obtenues lors des
expérimentations, afin d’identifier les variables influentes dans le processus de dégra-
dation d’une batterie. Le but de cette analyse est de parvenir à des identifications et in-
terprétations sur les conditions d’usages induisant différents niveaux de dégradation.
Dans un premier temps la méthodologie globale d’analyse des données est explicitée.
Puis, dans un second temps, elle est mise en œuvre sur les données réelles obtenues
sur la batterie Bat1.
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Figure 2.12 – Représentation des PKE pour chacune des batteries étudiées
2.3.1 Méthodologie d’analyse des données
L’analyse des données mise en place dans cette étude se divise en deux étapes suc-
cessives. Dans un premier temps l’approche consiste en une analyse de la pertinence
de chacune des variables. Ceci permet d’écarter dans la suite de l’étude les variables
redondantes et/ou non pertinentes pour expliquer le phénomène cible. À partir de
ces variables sélectionnées, la suite de l’étude consiste en une quantification de leurs
impacts respectifs sur ces phénomènes de vieillissement.
2.3.1.1 Sélection des variables
Considérons dans un premier temps l’ensemble des variables mesurées pour conser-
ver toutes les sources possibles d’information. La base de données formée par la tota-
lité de ces mesures étant d’une taille importante, il est nécessaire de procéder à une
sélection préliminaire de variables. L’objectif est de réduire la complexité des don-
nées analysées et d’éviter des redondances d’information susceptibles de perturber
certains algorithmes de modélisation statistique. Cette sélection des variables est éga-
lement nécessaire pour l’identification des facteurs impliqués dans les phénomènes de
vieillissement, validée par les connaissances physiques.
Pour ce faire, l’approche consiste en une étude des informations contenues par cha-
cune des mesures effectuées. Un calcul des coefficients de corrélations entre chacune
des variables permet la détection de dépendances. Le calcul de ce coefficient de corré-
lation de Pearson (corr(X,Y )) entre deux variables X et Y est effectué selon l’équation
2.2, avec σX et σY les écarts types, µX et µY les espérances et E l’opérateur de l’espérance
[131].
corr(X,Y ) =
cov(X,Y )
σXσY
=
E[(X −µX) (Y −µY )]
σXσY
(2.2)
La valeur obtenue renseigne sur la dépendance linéaire entre ces deux variables.
Ce coefficient de Pearson est égal à 1 (resp. -1) lorsque l’une des variables est fonction
affine croissante (resp. décroissante) de l’autre variable. Plus le coefficient est proche
de ces valeurs extrêmes -1 et 1, plus la corrélation entre les variables est forte. Au
contraire, une corrélation égale à 0 signifie que les variables ne sont pas corrélées li-
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néairement entre elles, mais ne renseigne par si d’autres relations existes (quadratique
par exemple). Une indication de l’interprétation usuellement du coefficient de corré-
lation est indiquée table 2.6.
Corrélation Négative Positive
Nulle -0.1 0 0 0.1
Faible -0.3 -0.1 0.1 0.3
Moyenne -0.5 -0 3 0.3 0.5
Forte -1 -0.5 0.5 1
Table 2.6 – Interprétation possible du coefficient de corrélation de Pearson
Notons que le coefficient de corrélation n’est ni sensible aux unités des variables
étudiées ni aux différences de plages de valeurs. Il est possible, par exemple, de cal-
culer la corrélation entre un courant et une tension. Le calcul de ce coefficient pour
chaque couple de variables possible permet de détecter des mesures étant très forte-
ment corrélées à d’autres. Si deux variables sont fortement corrélées, nous sommes
dans le cas où elles contiennent la même information. C’est à dire qu’il est suffisant
de ne considérer qu’une seule de ces deux variables dans l’étude globale, sans perte
d’information, et de synthétiser les données. L’étude des corrélations quantifie donc la
force de la relation linéaire entre des paires de variables.
Nous étudions à présent la notion d’information mutuelle, qui nécessite la définition
préalable de l’entropie de Shannon. L’étude de l’entropie de Shannon mesure la quantité
d’information contenue par les variables (en bits) [132]. L’objectif est ici de sélection-
ner les variables pertinentes et d’améliorer la précision de l’information conservée.
Formellement, pour une variable aléatoire X composée de valeurs dans l’ensemble fini
X , l’entropie de Shannon H(X) est définie par :
H(X) = −
∑
x∈X
p(x) log2p(x), (2.3)
où p(x) est la distribution de probabilité de X.
Cette valeur H(X) est positive ou nulle et quantifie l’incertitude de la distribution
de probabilité p. En particulier, H(X) = 0, i.e. une incertitude nulle, correspond au
cas d’une variable aléatoire X constante. L’entropie de Shannon se définit également
pour des variables aléatoires multivariées, mais cela requiert la connaissance de leurs
distributions jointes. Pour deux variables aléatoires X et Y , prenant leurs valeurs dans
deux ensembles X et Y , on a :
H(X,Y ) = −
∑
x∈X
∑
y∈Y
p(x,y) log2p(x,y), (2.4)
où p(x,y) est la distribution de probabilité jointe de X et Y .
À partir de ces définitions, on obtient l’entropie conditionnelle H(X |Y ), qui corres-
pond à la moyenne des entropies des distributions de probabilités conditionnelles
p(X |Y = y) :
H(X |Y ) ≡H(X,Y )−H(Y ) =
∑
y∈Y
p(y)
−∑
x∈X
p(x|y) log2p(x|y)
 (2.5)
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On a donc H(X |Y ) ≤ H(X) ≤ H(X,Y ), en particulier, H(X |Y ) ≤ H(X) démontre le
fait que l’incertitude sur X n’est pas diminuée par la connaissance de Y . Notons que
dans le cas de conditionnement multiples on a H(X |Y ,Z) ≤H(X |Y ) ≤H(X).
L’information mutuelle I(X;Y ) mesure la dépendance totale entre X et Y :
I(X;Y ) =H(X) +H(Y )−H(X,Y ) =H(X)−H(X |Y ) =H(Y )−H(Y |X)
=
∑
x∈X
∑
y∈Y
p(x,y) · log p(x,y)
p(x)p(y)
(2.6)
L’information mutuelle mesure une distance entre les distributions de X et Y , la
valeur obtenue est donc positive, non bornée, et symétrique : I(X;Y ) ≥ 0, I(X;Y ) =
I(Y ;X) [133, 134]. Cette valeur mesure l’information commune entre X et Y . Si X et
Y sont indépendants alors l’information mutuelle calculée est nulle. Cela se traduit
par le fait qu’une de ces deux variables n’apporte aucune information sur l’autre. Au
contraire, si X et Y sont identiques alors l’information contenue dans X est suffisante
pour obtenir la variable Y . La figure 2.13 illustre toutes ces notions. L’interprétation
de l’information mutuelle est donc différente de celle de la corrélation linéaire.
I(X;Y;Z)
H(X) H(Y)
H(Z)
Figure 2.13 – Illustration de l’entropie H et de l’information mutuelle I
L’objectif du calcul des entropies et informations mutuelles entre les variables est
de démontrer les interactions entre certaines variables. Ceci fournit de plus une quan-
tification des informations partagées par les variables. Nous pouvons ainsi, pour deux
variables X et Y , calculer le ratio (2.7) représentatif de la proportion d’information
apportée par Y sur X :
H(X)−H(X |Y )
H(X)
=
I(X;Y )
H(X)
(2.7)
Cette méthode identifie les variables partageant la même information et celles n’ap-
portant aucune information pertinente supplémentaire.
2.3.1.2 Analyse en Composantes Principales
En utilisant désormais un nombre réduit de variables, le but est de les analyser pour
identifier certaines relations et modèles au sein de ces données. La description des re-
lations entre deux variables par des techniques statistiques bidimensionnelles, telles
que les méthodes explicitées en partie 2.3.1.1, conduit à la question d’une représenta-
tion simultanée de données de grande dimension. En effet, les interprétations peuvent
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Figure 2.14 – Illustration du choix de la représentation des données (J.P. Fenelon ©)
être très différentes selon la manière dont les données sont représentées. L’importance
du choix de la représentation choisie est illustrée par la figure 2.14.
L’objectif est d’aborder la structure de corrélation présente dans les données, entre
au moins deux variables. L’outil utilisé ici est l’Analyse en Composantes Principales
(ACP) [135]. L’avantage de cette méthode est qu’elle permet de décrire des données
et de mettre en évidence des structures au sein des données. Le but de l’ACP est de
revenir à un espace de dimension réduite en déformant le moins possible de la réalité.
Il s’agit donc d’obtenir le résumé le plus pertinent des données initiales. D’un point
de vue mathématique, cela consiste en un simple changement de base, c’est à dire de
modifier l’espace de représentation dans un nouveau repère. Autrement dit, il s’agit
de passer d’une représentation dans la base canonique des variables initiales (dans
Rp) à une représentation dans la base des facteurs définis par les vecteurs propres des
corrélations.
Formalisons cette notion, on s’intéresse à l’étude d’un tableau de données stockées
sous la forme d’une matrice M de taille n × p. Cette matrice M contient sur chaque
ligne i, les valeurs prises par l’individu i sur les p variables : (m1i , ...,m
p
i ) ; et sur une
colonne j, les valeurs de la variable j pour les n individus : (mj1, ...,m
j
n)t. Pour simplifier
les notations nous identifions l’individu i par mi = (m
1
i , ...,m
p
i ), et la variable j par
mj = (mj1, ...,m
j
n)t.
Notons d(i, j) la distance euclidienne entre deux individusmi etmj , selon l’équation
suivante :
d(i, j) =
 p∑
k=1
(
mki −mkj )
)2
1/2
(2.8)
Le centre de gravité g du nuage de points est défini par l’équation 2.9, il est égale-
ment appelé point moyen.
g =
(
m1, ...,mp
)t
(2.9)
où mj = 1n
∑n
i=1m
j
i est la moyenne
7 des valeurs prises par la j-ème variable.
7. Nous supposons ici que tous les individus ont le même poids.
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Afin d’éviter qu’une variable ne prenne trop d’importance par rapport aux autres
simplement parce qu’elle varie dans de plus grandes proportions, on procède à une
normalisation des données en centrant et en divisant chaque variable par son écart-
type. Par abus de langage, M désignera par la suite cette matrice centrée-réduite.
L’inertie est une notion fondamentale car elle mesure la dispersion du nuage de
points autour de son centre de gravité g. L’inertie totale Ig du nuage autour de son
centre de gravité g est :
Ig =
1
n
n∑
i=1
d2(g,mi) =
1
n
n∑
i=1
(mi − g)tM(mi − g) (2.10)
Plus l’inertie est grande, plus le nuage est dispersé, et au contraire plus elle est petite,
plus le nuage est concentré autour de son centre de gravité g.
On cherche à présent une représentation des n individus dans un sous-espace Fk
de Rp de dimension k (avec k petit). Comme la projection diminue nécessairement
les distances, on cherche le sous-espace Fk qui maximise la moyenne des carrés des
distances entre individus, formalisé en équation 2.11. Il faut donc que l’inertie du
nuage projeté soit maximale.
1
n2
n∑
i=1
n∑
j=1
d2(i, j) = 2Ig (2.11)
Cet espace factoriel Fk devra être ajusté le mieux possible au nuage de points, étant
défini comme le sous-espace tel que le nuage projeté ait une inertie Ig maximale. Au-
trement dit, on cherche à définir k nouvelles variables (A1, ...,Ak) comme des combi-
naisons linéaires des p variables initiales, qui feront perdre le moins d’informations
possible. Ces variables Ai seront appelées composantes principales, les axes qu’elles dé-
terminent axes principaux et les formes linéaires associées facteurs principaux. La figure
2.15 illustre cette modification d’axes.
ℝ
m2
m i
p
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2
3
A 1
A 3
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Figure 2.15 – Illustration de la modification d’axes, de Rp vers F3
Pour déterminer le sous-espace Fk, on définit le premier axe (premier axe factoriel
A1) sur lequel le nuage de points, formé par les données, se déforme le moins possible
en projection. Géométriquement, A1 détermine une nouvelle direction dans le nuage
de points qui suit l’axe d’allongement maximal du nuage, et passe par le centre de
gravité g du nuage (figure 2.16). Concrètement, le premier axe factoriel A1 sera celui
sur lequel le nuage de points projeté est d’inertie maximale.
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A 1
Figure 2.16 – Illustration de la formation du premier axe factoriel A1, à partir d’un
nuage de points
On cherche ensuite un second axe A2 sur lequel le nuage se déforme le moins en
projection, après le premier axe, tout en étant orthogonal au premier, au point g. Le
second A2 sera celui qui, après le premier axe, est tel que le nuage projeté est d’inertie
maximal, tout en étant orthogonal au premier ; ainsi de suite jusqu’à l’obtention des k
axes souhaités. Ainsi, la capacité des axes à résumer le nuage se détériore au fur et à
mesure que l’on observe des axes de rang élevé.
On démontre que pour une dimension k donnée, le sous-espace maximisant l’iner-
tie du nuage projeté est engendré par les k vecteurs propres de la matrice de covariance
VM associés aux k premières valeurs propres (λ1, ...,λk), rangées par ordre décroissant.
La matrice VM étant définie par l’équation 2.12.
VM =
1
n
MtM (2.12)
Nous avons donc obtenu k composantes principales (A1, ...,Ak) centrées, non cor-
rélées entre elles. L’inertie expliquée par l’axe Ai est la valeur propre λi . L’inertie IF⊥K
expliquée par le sous-espace factoriel Fk engendré par les axes factoriels est définie par
l’équation 2.13.
IF⊥K = λ1 + ...+λk (2.13)
Le pourcentage d’inertie expliqué par ce sous-espace est donc λ1+...+λkp .
La sélection du nombre d’axes à retenir est une étape importante de l’ACP. Les cri-
tères utilisés sont principalement empiriques : la méthode elbow qui consiste à détecter
un coude sur le diagramme des valeurs propres ; ou le critère de Kaiser qui consiste à
ne retenir uniquement les valeurs propres supérieures à la moyenne de celles-ci [136].
Ainsi sur l’exemple présenté en figure 2.17, le choix des trois premières valeurs propres
permet d’atteindre 80 % de l’inertie initiale. Le choix des deux premiers axes factoriels
offre une représentation de 70 % de l’information initiale dans un plan. Ce dernier
choix permet de visualiser les données dans ce plan composé des deux premières com-
posantes principales, ce qui est particulièrement intéressant pour les interprétations,
en perdant les informations contenues sur les axes manquants.
La qualité de représentation d’une variable j sur le k-ème axe factoriel est exprimée
par le coefficient de corrélation linéaire r(Ai ,mj) entre la composante principale Ai et
la variable mj . On montre que cette valeur est définie par l’équation 2.14 :
r(Ai ,m
j) =
√
λiu
j
i (2.14)
où uji est la j-ème coordonnée du vecteur propre ui associé à λi .
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Figure 2.17 – Exemple de répartition de l’inertie associée aux axes principaux
La méthode la plus naturelle pour interpréter les composantes principales est d’uti-
liser ces corrélations. Usuellement, pour un couple de composantes principales A1 et
A2, on représente les corrélations dans une figure nommée cercle des corrélations (fi-
gure 2.18), où chaque variablemj est représentée par un point ayant pour coordonnées
(r(A1,mj), r(A2,mj)).
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Figure 2.18 – Exemple de projection de variables sur un plan factoriel (A1,A2)
Cette représentation permet d’identifier les variables reliées avec les axes factoriels
(positivement ou négativement), et d’en déduire des relations entre variables initiales.
L’étude peut se poursuivre si nécessaire par une visualisation des individus pour la
détection de possibles groupes d’individus.
2.3.2 Application aux données ForeWheel
Le but est à présent d’utiliser l’ensemble des méthodologies d’analyse des données,
décrites dans la section 2.3.1, avec les données collectées lors des expérimentations.
2.3. ANALYSE DES CAUSES DE VIEILLISSEMENT 67
Les méthodes explicitées sont appliquées à la base de donnée, avec pour objectif de
comprendre les phénomènes et interactions ayant un impact sur les phénomènes de
vieillissement d’une batterie.
Notons que les résultats présentés sont uniquement issus des tests effectués par la
batterie Bat1. Ce choix est justifié car le protocole d’expérimentation mis en œuvre sur
cette batterie Bat1 est le plus adapté pour ce type d’étude. Ce protocole de test contient
en effet de nombreuses caractérisations, fournissant un grand nombre d’information.
De plus, la batterie Bat1 est la seule présentant des valeurs références fiables de résis-
tance au cours du temps.
2.3.2.1 Interaction entre les variables mesurées
Dans un premier temps, nous considérons l’ensemble des variables mesurées lors
des expérimentations. La liste des principales valeurs prises en compte est énumérée
en table 2.2 et en table 2.4. Comme explicité dans la section 2.3.1.1, il est nécessaire
de trier ces variables et de ne considérer pour la suite de l’étude uniquement celle
contenant une information différente des autres.
En effet, de nombreuses variables mesurées ne présentent aucun lien avec les phé-
nomènes de vieillissement d’une batterie, ou même avec la batterie de manière géné-
rale. Certaines variables sont identifiées comme totalement indépendantes de notre
étude. Nous pouvons déduire intuitivement que certaines mesures décrites en table
2.2 n’apportent aucune information sur la durée de vie de la batterie, telles que les
données Global Positioning System (GPS), les informations relatives aux roues ou bien
aux accessoires.
Considérons ici les variables restantes. Afin de voir si certaines variables sont re-
dondantes nous calculons le coefficient de corrélation de ces mesures (équation 2.2),
lors de charges puis lors de décharges. Les résultats de ces coefficients de corrélation
obtenus pour les mesures obtenues à 10 Hz pour un ensemble de charges (resp. de
décharges) sont présentés en figure 2.19a (resp. figure 2.19b). Selon la période consi-
dérée, les variables étudiées diffèrent, certaines n’étant pas mesurées lors de chaque
cyclage de la batterie. Par exemple, les variables V itesse, Distance et Kilometres ne
sont pas mesurés lors des charges. Notons que ces résultats ne concernent donc que les
périodes de cyclage de la batterie et non les stockages.
À partir de ces résultats, on peut clairement conclure à quelques fortes dépen-
dances linéaires entre variables. Ainsi, les variables de températures mesurées au ni-
veau cellule contiennent la même information (|corr(Tbat,Tcell,min)| > 0.9) que celle me-
surée au niveau batterie, ce qui est interprétable du fait de la relation directe liant ces
variables. Dans ce cas, nous conservons pour la suite de l’étude uniquement la valeur
Tbat correspondant à la température mesurée du pack batterie ; les variables Tcell,min et
Tcell,max n’apportant pas d’information supplémentaire par rapport à Tbat, sont suppri-
mées de la suite de l’étude.
De même, les mesures de tension faites au niveau cellule ne présentent pas d’apport
comparé aux mesures obtenues au niveau batterie. Les variables Ucell,min et Ucell,max
sont donc également supprimées de l’étude, au profit de Ubat. Notons que cette re-
marque est valable ici car nous étudions le vieillissement global de la batterie, et non
un suivi détaillé du SOH des cellules et de leur homogénéité.
Les calculs de corrélations démontrent également la relation linéaire entre les vi-
tesse du véhicule mesurées par le GPS et par le véhicule directement (figure 2.19b).
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Figure 2.19 – Coefficients de corrélation calculés entre les variables mesurées lors des
charges puis des décharges - Des variables totalement linéairement liées ont un coeffi-
cient de 1
L’une de ces mesures est superflue et éludée, nous conservons uniquement la vitesse
enregistrée par le véhicule (V itesse).
Il apparait une forte corrélation entre les énergies mesurées en entrée et en sortie
de la batterie. Ceci est la conséquence du fait que la batterie délivre l’énergie qu’elle a
accumulée soit lors des charges, soit lors des moments de récupération d’énergie dans
les roulages. Il sera par la suite seulement pris en compte l’énergie délivrée par la
batterie (Ebat,sorti).
Les figures 2.19 permettent d’identifier la forte corrélation absolue (corr > 0.8)
entre d’autres variables moins prévisibles. Ainsi, l’énergie consommée (Ebat,conso) ap-
paraît comme liée linéairement au niveau de charge (SOC), ce qui peut être expliqué
par la technologie de la batterie.
D’autre part, il est important de prendre du recul sur certains résultats dus au pro-
tocole expérimental et non à la relation linéaire liant ces variables. C’est ici le cas de la
forte corrélation absolue obtenue (corr > 0.9) entre la distance (Distance) et le temps
(T emps), qui est la conséquence de l’expérimentation mise en œuvre lors des tests de
la batterie Bat1. En effet, le véhicule parcourait tout au long de la journée le même
profil de vitesse et les mêmes plages de charges, ce qui explique cette forte relation
linéaire. Dans ce cas, les deux variables sont bien évidemment prises en compte dans
l’étude. Cette observation est faite de la même manière sur la relation entre le nombre
de charge (Nbcycles) et les énergies entrées et sorties de la batterie (Ebat,entre, Ebat,sorti).
Cette particularité est obtenue du fait de la régularité du profil de vitesse et de la dis-
tance parcourue entre chaque charge.
L’étude des coefficients de corrélation entre variables a permis de réduire considé-
rablement la liste des mesures étudiées de plus de 30 variables à désormais 8 mesures
(V itesse, SOC, Ebat,sorti , Tbat, Distance, Nbcycles, Tamb, Imax) sans perte d’information.
Afin de compléter cette étude des paramètres, nous ajoutons les variables descriptives
présentées en table 2.4, ainsi que les valeurs références de capacité et de résistance.
Nous procédons au calcul des entropies des variables prises en compte, dans le but
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de détecter d’éventuelles variables ayant la même information, ou bien une variable
constante. Le calcul mis en œuvre consiste ici en l’application de l’équation 2.7 sur
chaque couple de variable (X,Y ). Le ratio obtenu par ce calcul est présenté en figure
2.20 et illustre la proportion d’information apportée par une variable Y sur une autre
X.
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Figure 2.20 – Ratio de l’entropie conditionnelle H(X |Y ) par rapport à l’entropie de
H(X), défini selon l’équation 2.7 - Des variables contenant la même information ont
un ratio de 1
Notons que les résultats ne sont pas symétriques. En effet nous observons :
H(X) ,H(Y )
H(X |Y ) ,H(Y |X) (2.15)
Cette figure 2.20 permet de conclure à une non redondance des informations ap-
portées par les variables prises en compte. En effet, peu des ratios calculé n’illustre
une large proportion d’information commune entre deux variables (ratio > 0.8). Il est
de plus important de mettre en évidence le fait que les mesures de capacité et de ré-
sistance ne partagent pas d’information directe avec la majorité des autres variables.
Cela illustre parfaitement les nombreuses interactions responsables des phénomènes
de vieillissement, leurs identifications nécessitent donc des investigations plus appro-
fondies.
2.3.2.2 Identification des variables influençant le vieillissement
Nous avons obtenu un nombre de variables réduit, simplifiant leur étude. Le but
est à présent d’analyser ces données afin d’identifier les causes du vieillissement, par
la composition de groupes de variables. Notons, comme précédemment, que l’étude
porte ici sur les données de la batterie Bat1.
Pour ce faire nous appliquons une Analyse en Composantes Principales (ACP) sur
l’ensemble des données, d’après la méthodologie détaillée en section 2.3.1.2. Le choix
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Figure 2.21 – Résultat de l’ACP effectuée sur les mesures de la batterie Bat1
se porte sur une projection sur les deux premiers axes factoriels (figure 2.21a). La pro-
jection des variables sur ces deux axes factoriels est présentée en figure 2.21b.
Les résultats de cette ACP mettent en évidence deux groupes de variables diffé-
rents. On peut relier chacun des axes factoriels à un groupe de variables différent.
Cette analyse identifie les deux phénomènes principaux de vieillissement (capacité et
résistance) comme associés à des axes factoriels différents, ce qui revient à considérer
leurs comportements comme disjoints. Autrement dit, nous pouvons ici distinguer les
évolutions de capacité et de résistance car elles ne sont pas corrélées naturellement.
Les variables principalement reliées aux axes factoriels sont représentées avec une
couleur rouge (resp. bleue) pour l’axe factoriel A1 (resp. A2). Les groupes de variables
sont :
– Groupe 1 : Résistance, NbaltI , Imax, Distance, P KE, Tamb, Nbcycles
– Groupe 2 : Capacité, SOCcal , Tcal , Tbat, Ebat,sorti
Les variables non associées à ces groupes (∆SOC, V itesse, tcal) ne sont pas détectées
comme directement corrélées aux comportements de la capacité et de la résistance.
Il est important de noter que cette remarque ne signifie pas que ces variables sont
indépendantes du vieillissement d’une batterie.
Il est possible de procéder à une interprétation des axes et donc des relations entre
les variables de chacun de ces groupes. Ainsi, le groupe 1, lié à la résistance, est com-
posé de variables issues du comportement de l’utilisateur (P KE, Imax, NbaltI ), de me-
sures relatives à la durée et aux conditions des essais (Distance, Tamb, Nbcycles). Ceci
permet de mettre en évidence la relation entre l’évolution de la résistance de la batterie
avec les conditions d’Usage de la batterie. Il apparait une dépendance importante entre
les conditions d’évolution de la résistance d’une batterie et de ses conditions d’Usage,
qu’elles soient contrôlées (style de conduite...) ou subies (température ambiante...).
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Le groupe 2, lié à la capacité, correspond à des variables provenant des conditions
de stockage de la batterie (Tcal , SOCcal) et à des températures vécues par la batterie
(Tbat). Les mesures de capacité ont également une part importante de la composition
du second axe factoriel. Ces analyses permettent de conclure à une relation entre l’évo-
lution de capacité d’une batterie et les conditions de stockage subies.
2.3.3 Conclusion de l’analyse des données
L’ensemble des analyses effectuées sur les données obtenues par les expérimenta-
tions ont permis, dans un premier de temps, de trier les variables redondantes ou non
pertinentes. Ainsi, une liste réduite de variables est considérée pour la suite de l’étude
(section 2.3.2.1).
D’autre part, une ACP effectuée sur ces données réduites ont permis l’identification
de deux groupes de variables (section 2.3.2.2), chacun lié à un phénomène global de
vieillissement distinct. L’évolution de capacité d’une batterie est détectée comme rat-
tachée aux conditions de stockage ainsi qu’aux niveaux de température qu’elle atteint
lors de ces Usages.
L’évolution de résistance totale d’une batterie est, quant à elle, identifiée comme
étant reliée aux conditions d’usages de celle ci. Ainsi, les variables illustrant directe-
ment le mode d’utilisation, telles que P KE ou Imax, sont détectées comme dépendant
de l’évolution de la résistance mesurée.
Notons que ces conclusions confirment les résultats de l’analyse bibliographique
du chapitre 1 sur les différents travaux portant sur les mécanismes de dégradation des
batteries.
2.4 Vers un estimateur du niveau de dégradation
Sur la base des observations faites jusqu’à présent, l’extension naturelle réside dans
la construction d’un modèle d’estimation du niveau de vieillissement d’une batterie.
Un tel modèle peut être formé à partir des variables détectées comme influençant le
mode de dégradation d’une batterie (section 2.3.1).
La méthodologie privilégiée est l’utilisation d’un modèle simple d’estimation li-
néaire. Ce choix est justifié car le vieillissement d’une batterie est fréquemment mo-
délisé par des équations physiques linéaires. Ceci peut être expliqué par la nature des
tendances des dégradations observées.
2.4.1 Modèle statistique
Nous voulons établir une fonction f , permettant d’estimer une sortie réelle Y à
partir d’un vecteur d’entrées X = (X1, . . . ,Xn), suivant l’équation 2.16 :
f (X) = β0 +
p∑
j=1
Xjβj (2.16)
L’équation 2.16 fournit une estimation Yˆ = f (X) à partir d’un vecteur d’observa-
tions X de dimension p. L’objectif est d’estimer les paramètres β de ce modèle linéaire.
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Pour ce faire, différentes résolutions sont considérées et les résultats de leurs applica-
tions respectives sont comparées. Le fonctionnement de chacune de ces méthodes est
explicité dans les prochains paragraphes.
2.4.1.1 Régression ridge
La régression ridge restreint les coefficients de la régression en imposant la com-
plexité du modèle [139]. Le paramètre optimal βˆridge minimise une somme résiduelle
des carrés, avec une pénalisation L2 contrôlée par un paramètre de régularisation
λridge ≥ 0 (équation 2.17).
βˆridge = argmin
β0∈R,β∈Rp
n∑
i=1
yi − β0 −
p∑
j=1
xijβj

2
+λridge
p∑
j=1
β2j , (2.17)
avec n le nombre d’observations et p la dimension.
2.4.1.2 Last absolute shrinkage and selection operator
Le Last Absolute Shrinkage and Selection Operator (LASSO) est une technique si-
milaire à la régression ridge permettant d’estimer les paramètres βi et d’éliminer les
variables Xi en ramenant leurs coefficients à zéro grâce à sa parcimonie [140]. Les
variables non pertinentes possèdent un coefficient de régression laissé nul par l’algo-
rithme. Pour cela, on définit l’estimateur βˆlasso par l’équation 2.18, avec λlasso ≥ 0 un
paramètre de régularisation L1.
βˆlasso = argmin
β0∈R,β∈Rp
n∑
i=1
yi − β0 −
p∑
j=1
xijβj

2
+λlasso
p∑
j=1
|βj |, (2.18)
avec n le nombre d’observations et p la dimension.
2.4.1.3 Elastic net
La méthode elastic net suit un processus automatique de sélection de variables. Elle
elastic net surmonte les limites des méthodes précédentes dues à leurs pénalisations
[141]. L’estimation des paramètres βˆelasticnet se fait avec l’utilisation de deux termes de
régularisation λ1 et λ2, selon l’équation 2.19.
βˆelasticnet = argmin
β0∈R,β∈Rp
n∑
i=1
yi − β0 −
p∑
j=1
xijβj

2
+λ1
p∑
j=1
|βj |+λ2
p∑
j=1
β2j , (2.19)
avec n le nombre d’observations et p la dimension.
2.4.1.4 Sélection forward
La sélection forward est une méthode de régression pas-à-pas, s’initialisant sans
aucune variable dans le modèle, puis en les ajoutant une à une itérativement, jusqu’à
ce qu’un critère de précision sur l’erreur soit atteint. À chaque pas, la variable ajoutée
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au modèle est celle ayant la plus grande corrélation absolue avec le vecteur résiduel
[137].
2.4.1.5 Least angle regression
Least Angle Regression (LARS) est une méthode de régression offrant une version
adoucie de la sélection forward [138]. L’algorithme LARS démarre avec un ensemble
vide de variables actives. De la même façon que la sélection forward, la corrélation
entre chacune des variables et le résidu correspondant sont calculés, la variable indui-
sant la plus grande corrélation est ajoutée au modèle. La première direction est définie
par la solution des moindres carrés considérant la seule variable active à la première
étape. Allant dans cette direction, une autre variable obtient la même corrélation que
le vecteur résiduel en tant que variable active. La marche est interrompue et la nou-
velle variable est ajoutée à l’ensemble des variables actives. La nouvelle direction de
la marche est alors définie par la solution des moindres carrés des deux variables ac-
tives, et ainsi de suite. Après un nombre d’itérations à définir, la solution des moindres
carrés complète est atteinte suivant un chemin de régularisation.
2.4.2 Résultats et interprétations
Chacune de ces méthodes est appliquée dans le contexte de l’estimation du niveau
de capacité et de résistance d’une batterie. Dans ce domaine spécifique de l’étude, les
observations X coïncident à une matrice (S × n) composée des n variables pertinentes
mesurées pendant S semaines. Ainsi, pour une semaine donnée chacune de ces n va-
riables correspondent à des moyennes, des cumuls ou des maxima de la totalité des
valeurs enregistrées durant une semaine. La fonction f définie par l’équation 2.16 four-
nit, pour cette entrée X, une estimation d’évolution d’un phénomène de vieillissement
Ŷ .
Dans le contexte du vieillissement de batteries, comme détaillé dans les sections
précédentes, les deux principaux phénomènes de vieillissement sont les évolutions
de capacité et de résistance. Ces phénomènes ont des dynamiques différentes et né-
cessitent deux approches séparées. Ainsi, deux types de modèles : fcap et fres, sont
construits à partir de chacune des méthodes explicitées en partie précédente, un pour
estimer l’évolution de capacité et un concernant l’évolution de la résistance de la batte-
rie étudiée. Ces modèles sont établis à partir des données d’apprentissages constituées
d’un ensemble d’observations Xapp, associé à des références de capacité Y appcap et de ré-
sistance Y appres extrapolées pour chaque semaine à partir des caractérisations.
Cette méthodologie est appliquée séparément sur chacune des trois batteries étu-
diées. En effet, celles-ci possèdent des caractéristiques différentes et un modèle appris
sur une technologie de batterie ne peut être testé sur une autre technologie. La seule
batterie ayant des valeurs de résistance régulières est la batterie Bat1. Nous présentons
ici uniquement les résultats obtenus sur cette batterie.
D’après la méthodologie explicitée en section 2.4.1, les différents modèles d’esti-
mation de capacité fcap (resp. de résistance fres) sont bâtis à partir de l’ensemble d’ap-
prentissage {Y appcap ,Xapp} (resp. {Y appres ,Xapp}). Dans cette étude, différents taux d’appren-
tissage sont explorés. Les modèles sont construits en définissant l’ensemble d’appren-
tissage comme étant composé de 10, 25 ou 50 % (resp. 25, 50 ou 75 %) de la totalité
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des données disponibles.
La partie restante des données est utilisée afin de former un ensemble de test
{Y testcap ,Xtest} (resp. {Y testres ,Xtest}). Ce dernier calcule une erreur d’estimation moyenne
pour chacun des modèles. L’erreur err(f ) entre les estimations Ŷ test = {Ŷ test1 , ..., Ŷ testm },
obtenues avec un modèle f , et des données références Y test = {Y test1 , ...,Y testm }, est calcu-
lée selon l’équation 2.20 :
err(f ) =
100
m
m∑
j=1
∣∣∣∣Ŷ testj −Y testj ∣∣∣∣
Y testj
(2.20)
Les erreurs obtenues à partir de chacun des modèles évoqués sont présentées en
table 2.7. Notons que les résultats obtenus pour l’évolution de capacité sont nettement
meilleurs que ceux acquis pour l’évolution de résistance. Ceci est expliqué par la ten-
dance monotone de la capacité qui décroit constamment, avec des variations relative-
ment faibles. Toutes les méthodes étudiées permettent d’obtenir de très bons résultats
sur l’estimation de la capacité d’une batterie (err < 1 %), à partir d’un taux d’apprentis-
sage de 25 %. Au contraire, l’évolution de résistance est plus complexe et les modèles
nécessitent plus de données d’apprentissage pour obtenir une précision acceptable.
Ceci était prévisible considérant la nature complexe de l’évolution de résistance réelle
(figure 2.9). De ce fait, les estimations du niveau de résistance de la batterie faites à
partir d’un taux d’apprentissage de 75 % permettent d’obtenir une erreur d’estimation
d’environ err = 3 %.
Méthode Erreur d’estimation (%)
Capacité Résistance
Taux app. (%) 10 25 50 25 50 75
Forward 2.19 0.79 0.69 5.14 3.53 3.47
LARS 2.54 0.81 0.73 5.16 3.46 3.37
Ridge 0.95 0.91 0.88 4.38 4.22 4.29
LASSO 2.26 0.74 0.74 4.91 3.49 3.41
Elastic Net 0.99 0.74 0.72 4.00 3.58 3.52
Table 2.7 – Erreur d’estimation des modèles d’estimation du niveau de dégradation
d’une batterie, pour différents taux d’apprentissage - Les meilleurs résultats sont affi-
chés en gras (err < 0.75 % pour la capacité, et err < 3.50 % pour la résistance)
Notons que les méthodes étudiées présentent des performances différentes. Ainsi,
pour l’estimation du niveau de capacité, les méthodes ridge et elastic net fournissent les
résultats les plus réguliers, quelque soit le taux d’apprentissage considéré, mais peu
performant par rapport aux autres méthodes pour le ridge avec un taux d’apprentis-
sage de 50 %. L’estimation de la résistance met, elle, en évidence les méthodes LASSO
et LARS avec un haut taux d’apprentissage, et la méthode elastic net en lors de la pré-
sence d’un faible taux d’apprentissage. L’obtention des données étant complexe, il est
préférable de privilégier les méthodes proposant des résultats satisfaisants avec peu
d’apprentissage. Ainsi, la méthode elastic net semble présenter le meilleur compromis
pour l’estimation de la capacité, et le LASSO pour l’estimation de la résistance.
2.4. VERS UN ESTIMATEUR DU NIVEAU DE DÉGRADATION 75
D’autre part, les méthodes explicitées n’utilisent pas toutes les variables lors de la
construction d’un modèle, ce point est ici particulièrement intéressant dans le contexte
du vieillissement des batteries. Cela permet d’identifier les variables liées aux phé-
nomènes de vieillissement. La table 2.8 liste les variables sélectionnées par quelques
modèles : elastic net et LASSO pour l’estimation de capacité et de résistance.
Capacité Résistance
Méthode Elastic Net LASSO Elastic Net LASSO
Taux d’app. (%) 25 50 25 50 25 50 25 50
Variables
SOCcal X X X X X X X X
Tcal X X X X X X X X
Distance X X X X X X X
Ebat,sorti X X X X X X
Tbat X X X X X X
∆SOC X X X X X X
tcal X X X X X X
NbaltI X X X X X X
Tamb X X X
Nbcycles X X X
P KE X X X X
Imax X X
V itesse
Table 2.8 – Liste des variables sélectionnées par les modèles d’estimation
Le point intéressant est le faible nombre de variables utilisées dans le cadre de l’es-
timation du niveau de capacité, en particulier pour la méthode elastic net. Les variables
conservées proviennent des stockages et des températures vécues par la batterie. Au
contraire, l’estimation de la résistance est plus complexe et nécessite plus d’informa-
tion. Les variables utilisées par les modèles d’estimation de la résistance sont issues de
toutes les conditions de vie de la batterie (mode d’Utilisation, environnement).
Il est important ici de noter que ces modèles sont bâtis à partir de données corres-
pondant à une semaine, ce qui explique l’absence de la notion de durée d’expérimenta-
tion dans ces résultats. Toutes ces interprétations confirment les points démontrés en
section 2.3.2.2 concernant les variables impactant les phénomènes de vieillissement.
À titre d’exemple, le modèle normalisé elastic net basé sur un taux d’apprentissage
de 25 % s’écrit :
Yˆ elasticnetcap = −1.553 · Tcal + 1.157 · SOCcal + 0.221 ·Distance − 0.035 ·Ebat,sorti (2.21)
Cette équation 2.21 fournit une estimation Yˆ elasticnetcap de l’évolution de la capa-
cité (en pourcentage) de la batterie lors d’une semaine d’expérimentation, à partir de
quatre valeurs normalisées : Tcal , SOCcal , Distance et Ebat,sorti . Les coefficients associés
à ces variables permettent de quantifier l’impact de celles-ci sur l’évolution de la ca-
pacité déterminée par ce modèle. Cet exemple propose ainsi une prédominance des
conditions de stockages Tcal et SOCcal dans l’évolution estimée de capacité.
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Un résumé des principaux paramètres détectés par cette étude, comme influençant
les dégradations d’une batterie, en accord avec les conclusions faites précédemment,
sont :
– Évolution de capacité : stockage (SOCcal , Tcal), température de la batterie (Tbat)
– Évolution de résistance : mode d’Utilisation de la batterie (P KE, Imax...), condi-
tions extérieures (Tamb), ...
La capacité semble donc principalement liée aux conditions de stockage et la ré-
sistance aux mode d’Usage de la batterie. Notons que dans les deux cas les conditions
environnementales interviennent.
L’extension de cette étude consiste à mettre en place cette méthodologie pour pro-
céder aux estimations sur de nouvelles données. Considérons une phase de test pos-
térieure à la phase d’apprentissage. Dans un tel cas, les données d’apprentissage pro-
viennent d’une première partie de la vie de batterie, et sont employées pour la construc-
tion d’un modèle d’estimation. Par la suite, ce modèle est évalué sur les données tests.
Cette expérimentation est semblable à ce qu’un constructeur pourrait proposer en
construisant un modèle sur une phase expérimentale préalable à la mise en service
d’une batterie. Il peut également être envisageable de construire un modèle sur une
batterie puis d’appliquer ce modèle sur une autre batterie ayant les mêmes propriétés.
Nous appliquons cette approche sur les données de la batterie Bat1. Les modèles
d’estimation de capacité obtenus après 54 semaines d’apprentissage, et après 66 se-
maines pour l’évolution de résistance sont illustrés en figure 2.22 et figure 2.23.
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Figure 2.22 – Estimation de l’évolution de capacité de la batterie Bat1
Ces résultats confirment les bonnes performances fournies par les modèles lors de
l’estimation du niveau de capacité d’une batterie. En effet, les estimations ne divergent
pas et restent très proches de la valeur référence, produisant pour les méthodes ridge
et elastic net une erreur d’estimation moyenne inférieure à err = 1 %. L’estimation de
la résistance d’une batterie est, quant à elle, plus difficile à calculer et les résultats
obtenus à partir d’une phase préalable d’apprentissage (figure 2.23) démontrent un
besoin plus important en données d’apprentissage pour parvenir à des résultats simi-
laires à l’estimation de capacité. L’amélioration des estimations de résistance requiert
la prise en compte de plus diverses données d’apprentissage couvrant l’ensemble des
conditions impactant la résistance. En effet, l’évolution de la résistance d’une batterie
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Figure 2.23 – Estimation de l’évolution de résistance de la batterie Bat1
est un phénomène complexe et dépendant de conditions d’Utilisation plus variées que
l’évolution de la capacité.
2.5 Déduction du temps de vie restant d’une batterie
2.5.1 Méthodologie
À partir des estimations d’évolution de capacité, il est utile d’un point de vue uti-
lisateur de déduire le temps de vie restant (RUL) avant d’atteindre le critère de fin de
vie EOL. Ce dernier est ici considéré comme étant le seuil défini par 80 % de capa-
cité nominale de la batterie. Le temps de vie restant d’une batterie lors des Usages est
important, car il s’agit du critère utilisé par les constructeurs pour mettre en place les
garanties des batteries, et d’un indicateur référence d’autonomie du véhicule pour les
utilisateurs. Il est alors intéressant de pouvoir obtenir, à un instant donné une prédic-
tion R̂UL, du temps de vie restant d’une batterie.
Pour ce faire, à un instant t, nous procédons par le biais d’un bootstrap sur les don-
nées d’apprentissage Xapp, qui sont dans notre cas les données précédant l’instant t. Le
bootstrap consiste ici en un tirage avec remise des individus d’apprentissage.
Cette étape permet de générer B ensembles d’apprentissageXappB , résultant du boots-
trap. Chacun de ces B ensembles fournit une estimation des paramètres β du modèle
2.16, pour une méthode d’estimation donnée, produisant un intervalle de confiance IC
associé. La moyenne de ces paramètres {β1, ...,βB} génère à un instant t, un intervalle de
confiance moyen ICmoy autour des estimations de capacité obtenues par les méthodes
précédemment citées.
Les bornes supérieures et inférieures de l’intervalle de confiance ICmoy sont donc
connues jusqu’à l’instant t de la prédiction. Ces deux bornes sont extrapolées après
l’instant t linéairement. En détectant l’instant où ces extrapolations franchissent le
seuil de fin de vie EOL, on obtient une prédiction par le biais une densité de probabilité
du temps de vie restant. Cette étape est illustrée par la figure 2.24.
Par extension, nous pouvons envisager cette méthodologie à partir de données d’ap-
prentissage provenant d’une autre batterie de mêmes caractéristiques, permettant de
mettre en place des modèles produisant l’intervalle de confiance.
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Figure 2.24 – Illustration de la construction de la Probability Density Function (pdf )
du RUL, à partir de l’extrapolation de l’intervalle de confiance moyen ICmoy du SOH,
à un instant t
2.5.2 Application et résultats
Cette méthodologie est mise en application sur les données de la batterie Bat1. La
figure 2.25 illustre les fonctions de densité du RUL obtenues à trois instants différents
(après 45, 70 et 100 semaines), sur cette batterie Bat1.
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Figure 2.25 – Prédiction de le fonction de densité pdf du temps de vie restant RUL
pour une batterie en usage réel, à trois instants différents avec la batterie Bat1
Ces résultats soulignent la sensibilité des densités de fin de vie prédites, en fonc-
tion des variations de l’intervalle de confiance construit. En effet, plus l’instant de la
prédiction est proche de la fin de vie, plus la prédiction du RUL est précise, ce qui
est visible dans la figure 2.25 par l’évolution de la forme de chacun des trois pdf s.
Nous observons la réduction de la plage d’incertitude lorsque l’instant de la prédic-
tion augmente, ce qui est expliqué par la plus grande proximité de la fin de vie, et une
meilleure connaissance de la batterie.
D’autre part, la prédiction du RUL est dépendante de la tendance de l’intervalle
de confiance. La figure 2.26 représente l’évolution des prédictions de fin de vie faites
en fonction de l’instant considéré. Cette figure 2.26 met en évidence ce phénomène
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en présentant les différentes densités obtenues pour des estimations faites entre les
semaines 60 et 100, illustrant en particulier les différences de densité de probabilité
en fonction des dernières tendances de capacité observées qui sont propagées lors de
l’extrapolation.
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Figure 2.26 – Densité de probabilité du RUL pour différents instants de prédiction
pour la batterie Bat1
Tous ces résultats représentent la modification des prédictions de RUL au fil des
semaines considérées. Les prédictions faites entre les semaines 70 et 90 induisent une
fin de vie aux alentours de la semaine 160, alors que les dernières estimations faites
(semaine 100) fournissent une prédiction de fin de vie vers la semaine 180. Cette mo-
dification de quelques semaines est néanmoins légère si on considère le temps restant
d’utilisation de la batterie, les dernières prédictions équivalant à une période d’utili-
sation restante d’environ un an et demi.
2.6 Conclusions - Discussions
L’objectif de ce chapitre est d’utiliser les informations contenues dans les données
mesurées lors de la vie d’une batterie pour identifier et quantifier l’impact de variables
sur les phénomènes de vieillissement.
La première partie de ce chapitre consiste en une présentation détaillée du matériel
et des expérimentations mises en places ayant permis l’obtention des données traitées
tout au long de cette étude.
Par la suite, l’approche utilisée dans ce chapitre a identifié les variables mesurées
étant susceptibles de contenir de l’information relative aux phénomènes de vieillisse-
ment, tout en évitant les redondances d’information. Cette étude a dans un premier
temps validé une suppression de nombreuses mesures faites, qui ne procureraient au-
cun apport d’information vis à vis de notre problématique du vieillissement des bat-
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teries. D’autre part, il est primordial de considérer d’autres valeurs non directement
mesurées, telles que les conditions et durées de stockage ou bien des indicateurs in-
hérents au mode d’utilisation de la batterie ou au style de conduite appliqué. Des va-
riables correspondantes à ces critères sont calculées et ajoutées à l’étude, offrant un
maximum d’informations liées à la durée de vie de la batterie.
À partir de cette sélection préliminaire de variables, nous avons procédé à une ana-
lyse approfondie de ces données. Cette analyse a mis en évidence les relations entre
les variables et les phénomènes de vieillissement d’une batterie. Comme décrit précé-
demment, le vieillissement d’une batterie se caractérise à la fois par une diminution
de la capacité et une augmentation de la résistance. L’étude présentée dans ce chapitre
identifie les causes de chacune de ces mécanismes globaux de vieillissement. L’évolu-
tion de capacité étant principalement reliée aux conditions de stockage et l’évolution
de résistance associée aux modes d’utilisation, chacun dépendant des conditions envi-
ronnementales.
Les facteurs reliés à l’évolution de la capacité d’une batterie sont les variables pro-
venant des conditions de stockage et de température vécues par la batterie. Ces résul-
tats permettent de déduire les usages responsables d’une diminution importante de
la capacité d’une batterie ; à savoir des conditions de stockages contraignantes ou des
températures élevées (> 40◦C) mesurées sur la batterie lors des cyclages.
D’autre part, l’évolution de résistance d’une batterie est identifiée comme dépen-
dante des conditions d’Usage de la batterie. Cela revient à dire que l’augmentation de
la résistance est causée par des Usages intensifs ou contraignants de la batterie. Ce type
d’Usage peut par exemple être un type de conduite agressif (P KE, Imax,NbaltI ), ou bien
par des cyclages longs et fréquents (Distance, Nbcycles).
Ces conclusions sont en accord avec les propriétés des phénomènes de vieillisse-
ment décrits dans le chapitre 1, et sont donc validées par les approches physiques et
électrochimiques, démontrant la pertinence d’une approche uniquement basée sur les
données. Notons que ces interprétations des causes du vieillissement d’une batterie
proposent une aide aux préconisations d’utilisations, évitant des dégradations préma-
turées et les conditions d’usage contraignantes. De plus la quantification des impacts
respectifs des variables sur les phénomènes de vieillissement offre un outil d’interpré-
tation intéressant susceptible d’être utilisé par des experts du domaine.
L’étude des données issues des expérimentations réelles à également permis de
construire des modèles d’estimation linéaire à la fois du SOH et du niveau de résis-
tance de la batterie. Les constructions de ces modèles parcimonieux confirment les
remarques faites précédemment sur les relations entre des facteurs responsables des
deux phénomènes de vieillissement.
L’estimation du niveau de résistance est difficile du fait des dynamiques mesurées
plus complexes et du nombre plus important de variables intervenant dans ce phéno-
mène de vieillissement. Les erreurs d’estimations sont néanmoins relativement faibles
(err ∼ 3.5 %) considérant le caractère peu limitant de la valeur de résistance pour une
batterie en usage sur un véhicule électrique.
Les résultats d’estimation du niveau de capacité démontrent un niveau d’erreur
faible (err < 1 %), permettant l’application d’une telle méthodologie dans un contexte
d’estimation de capacité sur une batterie instrumentée en usage réel, seulement à par-
tir d’un modèle préalablement conçu. Ce niveau de précision fournit une estimation
de capacité fiable sans nécessiter de protocole particulier et lourd à mettre en œuvre.
2.6. CONCLUSIONS - DISCUSSIONS 81
En effet, les modèles évoqués n’utilisent que des données descriptives des usages, hors
ligne, proposant un suivi global, ce qui démontre la compatibilité de ces outils avec les
enregistrements limités des données.
Cette méthodologie d’estimation de capacité présentant des résultats intéressants,
une extension statistique a été implémentée prédisant la durée de vie restante (RUL)
d’une batterie. Une telle approche présente une bonne confiance dans la prédiction
de la fin de vie d’une batterie, la valeur moyenne du RUL estimée ne diffère que de
quelques semaines en fonction de l’instant de la prédiction. Ce résultat permet d’ob-
tenir une information importante pour un constructeur sur la durée restante d’utilisa-
tion d’une batterie, en fonction de son mode d’Utilisation. En effet, le critère de dimi-
nution de capacité restante est très restrictif pour l’emploi des véhicules électriques.
Cet outil accorde une possibilité de gestion des usages, en appliquant des préconisa-
tions, afin de maximiser la durée de vie d’une batterie.
Ce chapitre a démontré l’intérêt d’une approche basée sur l’analyse des données,
détectant les causes de vieillissement et allant jusqu’à obtenir des estimations des phé-
nomènes de vieillissement d’une batterie sans protocole expérimental complexe.
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3.1 Problématique de l’analyse en ligne
Dans le chapitre 2, l’analyse hors ligne des données collectées sur un ensemble de
véhicules a démontré son habileté dans la mise en évidence des causes des phénomènes
de vieillissement d’une batterie, avec le minimum d’a-priori possible sur les causes de
vieillissement. De plus, les modèles d’estimations de capacité bâtis avec cette approche
ont montré une bonne faculté d’estimation en considérant simplement un historique
des données d’Utilisation. Cette approche permet d’obtenir une estimation à des inter-
valles de temps réguliers (chaque semaine dans les exemples du chapitre 2), mais ne
propose pas d’estimation en ligne. Une autre limite de cette méthodologie réside dans
la difficile amélioration des précisions obtenues. En effet, les performances de cette
catégorie de modèles ne peuvent être améliorées que par l’ajout des données d’appren-
tissage, ce qui requiert de nouvelles expérimentations en usage réel. Cet inconvénient
induit une augmentation importante des coûts d’expérimentation pour obtenir une
estimation précise de l’état de santé d’une batterie.
Ces inconvénients d’une analyse hors ligne des données nous amènent à envisa-
ger une approche complémentaire à la méthodologie développée au chapitre 2. Ainsi,
nous nous plaçons ici dans un contexte d’une analyse en ligne ou en embarqué des
données mesurées par une batterie en usage sur un véhicule électrique. La probléma-
tique considérée à présent consiste à étudier les mesures en temps réel, sans prendre
en compte un quelconque historique. L’objectif est toujours d’obtenir des informations
sur le niveau de dégradation d’une batterie utilisée par un véhicule électrique.
Cette approche uniquement basée sur les données enregistrées directement sur la
batterie, sans prise en compte d’un modèle physique au contraire de certaines ap-
proches [96, 120], présente l’avantage d’être implémentable en temps réel et en em-
barqué sur un véhicule, avec un faible stockage des données.
Le seul phénomène de vieillissement ici pris en compte est la capacité de la batterie.
En effet, nous avons évoqué précédemment les caractéristiques de vieillissement des
technologies de batteries utilisées sur les véhicules électriques, or l’augmentation de
la résistance ne présente qu’un faible impact sur l’usage lors d’une batterie sur un
véhicule électrique (section 1.1.2). Autrement dit, la principale dégradation limitante
lors des Usages d’une batterie sur un véhicule, tel que ceux actuellement utilisé, est la
perte de capacité d’une batterie.
L’étude présentée dans ce chapitre se concentre donc sur l’analyse des signaux me-
surés en temps réel et l’extraction automatique des informations qu’ils contiennent,
relatives à l’état de santé de la batterie.
3.2 Étude de signaux issus de mesures embarquées
Considérons ici les signaux issus des mesures acquises lors des Usages de la batte-
rie. Cette section détaille les réflexions et analyses menant à la méthodologie présentée
dans la suite de ce chapitre.
3.2.1 Analyse des signaux
Chacune des variables est mesurée en temps réel lors des Usages, à une fréquence
de 10 Hz, ce qui permet l’obtention de nombreux détails sur leurs comportements et
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évolutions. En effet, cette fréquence d’échantillonnage est plus rapide que les évolu-
tions des phénomènes physiques sous-jacents. Afin d’illustrer la forme des signaux
pouvant être utilisés dans cette approche, la figure 3.1 expose un exemple de signaux
obtenus lors d’un roulage de la batterie Bat2.
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Figure 3.1 – Exemple des mesures réelles obtenues lors d’un roulage de la batterie
Bat2, concernant le véhicule (vitesse, distance), les conditions climatiques (tempéra-
ture ambiante, température batterie), et le cyclage de la batterie (courant, tension)
La figure 3.1 illustre clairement les différentes dynamiques de chacune des va-
riables mesurées en temps réel lors des expérimentations. Ainsi, les changements de
température ambiante sont relativement lents et le comportement de la température de
la batterie est relativement stable comparativement à la fréquence d’échantillonnage.
Les signaux de vitesse, de courant et de tension enregistrés sont, eux, plus irréguliers
et donc plus complexes à interpréter.
Les phénomènes de vieillissement, et en particulier l’évolution de capacité, im-
pliquent une modification électrochimique du comportement d’une batterie. Les si-
gnaux représentatifs du comportement d’une batterie et de sa capacité à fournir une
énergie demandée sont les plus pertinents dans cette analyse. Nous concentrons donc
la suite de l’étude sur l’investigation des informations contenues dans les signaux de
courant et de tension mesurées directement au niveau de la batterie. Ces deux variables
sont en effet les plus représentatives du comportement de la batterie.
Ces deux variables de courant et tension sont associées à des signaux contenant de
nombreuses variations (figure 3.1), laissant envisager des perspectives d’estimation et
de diagnostic de l’état de santé d’une batterie, basées sur l’analyse du comportement
de ces deux signaux.
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L’objectif est d’identifier les informations relatives à l’état de santé d’une batterie,
uniquement à partir de ces signaux de courant et tension mesurés en sortie de batterie.
Pour ce faire, il est nécessaire de définir un critère de comparaison des signaux au cours
du temps, et donc en fonction de l’état de santé de la batterie.
Les conséquences d’une modification de l’état de santé d’une batterie sur son com-
portement, ont été décrites dans le chapitre 1. Ainsi, il apparait que d’éventuelles mo-
difications dans les signaux sont susceptibles d’être détectées lors d’une irrégularité ou
d’un changement brusque de sollicitation. Ces conditions correspondent en effet à une
sollicitation particulière de la batterie, qui peut permettre d’identifier une altération
de comportement de cette batterie.
La problématique réside désormais dans la définition précise d’un critère de com-
paraison des signaux, et de la méthodologie choisie pour permettre d’obtenir des in-
formations sur l’état de santé de la batterie. L’objectif est de comparer les réactions de
la batterie pour une même demande, en fonction de son état de santé. Nous considé-
rons donc l’hypothèse du vieillissement impactant directement l’énergie sortant de la
batterie, pour une même sollicitation.
L’expérimentation de la batterie Bat1 est particulièrement adaptée pour cette ana-
lyse du fait des profils de vitesses récurrents, car faite sur un circuit (section 2.2.1). Le
récurrence de tels profils durant la vie de la batterie permet de valider l’hypothèse de
modification du comportement d’une batterie. La figure 3.2 présente un comparatif
des signaux de vitesse, courant et de tension mesurés lors de trois roulages espacés
dans le temps, correspondant chacun à un niveau de santé différent de la batterie Bat1.
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Figure 3.2 – Signaux obtenus pour trois roulages similaires (R1, R2, R3) avec la batterie
Bat1, pour des états de santé différents, accompagné d’un zoom sur une courte période
L’étude de ces signaux démontre la constance des profils vitesses et donc des sol-
licitations appliquées à la batterie Bat1, avec des conditions environnementales exté-
rieures similaires du fait de l’utilisation d’un circuit privé. Ces expérimentations sont
idéales pour permettre la comparaison des signaux mesurés sur la batterie. Il appa-
3.2. ÉTUDE DE SIGNAUX ISSUS DE MESURES EMBARQUÉES 87
rait des comportements différents pour chacun des signaux provenant de la batterie.
En se focalisant sur les profils de courant et de tension, ils paraissent en effet moins
semblables entre eux que les signaux de vitesse. Néanmoins, il n’est pas possible vi-
suellement de mettre en évidence et d’interpréter une modification des dynamiques
de courant ou de tension à partir du signal entier.
Il est important de noter ici que les études électrochimiques ne permettent pas de
justifier totalement ce type de modification de dynamique. Dès lors, la suite de cette
approche nécessite alors une investigation plus approfondie de ces signaux pour la
détection d’information sur l’état de santé de la batterie utilisée et la justification de la
modification de dynamique observée dans les signaux courant et tension.
3.2.2 Extraction de motifs
Dans un premier temps, il est nécessaire d’explorer les signaux de courant et de
tension, enregistrés en temps réel, dans leur globalité. Ces signaux sont complexes
et contiennent notamment des dynamiques variées, ce qui requiert une investigation
précise pour détecter des modifications de comportement.
Les études des signaux dans leur globalité ne permettent pas de mettre en évidence
des différences entre les signaux d’un point de vue global, et les modifications de dy-
namique demeurent imperceptibles. En effet, aucune distinction n’a pu être mise en
évidence par ce type d’approche. En considérant les propriétés électrochimiques des
batteries Li-ion, les phénomènes de dégradation se traduisent par une modification
du comportement de celles-ci. Afin de détecter de telles modifications, nous concen-
trons la suite de l’étude sur des dynamiques spécifiques de la batterie. Ces dynamiques
correspondent alors à une sollicitation particulière et précise de la batterie pouvant
contenir des informations sur son état de santé.
Le choix des dynamiques étudiées est primordial dans la détection d’une altéra-
tion du comportement d’une batterie. Il peut être envisagé de choisir comme critère
les changements de signe de courant, ce qui correspond aux instants où la batterie
passe d’une décharge à une récupération d’énergie (ou inversement). Ce phénomène
est donc susceptible de contenir des informations relatives au niveau de santé de la
batterie, de part la dynamique du courant perçue à ce moment précis. D’un point de
vue électrochimique celui-ci se traduit alors par la dynamique associée au changement
de direction des éléments chargés, au sein de la batterie. Les signaux de courant, cor-
respondant à ce choix de dynamique, obtenus lors du changement de signe de courant
de la batterie Bat1 sont présentés, pour trois niveaux d’état de santé, en figure 3.3. No-
tons que ces motifs sont extraits à partir des signaux initiaux, lors de trois journées de
tests différentes, permettant la comparaison des dynamiques pour trois états de santé.
Cette figure 3.3 illustre une très large diversité des motifs extraits et des critères de
comparaison complexes, ce qui ne permet pas d’interprétation spécifiquement adaptée
à l’investigation de l’état de santé d’une batterie.
Une autre période de transition est alors envisagée, correspondant aux instants
d’accélération ou de freinage maximal du véhicule électrique. Cette situation revient
à analyser les périodes de sollicitations maximales de la batterie. Or, les dégradations
d’une batterie sont susceptibles de provoquer des limitations de comportement pour
ce type de sollicitations. Nous avons donc extrait des motifs de courant associés à des
accélérations et des freinages importants provenant de la batterie Bat1 (figure 3.4).
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Figure 3.3 – Illustration des motifs de courant extraits lors changement de signe as-
socié au passage d’une décharge à une phase de récupération d’énergie - lors de trois
journées différentes avec la batterie Bat1
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Figure 3.4 – Motifs de courant extraits correspondant selon les mêmes critères d’accé-
lérations et de freinages, à trois dates différentes avec la batterie Bat1
Cette figure 3.4 met en évidence une large variété de dynamique entre les motifs de
courant obtenus pour chacune des dates étudiées, pour une même évolution de vitesse.
Cependant ces motifs extraits coïncident avec une même tendance globale avec des
modification de comportement selon les motifs. Ainsi, cette exploration suggère des
modifications de comportement des signaux issus de la batterie lors des usages réels.
La suite de l’étude consiste alors à utiliser ces motifs afin explorer les informations
qu’ils contiennent pour obtenir des renseignements sur l’état de santé de la batterie
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analysée.
Ces motifs sont extraits aux mêmes instants du profil de roulage spécifique appli-
qué à la batterie Bat1. Or, il est nécessaire de définir précisément des critères d’extrac-
tion de ces motifs pour appliquer cette approche à tout type de roulage. Ainsi, nous
définissons des seuils sur la durée St = (tmin, tmax) et la vitesse Sv = (vinit,vterm), for-
malisant l’extraction des motifs souhaités. Cela revient à ne conserver que les phases
d’accélération (ou de freinage) pour lesquelles la vitesse passe de vinit à vterm dans une
durée comprise entre tmin et tmax. La figure 3.5 illustre la définition de ces seuils à la
base cette méthodologie d’extraction.
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Figure 3.5 – Méthodologie d’extraction d’un motif d’accélération répondant aux cri-
tères de vitesse (vinit,vterm) = (20,40) km.h−1, et de durée (tmin, tmax) = (5,7) secondes
Les seuils définissant les critères d’extraction sont définis selon les caractéristiques
de la batterie et du véhicule pour correspondre à une accélération (ou un freinage)
maximal, selon les performances de la batterie étudiée. Ces caractéristiques sont propres
à chaque batterie, en fonction de ses performances optimales. De ce fait, le choix de
ces critères requiert une définition externe préalable. Nous discuterons dans les pro-
chaines sections l’influence des choix de ces seuils. Se basant sur les motifs de vitesse
extraits, il est primordial pour l’étude des réactions de la batterie en ces instants d’ex-
traire également les motifs de courant et de tension associés à ces intervalles. Ainsi,
nous obtenons une méthodologie d’extraction de motifs courant et tension, corres-
pondant à des profils de vitesses similaires. La figure 3.6 illustre les résultats d’une
extraction faite sur la batterie Bat3, de motifs répondant à des accélérations de 20 à 40
km.h−1 lors d’une période comprise entre 3 et 5 secondes.
Après l’investigation des signaux obtenus à partir des usages réels de batteries,
nous avons choisi d’étudier les motifs correspondant aux accélérations (ou aux frei-
nages) maximales. L’extraction de tels motifs, au sein des signaux mesurés en temps
réel, se fait d’après la méthodologie décrite dans cette section. Celle-ci dépend de deux
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Figure 3.6 – Exemple d’extraction de motifs courant et tension à partir du signal de
vitesse de la batterie Bat3 - en considérant les accélérations de 20 à 40 km.h−1 entre 3
et 5 secondes
seuils prédéfinis (St et Sv) sur le signal de vitesse. Les motifs de courant et de ten-
sion associés à ces instants sont également extraits, fournissant une indication sur le
comportement de la batterie pour cette sollicitation précise. L’objectif est désormais de
pouvoir interpréter ces motifs et ainsi de permettre d’identifier d’éventuelles relations
entre ces motifs et l’état de santé de la batterie à l’étude.
Notons que les motifs présentés dans les résultats sont issus des tests de la batterie
Bat1, où les mêmes sollicitations sont répétées à chaque roulage. Cette expérimenta-
tion permet d’éluder de potentiels effets dus aux conditions extérieures (pente, type
de route...). Les seules variables non contrôlées sont alors dans ce cas la température
ambiante et le niveau de charge de la batterie. Or le même type d’observation sur la
modification des motifs peut être menée sur les autres batteries. La suite de l’étude
étend cette méthodologie aux données provenant des autres batteries.
3.2.3 Interprétation visuelle
Nous étudions ici des motifs provenant d’extractions ayant eu lieu tout au long de
la vie de la batterie. Cette méthodologie fournit un grand nombre de motifs qui doivent
ici être analysés et interprétés. Le but est de pouvoir visualiser les évolutions de profil
de ces motifs, en fonction de l’état de santé de la batterie. Nous avons introduisons
dans ce but l’algorithme Filtered Shape Averaging (FSA) permettant de résumer un
ensemble de motifs par un motif moyen, formant un prototype représentatif. Le fonc-
tionnement de cet algorithme est détaillé en annexe D.
Nous appliquons la FSA aux motifs extraits pour différents niveaux d’état de santé
de la batterie, il en résulte alors un prototype pour chacun de ces états de santé. Des
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classes d’état de santé sont choisies comme étant trois périodes distinctes de la vie de
la batterie Bat1. La figure 3.7 détaille la sélection de trois classes d’état de santé de la
batterie Bat1. Le classe 1 et la classe 3 représentent ici respectivement le début et la
fin de vie de la batterie Bat1. De plus, chacune de ces trois classes comporte le même
nombre de motifs extraits.
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Figure 3.7 – Illustration de la création de 3 classes distinctes d’état de santé de la
batterie Bat1
Les classes disjointes de motifs extraits des Usages de la batterie Bat1 forment une
base de comparaison permettant l’identification des dynamiques de la batterie propres
à son état de santé. La représentation des motifs de chaque classe, définis par le proto-
type moyen correspondant, est décrite par la figure 3.8.
Nous pouvons analyser les résultats de cette figure 3.8, comme une illustration
de modification comportementale de la batterie pour une même vitesse mesurée. En
effet, les motifs moyens de vitesses extraits sont similaires sur l’ensemble des trois
classes constituées, ce qui n’est pas le cas des motifs courant et tension associés à ces
accélérations de 10 à 60 km.h−1. Ils présentent en effet des différences visibles de dy-
namique. On peut par exemple identifier le fait que le motif moyen de courant de la
classe 2 possède une dynamique différente de celles des deux autres classes, du fait de
la présence d’un pallier clairement visible. Cette variété des motifs est reproduite, à
un degré moindre, dans les puissances mesurées.
De telles différences de comportement des signaux provenant de la batterie peuvent
être interprétées comme une modification des réactions internes de la batterie en fonc-
tion de son état de santé. Les approches électrochimiques ne permettent cependant
pas d’expliquer entièrement ce niveau de modification comportemental au sein des si-
gnaux. En effet, il est communément reporté dans la littérature une diminution de la
puissance disponible associée aux phénomènes de vieillissement d’une batterie, mais
il n’a pas été trouvé d’étude portant sur l’exploration des signaux issus des batteries
avec ce niveau de détail.
La figure 3.8 présente donc des motifs de vitesse, courant, tension et de puissance.
Ces derniers motifs s’avèrent différents selon les classes observées, pour une même
vitesse mesurée. La suite de l’étude se place dans l’optique de l’investigation plus ap-
profondie des motifs provenant de la batterie (courant, tension et puissance), afin de
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caractériser l’état de santé d’une batterie pour ces motifs.
Notons qu’il est intuitif que plus les phases d’accélérations maximales sont longues,
plus elles peuvent traduire le comportement de la batterie. Cela revient alors à dire
qu’une accélération maximale de 20 à 40 km.h−1 contient moins d’informations qu’une
accélération permettant de passer de 10 à 60 km.h−1. En effet, la batterie atteint plus
rapidement ses limites de fonctionnement et de performance pour de fortes accéléra-
tions, générant une sollicitation plus importante que les courtes accélérations.
Dans le cadre d’une utilisation réelle d’un véhicule électrique, il est plus rare de
détecter une longue et forte accélération qu’une courte accélération, qui peut se pro-
duire lors d’un feu rouge ou d’un ralentissement. Le choix des seuils de vitesses (Sv)
est important, ce qui fera l’objet d’une analyse spécifique par la suite.
Cette section a donc révélé des modifications de comportement de la batterie, en
fonction de son état de santé, pour un même profil de vitesse référence. Le but de cette
approche est donc désormais de mettre en place une méthodologie utilisant ceci pour
déduire l’état de santé d’une batterie, seulement à partir de motifs extraits lors d’une
accélération (ou freinage) spécifique.
3.3 Approche de classification de l’état de santé d’une
batterie
À partir des motifs de tension et de courant extraits en réponse à des critères de
vitesse (Sv) et de durée (St), cette section explicite une méthodologie de diagnostic du
niveau de santé d’une batterie en usage réel sur un véhicule électrique. La mise en
place d’un tel algorithme permettant la classification de l’état de santé d’une batterie,
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requiert dans un premier temps la définition d’une méthode de comparaison entre ces
motifs. Cette quantification des similarités entre les motifs est fondamentale est au
cœur de l’application des algorithmes de classification.
3.3.1 Choix d’une méthodologie de comparaison des signaux adap-
tée
L’objectif de cette section est le choix d’outils nécessaires à la comparaison de plu-
sieurs ensembles de signaux. Lorsque l’on étudie un phénomène physique, unique-
ment à partir des signaux, on peut remarquer des courbes présentant de fortes simila-
rités. Le problème consiste à quantifier ces similarités entre les signaux observés.
3.3.1.1 Distance euclidienne
Considérons ici la distance euclidienne permettant de calculer une distance entre
deux séquences X1 :=
(
x11, ...,x
1
N
)
et X2 :=
(
x21, ...,x
2
N
)
. Ainsi, la distance euclidienne
dED(X1,X2) entre ces deux séquences est calculée par l’équation 3.1.
dED(X1,X2) =
√
n∑
i=1
(
x1i − x2i
)2
(3.1)
Cette métrique cumule les écarts point à point entre les deux signaux étudiés,
comme l’illustre la figure 3.9.
Signal
Signal
Distance euclidienne
X
X
1
2
Figure 3.9 – Illustration du calcul de la distance euclidienne dED entre deux signaux
X1 et X2
Cette propriété devient peu adaptée dans notre cadre de la mesure de similarité
entre signaux. En effet, il se peut que deux signaux possèdent une forme fortement
similaire mais légèrement décalée dans le temps. Dans ce cas, la distance euclidienne
entre ces deux séquences est élevée et n’est pas représentative de cette similarité. D’autre
part, la distance euclidienne ne permet pas, par sa définition, de mesurer une similarité
entre deux séquences de longueurs différentes. Cette autre propriété est donc rédhibi-
toire quant à l’usage de cette métrique dans le contexte de l’analyse de motifs issus de
la batterie, ceux-ci étant de longueurs très variées.
94 CHAPITRE 3. ANALYSE EN LIGNE DES DONNÉES D’UNE BATTERIE
3.3.1.2 Recalage des signaux
Considérant les limitations évoquées à propos de la distance euclidienne, il est né-
cessaire de trouver une alternative permettant de comparer des signaux tels que ceux
issus d’une batterie. En particulier, les signaux réels sont le plus souvent observés sur
des intervalles de temps différents. Ainsi, nous étudions ici une approche de recalage
des signaux. Cette méthodologie consiste alors à synchroniser ou recaler des séquences
deux-à-deux, permettant d’éluder de potentiels décalages temporels des dynamiques,
tout en obtenant de nouveaux signaux recalés de même longueur.
La première méthode, appelée recalage linéaire, consiste à représenter les séquences
étudiées sur un support commun. Considérons N signaux X1, ...,XN observés sur N
intervalles différents [a1,b1], ..., [aN ,bN ]. L’objectif étant d’obtenir un signal moyen X̂,
la méthodologie revient à représenter toutes ces séquences sur un même intervalle,
typiquement [0,1]. Les signaux Xi sont dilatés pour devenir des signaux X˜i , définis par
l’équation 3.2.
X˜i(t) = Xi (ai + t(bi − ai)) , pour t ∈ [0,1], et i = 1, ...,N (3.2)
Cette définition 3.2 des signaux recalés X˜i induit simplement une forme caractéris-
tique du signal moyen X̂(t) de cet ensemble :
X̂(t) =
1
N
N∑
i=1
X˜i(t), pour t ∈ [0,1] (3.3)
Cette approche de recalage linéaire est illustrée en figure 3.10.
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Figure 3.10 – Estimation de la forme moyenne d’un ensemble de courbes par recalage
linéaire
Cette méthode s’avère particulièrement adaptée dans le cas d’une comparaison de
signaux identiques mais dilatés. Or, si les signaux sont tronqués, ou possédant un ajout
d’information, le recalage linéaire ne permet pas d’obtenir de résultat satisfaisant. Ces
limitations du recalage linéaire ont engendré le développement d’autres méthodolo-
gies de recalage.
Formellement, le problème de la synchronisation de deux séquencesX1 etX2 consiste
à déterminer une transformation u, suffisamment régulière afin que les caractéris-
tiques du signal original X2 soient conservées après déformation, telle que :
X1 ≈ X2 ◦u (3.4)
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Si l’on souhaite recaler un ensemble de S signaux X1, ...,XS , la méthodologie revient
à trouver les S transformations u1, ...,uS suffisamment régulières, telles que les signaux
déformés X1 ◦ u1, ...,XS ◦ uS soient alignés de manière optimale au sens d’une certaine
mesure de similarité entre signaux.
Les approches de recalage de signaux peuvent être décomposées en deux classes
qui consistent soit en un alignement global soit en un alignement basé sur des points
caractéristiques de la forme d’un signal appelés landmarks [142]. La première approche
vise à trouver des transformations alignant l’ensemble des points des deux signaux, au
sens d’une certaine métrique entre deux courbes.
Au contraire, la seconde approche correspond à un alignement à partir de land-
marks. Ces derniers peuvent par exemple être, selon le type de signal étudié, des points
d’inflexion ou bien des singularités. Cette seconde approche vise à mettre en corres-
pondance, les paires de landmarks issus de deux signaux devant être recalés. Ainsi, les
landmarks des signaux se trouvent à la même position après déformation temporelle
(figure 3.11).
0 10 20 30 40 50 60 70 80 90−2
−1
0
1
2
3
 
 
Signal X1
Signal X2
Landmarks de X1
Landmarks de X2
(a) Signaux initiaux
0 10 20 30 40 50 60 70 80 90−2
−1
0
1
2
3
 
 
Signal X1
Signal X2
Landmarks de X1
Landmarks de X2
(b) Signaux après recalage par alignement des
landmarks
Figure 3.11 – Illustration de signaux X1 et X2 recalés après détection et recalage de
landmarks
Notons que l’alignement global est communément utilisé lorsqu’aucun landmark
n’est détectable ou bien lorsque ceux-ci n’apportent pas suffisamment d’information.
Davantage de détails sur les fondements théoriques et les développements sur ce type
d’approches peuvent être trouvées dans la littérature [143].
Une fois ce recalage effectué, la procédure d’obtention d’un signal moyen consiste
à l’application de la formule 3.3. La figure 3.12 les résultats de cette méthode, sur les
mêmes séquences utilisées comme exemple lors de la figure 3.10.
Il apparait clairement la meilleure représentation de la dynamique des séquences
obtenue par des alignements basés sur des landmarks, par rapport aux alignement
linéaires présentés en figure 3.10. Cette méthode présente en effet l’intérêt de préser-
ver les caractéristiques propres aux signaux et donc de pouvoir interpréter un signal
moyen ou bien de servir de référence aux algorithmes de classification.
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Figure 3.12 – Estimation de la forme moyenne d’un ensemble de courbes alignées par
landmarks
3.3.1.3 Dynamic Time Warping
Afin de comparer les motifs extraits et de quantifier leurs similarités, nous consi-
dérons désormais une métrique adaptée au problème spécifique de la comparaison de
motifs extraits des signaux de batterie. Ainsi, au-delà des mesures usuelles, une des
méthodes référence pour quantifier les similarités de forme est actuellement la Dyna-
mic Time Warping (DTW).
Le concept de la DTW fut initialement introduit dans les années 70 pour l’obtention
d’une fonction d’alignement entre deux signaux, associée à un coût de transformation
(ou d’alignement). Le but premier est de comparer des séquences en respectant leurs
formes et d’identifier l’alignement optimal en les étirant. Depuis son introduction, la
DTW a été communément utilisée dans de nombreuses problématiques : le traitement
de la parole, la reconnaissance de signaux, l’analyse de données ou l’imagerie.
Cette méthode est basée sur la distance de Levenshtein et trouve le chemin opti-
mal entre deux séquences, considérant leurs distorsions temporelles. Ce chemin opti-
mal produit une fonction d’alignement, ainsi qu’une mesure de similarité de formes.
Formellement, nous avons deux séquences X1 :=
(
x11, ...,x
1
N
)
de longueur N ∈ N, et
X2 :=
(
x21, ...,x
2
M
)
de longueur M ∈N. Par la suite nous considérons l’espace des indivi-
dus noté par F .
Pour comparer deux individus x1,x2 ∈ F , il est nécessaire de définir une mesure de
coût local, par la fonction c :
c : F ×F →R≥0 (3.5)
Typiquement, le coût c(x1,x2) est bas si x1 et x2 sont similaires, et dans le cas
contraire c(x1,x2) est élevé. En évaluant cette mesure de coût local c(x1,x2) pour chaque
paire d’éléments des séquences X1 et X2, on obtient une matrice de coûts C ∈ RN×M ,
définie par C(i, j) = c(x1i ,x
2
j ). Le but est trouver l’alignement entre X1 et X2 minimisant
le coût global.
Formellement un chemin d’alignement (warping path) est une séquence p = (p1, ...,pL),
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avec pl = (nl ,ml) ∈ [1 :N ]× [1 :M], ∀l ∈ [1 : L], satisfaisant les conditions :
p1 = (1,1) et pL = (N,M)
n1 ≤ ... ≤ nL et m1 ≤ ... ≤mL
pl+1 − pl ∈ {(1,0), (0,1), (1,1)}, ∀l ∈ [1 : L− 1]
(3.6)
Un warping path 1 p = (p1, ...,pL) définit un alignement entre deux séquences X1 et
X2 en assignant un élément x1nl de X1 à un élément x
2
ml de X2. Les conditions d’ali-
gnement, décrites par l’équation 3.6, impliquent que les premiers élément de X1 et de
X2, de même que leurs derniers éléments, soient associés. Ces conditions rendent donc
non valables les chemins ne respectant pas les équations 3.6. Les figures 3.13 illustrent
chacun des cas possibles, admissibles ou non.
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Figure 3.13 – Illustration de chemins reliant deux séquences X1 et X2, de longueurs
respectives N = 6 et M = 8, les conditions non admissibles sont représentées en rouge
Les figures 3.14 présentent la matrice des coûts formée à partir de deux séquences
(signalX1 et signalX2), ainsi que la représentation visuelle de l’alignement induit pour
le chemin choisi.
Le coût global cp(X1,X2) d’un chemin d’alignement p entre X1 et X2 est défini à
partir de la mesure locale c, selon l’équation 3.7.
cp(X1,X2) =
L∑
l=1
c
(
x1nl ,x
2
ml
)
(3.7)
Le chemin d’alignement optimal entre X1 et X2 est alors le chemin d’alignement p∗,
minimisant le coût global parmi tous les chemins admissibles. La distance dDTW (X1,X2),
associée à la DTW, entre X1 et X2 est donc définie comme étant le coût global de ce che-
min d’alignement optimal p∗.
dDTW (X1,X2) = cp∗(X1,X2) = min{cp(X1,X2) | ∀p} (3.8)
Il est néanmoins important de noter le fait que cette distance dDTW n’est pas à
proprement parler une métrique, mais une pseudo-métrique, car elle ne satisfait pas
l’inégalité triangulaire (équation 3.9).
∃X1,X2,X3, dDTW (X1,X3)  dDTW (X1,X2) + dDTW (X2,X3) (3.9)
La distance associée à la DTW permet donc la comparaison et la quantification des
formes de signaux.
1. Chemin d’alignement.
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Figure 3.14 – Illustration d’un chemin d’alignement entre deux signaux X1 et X2, (a)
sur la matrice de coûts, (b) sur l’alignement induit sur les signaux
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Figure 3.15 – Illustration de l’application d’une bande restrictive de Sakoe & Chiba
avec T = 1, pour la construction d’un chemin d’alignement
3.3.1.4 Contraintes de Sakoe & Chiba
Une variante de la distance DTW, basée sur la modification de l’équation 3.7, est
définie avec des contraintes de Sakoe & Chiba [144], qui permettent d’ignorer certains
chemins avec un paramètre T limitant de la largeur de la bande des contraintes :
dDTWSC (X1,X2) = min
 L∑
l=1
δnl ,mlc(xn1l ,x
2
ml )
∣∣∣p , (3.10)
avec
δnl ,ml
{
1 , si |nl −ml | < T
∞ , si |nl −ml | ≥ T (3.11)
L’application de cette contrainte au sein de la distance dDTWSC a pour principal
effet de permettre la diminution de la complexité de l’algorithme DTW. Le figure 3.15
présente un exemple d’utilisation de ces bornes de Sakoe & Chiba.
3.3.1.5 Global Alignment
Le concept de la DTW est basé sur le chemin minimisant le coût total entre deux
séquences (équation 3.8). Une alternative proposée par Cuturi [145] est nommée Global
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Alignment (GA). Le GA consiste à prendre en compte désormais non plus le minimum
mais le soft-minimum des coûts cp(X1,X2) entre deux séquences X1 et X2. Ce procédé
permet de considérer l’alignement optimal ainsi que tous les alignements proches de
celui-ci. Le soft-minimum est défini par l’équation :
soft-min(c(X1,X2)) = − log
∑
p
exp
(
−cp(X1,X2)
)
(3.12)
La distance GA, notée dGA(X1,X2), est donc obtenue par le calcul du soft-minimum
des chemins entre X1 et X2 :
dGA(X1,X2) = soft-min(c(X1,X2)) (3.13)
De manière pratique, le GA permet de considérer l’ensemble des chemins entre X1
et X2 avec un poids associé relatif à la pertinence de ces chemins. En d’autre termes,
tous les chemins reliant X1 à X2 sont pris en compte dans le calcul de la distance dGA.
3.3.1.6 Application à l’étude des motifs
Dans le cadre de l’analyse de motifs extraits à partir des signaux issus d’une batterie
en usage, il n’est pas envisageable de considérer la distance euclidienne comme une
issue possible. En effet, les motifs extraits sont de longueurs diverses, ce qui n’est pas
compatible avec l’emploi de cette métrique, sans prétraitement pouvant introduire un
biais. La distance euclidienne ne permettant pas de prendre en compte les décalages
temporels ou distorsions, qui sont fréquents dans ce type de signaux réels.
Les méthodes de recalage décrites permettent d’éluder ce problème de motifs de
longueurs variées. Cependant, de tels recalages dans notre application ne permettent
pas de conserver l’entière information contenue préalablement dans les motifs extraits.
En effet, par définition, le recalage réduit les dynamiques propres à chaque signal, afin
d’obtenir des signaux les plus similaires possibles. De ce fait, l’application de recalage
directement sur les motifs ne peut être considérée pour la suite de l’étude.
La distance DTW est, elle, bâtie afin de permettre le calcul de dissimilarité entre
motifs. Cette méthodologie mesure une distance entre motifs, deux-à-deux, quanti-
fiant les dissimilarités de dynamique, quelque soit la longueur de ces motifs. Il est de
même pour la distance GA. Dans la suite de l’étude ces distances DTW et GA seront
donc privilégiées et leurs résultats comparés.
3.3.2 Méthodes de classification
À partir des mesures de similarité entre motifs, définies précédemment, il est dé-
sormais possible de quantifier les différences de dynamiques entre motifs. L’objectif est
à présent d’utiliser ces informations pour estimer la classe d’état de santé d’une batte-
rie. Dans un premier temps, le but est ici de valider l’hypothèse faite en section 3.2.3,
d’une présence d’information relative à l’état de santé d’une batterie au sein de ces si-
gnaux mesurés lors d’accélérations spécifiques. Pour ce faire, nous nous plaçons dans
le cadre d’une classification supervisée ayant pour objectif d’estimer une classe d’état
de santé d’une batterie, uniquement à partir des motifs extraits selon la méthodologie
décrite en section 3.2.2.
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Autrement dit, cette étude a pour but de parvenir à estimer la classe d’état de santé
d’une batterie uniquement en étudiant un motif extrait de ces usages, en le comparant
à une base d’apprentissage préalablement établie.
Formellement, nous avons un ensemble d’apprentissage composé de n motifs xi
accompagnés de leurs classes d’état de santé respectives ti : Btrain = {(x1, t1), ..., (xn, tn)}.
Ainsi, la procédure de classification supervisée assigne une classe t à un nouveau motif
x étudié. Pour ce faire, nous considérons des méthodes de classification usuelles dont
le fonctionnement est décrit dans cette section.
3.3.2.1 k-Nearest Neighbors
L’approche des k plus proches voisins ou k-Nearest Neighbors (kNN), a largement
été étudiée et a démontré être une technique non paramétrique puissante dans les
problèmes de classification. Cet algorithme est simple à mettre en œuvre et donc com-
munément utilisé comme référence.
Pour un nouveau motif, la méthode kNN assigne la classe votée majoritairement
parmi des k plus proches voisins de cet objet, au sein de l’ensemble d’apprentissage
Btrain. Formellement, pour un ensemble d’apprentissage étiqueté Btrain , et un nouvel
objet x, la méthode kNN classe cet objet x en considérant k éléments au sein de l’en-
semble d’apprentissage {x1, ...,xk} ∈Btrain. Ces k éléments sont choisis comme étant les
k plus proches de l’objet x en fonction d’une certaine métrique.
Ainsi, le motif x est classé à partir d’une statistique dépendant des classes de ces k
plus proches voisins {t1, ..., tk}. Par exemple, cette statistique peut correspondre à une
détection de la classe présente majoritairement. Notons que le paramètre k est un en-
tier positif, qui influe de manière importante sur la précision de l’algorithme. Ce pa-
ramètre k est défini dans cette étude à partir d’une procédure de validation croisée
[146].
3.3.2.2 k-Means
L’algorithme k-Means est l’une des plus populaire et des plus employées parmi les
méthodes de formation de clusters 2. La méthodologie de cet algorithme se base sur un
ensemble initial de n observations puis utilise un processus itératif afin d’optimiser la
cohérence des clusters formés.
L’objectif est donc de regrouper n observations en k clusters disjoints {C1, ...,Ck},
tels que la somme des variances intra-groupes soit minimisée. Les positions de chacun
des centres de clusters
(
c
(0)
1 , ..., c
(0)
k
)
sont initialement choisies aléatoirement parmi les
observations. Ainsi, à chaque étape les observations sont associées au cluster le plus
proche. La distance entre un élément xi et un cluster Cj étant définie comme étant
la distance entre xi et le centre de ce cluster c
p
k à l’étape p. À la fin d’une étape p,
les barycentres de clusters
(
c
(p)
1 , ..., c
(p)
k
)
sont modifiés comme étant le centre des obser-
vations associées à chacun des clusters à cette étape. Cette procédure est ainsi itérée
jusqu’à l’obtention d’un critère d’arrêt, usuellement défini par un critère de stabilité
des centres de clusters.
2. Un ensemble d’objets sont regroupés dans un groupe appelé cluster.
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Notons que la définition des centres des clusters, ici proposée par le biais de ba-
rycentres, peut également être faite par l’utilisation d’un point réel du cluster. Cette
variante est appelée la méthode k-Medoids.
Cette procédure globale, à l’issue des itérations, permet d’associer chacune des don-
nées de l’ensemble d’apprentissage Btrain avec un unique cluster parmi les k constitués.
Considérant une classification supervisée, un nouvel objet x est associé au cluster le
plus proche. De ce fait, le label attribué à cet objet x est le résultat d’une statistique des
labels de ce cluster.
3.3.2.3 Classification Ascendante Hiérarchique
La Classification Ascendante Hiérarchique (CAH) est, comme la méthode k-Means
(section 3.3.2.2), une méthodologie permettant de partitionner un ensemble d’obser-
vations en clusters disjoints, de sorte que les éléments appartenant au même cluster2
soient proches d’après une métrique choisie. Ce notion de distance entre un élément
et un cluster est ici définie comme étant la distance entre cet élément et le barycentre
dudit cluster. Cette classification se fait alors suivant une procédure de regroupement
itératif.
Initialement, l’ensemble des n observations sont répartis dans n clusters distincts,
chacun contenant un unique élément, puis les deux plus proches sont fusionnés itéra-
tivement, jusqu’à la formation d’un unique cluster regroupant toutes les observations.
Cette étape de regroupement ascendant forme un arbre hiérarchique qui est alors éla-
gué afin de conserver le nombre défini k de clusters. Ainsi, les éléments étant sous
chaque branche sont affectés à un cluster, ce qui forme le partitionnement des obser-
vations en k clusters {C1, ...,Ck}. La définition du critère d’élagage est délicate et de
nombreuses approches ont été proposées. Dans cette étude nous utilisons la méthode
du gap statistics [147] qui sera détaillée dans le prochain chapitre (section 4.2.1.2).
Le procédé décrit est nommé de type bottom-up 3, notons qu’il est également pos-
sible de procéder à la réciproque appelée top-down. La figure 3.16 illustre ce procédé
bottom-up 4.
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Figure 3.16 – Illustration d’une CAH entre 7 objets xi , avec un critère d’élagage indui-
sant la formation de 3 clusters disjoints Cj
3. Regroupe les les individus itérativement.
4. Scinde l’ensemble des données itérativement.
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Utilisant ce regroupement, de la même manière que le k-Means, un nouvel objet est
associé au label résultant d’une statistique des labels du cluster le plus proche.
3.3.3 Résultats des méthodes de classification
L’ensemble des méthodologies de classifications sont appliquées aux motifs extraits
parmi les signaux mesurés. Pour ce faire, nous employons la distance dDTW (section
3.3.1.3), afin de quantifier les dissimilarités entre motifs. La distance dGA (section
3.3.1.5) n’est pas ici considérée, n’ayant pas démontré de résultats satisfaisant lors de
l’application des méthodes de classification. En effet, les résultats obtenus avec cette
distance induisent une perte de précision par rapport à la DTW, malgré les avantages
théoriques décrits en section 3.3.1.5.
Nous utilisons différentes classes de motifs discontinues, dont un exemple de con-
struction avec la batterie Bat1 est illustrée en figure 3.7. Ces motifs correspondent à
des signaux de courant, tension et puissance extraits lors d’accélérations spécifiques.
Ces motifs sont aléatoirement séparés en une partie d’apprentissage Btrain= {(x1, t1), ...,
(xn, tn)} étiquetés à une classe d’état de santé, puis une partie de test Btest= {(x1, t1), ...,
(xm, tm)} pour laquelle nous cherchons à estimer les classes réelles. Les niveaux d’état
de santé estimés tˆ = {tˆ1, ..., tˆm} sont ensuite comparés aux valeurs réelles t = {t1, ..., tm}.
Pour chaque méthodologie, l’erreur d’estimation e est alors calculée selon l’équation
3.14.
e =
Card
(
xi ∈ Btest
∣∣∣tˆi = ti)
Btest
(3.14)
Notons que les paramètres de chacune des méthodes sont préalablement détermi-
nés par validation croisée opérée sur les données d’apprentissage Btrain, qui corres-
pondent à 75 % des données disponibles. Cette opération est effectuée par bootstrap
50 fois, ce qui permet d’obtenir des erreurs d’estimation e représentatives.
3.3.3.1 Approche sur la batterie Bat1
La première expérimentation porte sur les motifs de la batterie Bat1, avec les mo-
tifs d’accélérations de 10 à 60 km.h−1 de la batterie Bat1, séparés en 3 classes d’après
la figure 3.7 reprise ici en figure 3.17. La table 3.1 recense les erreurs d’estimation e
obtenues avec ces motifs pour chacune des méthodes de classification présentées.
kNN k-Means CAH
I 40.2 39.0 41.2
U 41.3 41.2 36.6
P 39.0 46.0 42.6
Table 3.1 – Erreurs d’estimation e (en %) obtenues à partir de motifs issus d’accéléra-
tion de 10 à 60 km.h−1 de la batterie Bat1, pour 3 classes avec la DTW
Cette présentation des erreurs d’estimation de motifs appartenant à 3 classes dé-
montre la capacité d’estimation de la méthodologie de classification détaillée ici. En
effet, le choix étant restreint à trois classes, une estimation aléatoire fournit une er-
reur d’estimation de e = 66 %, ce qui est très largement supérieur à toutes les erreurs
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Figure 3.17 – Illustration de la création de 3 classes distinctes d’état de santé de la
batterie Bat1
obtenues par notre méthodologie. Ceci confirme et démontre donc la présence d’infor-
mations dans des signaux sur l’état de santé d’une batterie.
Le meilleur résultat obtenu avec cette expérimentation est donc un taux d’erreur
minimal de e = 36.6 %, ce qui représente un niveau de confiance très intéressant car
la base d’apprentissage ne recouvre qu’une faible perte de SOH (figure 3.17). De ce
fait, les modifications de comportement de la batterie sont faibles entre chacune de
ces trois classes, ce qui explique une difficile identification de l’état de santé de la
batterie. Ce niveau de précision permet néanmoins de valider l’hypothèse de présence
d’information relative à l’état de santé de la batterie au sein des signaux mesurés (I, U,
et P).
D’autre part, il apparait une régularité des résultats obtenus par chacune des mé-
thodes de classification, et pour tous les types de motifs. L’étude de la batterie Bat1 ne
permet donc pas de conclure sur la pertinence d’un algorithme en particulier ou bien
d’un signal parmi I, U, P contenant plus d’informations que les autres.
3.3.3.2 Application aux accélérations de 20 à 40 km.h−1
Les expérimentations menées sur cette batterie Bat1 étant particulières, car faites
sur circuit (section 2.2.1), nous observons les résultats de cette méthodologie portée
sur la batterie Bat3 pour des accélérations de 20 à 40 km.h−1.
La table 3.2 présente les résultats des méthodes de classifications appliquées aux
données de la batterie Bat3, séparées en 4 classes d’état de santé discontinues, l’erreur
associée à une estimation aléatoire est donc ici de e = 75 %.
Ces résultats démontrent la possibilité d’estimation d’état de santé uniquement à
partir d’un signal (I, U ou P) mesuré directement sur la batterie lors d’accélérations de
20 à 40 km.h−1 pendant des usages réels. Les performances détaillées dans cette table
3.2 propose une erreur d’estimation minimale de e = 60 % obtenue par la méthode k-
Means avec des signaux de courant. L’analyse de ces résultats, comme lors de la section
3.3.3.1 ne permet néanmoins pas de conclure à la précision particulière d’une méthode
et/ou d’un signal par rapport aux autres.
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kNN k-Means CAH
I 61.1 60.0 65.1
20− 40 km.h−1 U 60.7 62.5 66.8
P 60.8 61.0 60.1
Table 3.2 – Erreurs d’estimation e (en %) obtenues à partir de motifs issus des accélé-
rations 20 à 40 km.h−1 sur la batterie Bat3, pour 4 classes avec la DTW
3.3.3.3 Application aux accélérations de 10 à 60 km.h−1
Intuitivement, il apparait que plus l’accélération considérée est longue, plus la bat-
terie atteint ses performances limites, altérées par les phénomènes de vieillissement.
De ce fait, des signaux (I, U, P) issus d’une accélération maximale prolongée par rap-
port aux accélérations de 20 à 40 km.h−1, devraient en théorie atteindre des erreurs
d’estimations e plus faibles.
Analysons les résultats de classification résultant des accélérations de 10 à 60 km.h−1
sur la batterie Bat3. Cette étude proposant de faire un comparatif des précisions en
fonction des critères de vitesses considérés, à partir des résultats obtenus en section
3.3.3.2. Ce comparatif des erreurs d’estimations calculées par l’équation 3.14 est dé-
taillé dans la table 3.3.
kNN k-Means CAH
I 61.1 60.0 65.1
20 à 40 km.h−1 U 60.7 62.5 66.8
P 60.8 61.0 60.1
I 58.9 64.2 66.1
10 à 60 km.h−1 U 50.7 53.6 61.1
P 60.6 65.5 63.1
Table 3.3 – Erreurs d’estimation e (en %) obtenues à partir de motifs issus selon deux
critères d’accélération sur la batterie Bat3, pour 4 classes avec la DTW
Les résultats détaillés dans cette table 3.3 démontrent une nette amélioration glo-
bale des estimations lorsque la plage d’accélération considérée est plus longue. Ceci
confirme la présence, au sein des signaux I, U et P mesurés, de comportements carac-
téristiques des limitations de performances de la batterie.
Il est également important de noter la très faible modification des résultats de la
méthode CAH selon les deux critères d’accélération étudiés. Au contraire, la méthode
kNN semble ici la plus performante des méthodologies de classification choisies, per-
mettant d’obtenir une erreur d’estimation minimale de e = 50.7 % avec les signaux de
tension issus d’accélérations de 10 à 60 km.h−1.
Les signaux de tension présentent les meilleures résultats, ce qui suggère un plus
grand niveau d’information contenu dans ces motifs. Nous pouvons cependant remar-
quer que les faibles performances obtenues avec les motifs de puissance, ce qui peut
être du au nivelage des modifications de dynamique propre au courant et à la tension.
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Cette approche induit une préférence pour l’utilisation de la méthode kNN avec
des signaux de tension issus d’une longue plage d’accélération.
3.3.3.4 Influence des critères d’extraction
Ce type de méthodologie de classification supervisée étant uniquement basé sur
les données d’apprentissage, la précision obtenue est fortement reliée à la représen-
tativité de la base d’apprentissage. Il est implicite qu’en construisant un modèle de
classification basé sur plus de motifs d’apprentissage, celui-ci permettrait d’atteindre
des erreurs d’estimations plus faible. Or, dans le contexte des usages réels le nombre de
motifs extraits dépend uniquement des profils de vitesse appliqués par le conducteur
et des critères d’extraction définis.
Dans notre cas nous considérons des usages de véhicules électriques réels, pour
lesquels aucune consigne n’a été donnée au conducteur. Ainsi, en considérant des don-
nées fixes, les seules variables induisant une modification du nombre de motifs extraits
sont les critères d’extractions définis en section 3.2.2 (figure 3.5).
De ce fait, pour agrandir la base d’apprentissage il est uniquement possible de mo-
difier les critères d’extraction des motifs. Ces critères étant composés de la durée du
motif St= (tmin, tmax) et des seuils de vitesse Sv= (vinit,vterm). Il est envisageable d’élar-
gir ces seuils pour permettre une extraction d’un plus grand nombre de motifs. Ce
procédé est cependant fait au détriment du niveau de précision de l’algorithme. Les
seuils sont le résultat d’un compromis entre la fréquence des extractions (et donc des
estimations) et de la précision requise. La figure 3.18 présente l’évolution de la préci-
sion de l’algorithme kNN avec des signaux de courant, et du nombre de motifs extraits,
en fonction de différentes plages de St= (tmin, tmax), pour vinit = 10 et vinit = 60 pour la
batterie Bat2.
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Figure 3.18 – Illustration du choix des critères d’extraction, démontrant le compromis
entre le nombre de motifs et la précision de l’estimation
Afin d’illustrer l’évolution de l’erreur d’estimation e (équation 3.14) de la méthode
kNN, en fonction de la fréquence des estimations, la figure 3.19 présente le rapport
entre ces deux notions pour les mêmes conditions que celles détaillées pour la figure
3.18, démontrant le problème de généralisation de l’algorithme.
Nous pouvons donc voir que la définition des critères d’extraction est dépendant
de la fréquence et de la précision que l’utilisateur souhaite obtenir. En effet, les esti-
106 CHAPITRE 3. ANALYSE EN LIGNE DES DONNÉES D’UNE BATTERIE
400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
     2
     4
     6
     8
 10
12
14
16
Distance moyenne entre chaque estimation (km)
E
rr
eu
r 
d
’e
st
im
ai
to
n
 (
%
)
Figure 3.19 – Résultat d’une classification de motifs de la batterie Bat3, avec la mé-
thode kNN
mations les plus précises dans ce cas sont obtenues environ tous les 1 300 km d’usage
d’un véhicule électrique, selon l’application étudiée ici.
3.3.3.5 Extension à 8 classes
Dans le but d’obtenir les résultats des classification de manière plus détaillée, nous
considérons désormais une décomposition des motifs de tension issus d’accélérations
de 10 à 60 km.h−1 de la batterie Bat3, en 8 classes discontinues. Les résultats de la
classification obtenue par la méthode kNN sur ces données sont présentées en figure
3.20.
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Figure 3.20 – Représentation de la matrice de confusion de la méthode kNN issue de
la classification des signaux de tension provenant d’accélérations de 10 à 60 km.h−1
avec la batterie Bat3
La figure 3.20 présente la tendance des estimations qui suivent la dynamique de
dégradation de l’état de santé de la batterie. En effet, même lorsqu’elle s’avère fausse la
classe estimée est généralement proche de la classe réelle. Ces résultats confirment la
bonne performance globale obtenue par la méthodologie basée sur les signaux prove-
nant d’accélérations. De tels résultats permettent une utilisation plus approfondie des
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informations contenues dans ces signaux mesurés directement sur la batterie.
3.4 Vers une estimation continue de l’état de santé d’une
batterie
Les résultats présentés jusqu’ici ont justifié la validité de l’approche proposée, consi-
dérant uniquement des signaux mesurés sur la batterie (I, U) lors d’usage réel d’un VE,
le signal de puissance étant calculé à partir du courant et de la tension. L’investigation
de motifs issus de la batterie a permis d’obtenir et de mettre en place des estimations
de son état de santé.
Les méthodologies explicitées en section 3.3.2 consistant à une approche de classi-
fication ont démontré l’intérêt d’une telle approche, fournissant une indication macro-
scopique sur le niveau de vieillissement d’une batterie. De tels résultats obtenus sous
forme de classe d’état de santé sont adaptés à la détection de défauts et au diagnostic
global d’une batterie.
Cependant, dans le cadre d’un usage en VE réel, il est nécessaire d’obtenir une
estimation d’état de santé continue. L’objectif de cette section est d’étendre la détection
des motifs à la régression afin d’identifier un état de santé continu de la batterie, et
ainsi de pouvoir mettre en place des estimations précises du niveau de vieillissement
de cette batterie, toujours avec les contraintes d’une analyse en ligne des données.
3.4.1 Méthodologie
Pour obtenir un état de santé d’une batterie, à partir de motifs extraits lors de son
usage réel sur un véhicule électrique, nous utilisons une méthodologie basée sur des
méthodes à noyaux. Les fondements employés sont dans un premier temps explicité
dans cette section, puis la mise en place de la méthodologie dans le cadre de l’estima-
tion du niveau de vieillissement d’une batterie est détaillée par la suite.
3.4.1.1 Relevance Vector Machines
L’approche RVM (Relevance Vector Machines), initialement introduit par Tipping
[93], est basé sur une formulation Bayésienne d’un modèle linéaire avec un prior adapté
proposant des résultats dans une représentation parcimonieuse. Considérons l’ensemble
d’apprentissage Btrain = {(x1, t1), ..., (xN , tN )} constitué des motifs xi et de leur niveau de
vieillissement associé ti , et considérons que ti = f (xi) + i , où les bruits i sont sup-
posés être indépendants et de distribution Gaussienne avec une moyenne nulle et une
variance σ2, i.e. i ∼N (0,σ2), ∀i ∈ {1, ...,N }.
Le but est ici d’apprendre un modèle de dépendance entre les valeurs cibles ti et
les entrées xi . Ce qui permettrait pour des nouveaux motifs non observés x d’obtenir
des prédictions précises t. Typiquement, les prédictions sont basées sur une fonction
f (x) définie sur l’espace des observations, et l’apprentissage peut se définir comme un
processus de déduction de ces paramètres. Cette fonction prend la forme :
f (x) =
N∑
i=1
wiK(x,xi) +w0 (3.15)
108 CHAPITRE 3. ANALYSE EN LIGNE DES DONNÉES D’UNE BATTERIE
où K(x,xi) est une fonction noyau et w = [w1, ...,wN ]T sont les poids et w0 le biais.
Plus de détails sur l’approche RVM peuvent être trouvés en annexe C.
3.4.1.2 Extension du RVM aux noyaux multiples
L’utilisation de différent noyaux au sein du même procédé permet la combinaison
de différentes caractéristiques. Dans le cas de phénomènes complexes, une approche
à noyaux multiples peut être pertinente puisque chacun des M noyaux utilisés est
sujet à extraire une caractéristique différente, en fonction de leurs définitions et des
paramètres employés [148]. Afin d’assigner un noyau spécifique à chaque phénomène,
la fonction de prédiction est notée :
f (x) =
N∑
i=1
M∑
j=1
wi,j ·Kj(x,xi) +w0 (3.16)
Une manière possible d’écrire cette fonction est de définir une base de noyaux.
Cette définition décompose un noyau K en différent blocs, formant un noyau mul-
tiple. PourM noyaux, ce noyau multiple est composé comme une base de noyaux de la
forme :
K = [1 K1 K2 ... KM] (3.17)
Si nous considérons que toutes les colonnes sont indépendantes, nous pouvons finale-
ment écrire la fonction de prédiction comme :
f (x) =
N ∗M∑
i=1
wi ·Ki(x) +w0 (3.18)
Cette formulation 3.18 montre que l’on peut étendre le RVM à un cas d’un noyau
multiple avec une approche fondée sur une base de noyaux.
3.4.1.3 Noyaux utilisés
L’application de telles méthodes à noyaux requiert la définition desdits noyaux.
Définissons ici successivement plusieurs formes de noyaux K entre deux variables xk
et xi , qui seront considérés dans la suite de l’étude.
Le noyaux Gaussien KGauss est défini, avec un paramètre σ correspond à la largeur
de bande, par :
KGauss(xk ,xi) = exp
(
−||xk − xi ||
2
2σ2
)
(3.19)
Afin d’utiliser la métrique DTW dans l’algorithme RVM, il est nécessaire de défi-
nir une forme de noyaux basée sur cette distance. Plusieurs tentatives ont été faites
pour employer la distance DTW sous la forme d’un noyau. Ainsi, le noyau associé à
la Gaussian Dynamic Time Warping (GDTW) [149], avec un paramètre γ , est explicité
par l’équation 3.20.
KGDTW (xk ,xi) = exp(−γdDTW (xk ,xi)) (3.20)
Notons que ce noyau KGDTW n’est cependant pas théoriquement défini positif.
Certaines méthodes à noyaux, telle que la méthode Support Vector Machine (SVM),
nécessitent l’usage de noyaux définis positifs. De ce fait, des versions alternatives au
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noyau KGDTW ont été proposées cherchant à obtenir un noyau défini positif, notam-
ment par l’emploi des contraintes de Sakoe & Chiba (section 3.3.1.4). Le noyau KSC est
donc défini à partir de cette distance dDTWSC :
KSC(xk ,xi) = exp(−γdDTWSC (xk ,xi)), (3.21)
où DTWSC représente la distance dDTW réduite par une bande définie par Sakoe &
Chiba. Notons que ce noyau KSC est pseudo défini positif.
En utilisant la distance dGA explicitée en section 3.3.1.5, un noyau KGA associé est
formé par :
KGA(xk ,xi) =
∑
p
exp(dGA(xk ,xi)) , (3.22)
avec p les chemins d’alignements possibles.
Une variante de ce noyau également basée sur la distance dGA est utilisée (section
3.3.1.5), en utilisant le même principe que les critères de Sakoe & Chiba (équation
3.11), autorisant une bande de chemins définie par un paramètre T . Ce noyau est noté
KTGA, basé sur le Triangular Global Alignment (TGA).
3.4.2 Résultats
Le cadre décrit est appliqué sur les données réelles provenant des batteries étudiées
(section 2.2). La méthodologie considérée est testée avec des motifs extraits avec des
critères d’accélération 20 à 40 km.h−1 ou bien 10 à 60 km.h−1. Comme il a été évo-
qué précédemment, un modèle d’accélération plus long contient plus d’informations.
Toutefois, les profils les plus longs d’accélération exigent de plus grands ensembles de
données afin d’obtenir suffisamment de motifs variés pour le procédé d’apprentissage.
Les données utilisées sont séparées, de la même manière que lors de la section 3.3.3,
en une partie d’apprentissage Btrain et une partie de test Btest. Les données d’appren-
tissage sont employées pour construire un modèle d’estimation qui est par la suite mis
en œuvre dans des conditions d’usage embarqués.
La première étape consiste à créer un modèle RVM permettant d’estimer l’état de
santé d’une batterie durant son usage, uniquement à partir de ces signaux. L’erreur
e2 entre les estimations {t1, ..., tn} du niveau de capacité d’une batterie, et les valeurs
réelles {t∗1, ..., t∗n} est donc calculée par l’équation :
e2 =
1
n
n∑
i=1
∣∣∣∣∣∣1− tit∗i
∣∣∣∣∣∣ (%) (3.23)
Une approche préliminaire consiste à étudier les performances obtenues avec l’uti-
lisation d’un unique noyau, construit selon les définitions présentées en 3.4.1.3. La
méthodologie développée est ici appliquée à des noyaux simples construits à partir de
motifs extraits de la batterie Bat3, avec des critères d’accélération de 10 à 60 km.h−1.
Ces résultats sont présentés en table 3.4.
Les performances présentées par ce tableau 3.4 démontrent la bonne précision de la
méthodologie présentée, avec l’usage d’un noyau unique. Les erreurs d’estimations e2
calculées étant autour de 2.50 % pour l’estimation du niveau de capacité d’une batte-
rie. Ce niveau de performance devient la référence pour la suite des expérimentations
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I U P
KGDTW 2.66 2.65 2.49
KSC 2.71 2.66 2.51
KGA 2.80 2.50 2.20
KTGA 3.21 2.27 2.88
Table 3.4 – Comparatif des erreurs e2 d’estimation du SOH (en %) obtenues pour dif-
férents noyaux pour chaque type de motifs (I, U, P), avec un modèle RVM dont les pa-
ramètres sont définis par validation croisée avec la batterie Bat3, en gras les meilleurs
résultats
durant lesquelles l’objectif sera de réduire ces erreurs. D’autre part, ce tableau met
en évidence l’amélioration des résultats par l’emploi de la distance dGA, par rapport
à la distance dDTW . En revanche, l’extension des notions par l’emploi de critères de
Sakoe & Chiba dans la définition de chemins n’améliore pas les résultats. En effet, les
noyaux KSC et KTGA sont associés à des performances d’estimations moins bonnes que
les noyaux KGDTW et KGA. Cette remarque nous amène donc à considérer dans la suite
des expérimentations uniquement ces deux noyaux KGDTW et KGA.
Comme expliqué dans la section 3.4.1.2, l’utilisation de plusieurs noyaux peut
engendrer une augmentation de l’information contenue. L’ajout de variables dans la
construction du modèle permettant de prendre en compte de potentielles nouvelles
informations. Ainsi, dans l’application de cette méthodologie nous comparons les ré-
sultats obtenus pour chacune des combinaisons de noyaux possibles.
Dans cette approche, il est donc permis de prendre en compte des noyaux construits
à partir des valeurs de température (T ) et de niveau de charge (SOC) correspondant
aux instants d’extraction des motifs. Ces variables peuvent alors ajouter de l’informa-
tion relative aux conditions d’extraction des motifs et donc permettre une meilleure
précision d’estimation de l’état de santé d’une batterie. Notons que ces variables T et
SOC sont toujours prises en compte dans les modèles par le biais de noyaux Gaus-
sien KGauss. Au contraire, les variables I, U, P sont, elles, employées soit avec un noyau
KGDTW , soit avec un noyau KGA.
Le comparatif effectué sur les motifs extraits de la batterie Bat3, lors d’accélérations
de 10 à 60 km.h−1, est présenté en table 3.5. Ce tableau fournit un détail des différentes
erreurs d’estimations e2 obtenues pour différentes combinaisons de noyaux. Ces diffé-
rentes combinaisons consistent en l’utilisation d’au moins d’une des trois variables I,
U, P puis en l’usage optionnel des variables T et SOC. Les paramètres respectifs de ces
modèles RVM sont ici définis préalablement au calcul de l’erreur d’estimation par un
procédé de validation croisée.
Notons les excellents niveaux de précisions obtenus par la méthodologie propo-
sée. Ceux-ci proposent en effet une erreur d’estimation moyenne inférieure à e2 = 2 %
pour la plupart des modèles, avec une meilleure performance de e2 = 0.45 % avec la
combinaison des noyaux KGA(I), KGA(P ), KGauss(T ) et KGauss(SOC).
Dans le cadre d’une utilisation de tels modèles en embarqué dans un véhicule élec-
trique, le niveau de précision global (e2 < 2 %) présenté par cette méthodologie per-
mettrait donc d’obtenir sans protocole spécifique des estimations régulières et fiables
de l’état de santé de la batterie. Des erreurs d’estimation inférieures à e2 = 1 % per-
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2 variables 3 variables 4 variables
I, U I, SOC I, P, T I, U, T I, U, P, T
KGDTW 2.01 2.50 0.94 0.77 0.92
KGA 1.70 2.34 0.57 0.78 0.71
U, T U, SOC I, U, SOC I, P, SOC I, U, T, SOC
KGDTW 0.99 2.39 1.77 0.94 1.17
KGA 0.82 0.84 0.85 0.93 0.58
I, P P, T U, P, T U, P, SOC I, U, P, SOC
KGDTW 1.86 2.41 1.19 1.54 0.58
KGA 2.05 2.11 0.81 0.94 0.72
I, T P, SOC I, T, SOC U, T, SOC I, P, T, SOC
KGDTW 2.37 2.34 2.21 0.96 0.88
KGA 2.29 2.15 0.59 0.75 0.45
U, P I, U, P P, T, SOC U, P, T, SOC
KGDTW 1.70 1.55 1.49 0.65
KGA 1.76 1.68 0.95 0.83
Table 3.5 – Comparatif des erreurs e2 d’estimation du SOH (en %) de la méthode RVM,
en fonction de la combinaison des noyaux pour des accélérations de 10 à 60 km.h−1
avec la batterie Bat3, en gras les meilleurs résultats pour chaque nombre de variables
mettent d’obtenir des informations sur l’état de santé d’une batterie avec un important
degré de confiance. En effet, pour une autonomie maximale réelle d’un véhicule de 100
km, une erreur d’estimation de e2 = 1 % ne présente pas d’inconvénient majeur pour
l’utilisateur.
Les résultats démontrent également la plus grande précision des noyaux KGA par
rapport aux noyaux KGDTW , basés sur la DTW. Cette remarque confirme l’un des désa-
vantages lié à la DTW ayant conduit à la construction du GA, par l’utilisation du soft-
minimum (section 3.3.1.5). De plus, le noyauKGA fournit de meilleures propriétés théo-
riques que les noyaux basés sur la DTW [145]. La figure 3.21 présente la répartition
des résultats de cette table 3.5, pour les combinaisons entre noyaux KGA et KGauss, en
fonction du nombre de variables considérées par les modèles.
Cette figure 3.21 illustre l’amélioration globale des estimations par l’ajout de nou-
velles variables dans la construction du modèle RVM, justifié par la prise en compte
d’un plus grand nombre d’informations identifiant les effets du vieillissement de la
batterie. L’ajout des variables de température permet ainsi d’améliorer considérable-
ment les résultats, ce qui traduit l’impact important des phénomènes climatiques dans
les dynamiques des motifs. Il est néanmoins important de noter que les valeurs de
températures ne permettent pas à elles seules d’obtenir quelconque conclusion sur le
niveau de capacité d’une batterie. En effet, la construction d’un modèle RVM unique-
ment basé sur la combinaison des noyaux KGauss(T ) et KGauss(SOC), sur les mêmes
données que celles utilisées dans la table 3.5, délivre une erreur d’estimation très éle-
vée de e2 > 70 %.
La figure 3.22 présente les estimations obtenues dans l’un des meilleurs cas détaillé
dans la table 3.5. Il apparait la très bonne précision d’estimation de l’état de santé de la
méthodologie explicitée. Dans ce cas, les estimations présentent une erreur moyenne
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Figure 3.21 – Répartition des erreurs e2 d’estimation de SOH (en %), en fonction des
variables considérées par l’algorithme RVM, avec des noyaux KGA et KGauss, pour des
accélérations de 10 à 60 km.h−1 avec la batterie Bat3
de e2 = 0.45 % du niveau de capacité (table 3.5).
Un tel niveau de précision démontre la complète habileté de l’algorithme déve-
loppé dans cette étude à pouvoir estimer régulièrement le niveau de santé d’une bat-
terie, uniquement à partir de données simplement mesurables, lors des usages réels
et sans aucune préconisation particulière. Il est néanmoins important de noter le fait
que la base d’apprentissage utilisée dans cette section couvre l’ensemble de la période
étudiée. Dans l’optique d’une extension de ces travaux il est nécessaire d’étendre cette
base d’apprentissage afin de calculer l’erreur d’estimation du SOH sur un période dif-
férente de celle ayant été utilisée pour construire le modèle.
3.5 Déduction du temps de vie restant d’une batterie
3.5.1 Méthodologie
La méthodologie d’estimation de l’état de santé d’une batterie est appliquée en
ligne sur des batteries en usage. Ce modèle permet d’obtenir, à différents instants,
une estimation de l’état de santé de la batterie à l’étude. Se basant sur ses estimations
du SOH {ti∗|i = 1, ...,N }, le but est désormais de parvenir à prédire le temps restant de
vie de la batterie, appelé Remaining Useful Life (RUL). De la même façon que dans
le chapitre précédent (section 2.5.1), le RUL est défini comme la durée restante avant
que la batterie n’atteigne le critère de fin de vie, noté End Of Life (EOL), choisi comme
étant un niveau de SOH de 80 %.
Le RUL est donc obtenu à partir de l’interpolation des estimations de SOH à un
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Figure 3.22 – Exemple du meilleur résultat d’estimation de SOH de la table 3.5, par
RVM avec des noyaux KGA(I), KGA(P ), KGauss(T ) et KGauss(SOC), pour des accélérations
de 10 à 60 km.h−1 de la batterie Bat3, avec e2 = 0.45 %
instant donné. L’instant de fin de vie est déterminé comme étant l’instant correspon-
dant au franchissement du critère prédéterminé EOL par la courbe d’interpolation des
SOH. Contrairement à l’estimation continue du SOH, ce processus n’est pas nécessai-
rement permanent et peut ainsi être effectué à des intervalles de temps réguliers. Ceci
correspond à la dynamique du SOH relativement lente, et qui ne peut pas par consé-
quent modifier significativement le RUL d’un usage à l’autre.
Formellement, à un instant V , la méthodologie proposée considère une régression
polynomiale pour représenter les estimations de SOH, obtenues jusqu’à ce temps V ,
{ti∗(vi)|i = 1, ...,N }, avec vi ≤ V . La régression polynomiale estime les coefficient d’un
polynôme P (v) de degré d qui s’adapte aux estimations des états de santé t∗ à un instant
v. Ainsi, le polynôme P de degré d est défini tel que :
P (v) = p0 + p1v + ...+ pdv
d =
d∑
j=0
pjv
j . (3.24)
L’objectif est de minimiser la différence entre l’estimation du polynôme P aux points
ti , et les valeurs expérimentales ti∗. Pour ceci, on utilise la méthode des moindres car-
rés, cela revient à minimiser la somme des carrés des écarts des erreurs entre valeurs
expérimentales et valeurs calculées par le polynôme. Les seules variables à déterminer
sont alors les coefficients pj du polynôme. Nous minimisons donc la quantité :
E =
N∑
i=1
(ti∗ − P (vi))2 =
N∑
i=1
ti∗ − d∑
j=0
pjv
j
i

2
. (3.25)
Cette valeur est alors considérée comme une fonction des variables {aj |j = 0, ...,d}.
Pour minimiser E, il suffit alors de trouver, pour chaque variable aq, la valeur annulant
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la dérivée partielle de E par rapport à cette variable aq. Pour tout q tel que 0 ≤ q ≤ d,
cela s’écrit alors :
∂E
∂aq
= 0⇒ 2
N∑
i=1
−vqi
ti∗ − d∑
j=0
pjv
j
i

 = 0 (3.26)
⇒
N∑
i=1
ti∗v
q
i =
N∑
i=1
 d∑
j=0
pjv
j+q
i
 (3.27)
∂E
∂aq
= 0⇒
N∑
i=1
ti∗v
q
i =
d∑
j=0
pj N∑
i=1
v
j+q
i
 , ∀ q|0 ≤ q ≤ d (3.28)
Cela revient à écrire sous forme matricielle B =M ·A, avec :
A =
(
p0 . . . pd
)
,
B =

∑N
j=1 ti∗v0i
...∑N
j=1 ti∗vdi
 ,
M =

∑N
i=1 v
0
i . . .
∑N
i=1 v
d
i
...
...∑N
i=1 v
d
i . . .
∑N
i=1 v
2d
i

(3.29)
Avec ces notations, la solution devient un système linéaire A = M−1B, permettant
alors d’identifier les variables pj formant le polynôme P (équation 3.24).
Considérant, cette construction du polynôme P , le but est de construire une den-
sité de probabilité du RUL. Pour cela, nous utilisons une technique de bootstrap [150].
Cette méthode est basée sur la création de nouveaux échantillons de données obtenus
par tirage avec remise à partir de l’échantillon initial, ce procédé est appelé rééchan-
tillonnage. L’application du bootstrap à l’échantillon composé des estimations de SOH
fournit un échantillonnage statistique de ces estimations, générant chacun une prédic-
tion du RUL.
Au temps V , nous échantillonnons les estimations passées du SOH {ti∗(vi)|i = 1, ...,N },
avec vi ≤ V . Ce qui permet alors, par bootstrap, l’obtention de B échantillons deN esti-
mations {tBi∗|i = 1, ...,N }. À partir de chacun de ces B ensembles formés, nous calculons
le polynôme P correspondant aux estimations {tBi∗|i = 1, ...,N }. Chacun de ces poly-
nômes {Pk |k = 1, ...,B} permet alors la détection du temps restant d’utilisation associé
R̂ULk.
Nous obtenons donc par ce processus une famille de B prédictions du RUL {R̂ULk |k =
1, ...,B}. La distribution de ces R̂ULk fournit alors une prédiction de la fonction de den-
sité du temps de vie restant au temps V .
3.5.2 Application et résultats
Utilisons à présent la méthodologie décrite dans la section 3.5.1. Ainsi, nous em-
ployons l’historique des estimations disponibles à un instant V . La création d’un po-
lynôme adapté à ces estimations permet alors l’obtention d’une estimation du temps
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de vie (RUL) restant. Dans le cadre de l’estimation du SOH, nous privilégions le choix
de polynômes de degré d = 2, du fait de la forme observée par les références de SOH
(figures 2.9 et 2.10). La figure 3.23 montre un polynôme, formé à partir d’estimations
de SOH obtenues par la méthodologie présentée en section 3.4.1, proposant une pré-
diction du RUL.
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Figure 3.23 – Illustration d’un polynôme basé sur des estimations de SOH, générant
une prédiction de RUL
La prédiction du RUL peut être faite à chaque instant T , induisant selon la métho-
dologie explicitée, la formation d’une densité de probabilité (pdf ) de ce RUL prédit. Ce
procédé est illustré pour trois instants, par la figure 3.24.
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Figure 3.24 – Prédiction du RUL de la batterie Bat2, à partir des estimations du SOH
obtenues par l’analyse des motifs d’accélération, à trois différents instants
Cette figure 3.24 illustre l’évolution de la confiance en la prédiction en fonction de
l’instant considéré. En effet, plus les connaissances du comportement du SOH sont ac-
cumulées, plus la prédiction R̂UL est précise. Le niveau d’incertitude du RUL se réduit
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alors au fil des estimations de SOH considérées. La première prédiction du RUL a un
horizon de 310 jours, c’est à dire 44 semaines (pour une densité de 95 %) alors que la
dernière a un horizon de moins de 120 jours (17 semaines). Cette remarque ne présente
pas d’inconvénient majeur à l’utilisation de cette méthodologie, en effet lorsque la du-
rée de vie restante est importante il est plus difficile d’obtenir une prédiction précise
du fait de la complexité des phénomènes de vieillissement de la batterie.
L’analyse des prédictions et des incertitudes du SOH obtenues sont résumées dans
la table 3.6. La diminution de la proportion de l’incertitude P I calculée à partir de
l’intervalle de confiance ICRUL du SOH et l’instant de la prédiction T , selon l’équation :
P I =
L(ICRUL)
min(ICRUL)− T , (3.30)
avec L(ICRUL) l’incertitude représentant la longueur de l’intervalle de confiance ICRUL.
Prédiction EOL Intervalle de Incertitude Proportion
confiance à 95 % d’incertitude
(semaines) (semaines) (semaines) (semaines) (%)
47 98 [91,110] 19 0.43
71 100 [91,105] 14 0.70
95 114 [112,117] 5 0.29
Table 3.6 – Comparatif de l’incertitude de prédiction de RUL à différent instants
La table 3.6 met en évidence la diminution de l’incertitude au fil des expérimenta-
tions, ce qui permet de diviser la plage de l’intervalle de confiance par quatre entre la
première et la troisième prédiction.
D’autre part, nous pouvons observer un décalage des prédictions faites à chacun
des trois instants pris en compte. Ainsi, la prédiction faite après 47 semaines de mise
en service de la batterie associe une fin de vie aux alentours de 100 semaines d’expéri-
mentation, alors que la prédiction au 95ème semaine la fin de vie est prédite autour de
la 114ème semaine d’Usage. Ce décalage est alors expliqué par la différence de compor-
tement observé dans les estimations obtenues.
Ces prédictions du RUL proposent alors une alternative à la méthodologie pro-
posée au chapitre précédent (section 2.5.1). La figure 3.25 illustre le comparatif des
prédictions obtenues pour chacune des deux méthodes.
Cette figure 3.25 représente la grande précision obtenue par la méthodologie dé-
veloppée à partir de l’extraction simple de motifs. En effet, les estimations de SOH
ont prouvé leur fiabilité et nous avons ici une prédiction du RUL pdf d’une très faible
incertitude (5 semaines), alors que la méthode proposée au chapitre précédent (cha-
pitre 2) admet une incertitude de 13 semaines. Cette remarque permet de conclure
favorablement à une utilisation possible de la méthodologie d’extraction de motif en
embarqué pour la prédiction du RUL d’une batterie en utilisation réelle, considérant
de plus l’adéquation avec les contraintes temps réel de la mise en œuvre de ce procédé.
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Figure 3.25 – Comparatif des densités de probabilités des RUL, selon deux méthodes
d’estimation du SOH proposées (RVM et modèle linéaire du chapitre 2), pour les don-
nées de la batterie Bat2
3.6 Conclusion - Discussion
Ce chapitre a, dans un premier temps, mis en évidence la modification comporte-
mentale de signaux issus de la batterie. Une méthodologie d’extraction de motifs spéci-
fique a été détaillée, permettant d’obtenir un ensemble de motifs correspondant à des
conditions d’usages prédéterminés. Dans la suite de l’étude ces conditions d’usages ont
alors été définies comme étant des phases d’accélérations ou de freinages spécifiques.
L’ensemble de ces signaux extraits fournissent alors une base de données permet-
tant l’identification de différences de dynamiques de la batterie. Ainsi, l’approche
d’analyse de motifs de courant, tension et de puissance proposée dans ce chapitre met
en évidence les potentielles informations qu’ils contiennent. Une identification des dif-
férences de dynamiques entre motifs pour des états de santé de la batterie différents,
justifie en partie la validité d’une telle approche uniquement basée sur les signaux me-
surés. En effet, les motifs moyens représentés pour différents états de santé présentent
des comportements différents, et difficilement interprétables.
À partir de ces observations, il est envisageable de procéder à une méthodologie
de classification des motifs permettant d’obtenir un diagnostic d’état de santé d’une
batterie simplement avec l’utilisation des signaux correspondant à un profil vitesse
prédéterminé. Cette approche détaillée dans la section 3.3.2 fournit de bon résultats de
classification. Ce qui permet d’envisager l’application ce type d’approche dans le cadre
d’un suivi mené de manière non détaillé, par exemple lors d’une analyse rapide des
niveaux de santé des batteries d’une flotte de véhicule. Une approche de classification
du niveau de santé d’une batterie peut également être employée pour la détection de
dysfonctionnement de la batterie ou d’une détection de ruptures, dans le cas où les
motifs extraits mettraient en évidence un état de santé considérablement dégradé.
Une approche basée sur des méthodes à noyaux est ensuite développée. L’utilisa-
tion de méthode à noyaux autorise la prise en compte de plusieurs variables, ce qui
autorise alors la capacité de combiner plusieurs informations disponibles. L’approche
développée dans ce chapitre est basée sur les RVM, et démontre la très bonne précision
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des estimations continues faites en embarqué, uniquement à partir des motifs extraits
de la batterie.
L’ensemble des méthodes évoquées dans ce chapitre sont donc uniquement basées
sur les signaux directement mesurés, et ont démontré leur capacité à obtenir des ré-
sultats satisfaisant, sans prise en compte de modèle physique ou électrochimique, et
ce pour tout type de batterie étudiée. Une telle méthodologie présente alors une ap-
proche novatrice permettant de traiter la problématique de l’estimation de l’état de
santé d’une batterie lors de ses utilisations, sans protocole spécifique.
Cependant, l’application des méthodologies développées nécessite l’utilisation d’une
base de données étiquetées obtenues à partir d’expérimentations faites sur le même
type de batterie que celles analysées par la suite. Cette base de données forme une
base d’apprentissage permettant l’application des algorithmes explicités dans ce cha-
pitre, que ce soit la classification de l’état de santé ou bien d’estimation de SOH. La
base d’apprentissage est utilisée pour la construction d’un ou plusieurs modèles qui
seront embarqués lors des usages d’un véhicule électrique.
L’amélioration des performances obtenues par les méthodologies développées dans
ce chapitre nécessite l’usage d’une base de données exhaustive, contenant des motifs
provenant des différentes conditions d’expérimentation possibles. L’obtention d’une
telle base d’apprentissage étant longue et onéreuse, il doit être envisagé de considérer
la relation entre la précision des estimations de SOH et les données d’apprentissage
disponibles, comme introduit par la figure 3.18.
La mise en place en embarqué de ces approches présente donc l’avantage d’être
simplement exécutable lors de roulages réels. Le seul procédé consiste à construire
au préalable les modèles basés sur les données d’apprentissage. Ces modèles peuvent
ensuite être appliqués en embarqué sur un VE en usages réels, fournissant une estima-
tion du SOH de la batterie employée (ou une classe de SOH selon la méthode choisie),
lors de chaque accélération spécifique détectée. Le procédé effectué en embarqué est
uniquement l’extraction des motifs de signaux mesurés, d’après un critère de vitesse
prédéfini, puis d’appliquer le (ou les) modèle(s) construit(s) en amont à ce motif, per-
mettant l’obtention en temps réel d’une (ou plusieurs) estimation(s) du niveau de santé
de la batterie. La mise à jour de ces algorithmes peut être faite hors ligne, néanmoins
une telle mise à jour requiert l’augmentation de la base d’apprentissage utilisée afin de
recalculer de nouveaux modèles d’estimation.
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4.1 Objectifs et problématique
Le suivi d’une flotte de véhicules est devenu un besoin majeur et indispensable des
entreprises utilisant plusieurs véhicules. De nombreux logiciels existent désormais,
proclamant un suivi adapté des véhicules permettant, principalement une réduction
des coûts de fonctionnement [151, 152, 153, 154, 155]. Ces logiciels de fleet manage-
ment sont en effet conçus pour optimiser l’usage des différents véhicules en fonction
des contraintes de conducteurs disponibles et de trajets. Leur concept est basé sur la
minimisation des temps de repos d’un véhicule, sur l’optimisation de la productivité
humaine, et des trajets effectués pour réduire les consommations et surtout les coûts
associés à ces usages. De tels logiciels sont basés sur un objectif de production et ne
considèrent pas les contraintes de maintenance.
Cette stratégie est donc valable et largement répandue dans les méthodes de gestion
de flotte actuelles. Cependant aucune des hypothèses faites n’est actuellement compa-
tible avec les contraintes imposées par les véhicules électriques (VE). L’application de
ces logiciels de suivi de flotte avec des VE n’est donc pas cohérente.
D’autre part, les solutions de suivi de performances de ces outils ne sont en réalité
que des simples suivis de consommation des véhicules et ne permettent pas d’effectuer
un diagnostic sur l’état de santé d’un véhicule et de ses composantes. Les analyses de
performances, basées sur les données, vendues par ces logiciels ne sont, par exemple,
que des possibilités de visualisation ou d’affichage des historiques de vitesse ou de
données GPS. Celles-ci n ’offrent pas de quantification réelle de modes d’Usage et du
vieillissement des batteries composant la flotte.
Il est important de remarquer la présence des tels outils, de suivi des performances
et des maintenances, au sein des arguments de vente des logiciels de suivi de flotte.
Ceci confirme l’intérêt des gestionnaires de flottes pour l’obtention d’informations dé-
taillées sur les performances de leurs véhicules, pour les détections automatique de
possible dysfonctionnements. Cependant, les logiciels actuels ne semblent pas propo-
ser réellement de telles fonctionnalités et se contentent donc d’afficher des historiques
des données directement mesurées.
Étudions désormais plus spécifiquement le contexte des VE. Le développement
d’un outil de suivi d’une flotte composée uniquement de VE comporte des problé-
matiques inhérentes aux caractéristiques des VE. L’optimisation des utilisations des
véhicules et des conducteurs est totalement distincte de l’application aux véhicules
thermiques. En effet, les recharges des VE nécessitent leur immobilisation pour une
longue durée. Comme nous l’avons argumenté lors du chapitre 1, la solution d’utili-
sation des recharges rapides ne constitue qu’un remplacement d’un problème par un
autre. Ce type de recharge induisant des phénomènes de dégradation considérable-
ment plus importants (section 1.1.2). Cette problématique nécessite donc un procédé
d’optimisation complexe, entièrement dédié à cette application.
Comme détaillé lors du chapitre 1, la connaissance précise de l’autonomie d’un vé-
hicule est primordiale pour un utilisateur individuel (range anxiety). Cette information
est encore plus importante pour un gestionnaire de flotte qui désire optimiser ces tra-
jets et donc utiliser les capacités limites de ces véhicules. Le risque de prendre un VE
pour un trajet, sans être certain qu’il sera capable d’atteindre la destination souhaitée,
peut provoquer des conséquences coûteuses pour le gestionnaire. Un outil de gestion
de flotte conçu spécifiquement pour les VE doit fournir l’autonomie disponible pour
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chaque véhicule. Cet objectif nécessite la mise en place d’un indicateur d’état de santé
(SOH) préalablement à l’estimation de l’autonomie maximale disponible. Un tel indi-
cateur du SOH propose l’optimisation de la gestion des flottes avec la prise en compte
de l’état de santé des batteries utilisées.
Il est également utile d’identifier les facteurs impactant l’état de santé de chaque
batterie. Cela permettrait de mettre en évidence des conditions d’Usage contraignantes,
proposant une aide à la gestion des conditions de vie des batteries. Concrètement, un
VE composé d’une batterie identifiée comme ayant un vieillissement accéléré, provo-
qué par de nombreux trajets de longue distance, peut se voir utilisé pour des distances
plus courtes, au contraire d’un autre VE ayant été détecté comme subissant de longs
stockages. Un telle stratégie aurait alors pour conséquence d’optimiser la durée de vie
globale des batteries d’une flotte et par conséquent de pouvoir optimiser au mieux la
longévité d’une flotte de VE.
Dans ce chapitre nous développons des outils adaptés à la gestion de flotte dans le
cas de VE. Le premier objectif est de mettre en place un suivi des Usages des véhicules
de la flotte, en terme de contraintes liées au vieillissement des batteries, parmi les va-
riables identifiées comme impactant le vieillissement lors du chapitre 2. Autrement
dit, les conditions de vie de chacun des VE sont étudiées et comparées, ce qui rend
possible le regroupement des VE par similarités d’Usage. Ce procédé fournit une mise
en place de préconisation d’usages, avec pour objectif d’éviter d’éventuelles dégrada-
tions prématurées des batteries utilisées. Le second outil développé dans ce chapitre
a pour but de permettre un suivi de diagnostic des batteries à l’étude à partir des
méthodologies évoquées dans les chapitres précédents, et donc d’estimer le SOH de
chacune de ces batteries à partir des données collectées. Ces estimations sont basées
sur la méthode d’estimation du SOH hors ligne notée Estimation Hors Ligne (EHL), et
en ligne notée Estimation En Ligne (EEL), respectivement décrites dans le chapitre 2,
et le chapitre 3. L’amélioration et la mise à jour de ces estimations, par la combinai-
son des informations apportées par ces deux méthodes, est explorée. Enfin, l’impact
de possibles caractérisations complètes de batterie est détaillé afin de réduire l’incer-
titude des estimations par le biais de différentes stratégies évoquées et comparées. La
figure 4.1 présente l’approche globale utilisée dans ce chapitre.
4.2 Classification des usages
La première approche consiste en une analyse des Usages de chacun des VE de la
flotte étudiée. Le terme d’Usage de batterie, employé dans ce chapitre, correspond aux
conditions globales de vie de cette batterie (stockages, cyclages et environnementales).
L’objectif est de parvenir à identifier de potentielles similarités d’usage entre les VE
composant la flotte considérée, fournissant par la suite des préconisations adaptées
à chaque groupe d’Usage. La méthodologie décrite dans cette section correspond à
la mise en place d’une classification automatique des VE en fonction de leurs modes
d’Usages, sur une même période.
4.2.1 Méthodologie
Afin de décrire le plus explicitement possible les conditions de vie d’une batterie,
nous sélectionnons, d’après les études précédentes, les variables énumérées en table
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Figure 4.1 – Méthodologie globale développée dans ce chapitre pour la gestion de l’état
de santé des batteries d’une flotte de véhicules
4.1. Ces variables proviennent ou sont calculées à partir de mesures directement issues
des batteries. Les 7 variables évoquées sont choisies par leurs simplicités de mesures et
par leurs représentativités des conditions vécues par la batterie étudiée pour le suivi
des usages des VE.
Période Variables
Charge ou décharge Tbat, Ebat,sorti , ∆SOC, NbaltI
Stockage tcal , SOCcal , Tcal
Table 4.1 – Liste des variables utilisées dans la méthodologie de suivi des usages
Pour un VE donné, chacune de ces variables contient de nombreuses valeurs en-
registrées. Lors d’un stockage, les trois variables citées en table 4.1 sont calculées, à
raison d’une valeur par stockage. Les charges et décharges permettent de mesurer l’en-
semble des autres variables évoquées en table 4.1, selon une fréquence régulière de 10
Hz. Pour réduire les volumes de données, nous synthétisons chacune de ces variables,
lors de charges ou de décharges, par une unique valeur. Autrement dit, une décharge
permet d’évaluer la température moyenne d’un roulage, le nombre de changements de
signe cumulés du signal de courant, le ∆SOC global de cette décharge et la quantité
totale d’énergie délivrée.
Un exemple de données obtenues à partir d’une charge (Ch) et de deux périodes de
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stockages (St1, St2), sur un véhicule j, est détaillé dans l’équation 4.1.
Vj =

mean(Tbat(Ch))∑(
Ebat,sorti(Ch)
)
∆SOC(Ch)∑
NbaltI (Ch)
tcal(St1), tcal(St2)
SOCcal(St1), SOCcal(St2)
Tcal(St1), Tcal(St2)

(4.1)
Par souci de simplification des notations, dans la suite de l’étude le terme Vj(v)
désigne les valeurs de la vème variable mesurée sur le véhicule j.
4.2.1.1 Mesure de similarité entre usages
La classification des usages entre VE requiert la définition d’une métrique permet-
tant la comparaison et la quantification des différents Usages. Une telle métrique est
ici basée sur les variables présentées en table 4.1 représentatives des conditions d’uti-
lisation des batteries associées.
Considérant une période de comparaison Pc entre deux VE V1 et V2, il est néces-
saire de définir un critère de quantification entre les usages mesurés. Les variables
mesurées sur chacun de ces véhicules sont comparées deux-à-deux. Par exemple, les
valeurs de température batterie enregistrées lors de la période Pc, V1(i) et V2(i), sont
comparées. L’objectif est désormais de définir une métrique entre deux vecteurs de lon-
gueurs différentes d’une même variable, par exemple entre V1(1) = {T V1bat(1), ...,T V1bat(n)}
et V2(1) = {T V2bat(1), ...,T V2bat(m)}. Ce problématique intervient régulièrement dans le do-
maine du traitement d’images, sous la forme du bag-of-features [156].
Afin de prendre en compte les répartitions entre ces deux vecteurs, V1(v) et V2(v),
nous basons le système de comparaison sur les fonctions de densité déduites de ces vec-
teurs. Pour considérer les répartitions sur le même intervalle, les deux histogrammes
sont mesurés sur une plage de comparaison commune I pour les deux vecteurs étu-
diés, V1(v) et V2(v). Cette plage I est définie comme contenant l’ensemble des données
des vecteurs V1(v) et V2(v). Ceci permet la création de deux fonctions de densité em-
piriques f (V v1 ) et f (V
v
2 ), évaluées sur le même intervalle I (figure 4.2). La fonction de
densité empirique f (V vj ) de la variable v mesurée sur le véhicule j sera désormais notée
f vj = f (V
v
j ).
Néanmoins, les valeurs acquises sont possiblement peu nombreuses du fait d’une
période de comparaison Pc réduite, ou bien d’un faible nombre de charges/décharges
effectuées. D’autre part, les valeurs extraites peuvent toutes être différentes d’un vé-
hicule à l’autre, tout en étant très proches ce qui représente tout de même des Usages
similaires. Lors de telles éventualités, la comparaison directe des densité empiriques,
issues des données mesurées, devient difficile.
Pour pallier à cette problématique de comparaison, nous procédons, préalablement
à la comparaison, à un lissage de chacune des fonctions de densité empirique sur un
intervalle IFv , spécifique à la variable v étudiée, contenant la plage I . En effet, certaines
variables, telles que le ∆SOC et la température Tbat, sont toujours contenues dans des
intervalles fixes quelque soit le véhicule, pouvant donc être préalablement définis.
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Intervalle de comparaison I
Figure 4.2 – Illustration de deux fonctions de densité f v1 et f
v
2 d’une même variable v,
et de l’intervalle de comparaison I
Cette méthodologie permet de considérer les voisinages des valeurs et de réduire les
erreurs générées. La fonction de lissage ici privilégié est un lissage Gaussien, appliqué
à une fonction de densité empirique f
(
V vj
)
de longueur n. Ce procédé de lissage est
effectué selon l’équation 4.2.
L̂vj (x) =
∑n
i=1Kλ(x,xi) · f vj (xi)∑n
i=1Kλ(x,xi)
, avec Kλ(x,xi) =
1
λ
exp
(
−‖xi − x‖
2
2λ
)
(4.2)
Ce lissage Gaussien d’une fonction de densité f vj nécessite la définition d’un para-
mètre λ, contrôlant la largeur du voisinage considéré par le noyau Kλ. Ce paramètre λ
est primordial pour obtenir une bonne régularisation. Dans ce travail nous définissons
la valeur de ce paramètre par le Silver’s Rule Of Thumb (SROT), défini par l’équation
4.3 [157, 158], avec n la longueur de f vj et σ la variance de f
v
j .
λSROT =
(4
3
)1/5
min
√σ, IQR(f vj )1.349
 ·n−1/5, (4.3)
avec IQR l’espace interquartile.
Cette approche fournit la fonction de densité empirique lissée L̂vj d’une variable
v mesurée sur un véhicule j, sur un intervalle prédéfini. La comparaison des Usages
de deux véhicules correspond alors à la comparaison deux-à-deux des fonctions de
densité lissées de l’ensemble des 7 variables étudiées.
Nous définissons une mesure h quantifiant les similarités entre deux fonctions de
densités empirique lissées d’une variable v entre deux véhicules V1 et V2 (équation
4.4).
h(V v1 ,V
v
2 ) =
⋂(
L̂v1(xi), L̂
v
2(xi)
)
(4.4)
Notons que 0 ≤ h(V v1 ,V v2 ) ≤ 1, car
∑
L̂v1 =
∑
L̂v2 = 1. La figure 4.3 présente une illus-
tration visuelle de cette quantification des similarités entre densités, comme étant la
proportion d’aire commune aux fonctions de densité.
À partir de cette définition de la similarité entre deux densités d’une même va-
riable, nous avons une combinaison linéaire D(V1,V2) entre deux véhicules V1 et V2
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Figure 4.3 – Illustration du calcul de similarité entre deux fonctions de densité Lv1 et
Lv2
portant sur les 7 variables évoquées en table 4.1, calculée selon l’équation 4.5.
D(V1,V2) =
7∑
v=1
1
αv
· h(V v1 ,V v2 ) , (4.5)
avec αv un poids associé à la variable v. Notons que ces poids doivent être normés
(
∑
αv = 1) pour conserver la notion de métrique. L’imputation de ces poids permet
d’ajouter à l’étude de potentielles importances auprès de chacune des variables consi-
dérées.
Les définitions introduites jusqu’ici permettent de quantifier les similarités d’Usage
entre deux véhicules. Ce procédé autorise l’application de cette mesure D à l’ensemble
des véhicules deux-à-deux.
4.2.1.2 Clustering des usages
La quantification des similarités d’Usage entre véhicules permet la mise en place
d’une procédure de clustering des conditions d’utilisations des VE et de leur batteries.
Nous considérons donc les similarités évaluées entre chacun des s véhicules composant
la flotte lors d’une période Pc.
La méthodologie choisie utilise la Classification Ascendante Hiérarchique (CAH)
présentée en section 3.3.2.3. Les individus étudiés sont ici des VE, et la métrique de
comparaison est la distance D définie en équation 4.5. Le processus de regroupement
des individus, effectué par la CAH, forme un arbre hiérarchique complet reliant tous
les VE considérés. Cet arbre est ensuite élagué avec l’aide d’un critère d’élagage, à
définir, impliquant la formation de différents groupes de VE (figure 4.4).
Dans la pratique, le critère d’élagage reste à déterminer afin d’obtenir les classes de
VE, générées en fonction de leurs conditions d’Usage lors de la période Pc choisie. Ce
critère d’élagage est ici déterminé par le biais du gap statistics [147].
Le concept du gap statistics repose sur les sorties des algorithmes de clustering,
en comparant les changements de dispersion intra-clusters en fonction du nombre de
clusters choisi. Considérons des véhicules Vj regroupés en k clusters {C1,C2, ...,Ck},
avec Cr les indices des individus du cluster r, et nr = |Cr |. Notons Dr la somme des
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Figure 4.4 – Illustration de la Classification Ascendante Hiérarchique (CAH) mise en
place selon la distance D entre les usages de 7 VE, avec un critère d’élagage formant
trois groupes différents C1, C2 et C3
distances entre les individus d’un même cluster r :
Dr =
∑
j,j ′∈Cr
D(Vj ,Vj ′ ) (4.6)
Nous assimilons la somme intra-cluster normalisée des carrés autour du centre
d’un cluster par Wk (équation 4.7).
Wk =
k∑
r=1
1
2nr
Dr (4.7)
L’idée fondamentale de la procédure du gap statistics est de standardiser les graphes
de log(Wk) en les comparant avec une distribution de référence nulle des données. Le
nombre optimal de clusters kˆ est alors la valeur k pour laquelle log(Wk) tombe le plus
loin en dessous de cette courbe de référence. Ainsi, nous avons :
Gapn(k) = E
∗
n (log(Wk))− log(Wk), (4.8)
avec E∗n l’espérance d’un échantillon de taille n de la distribution référence. Celle-ci est
généralement obtenue à partir d’un échantillon uniforme des données originelles.
L’estimation kˆ est donc la valeur maximisant Gapn(k) après avoir pris la distribution
d’échantillonnage en compte. Notons que cette méthodologie est également applicable
à tous les algorithmes de clustering, et à toutes les mesures D.
Nous estimons E∗n (log(Wk)) par la moyenne de B copies log(W ∗k ), générées avec un
échantillon de Monte Carlo {X∗1, ...,X∗n} bâti à partir de la distribution référence. Il est
donc nécessaire d’évaluer la distribution d’échantillonnage du gap statistics . Notons
std(k) l’écart type des B répliquas de log(W ∗k ), qui représente l’erreur de simulation, et
est transformé en la quantité :
sk =
√
1 +
1
B
· std(k) (4.9)
Finalement, le nombre optimal de cluster kˆ est le plus petit k tel que Gap(k) ≥
Gap(k+1)−sk+1. La figure 4.5 illustre les valeurs et la méthodologie évoquée. La figure
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en haut à gauche induit un choix de k = 3 par la elbow method. Le gap statistics permet
de formaliser cette observation visuelle. La figure en haut à droite présente la compa-
raison des logWk et la moyenne des distributions moyennes. Enfin, les figures situées
en bas illustrent l’évolution du gap (gauche), comportant un pic évident en k = 3 et
le critère de choix (droite). Le kˆ sélectionné est le plus petit k pour lequel la quantité
tracée en bleu devient positive. Cela donne donc un nombre optimal de clusters de
kˆ = 3, qui s’avère ici être le nombre initial de groupes sélectionnés.
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Figure 4.5 – Exemple de résultats obtenus par le gap statistic, pour des données répar-
ties en 3 groupes
Cette procédure de classification forme la répartition des VE, composant une flotte,
au sein de différents groupes formés à partir de leurs conditions d’Usage.
4.2.2 Application de la classification
4.2.2.1 Exemple 1
La méthodologie globale de classification des Usages mise en place dans la section
4.2.1 est ici appliquée aux données issues de 2 VE en usage réel. Afin de simuler la
présence d’une flotte de véhicules parmi les données obtenues, nous procédons ar-
tificiellement à la séparation de ces données comme provenant de 20 VE différents
{V1, ...,V20}, grâce à la longue durée des expérimentations. Cette construction artifi-
cielle d’une flotte de VE, à partir des données de Bat2 et Bat3, est détaillée en figure
4.6. Par souci de simplification, nous prenons par la suite l’hypothèse que chacun de
ces 20 VE a été utilisé lors d’une période commune de 4 semaines. Considérant cette
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hypothèse de construction, on s’attachera à vérifier l’influence des températures am-
biantes sur les constructions des groupes.
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Figure 4.6 – Décomposition des données sous la forme d’une flotte de 20 VE, avec 1
VE par mois d’usage
Étudions désormais une flotte de 20 VE ayant été utilisés sur une même période
Pc. Le but est d’appliquer la méthodologie décrite en section 4.2.1.1, afin de séparer
ces VE en différents groupes formés en fonction de leurs Usages respectifs lors de la
période Pc. Pour cela, nous considérons les variables décrites en table 4.1 acquises lors
d’une période Pc.
Dans cet exemple, nous définissons la période de comparaison Pc comme étant égale
à quatre semaines complètes consécutives. Les 20 VE sont comparés à partir de leurs
données enregistrées durant ces quatre semaines. La procédure de comparaison des
Usages avec la métrique D est appliquée (section 4.5), construisant une matrice de
distance entre chacun des VE étudiés. Le nombre optimal de clusters kˆ est ensuite
déterminé par le gap statistics, comme valant kˆ = 4 dans cet exemple (figure 4.7).
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Figure 4.7 – Résultats du gap statistic effectué sur les données des 20 VE utilisés pen-
dant 4 semaines, estimant un nombre optimal de groupe de kˆ = 4
L’arbre hiérarchique associé ainsi que l’application de l’élagage optimal associé à la
création de 4 groupes de VE distincts sont illustrés en figure 4.8.
Dans l’exemple proposé ici, les 20 VE sont partitionnés en 4 groupes distincts. Ce
qui implique la présence de quatre types d’Usages différents parmi l’ensemble des vé-
hicules composant la flotte étudiée, lors du mois considéré. Nous pouvons observer
la composition de ces 4 groupes semblant non affectée par les conditions de tempéra-
tures extérieures, les véhicules V2, V6 et V9 se trouvant dans la même classe alors qu’ils
correspondent respectivement à un mois de Décembre, d’Avril et de Juillet.
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Figure 4.8 – Classification Ascendante Hierarchique de 20 VE utilisés lors de 4 se-
maines, avec la formation de 4 groupes de véhicules
4.2.2.2 Exemple 2
La méthodologie explicitée en section 4.2.1 peut également être effectuée pour des
périodes Pc d’expérimentation successives, de manière dissociée ou bien en considérant
une fenêtre glissante fg . Par exemple, pour fg = 1 semaine, la période considérée Pc est
décalée d’une semaine entre chaque classification.
L’évolution de ces groupes de véhicules constitue un outil de suivi des Usages faits
pour chacun des VE. Prenons ici les mêmes données que dans la section précédente
4.2.2.1. Ces données sont ici réparties en 10 VE {V1, ...,V10}, utilisés sur 10 semaines
chacun. Le processus de classification est alors appliqué sur l’ensemble de la flotte
avec une période de Pc = 4 semaines, puis en considérant une fenêtre glissante de fg= 1
semaine. Ceci revient à l’application de 7 classifications (1 initiale après Pc, puis 6
successives en considérant la fenêtre glissante fg). Les résultats de ces classifications et
l’évolution des différents groupes formés sont illustrés en figure 4.9.
La figure 4.9 permet l’analyse des modifications de comportements des VE. Ainsi,
nous pouvons remarquer la continuité des conditions d’Usage pour la majorité des VE
tout au long de l’étude. Il existe néanmoins quelques changements de groupes au sein
de la flotte. En effet, seuls les VE {V1,V2,V3,V4,V9,V10} restent dans le même groupe
tout au long de l’étude. Cela nécessite donc une investigation plus approfondie par la
suite, afin de justifier les raisons ayant provoqué ces changements.
Cette approche de classification met en évidence les similarités ou les différences
d’Usage entre les véhicules. L’application de la méthodologie offre également le suivi
des Usages d’une flotte. L’extension naturelle de ce processus consiste en l’identifica-
tion et l’interprétation des conditions d’Usage des véhicules ayant provoqué ces sépa-
rations ou ces similarités et suivre leurs évolutions dans le temps.
Il est envisageable ici de considérer l’évolution des groupes eux-même afin d’iden-
tifier la modification de comportement d’un groupe entier. Cette notion peut être mise
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Figure 4.9 – Résultats de classification des usages d’une flotte de 10 VE lors d’une
période de 10 semaines
en place par le biais d’un suivi d’un véhicule prototype représentatif du centre de ce
groupe.
4.3 Aide aux préconisations d’usages
La méthodologie de classification des Usages mise en œuvre permet d’identifier
des groupes d’Usage différents. L’objectif de cette section réside en l’utilisation des
résultats de la méthodologie décrite en section 4.2.1.2, afin de permettre l’interpréta-
tion des groupes de VE au travers des descriptions des Usages n’étant pas initialement
considérées pour le calcul des groupes.
L’identification des conditions discriminantes d’usage peut être utilisée, par un ges-
tionnaire de flotte, dans le cadre de préconisations faites sur les usages futurs des VE.
4.3.1 Méthodologie
La production de préconisations pour les utilisations futures d’un VE et de sa bat-
terie nécessite la mise en place d’une procédure spécifique. Celle-ci est basée sur l’ap-
plication préalable de la méthodologie de classification des usages des VE composant
la flotte étudiée. Considérons donc les k clusters {C1, ...,Ck} dans lesquels sont répartis
les s VE de la flotte, issus du processus décrit en section 4.2.1.
L’objectif est désormais d’interpréter les facteurs responsables de la formation de
ces k clusters. Nous utilisons des variables différentes de celles ayant été employées
lors de la construction de cette classification (énumérées en table 4.1). Les variables
considérées pour l’interprétation des différents groupes d’usages sont listées en table
4.2. Ces variables correspondent à des indicateurs de la nature des roulages et du style
de conduite employés, au contraire des variables de la table 4.1 qui représentent l’état
de la batterie.
L’ensemble des variables de cette table 4.2 sont ensuite fusionnées par groupe.
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Variables
Mesurées Distance, V itesse, Tamb
Calculées Nbcycles, P KE, Imax
Table 4.2 – Liste des variables utilisées dans l’interprétation des classes d’Usage
Toutes les valeurs d’une même variable correspondant aux VE d’un même cluster sont
regroupées par concaténation. Cela revient à considérer seulement k individus cha-
cun représentatif d’un cluster Cr . La suite de la méthodologie détaillée cherche donc à
quantifier et expliquer les différences de distribution des variables de la table 4.2 entre
chacun de ces clusters.
Pour ce faire, nous estimons des fonctions de densité selon la méthode décrite en
section 4.2.1.1. Toutes les variables de la table 4.2 sont utilisées pour la création de
fonctions de densité empirique par groupe d’usage. La mesure Mvr d’une variable v
des VE représentative d’un cluster r est définie par :
Mvr =
⋃
j∈Cr
V vj (4.10)
L’impact respectif de chacune de ces variables dans la création des différents clus-
ters est estimé entre un groupe et l’ensemble des autres groupes. Ce calcul est effectué
à partir d’un taux de recouvrement entre les fonctions de densités empirique. Notons
Pr = min(Mvr ) et Gr = max(M
v
r ) les valeurs extrêmes, respectivement minimales et
maximales, d’une fonction de densité Mvr d’une variable v, et h
(
Mv1 ,M
v
2
)
la proportion
de densité commune définie par l’équation 4.4 (figure 4.10).
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Figure 4.10 – Illustration de deux fonctions de densité Mv1 et M
v
2 d’une même variable
v, et de la proportion de densité commune h
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v
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)
Le taux de recouvrement τ(Mv1 ,M
v
2 ), entre deux fonctions de densité M
v
1 et M
v
2
d’une même variable v, est défini par l’équation 4.11. Notons que par définition 0 ≤
h ≤ 1 et 0 ≤ τ ≤ 1.
τ(Mv1 ,M
v
2 ) =
min(G1,G2)−max(P1, P2)
max(G1,G2)−min(P1, P2) · h
(
Mv1 ,M
v
2
)
(4.11)
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Cette définition 4.11 quantifie les répartitions de densités, basé sur leurs intervalles
d’observations pondéré par la proportion commune des densités h. Ce concept et les
différent cas de recouvrement possibles sont illustrés en figure 4.11. Un indicateur µ
est également introduit par l’équation 4.12 pour simplifier l’interprétation des répar-
titions. Ce taux de recouvrement τ est calculé entre toutes les variables de la table 4.2
et entre chacun des groupes d’Usages Cr .
µ(Mv1 ,M
v
2 ) =
{
+1 , si G1 > G2
−1 , sinon (4.12)
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Figure 4.11 – Illustration des six différents cas du calcul du taux de recouvrement τ
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la proportion de densité commune
Le taux de recouvrement τ présenté en équation 4.11 est défini pour deux groupes
de VE. L’extension de ce procédé au cas de plusieurs groupes est simplement faite
en considérant une approche one-vs-all, pour laquelle nous comparons une fonction
de densité d’un groupe par rapport à la fonction de densité de l’ensemble des autres
groupes.
Nous avons un taux de recouvrement τ pour chacune des variables mesurées sur
les différents groupes de VE. Afin de considérer seulement les variables ayant un im-
pact significatif dans la composition des différents groupes d’usages, il est nécessaire
de fixer un seuil 0 ≤ τc ≤ 1. Les variables d’un cluster, telles que 1− τ > τc sont identi-
fiées comme contraignantes dans l’Usage des VE de ce groupe. La sensibilité liée à la
définition de ce seuil τc implique un niveau de recommandation plus ou moins élevé.
Celui-ci doit être fixé en fonction des besoins et des attentes du gestionnaire de la
flotte.
Cette notion de recouvrement permet également d’obtenir des informations inter-
prétables sur ces différences d’Usage entre VE. Autrement dit, un faible taux de re-
couvrement entre deux densités se traduit par un décalage de ces fonctions. La pré-
sence d’un tel décalage transmet une information sur les Usages effectués par les VE
de la flotte étudiée. Par exemple, si une variable Distance d’un groupe 1 présente des
valeurs inférieures à celles des autres groupes (deux premiers cas présentés dans la
figure 4.11), on peut conclure à des parcours du premier groupe moins contraignants
que ceux des autres groupes.
Ces interprétations sur les conditions des variable v, entre les différents groupes de
VE, lors d’une période considérée, engendrent la proposition de possibles préconisa-
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tions sur les conditions d’utilisations des VE. L’application de ce seuil τc est illustrée
par la figure 4.12.
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Figure 4.12 – Exemple d’impact des variables dans la construction de 3 groupes, avec
l’application d’un seuil τc
4.3.2 Application de cette méthodologie
Dans cette section nous étudions l’application de la méthodologie décrite en sec-
tion 4.3.1, en particulier pour l’interprétation des compositions des différents groupes
d’usages.
Il existe deux cas d’applications à cette méthodologie :
– Déterminer à un instant donné les conditions d’usages responsables de la forma-
tion des groupes de EV, amenant à des préconisations évitant les Usages contrai-
gnants pour la batterie
– Faire un suivi sur le long terme de la classification des VE afin de détecter des
changements d’usages significatifs.
Ces deux cas sont ici traités pour trouver deux exemples distincts, reprenant les
hypothèses faites dans les exemples respectivement présentés dans les sections 4.2.2.1
et 4.2.2.2.
4.3.2.1 Exemple 1
Nous avons ici une flotte constituée de 20 VE en service pendant 4 semaines consé-
cutives (cf. section 4.2.2.1). L’application du procédé de classification des usages de
ces véhicules sur la période totale de Pc = 4 semaines génère la composition de kˆ = 4
groupes distincts de VE (figure 4.8). L’objectif est d’obtenir une justification sur les
différences d’Usage entre les 20 EV, ayant généré ce partitionnement. Pour cela, nous
employons la méthodologie mise en place en section 4.3.1.
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Les résultats obtenus sur l’exemple 1 présentés en section 4.2.2.1 sont ici utilisés.
Les distributions des variables utilisées pour la description des Usages des groupes
(listées en table 4.2) sont difficilement interprétables sans traitement préalable. La fi-
gure 4.13 illustre la répartition des valeurs obtenues pour chacune des variables au
sein des différents groupes de VE, démontrant la complexité d’interprétation directe.
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Figure 4.13 – Répartition des valeurs mesurées pour chacune des variables, en fonction
du groupe d’Usage
Nous utilisons la méthodologie développée en section 4.3.1. Les impacts τ des va-
riables sont calculés pour chacun des 4 groupes de VE. Il est nécessaire de définir un
critère de seuil τc ∈ [0,1], permettant la dissociation des variables impactantes.
En effet, le seuil τc est responsable de la sensibilité d’identification des variables
comme étant influentes dans la séparation des usages de VE en différents groupes.
Celui-ci doit être déterminé afin d’extraire automatiquement les conditions d’Usage
caractéristiques de chacun des groupes de VE. Nous définissons ici ce seuil τc comme
un paramètre dépendant du nombre de groupes de VE formés (équation 4.13). Ce
choix est effectué empiriquement pour représenter une sensibilité cohérente sur le
nombre de variables détectées comme impactant la formation des groupes.
τc = max
(
0.10,0.60− 0.10 · kˆ
)
(4.13)
Cette définition permet de fixer le seuil en fonction du nombre de groupes iden-
tifiés kˆ. Cela se traduit par un seuil bas dans le cas d’un grand nombre de groupe
deVE, qui correspond aux conditions où les taux τ seront faibles, car résultant de la
comparaison des répartitions entre tous les groupes.
Dans notre cas, le calcul du seuil explicité par la formule 4.13 donne τc= 0.20.
4.3. AIDE AUX PRÉCONISATIONS D’USAGES 135
L’application de ce seuil aux calculs précédents permet l’extraction des variables im-
pactantes dans l’interprétation des différents groupes (figure 4.14).
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Figure 4.14 – Calcul de l’influence de chacune des variables dans la composition des
différents groupes de VE, avec un seuil τc= 0.20
Ces résultats fournissent une interprétation des Usages représentatifs des 4 groupes
de VE composant la flotte. Nous pouvons déduire que les VE présents dans le groupe 1
sont utilisés avec des vitesses plus élevées comparativement aux autres groupes, pour
de longues distances, ce qui peut se traduire par des Usages effectués en dehors des
centres-villes, contrairement aux autres groupes. Les VE du groupe 2 s’avèrent, eux,
être utilisés de manière peu rapide, ce qui semble typique des usages citadins. Le
groupe 3 est lui identifié comme représentant des VE utilisés sur de faibles distances,
ce qui peut par exemple être expliqué par une proximité domicile-travail. Les résul-
tats également illustrent un comportement moyen des VE du groupe 4, semblant être
représentatif d’un Usage intermédiaire.
Les variables identifiées comme significatives des Usages des différents groupes de
VE sont énumérées dans la table 4.3.
Variables significatives
Basse Élevée
Groupe 1 - Distance, V itesse
Groupe 2 V itesse -
Groupe 3 Distance -
Groupe 4 - -
Table 4.3 – Liste des variables significatives des usages par groupe de EV
Tous ces résultats et ces interprétations sont confirmés visuellement par la figure
4.14. Par exemple, les VE composant le groupe 1 {V14,V15,V16,V17} correspondent à
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de longs trajets des véhicules. Ceux-ci présentent des variables de distance et de vi-
tesse supérieures à celles mesurées sur les autres VE. Nous pouvons remarquer que
toutes les classes sont associées à des PKE similaires, ce qui est caractéristique des vé-
hicules en partage, tels que ceux étudiés ici. Dans cet exemple, les types de conduites
ne sont pas détectés significativement différents, l’interprétation du comportement des
conducteurs de cette flotte requiert la comparaison de ces valeurs de PKE par rapport
à une référence 1.
Les VE du groupe 3 ont eux été utilisés lors de la période considérée lors de trajets
de courte distance. Enfin, les éléments du groupe 4 sont identifiés comme utilisés de
manière totalement moyenne. En effet, aucune variable n’est spécifiquement caracté-
ristique des Usages des VE de ce groupe 4.
La méthodologie de détection des variables représentatives des Usages d’un groupe
de VE démontre ici son potentiel dans les interprétations qu’elle induit. Nous avons
donc retrouvé, à partir des résultats extraits, les Usages représentatifs de chacun des
groupes. Ces conclusions sont de plus en accord avec les caractéristiques d’Usage de
chacun des VE de la flotte.
En se basant sur ces résultats, des préconisations peuvent être donc établies afin de
limiter les dégradations des batteries, suggérant une diminution des Utilisations des
VE du groupe 1 et au contraire, pour remplir les demandes de la flotte, une Utilisation
plus importante des VE du groupes 3. En revanche, le comportement des conducteurs
concernés par les utilisations de cette flotte ne semblent pas engendrer de vieillisse-
ment prématuré. L’interprétation complète de ces résultats nécessitent la comparaison
des conditions d’Usage avec des références externes d’usages moyens obtenus sur des
véhicules cibles.
4.3.2.2 Exemple 2
Dans cette section, nous appliquons la méthodologie d’identification des variables
significatives des Usages des VE composant une flotte. Nous considérons ici la flotte
composée lors de la section 4.2.2.2. Nous avons une flotte comportant 10 VE utilisés
lors de 10 semaines successives.
L’étude continue de cette flotte est faite par l’application successive d’une fenêtre
glissante fg d’une semaine. L’application de la méthodologie de classification des Usages
des VE sur une période de 4 semaines présente des résultats évolutifs sur les 10 se-
maines étudiées (figure 4.9).
Nous pouvons donc analyser les modifications d’usages des véhicules, et en déduire
les causes des changements de classification de certains VE d’une semaine sur l’autre.
Afin de montrer le fonctionnement de cette méthodologie sur un exemple, nous consi-
dérons uniquement les modifications de comportement des VE de la flotte entre les
semaines 6-9 et les semaines 7-10. Pour rappel, les classes attribuées aux VE de la
flotte en ces instants sont présentées en figure 4.15.
L’objectif est donc d’interpréter les facteurs ayant généré ces changements de clas-
sification. Le calcul des influences respectives des variables dans la composition des
groupes d’usage est effectuée. Les résultats de cette analyse pour les deux périodes
étudiées, sont illustrés en figure 4.16. Notons que lors des semaines 7-10, les groupes 2
1. Un PKE significativement élevé pour une ou plusieurs classes impliquerait une conduite agressive.
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Figure 4.15 – Résultats de classification des usages d’une flotte de 10 EV, sur une partie
d’expérimentation globale
et 4 présentent des caractéristiques similaires, seulement différenciées par le nombre
de cycles et la température ambiante mesurée.
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(b) Période des semaines 7-10, avec 4 groupes
Figure 4.16 – Calcul de l’influence de chacune des variables pour une flotte de 10 EV
La liste des variables impactantes pour chaque VE, lors des deux périodes consi-
dérées, est présentée en table 4.4. Cela permet de détecter de possibles changements
d’usage d’un VE, et de comprendre les nombreux changements de classification obser-
vés.
L’interprétation de ces résultats illustre la légère modification du PKE calculé sur
le véhicule V8 entre ces deux périodes. Le comportement des utilisateurs de ce véhi-
cule lors de la semaine 10 semble responsable du changement de classe de V8. D’autre
part, le véhicule V6 présente également des valeurs de PKE élevées, même si réduites
lors des semaine 7-10, ces deux véhicules font donc l’objet de préconisations sur les
comportement des conduites futures. Les répartitions de ces valeurs de PKE sont pré-
sentées en figure 4.17, illustrant notamment la modification d’Utilisation du véhicule
V6.
Nous avons également remarqué sur la figure 4.15 le changement de classe des
véhicules V5 et V7. La table 4.4 permet de conclure à une réduction des P KE mesurés
sur ces deux VE, accompagné par une augmentation significative de la longueur des
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Variables significatives
Semaines 6-9 Semaines 7-10
Basse Élevée Basse Élevée
V1 - P KE Distance, Imax,
Tamb, V itesse -
V2 - P KE Distance, Imax,
Tamb, V itesse -
V3 P KE - - Distance
V4 - P KE Distance, Imax,
Tamb, V itesse -
V5 - P KE - Distance
V6 - P KE - P KE
V7 - P KE - Distance
V8 P KE - - P KE
V9 P KE - - Distance
V10 - P KE Distance, Imax,
Tamb, V itesse -
Table 4.4 – Liste des variables significatives des usages pour chaque VE, sur deux
périodes successives
trajets effectués.
L’analyse des Usages des VE composant une flotte a permis d’identifier les com-
portement spécifiques de chaque véhicule, permettant également de procéder à des
préconisations portant sur une ou plusieurs variables déterminées. Ces préconisations
ayant pour but d’éviter des phénomènes de dégradations prématurées sur les batteries
utilisées. Ce procédé a également démontré son intérêt dans le cadre du suivi d’une
flotte sur plusieurs périodes. Un tel suivi d’une flotte s’avère utile pour l’analyse des
évolutions des Usages effectués et ainsi de mieux contrôler l’ensemble des VE.
4.4 Mise en œuvre de modèles d’estimation sur une flotte
Les méthodes décrites précédemment permettent le suivi des Usages d’une flotte
de VE, formant des groupes de VE basé sur leurs Usages. L’objectif de cette section est
de mettre en place un procédé liant ces groupes d’Usage avec les estimations d’état
de santé de batteries lors d’usages sur des VE. Pour cela, il est nécessaire de mettre
en place une méthodologie d’estimation de l’état de santé des éléments d’une flotte
étudiée.
Dans les chapitres précédents nous avons évoqué deux stratégies d’estimation de
l’état de santé d’une batterie : une approche d’estimation hors ligne (notée ici EHL,
chapitre 2), et une estimation en ligne (notée EEL, chapitre 3). Ces deux méthodes
peuvent être utilisées et adaptées au cadre de suivi d’une flotte de VE. La figure 4.18
représente les approches proposées dans cette section.
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Figure 4.17 – Comparatif des densités des mesures de PKE des véhicules V6 et V8 sur
deux périodes différentes
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Figure 4.18 – Méthodologies d’estimation du niveau de performance des VE compo-
sant une flotte
4.4.1 Modèles
Nous considérons dans cette section les estimations d’état de santé d’une batterie
obtenues à partir des méthodes développées précédemment.
La première stratégie d’estimation consiste à la méthode hors ligne basée sur des
historiques de données enregistrées, notée EHL (section 2.4). Celle-ci peut être adaptée
à une flotte de VE. Le modèle d’estimation est ici supposé construit au préalable selon
la méthode décrite en section 3.3. Ce procédé détaillé précédemment fournit une esti-
mation de SOH pour chacune des batteries de la flotte étudiée, au terme d’une période
fixe.
L’alternative proposée consiste à prendre en compte les différents groupes d’usages
de VE obtenus par la méthode présentée en section 4.2.1.2. Dans ce cas, une estimation
d’évolution de SOH est calculée pour chacun des EV, après une période fixe. Une es-
timation de l’évolution de capacité est donc obtenue pour chaque batterie de la flotte,
comme explicité dans l’exemple en section 2.4, chacune associée à un intervalle de
confiance (figure 2.24).
L’application d’un tel modèle présente donc des estimations individuelles du SOH,
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avec l’apport d’un intervalle de confiance, pour chacune des batteries de la flotte.
La deuxième stratégie possible considère la méthodologie d’estimation de SOH en
ligne développée en section 3.3, notée EEL. Ce procédé estime l’état de santé d’une
batterie en temps réel lors de ces Usages sur un VE. Chacun des VE de la flotte étudiée
se voit attribuer ici des estimations de SOH provenant de profils de vitesse spécifiques,
selon les critères définis en section 3.2.2.
Notons que ces deux méthodologies d’estimation du SOH de batterie sont compa-
tibles et peuvent être mises en œuvre de manière simultanée. L’association de ces deux
procédés permettant de conforter ou de préciser les estimations obtenues.
L’objectif est ici d’évaluer le comportement des estimations faites sur les VE d’une
flotte, afin de proposer par la suite une stratégie d’optimisation de ces estimations du
SOH des batteries.
4.4.2 Résultats sur une flotte
4.4.2.1 Estimation du SOH
Les méthodologies d’estimation du SOH sont appliquées à la flotte de 10 VE dé-
taillée en section 4.2.2.2. Cette flotte comporte 10 VE, chacun utilisé sur une période
globale de 10 semaines.
Nous faisons dans un premier temps le choix d’appliquer un modèle d’estimation
du SOH hors ligne sur les 10 semaines d’Usage, avec une fenêtre glissante fg de 1
semaine. Ce procédé permet l’obtention d’estimations régulières à la fin de chaque
semaine, pour chaque batterie utilisée. Les résultats de cette application, sur la flotte
étudiée, sont illustrés sur la figure 4.19.
Cette figure 4.19 illustre les différences de comportement des estimations du niveau
de capacité des batteries lors d’usages réels, par le biais d’un intervalle de confiance
IC= [ICinf , ICmoy , ICsup] pour chaque batterie.
Les résultats des classifications des Usages des VE, calculés dans la section 4.2.2.2,
sont également représentés par les couleurs remplissant les différents intervalles de
confiance. Notons que les VE ne sont pas associés à des classes avant la semaine 4, car
l’hypothèse choisie considère les 4 dernières semaines d’Usages pour regrouper les VE
en différents groupes (section 4.2.1.2).
Il est désormais nécessaire d’introduire un critère de comparaison des résultats
obtenus. Pour cela nous définissons l’erreur d’estimation globale EFl(s) faite sur la flotte
Fl, à la semaine s, explicitée par l’équation 4.14. Cette erreur est calculée sur le centre
des intervalles de confiance ICmoy , avec t∗j (s) le SOH référence du véhicule j lors de la
semaine s.
EFl(s) =
1
|Fl|
|Fl|∑
j=1
∣∣∣∣∣∣∣1− IC
j
moy(s)
t∗j (s)
∣∣∣∣∣∣∣ (4.14)
Cette erreur globale calculée sur la flotte, accompagnée de sa variance parmi l’en-
semble des VE, est présentée en figure 4.20. Nous pouvons observer l’augmentation de
cette erreur au fil de la durée d’expérimentation. Néanmoins, l’erreur obtenue après
10 semaines d’Usages d’une flotte de 10 VE correspond à une erreur moyenne des
SOH prédits d’environ 3 %. Après 2 mois et demi d’Usage ce résultat implique un bon
niveau de confiance vis à vis des estimations de SOH obtenues.
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Figure 4.19 – Illustration des estimations de capacité de batterie d’une flotte composée
de 10 VE, avec la méthodologie basée sur les historiques de données des dernières 4
semaines, pour une fenêtre glissante de 1 semaine - Les groupes d’usages, obtenus par
le processus de classification, sont présentés par un code couleur
4.4.2.2 Influence des préconisations d’usages
Les impacts d’éventuelles préconisations d’usages sont quantifiables grâce à l’appli-
cation du modèle décrit en section précédente. Ce modèle sert de simulateur capable
de mesurer l’impact de diverses stratégies sur le vieillissement estimé d’une batterie,
suivant la figure 4.21.
Nous pouvons ainsi comparer, par simulation, l’évolution des estimations de vieillis-
sement pour des modes d’Utilisation différents. Par exemple, comparons des Usages
références et les mêmes conditions avec des préconisations : une diminution des rou-
lages hebdomadaires de 150 km, et une réduction de la vitesse moyenne des roulages
de 10 km.h−1.
La comparaison de ces deux stratégies présente l’incidence des préconisations di-
rectement visibles sur les dégradations d’une batterie, sans être particulièrement con-
traignant pour l’utilisateur. Cet exemple, comparant deux stratégies d’Usages, est illus-
tré sur le véhicule V6, avec la représentation en figure 4.22 de la capacité estimée sans
modification des Usages comparativement aux estimations considérant l’application
des préconisations.
Des préconisations d’Utilisations simples à mettre en place permettent une optimi-
sation de la durée de vie des batteries. Dans l’exemple proposé le SOH de la batterie
du véhicule V6 connait un ralentissement de son vieillissement de 0.22 % de SOH avec
l’application de ces deux préconisations simples sur 10 semaines. Ce résultat permet
d’envisager une prolongation de la durée de vie de cette batterie d’environ 4 semaines.
Cet exemple démontre donc l’amélioration de la durée de vie d’une batterie par le
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Figure 4.20 – Erreur d’estimation moyennes du SOH d’une flotte de VE sur 10 se-
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Figure 4.21 – Illustration du fonctionnement du simulateur permettant de tester di-
verses stratégies d’usages
biais de préconisations simples et adaptées à l’Usage du véhicule.
4.4.2.3 Amélioration des estimations
L’objectif est désormais d’analyser les résultats d’estimation de SOH provenant de
la méthode de la section 3.3, afin d’améliorer la précision d’estimation sur une flotte de
VE (section 4.4.2.1). Le principe étant de combiner les deux types d’estimation, hors
ligne (EHL) et en ligne (EEL), pour réduire le taux d’erreur.
Nous considérons ici la méthodologie développée en section 3.3. Les hypothèses
portent sur des critères d’extraction correspondant à des accélérations 10−60 km.h−1,
durant 5 et 6 secondes. Notons que ce procédé nécessite l’utilisation d’un modèle spé-
cifique à chaque modèle de batterie. Nous construisons un modèle à partir des données
de la batterie Bat2, et un autre basé sur celles de la batterie Bat3. Ces deux modèles sont
respectivement employés sur les VE de la flotte utilisant ces batteries.
Les résultats de ce procédé sur la flotte étudiée sont détaillés en figure 4.23. Notons
4.4. MISE EN ŒUVRE DE MODÈLES D’ESTIMATION SUR UNE FLOTTE 143
0 1 2 3 4 5 6 7 8 9 10
78
78.5
79
79.5
80
80.5
81
81.5
Semaine
C
ap
ac
it
é 
(A
h
)
Estimation initiale
Estimation avec préconisation
Figure 4.22 – Estimations de la capacité de la batterie du véhicule V6, sans préconisa-
tion et avec une réduction de la vitesse moyenne de 10 km.h−1 et une diminution des
distances parcourues hebdomadairement de 150 km
le comparatif de ces résultats avec ceux fournis par la méthode hors ligne (figure 4.19).
Cette figure 4.23 met en évidence la complémentarité des deux méthodes d’estima-
tions proposées. Les véhicules V3, V4 et V5 présentent en particulier des estimations
par motifs (EEL) stables sur l’ensemble de la période étudiée, ce qui démontre un bon
niveau de confiance. Au contraire, les estimations par motifs (EEL) obtenues avec les
véhicules V6 et V8 ne proposent pas une grande stabilité d’estimation.
Il est important de remarquer, pour certains véhicules (V1, V2, V10), l’absence d’es-
timations obtenues à partir des motifs. Dans ces cas, les véhicules n’ont pas subi d’ac-
célérations maximales de 10 à 60 km.h−1 lors de la période étudiée.
Une stratégie de combinaison de ces deux approches est alors développée ayant
pour but de fiabiliser ces estimations.
Considérons un véhicule Vj de la flotte étudiée. Les estimations de SOH
{
t
j
1, ..., t
j
n
}
provenant de l’algorithme d’extraction de motifs d’accélérations sont donc obtenues
en temps réel lors des usages de ce véhicule. Ces dernières sont prises en compte au
terme de chaque période fg (ici une semaine dans notre exemple). Ces estimations sont
utilisées si et seulement si lors de la dernière période considérée fg , le nombre d’esti-
mations
∣∣∣tjfg ∣∣∣ est supérieur à un critère Ψ1 et que leur variance démontre une cohérence
des estimations obtenues. Ces deux critères sont explicités dans l’équation 4.15.
|tjfg | ≥ Ψ1
Var
(
t
j
fg
)
Mean
(
t
j
fg
) ≤ Ψ2 , (4.15)
avecΨ1 etΨ2 des critères définis selon la durée de la période fg . Ainsi, plus la période fg
est courte, plus le nombre d’estimations est faible. Cependant le SOH est relativement
stable sur cette période, ce qui implique une faible variance désirée (i.e. des paramètres
Ψ1 et Ψ2 peu élevés).
Dans le cas où ces critères 4.15 sont satisfaits à l’instant I , l’intervalle de confiance
du SOH estimé du véhicule Vj est uniquement basé sur l’estimation par l’extraction
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Figure 4.23 – Illustration des estimations de capacité de batterie d’une flotte composée
de 10 VE, avec la méthodologie présentée en figure 4.19, accompagnée des estimations
effectuées en ligne par la méthodologie d’extraction de motifs et des estimations hors
ligne basée sur les historiques de données
des motifs (EEL). Formellement, l’estimation du SOH est écrite selon l’équation 4.16,
avec les termes −2 et 2 choisis empiriquement pour proposer un niveau de confiance,
symétrique, autour des estimations.
ICj(I) = Mean
(
t
j
fg
)
+ [−2,0,2] ·Var
(
t
j
fg
)
(4.16)
Dans l’exemple de la flotte Fl étudiée jusqu’ici, Pc= 1 semaine. Les paramètres sont
définis comme étant : Ψ1 = 4 et Ψ2 = 2 %. La figure 4.24 présente le résultat de l’appli-
cation de ce procédé. Notons que dans cet exemple l’erreur globale d’estimation 4.14
est de EFl = 1.62 %, contre EFl = 3 % sans la prise en compte des estimations faites à
partir des motifs extraits (section 4.4.2.1).
Cette figure 4.24 illustre, sur les véhicules V3, V4, V5, V6, V7 et V8, l’impact des
estimations de SOH résultant des estimations suite à l’extraction de motifs (EEL). Les
trois premiers véhicules ici cités voient donc leurs estimations de SOH considérable-
ment améliorées grâce à la cohérence des estimations faites par l’extraction de motifs.
Les estimations de SOH obtenues à partir des motifs extraits sur les véhicules V6, V7 et
V8 n’offrant pas un niveau de confiance très important, les estimations de SOH faites
hors ligne (EHL) sont modifiées, ce qui permet la diminution du taux d’erreur.
Nous avons développé une méthodologie de prise en compte de deux types d’esti-
mations différentes. Ce procédé fournit des estimations de SOH précises sur l’ensemble
des VE d’une flotte, tout au long des Usages. En effet, parmi les VE disposant d’esti-
mations faites en ligne (EEL), l’erreur maximale d’estimation du SOH observée sur
un véhicule, à un instant donné, est de 1.8 %, ce niveau d’erreur n’engendre pas de
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Figure 4.24 – Illustration des estimations de SOH pour chacun des 10 VE de la flotte
étudiée, en considérant la méthodologie de combinaisons des deux types d’estimations
hors ligne et en ligne
contraintes majeures pour un utilisateur de VE.
4.5 Gestion de la santé des batteries d’une flotte
Nous abordons dans cette section les problématiques liées à l’optimisation des pré-
cisions d’estimation de SOH d’une flotte de VE en usage réel, en considérant une
contrainte liée au nombre de check-ups possibles 2.
Le contexte de cette section correspond au cas d’un gestionnaire d’une flotte de
VE ayant pour objectif de suivre les SOH des batteries utilisées, le plus précisément
possible, en imposant une contrainte d’un nombre limité CUmax de Check-Up (CU).
Ce nombre CUmax étant bien sur (très) faible par rapport au nombre de VE composant
la flotte, ainsi que par rapport à la durée d’expérimentation totale. Une telle contrainte
est par ailleurs guidée par le budget disponible, les check-ups étant très généralement
coûteux 3.
Cette gestion de l’état de santé des batteries d’une flotte de VE requiert donc deux
étapes :
1. L’identification des VE et des instants optimaux, permettant d’obtenir un maxi-
mum d’information à partir d’un check-up
2. Ces check-ups, ou caractérisations, servent de référence de SOH pour l’amélioration des estima-
tions.
3. Le prix d’un check-up n’est pas clairement identifié, nous pouvons a-priori l’estimer entre 500 et
2 000 e.
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2. La détermination de la prise en compte d’un check-up pour l’ensemble de la flotte
4.5.1 Méthodologie de prise en compte de check-up
Nous détaillons dans cette section le deuxième point évoqué ci-dessus. Nous consi-
dérons le résultat d’un check-up effectué à un instant tCU , sur un véhicule VCU . Ce
résultat de check-up constitue une information importante devant être utilisée pour
corriger les estimations de SOH. La batterie ayant servi au check-up à l’instant tCU
voit donc son estimation de SOH attribuée à la valeur exacte référence obtenue. Il est
donc important d’établir une méthodologie permettant de répercuter (ou non) un ré-
sultat de check-up sur les autres VE de cette flotte.
La méthodologie choisie se base pour cela sur les classifications des Usages de la
flotte. Les VE connaissant les mêmes conditions d’Usage sont sujets aux mêmes dégra-
dations. Les informations apportées par la classification des Usages permet d’identifier
les VE ayant les mêmes conditions d’exploitation. La connaissance de l’état de santé
d’une batterie, apporté par un check-up, offre donc des informations sur les autres
véhicules utilisés de la même manière.
Le processus développé considère que les seuls VE pouvant être impactés par un
check-up appartiennent au même groupe d’Usage que le véhicule VCU . Cette notion
d’appartenance à un même groupe d’Usage nécessite d’être définie de manière précise.
L’ensemble des VE impactés par un check-up CU est noté VImp(CU ). L’équation 4.17
formalise ce critère d’appartenance, avec C
(
V tj
)
la classe associée au véhicule Vj , lors
de semaine s, avec δ la fonction de Dirac 4.
VImp(CU ) =
Vj , tel que
tCU∑
s=1
δ(C(V sj ),C(V sCU )) > 0.7 · tCU
 (4.17)
L’équation 4.17 revient à utiliser un check-up d’un véhicule VCU , pour modifier
uniquement les estimations faites sur les VE possédant une concordance d’historiques
de classes d’Usage d’au moins 70 % (ce paramètre étant défini empiriquement). Ce
critère est illustré en figure 4.25.
Deux cas possibles se présentent : si le résultat d’un check-up t∗j (tCU ) est compris
dans l’intervalle de confiance du SOH estimé, ou non. Ceci est simplement déterminé
par la condition B : 1ICj (tCU )
(
t∗j (tCU )
)
.
4.5.1.1 Estimations confirmées
Si les estimations de SOH sont confirmées par un check-up (la condition B est sa-
tisfaite), les estimations faites sur les véhicules impactés par ce check-up VIm(CU ) sont
modifiées. L’information d’un check-up est utilisée pour réduire l’incertitude des ni-
veaux de confiances IC(tCU ) = [ICinf , ICmoy , ICsup] résultant des modèles d’estimation
EHL et EEL.
4. δij =
{
1, si i = j
0, sinon
.
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Figure 4.25 – Illustration de la sélection des véhicules impactés par un check-up ef-
fectué sur le véhicule VCU . Dans cet exemple seul le véhicule V1 est impacté par le
check-up, car ayant un historique de classification commune d’au moins 70 % avec
VCU , au contraire de V2.
Les estimations ICj(tCU ), faites sur un véhicule Vj ∈ VIm(CU ) impacté par le check-
up effectué à l’instant tCU , deviennent IC
j
corr(tCU ), suivant l’équation 4.18 :
IC
j
corr(tCU ) = IC
j(tCU ) + t
∗
j (tCU )−
ICCUsup + IC
CU
inf
2
+ [R,0,−R] ·
(
IC
j
sup − ICjinf
)
, (4.18)
avec R = 
ICCUsup−ICCUinf
, et  un paramètre définissant le taux de restriction de l’incertitude
de l’intervalle de confiance.
Une illustration de ce processus est présentée en figure 4.26 dans le cas où l’esti-
mation est vérifiée conforme.
4.5.1.2 Estimations non confirmées
Si la condition B n’est pas satisfaite, le check-up démontre les erreurs d’estimations
portées sur le véhicule VCU étudié. C’est à dire que les incertitudes des estimations de
SOH faites sur les batteries des véhicules VIm(CU ) ne peuvent être réduites car le niveau
de confiance du modèle est insuffisant.
Les estimations ICj(tCU ) faites sur un véhicule Vj ∈ VIm(CU ) en un instant tCU , sont
modifiées pour devenir ICjcorr(tCU ), d’après l’équation 4.19.
IC
j
corr(tCU ) = 1 +
 2 · t∗j (tCU )ICCUsup + ICCUinf − 1
 · ICj(tCU )ρ , (4.19)
avec un paramètre ρ permettant de déterminer le niveau de décalage de l’intervalle de
confiance, en fonction du check-up.
La figure 4.27 illustre l’utilisation de cette méthodologie.
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Figure 4.26 – Stratégie de mise à jour des estimations ICj(tCU ) faites sur le véhicule
Vj ∈ VImp(CU ), à partir du résultat d’un check-up t∗(tCU ) effectué sur le véhicule VCU -
Dans le cas d’un check-up confirmant les estimations
4.5.2 Stratégies d’optimisation
Rappelons que nous considérons ici un nombre maximal de check-ups CUmax dis-
ponibles sur l’ensemble de la période d’expérimentation. Ce critère est fixé par des
contraintes fixées par un gestionnaire d’une flotte, en fonction du budget et du temps
d’immobilisation de batterie accordés. Chacun de ces check-ups impacte les estima-
tions de SOH d’autres VE de la flotte Fl, selon les méthodes décrites en section 4.5.1.
L’objectif est à présent d’établir des stratégies permettant d’identifier les instants
optimaux pour procéder à un check-up, ainsi que les VE de la flotte sujets de ces check-
ups. Les différentes stratégies possibles se divisent donc en deux étapes :
– Choix de l’instant choisi pour procéder à un check-up
– Choix du véhicule dont la batterie est utilisée lors du check-up
Ces choix sont d’une importance primordiale dans l’impact de la réduction de l’er-
reur d’estimation EFl du SOH d’une flotte complète, cette erreur étant définie par
l’équation 4.14. Il apparait intuitivement que la décision de procéder à un check-up
sur un VE engendre des résultats différents sur l’erreur globale EFl selon les choix.
Nous présentons, dans les sections 4.5.2.1 et 4.5.2.2, différentes stratégies de décisions
possibles pour chacun des deux choix évoqués.
4.5.2.1 Choix de l’instant d’un check-up
Notons ici TCU = {tCU1 , ..., tCUmax} les instants correspondant aux check-ups, et S
la durée totale en semaines de l’expérimentation. Détaillons ici 6 stratégies possibles
pour le choix des instants TCU , les plus adaptés pour procéder aux CUmax check-ups.
Stratégie S1 = 1 : Ce choix correspond à une décision effectuée au début de l’expé-
rimentation par le choix aléatoire de CUmax instants parmi les instants possibles. Ce
procédé requiert donc la connaissance a-priori de la durée totale de l’expérimentation,
ce qui n’est pas le cas dans la majorité des applications considérées.
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Figure 4.27 – Stratégie de mise à jour des estimations ICj(tCU ) faites sur le véhicule
Vj ∈ VImp(CU ), à partir du résultat d’un check-up t∗(tCU ) effectué sur le véhicule VCU -
Dans le cas d’un check-up infirmant les estimations
Stratégie S1 = 2 : Nous supposons ici également la connaissance a-priori de la valeur
S . Le choix consiste à répartir par intervalles réguliers dans le temps l’ensemble des
check-ups disponibles. Ce procédé est illustré en figure 4.28.
1
Figure 4.28 – Illustration de la stratégie S1 = 2 pour le choix des instants de check-ups
Stratégie S1 = 3 : Sans la connaissance de la durée d’expérimentation S , nous pro-
cédons ici à un tirage aléatoire d’une valeur θ telle que 0 ≤ θ ≤ 1, à chaque nouvelle
semaine. Ceci permet d’appliquer le procédé du choix aléatoire de la stratégie S1 = 1
en l’absence de la valeur S .
Un check-up est donc effectué lors d’une semaine, si la condition 1[0,λS3](θ) est sa-
tisfaite, avec un paramètre λS3 à fixer, dépendant du nombre de check-ups disponibles.
Stratégie S1 = 4 : Cette stratégie se base sur les incertitudes d’estimations cumulées
par classe d’usage Ck. Lorsque la somme de celles-ci dépasse un seuil λS4, pour au
moins une classe, un check-up est nécessaire. Ce critère est explicité par l’équation
4.20.
TCU =
t ∣∣∣∣maxCk
∑
j∈Ck
(
IC
j
sup(t)− ICjinf (t)
) > λS4
 (4.20)
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Stratégie S1 = 5 : Avec cette stratégie, nous procédons à un check-up lorsqu’au moins
un VE de la flotte possède une incertitude d’estimation supérieure au seuil λS5. Ceci
revient à effectuer l’équation 4.21.
TCU =
t ∣∣∣∣maxj∈Fl (ICjsup(t)− ICjinf (t)) > λS5
 (4.21)
Stratégie S1 = 6 : Selon le même principe que la stratégie S1 = 4, nous calculons la
somme des incertitudes de tous les VE de la flotte. Lorsque cette valeur franchit un
seuil λS6 un check-up est effectué. L’équation 4.22 formalise ce principe.
TCU =
t ∣∣∣∣
|Fl|∑
j=1
(
IC
j
sup(t)− ICjinf (t)
)
> λS6
 (4.22)
4.5.2.2 Véhicule choisi pour un check-up
Considérant les instants TCU sélectionnés pour l’application d’un check-up, il reste
à choisir un VE, noté VCU pour chacun de ces instants. Pour ce faire il existe de nom-
breuses stratégies possibles. La batterie choisie à cet instant sera sujette à un check-
up. Nous énumérons ci-dessous quelques unes des stratégies permettant de définir
un choix de VE parmi la flotte étudiée. Pour développer ces stratégies, nous notons
tCU ∈ TCU l’instant lors duquel un VE doit être choisi pour effectuer un check-up.
Stratégie S2 = 1 : Cette stratégie consiste simplement à prendre un VE aléatoirement
parmi la flotte dans sa globalité, à l’instant tCU .
Stratégie S2 = 2 : À l’instant tCU , le choix du véhicule se porte sur le véhicule ayant
la plus grande incertitude (équation 4.23), au sein de la classe Cp proposant la plus
grande incertitude cumulée (équation 4.24).
VCU = argmax
VE∈Cp
|Cp |∑
j=1
(
IC
j
sup(tCU )− ICjinf (tCU )
)
, (4.23)
avec Clp = argmax
Cr∈C
|Cr |∑
j=1
(
IC
j
sup(tCU )− ICjinf (tCU )
)
(4.24)
Stratégie S2 = 3 : Cette stratégie correspond à un choix de véhicule parmi les VE de
la classe Cr issue de l’équation 4.24.
Stratégie S2 = 4 : Sélectionnant la classe Cr avec l’incertitude cumulée la plus impor-
tante, par l’équation 4.24, le véhicule choisi est celui impactant le plus grand nombre
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d’autres VE de la flotte (noté Imp(CU ), défini par la condition B en section 4.5.1). Ceci
est formalisé par l’équation 4.25.
VCU = argmax
VE∈Clr
|Imp(CU )| (4.25)
Stratégie S2 = 5 : Ce procédé sélectionne le véhicule étant associé à la plus grande
incertitude d’estimation parmi toute la flotte Fl (équation 4.26).
VCU = argmax
VE∈Fl
|Fl|∑
j=1
(
IC
j
sup(tCU )− ICjinf (tCU )
)
(4.26)
Stratégie S2 = 6 : Cette stratégie permet de choisir un VE au sein de la flotte entière,
tel qu’un plus grand nombre possible d’autres VE soient impactés par ce check-up
(équation 4.27).
VCU = argmax
VE∈Fl
|Imp(CU )| (4.27)
Stratégie S2 = 7 : Nous définissons cette stratégie comme sélectionnant, parmi la
flotte, le VE générant une modification de la plus grande incertitude cumulée des vé-
hicules impactés Imp(CU ) par ce check-up (équation 4.28).
VCU = argmax
VE∈Fl

|Imp(CU )|∑
j=1
(
IC
j
sup(tCU )− ICjinf (tCU )
) (4.28)
4.5.2.3 Combinaison des stratégies
Nous avons donc ici défini un grande nombre de stratégies possibles. La table 4.5
présente un résumé avec des notations simplifiées des propositions évoquées.
Toutes les associations de stratégies S1 et S2 sont compatibles les unes avec les
autres, même si certains choix semblent plus cohérents ensembles. Par exemple, la
stratégie S2 = 5 semble plus adaptée avec S1 = 5. Il est possible de générer 42 stratégies
globale S= (S1,S2) différentes, à partir de ces propositions.
Notons que les modifications survenant lors d’un check-up ne modifient aucune-
ment les méthodologies de classification des usages ou bien d’estimation du SOH en
temps réel. L’objectif de cette approche est d’identifier la stratégie optimale permet-
tant de réduire les erreurs d’estimation au maximum lors de l’étude d’une flotte de
VE. L’ensemble des stratégies décrites sont comparées par la suite.
4.5.3 Exemple d’application
Afin d’illustrer le fonctionnement et les performances obtenues par ce procédé de
prise en compte de check-ups, nous prenons de nouveau l’exemple d’une flotte de 10
VE présentée en section 4.2.2.2.
Il est en premier lieu nécessaire de définir les nombreux paramètres évoqués en sec-
tions 4.5.1 et 4.5.2, et intervenant dans l’application de cette méthodologie. Les choix
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Différentes stratégies
Instant VE
S1 Descriptif S2 Descriptif
1 Aléatoire 1 Aléatoire
2 Intervalle régulier 2
{
argmaxC(IC)
argmaxVE(IC)
3 Aléatoire continu 3
{
argmaxC(IC)
VE aléatoire
4
∑
C(IC) > λS4 4
{
argmaxC(IC)
argmaxVE(IC(Imp(CU )))
5 maxVE(IC) > λS5 5 argmaxVE(IC)
6
∑
VE(IC) > λS6 6 argmaxVE(VE(Imp(CU )))
7 argmaxVE(IC(Imp(CU )))
Table 4.5 – Synthèse des différentes stratégies proposées pour la gestion de répartition
des check-ups, avec des notations simplifiées
effectués dans cet exemple sont énumérés au sein des équations 4.29. Les paramètres
sont ici choisis empiriquement.
 = min
(∣∣∣ICCUsup − t∗j ∣∣∣, ∣∣∣t∗j − ICCUinf ∣∣∣)
ρ = 20
λS3 = min(0.8,CUmax/16)
λS4 = 6 ·CU−1max
λS5 = 14 ·CU−1max
λS6 = 6 ·CU−1max
(4.29)
L’application de la méthodologie globale de prise en compte de check-up effectués
selon des stratégies prédéterminées améliore les performances d’estimations du SOH
des batteries utilisées au sein de la flotte. La figure 4.29 présente l’évolution des erreurs
calculées selon l’équation 4.14, en fonction de la stratégie employée et du nombre de
check-ups considérés. Seules quelques stratégies sont ici illustrées, les autres ne pré-
sentant pas de résultats significativement différents de ceux-ci.
La figure 4.29 démontre la pertinence de la méthodologie développée à partir d’un
check-up. En effet, rares sont les stratégies ne permettant pas d’améliorer les estima-
tions en procédant à des check-ups, en particulier lorsque le nombre de check-ups
augmente.
La stratégie S= (2,5) fournit par exemple des erreurs similaires quelque soit le
nombre de check-ups effectués. Cette stratégie S= (2,5) consistant à une sélection de
l’instant d’un check-up avec un intervalle régulier dans le temps, et la sélection du
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Figure 4.29 – Évolution des erreurs d’estimations de SOH d’une flotte, en fonction du
nombre de check-ups et de la stratégie choisie
véhicule comme étant celui impactant la plus grande incertitude. Ces choix n’étant
pas optimaux, il n’apparait pas surprenant que les résultats obtenus par cette stratégie
S= (2,5) soient peu précise.
Certaines stratégies, telles que la stratégie S= (6,2), présentent des dynamiques
peu monotones et offrent des performances très sensibles au nombre de check-ups
considéré. Ce type de résultat est expliqué par la définition empirique des paramètres
intervenant dans la définition des stratégies, λS6 pour la stratégie S= (6,2). Il apparait
nécessaire d’étudier une définition plus précise de ces paramètres pour rendre plus
robustes de telles stratégies.
Les stratégies associées aux meilleurs résultats permettent de réduire l’erreur de
référence obtenue sans check-up de 1.61 % vers une erreur d’estimation < 0.4 % en
procédant à 10 check-ups. Notons que l’obtention d’une erreur d’estimation nulle sur
10 semaines nécessiterait l’application d’un check-up sur chacun des VE, à chaque
semaine, c’est à dire à 100 check-ups.
Cette figure 4.29 suggère la sélection des stratégies les plus stables pour garantir
une amélioration des résultats quelque soit le nombre de check-ups effectués. Ainsi,
les trois meilleures stratégies semblent être S= (3,1), S= (4,6) et S= (3,2). Notons que
ces stratégies ne sont pas basées sur la notion d’impact d’un check-up (S2 = 7) ou sur le
niveau de confiance à l’instant du check-up (S1 = 5), du fait du manque de robustesse
des paramètres λ choisis.
De tels résultats démontrent à la fois la performance de la stratégie d’adaptation
des estimations hors ligne et en ligne aux problématiques des flottes, mais également
la compatibilité de toutes les méthodologies développées.
Un exemple des effets des check-ups sur les estimations est détaillé dans la figure
4.30. Cet exemple est basé sur la répartition de 5 check-ups par le biais de la stratégie
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S= (4,6).
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Figure 4.30 – Exemple de l’évolution des estimations de SOH d’une flotte avec 5 check-
ups appliqués selon la stratégie S= (4,6)
Cette figure 4.30 illustre les effets correcteurs des check-ups sur le véhicule choisi,
mais également sur les autres véhicules de la flotte possédant une utilisation similaire.
Notons que cet exemple fournit une erreur globale d’estimation des SOH de 1.06 %.
4.5.4 Perspectives
Dans cette section 4.5 nous avons développé un procédé de prise en compte de
l’information obtenue par le biais de check-up. Ceux-ci permettent la fiabilisation des
estimations de SOH d’une partie de la flotte, et non seulement du véhicule ayant été
utilisé lors de ce check-up.
D’autre part, des stratégies de répartition de check-ups ont été détaillées. Le choix
et la définition de ces stratégies sont effectués au préalable. Les résultats obtenus par ce
procédé démontre ainsi la capacité de performance de l’algorithme global sans contrôle
lors de l’expérimentation. De plus, le taux d’erreur optimal atteint lors de l’étude d’une
flotte de 10 VE sur 10 semaines, pour 5 check-ups au maximum, est d’environ 1 %.
Un tel niveau de précision démontre la fiabilité de la méthodologie globale et permet
d’envisager des tests réels sur une longue période d’expérimentation.
Il est également important de noter que les stratégies de définition des check-ups
sont ici basées sur des réflexions pratiques. Or, il peut être envisagé de développer un
procédé d’optimisation proposant des erreurs d’estimations encore plus faibles. De la
même façon, les paramètres utilisés dans cette étude sont définis de manière arbitraire
par les équations 4.29. Il peut donc être possible de les rendre plus performants et
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par conséquent d’obtenir un meilleur niveau de précision, par une étude de sensibilité
plus approfondie sur leurs comportements.
4.6 Conclusion - Discussion
Dans ce chapitre 4 une approche des problématiques liées au contexte d’une flotte
de VE a été étudiée. Le suivi d’une flotte de VE requiert de nombreux développements
optimisant la gestion des plusieurs véhicules. Pour ce faire, différents outils complé-
mentaires ont été développés.
Une approche permettant de détecter les différents types d’Usage au sein d’une
flotte de VE, simplement fondée sur des variables simplement mesurables, a été ex-
plicitée (section 4.2). Les résultats de cette méthodologie démontrent la fiabilité des
interprétations générées.
L’extension de ce travail d’identification des utilisations des VE se prolonge par la
mise en place de préconisations d’Usage, adaptées aux comportements de chacun des
VE, réduisant les impacts du vieillissement des batteries (section 4.3).
Ces outils de suivi des Usages d’une flotte de VE permettent donc de mettre en
place une gestion optimale, ayant pour objectif de réduire les impacts des conditions
de vies des différentes batteries, afin d’optimiser leur durée de vie.
Les estimations de SOH des batteries évoquées dans les chapitres 2 et 3 sont ici
appliquées au cas d’une flotte de VE (section 4.4). Ces deux méthodes d’estimations
démontrent une parfaite complémentarité, réduisant les erreurs d’estimations en com-
binant ces deux types d’estimations (section 4.4.2.3). L’application d’une telle stratégie
d’estimation globale démontre la pertinence des deux modèles d’estimations et leur
complémentarité dans le cadre d’une amélioration des résultats.
Dans la section 4.5 une approche basée sur la possibilité de répartition de check-
ups est abordée. Cette méthodologie met en évidence l’importance dans le choix de
stratégie de préconisation de check-ups. L’influence de ceux-ci est exploité afin d’amé-
liorer les estimations de SOH faites sur les batteries des VE n’ayant pas été sujets à
ce check-up. Ce procédé utilise la classification des Usages des VE, ainsi que les deux
types d’estimations de SOH (EHL et EEL). Cette méthodologie globale, utilisant l’en-
semble des outils développées dans cette étude, engendre une réduction significative
des erreurs d’estimations (section 4.5.3).
Les approches proposées dans ce chapitre 4 mettent en avant la nécessité du déve-
loppement de solutions adaptées aux problématiques spécifiques des flottes de VE. En
effet, la prolongation des durées de vies des batteries et l’optimisation des usages des
VE sont à la base des coûts liés à la gestion d’une flotte.
Notons que les méthodologies explicitées sont toutes complémentaires et les ré-
sultats obtenus témoignent du bon niveau de confiance associé. Néanmoins, de nom-
breux paramètres et validations sont nécessaires dans la mise en place de ce procédé.
Les paramètres ayant été dans ce chapitre fixés de manière arbitraire, il est clairement
envisageable d’améliorer ces performances par le biais d’une étude plus approfondie
fournissant l’estimation des paramètres optimaux. Par exemple, la synthèse automa-
tique des variables importantes pour interpréter les usages peut être perfectionnée par
l’ajustement de règles de gestion.
Les stratégies de préconisations des check-ups disponibles évoquées démontrent
l’importance de cette approche. Cependant, les résultats de cette étude ne mettent pas
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en évidence une performance prédominante d’une unique stratégie (section 4.5.3). Ces
résultats impliquent la nécessité d’une approche d’optimisation globale permettant
d’identifier une stratégie optimale, associée dans tous les cas possibles, aux meilleures
estimations de SOH.
Les méthodes explicitées dans ce chapitre 4 offrent un outil de suivi et de main-
tenance des véhicules d’une flotte, par le biais d’une centralisation de leurs données.
Ce suivi de la maintenance et de l’état de santé des véhicules d’une flotte fournit une
notion de confiance aux utilisateurs importante pour réduire le range anxiety et les
interrogations liées aux indicateurs et aux informations qui leurs sont proposés. La
fiaiblisation des estimations permettant ainsi la diminution de leur anxiété vis-à-vis
des véhicules électriques.
Conclusion générale
Les ambitions actuelles de développement du marché des VE reposent en grande
partie sur les performances des batteries utilisées. Ces batteries constituent le centre
des attentes, et de nombreuses recherches tendent à les rendre plus performantes. La
situation idéale ambitionne de réduire les coûts de fabrication et d’augmenter les du-
rées de vie de ces batteries. De telles caractéristiques seraient en effet un atout majeur
pour l’acceptation des VE par le plus grand nombre.
Dans l’attente des améliorations technologiques des batteries employées par les VE,
il apparait primordial d’optimiser leur durée de vie. Une telle optimisation influence la
rentabilité d’un VE par rapport à son prix d’achat. De ce fait, les problématiques asso-
ciées aux phénomènes de vieillissement d’une batterie en usage sur un VE deviennent
des enjeux de première importance.
La compréhension des procédés de dégradations électrochimiques d’une batterie
constitue un élément important dans la mise en place des méthodologies dédiées, en
complément des approches physiques et électrochimiques. Ces méthodologies sont ici
entièrement basées sur l’étude des données mesurées et enregistrées lors de cyclage ou
de stockage de batteries embarquées sur des VE. L’apport de ce choix permet d’iden-
tifier des informations non obtenues par les diverses et communes techniques de mo-
délisation et d’estimation du vieillissement actuelles. En effet, les bases de données
importantes stockées contiennent des caractéristiques relatives aux vieillissement des
batteries. La problématique est donc d’établir les bonnes approches capables d’exploi-
ter ces données pour extraire des informations explicitant les facteurs de vieillisse-
ment.
A. Bilan des travaux
Identification des variables impactant le vieillissement
La complexité de l’identification des causes de phénomènes de vieillissement est
expliquée par la diversité des variables impliquées dans ces processus. Durant la vie
d’une batterie (cyclages ou stockages) des dégradations irréversibles sont provoquées
selon des proportions différentes.
Les travaux développés dans cette étude ont permis, par l’analyse approfondie des
données enregistrées, l’identification et la quantification de l’influence des variables
dans chacun des phénomènes globaux de vieillissement se produisant sur une batterie :
– La réduction irréversible de la capacité est liée aux conditions de stockage de la
batterie (SOC, température) ainsi qu’aux températures vécues lors des Usages.
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– L’augmentation de la résistance globale est associée à des variables issues des
conditions d’Usage de la batterie (distance, nombre de cycles, température am-
biante) ou bien du comportement du conducteur (PKE, profil de courant).
L’analyse de ces données collectées a mis en évidence les conditions d’Usage contrai-
gnantes : les températures extrêmes, les roulages agressifs... Ces résultats sont en ac-
cord avec les analyses issues de l’étude du fonctionnement électrochimique des batte-
ries, ce qui renforce la confiance obtenue par cette méthode.
Aide à l’interprétation des usages responsables du vieillissement
Les analyses produisant l’identification des principales variables responsables du
vieillissement des batteries sont également employées pour l’interprétation des modes
d’Utilisation des VE.
Une méthodologie de préconisation des Usages est développée sur la base de l’étude
des conditions de vie des batteries. La mise en évidence des conditions d’expérimenta-
tion contraignantes, et les préconisations engendrées, pour un VE fournissent un outil
de gestion et d’optimisation d’une batterie. Un utilisateur peut en effet exploiter les ré-
sultats de cette méthodologie pour restreindre les contraintes appliquées à la batterie
étudiée.
L’étude approfondie des historiques de données offre ici une interprétation des
causes de vieillissement d’une batterie en usage sur un VE et permet l’interprétation
a-posteriori des conditions de vie d’une batterie.
Estimation de l’état de santé d’une batterie
L’exploitation de ces historiques de données est également faite dans cette étude
dans le cadre d’une production d’estimation du niveau de performance d’une batte-
rie. Notons le besoin de constituer une base de données exhaustive comprenant un
maximum d’informations représentatives pour construire des modèles pertinents. Des
modèles linéaires sont construits pour l’estimation des deux principaux facteurs re-
présentatifs des performances d’une batterie, à savoir l’évolution de sa capacité et de
sa résistance.
Les valeurs représentatives, et mesurables sans procédé complexe, des conditions
d’Usage d’une batterie sont exploitées et offrent une estimation implémentable du ni-
veau de capacité et de résistance d’une batterie. Les résultats démontrent la précision
obtenue dans les estimations de capacité, à partir de quelques valeurs significatives
des conditions vécues par la batterie durant une période donnée.
La méthodologie d’estimation des performances d’une batterie démontre la possibi-
lité de parvenir à l’extraction d’informations relatives au vieillissement d’une batterie,
uniquement à partir de l’analyse de données stockées. L’approche proposée permet le
suivi régulier, hebdomadaire par exemple, des performances d’une batterie, pour un
faible coût d’obtention des variables d’Usage.
Ces estimations, faites hors ligne (EHL), ne proposent cependant pas de solution
au suivi fréquent et détaillé des performances d’une batterie lors de ces Usages. L’état
de santé d’une batterie étant primordial dans les utilisations quotidiennes d’un VE, il
devient nécessaire d’établir une méthodologie alternative fonctionnant en embarqué.
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Une approche d’extraction de motifs spécifiques en ligne est développée (EEL), ex-
ploitant les modifications de comportement d’une batterie détectables au sein des si-
gnaux mesurés. Ces signaux réels offrent une plus grande précision d’information par
rapport à des approches globales d’Utilisation. En effet, pour une même demande, les
signaux de courant et de tension présentent des comportements différents en fonction
de l’état de santé de la batterie. Le développement d’une telle méthodologie basée sur
ces motifs spécifiques d’une même sollicitation, par exemple une accélération de 10 à
60 km.h−1, propose une estimation de SOH lors de chacune de ces accélérations.
Les résultats de cet algorithme démontrent une erreur d’estimation très faible (<
0.5 %), permettant l’implémentation de cette approche dans un cadre embarqué. Les
avantages de cette approche résident en une utilisation possible en embarqué dans un
VE, une obtention des estimations sans nécessiter d’immobilisation du véhicule et le
faible besoin de mesures (courant, tension et potentiellement température et SOC).
Introduction d’un outil adapté au suivi des états de santé des batte-
ries d’une flotte
L’extension du marché des VE comprend notamment le développement de flottes
de véhicules entièrement composées de VE. Cette situation engendre la création de
nouvelles problématiques de gestion et d’optimisation de la durée de vie des batteries
utilisées, liées aux performances des batteries, et donc à leur vieillissement. Les ges-
tionnaires de flotte de véhicules font face à des questions de coût d’utilisation, ce qui
dans le cas des VE est directement lié au vieillissement des batteries.
La recherche de l’optimisation des coûts de fonctionnement d’une flotte est syno-
nyme de l’optimisation de la durée de vie des batteries employées. Cette durée de vie
étant directement une conséquence des Usages faits de chacune des batteries, la mé-
thodologie d’identification des conditions d’exploitations contraignantes est ici parti-
culièrement nécessaire. De plus, la production de préconisations d’Usages adaptés à
chacune des batteries permet une réduction des vieillissements engendrés et donc une
augmentation de leur durée de vie.
La comparaison des Usages de chacun des véhicules d’une flotte est effectuée pro-
posant de regrouper les véhicules par classes d’utilisation. Ce regroupement offrant
une aide à l’identification des comportements contraignants appliqués aux batteries.
De la même façon que pour les utilisations individuelles, une flotte de VE est
confrontée au besoin de connaissance à chaque instant des performances maximales
d’une batterie, notamment en terme d’autonomie. Les algorithmes d’estimation du
SOH sont ici adaptés au contexte d’une flotte de véhicules, proposant une approche
de combinaison des estimations obtenues hors ligne et en embarqué. Ce procédé ayant
pour objectif de rendre plus robustes les estimations de SOH.
D’autre part, l’utilisation de possibles caractérisations de batteries est étudiée, pro-
posant des stratégies optimisant leurs impacts sur les estimations faites sur l’ensemble
des VE. Cette approche introduit une réflexion sur la prise en compte de valeurs ré-
férences de SOH de batteries, sur l’ensemble des autres batteries composant la flotte
concernée.
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Applications possibles des outils développés
Ces travaux ont pour spécificité de produire des résultats basés sur l’exploitation
des données, capables d’être analysés par des experts des véhicules et des batteries
susceptibles de procéder aux interprétations.
L’ensemble des méthodologies évoquées dans ces travaux ayant été guidées par des
besoins issus de l’utilisateur ou du constructeur, il existe de nombreuses applications
possibles dans le cadre réel d’usage de VE. Ces outils fournissent des propositions de
solutions pour les utilisateurs particuliers de VE ou bien pour les gestionnaires de
flottes. Le fonctionnement des méthodologies développées est illustré en figure 31.
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Figure 31 – Ensemble des méthodologies développées dans ces travaux de recherche,
proposant l’estimation et la gestion de l’état de santé de batteries
Les applications proposées permettent la mise en place d’indicateurs obtenus en
traitement embarqué et affichés au sein d’un véhicule. De tels indicateurs pouvant
être une estimation du SOH de la batterie utilisée ou bien une préconisation d’Usage.
Une autre partie des travaux est applicable de manière débarquée au véhicule, pro-
posant un suivi d’une flotte de VE, et offrant une stratégie d’optimisation des carac-
térisations faites sur les batteries. Un gestionnaire de flotte peut, par l’application des
méthodologies développées dans cette étude, obtenir un tableau de bord affichant les
préconisations d’Usage de chaque véhicule, les préconisations éventuelles de caracté-
risation d’une batterie, l’estimation du SOH de chacune des batteries employées.
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B. Limites et perspectives
Limites des méthodologies évoquées
Les améliorations possibles des méthodologies explicitées dans cette étude ont bien
évidemment leurs limites. Les améliorations possibles évoquées ne peuvent en effet
résoudre l’ensemble des limitations identifiées.
La première limite provient de l’axe stratégique choisi par ces travaux. Une considé-
ration, rapidement faite par cette étude, porte sur l’importance primordiale du SOH
sur les performances d’une batterie pour un utilisateur. Cette remarque ayant pour
conséquence l’hypothèse d’une évolution de résistance peu impactante sur les perfor-
mances d’une batterie pour un conducteur. Ceci est justifié par les caractéristiques
techniques des batteries actuelles qui offrent des performances de puissance suffisante
pour qu’une augmentation de la résistance soit moins sensible pour un utilisateur
qu’une perte de capacité. Les technologies de batteries étant en constante évolution
il apparait nécessaire de proposer également une méthodologie d’estimation embar-
qué du niveau de résistance d’une batterie lors d’usages réels, uniquement à partir des
données mesurées sans conditions spécifiques.
Il est également important de noter l’important besoin en terme de diversité de
données de l’ensemble des outils développés lors de cette étude. Les principes des mé-
thodologies data-driven induisent en effet la dépendance directe entre l’exhaustivité
des données d’apprentissage et la précision des résultats obtenus. Le vieillissement
des batteries étant un processus relativement lent (∼ 10 ans), il apparait peu réaliste
d’obtenir des données réelles provenant de l’ensemble des conditions d’expérimenta-
tions possibles. Ceci forme l’argument principal des critiques de ce type d’approche et
des études portant sur des tests de vieillissement accéléré.
Considérant la même réflexion que celle menée sur les besoins de données exhaus-
tives, il est nécessaire de procéder à des expérimentations de ces méthodologies sur
d’autres chimies de batteries afin de vérifier, ou non, leur adéquation et leur robus-
tesse.
Une autre limite non abordée par ces travaux consiste à mettre à jour les modèles
proposés d’estimation de SOH. Dans le cadre d’un usage individuel d’un VE, il n’a pas
été envisagé de procéder à l’amélioration des modèles. En imaginant une manipulation
rapide, pouvant être faite lors d’une immobilisation prévue d’un véhicule dans un
garage, une valeur référence de SOH pourrait être obtenue. La prise en compte de cette
information pour l’amélioration des modèles doit donc être considérée par la suite.
Améliorations des méthodologies
De nombreuses pistes d’amélioration directe des outils détaillés sont possibles,
pouvant ainsi offrir de meilleurs résultats simplement à partir des données mesurées
sur la batterie et sur les conditions extérieures.
La piste la plus directe pour l’amélioration consiste en l’augmentation de la diver-
sité des données utilisées dans cette étude. En effet, les modèles reposant entièrement
sur les dynamiques présentes dans les données d’apprentissage, il est très difficile pour
ces algorithmes d’être fiables dans des conditions non observées dans l’ensemble d’ap-
prentissage.
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Une autre amélioration possible repose sur l’investigation d’autres métriques que
la DTW ou le GA, et d’autres noyaux basés ou non sur ces métriques, pour la comparai-
son des motifs extraits lors de l’estimation en ligne du SOH. De nombreuses méthodes
étant basées sur ces procédés, telles que les algorithmes de classification ou l’estima-
tion en ligne du SOH (EEL), il semble possible d’améliorer la précision obtenue dans
cette étude par la modification de certaines étapes de la méthodologie globale.
L’outil de suivi de flotte, et d’optimisation des Usages et des mises en places de
caractérisations, offre une introduction et un aperçu des résultats possibles par ce type
d’approche. Les résultats démontrent en effet l’amélioration des estimations de SOH
grâce à la méthodologie développée. Ce travail préliminaire nécessite également de
plus amples investigations, pour la définition des paramètres et des stratégies choisies,
pour l’obtention d’une optimisation plus performante et d’une stratégie optimale dans
la préconisation de caractérisations.
Perspectives globales de l’approche proposée
Les résultats obtenus de compréhension, l’estimation et la gestion des phénomènes
de vieillissement d’une batterie en usage sur un VE, uniquement à partir des données
mesurées, présentent de nombreuses perspectives. Cette approche étant peu utilisée
dans ce domaine d’application, ces perspectives portent sur la résolution des limites
évoquées de ces travaux mais également sur l’exploitation d’autres informations conte-
nues dans ces signaux mesurés.
Concernant les limites de cette étude, nous pouvons imaginer diverses propositions
de solutions. L’important besoin d’expérimentations, et donc de données, peut être pal-
lié par une définition préalable des conditions d’expérimentations réelles nécessaires à
la construction d’une base de données exhaustive. Cette problématique définie le cadre
d’application des plans d’expériences, qui peut permettre une importante réduction
des coûts et de la durée d’obtention des données voulues. Ce type de procédé est en
effet commun dans les domaines où les expérimentations sont longues et coûteuses,
par exemple pour les applications médicales.
L’outil de suivi de flotte évoqué dans ces travaux requiert une étude dédiée permet-
tant la mise en place de méthodologies plus fines, proposant l’obtention de meilleurs
résultats et par conséquent une optimisation des durées de vies de batteries d’une flotte
de VE.
Les limites détaillées des méthodologies choisies illustrent également le besoin de
nouveaux développements pour la mise à jour des algorithmes d’estimation du SOH.
Cet axe associé aux contraintes du calcul en embarqué propose une problématique
complexe qui nécessite d’être approfondie par la suite.
Comme évoqué précédemment, il est important de parvenir à une estimation fiable
du niveau de résistance d’une batterie lors des usages réels, sans prise en compte de
modèles externes. Une investigation approfondie des signaux mesurés et du compor-
tement de la batterie doit être mise en place pour cela. Cette étude pouvant également
mettre en évidence des particularités de comportements non identifiées par les autres
types d’approches couramment déployées.
La connaissance précise des durées de vie des batteries est également un atout dans
la création de modèles économiques viables. Ainsi, dans le cadre d’une utilisation bi-
directionnelle des batteries, une estimation fiable du SOH permet d’optimiser son uti-
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lisation sur le réseau global.
L’investigation des signaux offrent de nombreuses opportunités sur l’identification
du niveau de performance d’une batterie. Ainsi, il ne fait aucun doute que l’approche
proposée, basée sur la sélection des accélérations spécifiques, n’est qu’une part des
modifications de comportement détectables par l’étude des signaux.
La prise en compte des erreurs de mesures dans les approches développées n’a pas
été abordée. Or, dans un contexte de déploiement aux véhicules privés des méthodo-
logies issues de ces travaux, il est important de considérer les diverses problématiques
de mesures inhérentes aux applications réelles. La vérification de la qualité et de la
fiabilité des mesures utilisées se doit d’être solutionnée pour garantir la robustesse des
méthodologies basées sur les données.
Enfin, des problématiques liées aux phénomènes de vieillissement n’ont pas été
évoqués. Ceux-ci sont de moins grande importance pour le développement du marché
des VE, mais constituent les problématiques futures des études de vieillissement des
batteries en usage sur des VE. Ces problématiques consistent en différents points :
– La détection spécifique de dysfonctionnement de la batterie à partir des signaux
mesurés
– La mise en place d’un avertisseur fiable et quantifié, en embarqué, sur le com-
portement d’un utilisateur pour le vieillissement de la batterie
– La fiabilisation des garanties proposées, en fonction des usages effectués
– Le suivi de la sécurité des batteries par rapport aux phénomènes de vieillisse-
ment
– La prise en compte des applications bidirectionnelles des batteries
De ce fait, de nombreuses opportunités de recherches se présentent devant les tra-
vaux concernant le vieillissement des batteries en usages sur des VE.
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Cellules A123 Systems
Les cellules A123 Systems (figure A.1) sont connues comme étant des cellules high
power, et proclamée par le constructeur comme proposant une des meilleures durée de
vie.
Figure A.1 – Exemple de cellule A123 Systems
La fiche technique des cellules A123 Systems est décrite dans la table A.1.
Tension nominale 3.3 V
Capacité nominale 4.5 Ah
Capacité minimale 4.3 Ah
Densité énergétique 71 Wh.kg−1
Puissance déchargée 550 Wh
Poids 0.205 kg
Température en fonctionnement -30 à 55◦C
Température en stockage -45 à 60◦C
Table A.1 – Spécifications des cellules A123 Systems
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BChapitre
Cellules LiFeBatt
Les cellules LiFeBatt (figure B.1) fournissent des caractéristiques bâties pour les
usages en VE. Ces cellules Li-ion sont utilisées par de nombreux organismes, par
exemple l’U. S. Department of Energy.
Figure B.1 – Exemple de cellule LiFeBatt
La table B.1 détaille l’ensemble des spécifications fournie par le constructeur pour
ce type de cellules.
Fenêtre de tension 2 .10 - 3.65 V
Tension maximale 3.65 V
Courant de charge maximal 30 A
Pulse de courant maximal 140 A
Résistance ohmique interne <6 mΩ
Capacité (1C) 9 Ah
Densité énergétique 80 Wh.kg−1
Poids 0.360 kg
Températures en fonctionnement 0 à 45◦C
Températures en stockage -10 à 45◦C
Durée de vie 1 500 cycles
Table B.1 – Spécifications des cellules LifeBatt
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CChapitre
Relevance Vector Machines
L’approche Relevance Vector Machines (RVM), initialement introduit par [93], est
basé sur une formulation Bayésienne d’un modèle linéaire avec un prior adapté pro-
posant des résultats dans une représentation parcimonieuse. Considérons l’ensemble
d’apprentissage Btrain = {(x1, t1), ..., (xN , tN )} constitué des motifs xi et de leur valeur
cible associée ti , et considérons que ti = f (xi) + i , où les bruits i sont supposés être
indépendants et de distribution Gaussienne avec une moyenne nulle et une variance
σ2, i.e. i ∼N (0,σ2), ∀i ∈ {1, ...,N }.
Le but est ici d’apprendre un modèle de dépendance entre les valeurs cibles ti et
les entrées xi . Ce qui permettrait pour des nouveaux motifs non observés x d’obtenir
des prédictions précises t. Typiquement, les prédictions sont basées sur une fonction
f (x) définie sur l’espace des observations, et l’apprentissage peut se définir comme un
processus de déduction de ces paramètres. Cette fonction prend la forme :
f (x) =
N∑
i=1
wiK(x,xi) +w0 (C.1)
où K(x,xi) est une fonction noyau et w = [w1, ...,wN ]T sont les poids et w0 le biais.
Par conséquent, la probabilité d’un ensemble de données peut être écrite comme :
p(t|w,σ2) = (2piσ2)−N2 exp
{
− 1
2σ2
||t −φw||2
}
(C.2)
où φ = [φ(x1), ...,φ(xN )]T est appelée la matrice de design, avec :
φ(xi) = [1,K(xi ,x1),K(xi ,x2), ...,K(xi ,xN )]
T (C.3)
Dans le but d’apprendre la relation entre x et t, nous souhaitons contraindre la com-
plexité et par conséquent la croissance des poids w en définissant une distribution de
probabilité préalable des w. La préférence, pour les fonctions régulières et donc moins
complexes, est codée en utilisant une distribution des w comme étant une Gaussienne
de moyenne nulle. Cela donne alors :
p(w|α) =
N∑
i=1
N (0,α−1i ) (C.4)
où αi est utilisé pour décrire l’inverse de la variance pour chaque wi . Cela revient alors
à introduire un hyperparamètre αi associé à chaque poids, modifiant la pertinence
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du prior. Pour compléter la spécification de ce prior hiérarchique, nous définissons les
hyperpriors en fonction de α ; ainsi que la variance du bruit σ2.
Ayant défini le prior, l’inférence Bayésienne procède en calculant le posterior pour
chaque inconnue compte tenu des données, à partir de la règle de Bayes :
p(w,α,σ2|t) = p(t|w,α,σ
2)p(w,α,σ2)
p(t)
(C.5)
Assumant que l’objectif t∗ d’un nouvel individu x∗ soit utilisé pour faire une prédiction,
on a :
p(t∗|t) =
∫
p(t∗|w,α,σ2)p(w,α,σ2|t)dwdαdσ2 (C.6)
On peut décomposer le posterior p(w,α,σ2|t) tel que :
p(w,α,σ2|t) = p(w|t,α,σ2)p(α,σ2|t) (C.7)
Et donc, la distribution a posteriori sur les poids est la suivante :
p(w|t,α,σ2) = p(t|w,α,σ
2)p(w|α)
p(t|α,σ2) ∼N (w|µ,Σ) (C.8)
où la covariance a posteriori et la moyenne s’écrivent :
Σ = (σ−2φTφ+A)−1 (C.9)
µ = σ−2ΣφT t (C.10)
avec A = diag(α0, ...,αN ). Notons que σ2 est également traité comme un hyperpara-
mètre, qui peut être estimé à partir des données.
Ainsi, l’apprentissage statistique consiste à rechercher les plus probables hyperpa-
ramètres posteriors αMP et σ2MP .
Pour un nouvel objet b∗, la prédiction est faite selon l’intégration des poids pour
obtenir la vraisemblance maximale des hyperparamètres :
p(t|αMP ,σ2MP ) =
∫
p(t∗|w,σ2MP )p(w|αMP ,σ2MP )dwp(t|αMP ,σ2MP ) (C.11)
=N (t∗|x∗,σ2∗ ) (C.12)
avec :
h∗ = µTφ(b∗) (C.13)
σ2∗ = σ2MP +φ(x∗)
TΣφ(x∗) (C.14)
DChapitre
Filtered Shape Averaging
D.1 Introduction
L’augmentation des séries temporelles, et leurs investigations, ont conduit de nom-
breuses études à développer des mesures de similarités afin de comparer ces signaux.
Cet intérêt intervient dans diverses domaines d’application tels que le biomédical,
l’imagerie, la géoscience, la finance... Avec le développement des bases de données,
résumer des séries temporelles est devenu une issue majeure [159]. Les principales ap-
plications des moyennes de séries temporelles sont les méthodes de classification et
de clustering [160, 161, 162]. Les moyennes de séquences sont particulièrement im-
portant, étant inclus dans de nombreux algorithmes. Basé sur le clustering, l’analyse
de groupes d’individus, et leur interprétation, amène au développement de méthodes
capables de résumé l’information d’un groupe en un unique signal.
Ces algorithmes requierent l’utilisation d’une métrique de similarité pour com-
parer les signaux. L’actuelle mesure référence dans ce domaine est la Dynamic Time
Warping (DTW). La DTW a été introduite dans les années 1970 pour la reconnais-
sance vocale et demeure la référence des mesures de similarité entre séquences [163,
164, 165, 166]. Ainsi, les plus récentes études portant sur la moyenne de signaux sont
basées sur la DTW [167].
Dans ce travail, nous proposons une nouvelle méthodologie pour l’obtention d’une
moyenne de séquences à partir de la DTW. Le principal objectif de cette approche
est de parvenir à construire un prototype moyen représentatif des dynamiques des
signaux initiaux. Ce prototype est généré artificiellement, un des signaux initiaux ne
pouvant représenter l’ensemble de son groupe. Cette méthode est construite pour fonc-
tionner avec des signaux réels, de diverses longueurs. L’objectif est d’obtenir un proto-
type moyen facilitant l’interprétation du comportement des signaux initiaux.
D.2 Contexte
Dans cette section nous fournissons les définitions de la distance euclidienne et de
la DTW. Certaines méthodes proposant la moyenne de signaux sont également présen-
tées.
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D.2.1 Distance euclidienne
La distance euclidienne est la manière la plus simple de comparer la similarité entre
des signaux. Pour deux signaux S1 et S2, tous les deux de longueur n, cette métrique
est définie par :
dED(S1,S2) =
√
n∑
i=1
|S1(i)− S2(i)|2 (D.1)
La distance dED présente des inconvénients, elle ne fonctionne par exemple pas
pour des signaux de longueurs différentes. De plus, cette métrique ne quantifie pas la
similarité entre des signaux, mais effectue une distance point à point. Cette propriété
implique une distance ne considérant pas les dynamiques des signaux. Par exemple,
la distance euclidienne entre deux séries temporelles identiques, seulement différen-
ciées par une légère translation temporelle, produit une distance élevée, ce qui est en
contradiction avec la nature similaire des deux dynamiques observées.
D.2.2 Dynamic Time Warping
Le concept de la DTW a initialement été créé pour obtenir une fonction d’aligne-
ment, associée à un coût [144].
L’objectif premier de la DTW est de trouver l’alignement optimal entre des sé-
quences, par distorsion temporelle non linéaire. Depuis son apparition, la DTW est
largement employée dans les problématiques de similarité de signaux, pour diverses
applications : reconnaissance vocale, analyse de données, imagerie ... [168, 169].
La méthode est basée sur la distance de Levenshtein [170]. L’alignement optimal
entre deux signaux détecté par la DTW produit une fonction d’alignement, associée à
un coût de transformation. Formellement, pour deux séquences S1 et S2 de longueurs
respectives n1 et n2, leur distance est calculée suivant l’équation D.2.
D(S1,S2) = d(S1(n1),S2(n2)) + min

D(S1(1...n1 − 1),S2(1...n2 − 1))
D(S1(1...n1),S2(1...n2 − 1))
D(S1(1...n1 − 1),S2(1...n2))
(D.2)
avec D(∅,∅) = 0, D(Si...n1 ,∅) = D(∅,Rj...n2) = ∞. Notons que toutes les métriques
peuvent être employées pour définir d(si , ri), y compris la norme L1 : d(si , ri) = |si − ri |,
et la norme L2 : d(S1(i),S2(i)) =
√
(S1(i)− S2(i))2. La distance d(S1(i),S2(i)) est ici consi-
dérée comme étant la norme L2.
Cet algorithme récursif génère une complexité importante, ainsi qu’un grand be-
soin en espace de mémoire. Ce temps de calcul élevé est une limitation majeure de
la DTW. Partant de cette remarque, des études ont essayé de réduire cette complexité
initialement de O(|S1|.|S2|) =O(n1.n2) [171, 172, 173].
Un exemple de la procédure d’alignement par DTW est donné en figure D.1a. Le
résultat numérique de la distance associée à la DTW est le poids cumulé associé au
chemin optimal. La définition de chacun des poids est basée sur la distance entre deux
coordonnées, généralement définie comme la distance euclidienne entre deux points
[174]. Le chemin optimal illustre les avantages de la DTW pour la comparaison de
dynamiques (figure D.1b).
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Figure D.1 – Définition de la Dynamic Time Warping
D.2.3 Méthodes de moyenne
Le but des méthodes de moyenne de séquences est de produire un nouveau proto-
type supposé être représentatif du comportement des signaux étudiés. Cependant, le
concept de moyenne représentative est sujette à discussion car il existe de nombreux
critères de comparaison selon l’objectif désiré. Il est néanmoins intéressant d’observer
le fait que la majorité des méthodes utilisent la mesure de similarité DTW.
Les études actuelles se focalisent sur la création d’une moyenne de séquences, sui-
vant un critère de minimisation de la variance des distances DTW entre le prototype
moyen et les signaux initiaux [167, 175, 176]. Le réduction de ce critère est guidé par
les objectifs de performances de classification. Les principales méthodes fournissant
une moyenne de séquences sont présentées ici.
Gupta et al. [176] propose une méthode nommée Nonlinear Alignment and Ave-
raging Filters (NLAAF), considérant un schéma heuristique basé sur les dynamiques
moyennes [177]. Cet algorithme forme un signal moyen à partir des coordonnées des
associations de deux signaux par DTW. Deux versions de cette méthode existes NLAAF1
et NLAAF2, suivant différents schémas d’itérations, permettant d’éluder la nécessité
de prise en compte d’un nombre de signaux étant d’une puissance de deux. Cette ap-
proche est largement critiquée car elle génère un prototype moyen de longueur plus
grande que les signaux originels, impliquant une haute complexité. De plus, il s’agit
d’une méthode non déterministe [167].
Une autre méthode, appelée Prioritized Shape Averaging (PSA), a été introduit afin
de solutionner les désavantages évoqués de l’algorithme NLAAF [178, 179]. La mé-
thode PSA utilise un schéma ascendant hiérarchique, combiné avec un procédé de
moyenne effectué par sélection d’un élément par composante connectée. Même si cette
méthode réduit la propagation d’erreurs grâce à son approche hiérarchique, elle ne so-
lutionne pas l’augmentation de la longueur du prototype moyen. La PSA connait donc
également une augmentation importante de sa complexité au fil des itérations néces-
saires.
Des études plus récentes de Petitjean et al. [167] ont développé l’algorithme DTW
Barycenter Averageing (DBA). Cet algorithme considère une stratégie heuristique con-
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struite comme une méthode de moyenne globale. Ainsi, la DBA ne nécessite pas d’or-
donnancement des signaux et préserve une propriété déterministe. Les autres avan-
tages de la DBA sont sa conservation d’une longueur stable du prototype moyen, sa
faible complexité et sa capacité à traiter des signaux de longueurs différentes.
D.2.4 Motivation
Les méthodes de moyenne basée sur la moyenne de couple de signaux sont sensibles
à l’ordre initial des signaux, car la DTW n’est pas associative. La NLAAF et la PSA ne
garantissent donc pas la génération de résultats identiques en fonction de l’ordre initial
des signaux. Ce point établit l’avantage principal de la DBA, basée sur une approche
globale de moyenne. Il faut noter que toutes ces méthodes ne sont que rarement testées
sur des données réelles, même si cela est considéré comme techniquement possible
avec la DBA [180].
Le désavantage des méthodes existantes réside dans leur mode de construction.
Leur structure est guidée par le critère de minimisation de la distance DTW intra-
group [175]. Avec ce critère, les méthodes actuelles ne considèrent pas les dynamiques
réelles des signaux initiaux mais tentent d’obtenir les meilleurs résultats possibles sur
les problèmes de classification. Ces méthodes sont donc sujettes au surapprentissage
car elles ne considèrent pas de terme de pénalisation. Cette inconvénient est impor-
tant pour diverses applications qui requièrent une interprétation du prototype moyen
afin d’analyser le comportement de signaux, telles que les approches de diagnostic ou
de maintenance. Ce travail cherche à répondre à ce besoin par la méthode Filtered
Shape Averaging (FSA), ayant pour objectif de proposer un prototype moyen offrant
des dynamiques similaires aux signaux initiaux et donc permettant son interprétation.
D.3 Méthode proposée
Cette section détaille la méthodologie du Filtered Shape Averaging (FSA). La mé-
thode est divisible en deux parties distinctes : une moyenne faite à partir de la DTW,
puis l’application d’une fonction de lissage Gaussien.
D.3.1 Moyenne basée sur la Dynamic Time Warping
Cette méthode permet de moyenner deux signaux, basée sur la DTW, suivant l’idée
d’utiliser le chemin optimal entre ces deux signaux. Intuitivement, l’alignement opti-
mal de la DTW propose une dynamique moyenne, construite à partir des deux sé-
quences. Ce signal moyen est composé d’un ensemble de coordonnées issus de chaque
association du chemin optimal (figure D.2). Cette approche propose un bon compromis
car elle respecte les dynamiques initiales des signaux et car elle minimise la distance
moyenne entre le prototype et les signaux considérés.
Une telle stratégie ne peut cependant fonctionner que pour deux séquences. L’ex-
tension naturelle pour un large nombre de signaux poursuit cette construction avec
un processus itératif. À chaque itération, l’idée est de diviser le nombre de séquences
traitées par deux, jusqu’à obtenir un unique prototype moyen. Pour L signaux, cet al-
gorithme consiste à faire L moyennes successivement. Ce procédé itératif correspond
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Figure D.2 – Moyenne de deux séquences, un coordonnée pour chaque association
au NLAAF1 [176] et fonctionne idéalement avec un nombre de séquences étant une
puissance de deux.
Le but est alors d’adapter cette stratégie pour le cas général. Un algorithme séquen-
tiel consiste à traiter uniquement un nombre pair de signaux à chaque étape, ajoutant
un poids à chaque signal moyen. Ces poids étant définis comme le nombre de signaux
résumés dans ce prototype moyen (figure D.3).
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Figure D.3 – Schéma d’un processus itératif de moyenne - Le poids associé à chaque
signal est défini sur chaque branche
Le prototype moyen entre deux séquences est composé un ensemble de coordon-
nées pour chaque association du chemin optimal. Les coordonnées ne sont pas situés
au milieu de chaque association mais correspondent au barycentre de ces associations,
considérant les poids respectifs des signaux moyennés. Cette approche réduit la dé-
pendance vis à vis de l’ordre initial des signaux, ce qui évite des propagations d’erreurs
possiblement induits par de signaux atypiques.
La longueur du prototype moyen Savg de deux séries temporeles S1 et S2, de lon-
gueurs respectives n1 et n2, est minorée par min(n1,n2) et majorée par n1 +n2 − 2 :
min(n1,n2) ≤ |Savg | ≤ n1 +n2 − 2 (D.3)
Dans le processus complet, la propriété D.3 implique une augmentation de la com-
plexité, car la longueur du signal moyen augmente considérablement au fil des itéra-
tions. Ainsi, pour permettre l’usage de la méthode développée dans un contexte de
données réelles, nous proposons une méthode d’échantillonnage. Cette étape permet
à la FSA de considérer des signaux synchrones ou asynchrones.
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D.3.2 Fonction de lissage par noyau Gaussien
Pour réduire la complexité de l’algorithme proposé, nous introduisons l’idée d’ap-
pliquer un lissage par noyau Gaussien à chaque prototype moyen. Cela réduit égale-
ment la présence du bruit dans ces prototypes. Pour éviter l’augmentation de la lon-
gueur des prototypes moyens, la longueurs du signal moyen lissé est égale au maxi-
mum des longueurs des deux signaux traités. Ce choix arbitraire permet de majorer
la longueur du prototype final par la longueur maximale des signaux initiaux. Ainsi,
pour deux signaux S1 et S2 de longueurs n1 et n2, la FSA produit un prototype moyen
Savg de longueur navg égale à max(n1,n2) :
navg = |Savg | =max(n1,n2) (D.4)
Le point critique est alors de définir les navg abscisses des coordonnées Xavg du si-
gnal moyen lissé. Pour respecter les dynamiques des signaux initiaux et pour conserver
leurs propriétés, la méthodologie consiste en une sélection au sein de la combinaison
des coordonnées {X1,X2} des deux signaux initiaux S1 et S2. Cette sélection s’effectue
par un processus basé sur les percentiles. Ainsi, navg valeurs sont sélectionnées parmi
{X1,X2}, afin de générer les coordonnées des abscisses du prototype moyen.
Formellement, pour un signal S = {(x1, y1), ...(xn, yn)}, résultant d’une moyenne ba-
sée sur la DTW explicitée en section D.3.1, son signal régularisé est défini par la fonc-
tion fˆ présentée en équation D.5 :
fˆ (xo) =
∑n
i=1Kλ(x0,xi)yi∑n
i=1Kλ(x0,xi)
(D.5)
où Kλ est la noyau Gaussien :
Kλ(x0,x) =
1
λ
exp
(
−||x − x0||
2
2λ
)
(D.6)
Le paramètre λ contrôle la largeur du voisinage, il est donc primordial de le définir
pour obtenir une bonne régularisation. Dans ce travail nous utilisons le paramètre
λSROT (Silverman’s rule of thumb), décrit par l’équation D.7 [157, 158], avec IQR l’es-
pace interquartile et n la longueur du signal S. Le noyau Gaussien est choisi ici pour sa
capacité à produire une régularisation performante avec un paramètre déterministe. Il
peut être envisagé de considérer d’autres noyaux en fonction de l’application visée.
λSROT =
(4
3
)1/5
min
(√
σ,
IQR(S)
1.349
)
·n−1/5 (D.7)
La figure D.4 illustre la réduction de la longueur par FSA, ainsi que son procédé de
lissage permettant de réduire la propagation des erreurs.
D.3.3 Complexité
L’étude de la complexité est important car les méthodes actuelles permettant la
moyenne de signaux possèdent des temps de calcul élevés. La complexité de la DTW,
pour deux signaux S1 et S2, respectivement de longueur n1 et n2, est en O(n1 · n2).
Pour détailler la complexité de la méthodologie présentée ici, nous considérons L séries
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Figure D.4 – Moyenne de deux signaux, avec lissage Gaussien
temporelles de longueur inférieures ou égales à n, chaque itération est divisée en deux
partie jusqu’à ce que L = 1 :
1. Remplacer les L séquences par leurs L/2 moyennes.
2. Utiliser une fonction Gaussienne pour lisser les signaux moyens et réduire leurs
longueurs.
De ce fait, la complexité algorithmique est séparée en deux parties distinctes :
– Le calcul de la moyenne de deux séquences utilise uniquement l’algorithme DTW.
Chaque moyenne de deux séquence nécessite au plus O(n2).
– Le lissage par noyau Gaussien d’un signal requiert la sélection de n coordonnées
d’abscisses suivant un processus basé sur les percentiles, et le calcul du para-
mètre λSROT . Ces deux calculs nécessitent au plusO(n log n) opérations. Ensuite,
l’équation D.5 est appliquée pour obtenir un signal moyen lissé. Cette étape a une
complexité de O(n2). L’étape de lissage Gaussien a donc une complexité globale
de O(n2).
Comme nous l’avons détaille, l’algorithme global effectue environ Lmoyennes pour
résumer L signaux. La complexité totale de l’algorithme FSA est alors deO(L.(n2+n2)) =
O(L.n2).
La table D.1 affiche un comparatif des complexités des principales méthodes de
moyenne de signaux. Notons I le nombre d’itérations de l’algorithme DBA. Ce résultat
illustre l’avantage en terme de temps de calcul de la méthodologie proposée.
NLAAF PSA DBA FSA
Complexité O(L.n3) O(L2.n2 +L.n3) O(I.L.n2) O(L.n2)
Table D.1 – Comparatif de la complexité des principaux algorithmes fournissant une
moyenne de signaux
D.4 Expérimentations sur la base de données UCR
Cette section présente les résultats obtenus avec la méthode FSA sur la base de
données UCR classification/clustering [181]. Ces données sont fréquemment utilisées
pour comparer les performances des méthodes, spécialement dans les problématiques
de moyenne de signaux.
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La figure D.5 et la figure D.6 proposent un comparatif des prototypes moyens d’un
ensemble de signaux, obtenus par moyenne euclidienne, par DBA et par FSA. Les ré-
sultats obtenus démontrent la bonne représentation visuelle du prototype construit
par FSA, par rapport aux signaux initiaux. Ceci n’est pas forcément le cas des autres
méthodes, car établies pour des problématiques de classification. L’interprétation du
prototype moyen est un point crucial pour la précision de possibles applications (phy-
sique, chimique, santé...).
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Figure D.5 – Exemple de résultat de la méthode FSA sur une classe des données
50words, comparativement à la moyenne euclidienne et au prototype moyen obtenu
par DBA
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Figure D.6 – Exemple de résultat de la méthode FSA sur une classe des données OSU-
Leaf, comparativement à la moyenne euclidienne et au prototype moyen obtenu par
DBA
