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1第1章
序論
1.1 研究の背景
2000年以降，一般家庭におけるインターネットを含めたネットワーク利用の普及
により，情報化社会の発展は著しく加速し，World Wide Webを始めとして個人に
よる情報発信が可能な社会を迎えた．また，近年では家庭用ゲーム機や一部の家電
製品においてもネットワーク機能が搭載され，ネットワーク接続を前提としたソフ
トウェアや機能が提供されている．1990年代終盤から始まった携帯電話の普及に加
え，スマートフォンやタブレット端末をはじめとしたポータブルデバイスの急速な
普及も進み，日常生活におけるネットワークの利用頻度は増加の一途を辿っている．
ネットワーク利用が進むとともに，通信そのものを支えるインフラの整備も行わ
れてきた．1990年代には電話回線によるアナログ通信であったものが，2000年以降
はADSLや光ケーブル通信を利用したデジタル方式のブロードバンド通信が当然の
ように使用される時代となっている．また，ネットワーク回線の大容量化が進むに
つれて，個人による情報発信量も増加し続けている．2012年時点では世界中の通信
総量はおよそ 77EB/月 (EB：エクサバイト，1EB＝約 10億ギガバイト)となってお
り，2016年にはおよそ 110EB/月となることが予測されている．今後も急速に通信
量が増え，利用者数・利用端末数が増加することから，大規模通信に対応可能な通
信基盤の整備が望まれている．
通信をささえる各種ネットワーク機器についても，様々なベンダから製品がリリー
スされ，ネットワークの制御に利用されている．しかし，ネットワークを利用する
通信機器の増加により，ネットワークそのものも大規模化・複雑化が進み，管理およ
び運用において，コストが増加するという側面も抱えている．ネットワークの複雑
化に対する解決策の一つとしては，SDN(Software Dened Networking)[1]と呼ばれ
る概念が存在する．これは，ネットワークの構成，機能，性能などをソフトウェア
によって動的に設定・変更し，制御する技術である．SDNの特徴の一つとして，プ
ログラマブルであることを前提とした多数のネットワーク機器の集中管理や自動化
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が挙げられ，ネットワークの複雑化により増大する管理コストや管理者への負担を
軽減できると考えられている．現在では SDNに関する研究・開発が行われており，
データセンタなどでは SDNに基づいた実装を行った機器を導入し，運用を始めてい
るが，組織のすべてのネットワークを SDN対応化しての運用例は少ない．
大学などの組織内において利用されるネットワークにおいては，セキュリティの
側面からも安全性や強固さが必要不可欠となっている．特に，ネットワークリソー
スの利用時に，認証により利用資格を確認することは一般的となっている．大学の
キャンパスネットワークのように，学生や教職員，イベントや会議などへの外部から
の出席者が多種多様な端末を持ち込んで接続を行うネットワークでは，ネットワー
ク利用時にWeb認証が使用される場合が多い．企業などにおいて，接続される端
末の種類や仕様などが限定できる場合は，IEEE 802.1X[2]を用いた認証が使用され
る．ネットワーク利用の普及に伴い，これらに使用される認証技術も発展している
が，不正利用やセキュリティリスクは常に存在し続けている．
日本においては，2014年 11月にサイバーセキュリティ基本法 [3]が成立し，政府，
企業，教育機関，個人がサイバーセキュリティの確保のために取るべき役割が明記
された．政府に対してはサイバーセキュリティ確保のための税制上，財政上の措置
や，研究開発の推進が義務付けられ，企業，特にネットワークに関わる事業者や教
育機関に対しては，サイバーセキュリティ技術の研究開発や普及に努め，サイバー
セキュリティを担う人材を育成することが義務付けられている．
以上のように，ネットワークを取り巻く状況は変遷を重ねている．特に，SDNは
次世代のネットワークとして注目されており，この概念を実装したネットワークの
構築が望まれている．また，ネットワークリソース利用時の資格確認のための認証
を必要とするネットワークにおいても，不正利用やセキュリティリスクの解決が望
まれている．
1.2 研究の目的と概要
情報化社会における重要な社会基盤の一つとなっているネットワークであるが，前
項において述べたように，様々な問題を抱えている．これからのネットワークにお
いて，ネットワークの利用者の視点からは，様々な機能が利用でき，個人情報の漏
えいやウィルス感染の防止といったセキュリティ上の安全性が確保されることが望
ましく，ネットワーク管理者の視点からは，高機能化・複雑化にともなう管理コス
トの上昇を抑制し，管理・運用のしやすいネットワークが求められている．
本研究においては，これらの要求を満たす，より安全で高機能な次世代のネット
ワークを「セキュアネットワーク」と定義し，セキュアネットワークを構築するた
め，特に重要な機能の一つであるネットワークにおけるアクセス制御を目的とし，利
用者認証を行うネットワークにおいて発生する問題の解決と，次世代ネットワーク
における認証システムの設計および実装を行うものである．
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大学のキャンパスネットワークように，学生や教職員，外部からの来訪者が多種多
様な通信デバイスを持ち込んでネットワークへの接続を行う場合，利用資格の確認
にWeb認証を用いることがある．利用者認証を行うネットワークにおいて，NAT機
能をもつ機器を経由して接続を行うと，ユーザの利用資格を確認せずにネットワー
クの利用を開始できるケースが存在する．このような状態におかれたネットワーク
では，利用資格のないユーザによる接続が行われる，あるいはトラブル発生時に原
因となる端末の特定ができないといった，様々な問題が発生する．これらの問題の
発生回数を低下させ，利用上，運用上の双方の視点において安全なネットワークと
するには，NAT機器を経由する通信を禁止する必要がある．
ネットワークに設置されたNAT機器を検出する研究はいくつも行われている．こ
れらの詳細については第 2章において説明を行うが，多くの研究はNAT機器を検
出することが目的であり，検出されたNAT機器に対する処置について言及している
ものは少ない．そこで，本研究においては，検出したNAT機器を経由して行われる
通信そのものを禁止することを目的とする．
本研究においては，署名済み Javaアプレットを用いたユーザ端末のローカル IPア
ドレスの取得と，パケットのTTL値の検証により，認証時にNATを経由するユー
ザ端末によるアクセスを禁止する機能をWeb認証を行うシステムに対して実装し，
試験運用による評価を行った．
Javaアプレットに対してコード署名を行うことにより，ユーザ端末の情報を直接
取得可能となることを利用し，ユーザ端末の IPアドレスを取得する．取得したユー
ザ端末の IPアドレスと，認証システムの把握している，当該ユーザ端末の IPアド
レスを比較することにより，ユーザ端末と認証システムの間の NATの検出が可能
である．Javaのインストールされていないユーザ端末に対しては，パケットのTTL
値を観測することでNAT機器の検出を行うことが可能である．そこで，これらの手
法を用いたNAT機器検出と，NAT機器を経由する通信を禁止する機能の設計と実
装を行い，小規模ネットワークにおける試験運用結果を示すことにより，Web認証
が必要なネットワークにおけるNAT経由の通信を禁止する機能の有用性を示す．
次に，SDNに導入可能なネットワーク利用者認証システムの設計と実装を示す．
次世代のネットワークとして SDNという概念が登場し，プログラマブルであり，仮
想化が可能なネットワーク制御技術の研究・開発が進めれられている．
SDNに基づくネットワーク制御の実装の一つとして，Open Network Foundation
を中心にグローバルな枠組みで開発が行われているOpenFlow[4]がある．OpenFlow
はすでにデータセンターなどでの活用が開始され，各ベンダからの商用スイッチや
コントローラの販売が始まっている．今後はOpenFlowやその他の SDNを利用する
ことで管理コストを軽減し，フレキシブルなリソースの活用を行うネットワークが
普及していくと考えられる．そのためには，既存のネットワークにおいて利用され
ていたサービスや機能をOpenFlow/SDNにおいても利用できる必要がある．
OpenFlowをはじめとした SDNに準拠した次世代ネットワークや，それらを実装
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した製品は普及の兆しを見せているが，データセンタなどでの利用がほとんどであ
る．そのため，OpenFlow/SDNの認証技術やアクセス制御への応用研究は活発に行
われているとは言えない．特に，ネットワークリソースの利用時における利用者認
証などのセキュリティに関連する機能を，OpenFlow/SDN上で動作するアプリケー
ションとして設計・実装することは重要な課題である．
また，既存のネットワークにおけるゲートウェイ型のWeb認証システムの場合，
通信の許可/不許可をゲートウェイとなるサーバ上で判定する．そのため，ゲート
ウェイとしても動作する認証システムとなるサーバを設置する必要があり，通信が
集中するため，ボトルネックとなりやすい．また，L3レベルでのアクセス制御とな
るため，認証による通信の許可が下りていない場合でも，ネットワーク上にある他
のユーザ端末との通信は可能である．これを防止するためには，スイッチなどの L2
機器がセパレート機能などを持っている必要があり，それらの設定を行わなければ
ならない．
本研究において設計・実装したシステムは，OpenFlowネットワークに導入可能
であり，Webブラウザを用いたネットワーク利用認証と，ユーザ端末の生存監視に
よるネットワーク利用終了の検知が可能である．ネットワーク利用の許可がない場
合，特別な設定や機能を必要とせずに，ネットワーク上の他のユーザ端末との通信
も防止できる．また，ユーザ端末による通信の可否の判断を各スイッチに分散する
ことが可能である．
ユーザ端末の生存監視には，WebSocketによって実装した接続監視サーバ，および
定期的なARP送信を用いる．ユーザ端末には特別なソフトウェアやハードウェアをイ
ンストールすることなく，Webブラウザのみで認証が可能である．また，Shibboleth
によるシングルサインオン認証により，セキュアな認証を実現し，複数のWebシス
テムをシームレスに利用でき，学術認証フェデレーション (学認)[5]による，複数の
組織にまたがる訪問者の利用認証も可能である．
1.3 論文の構成
本論文の構成を以下に示す．
第 2章では，既存のネットワークにおける問題と，今後のネットワークについて
の分析のため，関連研究について記述する．第 3章では，既存のWeb認証システム
に対する NAT経由のアクセス禁止機能，および試験運用による評価について述べ
る．第 4章では，OpenFlowに導入可能なネットワーク利用者認証システムについ
て述べる．第 5章では，本研究によって得られた成果と，残された課題についてま
とめる．
5第2章
関連研究
2.1 関連研究の概要
近年，ネットワークは重要な社会基盤となり，一般企業や教育機関，官公庁など
にも広く普及し，業務に必要不可欠なものとなっている．それに伴い，セキュリティ
に対する要求も高くなっており，特に，ネットワークそのものや，ネットワークに
接続する各種システムの利用に際して，利用資格の確認は重要なものとなっている．
本項では，Web認証ネットワークにおけるNAT機器設置によるセキュリティリ
スクに関する分析と，NAT検出に関する従来の研究について述べる．また，SDNに
ついての説明と，SDNの普及において今後必要となる，SDNアプリケーションとし
てのWeb認証システムについて提案を行う．
2.2 NATとセキュリティリスク
インターネット利用をはじめとしたネットワークの普及により，通信デバイスの数
が世界的に大幅に増えたことから，通信に使用する IPアドレスの不足が問題となった．
そこで普及したのが，1対 1のアドレス変換を行う (Network Address Translation)[6]
を拡張し，TCP/UDP のポート番号の変換を行うことにより，単一のグローバル IP
アドレスを複数の端末で共有する NAPT(Network Address Port Translation)であ
る．これにより，通信端末台数に対する IPアドレスの不足は解決されることとなっ
た．現在，家庭用に普及しているブロードバンドルータはほとんどすべてがNAPT
機能を持ち，プロバイダから供給されるグローバルアドレスを，家庭内の複数のネッ
トワーク機器で共有することで通信を行う．現在では，一般的にはNAPTを含めて
NATと呼ばれている．
NAT機器を介して通信を行うと，ネットワークの上ではそのNAT機器がすべて
の通信を行っているように見えるため，匿名性が増すという特徴がある．また，NAT
機器の内部側のネットワークは，外部ネットワークからみると構成が不明となる．組
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織内のネットワークに，管理者の把握していないNAT機器が設置されると，その特
徴が問題となり，セキュリティ上のリスクが発生する．管理者にとっては，設置さ
れた NATの先に，どんなデバイスがどれだけ接続しているかを把握することが難
しくなる．また，NAT機器経由でネットワークに接続することにより，接続時の認
証や，NAT機器を経由することによる本来ネットワークへの接続を許可されていな
い端末による不正な接続の検知を逃れることができる可能性がある．
特に，利用者認証を行うネットワークやWebサービスにおいては，NATに接続
した複数の端末のうち，一台のみが認証により通信許可を受けることで，その他の
端末が認証を行わずにネットワークやWebサービスを利用できる．これにより，利
用資格の確認が厳密に行われないという問題が発生する．また，NATを経由して接
続する端末がコンピュータウィルスの感染源となると，感染源の特定や該当ユーザ
への通知や警告ができない．そこで，ネットワークに設置されたNATを検出する手
法に関する研究が行われている．
2.3 NAT検出に関する従来の研究
2.3.1 IPidを用いたNAT検出手法
ネットワーク中に設置されたNAT機器を検出する手法の一つとして，IPidを用
いるものがある [7]．IPidはパケットの IPヘッダに含まれる情報であり，OSごとに
IPidの割り振り方が異なる．
この手法では，解析システムを通過するパケットの IPidを取り出し，IPidの相関
関係をプロットすることにより，IPid列の線形性を抽出する．抽出の結果，複数の
線形性が確認できる場合，異なるOSが同時に同じ IPアドレスで通信を行っている
こととなる．結果として，当該 IPアドレスはNAT機器が使用しており，NAT機器
経由で複数の端末が通信を行っていると判定することが可能である．
主なOSの IPidの規則性を，表 2.1に示す．
各OSの規則性等を考慮すると，IPidの観測によるNAT検出には手法，次のよう
な問題点が存在する．
 ランダムに IPidが付加されるOSがある場合，IPid列の解析を行っても規則
性を判断できない．あるいは，OSによりランダムで生成された IPidに対して
偶発的に線形性を抽出すると，NAT機器を使用していない場合でもNAT機器
経由であると誤判定する可能性がある．
 検出までにある程度のパケット数が必要となり，検出できるまではNAT機器
を経由した通信が可能である．
2.3. NAT検出に関する従来の研究 7
表 2.1: OSごとの IPidの規則性
OS IPidの規則性
Windows 1ずつ増加する
Linux
セッションが確立されるまではランダムに変化．
確立したセッションごとに 1ずつ増加する．
OpenBSD系 ランダムに変化する
FreeBSD 1ずつ増加する
NetBSD 1ずつ増加する
Solaris 1ずつ増加する
AIX 1ずつ増加する
 NAT機器の内側で完結するローカル通信にも IPidは使用されるため，NAT
機器の外側で観測しても，ローカル通信で使用された分だけ IPidの数値がス
キップしてしまい，線形性を抽出できない場合がある．
2.3.2 sFlowを用いたNAT検出手法
パケットのTTL値はNATを経由すると一つ減少する特性を持つ．この特性を利
用したNAT検出手法の一つが，sFlow[8]を用いたNAT検出手法である [9]．これは，
sFLowというシステムを用いて，パケットをモニタリングすることにより，パケット
のTTL値を確認する手法である．この手法では，各OSのデフォルトTTL値から，
観測対象からｓ Flowまでのホップ数を引いたものと異なるTTL値を持つパケット
が流通している場合，NAT機器が存在すると判定する．
このシステムを用いる場合，システムと観測対象の IPアドレスまでのホップ数が
既知である必要がある．また，観測対象となる IPアドレスと，その IPアドレスま
でのホップ数をデータとして保持しておく必要がある．
2.3.3 TTLを用いた能動的NAT検出手法
sFlowによるNAT検出手法を拡張したものが，トレースパケットに対する応答パ
ケットのTTL値を観測することによりNATを検出する手法 [10]である．
この手法では，pingのような ICMPエコー要求や，SYNパケット，SYN+ACK
パケットなどをトレースパケットとして使用するが，いずれのパケットをトレース
パケットとして使用する場合においても，監視対象となる端末のファイアウォール
やセキュリティソフト，OSの種類，あるいは設置されるNAT機器の実装などにお
いて，一定の条件を満たさなければ応答パケットを確実に取得できない場合がある．
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統一された端末や機器を使用することなどにより，前提条件をクリアできるネット
ワークにおいては有効にNAT検出が可能であると考えられる．
2.4 SDN
SDNとは，ネットワークの構成，機能，性能などを，アプリケーションの操作に
よって動的に設定・変更可能なネットワークや，そのためのコンセプトを示す概念
である．
これまでのネットワークにおいては，ネットワークへのサーバの追加や，ネット
ワークの複数分割，QoS(Quality of Service)の設定において，物理的なケーブル接
続の変更や，各ネットワーク機器の設定の変更が必要であった．しかし，サーバ仮
想化技術などの発達によってネットワーク上に多数の仮想サーバが存在するように
なり，それらが動的に生成，あるいは消滅し，さらにはライブマイグレーションに
よりネットワーク内を移動するといった事例が発生するようになると，ネットワー
ク管理者の負担が運用において増大することとなった．
そこで，ネットワークの機能や構成を，アプリケーションの操作のみで設定可能
な次世代ネットワークの概念として，SDNが注目されることとなった．
2.4.1 OpenFlow
SDNの概念を実装したネットワーク標準として注目を集めているのが，OpenFlow
である．OpenFlowはスタンフォード大学における研究が発端となり，2009年 12月
にバージョン 1.0が策定され，2011年 3月にバージョン 1.1が策定された．その後，
Google，Microsoftなどを中心としたOpen Networking Foundationが結成され，現
在ではバージョン 1.4までが策定されている．
OpenFlowの最大の特徴は，ネットワークの経路制御機能とデータ転送機能を分
離したことにある．経路制御はOpenFlowコントローラが，データ転送はOpenFlow
スイッチが担当し，OpenFlowプロトコルという専用のプロトコルでコミュニケー
ションを行う．
スイッチにはフローエントリとよばれるパケットの処理ルールと，それらのルー
ル群をまとめるフローテーブルが存在する．フローエントリにおけるパケット処理
の条件には，送信元・送信先の IPアドレスやMACアドレス，TCP/UDPポート番
号，スイッチ上の物理ポート番号など，多種多様なフィールドの数値を指定可能で
ある．これらの条件を組み合わせることにより，L3レベルの処理や L2レベルの処
理が可能であり，ファイアウォールのようにパケットフィルタリングもできる．ま
た，従来のネットワークでは困難であった，異なるレイヤに属する情報を同時に制
御することも可能である．
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通常，スイッチを通過するパケットはフローエントリに従って処理される．バー
ジョン 1.2までは，フローテーブルに登録されたどのフローエントリの条件にも当
てはまらない場合にはコントローラに処理方法を問い合わせ，コントローラが処理
方法を指示する仕組みであった．バージョン 1.3以降は，基本的にはどのフローエ
ントリにも合致しないパケットは破棄されるようになり，コントローラにパケット
の処理方法を問い合わせたい場合には，問い合わせを行うパケットの条件を明示的
に指定するように改められた．これにより，不要なパケットによる問い合わせ頻度
を低減し，より効率的にパケットを処理することが可能となった．
2.4.2 OpenFlowの使用例
OpenFlowネットワークにおいては，アプリケーションの実装に依存するが，ルー
プ構造となるようなネットワーク構成が可能である．例えば，スイッチをフルメッ
シュ構成で接続することにより，転送経路を複数確保でき，ある経路が障害により
使用不可能となった場合，即座に別の経路を選択するというフェイルオーバー処理
を実装することができる．
また，ネットワークの論理的な分割も可能である．従来のネットワークではVLAN
によって行われていたが，VLAN-IDの上限という問題がないため，数の制限が事実
上なくなる．
動的なネットワークの変更が可能であるため，ライブマイグレーションによりサー
バの移動に合わせたネットワーク構成の変更や，時間帯によって特定のトラフィッ
クを優先させることなどが可能である．たとえば，ある部署が，建物の建て替えに
より一時的に別の場所で業務を行う場合など，アプリケーション上でのネットワー
ク構成の変更のみでネットワークを丸ごと移設できるため，物理的な構成の変更が
必要なくなる，といったメリットがある．
2.4.3 OpenFlowの活用事例
実際にOpenFlowを用いている事例としては，データセンタがあげられる．Google
のデータセンタは，アメリカ，ヨーロッパ，アジアに存在しているが，これらの地
域のデータセンタを結ぶG-Scaleと呼ばれるバックボーンにおけるトラフィックの
100%を，OpenFlowによって処理している [11]．
他にも，データセンタをもつ事業者ではデータセンタ間の通信にOpenFlowやSDN
を使用する事例が散見される．Googleを含めたこれらのOpenFlowの利用において
は，Over-lay方式と呼ばれる手法を用いて活用されている．これは，他のデータセ
ンタと通信を行うエッジ部分のみにOpenFlowを用いる方式で，データセンタのエッ
ジ間の通信網の制御は行わず，トンネリングにより通信する．この方式のメリット
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は，トンネリングにより，既存の広域網をそのまま流用可能で，広域網のネットワー
ク機器がOpenFlowに対応している必要がないという点にある．OpenFlowはトン
ネリングにより接続された各データセンタのエッジ部分のOpenFlow対応機器のみ
を制御すればよいため，コストを抑えることが可能である．
2.5 SDNアプリケーションとしてのWeb認証システム
現在，SDNの主流はOpenFlowである．前項において，OpenFlowの活用事例に
ついては説明を行った．しかし，OpenFlowのパケット制御の基本ルールとなるフ
ローテーブルとフローエントリを独自に定義することにより，ネットワーク仮想化
を実現し，ネットワーク全体をOpenFlowコントローラにより制御するHop-by-Hop
によるOpenFlowネットワークの活用事例はまだ少ない．Hop-by-Hop方式のネット
ワークを構成する場合，ネットワーク機器のほとんどがOpenFlowに対応している
必要があり，導入コストの面で負担が大きいことがあげられる．
しかし，ネットワークの複雑化や管理コストの増大を考えると，OpenFlowのみで
構成されたネットワークを運用する必要性は大きくなると考えられる．例えば，ネッ
トワークの仮想化を行う場合，現在はVLANによりネットワーク論理構成を行う方
法が主流であるが，VLANには構成可能な論理ネットワークの数に上限がある．し
かし，OpenFlowにおいてはその上限がないというメリットがあるため，VLANの
上限を越えた論理ネットワークを構成する必要がある場合には有効である．
OpenFlowをはじめとした SDNによるネットワークを現在のネットワークと置換
して使用する場合，現在のネットワークで使用可能な各種の機能やサービスは SDN
によるネットワークにおいても問題なく使用できる必要がある．特に，ネットワー
クやネットワークリソースの利用に際しては，利用資格確認のために利用者認証機
能が必要となる．
そこで，本論文においては第 4章において，SDNの代表であるOpenFlowによる
ネットワークに導入可能な利用者認証システムの設計と実装の一例を示す．
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第3章
Web認証ネットワークにおける
NAT経由のアクセス禁止機能
3.1 NAT経由のアクセス禁止機能
利用者認証を行うネットワークにおいて，NAT機能をもつ機器を経由して接続を
行うと，二人目以降のユーザの利用資格を確認せずににネットワークの利用を許し
てしまう．そこで本研究では，Javaアプレットを用いたユーザ端末のローカル IPア
ドレス取得とパケットのTTL値の検証により，認証時にNATを経由するユーザ端
末によるアクセスを禁止する機能をWeb認証を行うシステムに実装した．この機
能により，NATを経由するネットワークアクセスを禁止するとともに，ユーザおよ
びユーザ端末の記録と特定ができる．本研究により実装を行った追加機能を小規模
ネットワークで運用しているOpengateに導入し，試験運用を行ったところ，良好
な結果を得られた．
3.2 研究の背景
近年，ネットワークの利用者を限定するために，企業や大学などでネットワーク
利用を開始する際に，利用者認証を求められることが一般的になっている．例えば，
大学のキャンパスネットワークのように，学生や教職員，イベントや会議などへの外
部からの出席者が多種多様な端末を持ち込んで接続を行うネットワークでは，ネッ
トワーク利用時にWeb認証が用いられることがある．
このようなネットワークにおいて，ネットワークの知識が少ない利用者が無線LAN
ルータなどのNAT機器を設置するケースがある．認証を行うネットワーク上にNAT
機能を持つ機器が存在すると，認証を行わずに複数の不特定な端末やユーザにネッ
トワークを利用させることになり，利用者を限定することができない．また，NAT
機器の存在により，トラブル対応，コンピュータウィルス等への対応が困難となる．
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NAT機器の設置者はネットワークを便利に利用しようとしている場合がほとんど
であると考えられるが，認証を行うネットワークにおいて，NAT機器の設置はネッ
トワーク管理上好ましくない．そこで，ネットワーク内に NAT機器が設置された
場合に，認証時に NAT機器を経由する通信を検出し，アクセスを禁止する必要が
ある．
NATを経由する通信の検出手法としては，先に述べたBelloovinらの研究 [12]を
応用した IPidを用いたNAT検出手法 [7]や，sFlow[8]を用いたパケットモニタリン
グによるNAT検出手法 [9]を拡張した，トレースパケットに対する応答パケットの
TTL(Time To Live)値の観測によるNAT検出手法 [10]などがすでに提案されてい
る．しかし，これらの手法では，検知までに掛かる時間やトレースパケットに応答
しない端末が存在するなどの問題から，ネットワーク利用者認証時にNATを経由す
る通信を検出することが難しい．
そこで，本研究では，ネットワーク管理者の許可を得ずに設置されたNAT機器を
経由するユーザ端末のアクセスを防止することを目的とし，NATを経由する通信が
行われた場合に，ユーザのネットワーク利用者認証時に検出し，アクセスを禁止す
る機能を，Web認証システムであるOpengate[13]の追加機能として実装した [14]．
本機能は，Javaアプレットを用いて，Web認証システムの把握しているユーザ端
末の IPアドレスと実際のユーザ端末の IPアドレスの比較，およびユーザ端末から
のパケットのTTL値の観測により，NATを経由する通信を検出し，アクセスを禁
止する．この機能は，Web認証が必要なネットワークにおいて，認証時にNAT経
由のネットワーク利用を検出して禁止し，NAT経由で通信を行うユーザおよびユー
ザ端末の情報を記録するため，NAT利用者および端末の特定が可能である．この記
録は管理者がNAT使用者やNATへ対処するための参照情報として用いることがで
きる．
また，本機能はOpengateのソースコードに対して変更を行うことなく実装を行っ
ている．これは，ユーザ端末のWebアクセス時のリダイレクト先を，本研究で実装
したWebページへと変更するためのWebサーバの設定ファイルの変更，および，本
研究で実装したWebページやプログラムの設置のみで実現しているためである．こ
れにより，本機能はOpengateと同様の仕組みを持つWeb認証システムに対しても
容易に導入可能である．
3.3 NATを経由する通信の検出とアクセスの禁止
3.3.1 NATの特性とNATを経由する通信の検出
NATを経由する通信であるかどうかを判断するためには，NATの特徴を考慮す
る必要がある．本研究ではNATを経由する通信の特徴として次の二つを利用した．
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一つ目は，NATを経由すると IPアドレスの書き換えが行われることである．つ
まり，Web認証システムが把握している IPアドレスは実際にはNATに対して割り
振られたものであり，ユーザ端末の IPアドレスはNAT機器のDHCP機能などによ
り割り振られたものであるということである．
二つ目は，NATを経由するとパケットのTTL値が一つ減少することである．TTL
値の減少の観測によるNAT検出は他の手法でも用いられることが多い．この二つの
特徴を利用し，Javaアプレットを用いた IPアドレスの比較およびパケットのTTL
値の観測によりNATを経由する通信を検出し，アクセスを禁止する機能を実装した．
3.3.2 JavaアプレットによるNAT経由の通信の検出とアクセスの
禁止
NATを経由して通信を行うと，NATを通過する際に送信元の IPアドレスがNAT
のWAN側 IPアドレスに書き換えられる．そのため，Web認証システムの把握し
ているユーザ端末の IPアドレスと，NATの LAN側に接続しているユーザ端末の
IPアドレスが異なることになる．NAT機器に接続したユーザ端末は，NAT機器の
DHCP機能などにより IPアドレスを取得し，認証を行うネットワークで配布され
ている IPアドレスを取得しないためである．
この二つの IPアドレスを比較することでNATを経由する通信を検出することが
可能であるが，そのためには，ユーザ端末に実際に割り振られている IPアドレスを
調査・取得する必要がある．
PHPや Javascriptを用いると，ユーザ端末とWeb認証システムの間にNATがあ
る場合，NATのWAN側の IPアドレスは取得できるが，ユーザ端末に実際に割り振
られている IPアドレスの取得は困難である．そこで本研究では，署名済み Javaア
プレットを使用することでそれを実現した．通常の Javaアプレットではループバッ
クアドレスしか取得できないが，署名済み Javaアプレットを用いると，ユーザ端末
のWebブラウザ上で，ユーザ端末に実際に割り振られている IPアドレスを取得す
ることができる．
ただし，ユーザ端末に導入されている Javaが，Java 1.7 update51以降である場合
は，自己署名によるコードサイニングを行った Javaアプレットでは，Javaのセキュ
リティ設定によってはブロックされ，動作しない [15]．そこで本研究では，COMODO
社 [16]のコードサイニング証明書を取得し，署名を行った．なお，Java アプレット
にはアクセス可能な範囲やアプレットの有効範囲を記述したマニフェストファイル
を挿入することができるが，マニフェストファイルの挿入は，コードサイニング証
明書による署名を行う以前に行わなければならない．
Web認証システムに接続している IPアドレスはApacheなどのWebサーバの環
境変数から取得でき，パラメータとして Javaアプレットに渡すことが可能である．
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Javaアプレットが取得したユーザ端末の実際の IPアドレスと，Web認証システム
に接続している IPアドレスを比較することで，NATを経由した通信であるかを判
定する．
Web認証システムは，認証時に二つの IPアドレスが一致し，NAT経由ではない
場合は通常通りに通信を許可し，二つの IPアドレスが一致しない場合はNAT経由
であるとして通信を許可せず，警告を行うWebページへと誘導する．
ユーザ端末が複数のNICを搭載し，それぞれが IPアドレスを保有している場合
がある．本システムにおいては，JavaアプレットがすべてのNICを検出し，それぞ
れの IPアドレスを取得する．それらの IPアドレスの中で，Web認証システムに接
続している IPアドレスと同じものが存在すれば，JavaアプレットにおいてはNAT
経由の通信ではないとする．
3.3.3 TTL値の観測によるNAT経由の通信の検出とアクセスの
禁止
Java自体がインストールされておらず，アプレットを実行できない端末も存在す
る．そこで，Javaアプレットが実行できない場合には，TTL値の観測による検出方
法を使用する．この手法は Javaアプレットによる検出と併せて用いるが，Javaアプ
レットが動作しない環境の端末の場合は，この機能のみを用いてNAT経由の通信を
検出する．
パケットのTTLのデフォルト値はOSごとに決まっている．表 3.1 に各OSごと
のHTTP通信のデフォルトTTL値 [17]を示す．
表 3.1: 各OSのHTTP通信のデフォルトTTL値
OS デフォルトTTL値
UNIX,Linux,MacOS,
64
Android,iOS
Windows OS 128
Solaris 255
その他OS 30,32,60,200
Web認証システムとユーザ端末の間にはNATは存在しないと仮定すると，TTL
値は各OSのHTTP通信のデフォルト値のままである．しかし，Web認証システム
とユーザ端末の間にNATが存在する場合，TTL値は通過したNATやルータの数だ
け減少するため，Web認証システムに到達したパケットのTTL値はOSのデフォル
ト値とは異なる値を持っていることになる．
そこで，各OSのデフォルト値以外のTTL値を持つパケットが，Web認証システ
ムあるいはルータに到達した際に，ファイアウォールなどの機能を用い，ログを残
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す設定にしておく．これにより，ユーザ端末がNATを通して通信する場合，ログに
記録される．本研究の動作検証においては，Web認証システムOpengateのファイ
アウォールである IPFWを使用し，ログの記録等を行った．ユーザ端末として使用
されるのは UNIX系OS，Linux系OS，MacOS，Android，iOS，Windows系OS，
Solarisであり，その他のTTL値を持つOSがユーザ端末として利用される可能性は
低い．そこで，ファイアウォールにおける観測とログの記録は，TTL値が 64，128，
255のOSに対してのみ行う．
このファイアウォールのログに対し，認証後に表示されるWebページから，NAT
経由の通信を検出するPHPプログラムを呼び出して実行する．ユーザ端末がこのプ
ログラムへアクセスした際にプログラム内で取得した時刻，およびサーバ側から観
測したユーザ端末の IPアドレスをキーとしてファイアウォールのログを検索する．
時刻および IPアドレスともに一致するログがあれば，そのユーザ端末からの通信は
イレギュラーなTTL値を持つ通信であると言える．これにより，該当するユーザ端
末は NATを経由して通信したと判断できるため，ネットワークの利用許可を行わ
ず，署名済み Javaアプレットによる検出時と同様に警告ページへと誘導する．そう
でない場合は通常通りにネットワーク利用の許可が行われる．
本研究においては上記の三つのTTL値に対してのみ観測を行っているが，TTL値
はOSやプロトコルごとにさまざまな値を持つ．今後リリースされるOSや，新バー
ジョンのOSでは異なるデフォルトTTL値をもつ可能性がある．また，本研究で観
測を行っている三つのTTL値以外のデフォルトTTL値をもつデバイスがユーザ端
末として使用される可能性も考えられる．そのため，Javaアプレットによる NAT
経由の通信の検出を第一の手段としTTL値の観測によるNAT経由の通信の検出は，
Javaが実行不可能なユーザ端末における補助的手段として用いる．
3.4 機能の動作
3.4.1 NAT経由アクセス禁止機能の動作
図 3.1 に本機能におけるNATの検出とアクセス禁止の流れを示す．図 3.1に基づ
き，NAT経由の通信を検出し，アクセスを禁止する機能の動作を説明する．
1. ユーザ端末がWebアクセスを行うと，認証ページへリダイレクトする
2. ユーザは IDとパスワードを入力する
3. Web認証システムは Javaが有効なブラウザかどうか判定する．Yesならば (4)
へ，Noならば (5)へ
4. JavaアプレットはWeb認証システムの把握している IPアドレスと，ユーザ端
末のNICの IPアドレスの比較を行う．一致すれば (5)へ，不一致ならばユー
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Webアクセス
Javaは
有効?
ネットワーク利用許可
IPアドレス
は一致？
TTLは
正しい?
警告ページ
No
No Yes
Yes
Yes
No
(1)
(2)
(3)
(4)
(5)
ID・パスワード入力
図 3.1: NAT経由アクセス禁止のフローチャート
ザ情報等をサーバ内のログ記録プログラムへ送り，警告ページへリダイレクト
し，アクセス禁止をおこなった旨の表示を行う
5. Web認証システムはTTL値の観測によるNAT検出判定プログラムを実行す
る．TTL値がデフォルト値ならば，Web認証システムによりネットワークの
利用を許可する．デフォルト値でなければ，NAT検出判定プログラムはユー
ザ情報等をサーバ内のログ記録プログラムへ送り，警告ページへリダイレクト
し，アクセス禁止を行った旨の表示を行う
　　
iOSや Android，その他の Javaアプレットが動作しないユーザ端末については，
(3)において分岐させ，TTL値の観測によるアクセス禁止のみを行う．
本研究では，Javaアプレットが有効な場合，Javaアプレットを用いたNAT経由の
通信の検出と，TTL値によるNAT経由の通信の検出の両方を行っている．Javaア
プレットではWeb認証システム側で把握しているユーザ端末の IPアドレスと，ユー
ザ端末のNICの IPアドレスを比較する．この比較における IPアドレスの一致・不
一致の結果は信頼できるため，TTL値の観測による検出判定を行わなくとも，Java
アプレットを用いた判定結果のみでも機能する．そのため，TTL値の観測による検
出判定は，この場合は補助的な役割にとどまる．
Javaアプレットによる判定およびTTL値による判定の双方で表示される警告ペー
ジを図 3.2に示す．
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図 3.2: 警告ページ
3.4.2 ログの記録
NATを経由して通信していると考えられるユーザを検出した場合，ネットワーク
利用の許可を行わずに，SYSLOG経由でログを記録する．記録する内容は，ユーザ
のアクセス日時，ユーザ名，ユーザ端末の実際の IPアドレス，Web認証システム
から観測した IPアドレス，MACアドレスである．MACアドレスは端末の特定の
ために記録する．
JavaアプレットによるNAT経由通信の検出を行った場合は，ユーザ端末のMAC
アドレスを取得することができるため，これを記録する．TTL値の観測による検出
を行った場合は，ユーザ端末ではなく使用しているNAT機器のWAN側のMACア
ドレスを記録する．
3.5 機能の検証と評価
本機能を検証・評価するため，Web認証システムOpengate[13]に対して実装し，
検証を行った．
3.5.1 Opengate
Opengateは許可されたユーザのみにネットワークの利用を許可し，その利用記録
を取得することを目的とし佐賀大学で開発されているネットワーク利用者認証シス
テムである．ユーザは特別なソフトウェアやデバイスを必要とせず，ネットワーク
利用開始時にWebブラウザを通して認証を行うことで，個人の端末をインターネッ
トに接続することができる．
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OpengateはWebブラウザを通して簡単な認証画面で認証を行うため，既存の
LDAPや RADIUS，POP3などを認証に使用することができ，Shibboleth[18]によ
るシングルサインオンにも対応している [19]．また，Opengateはユーザによるネッ
トワークの利用を，Ajaxや JavaScriptなどを用い，Webブラウザを通して監視して
おり，ユーザが認証に利用したWebブラウザを終了すると即座にファイアウォール
(IPFW)で通信を閉鎖し，ユーザ端末のネットワークへの接続を閉じる．また，何
らかの理由でネットワークへの接続が遮断された場合にも通信を閉鎖する．
Opengateは，ユーザ ID，利用端末の IP アドレス，MAC アドレス，Webブラ
ウザのユーザエージェント，利用開始日時，利用終了日時を SYSLOGを通して記録
する．
Opengateの動作環境を表 3.2に，Opengateの構築例を図 3.3 に示す．
表 3.2: Opengate動作環境
OS FreeBSD4.0以降
必須ソフトウェア Apache, IPFW, SQLite
推奨ソフトウェア natd, DHCP, perl, BIND
無線 LAN
公開端末
情報コンセント
Opengate
認証サーバ
ログサーバ
インターネット
ファイアウォール
図 3.3: Opengateの構築例
Opengateは C言語で実装されたソフトウェアで，FreeBSD上で動作する．Web
サーバとして Apache，ファイアウォールとして IPFWを使用し，ユーザ端末を接
続するネットワークの出口にゲートウェイとして設置する．
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3.5.2 検証環境
NAT経由のアクセスを禁止する機能を実装したWeb認証システムの検証に用い
た環境を表 3.3 に示す．
表 3.3: 検証環境
OS FreeBSD 8.4-RELEASE
Webサーバ Apache 2.2.25
ファイアウォール IPFW
データベース SQLite 3.7.9
DHCPサーバ isc-dhcp-server 4.1
NAT検出プログラム
PHP 5.2.16, OpenJDK 1.7.0,
Oracle Java 1.7.0
その他
OpenSSL 1.0, Perl 5.10.1,
Shibboleth 2.3.1, natd
3.5.3 検証結果
本手法を導入したWeb認証システムを用いて，NAT設置の有無，Javaアプレット
の有効無効による動作検証を行った．NAT機器として，家庭用ブロードバンドルー
タ \PCi MZK-MF150W"を使用した．それぞれの場合のNATを経由する通信の検
出結果を表 3.4に示す．
ユーザ端末とWeb認証システムの間に NATを設置した場合，Windowsおよび
MacOSXでは，Javaアプレットが有効な場合，無効な場合の両方で認証後に警告
ページが表示され，それ以外の通信が禁止された．また，ユーザ端末とWeb認証シ
ステムの間にNATが存在しない場合には，Javaアプレットが有効な場合，無効な
場合ともに警告ページは表示されずにWeb認証システムによりネットワーク利用が
許可されたため，想定通りの動作をしたことを確認した．
iOSとAndroidではアプレットが動作しないため，TTL値の観測による手法のみ
で検出が行われ，通信が禁止された．
また，NATを通して接続したとき，次に示すログが記録されていることが確認で
きた．
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表 3.4: 検証結果
NAT経由アクセス検出結果
NAT OS アプレット アプレット
有効 無効
Windows7SP1 不検出 不検出
Mac OSX 不検出 不検出
なし Ubuntu 13.10 不検出 不検出
iOS7.1 - 不検出
Android4.2.2 - 不検出
Windows7SP1 検出 検出
Mac OSX 検出 検出
あり Ubuntu 13.10 検出 検出
iOS7.1 - 検出
Android4.2.2 - 検出
NAT経由アクセス検出ログ 
Apr 9 11:14:17 vmgate NAT WARNING[29013]: 2014/04/09 15:24:01 User-
name: suenaga RemoteIP: 192.168.200.71 ClientLocalIP: 192.168.1.100 Client-
MacAddr: 64:80:99:38:5e:84
Apr 9 11:24:44 vmgate NAT WARNING[29245]: 2014/04/09 16:29:28 User-
name: suenaga RemoteIP: 192.168.200.71 ClientLocalIP: NA NatMacAddr:
00:22:cf:34:28:a9 
このうち，上段のログは Javaアプレットが動作する状態で利用者認証を行うネッ
トワークにアクセスし，NATが検出されたものである．アクセス日時，ユーザ名，
Web認証システムが把握する IPアドレス，ユーザ端末の実際の IPアドレス，およ
びユーザ端末のMACアドレスが記録されている．
下段のログは Javaが無効な状態であるため，Javaアプレットが動作せず，TTL
値の観測によりNATが検出されたものである．TTL値の観測による手法ではユー
ザ端末の実際の IPアドレス，およびMACアドレスの取得ができないため，Web認
証システムが把握しているユーザ端末の IPアドレスと，検出されたNATのWAN
側のMACアドレスが記録されている．
これらの動作結果，およびログの記録状況は本手法の実装において想定した通り
であり，正常に動作することが確認できた．
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3.5.4 仮想化ソフトウェア使用環境における検証
仮想化ソフトウェア使用環境では，ホストOSとゲストOS間の接続がNATとな
ることがある．このような環境でユーザが接続を行う場合，ホストOSおよびゲス
トOSの双方の利用者は同一のユーザであると考えられる．そのため，このような
環境では仮想ネットワーク上のNATを通した接続を許可するべきであるが，実際に
はNAT機器と仮想ネットワークのNATの判別は難しい．
そこでユーザが使用端末に仮想化ソフトウェアを導入している場合を想定し，ど
のような検出結果となるか検証を行った．検証には，Windows 7 SP1をホストOSと
し，仮想化ソフトウェアとしてVMWare Player 6.02を用い，ゲストOSにFedora20
およびUbuntu13.10を使用した．検証内容は，ホストOSおよびゲストOS間の仮想
ネットワークがNATモード，ブリッジモードの場合に，それぞれのOSで認証を行
うことである．検証結果を表 3.5に示す．この検証においては，ユーザ端末とWeb
認証システムの間にはNATを設置していない．
表 3.5: 仮想環境での検証結果
仮想 NAT経由アクセス検出結果
ネットワーク OS アプレット アプレット
モード 有効 無効
Windows7 SP1
不検出 不検出
(ホストOS)
NAT
Ubuntu13.10
検出 検出
(ゲストOS)
Fedora20
検出 検出
(ゲストOS)
Windows7 SP1
不検出 不検出
(ホストOS)
ブリッジ
Ubuntu13.10
不検出 不検出
(ゲストOS)
Fedora20
不検出 不検出
(ゲストOS)
ホストOSとゲストOS間の接続をNATモードとし，ゲストOS側でネットワー
ク利用者認証を行った場合，実際にはユーザ端末とWeb認証システムの間にNAT
を設置していないにもかかわらず，NATを経由する通信が検出された．仮想化ソフ
トウェアをNATモードで使用すると，TTL値の減少や IPアドレスの変換が行われ
るため，NATとして検出される結果となる．これについては想定していた結果であ
るが，ユーザ端末自体は NATを経由して接続していないため，ユーザからは誤検
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出したと認識される可能性が高い．ホストOS側であらかじめネットワーク利用者
認証を行った場合はNATは検出されず，ゲストOS側でもネットワークを利用可能
である．そのため，仮想環境においてホストOSとゲストOSのネットワーク接続を
NATモードで使用しているユーザに対しては，ホストOSでの利用者認証を推奨す
る必要がある．
ホストOSとゲストOS間の接続をブリッジモードで行った場合は，ホストOSと
ゲストOSのそれぞれに認証ネットワークから異なる IPアドレスが割り当てられる
ため，ネットワークを利用するOSごとに利用者認証を行うことでネットワークが
利用できる．
3.5.5 試験運用
本手法を実装したWeb認証システムを学生・教員併せて約 30人が利用するネッ
トワークにおいて動作させ，試験運用を行った．2014年 5月 16日から試験を開始
し，30日間での認証回数は 118回，認証に使用された端末は 23台であった．各OS，
Webブラウザの認証回数の内訳を表 3.6に示す．ブラウザの種別はWeb認証システ
ムへのアクセス時に記録されるユーザエージェント情報から判別した．
表 3.6: 認証におけるユーザ端末のOS,ブラウザの内訳
OS ブラウザ 認証回数
Firefox 29
Windows 7,8,8.1
Chrome 37
Internet Explorer 5
その他 2
Mac OSX
Chrome 27
Firefox 1
Firefox 3
Android Chrome 3
その他 5
iOS Safari 4
PSVita Mozilla 2
運用中には不具合や誤検出の報告はなく，正常に動作していることを確認した．
また，ネットワーク上に意図的にNATを設置した場合には Javaアプレットおよび
TTLの観測の両手法ともにNATを経由する通信を検出した．
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3.6 考察
3.6.1 仮想化ソフトウェア使用環境への対応
仮想化ソフトウェアを使用し，ホストOSとゲストOSの接続をNATモードに設
定すると，ゲストOSで最初に認証した場合，本研究で実装した機能によりNAT経
由の通信であると判断され，ネットワークを利用できない．そこで，NAT経由の通
信であると判断されたときに表示される警告ページ (図 3.2)において，仮想化ソフ
トウェアを使用し，ゲストOSからアクセスしている場合には，ホストOSで認証を
行うことを促すメッセージを表示するようにした．
このメッセージは，NAT機器を経由して接続したユーザ端末にも表示されること
になるが，ブロードバンドルータなどのNAT機器は一般的にWeb認証を行うため
のブラウザを搭載していないため，NAT機器そのものからの認証は困難であり，問
題はないと考える．
ホストOSと仮想OSの接続をブリッジモードに設定した場合は，ホストOSと仮
想OSのそれぞれにおいてネットワーク利用時に認証を行う必要がある．しかし，こ
の場合はNAT経由の通信であると判定されないため，警告メッセージが表示される
ことなく，ネットワークを利用できる．
3.6.2 OSのTTL値およびJavaの設定変更
本機能による NAT検出機能に対してはいくつかの悪意ある攻撃を行うことによ
りNAT経由での通信を行っていないかのように偽装することが可能である．まず，
OSのデフォルトTTL値を変更することにより，実際にはNATを経由しているにも
関わらず，NATを経由せずに通信しているかのように偽装することが可能である．
また，Javaアプレットを無効化することにより JavaアプレットによるNAT検出が
不可能となる．
Javaアプレットの無効化および TTL値の偽装を併用することにより，本研究で
実装したNAT検出機能を完全に無効化することが可能である．しかし，本研究では
悪意のある攻撃よりも，ネットワークの知識のないユーザによるNAT機器の設置を
問題としており，本研究による実装は悪意なく設置されたNAT機器の検出に対して
十分に有用であると考える．
ファイアウォールのルールとして，TTL値の減少したパケットを全て遮断し，NAT
経由の通信をさせないという方法もある．しかし，仮想化ソフトウェアを使用し，ホ
ストOSとゲストOSの間の接続をNATモードで行っていると，ゲストOSからの
通信が不可能となる．そのため，本研究においてはTTL値の減少したパケットを一
括して遮断する方法を採用せず，個別に判断を行っている．これにより，前項の仮
想化ソフトウェアを導入したユーザ端末にネットワークの利用を許可することが可
能である．
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3.6.3 NAT経由でアクセスするユーザへの対応
Windowsネットワーク共有のように，端末自体をNATとして動作させるソフト
ウェアを使用し，NATとしてその他の機器を接続する方法がある．この場合，NAT
として動作するユーザ端末で利用者認証を行い，その後，その端末を経由してその
他の端末が通信を行う場合，本研究で実装した機能では検出できない．
NATとして動作するユーザ端末で利用者認証を行わず，その端末に接続するそれ
ぞれの機器において利用者認証を行う場合は，NAT経由のアクセスとして検出が可
能である．
本機能では，NATを経由する通信を行ったユーザ端末およびユーザを特定し，ロ
グとして記録している．このログを参照することにより，管理者はNAT経由のアク
セスが多いユーザに対してメール等により NATの使用停止を警告する，あるいは
警告に従わないユーザのネットワーク利用を禁止するなどのように，管理するネッ
トワークの運用ポリシーに従った対処をすることができる．
3.6.4 既存のNAT検出技術との比較
NATの検出においては，冒頭で紹介した IPidを用いたNAT検出手法 [7]や，sFlow
を用いたパケットモニタリングによるNAT検出手法 [9]，およびこれを拡張した，ト
レースパケットの送出による能動的なNAT検出手法 [10]がある．
IPidを用いたNAT検出手法
IPidを用いたNAT検出手法では，パケット中のヘッダ情報を解析して IPid列をプ
ロットし，NATであると判定するため，多くのパケットの観測が必要となる．その
ため，ユーザ端末からアクセスが行われた場合に即座にNATであるかを検出するこ
とは難しい．また，OpenBSD系のOSは IPidが完全にランダムで設定され，Linux
ではセッションが確立するまでは IPidがランダムで設定される．それらのOSを持
つ端末が接続されるネットワークにおいては，IPidを用いたNAT検出手法では，誤
検出する可能性がある．
本研究における実装は，検出の即時性が高く，認証時にNATを経由する通信を検
出することが可能である．また，IPidを用いたNAT検出手法と比べ，本研究にお
ける実装はWeb認証システムへの導入が容易である．
sFlowを用いたパケットモニタリングによるNAT検出手法
sFlowを用いたパケットモニタリングによるNAT検出手法では，パケットモニタ
リングによりネットワークを流れるパケットのTTL値を確認し，デフォルト値では
ないTTL値をもつパケットが流れていれば，ネットワーク中にNAT機器が存在す
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ると判定する．一方，本研究による手法では，Web認証システムにより利用者認証
を行うネットワークにおいて，ファイアウォールのログを用いてTTL値の減少した
パケットを検出し，その通信を行うユーザ端末による通信をNAT経由の通信である
と判定してアクセスを禁止する．パケット中のTTL値の減少を観測することにより
ネットワーク上の NAT機器の有無を判別する点は同じであるが，観測方法として
は，sFlowによるパケットモニタリングとファイアウォールのルール設定による検
出という違いがある．
sFlowを用いたパケットモニタリングではネットワーク管理者がNATの有無を確
認することを目的としている．一方で，本研究ではNAT経由の通信を検出すること
により，NAT経由で通信を行うユーザ端末のネットワーク利用を禁止することを目
的としている．そのため，NAT経由の通信を検出すると，該当する通信を行うユー
ザ端末に対してネットワークを開放しない仕組みとなっている．
また，ネットワーク利用の禁止と同時に，正規のアクセスポイントからの接続を
促すWebページを表示することにより，ネットワークの知識を持たないユーザを適
切な接続方法へ誘導することが可能である．NAT経由で認証を行う時点でNAT経
由の通信であるか否かを判別し，そのユーザ端末による通信を即時禁止にするとい
う点は，sFlowを用いたパケットモニタリングによる手法では実現されていない．
トレースパケットの送出による能動的なNAT検出手法
sFlowを用いた手法を拡張したトレースパケットの送出による能動的なNAT検出
手法は，トレースパケットに対する応答のTTL値を観測し，NATの有無を検出し
ている．しかし，トレースパケットに応答しないユーザ端末には無効である．
また，Web認証システムへの組み込み，および認証時点でのNATの検出を実現
するためには，Web認証システムそのものへの変更を加えるにせよ，追加モジュー
ルとして実装するにせよ，大きな手間が必要となると予想される．本研究による実
装と比べた場合，Javaアプレット，PHPで記述されたWebページおよび追加プロ
グラム，ファイアウォールなどの設定変更のみで追加が可能な本研究による実装の
方が実装と導入はより容易であると考える．
WebRTCによるNAT検出手法
WebRTC[20]を用いてユーザ端末のローカル IPアドレスを取得する手法も存在す
る．この手法は，署名済み Javaアプレットによる手法と比べると証明書の取得が必
要なく，Javaプラグインが有効でなくても動作する．また，Androidでも利用でき
ることから，今後注目すべき方法である．
しかし，現状では動作するブラウザがMozilla系およびGoogle Chromeと限られ
ているため，WebRTCの動作するブラウザではメインのNAT検出手法として扱え
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るが，それ以外のブラウザへの対応状況を踏まえると，Javaアプレットによる検出
手法と置換できるものではない．本研究においてもWebRTC版の試験実装を行った
が，Internet Explorerで動作しないことから，試験的な実装にとどまり，最終的な
導入には至っていない．また，WebRTCではMACアドレスの取得ができないため，
端末特定のためにMACアドレスの取得が必要な場合には別の方法で取得する必要
がある．本研究においては JavaアプレットによるNAT検出時に，端末特定のため
にMACアドレスを取得し，ログに記録しているため，現状では利用には適してい
ない．
3.6.5 導入の容易さ
本研究で実装した機能は，Opengateの追加機能であるが，Opengate本体のソー
スコードへのプログラムの追加や変更などは行っていない．本研究で実装したのは
Javaアプレットおよび JavascriptやPHPで記述したWebページやプログラムであ
るため，本機能をOpengateへ導入するため必要な作業は以下の四つである．
 OS判別用Webページ，Java判別用Webページ，JavaアプレットによるNAT
検出ページおよび Javaアプレット，TTL値によるNAT検出ページ，検出用
プログラムの設置
 ユーザ端末のWebアクセス時のリダイレクト先を本研究で実装したWebペー
ジへと変更するためのWebサーバの設定の書き換え
 TTL値の観測のためのファイアウォールのルールの追加
 追加機能用の設定ファイルの設置と環境に合わせた変更
また，Opengateのみではなく，Opengateと同様の仕組みを持つWeb認証システ
ムに対しても，実装の大きな変更を行わずに本機能を導入可能である．
3.6.6 その他のネットワーク利用者認証との比較
ネットワーク利用者認証としては，IEEE 802.1X[2]を用いた認証が普及している．
Windows系OSではWindows2000以降のOSにおいて標準でこの認証を使用でき，
Linuxなどでもオープンソースソフトウェアにより対応が可能である．高度なセキュ
リティが要求され，多様な端末による接続を必要としない組織のネットワークにお
いては IEEE 802.1Xを用いた認証が適している．
しかし，大学のキャンパスネットワークなどでは，学生や教職員，あるいは外部
からの訪問者などが自分のデバイスを持ち込み，多種多様なデバイスでネットワー
クへの接続を行うケースが想定される．802.1Xに対応するための設定や，学生や教
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職員，来訪者の持ち込む端末に対する互換性の確保などに必要なコストを考慮する
と，Webブラウザのみで認証可能な利用者認証ネットワークの利点が大きい．Web
認証であれば Shibboleth認証によるシングルサインオンにも対応可能であるため，
組織内の複数のシステムを利用する利便性が高い．
また，IEEE 802.1Xはユーザ端末のNAT経由でのアクセスを禁止することを目
的としたものではないので，Windowsネットワーク共有などにより，NATとして
動作する認証済み端末を経由することで認証を行わずにネットワークを利用できる．
そのため，NATの設置に起因する問題の発生を抑えられない．
3.7 本研究の位置
近年，インターネット利用の拡大により，一般家庭においてもNAT機器を安価で
容易に入手できるようになり，広く使用されるようになっている．ネットワークに
関する知識の少ない利用者によりNAT機器が設置されると，先述したとおり，ネッ
トワーク管理上の問題や認証時に問題が生じる．そのため，ネットワークに許可な
く設置されたNATの検出については，第 2.3節で述べたとおり，幾つかの手法によ
る検出方法が提案されているが，一定の条件の下でなければ NAT機器の検出を有
効に行えないことが多く，また，NAT機器の検出結果をネットワーク管理者が確認
するにとどまり，NAT機器を経由する通信についての処理には言及していない．
一方，本研究において実装した機能では，NAT機器を経由する通信の検出ととも
に，通信を禁止する仕組みを取り入れたことにより，NAT機器の設置により発生す
るリスクを低減することが可能である．
NAT機器の中でも，とりわけ NAPTは IPv4アドレスの枯渇という問題に対し
て，少数のグローバルアドレスを多数の端末で共有することで，IPv4アドレスの消
費速度を低減するという目的で普及した技術である．世界的に IPv4アドレスの枯
渇が確定しているため，今後は，IPv6アドレスへの切替と普及が予想される．RFC
5902[21]において，IAB(Internet Architecture Board：インターネットアーキテク
チャ委員会)[22]は，、「IPv4で広く普及し，しばしばセキュリティ的な意味もあると
思われているNATは，実際にはセキュリティ装置として利用できるとはいえず，そ
の観点からは IPv6でNATは不要である」という見解を出している．しかし，一方
では，一定以上の規模をもつ IPv6ネットワークにおけるアドレス変更，冗長性の
確保や負荷分散のためのマルチホーム対応，設定情報の統一という課題に対しては，
NATの有効性を否定できないことも述べている．また，IPv6におけるNAT機器の
仕様についての議論なども行われており [23]，IPv6ネットワークにおいてもNAT機
器が使用され，IPv4ネットワークにおけるNAT機器の設置に起因する問題と同様
のリスクが発生する可能性がある．
IPv6によるネットワークにおいても，NAT66によるアドレス変換が行われれば，
NATの内部と外部の IPアドレスの差異の検出によるNATの検出は可能である．ま
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た，IPv6では，IPv4におけるTTL値と同様の役割をもつHop Limitという数値が
設定されており，これを利用してのNAT検出も可能であると考えられる．これらの
ことから，本研究におけるNAT検出機能は，今後の普及が予想される IPv6ネット
ワークにおいても有効であり，使用可能であると考えられる．
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第4章
OpenFlowに導入可能なネット
ワーク利用者認証システム
4.1 概要
ネットワークの複雑化とそれに伴う通信機器の増加により，近年，ネットワーク
管理者の管理コストが大きくなっている．機器に個別のネットワーク設定が不要で
管理者の負担軽減が期待できるネットワークは今後重要になると考えられる．また，
ネットワークやWebシステムなどのリソースの利用において，認証により利用資格
を確認することは重要であり，今後も変わりはない．そこで我々は次世代ネットワー
クに向け，Webによるシングルサインオンに対応したネットワーク利用者認証シス
テムを設計し，OpenFlowを用いて実装した．本システムでは，プログラマブルな
ネットワーク制御技術であるOpenFlowにより，ネットワークの管理を自動化する
ことで管理負担を軽減し，フレキシブルなネットワークを構築できる．また，シン
グルサインオンによりセキュアな認証技術の提供を実現し，複数のWebシステムと
のシームレスな連携が可能である．
4.2 研究の背景
ネットワークリソースの利用時に，認証により利用資格を確認することは一般的
となっている．また企業や大学などにおいては，複数のWebシステムの ID・パス
ワードをユーザが個別に管理する負担を軽減するために，シングルサインオンによ
る認証が注目されている．次世代のネットワークにおいても，これらを実現するこ
とは重要である．
次世代のネットワークとして，SDN(Software Dened Network)と呼ばれる，プ
ログラマブルであり，仮想化が可能なネットワーク制御技術の研究・開発が進めれ
られている．SDNの特徴の一つとして，プログラマブルであることを前提とした多
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数のネットワーク機器の集中管理や自動化が挙げられ，ネットワークの複雑化によ
り増大する管理コストや管理者への負担を軽減できると考えられている．
SDNに基づくネットワーク制御の実装の一つとして，Open Network Foundation
を中心にグローバルな枠組みで開発が行われているOpenFlow[4]がある．OpenFlow
はすでにデータセンターなどでの活用が開始され，各ベンダからの商用スイッチや
コントローラの販売が始まっている [24]．今後はOpenFlowやその他の SDNを利用
することで管理コストを軽減し，フレキシブルなリソースの活用を行うネットワー
クが普及していくと考えられる．
OpenFlow/SDNが今後普及していくにあたって，既存のネットワークにおいて
利用されていたサービスや機能を OpenFlow/SDNにおいても利用できる必要があ
る．しかし，現在のOpenFlow/SDNの利用は，データセンタなどの業務分野におけ
る，負荷分散や管理コストの削減を目的としたケースがほとんどである．そのため，
OpenFlow/SDNの認証技術やアクセス制御への応用研究は活発に行われているとは
言えない．特に，ネットワークリソースの利用時における利用者認証などのセキュ
リティに関連する機能を，OpenFlow/SDN上で動作するアプリケーションとして設
計・実装することは重要な課題であり，OpenFlow/SDNにおける認証およびセキュ
リティの研究としては，アクセス制御に関する研究 [25]や，OpenFlowSec[26]によ
る取り組みなどがある．特に，認証においてはシングルサインオンなどのセキュア
な認証技術を提供できることが望ましい．
そこで本研究では，OpenFlow/SDNの認証・アクセス制御分野での応用を目的と
し，OpenFlowネットワークに導入可能な，Shibboleth[18]によるシングルサインオ
ン認証に対応した，ネットワーク利用者認証システムの設計と実装を行った [27][28]．
本システムでは，Webブラウザを用いたネットワーク利用認証と，ユーザ端末の生
存監視によるネットワーク利用終了の検知が可能である．ユーザ端末の生存監視に
は，WebSocketによって実装した接続監視サーバを用いる．ユーザ端末と接続監視
サーバの間のWebSocketコネクションの維持により，ユーザ端末のネットワーク接
続監視を行う．WebSocketコネクションによる接続監視以外にも，定期的にARPリ
クエストを送信し，ユーザ端末からの応答の有無による生存監視を行う．OpenFlow
の利用により，管理者は機器のネットワーク設定を個別に行うことなく，フレキシ
ブルにネットワークを構築し，少ない負担で管理することができる．ユーザ端末に
は特別なソフトウェアやハードウェアをインストールすることなく，Webブラウザ
のみで認証が可能である．また，Shibbolethによるシングルサインオン認証により，
セキュアな認証を実現し，複数のWebシステムをシームレスに利用でき，学術認証
フェデレーション (学認)[5]による，複数の組織にまたがる訪問者の利用認証も可能
である．
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4.3 システムの概要
4.3.1 システムの設計
本システムでは，ネットワーク利用時にWebブラウザを用いた Shibbolethによる
シングルサインオン認証を採用する．そこで，ユーザ端末による認証前のWebアク
セスを検知した場合，IdP(Identity Provider)へ誘導し，認証させることが望ましい．
認証成功後，ユーザ端末に対してネットワークを開放する．OpenFlowを用いる
ネットワークにおいては，OpenFlowコントローラの命令によりOpenFlowスイッ
チにフローエントリを書き込むことでユーザ端末による通信が可能となる．認証を
行ったWebシステムは認証の成功を知ることができるが，OpenFlowコントローラ
やOpenFlowスイッチは認証の成功を直接知ることができない．OpenFlowスイッ
チはパケットをフローエントリに従って転送する機能しか持たず，OpenFlowコン
トローラはパケットの処理方法を判断し，スイッチに指示する機能しか持たないた
めである．また，OpenFlowの仕様としても，パケットのペイロード部は先頭 20バ
イトまでしか参照できず，ペイロード部の内容に基づいた判断を行うことも難しい．
そこで，OpenFlowコントローラ/スイッチに対して認証の成功を通知し，その通知
に基づいてネットワークを開放する必要がある．
ネットワークの開放後，ネットワークトラブルや，OSの強制終了や LANケーブ
ルが抜けるといったユーザ端末のトラブルにより，ネットワークの利用が突然終了
してしまうことがある．また，ユーザ端末のシャットダウンなどにより，ユーザは
ネットワークの利用を正常に終了する場合もある．このとき，ユーザ端末に対する
ネットワークの開放が行われたままでは，セキュリティ上のリスクが発生する．そこ
で，トラブルやユーザの意志によるネットワーク利用の終了を検知するため，ユー
ザ端末の接続監視や定期的な生存の確認を行い，利用の終了を検知した場合や生存
確認に応答がなかった場合にネットワークを閉鎖する必要がある．
以上の点を踏まえると，OpenFlowを用いたWebブラウザによる Shibboleth認証
を行うためは次に示す機能が必要である．
 利用開始の検知と認証ページへの誘導
 認証成功の通知とネットワークの開放
 利用終了の検知とネットワークの閉鎖
本システムでは，これらの機能をOpenFlowコントローラおよび接続監視サーバ
や CGIプログラムなどとして実装し，OpenFlowを用いるネットワークにおける
Shibbolethによる利用者認証を実現した．
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4.3.2 システムの構成
本システムの構成を図 4.1に示す．
インターネット
OpenFlow
制御サーバ
OpenFlow
スイッチ
Shibboleth IdP
ユーザ端末 OpenFlow
コントローラ
データベース
接続制御サーバ
Webサーバ
Shibboleth SP
接続監視サーバ
図 4.1: システム構成
本システムに必要な機器について以下に記述する．
接続制御サーバ
Shibboleth認証によりユーザの接続制御を行う SP(Service Provider)や，接続監
視サーバを設置し，認証成功時および利用終了時の処理に必要なWebページやCGI
を保持する．認証を行っていないユーザ端末がWebの利用を開始すると，OpenFlow
コントローラ/スイッチは，ユーザ端末からのHTTPリクエストを接続制御サーバ
へリダイレクトする．次に，未認証端末からの通信であるので，認証させる IdPに
リダイレクトする．
認証が成功した場合，OpenFlowコントローラの動作するOpenFlow制御サーバ
に認証成功を通知する．また，接続監視サーバがWebブラウザに認証成功ページを
返す．この認証成功ページはユーザ端末のWebブラウザと接続監視サーバとの間に
WebSocketコネクションを作成し，コネクションの維持によりユーザ端末の監視を
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行う．ユーザによるブラウザの終了や，コネクションの切断を検知すると，認証シ
ステムは利用を終了したと判断し，OpenFlow制御サーバに対して当該端末のネッ
トワーク利用終了を通知する．
OpenFlow制御サーバ
OpenFlowを使用するネットワークの制御を行う．本システムにおいては，制御機
能を実装したOpenFlowコントローラおよび利用者情報を格納するデータベースを
設置する．OpenFlowコントローラは，OpenFlowスイッチから未認証のユーザ端末
によるアクセスを検知すると，接続制御サーバにリダイレクトすることでShibboleth
によるユーザ認証を促す．
認証成功後に接続制御サーバから認証成功の通知を受け取ると，当該ユーザ端末
による通信を許可し，ネットワークを開放する．また，利用終了時には当該端末に
対するネットワーク利用許可を取り消し，ネットワークを閉鎖する．
ユーザ端末の生存確認を行うため，OpenFlowスイッチに対し，ユーザ端末への
定期的な ARPリクエストの送信を命令する．ユーザ端末からの応答がない場合は
当該端末がネットワーク上に存在しないとみなし，ネットワークの閉鎖と利用者情
報の削除を行う．
OpenFlowスイッチ
OpenFlowを使用するネットワークにおいてデータ転送を行う．本システムにお
いてはデータ転送の他に，OpenFlowコントローラの命令によりユーザ端末へ送信
したARPリクエストに対する応答の有無を，OpenFlowコントローラに通知する．
Shibboleth IdP
IdP(Identity Provider)は，Shibboleth認証を行うための認証サーバである．一度
IdPで認証を行うと，IdPと連携する SPではシングルサインオンが可能なため，再
度認証をする必要がない．
未認証のユーザ端末が SPにアクセスすると，通信は IdPへリダイレクトされ，認
証ページを表示し，認証を促す．
4.3.3 システムの動作
利用開始から利用認証成功までのシステムの動作を図 4.2に基づき，以下に示す．
1. ネットワークを利用するユーザ端末からHTTPパケットがOpenFlowスイッ
チに届く．
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Webブラウザ
IdP
SP
接続監視
サーバ
認証成功
CGI
インターネット
接続制御サーバ
(1)
(2) (3)
(4)
(5)(6)
(7) (8)
(9)
(10)
(11)
(12) (13)
(14)
OpenFlow
コントローラ
OpenFlowスイッチ
図 4.2: ネットワーク利用開始時の動作フロー
2. OpenFlowスイッチは OpenFlowコントローラに対して処理方法を問い合わ
せる．
3. OpenFlowコントローラはユーザ端末からのパケットの宛先を接続制御サーバ
宛に書き換えるように命令する．
4. 書き換えられたパケットは接続制御サーバへ転送される．
5. 接続制御サーバがパケットを受け取り，SPは IdPへとリダイレクトする．
6. 認証サーバである IdPからユーザ端末に対して認証ページが返される．
7. ユーザが IDとパスワードを入力し認証をする．
8. 認証に成功すると SPへ通知する．
9. SPが通知を受け取ると，認証成功CGIが認証成功通知パケットを送信する．
10. 接続監視サーバはユーザ端末に認証成功ページを返す．
11. 接続監視サーバはユーザ端末の監視を開始する．
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12. OpenFlowスイッチはOpenFlowコントローラにユーザ端末が認証に成功した
ことを伝え，（9）で作成され，不要となったパケットを削除する．
13. OpenFlowコントローラはユーザ端末の通信を許可し，その後の通信ではユー
ザ端末に対してMACアドレスを条件としたフローエントリを作成する．
14. ユーザ端末は自由にネットワークを利用できる．
　
　利用終了のシステムの動作を図 4.3に基づき，以下に示す．
Webブラウザ
接続監視
サーバ
インターネット
接続制御サーバ
(1)
(2)
(3) (4)
(5)
OpenFlow
スイッチ
OpenFlow
コントローラ
図 4.3: ネットワーク利用終了時の動作フロー
1. ブラウザが閉じられると接続監視サーバはWebSocketコネクションの切断を
検知する．
2. 接続監視サーバは利用終了通知パケットを送信する．
3. OpenFlowスイッチはOpenFlowコントローラにユーザ端末がネットワークの
利用を終了したことを伝え，（2）で作成され，不要となったパケットを削除する．
4. OpenFlowコントローラはユーザ端末の利用許可を取り消し，利用許可を失っ
た端末に対するフローエントリを削除する．
5. ユーザ端末に対するネットワークは閉鎖される．
　
　ARPによるユーザ端末生存監視の動作を図 4.4に基づき，以下に示す．
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図 4.4: ARPによるユーザ端末生存監視の動作フロー
1. OpenFlowコントローラはユーザ端末に対して定期的にARPパケットを送信
するようにOpenFlowスイッチに指示する．
2. OpenFlowスイッチはARPパケットをユーザ端末に対して送信する．
3. ユーザ端末はARPリプライを返す．
4. OpenFlowスイッチはOpenFlowコントローラに対してユーザ端末ごとにARP
リプライがあったことを通知する．
5. OprnFlowコントローラはARPに応答したユーザ端末のARP未応答回数を 0
にリセットする
　
　また，ARPに対して，本システムで設定した回数を越えて応答しないユーザ端末
に対するネットワーク閉鎖について，図 4.5に基づき，以下に示す．
1. OpenFlowコントローラはユーザ端末に対して定期的にARPパケットを送信
するようにOpenFlowスイッチに指示する．
2. OpenFlowスイッチはARPパケットをユーザ端末に対して送信する．
3. ユーザ端末からのARPリプライが返らない．
4. OpenFlowコントローラは，ARPリプライを返さない端末の未応答回数を 1増
やす．
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図 4.5: ARP未応答のユーザ端末に対するネットワーク閉鎖の動作フロー
5. ARP未応答回数が規定回数に達したユーザ端末に対するフローエントリと通
信許可を取り消す．
6. 該当するユーザ端末に対してネットワークは閉鎖される．
4.4 システムの実装
本項では作成したシステムの実装について述べる．本システムのOpenFlowコン
トローラプログラムの実装には，NECの開発しているOpenFlowコントローラ開発
フレームワークであるTrema[29]を使用した．
4.4.1 OpenFlowコントローラ設定ファイル
OpenFlowコントローラの動作に必要な情報を設定ファイルに記述する．設定ファ
イルに記録されている情報を次に示す．
 OpenFlowスイッチの IPアドレス
 OpenFlowスイッチのMACアドレス
 接続制御サーバの IPアドレス
 接続制御サーバのMACアドレス
 フローエントリ削除までの待機時間
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 ARPリクエスト送信間隔
 ARP未応答許容回数
OpenFlowスイッチの IPアドレスおよびMACアドレスは，生存確認のための
ユーザ端末へのARPリクエスト送信時に送信元としてARPパケットに設定される．
APRリクエストを受け取ったユーザ端末は，送信元として設定されているこれらの
IPアドレスおよびMACアドレス宛にARPリプライパケットを送信する．
接続制御サーバの IPアドレスおよびMACアドレスは認証成功および利用終了を
OpenFlowコントローラに通知するパケットの送信元の判別に用いる．送信元が接
続制御サーバの IPアドレスおよびMACアドレスであり，特定のTCPポート番号
に当てたパケットであれば認証成功通知パケットあるいは利用終了通知パケットで
あると判別する．
フローエントリ削除までの待機時間は，使われないフローエントリが残留し，フ
ロー数が増えすぎることを防止するために使用する．接続制御サーバとの通信に用
いるものや，DNS，DHCPなどといったネットワークに必須の通信に使う特殊なフ
ローエントリを除き，ユーザの通信のために登録されたフローエントリは，各エン
トリの条件に合致する最後の通信から，この項目に設定されている時間が経過する
と，自動的に削除される．
ARPリクエスト送信間隔と，ARP未応答許容回数は，ARPによる生存確認に使
用する．ユーザ端末へのARPリクエストはARPリクエスト送信感覚時間ごとに定
期的に送信され，ARP未応答許容回数連続してARP応答がない場合，該当するユー
ザ端末への通信許可を取り消す．
これらの情報はOpenFlowコントローラの起動時に読み込まれる．
4.4.2 OpenFlowコントローラ起動後の初期化
OpenFlowコントローラの起動後，初期化処理としてARPパケット作成用のイン
スタンスと ARPパケット送信フラグ，利用者情報データベースのテーブル作成を
行う．ARPパケットの作成はOpenFlowコントローラで読み込んだ外部モジュール
[30]を使用する．このように，OpenFlowの標準仕様ではARPパケットを作成する
機能はなく，別途実装が必要である．
ARPパケット送信フラグはユーザ端末に対して生存確認のARPリクエストを送
信したかどうかをデータベースに記憶する．生存確認の ARPリクエストを送信し
た場合には true，未送信の場合には falseとなる．起動直後の初期値は falseである．
ARPパケット送信後は trueとなる．
また，利用者情報の保持のために SQLite3によるデータベースを使用するが，初
回の起動であるなどの理由でデータベースが存在しない場合は，OpenFlowコント
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ローラの命令により自動的に作成される．この情報は，ユーザ端末の情報，通信の
許可/不許可を保持する．このデータベースの情報を参照し，OpenFlowコントロー
ラおよびOpenFlowスイッチはパケットの転送の可否の判断や転送先の決定を行う．
利用者情報を保持するarp tableテーブルの定義を表 4.1に示す．主キーはmac addr
フィールドである．
表 4.1: arp tableテーブルの定義
フィールド 型 説明
mac addr text ユーザ端末のMACアドレス
ip addr src text ユーザ端末の IPアドレス
in port integer
ユーザ端末が接続されている
物理ポート番号
permit integer ユーザ端末に対する利用許可
arp judge text
ユーザ端末からの
ARPリプライの有無
count text
ARPに対する
未応答回数
permitフィールドはネットワーク利用の可否を表し，未認証の場合は \0"，認証
成功後は \1"が設定される．認証成功後，ユーザ端末からの通信はこのフィールド
の値が \1"である場合にのみ該当する接続先に転送される．
arp judgeフィールドはユーザ端末からのARPリプライの有無を判定するテキス
トが入る．OpenFlowスイッチが定期的な生存確認の ARPリクエストを送信する
と，このフィールドの値は \send"に設定される．ユーザ端末からのARPリプライ
をOpenFlowスイッチが受け取ると，値 \reply"に更新される．
countフィールドはARPへの未応答回数が記録される．この数値はARPへ応答
すれば 0に更新され，未応答のたびに 1ずつ増加する．未応答回数が 5となると，
OpenFlowコントローラは，該当ユーザ端末は生存していないと判断し，フローエ
ントリを削除し，通信許可を取り消す．
4.4.3 スイッチの接続/切断検知
Tremaに実装されたイベントハンドラにより，OpenFlowコントローラとOpen-
Flowスイッチの接続/切断を検知できる．これを利用し，OpenFlowコントローラの
コンソール上にOpenFlowスイッチの接続/切断を知らせるメッセージを表示する．
スイッチの接続を検知すると，ユーザ端末がWeb認証を行うために必要なDHCP，
DNSなどのパケットに対して通信を許可するフローエントリを書き込む．
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また，ネットワークトラブルなどにより，OpenFlowスイッチとOpenFlowコン
トローラの接続が切断された場合，利用者情報データベース内の利用許可を全て不
許可に変更し，起動時にスイッチに書き込んでおいた，コントローラと切断された
場合のための，あらゆる通信を遮断する緊急エントリが有効となり，全端末の通信
を停止する．OpenFlowコントローラとOpenFlowスイッチの再接続が行われた場
合，ユーザ端末は再度認証を行う必要があり，ネットワークセキュリティ上の安全
も確保される．
4.4.4 データベース登録と認証ページへの誘導
OpenFlowスイッチに新たなユーザ端末が接続され，Webブラウザによりネット
ワーク利用を開始すると，利用者情報データベース (表 4.1)に登録が行われる．permit
フィールドの初期値は \0"であるため，Webブラウザ起動直後の通信は接続制御サー
バへとリダイレクトされる．
ここでは，ユーザ端末がWebブラウザ起動時にアクセスしようとした宛先の IP
アドレスを，OpenFlowのパケット書き換え機能を用いて強制的に接続制御サーバ
の IPアドレスおよびMACアドレスに書き換えることにより，リダイレクトさせる．
接続制御サーバへ強制的にリダイレクトされたのち，未認証であることから IdPへ
リダイレクトされ，認証ページが表示される．この認証ページにおいて，ユーザは
認証を行う．
4.4.5 認証成功の通知とネットワークの開放
接続制御サーバが認証成功の通知を受け取ると，CGIが動作し，特別なパケット
を送信することで認証成功を通知する．このパケットは宛先を認証に成功したユー
ザ端末の IPアドレスとしており，デフォルトの設定としてポート番号 10000に対し
て送信される．また，このCGIは利用ログとして，利用開始日時，ユーザ名，IPア
ドレスなどを記録する．
このパケットはOpenFlowスイッチでフローエントリに合致しないパケットとし
て扱われ，OpenFlowスイッチはOpenFlowコントローラへ処理方法を問い合わせ
る．OpenFlowコントローラは認証成功をOpenFlowコントローラに通知するパケッ
トと判断し，宛先である IPアドレスをもつユーザ端末の情報を利用者情報を保持す
るデータベースに追加し，通信の可否を許可に変更する．以後，ユーザ端末は自由
にネットワークを利用できる．
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4.4.6 フローエントリの登録
ネットワークの利用が許可されたユーザ端末が通信を行う場合，新たな接続先に
アクセスするごとに，ユーザ端末とアクセス先の間の通信を許容するフローエント
リが個別に作成される．このエントリは，送信元をユーザ端末の IPアドレス，宛先
をアクセス先の IPアドレスとしたものである．また，アクセス先からの返信があ
る場合に備え，送信元をアクセス先の IPアドレス，宛先をユーザ端末の IPアドレ
スとするフローエントリが登録される．これらのフローエントリには有効な時間が
設定されており，各フローエントリに合致する通信が 60秒以上行われない場合，フ
ローエントリは削除される．
削除されるのはフローエントリのみであり，認証情報は削除されないため，再度，
同一の接続先にアクセスを行うとフローエントリは新たに追加される．フローエン
トリの最終参照から削除されるまでの時間は設定により変更可能である．
4.4.7 接続監視サーバによるユーザ端末監視
認証成功後，Webブラウザは認証成功ページへ誘導される．このページは接続監
視サーバにより表示され，ユーザ端末と接続監視サーバの間にWebSocketコネク
ションを作成する．このコネクションの維持により，ユーザ端末のネットワーク接
続を監視する．ネットワークを利用する間は，ユーザはこのページの表示を維持す
る必要がある．
接続監視サーバは，Node.js[31]および Socket.IO[32]を用い，WebSocketによって
実装した．WebSocketは独自のプロトコルを使用し，一度サーバとクライアントの
間にコネクションを作成すると，利用が終了されるまで同一のコネクションを使用
してデータ通信を行う．HTTPによる通信のように通信ごとに新たにコネクション
を作成する必要がなく，安定した通信と動作の軽量化が可能であるため，ユーザ端
末の監視に採用した．
4.4.8 ARPによる端末生存確認
本システムでは接続監視サーバによるユーザ端末の利用監視の他に，ユーザ端末
に対する定期的なARPリクエストの送信による生存確認も行っている．
ARPリクエストは 60秒ごとに送信しており，OpenFlowスイッチからのARPリ
クエストに対して応答がない場合，利用者情報データベース (表 4.1)の arp judge
フィールドの値が \send"のままとなる．この際，応答しなかった化数も記録される．
定期的なARP送信の前に，このフィールドが \send"のままとなっているユーザ端
末の未応答回数が 1つ増加する．5回連続で応答がないユーザ端末は，生存してい
ないと判断され，データベースからの削除とネットワークの閉鎖が行われる．
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ARPリクエストの送信間隔と未応答許容回数は設定変更可能である．
4.4.9 利用終了の検知とネットワーク閉鎖
ユーザ端末のブラウザの終了や，認証成功ページからの移動などによりWebSocket
によるコネクションが切断されると，接続監視サーバはネットワークの閉鎖処理を
行うCGIを実行する．
ネットワーク閉鎖処理を行うCGIは，宛先をユーザ端末の IPアドレスとし，デ
フォルトの設定としてポート番号 20000に宛てた利用終了を通知するパケットを，
OpenFlowスイッチに送信する．また，利用終了日時を利用ログに記録する．
認証成功を通知するパケットと同様に，OpenFlowスイッチは未知のパケットで
あるとしてOpenFlowコントローラに問い合わせ，コントローラは利用終了を通知
するパケットであると判断する．宛先となっている IPアドレスをもつユーザ端末に
対するネットワーク利用許可を取り消し，当該ユーザ端末の使用するフローエント
リの削除を行う．
ユーザ端末から ARPリクエストに対し，規定回数連続して応答がない場合も，
OpenFlowコントローラは当該ユーザ端末のネットワーク利用許可を取り消し，当
該ユーザ端末の使用するフローエントリの削除を行う．
4.4.10 未知パケットの処理
OpenFlowには，OpenFlowスイッチがフローエントリに登録された条件に合致し
ないパケット (未知パケット)を受け取った場合に実行されるイベントハンドラが実
装されている．このイベントハンドラを利用し，OpenFlowスイッチに入力された
パケットの情報を取得し，パケットの種別ごとに処理を行う．パケット種別ごとに
取得する情報を表表 4.2に示す．
ARP以外の未知パケットについて，送信元MACアドレスあるいは宛先MACア
ドレスが通信許可済みのユーザ端末である場合は利用者情報データベースをもとに
宛先と出力ポートを検索し，転送する．通信許可がないユーザ端末の場合，認可の
判断を行うべく，SPへとリダイレクトさせる．ARPパケットであれば，未知パケッ
トであっても，通信の許可/不許可にかかわらず転送を行う．
4.4.11 開発環境
開発環境を表 4.3に示す．OpenFlowスイッチとして市販のブロードバンドルー
タにOpenFlow対応のカスタムファームウェア [33][34]を導入したものを使用した．
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表 4.2: パケット種別ごとの取得情報
パケット種別 取得情報
送信元 IPアドレス
ARPリクエスト 宛先 IPアドレス
or 送信元MACアドレス
ARPリプライ 宛先MACアドレス
入力ポート番号
送信元 IPアドレス
宛先 IPアドレス
送信元MACアドレス
未知パケット 宛先MACアドレス
入力ポート番号
TCP/UDP送信元ポート番号
TCP/UDP宛先ポート番号
4.5 動作検証
動作検証にあたって，検証用のネットワークを作成し，検証を行った．
まず，各OSとブラウザで，認証時のネットワーク開放処理と利用終了時のネッ
トワーク閉鎖処理が動作することを確認した．検証に用いたOSとブラウザを表 4.4
に示す．
次に，本システムにより認証を行ったユーザ端末から，外部サイトに対する ping
による応答時間計測を行った結果を表 4.5に示す．OpenFlowによる認証ネットワー
クとOpengate[13]による認証ネットワークの二つのネットワークで，三つの外部サ
イトに対して 100回ずつの ping送信を行った．pingの送信はWindows 7 SP1から
行い，送信データは 1回あたり標準サイズの 32バイトである．pingを送信した対象
サーバのリストを次に示す．
 対象サーバA：www.saga-u.ac.jp
 対象サーバB：www.google.co.jp
 対象サーバC：www.yahoo.co.jp
OpenFlowネットワークにおいてもパケット送信時の損失は 0であり，正常に転送
されていることが確認できた．応答までの時間が最大であるのは初回の応答であるが，
これはユーザ端末から目標とするサーバに対する通信を許可するフローエントリを
書き込むために遅延が大きくなったためである．二回目以降の応答は，非OpenFlow
のネットワークと比べ，遅延は数msとなっており，全体の平均に大きな差はない．
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表 4.3: 開発環境
分類 詳細
コントローラOS Ubuntu 14.04
コントローラ開発フレームワーク Trema 0.4.7
OpenFlow 1.1
OpenFlowスイッチ for OpenWRT
BUFFALO WHR-G301N
データベース SQLite3 3.7.9
開発言語 Ruby 2.0.0, JavaScript
Shibboleth IdP 2.1.5
Shibboleth SP 2.5.1
接続監視サーバ
Node.js v0.10.28
Socket.IO 1.0.4
表 4.4: 動作検証に用いたOSおよびWebブラウザ
OS ブラウザ
Internet Explorer 11
Windows 7 SP1 Firefox 29.01
Google Chrome 35.0
Fedora 20
Firefox 29.01
Google Chrome 35.08
Ubuntu 13.10
Firefox 29.01
Google Chrome 35.08
4.6 考察
4.6.1 OpenFlowを用いた認証システム
OpenFlowを用いた認証システムとしては，特定のコンテンツに対する認証とア
クセス制御にOpenFlowを利用する研究 [25]がある．この研究ではWeb上のコンテ
ンツへのアクセスに対し，認証に成功した端末の通信を許可するフローエントリを
書き込むことでアクセス制御を行い，特定のコンテンツへのアクセスのための認証
基盤としてOpenFlowを用いている．利用の終了には専用の利用終了ページにおい
て利用終了手続を行う．
本システムでは，WebSocketによりユーザ端末の接続を監視し，WebSocketの切
断検知による終了が可能である．このため，ユーザは終了手続を別途行うことなく，
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表 4.5: pingによる応答時間計測
対象サーバ A B C
OpenFlow
最小 (ms) 2 24 30
最大 (ms) 132 137 174
平均 (ms) 6 26 34
損失 (%) 0 0 0
非OpenFlow
最小 (ms) 0 21 27
最大 (ms) 1 23 39
平均 (ms) 0 21 27
損失 (%) 0 0 0
Webブラウザの終了やユーザ端末のシャットダウンによりネットワークの利用を終
了できる．また，Shibboleth認証に対応し，シングルサインオンにより他のWebシ
ステムをシームレスに利用できる．
4.6.2 OpenFlowスイッチ
検証においては市販のブロードバンドルータに対して組み込みシステム用に開発
されているOpenFlow対応のファームウェアを導入し，接続検証などを行った．こ
のブロードバンドルータは家庭用であることから，商用スイッチと比べると処理性
能そのものが低く，遅延なども大きいと考えられる．商用のOpenFlowスイッチを
使用すれば，本システムも実用に耐えるパフォーマンスを発揮すると考えられる．
4.6.3 認証成功通知と利用終了通知
現在，利用開始および終了を接続監視サーバからOpenFlowコントローラへ通知
する際に，宛先 IPアドレスをユーザ端末の IPアドレスとし，特定のポート番号を
使用することで通知している．
使用しているポート番号はユーザ端末とその他の端末や外部ネットワークとの通
信で使用される可能性がある．そのため，ユーザ端末と外部の通信に用いられるポー
ト番号が，認証システムの通知に使用するポート番号と重複する可能性がある．そ
こで，入力元となるOpenFlowスイッチの物理ポート番号を参照し，不正なパケッ
トや偶然により，ネットワークの開放や閉鎖が行われないようにしている．
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4.6.4 シングルサインオン認証への対応
シングルサインオン認証をネットワーク利用認証とその他Webシステムに対して
利用しているネットワークとして，佐賀大学 [19]および広島大学 [35]のネットワー
クがあげられる．どちらも Shibbolethによるシングルサインオンを行っている．
本システムにおいても Shibbolethによるシングルサインオン認証に対応し，同一
の IdPにより管理された他のWebシステムをシームレスに利用できることを確認し
た．また，他のネットワーク上から，同一の IdPを使用するWebサービスに対して
Shibboleth認証を行った後，本システムを導入したネットワークに接続を切り替え
てWebアクセスを行うと，IDとパスワードの入力処理を行うことなく，シームレ
スにログイン処理と監視ページの表示が行われた．このことから，OpenFlowネッ
トワークに導入可能なシングルサインオン認証機能を実装できたと言える．
4.6.5 柔軟なネットワーク構築
本研究による認証システムではOpenFlowを用いており，柔軟なネットワーク構
成が可能である．そのため，ネットワーク構成の変更を行う場合でもOpenFlowコ
ントローラにより一括してネットワーク機器を制御し，ネットワーク構成の変更を
することができる．
本システムはL2スイッチと同様に容易にネットワークへの導入が可能である．こ
れにより，Opengateのように，認証システムの制御するブロックごとに，L3レベル
で別々のネットワークを作成して管理・運用する必要がない．本システムを導入す
る際も，OpenFlow対応のスイッチがあれば，容易に利用者認証を行うネットワー
クを構築し，運用することができる．
4.6.6 MACアドレス登録型認証システムとの比較
佐賀大学では，MACアドレス登録型のネットワーク利用者認証システムとして，
OpengateM[36]を開発・運用している．このシステムは，同じく佐賀大学において
ネットワーク利用者認証システムとして開発・運用されているOpengateの，モバ
イル端末向けの発展型である．OpengateMでは，ネットワークの出口となるゲート
ウェイマシン上のファイアウォールにおいて通信の可否を判断している．そのため，
ゲートウェイマシンに通信の可否の判断のために負荷が集中し，ボトルネックとな
りやすい．また，L3レベルでのアクセス制御を行うため，同じネットワークに接続
している他のユーザ端末などに対しては，利用者認証を行わずに通信が可能である．
これを防止するためにはスイッチなどの L2機器に対してセパレート機能などの設
定を行わなければならない．
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本システムでは，OpenFlowを用いたことにより，通信の可否の判断を各スイッチ
のフローエントリで行うことができる．そのため，負荷が各スイッチに分散し，ゲー
トウェイにおけるボトルネックの解消を期待できる．また，同じネットワークに接
続している他のユーザ端末に対しても，利用者認証を行わなければ通信できない仕
組みとなっている．
4.6.7 モバイルデバイスへの対応
本システムでは端末監視にWebブラウザとWebsocketを用いている．そのため，
タブレットやスマートフォンの中には本システムによる認証後のセッションの維持が
不可能なものがある．例えば，iOSでは他のアプリを使用するためにブラウザをバッ
クグラウンドに回すと，ブラウザによる通信自体をスリープさせるため，Websocket
によるセッションが切断される．このようなモバイルデバイスに対しては，本シス
テムによる認証とは別の認証手段を用意する必要がある．
4.6.8 複数スイッチへの接続
現状では，実験環境の制約から，単一のスイッチとコントローラによる接続にの
み対応している．実際にシステムを導入する場合には，複数のスイッチを接続して
使用する．この場合，各スイッチとOpenFlowコントローラを接続するには管理用
のネットワークを別途構築する必要がある．
また，複数のスイッチを接続し，ネットワークを構築する場合，トポロジー検出
や，宛先となるホストへの最短経路を計算し，フローエントリの設定などを行う必
要がある．フローエントリの書き込みについても，現在は単一のスイッチのみに書
き込んでいるが，複数のスイッチ IDを記録し，それらすべてに同時にフローエント
リを書き込む必要がある．
これらの課題については，現在検証と実装を進めている．
4.6.9 NAT機器を介した接続への対処
本研究においてはOpenFlowネットワークを前提とした認証システムの設計と実
装を行ったが，OpenFlowを用いても，既存のWeb認証システムと同様にNAT機
器を経由して接続する端末により発生するリスクは存在する．そこで，本システム
に対して，第 3章において実装したNAT検出機能の一部を試験的に追加し，NAT
の検出と通信の禁止が可能であるかどうかを検証した．
本検証においては，JavaアプレットによるNAT検出機能のみを導入した．TTL
観測による手法の実行には，ゲートウェイマシンを設置してファイアウォールを稼
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働させるか，OpenFlowスイッチでフィルタリングする必要がある．しかし，ゲー
トウェイの設置は負荷分散の視点から導入をあきらめざるを得ず，OpenFlowスイッ
チ上でパケットフィルタリングを行う場合，OpenFlowの仕様上の制約により，パ
ケットのマッチング条件にTTL値を指定することができない．そのため，今回の検
証においては，JavaアプレットによるNAT検機能のみを対象とした．
Javaアプレットが有効な端末を用い，NAT経由でWeb認証システムに接続した
場合には，認証画面へ遷移する前に通信を禁止することができた．
4.7 本研究の位置
本研究においては，OpenFlowに導入可能なネットワーク利用者認証システムの
設計と実装を行った．本システムは Shibbolethによるシングルサインオンに対応し
ており，他のWebシステムとのシームレスな連携が可能である．本研究においては
SDN基盤としてOpenFlowを選択したが，各ベンダなどが開発を進めているその他
の SDN基盤においても，本システムの設計を使用し，同様の認証システムを作成可
能であると考えられる．
また，近年ではスマートフォンやタブレット端末のような無線LANへの接続を行
う端末を持ち込んでネットワーク利用を行う状況が増加している．一般的な企業や
組織においても，BYOD(Bring Your Own Device：従業員や構成員が個人所有の機
器を持ち込み，業務に使用する形態)が普及し始めている．佐賀大学においては，こ
ういった持ち込み端末への対応として，OpengateMを開発し，MACアドレス登録
型の認証システムとして運用している．本研究ではWeb認証システムとして実装を
行ったが，本システムで実装したOpenFlowコントローラの大部分を利用し，MAC
アドレス登録型の認証システムに作り替えることが可能である．
これらのことから，本研究は次世代ネットワークにおけるアプリケーションとし
てのネットワーク利用者認証機能の設計と実装として有用である言える．
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第5章
結論
5.1 本研究の成果
ネットワークは企業や教育機関，家庭に急速に普及し，重要な社会基盤となった．
現在では，携帯電話をはじめとしたモバイル端末も普及し，WWWやメールの閲覧
のみではなく，ビデオ通話や IP通話など，様々なWebサービスや，ネットワーク利
用を前提としたシステムが提供され，利用されている．ネットワークを用いる様々
なサービスや機能が提供されるにつれて，認証によるリソースの利用資格の確認は
特に重要なものとなっている．しかし，認証システムの設置されたネットワークの
環境によっては，認証による利用資格の確認を回避することが可能である．悪意に
よる認証の回避の事例がある一方で，ネットワークに対する知識がないために，悪
意なく，意図せずに認証を回避可能な状態にしてしまう利用者も存在する．
また，仮想化技術の発展によるネットワークの高度化・複雑化による管理コスト増
大が問題となっており，ネットワークをアプリケーションにより集中管理する SDN
という概念が出現し，OpenFlowに代表される実装が普及し始めている．
本研究では，今後，必要となると考えられる，安全で高機能なセキュアネットワー
ク構築のため，認証ネットワークにおいて NAT機器の設置により発生するセキュ
リティリスクの解決と，次世代ネットワークとされる SDNの代表的な実装である
OpenFlowに導入可能な認証システムの設計と実装を行った．NAT経由の通信を検
出し，禁止する機能を，既存のWeb認証システムの追加機能として実装することに
より，NAT機器の設置によるセキュリティリスクを低下させることが可能である．
また，OpenFlowに導入可能な Shibbolethに対応した利用者認証システムの実装に
より，管理コストを低減可能な次世代のネットワークにおける認証機能を実現した．
認証ネットワークにおける NAT機器の設置によるリスクに対しては，署名済み
JavaアプレットによるNAT検出手法と，TTL値の観測によるNAT検出手法を，既
存のWeb認証システムへの導入が容易な追加機能として実装し，NAT経由の通信
を検出し，通信を禁止することが可能となった．検証実験，および小規模ネットワー
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クにおける試験運用においても，誤動作や誤検知はなく，良好な結果を示した．
仮想化ソフトウェアを導入した端末による接続においては，仮想化ソフトウェア
のネットワーク設定に応じて，ホストOS，ゲストOSのうち，適切なOS上で認証
を行うことで，誤検出を回避できることを示した．また，同一端末上に複数のネッ
トワーク接続用のデバイスが搭載されていることも考慮し，Web認証システムとの
接続に使用されているネットワークデバイスを特定し，NAT経由であるかそうでな
いかを判定することが可能である．
本研究において実装した機能の最大の特徴は，ネットワーク利用認証を行う前に
NAT経由の通信であるかどうかを判断し，NAT経由の通信であればアクセスを禁
止できることである．NAT検出のための既存研究では，IPidの観測による検出手法
や，sFlowによるパケットモニタリング，トレースパケット送出によるTTL値の観
測などが用いられている．これらの手法の場合，Web認証ネットワークにおいて，
認証が行われる前にNATを検出し，NAT経由の通信を禁止することが困難である，
あるいは一定の条件を満たさなければ有効に NATを検出できないといった問題が
ある．本研究による実装の場合，多種多様な端末・OSの混在する環境においても
NATを検出し，認証前にNAT経由の通信を禁止することが可能である．
また，本機能はOpengate向けの追加機能として実装したが，Opengateと同様の
仕組みをもつWeb認証システムであれば，本機能を比較的容易に追加可能である．
さらに，次世代ネットワークにおけるアクセス制御機能の一例として，OpenFlow
に導入可能なネットワーク利用者認証システムの設計と実装を行った．認証には
Shibbolethを使用しており，同一の IdPを使用するWebシステムのシームレスな利
用が可能である．Shibbolethを採用したことにより，学術認証フェデレーションを
利用して，複数の組織にまたがる外部訪問者の認証も可能である．また，同一の IdP
を利用するネットワークであれば，ネットワーク間を移動しても再認証が簡単に行
われることを確認できた．
OpenFlowの採用により，従来の L3レベルでのフィルタリングを行うゲートウェ
イ設置型のWeb認証システムと比較すると，OpenFlowスイッチにおいて L2レベ
ルでフィルタリングが可能なため，各スイッチにフィルタリング時の負荷が分散す
る．また，認証システム自体をL2スイッチのように容易にネットワークに挿入可能
である．本研究においてはOpenFlowに対する設計と実装を行ったが，設計そのも
のはその他の SDNに基づくネットワークにおいても使用可能であると考える．
今後のネットワークにおいては，利用者，管理者の双方にとっても，セキュリティ
上のリスクを可能な限り低減可能であることが求められると考えられる．また，管
理負担の低減可能な SDNに基づくネットワークが普及すると考えられ，既存のネッ
トワークにおいて提供されている機能のすべてが利用できる必要があり，特に認証
やアクセス制御に関するアプリケーションの開発が重要な課題である．
先にも述べたが，日本においては 2014年 11月にサイバーセキュリティ基本法が
成立し，サイバーセキュリティ技術の研究や普及が求められている．また，政府に
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対して，サイバーセキュリティに関する施策の実施に向け，財政上・税制上の措置を
講じることや，関連技術に関する研究開発等を推進することを義務付けている．教
育機関や事業者に対しては，技術の研究開発や人材の育成を義務付けている．この
ような背景から，本研究は，利用者，管理者双方にとってのセキュリティ上のリス
クの低減や，SDNに基づいたネットワークにおけるサイバーセキュリティの確保と
普及に大いに寄与するものであると期待できる．
5.2 今後の課題
本研究では，Web認証ネットワークにおいて，ネットワークに設置された，管理
者の把握できないNAT機器を経由する通信を禁止する機能と，次世代のネットワー
クとして注目される SDNに導入可能な利用者認証システムの設計と実装を行った．
Web認証ネットワークにおけるNAT機器を経由する通信の禁止に関しては，小
規模ながら実運用されているネットワーク上で試験運用を行い，多種多様な端末や
OSが混在する環境においても問題なく動作することが確認できた．しかしながら，
より大規模なネットワークにおいて運用試験を行い，NAT機器の検出率などのデー
タを収集し，分析する必要がある．NAT機器経由の通信であるか否かの判定には
Javaアプレットを使用しているが，キャンパスネットワークなどにおいて，接続さ
れるユーザ端末における Javaのインストール率などを調査し，どの程度の有効性が
あるか判断を行う必要がある．
OpenFlowに導入可能なネットワーク利用者認証システムについては，現在では
一台のスイッチを用いた構成となっている．実運用環境では複数台のスイッチを
OpenFlowにより制御する必要があるため，複数のスイッチの接続に対応する必要
がある．そのため，現在はトポロジー検出や経路計算などの機能について実装を
進めており，複数のスイッチを制御する機能の追加を目指している．現在の実装は
OpenFlow ver1.0に準拠したものであるが，このバージョンでは IPv6を扱うこと
ができない．今後のネットワークにおいては IPv6を扱えることは必須であるため，
IPv6に対応した新バージョンへの変更を進めている．
今回OpenFlowアプリケーションとして実装したネットワーク利用者認証システム
では，NAT経由の通信を止めることができない．現在はNAT検出機能として，Java
アプレットを用いた検出機能を試験的に組み込んでいる．しかし，OpenFlowでは
TTL値をマッチング条件として使用することができないため，Javaアプレットが使
用できない端末に対してはNAT経由の通信であるか否かを判別できない．パケット
を解析するためには，パケットをOpenFlowコントローラへ送り，OpenFlowコント
ローラ上で解析を行う必要があるが，NAT経由の通信か否かの判別をOpenFlowコ
ントローラで行うと，コントローラとスイッチの通信頻度が上昇し，OpenFlowを
用いてフィルタリングの負荷を分散した意義がなくなる．解決策としては，認証に
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使用するWebサーバのファイアウォールを用いて，TTL値に関してのみ認証ペー
ジの表示時にフィルタリングを行う方法が考えられる．
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I付 録A
NAT経由アクセス禁止機能の
ソースコード
NAT経由での通信を検出し，アクセスを禁止する機能に実装したソースコードを
掲載する．
start.html
<?php1
2
$ua = $_SERVER['HTTP_USER_AGENT'];3
$raddr = $_SERVER['REMOTE_ADDR'];4
$saddr = $_SERVER['SERVER_ADDR'];5
$conf = "./php/natdt.conf";6
7
$xml = simplexml_load_file($conf);8
$prefix = $xml->natDetect->IPv6Prefix;9
10
if(mb_ereg("Android|iOS", $ua))11
{12
header("Location: php/ttl_obsrv.html");13
}14
elseif(mb_ereg("Windows|Macintosh|Linux", $ua))15
{16
$file = file("ignition.html");17
18
foreach($file as $line)19
{20
echo substr($line, 0);21
}22
}23
else24
{25
header("Location: php/ttl_obsrv.html");26
}27
28
?>29
II
ignition.html
<?php1
$srv=$_SERVER['SERVER_NAME'];2
?>3
<html>4
<head>5
<title>JavaScript Sample</title>6
<script type="text/javascript" language="JavaScript">7
<!--8
function javaobsrv()9
{10
var srv="<?=$srv ?>";11
if(navigator.javaEnabled()==true)12
{13
document.fm.action="https://" + $srvb +"/php/natdj.html";14
}15
else16
{17
document.fm.action="https://" + $srvb +"/php/ttl_obsrv.html";18
}19
20
document.fm.submit();21
}22
// -->23
</script>24
</head>25
<body onLoad="javaobsrv()">26
<form method="POST" name="fm">27
</form>28
</body>29
</html>30
natdj.html
<?php1
2
require "ttl_obs.php";3
4
$ip = $_SERVER["REMOTE_ADDR"];5
$ua = $_SERVER["USER_AGENT"];6
//print $ip;7
8
$result = ttl_observation($ua, $ip);9
10
?>11
<html>12
<head>13
<meta http-equiv="Content-Type" content="text/html; charset=UTF-8">14
<title>Opengate Splitter</title>15
</head>16
<body>17
<center>18
<applet archive="nicInfsig.jar" code="nicInf.class" width="200" height="100">19
<param name="uid" value="<?php print getenv('UID') ?>">20
<param name="remoteIP" value="<?php print getenv('REMOTE_ADDR') ?>">21
<param name="lang" value="<?php print $_SERVER['HTTP_ACCEPT_LANGUAGE'] ?>">22
<param name="ttlResult" value="<?php print $result ?>">23
Java 繧呈怏蜉縺縺励※縺上□縺輔＞縲24
</applet><br />25
繧繝励Ξ繝�ヨ縺悟虚菴懊＠縺縺�蜷医�<a href="./ttl_obsrv.html">縺薙■繧</a>26
</center>27
III
</body>28
</html>29
natdt.java
import java.applet.*;1
import java.awt.*;2
import java.net.*;3
import java.io.*;4
import java.util.*;5
6
public class natDt extends Applet7
{8
public void init()9
{10
String remoteIP = getParameter("remoteIP");11
String uid = getParameter("uid");12
String ttlObs = getParameter("ttlResult");13
String req = "";14
String clientIP=null;15
String clientMAC="";16
StringBuffer result = new StringBuffer();17
18
// クライアント端末のすべての NIC を取得19
try20
{21
Enumeration<NetworkInterface> nic = NetworkInterface.getNetworkInterfaces();22
23
// 各 NIC を抽出24
bingo:25
for (; nic.hasMoreElements(); )26
{27
NetworkInterface n = nic.nextElement();28
29
// ループバックアドレスでなく、NIC が生きてる場合のみ NIC の IP アドレス群を取得30
if(!n.isLoopback() && n.isUp())31
{32
Enumeration ipaddrs = n.getInetAddresses();33
34
while (ipaddrs.hasMoreElements())35
{36
// 個別の IP アドレスを抽出37
InetAddress address = (InetAddress)ipaddrs.nextElement();38
39
// IPv4 アドレスの場合40
if(address instanceof Inet4Address)41
{42
clientIP = address.getHostAddress();43
44
// IP アドレスがサーバから見た IP と一致すれば IP チェッカーへ遷移45
// その後認証システムへ46
if(clientIP.equals(remoteIP) && ttlObs.equals("true"))47
{48
try49
{50
String ogurl = "./ipCheck.php";51
URL openURL = new URL(getCodeBase(), ogurl);52
getAppletContext().showDocument(openURL,"_self");53
}catch(MalformedURLException er){}54
System.exit(0);55
}56
57
IV
// 二つの IP アドレスが不一致なら MAC アドレスを取得58
else59
{60
// MAC アドレスを 16 進数表記の文字列に変換61
// 各桁の要素が 0x10 未満なら頭に 0 を足す62
byte[] addressByte = n.getHardwareAddress();63
int bytenum = addressByte.length;64
65
for(int i=0; i<bytenum; i++)66
{67
String printAddress;68
69
int addressInt = 0x0FF & addressByte[i];70
if( addressInt < 10 )71
{72
printAddress = "0" + Integer.toString(addressInt);73
}74
else75
{76
printAddress = Integer.toHexString(addressInt);77
}78
79
clientMAC += printAddress;80
81
if( i < bytenum-1 )82
{83
clientMAC += ":" ;84
}85
}86
// さらに NIC が存在する場合は MAC アドレスを追加するので区切りを入れる87
if(nic.hasMoreElements()) clientMAC += " or ";88
}89
}90
91
else if(address instanceof Inet6Address)92
{93
clientIP = address.getHostAddress();94
95
// IP アドレスがサーバから見た IP と一致すれば IP チェッカーへ遷移96
// その後認証システムへ97
if(clientIP.equals(remoteIP) && ttlObs.equals("true"))98
{99
try100
{101
String ogurl = "./ipCheck.php";102
URL openURL = new URL(getCodeBase(), ogurl);103
getAppletContext().showDocument(openURL,"_self");104
}catch(MalformedURLException er){}105
System.exit(0);106
}107
else108
{109
if(!ipaddrs.hasMoreElements())110
{111
// MAC アドレスを 16 進数表記の文字列に変換112
// 各桁の要素が 0x10 未満なら頭に 0 を足す113
byte[] addressByte = n.getHardwareAddress();114
int bytenum = addressByte.length;115
116
for(int i=0; i<bytenum; i++)117
{118
String printAddress;119
120
int addressInt = 0x0FF & addressByte[i];121
if( addressInt < 10 )122
V{123
printAddress = "0" + Integer.toString(addressInt);124
}125
else126
{127
printAddress = Integer.toHexString(addressInt);128
}129
130
clientMAC += printAddress;131
132
if( i < bytenum-1 )133
{134
clientMAC += ":" ;135
}136
}137
}138
}139
}140
}141
}142
}143
144
// MAC アドレスが空でなければログへ記録145
// 途中で IP 比較結果が一致している場合はここへはこない146
try147
{148
String logingurl = "logger.php";149
URL url = new URL(getCodeBase(), logingurl);150
req = "uid=" + getParameter("uid") + "&clientIP="151
+ clientIP + "&clientMAC=" + clientMAC;152
URLConnection ucon = url.openConnection();153
ucon.setDoOutput(true);154
ucon.setDoInput(true);155
ucon.setUseCaches(false);156
ucon.setAllowUserInteraction(false);157
PrintWriter writer = new PrintWriter(ucon.getOutputStream());158
writer.print(req);159
writer.close();160
BufferedReader mReader = new BufferedReader(161
new InputStreamReader(ucon.getInputStream(),"SJIS"));162
String temp = mReader.readLine();163
result.append(temp);164
mReader.close();165
}catch ( Exception e3){166
e3.printStackTrace();167
}168
// ログの記録後は警告ページへ169
try170
{171
String spliturl = "./nat_warning.html";172
URL endURL = new URL(getCodeBase(), spliturl);173
getAppletContext().showDocument(endURL,"_self");174
}catch(MalformedURLException er){}175
}catch(SocketException e){}176
}177
}178
ttl obsrv.html
<html>1
<head>2
<title>Opengate Splitter</title>3
VI
</head>4
<body>5
<?php6
7
require "functions.php";8
9
$ip = $_SERVER["REMOTE_ADDR"];10
$ua = $_SERVER["USER_AGENT"];11
12
$result= ttl_observation($ua, $ip);13
14
15
if($result==="true")16
{17
print "<form action=\"./ipCheck.php\" method=\"POST\" name=\"fm\">\n";18
print "<script language=\"JavaScript\">document.fm.submit();</script>\n";19
}20
else21
{22
$mac = false;23
24
$arp = `arp -n $ip`;25
$line = explode("\n", $arp);26
27
$cols=preg_split('/[\s]+/', trim($line[0]));28
if (strstr($cols[1],$ip))29
{30
$mac=$cols[3];31
}32
else33
{34
$mac= "n/a";35
}36
37
$uid = getenv('UID');38
39
$access = date("Y/m/d H:i:s");40
openlog("NAT_WARNING", LOG_PID|LOG_NDELAY, LOG_LOCAL2);41
syslog(LOG_WARNING, "$access Username: $uid RemoteIP: $ip42
ClientLocalIP: N/A NatMacAddr: $mac");43
closelog();44
45
46
print "<form action=\"./nat_warning.html\" method=\"POST\" name=\"fm\">\n";47
print "<script language=\"JavaScript\">document.fm.submit();</script>\n";48
}49
50
?>51
</center>52
</body>53
</html>54
ipCheck.php
<?php1
2
require "functions.php";3
$conf = "./natdt.conf";4
5
$xml = simplexml_load_file($conf);6
$prefix = $xml->natDetect->IPv6Prefix;7
$netaddr = $xml->natDetect->IPv4NetAddr;8
VII
9
$raddr = $_SERVER['REMOTE_ADDR'];10
$result = checkIPVer($raddr);11
12
if(strstr($_SERVER['HTTP_ACCEPT_LANGUAGE'],"ja"))13
{14
$lang = "ja";15
}16
else17
{18
$lang = "en";19
}20
21
if($result==="IPv4")22
{23
if(ipv4Check($raddr, $netaddr))24
{25
header("Location: ../../cgi-bin/opengate/opengatefwd.cgi?$lang");26
//print $raddr +" " + $netaddr;27
}28
else29
{30
header("Location: ../warn_prefix.html");31
//print "Network Address is not equal:" + $raddr + " " + $netaddr;32
}33
}34
elseif($result==="IPv6")35
{36
if(preg_match("/^$prefix/", $raddr))37
{38
header("Location: ../../cgi-bin/opengate/opengatefwd.cgi?$lang");39
}40
else41
{42
header("Location: ./warn_prefix.html");43
//print "prefix is not equal: " + $raddr + " " + $prefix;44
}45
}46
?>47
Logger.php
<?php1
2
$remoteIP = getenv( 'REMOTE_ADDR' );3
4
$uid = $_POST['uid'];5
$clientIP = $_POST['clientIP'];6
$clientMAC = $_POST['clientMAC'];7
8
$access = date("Y/m/d H:i:s");9
openlog("NAT_WARNING", LOG_PID|LOG_NDELAY, LOG_LOCAL2);10
syslog(LOG_WARNING, "$access Username: $uid RemoteIP: $remoteIP11
ClientLocalIP: $clientIP ClientMacAddr: $clientMAC");12
closelog();13
14
print "OK";15
16
?>17
VIII
nat warning.html
<html>1
<head>2
<meta http-equiv="Content-Type" content="text/html; charset=UTF-8">3
<title>!!NAT WARNING!!</title>4
</head>5
<body>6
7
<center>8
縺ゅ↑縺溘� Opengate 邂逅�悶�繧繧繧繧繝昴う繝繝医°繧画磁邯壹＠縺縺�ｋ蜿閭諤縺後≠繧翫∪縺吶<br>9
繝阪ャ繝医Ρ繝繧繧帝哩骼悶＠縺縺励◆縲<br>10
繝悶Λ繧繧繧堤ゆ�＠縲ヾ SID 縺経 gwapXX 縺縺ゅｋ繧繧繧繧繝昴う繝繝医↓謗邯壹＠縺縺上□縺輔＞縲<br>11
12
</center>13
14
</body>15
</html>16
warn prex.html
<html>1
<head><title>Prefix Warning</title></head>2
<body>3
<div center>4
IPv4 縺繝阪ャ繝医Ρ繝繧繧繝峨Ξ繧縺ゅｋ縺�� IPv6 縺 Prefix 縺御肴縺縺吶5
</div>6
</html>7
ttl obs.php
<?php1
2
function ttl_observation($ua, $ip)3
{4
$conf = "natdt.conf";5
6
$date1 = strftime("%b %e %H:%M:%S");7
$date2 = strftime("%b %e %H:%M");8
9
$xml = simplexml_load_file($conf);10
11
$file = file("/var/log/security");12
rsort($file);13
$result = "true";14
15
foreach( $file as $row )16
{17
if(strstr($row, $ip) && strstr($row, "60050") && ( strstr($row, $date1)18
|| strstr($row, $date2) ))19
{20
$rows = preg_split("/[\s,]+/", $row, -1, PREG_SPLIT_NO_EMPTY);21
if($rows[6]===$xml->natDetect->ipfwRuleNo->irregTTLObs)22
{23
$result="false";24
break;25
}26
}27
elseif(mb_ereg("Windows", $ua))28
IX
{29
$rows = preg_split("/[\s,]+/", $row, -1, PREG_SPLIT_NO_EMPTY);30
if($rows[6]!==$xml->natDetect->ipfwRuleNo->defaultTTLObs->Windows)31
{32
$result="false";33
break;34
}35
}36
elseif(mb_ereg("Solaris", $ua))37
{38
$rows = preg_split("/[\s,]+/", $row, -1, PREG_SPLIT_NO_EMPTY);39
if($rows[6]!==$xml->natDetect->ipfwRuleNo->defaultTTLObs->Solaris)40
{41
$result="false";42
break;43
}44
}45
elseif(mb_ereg("Linux|Mac", $ua))46
{47
$rows = preg_split("/[\s,]+/", $row, -1, PREG_SPLIT_NO_EMPTY);48
if($rows[6]!==$xml->natDetect->ipfwRuleNo->defaultTTLObs->MacLinux)49
{50
$result="false";51
break;52
}53
}54
}55
return $result;56
}57
58
?>59
natdt.conf
<?xml version='1.0' ?>1
<natDetect>2
<ipfwRuleNo>3
<defaultTTLObs>4
<MacLinux>60051</MacLinux>5
<Windows>60052</Windows>6
<Solaris>60053</Solaris>7
</defaultTTLObs>8
<irregTTLObs>60050</irregTTLObs>9
</ipfwRuleNo>10
<IPv6Prefix>2001:2f8:22:11fc</IPv6Prefix>11
<IPv4NetAddr>192.168.200.0/24</IPv4NetAddr>12
</natDetect>13
14
X付 録B
OpenFlow用ネットワーク利用
者認証システムのソースコード
OpenFlowに導入可能なネットワーク利用者認証システムのソースコードを掲載
する．
B.1 OpenFlowコントローラ
ogate.rb
#!/usr/bin/ruby1
require 'rubygems'2
require 'sqlite3'3
require 'date'4
#require "./common/arp"5
require "./common/conf"6
require 'pio'7
8
class Gate < Controller9
10
periodic_timer_event :arp_send, $ARP_TIME11
#periodic_timer_event :flow_time, $ELA_TIME12
13
################################################################################14
#接続確認15
################################################################################16
17
#スイッチに接続したらメッセージを表示18
def switch_ready datapath_id19
info "Connection Up: datapath_id=#{datapath_id.to_hex}"20
@@dpids << datapath_id21
@@dpid = datapath_id22
23
#DHCP、DNS などのエントリ設定24
delete_all datapath_id25
flow_mod_dhcps datapath_id26
flow_mod_dhcpc datapath_id27
flow_mod_dns datapath_id28
flow_mod_nbns datapath_id29
flow_mod_llmnr datapath_id30
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flow_mod_ripv datapath_id31
flow_mod_webtt datapath_id32
flow_mod_webtr datapath_id33
flow_mod_ssh datapath_id34
flow_mod_emerg datapath_id35
36
end37
38
39
#接続が切れたらメッセージを表示40
def switch_disconnected datapath_id41
info "Connection Down: datapath_id=#{datapath_id.to_hex}"42
43
sql = <<-SQL44
UPDATE arp_table SET permit = 045
SQL46
@db.execute(sql)47
48
end49
50
################################################################################51
#初期動作52
################################################################################53
54
def start55
56
@@dpids = []57
58
#ARP フラグを作成59
#@arp = ARP.new()60
$arp_send_judge = false61
62
#DB 作成63
@db = SQLite3::Database.new('packet_info.db')64
65
#テーブルを作成する66
sql = <<-SQL67
CREATE TABLE arp_table(68
categoly integer,69
mac_addr text,70
ip_addr_src text,71
ip_addr_dst text,72
in_port interger,73
permit interger,74
count integer,75
arp_judge text,76
time text);77
SQL78
79
begin80
@db.execute(sql)81
puts 'Create Table'82
rescue SQLite3::Exception=>e83
end84
85
end86
87
################################################################################88
#未知のパケットが来た場合の処理89
################################################################################90
91
def packet_in datapath_id, message92
93
#puts "Packet in"94
95
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#######################################96
#パケットの情報取得97
#######################################98
99
#ARP-Request の場合送信元 IP を取得100
if message.arp_request?101
#puts "ARP"102
ipsa = message.arp_spa.to_s103
ipda = message.arp_tpa.to_s104
macsa = message.macsa.to_s105
macda = message.macda.to_s106
in_port = message.in_port107
src_port = nil108
dst_port = nil109
110
#ARP-Reply の場合送信元 IP を取得111
elsif message.arp_reply?112
#puts "ARP-R"113
ipsa = message.arp_spa.to_s114
ipda = message.arp_tpa.to_s115
macsa = message.macsa.to_s116
macda = message.macda.to_s117
in_port = message.in_port118
src_port = nil119
dst_port = nil120
121
#未知パケットのデータを取得122
elsif message.eth_type == 0x0800123
#puts "IPv4"124
macsa = message.macsa.to_s125
macda = message.macda.to_s126
ipsa = message.ipv4_saddr.to_s127
ipda = message.ipv4_daddr.to_s128
in_port = message.in_port129
130
if message.udp_src_port == nil131
src_port = message.tcp_src_port132
dst_port = message.tcp_dst_port133
134
elsif message.tcp_src_port == nil135
src_port = message.udp_src_port136
dst_port = message.udp_dst_port137
end138
139
end140
141
#######################################142
#DB への情報登録143
#######################################144
145
sql = <<-SQL146
SELECT ip_addr_src FROM arp_table WHERE ip_addr_src = '#{ipsa}';147
SQL148
149
exist_src_ip = @db.get_first_value(sql)150
151
#ip アドレスが登録済みなら以下の処理152
if exist_src_ip != nil153
154
#MAC アドレスを検索155
sql = <<-SQL156
SELECT mac_addr FROM arp_table WHERE ip_addr_src = '#{ipsa}';157
SQL158
159
mac_update = @db.get_first_value(sql)160
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161
#HTTP パケットならば宛先の検索162
if src_port == 80 or dst_port == 80163
#or src_port == "443" or dst_port == "443"164
165
puts "HTTP packets come"166
167
#宛先 IP アドレスを検索する168
sql = <<-SQL169
SELECT ip_addr_dst FROM arp_table WHERE ip_addr_src = '#{ipsa}';170
SQL171
172
dst_ip_update = @db.get_first_value(sql)173
174
if dst_ip_update != ipda175
176
#宛先 IP アドレスを更新177
sql = <<-SQL178
UPDATE arp_table SET ip_addr_dst = '#{ipda}' WHERE ip_addr_src = '#{ipsa}';179
SQL180
@db.execute(sql)181
182
puts "Update DstIP"183
184
end185
186
end187
188
189
#MAC アドレスが変わってないか確認190
if mac_update != macsa191
192
sql = <<-SQL193
#MAC アドレスを更新194
UPDATE arp_table SET mac_addr = '#{macsa}' WHERE ip_addr_src = '#{ipsa}';195
SQL196
@db.execute(sql)197
198
#入力ポートを更新199
sql = <<-SQL200
UPDATE arp_table SET in_port = #{in_port} WHERE ip_addr_src = '#{ipsa}';201
SQL202
@db.execute(sql)203
204
#通行許可をリセット205
sql = <<-SQL206
UPDATE arp_table SET permit = 0 WHERE ip_addr_src = '#{ipsa}';207
SQL208
@db.execute(sql)209
210
puts "Update"211
end212
213
#未登録ならば DB へ登録する214
else215
db_add 1, macsa, ipsa, ipda, in_port, 0, 0216
end217
218
219
220
#######################################221
#ARP パケットの処理222
#######################################223
224
#ARP-Request の場合は以下の処理225
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if message.arp_request?226
227
packet_flood datapath_id, message228
229
#ARP-Reply の場合は以下の処理230
elsif message.arp_reply?231
232
#宛先がスイッチの場合以下の処理233
if ipda == $SWITCH_IP234
235
#生存確認を更新236
sql = <<-SQL237
UPDATE arp_table SET arp_judge = "reply", count = 0 WHERE ip_addr_src = '#{ipsa}';238
SQL239
@db.execute(sql)240
241
end242
243
#出力ポートの設定244
out_port = OFPP_FLOOD245
246
#送信する247
packet_out_no_mac datapath_id, message, out_port248
end249
250
251
#######################################252
#IPv4 パケットの処理253
#######################################254
255
#送信元が認証用 Web サーバであれば以下の処理256
if ipsa == $WEB_IP257
258
puts "送信元は認証用 Web サーバです"259
260
#宛先ポートが 10 番ならば通行許可を更新する261
if dst_port == 10000262
263
puts "Dsr Port is 10000"264
265
#通行許可の更新266
sql = <<-SQL267
UPDATE arp_table SET permit = 1 WHERE ip_addr_src = '#{ipda}';268
SQL269
@db.execute(sql)270
271
out_port = OFPP_FLOOD272
273
#フローエントリの作成274
flow_mod_sen datapath_id, ipda, out_port275
276
277
278
279
280
#宛先ポートが 13 番なら通行許可を更新する281
elsif dst_port == 20000282
283
puts "Dsr Port is 20000"284
285
#通行許可の更新286
sql = <<-SQL287
UPDATE arp_table SET permit = 0 WHERE ip_addr_src = '#{ipda}';288
SQL289
@db.execute(sql)290
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291
#該当するフローエントリの削除292
delete_src_entry datapath_id, ipda293
delete_dst_entry datapath_id, ipda294
295
puts "通行許可を奪います"296
puts "該当するフローエントリを削除しました"297
298
#HTTP パケットなら以下の処理299
elsif src_port == 80 or dst_port == 80300
#or src_port == "443" or dst_port == "443"301
302
#puts "Port numeber is 80"303
304
#強制遷移前の宛先 IP アドレスを検索する305
old_ipda = search_old_dst_ipda ipda306
307
#強制遷移前の宛先 IP アドレスに対する MAC アドレスを検索する308
macda_for_old = search_mac ipda, macda309
310
if macda_for_old != nil311
312
#出力ポートの検索313
out_port = search_out ipda314
315
#送信する316
packet_out_web_re datapath_id, message, old_ipda, macda_for_old, out_port317
318
#MAC アドレスが見つからなければ以下の処理319
elsif macda_for_old == nil320
321
out_port =OFPP_FLOOD322
323
#送信する324
packet_out_no_mac datapath_id, message, out_port325
326
end327
328
#HTTP パケット以外なら以下の処理329
else330
331
#宛先 MAC アドレスの検索332
dst_macda = search_mac ipda, macda333
334
#MAC アドレスが見つかれば以下の処理335
if dst_macda != nil336
337
#出力ポートの検索338
out_port = search_out ipda339
340
#送信する341
packet_out datapath_id, message, dst_macda, out_port342
343
#MAC アドレスが見つからなければ以下の処理344
elsif dst_macda == nil345
346
#出力ポートの設定347
out_port = OFPP_FLOOD348
349
packet_out_no_mac datapath_id, message, out_port350
351
end352
end353
354
#送信元が Web サーバ（192.168.0.85）なら以下の処理355
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elsif ipsa == $WEB_IPT356
357
358
#宛先 MAC アドレスの検索359
dst_macda = search_mac ipda, macda360
361
#MAC アドレスが見つかれば以下の処理362
if dst_macda != nil363
364
#出力ポートの検索365
out_port = search_out ipda366
367
#送信する368
packet_out datapath_id, message, dst_macda, out_port369
370
#MAC アドレスが見つからなければ以下の処理371
elsif dst_macda == nil372
373
out_port = OFPP_FLOOD374
375
packet_out_no_mac datapath_id, message, out_port376
377
end378
379
380
#送信元が認証用 Web サーバ意外なら以下の処理381
else382
383
#puts "送信元は認証用 Web サーバ以外です"384
385
#HTTP パケットなら以下の処理386
if src_port == 80 or dst_port == 80387
388
#送信元の通行許可を確認する389
sql = <<-SQL390
SELECT permit FROM arp_table WHERE ip_addr_src = '#{ipsa}';391
SQL392
per_com_s = @db.get_first_value(sql)393
394
#宛先の通行許可を確認する395
sql = <<-SQL396
SELECT permit FROM arp_table WHERE ip_addr_src = '#{ipda}';397
SQL398
per_com_d = @db.get_first_value(sql)399
400
401
#通行許可がある送信元であればエントリ作成後送信する402
if per_com_s == 1403
404
#MAC アドレスを検索する405
true_macda = search_mac ipda, macda406
puts true_macda407
408
#MAC アドレスが見つかれば以下の処理409
if true_macda != nil410
411
#出力ポートを検索する412
out_port = search_out ipda413
414
#送信する415
packet_out datapath_id, message, true_macda, out_port416
417
#MAC アドレスが見つからなければ以下の処理418
elsif true_macda == nil419
420
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#出力ポートの設定421
out_port = OFPP_FLOOD422
423
packet_out_no_mac datapath_id, message, out_port424
end425
426
flow_mod_perm datapath_id, ipsa, ipda, out_port427
428
#通行許可をもつ宛先ならば以下の処理429
elsif per_com_d == 1430
431
out_port = OFPP_FLOOD432
433
packet_out_perd datapath_id, message, out_port434
flow_mod_perm datapath_id, ipsa, ipda, out_port435
436
437
438
#通行許可がない送信元であれば Web サーバへと遷移させる439
elsif per_com_s == 0440
441
#遷移先の IP、MAC アドレスを設定する442
mod_ip = $WEB_IP443
mod_mac = $WEB_MAC444
445
#遷移先に送信する446
packet_out_to_web datapath_id, message, mod_mac, mod_ip447
448
449
end450
451
#HTTP パケット意外なら以下の処理452
else453
454
#パケットをドロップする455
#drop_packet datapath_id, message456
457
#宛先 MAC アドレスの検索458
dst_macda = search_mac ipda, macda459
460
#MAC アドレスが見つかれば以下の処理461
if dst_macda != nil462
463
#出力ポートの検索464
out_port = search_out ipda465
466
#送信する467
packet_out datapath_id, message, dst_macda, out_port468
469
#MAC アドレスが見つからなければ以下の処理470
elsif dst_macda == nil471
472
out_port = OFPP_FLOOD473
packet_out_no_mac datapath_id, message, out_port474
475
end476
end477
end478
end479
480
#-------------------------------------------------------------------------------481
#処理関数482
#以下メインの処理から呼び出される処理関数483
#-------------------------------------------------------------------------------484
485
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################################################################################486
#生存確認487
################################################################################488
#######################################489
#ARP による生存確認490
#######################################491
def create_arp_request(mac_src, ip_src, ip_dst)492
Pio::Arp::Request.new(493
:source_mac => mac_src,494
:sender_protocol_address => ip_src,495
:target_protocol_address => ip_dst496
).to_binary497
end498
499
def arp_send500
501
#ARP が送信済みなら Reply のない端末を検索し、削除する502
if $arp_send_judge == true503
504
sql = <<-SQL505
UPDATE arp_table SET count = count + 1 WHERE arp_judge = "send";506
SQL507
@db.execute(sql)508
sql = <<-SQL509
DELETE FROM arp_table WHERE arp_judge = "send" AND count >= 5;510
SQL511
@db.execute(sql)512
513
end514
515
#IP アドレスを取得する516
sql = <<-SQL517
SELECT ip_addr_src FROM arp_table WHERE arp_judge = "reply";518
SQL519
520
ip_table = @db.execute(sql)521
522
523
#テーブルのサイズを取得する524
table_size = ip_table.size525
526
if table_size != nil527
528
#テーブルに格納された IP アドレスに ARP を送る529
ip_table.each{|arp_send_ip|530
531
#@arp.request_for @@dpid , $SWITCH_MAC, $SWITCH_IP, arp_send_ip[0]532
arp_req = create_arp_request $SWITCH_MAC, $SWITCH_IP, arp_send_ip[0]533
send_packet_out(534
@@dpid,535
:data => arp_req,536
:actions =>SendOutPort.new(OFPP_FLOOD)537
)538
539
}540
541
#ARP を送信済みに変更542
$arp_send_judge = true543
544
sql = <<-SQL545
UPDATE arp_table SET arp_judge = "send";546
SQL547
@db.execute(sql)548
end549
end550
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551
#######################################552
#時間経過による生存確認553
#######################################554
def flow_time555
556
#テーブルから時刻を取得する557
sql = <<-SQL558
SELECT time FROM arp_table;559
SQL560
561
time_list = @db.execute(sql)562
563
time_now = Time.now564
565
time_list.each{|record_time|566
567
record = Time.parse(record_time[0])568
569
time_dif = time_now - record570
571
if time_dif > 30572
573
sql = <<-SQL574
DELETE FROM arp_table WHERE time = record_time[0];575
SQL576
@db.execute(sql)577
578
end579
580
puts time_dif581
}582
583
584
end585
586
################################################################################587
#DB の操作588
################################################################################589
590
#######################################591
#DB への登録592
#######################################593
594
def db_add catego, macad, ipsa, ipda, inport, permit, count595
596
day = Time.now597
daytime = day.to_s598
arp = "reply"599
600
#DB に分類、MAC アドレス、IP アドレス、入力ポート、通行許可を登録601
sql = <<-SQL602
INSERT INTO arp_table VALUES(#{catego},'#{macad}','#{ipsa}','#{ipda}',#{inport},603
#{permit}, '#{count}', '#{arp}', '#{daytime}');604
SQL605
606
begin607
@db.execute(sql)608
puts 'Add data'609
610
rescue SQLite3::Exception=>e611
end612
end613
614
615
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#######################################616
#強制遷移前の宛先 IP アドレスの検索617
#######################################618
619
def search_old_dst_ipda ipda620
621
#IP アドレスを検索する622
sql = <<-SQL623
SELECT ip_addr_dst FROM arp_table WHERE ip_addr_src = '#{ipda}';624
SQL625
626
old_dst_ip = @db.get_first_value(sql)627
628
#IP アドレスがあれば返す629
if old_dst_ip != nil630
#puts "Exist Old Dst IP Address"631
return old_dst_ip632
633
#なければ No を返す634
else635
#puts "NotFound"636
old_dst_ip = nil637
return old_dst_ip638
639
end640
end641
642
#######################################643
#宛先 MAC アドレスの検索644
#######################################645
646
def search_mac ipda, macda647
648
#宛先 MAC アドレスを検索する649
sql = <<-SQL650
SELECT mac_addr FROM arp_table WHERE ip_addr_src = '#{ipda}'651
SQL652
653
exist_dst_mac = @db.get_first_value(sql)654
#宛先 MAC アドレスがあれば返す655
if exist_dst_mac != nil656
return exist_dst_mac657
658
#なければ No を返す659
else660
exist_dst_mac = nil661
return exist_dst_mac662
663
end664
end665
666
#######################################667
#出力ポートの検索668
#######################################669
670
def search_out ipda671
672
sql = <<-SQL673
SELECT in_port FROM arp_table WHERE ip_addr_src = '#{ipda}';674
SQL675
676
out_port = @db.get_first_value(sql)677
678
if out_port == nil679
out_port = OFPP_FLOOD680
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return out_port681
682
else683
return out_port684
685
end686
end687
688
################################################################################689
#フローエントリの作成690
################################################################################691
692
##############################################693
#緊急用エントリ694
##############################################695
def flow_mod_emerg datapath_id696
697
send_flow_mod_add(698
datapath_id,699
:emerg => true700
)701
end702
703
##############################################704
#通行許可を得た IP アドレスに対してのエントリ705
##############################################706
def flow_mod_sen datapath_id, ipda, out_port707
708
send_flow_mod_add(709
datapath_id,710
:match => Match.new(:dl_type => 0x0800, :nw_src => ipda),711
:actions => SendOutPort.new(out_port)712
)713
714
end715
716
def flow_mod_perm datapath_id, ipsa, ipda, out_port717
718
send_flow_mod_add(719
datapath_id,720
:match => Match.new(:nw_src => ipsa, :nw_dst => ipda),721
:actions => SendOutPort.new(out_port),722
:idle_timeout => $IDLE_TIME723
)724
end725
726
727
##############################################728
#DHCP パケットに対してのエントリ729
##############################################730
def flow_mod_dhcps datapath_id731
732
send_flow_mod_add(733
datapath_id,734
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_src => 67),735
:actions => SendOutPort.new(OFPP_FLOOD)736
)737
738
end739
740
741
def flow_mod_dhcpc datapath_id742
743
send_flow_mod_add(744
datapath_id,745
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:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_src => 68),746
:actions => SendOutPort.new(OFPP_FLOOD)747
)748
749
end750
751
##############################################752
#DNS パケットに対してのエントリ753
##############################################754
def flow_mod_dns datapath_id755
756
send_flow_mod_add(757
datapath_id,758
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_src => 53),759
:actions => SendOutPort.new(OFPP_FLOOD)760
)761
762
end763
764
765
##############################################766
#NBNS パケットに対してのエントリ767
##############################################768
def flow_mod_nbns datapath_id769
770
send_flow_mod_add(771
datapath_id,772
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_src => 137),773
:actions => SendOutPort.new(OFPP_FLOOD)774
)775
776
end777
778
##############################################779
#LLMNR パケットに対してのエントリ780
##############################################781
def flow_mod_llmnr datapath_id782
783
send_flow_mod_add(784
datapath_id,785
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_dst => 5355),786
:actions => SendOutPort.new(OFPP_FLOOD)787
)788
789
end790
791
##############################################792
#RIPv1 パケットに対してのエントリ793
##############################################794
def flow_mod_ripv datapath_id795
796
send_flow_mod_add(797
datapath_id,798
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17 ,:tp_src => 520),799
:actions => SendOutPort.new(OFPP_FLOOD)800
)801
802
end803
804
##############################################805
#Web サーバ (上流) パケットに対してのエントリ806
##############################################807
def flow_mod_webtt datapath_id808
809
send_flow_mod_add(810
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datapath_id,811
:match => Match.new(:dl_type => 0x0800, :nw_src => $WEB_IPT),812
:actions => SendOutPort.new(OFPP_FLOOD)813
)814
815
end816
817
def flow_mod_webtr datapath_id818
819
send_flow_mod_add(820
datapath_id,821
:match => Match.new(:dl_type => 0x0800, :nw_dst => $WEB_IPT),822
:actions => SendOutPort.new(OFPP_FLOOD)823
)824
825
end826
827
828
##############################################829
#SSH パケットに対してのエントリ830
##############################################831
def flow_mod_ssh datapath_id832
833
send_flow_mod_add(834
datapath_id,835
:match => Match.new(:dl_type => 0x0800, :nw_proto => 17, :tp_src => 137),836
:actions => SendOutPort.new(OFPP_FLOOD)837
)838
839
end840
841
842
################################################################################843
#フローエントリの削除844
################################################################################845
846
#######################################847
#全エントリを削除848
#######################################849
def delete_all datapath_id850
851
send_flow_mod_delete(852
datapath_id853
)854
end855
856
857
858
#######################################859
#送信元が一致するエントリを削除860
#######################################861
def delete_src_entry datapath_id, ipda862
863
send_flow_mod_delete(864
datapath_id,865
:match => Match.new(:dl_type => 0x0800, :nw_src => ipda)866
)867
end868
869
#######################################870
#宛先が一致するエントリを削除871
#######################################872
def delete_dst_entry datapath_id, ipda873
874
send_flow_mod_delete(875
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datapath_id,876
:match => Match.new(:dl_type => 0x0800, :nw_dst => ipda)877
)878
end879
880
881
882
################################################################################883
#パケットの送信884
################################################################################885
886
#######################################887
#未知パケットを Web サーバへ送信888
#######################################889
890
def packet_out_to_web datapath_id, message, mod_mac, mod_ip891
892
send_packet_out(893
datapath_id,894
:packet_in => message,895
:actions => [SetEthDstAddr.new(mod_mac),896
SetIpDstAddr.new(mod_ip),897
SendOutPort.new(3)]898
)899
900
end901
902
903
#######################################904
#通行許可のある宛先へ送信905
#######################################906
907
def packet_out_perd datapath_id, message, out_port908
909
send_packet_out(910
datapath_id,911
:packet_in => message,912
:actions => SendOutPort.new(out_port)913
)914
915
end916
917
918
########################################919
#Web サーバからのパケットを送信する920
########################################921
def packet_out_web_re datapath_id, message, old_ipda, macda_for_old, out_port922
send_packet_out(923
datapath_id,924
:packet_in => message,925
:actions => [SetEthSrcAddr.new(macda_for_old),926
SetIpSrcAddr.new(old_ipda),927
SendOutPort.new(out_port)]928
)929
#puts 'send HTTP packets'930
931
end932
933
#######################################934
#通常の送信935
#######################################936
937
def packet_out datapath_id, message, macda, out_port938
send_packet_out(939
datapath_id,940
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:packet_in => message,941
:actions => [SetEthSrcAddr.new(macda), SendOutPort.new(out_port)]942
)943
#puts 'send packets'944
945
end946
947
948
#######################################949
#MAC アドレスなしを送信950
#######################################951
952
def packet_out_no_mac datapath_id, message, out_port953
send_packet_out(954
datapath_id,955
:packet_in => message,956
:actions => [SendOutPort.new(out_port)]957
)958
#puts 'send packets'959
960
end961
962
963
################################################################################964
#未知パケットのブロードキャスト965
################################################################################966
967
968
def packet_flood datapath_id, message969
send_packet_out(970
datapath_id,971
:packet_in => message,972
:actions => SendOutPort.new(OFPP_FLOOD)973
)974
975
end976
977
end978
conf.rb
$ARP_TIME = 60 #ARP 送信間隔1
$IDLE_TIME = 60 #フローエントリ残留時間 (最終参照からの時間)2
$ARP_COUNT =5 #ARP 未応答許容回数3
4
#接続制御サーバ WAN 側 IP アドレス5
$WEB_IPT = "192.168.0.89"6
7
#接続制御サーバ LAN 側 IP アドレスおよび MAC アドレス8
$WEB_IP = "192.168.3.1"9
$WEB_MAC = "00:09:5b:1b:d2:e3"10
11
#OF スイッチ仮 IP アドレスおよび MAC アドレス12
$SWITCH_IP = "192.168.3.2"13
$SWITCH_MAC = "10:6F:3F:33:F7:9E"14
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B.2 接続制御サーバ
index.html
<html>1
<head>2
<meta http-equiv="Content-Type" content="text/html; charset=SJIS">3
<LINK REL="SHORTCUT ICON" HREF="http://ofgs.ai.is.saga-u.ac.jp/favicon.ico">4
</head>5
6
<body>7
8
<?php9
$id = getenv('uid');10
?>11
12
<form name="form1" method="POST" action="http://ofgs.ai.is.saga-u.ac.jp/cgi-bin/auth.cgi">13
<input type="hidden" name="userid" value=<?php print $id?>>>14
<script type="text/javascript">document.form1.submit();</script>15
</form>16
<body bgcolor="#FFFFFF">17
</body>18
</html>19
auth.cgi
#!/usr/local/bin/perl1
2
use CGI;3
use CGI::Carp qw(fatalsToBrowser);4
use Socket;5
6
require "cgi-lib.pl";7
print "Content-type: text/html; charset=sjis\n\n";8
9
#クライアントの IP アドレスを取得10
$host = $ENV{REMOTE_ADDR};11
12
#ポート番号指定13
$port = 10000;14
15
#宛先を決定16
$iaddr = inet_aton($host);17
18
#構造体に変換19
$sock_addr = pack_sockaddr_in($port, $iaddr);20
21
#ソケットの生成22
socket(SOCKET, PF_INET, SOCK_DGRAM, 0);23
24
#接続25
send(SOCKET, "", 0, $sock_addr);26
close(HSOCK);27
28
#POST データ (ユーザ ID) の受け取り29
read(STDIN, $postdata, $ENV{'CONTENT_LENGTH'});30
31
#POST データを区切り文字で分割32
@data = $postdata;33
foreach (@data) {34
($element, $uid) = split(/=/);35
B.2. 接続制御サーバ XXVII
}36
37
#曜日の設定38
@youbi = ('Sun', 'Mon', 'Tue', 'Wed', 'Thu', 'Fri', 'Sat');39
40
#現時刻の取得41
($sec,$min,$hour,$mday,$mon,$year,$wday,$yday,$isdst) = localtime(time);42
43
#書き込み先のファイルを開く44
open(DATAFILE, ">>", "/var/log/openflow.log") or die("Error:$!");45
$year += 1900;46
$mon += 1;47
48
#ログに記録する49
print DATAFILE"$year/$mon/$mday($youbi[$wday])$hour:$min:$sec $uid OPEN $ENV{'REMOTE_ADDR'}\n";50
51
#HTML 出力52
print<<EOL;53
<html>54
<head>55
<meta http-equiv="Content-Type" content="text/html; charset=sjis">56
<title>認証成功</title>57
<form name="form2" action="http://ofgate.ai.is.saga-u.ac.jp:8080" method="POST">58
<input type=hidden name="id" value=$uid>59
</form>60
<script type="text/javascript">document.form2.submit();</script>61
</head>62
<body bgcolor="#FFFFFF"></body>63
</html>64
EOL65
after auth.html
<html>1
<head>2
3
<title>認証成功ページ</title>4
<link rel="shortcut icon" href="favicon.ico">5
<script src="/socket.io/socket.io.js"></script>6
<script type ="text/javascript">7
var s = io.connect();8
socket.on('connect', function(){});9
soclet.on('disconnect',function(client){});10
</script>11
</head>12
13
<body>14
<p style="margin:20px;"></p>15
16
<div align="center"><h3>ネットワークを利用できます。</h3></div>17
<div align="center"><h3>このページでは更新ボタンを押さないで下さい。</h3></div>18
<div align="center"><h3>利用が終わったら必ず Web ブラウザを終了してください。ネットワークの利用許可も自動的に19
取り消されます。</h3></div>20
21
<hr/>22
<div align="center">23
<a href="http://www.saga-u.ac.jp/" target=_blank>24
<img src="http://ofgate.ai.is.saga-u.ac.jp/img/sagau.png" width="285" height="105" border="2">25
</a>26
<a href="http://www.cc.saga-u.ac.jp/index.j.php" target=_blank>27
<img src="http://ofgate.ai.is.saga-u.ac.jp/img/canc.png" width="285" height="105" border="2">28
</a>29
</div>30
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31
<div align="center">32
<a href="http://www.yahoo.co.jp/" target=_blank>33
<img src="http://ofgate.ai.is.saga-u.ac.jp/img/yahoo.png" width="285" height="105" border="2">34
</a>35
<a href="http://www.google.co.jp/" target=_blank>36
<img src="http://ofgs.ai.is.saga-u.ac.jp/img/google.png" width="285" height="105" border="2">37
</a>38
</div>39
<hr/>40
41
<p>42
<div id="watchdog" align="center">43
<table width="60%" bgcolor="yellow" >44
<tr>45
<td align='center'>ネットワークへ接続</td>46
</tr>47
</table>48
</div>49
</p>50
<hr/>51
52
</body>53
</html>54
ws-server.js
var https = require('https')1
, fs = require('fs')2
, url = require('url');3
4
var options = {5
port: 8080,6
key: fs.readFileSync('/usr/local/etc/apache24/ssl.key/ofgs.ai.is.saga-u.ac.jp.key'),7
cert: fs.readFileSync('/usr/local/etc/apache24/ssl.crt/ofgs.ai.is.saga-u.ac.jp.cer'),8
ca: fs.readFileSync('/usr/local/etc/apache24/ssl.crt/nii-odca2.crt')9
//, agent: false10
};11
12
options.agent = new https.Agent(options);13
14
var app = https.createServer(options,handler)15
,io = require('socket.io').listen(app);16
17
var util = require('util');18
var qs = require('querystring');19
20
21
var exec = require('child_process').exec;22
var spawn = require('child_process').spawn;23
var add = "";24
25
26
// http サーバへのアクセス時の処理27
function handler (req, res) {28
29
console.log(req.method);30
add = req.connection.remoteAddress;31
//console.log(add);32
if(req.method=='POST') {33
var body='';34
req.on('data', function (data) {35
body +=data;36
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});37
38
req.on('end',function(){39
userid = qs.parse(body);40
console.log(userid);41
});42
}43
44
//HTML ファイルの表示45
fs.readFile('./after_auth.html', function(err, data){46
47
//エラー時の処理48
if(err){49
res.writeHead(500);50
return res.end('Error loading source HTML file.');51
}52
53
res.writeHead(200);54
res.end(data);55
});56
}57
58
// Websocket 縺謗邯壼・・59
app.listen(8080);60
61
62
// 接続・切断時の処理63
io.sockets.on('connection', function (socket){64
65
//var add = process.env.REMOTEHOST;66
var id = userid.id;67
cmd = 'perl /usr/local/www/apache24/cgi-bin/close.cgi '+id+" "+add;68
69
// 接続時の処理70
console.log('Connect');71
console.log(add);72
console.log(id);73
console.log(process.env);74
75
// 切断時の処理76
socket.on('disconnect', function(){77
78
console.log('Disconnect');79
console.log(add);80
81
exec(cmd, function(error, stdout, stderr){82
83
if (error !== null){84
return console.log('exec error: ' + error);85
}86
87
console.log(stdout);88
});89
});90
});91
close.cgi
#!/usr/local/bin/perl1
2
use CGI;3
use CGI::Carp qw(fatalsToBrowser);4
use Socket;5
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6
require "/usr/local/www/apache22/cgi-bin/cgi-lib.pl";7
8
#ユーザ ID の取得9
$id = $ARGV[0];10
11
#クライアントの IP アドレスを取得12
$host = $ARGV[1];13
14
#ポート番号指定15
$port = 20000;16
17
#宛先を決定18
$iaddr = inet_aton($host);19
20
#構造体に変換21
$sock_addr = pack_sockaddr_in($port, $iaddr);22
23
#ソケットの生成24
socket(SOCKET, PF_INET, SOCK_DGRAM, 0);25
26
#接続27
send(SOCKET, "", 0, $sock_addr);28
close(HSOCK);29
30
#曜日の設定31
@youbi = ('Sun', 'Mon', 'Tue', 'Wed', 'Thu', 'Fri', 'Sat');32
33
#現時刻の取得34
($sec,$min,$hour,$mday,$mon,$year,$wday,$yday,$isdst) = localtime(time);35
36
#書き込み先のファイルを開く37
open(DATAFILE, ">>", "/var/log/openflow.log") or die("Error:$!");38
$year += 1900;39
$mon += 1;40
41
#ファイルに書き込み42
print DATAFILE"$year/$mon/$mday($youbi[$wday])$hour:$min:$sec $id CLOS $host\n";43
style.css
<style type="text/css"><!--1
/* 表示領域全体 */2
div.tabbox { margin: 0px; padding: 0px; width: 400px; }3
4
/* タブ部分 */5
p.tabs { margin: 0px; padding: 0px; }6
p.tabs a {7
/* リンクをタブのように見せる */8
display: block; width: 5em; float: left;9
margin: 0px 1px 0px 0px; padding: 3px;10
text-align: center;11
}12
/* 各タブの配色 */13
p.tabs a.tab1 { background-color: blue; color: white; }14
p.tabs a.tab2 { background-color: #aaaa00; color:white;}15
p.tabs a:hover { color: yellow; }16
17
/* タブ中身のボックス */18
div.tab {19
/* ボックス共通の装飾 */20
height: 100%; overflow: auto; clear: left;21
}22
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/* 各ボックスの配色 */23
div#tab1 { border: 2px solid blue; background-color: #ccffff; }24
div#tab2 { border: 2px solid #aaaa00; background-color: #ffffcc; }25
div.tab p { margin: 0.5em; }26
--></style>27
