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Abstract
We consider a process (X
(α)
t )t∈[0,T ) given by the SDE dX
(α)
t = αb(t)X
(α)
t dt+σ(t) dBt,
t ∈ [0, T ), with initial condition X(α)0 = 0, where T ∈ (0,∞], α ∈ R, (Bt)t∈[0,T ) is a
standard Wiener process, b : [0, T ) → R \ {0} and σ : [0, T ) → (0,∞) are continuously
differentiable functions. Assuming ddt
(
b(t)
σ(t)2
)
= −2K b(t)2
σ(t)2
, t ∈ [0, T ), with some K ∈ R,
we derive an explicit formula for the joint Laplace transform of
∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds and
(X
(α)
t )
2 for all t ∈ [0, T ) and for all α ∈ R. Our motivation is that the maximum
likelihood estimator (MLE) α̂t of α can be expressed in terms of these random variables.
As an application, we show that in case of α = K, K 6= 0,
√
IK(t) (α̂t −K) L= −sign(K)√
2
∫ 1
0 Ws dWs∫ 1
0 (Ws)
2 ds
, ∀ t ∈ (0, T ),
where IK(t) denotes the Fisher information for α contained in the observation (X
(K)
s )s∈[0, t],
(Ws)s∈[0,1] is a standard Wiener process and
L
= denotes equality in distribution. We also
prove asymptotic normality of the MLE α̂t of α as t ↑ T for sign(α −K) = sign(K),
K 6= 0. As an example, for all α ∈ R and T ∈ (0,∞), we study the process (X(α)t )t∈[0,T )
given by the SDE dX
(α)
t = − αT−tX
(α)
t dt+dBt, t ∈ [0, T ), with initial condition X(α)0 = 0.
In case of α > 0, this process is known as an α-Wiener bridge, and in case of α = 1, this
is the usual Wiener bridge.
1 Introduction
Several contributions have already been appeared containing explicit formulae for Laplace trans-
forms of functionals of diffusion processes, see, e.g., Borodin and Salminen [7], Liptser and Shiryaev
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[22, Sections 7.7 and 17.3], Arato´ [2], Yor [27], Deheuvels and Martynov [9], Deheuvels, Peccati
and Yor [10], Mansuy [24], Albanese and Lawi [1], Kleptsyna and Le Breton [19], [20], Hurd and
Kuznetsov [16] and Gao, Hannig, Lee and Torcaso [15] (the latter one is about the Laplace trans-
form of the squared L2-norm of some Gauss processes). These formulae play an important role
in theory of parameter estimation. Most of the literature concern time homogeneous diffusion
processes.
To describe our aims, let us start with the usual Ornstein–Uhlenbeck process (Z
(α)
t )t>0 given
by the stochastic differential equation (SDE){
dZ
(α)
t = αZ
(α)
t dt + dBt, t > 0,
Z
(α)
0 = 0,
where α ∈ R and (Bt)t>0 is a standard Wiener process. An explicit formula is available for the
Laplace transform of the random variable
∫ t
0
(Z
(α)
s )2 ds, t > 0, namely, for all t > 0 and µ > 0,
E exp
{
−µ
∫ t
0
(Z(α)s )
2 ds
}
=
(
e−αt
√
α2 + 2µ√
α2 + 2µ cosh(t
√
α2 + 2µ)− α sinh(t√α2 + 2µ)
) 1
2
,(1.1)
see, e.g., Liptser and Shiryaev [22, Lemma 17.3] or Gao, Hannig, Lee and Torcaso [15, Theorem
4].
Kleptsyna and Le Breton [19, Proposition 3.2] presented an extension of the above mentioned
result for fractional Ornstein–Uhlenbeck type processes.
In case of a time homogeneous diffusion process (Ht)t>0, Albanese and Lawi [1] and Hurd
and Kuznetsov [16] recently addressed the question whether it is possible to compute the Laplace
transform
E
[
e−
∫ t
0
φ(Hs) dsq(Ht)
]
, t > 0,
in an analitically closed form, where φ, q : R→ R are Borel measurable functions. These papers
provided a number of interesting cases when the Laplace transform can be evaluated in terms
of special functions, such as hypergeometric functions. Their methods are based on probabilistic
arguments involving Girsanov theorem, and alternatively on partial differential equations involving
Feynman–Kac formula.
As new results, in case of some time inhomogeneous diffusion processes, we will derive an
explicit formula for the joint Laplace transform of certain functionals of these processes using
the ideas of Florens-Landais and Pham [14, Lemma 4.1], and see also Liptser and Shiryaev [22,
Lemma 17.3]. Let T ∈ (0,∞] be fixed. Let b : [0, T )→ R and σ : [0, T )→ R be continuously
differentiable functions. Suppose that σ(t) > 0 for all t ∈ [0, T ), and b(t) 6= 0 for all t ∈ [0, T )
(and hence b(t) > 0 for all t ∈ [0, T ) or b(t) < 0 for all t ∈ [0, T )). For all α ∈ R, consider
the process (X
(α)
t )t∈[0,T ) given by the SDE
(1.2)
{
dX
(α)
t = α b(t)X
(α)
t dt+ σ(t) dBt, t ∈ [0, T ),
X
(α)
0 = 0.
The SDE (1.2) is a special case of Hull–White (or extended Vasicek) model, see, e.g., Bishwal [5,
page 3]. Assuming
(1.3)
d
dt
(
b(t)
σ(t)2
)
= −2K b(t)
2
σ(t)2
, t ∈ [0, T ),
2
with some K ∈ R, we derive an explicit formula for the joint Laplace transform of
(1.4)
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds and (X
(α)
t )
2
for all t ∈ [0, T ) and for all α ∈ R, see Theorem 2.2.
We note that, using Lemma 11.6 in Liptser and Shiryaev [22], not assuming condition (1.3),
one can derive the following formula for the Laplace transform of
∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds,
E exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds
}
= exp
{∫ t
0
σ(s)2γt(s) ds
}
, µ > 0,
for all t ∈ [0, T ), where γt : [0, t]→ R is the unique solution of the Riccati differential equation{
dγt
ds
(s) = 2µ b(s)
2
σ(s)2
− 2αb(s)γt(s)− σ(s)2γt(s)2, s ∈ [0, t],
γt(t) = 0.
(1.5)
As a special case of our formula for the joint Laplace transform of (1.4), under the assumption
(1.3), we have an explicit formula for the Laplace transform of
∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds, t ∈ [0, T ), see
Theorem 2.2 with ν = 0. We suspect that, under the assumption (1.3), the Riccati differential
equation (1.5) may be solved explicitly.
We note that Deheuvels and Martynov [9] considered weighted Brownian motions Wγ(t) :=
tγWt, t ∈ (0, 1], with Wγ(0) := 0, and weighted Brownian bridges Bγ(t) := tγWt − tγ+1W1,
t ∈ (0, 1], with Bγ(t) := 0, and with exponent γ > −1, where (Wt)t>0 is a standard
Wiener process, and they explicitly calculated the Laplace transforms of the quadratic functionals∫ 1
0
Wγ(s)
2 ds and
∫ 1
0
Bγ(s)
2 ds by means of Karhunen–Loe`ve expansions. Deheuvels, Peccati
and Yor [10] derived similar results for weighted Brownian sheets and bivariate weighted Brownian
bridges. Motivated by Theorems 1.3 and 1.4 in Deheuvels and Martynov [9] and Theorem 4.1 in
Deheuvels, Peccati and Yor [10], we conjecture that our explicit formula in Theorem 2.2 for the
joint Laplace transform of (1.4) may be expressed as an infinite product containing the eigenvalues
of the integral operator associated with the covariance function of (X
(α)
t )t∈[0,T ). Assumption (1.3)
may play a crucial role in the calculation of these eigenvalues and also for deriving a (weighted)
Karhunen–Loe`ve expansion for (X
(α)
t )t∈[0,T ). Once a (weighted) Karhunen–Loe`ve expansion is
available for (X
(α)
t )t∈[0,T ), one may derive the Laplace transform of
∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds, t ∈ [0, T ),
as an infinite product. We note that this approach can be carried through in the special case of a so-
called α-Wiener bridge with α = 1/2 (introduced and discussed later on). Finally, we also remark
that Gao, Hannig, Lee and Torcaso [15] used the same approach via Karhunen–Loe`ve expansions
for calculating the Laplace transform of the squared L2-norm of some Gauss processes such as
Ornstein-Uhlenbeck processes, time-changed Wiener bridges and integrated Wiener processes.
In Remark 2.4 we give a third possible explanation for the role of the assumption (1.3).
The random variables in (1.4) appear in the maximum likelihood estimator (MLE) α̂t of α
based on an observation (X
(α)
s )s∈[0, t]. This is the reason why it is useful to calculate their joint
Laplace transform explicitly. For a more detailed discussion, see Sections 3 and 4.
It is known that, under some conditions on b and σ (but without assumption (1.3)), the
distribution of the MLE α̂t of α normalized by Fisher information can converge to the standard
3
normal distribution, to the Cauchy distribution or to the distribution of c
∫ 1
0
Ws dWs
/ ∫ 1
0
(Ws)
2 ds,
where (Ws)s∈[0,1] is a standard Wiener process, and c = 1/
√
2 or c = −1/√2, see Luschgy [23,
Section 4.2] and Barczy and Pap [4]. As an application of the joint Laplace transform of (1.4),
under the conditions
∫ T
0
σ(s)2 ds <∞ and
b(t) =
σ(t)2
−2K ∫ T
t
σ(s)2 ds
, t ∈ [0, T ),(1.6)
with some K 6= 0 (note that in this case condition (1.3) is satisfied), we give an alternative proof
for
√
Iα(t)
(
α̂t − α
) L−→
N (0, 1) if sign(α−K) = sign(K),− sign(K)√
2
∫ 1
0
Ws dWs∫ 1
0 (Ws)
2 ds
if α = K,
as t ↑ T,
where Iα(t) denotes the Fisher information for α contained in the observation (X
(α)
s )s∈[0, t],
(Ws)s∈[0,1] is a standard Wiener process and
L−→ denotes convergence in distribution, see Theorem
3.6. In fact, in case of α = K, for all t ∈ (0, T ),
√
IK(t) (α̂t −K) L= −sign(K)
2
√
2
(W1)
2 − 1∫ 1
0
(Ws)2 ds
= −sign(K)√
2
∫ 1
0
Ws dWs∫ 1
0
(Ws)2 ds
,
where
L
= denotes equality in distribution, see Theorem 3.6. We note that in case of sign(α−K) =
− sign(K), one can prove √Iα(t) (α̂t − α) L−→ ζ as t ↑ T , where ζ is a random variable
with standard Cauchy distribution, see, e.g., Luschgy [23, Section 4.2] or Barczy and Pap [4]. The
proof in this case is based on a martingale limit theorem, and we do not know whether one can
find a proof using the explicit form of the joint Laplace transform of (1.4).
By Barczy and Pap [4, Corollaries 9 and 11], under the conditions
∫ T
0
σ(s)2 ds < ∞ and
(1.6), we have for all α 6= K, K 6= 0, the MLE α̂t of α is asymptotically normal with
an appropriate random normalizing factor, see also Remark 3.10. In case of α = K, K 6= 0,
under the above conditions, we determine the distribution of this randomly normalized MLE using
the joint Laplace transform of (1.4), see Theorem 3.9. As a by-product of this result, giving a
counterexample, we show that Remark 1.47 in Prakasa Rao [25] contains a mistake, see Remark
3.11.
Using the explicit form of the Laplace transform we also prove strong consistency of the MLE
of α for all α ∈ R, see Theorem 3.12.
As an example, for all α ∈ R and T ∈ (0,∞), we study the process (X(α)t )t∈[0,T ) given by
the SDE
(1.7)
{
dX
(α)
t = − αT−tX(α)t dt+ dBt, t ∈ [0, T ),
X
(α)
0 = 0.
In case of α > 0, this process is known as an α-Wiener bridge, and in case of α = 1, this is
the usual Wiener bridge. As a special case of the explicit form of the joint Laplace transform of
(1.4), we obtain the joint Laplace transform of
∫ t
0
(X
(α)
u )
2
(T−u)2 du and (X
(α)
t )
2 for all t ∈ [0, T ), see
4
Theorem 4.1. As a special case of this latter formula we get the Laplace transform of
∫ t
0
(Bu)2
(T−u)2 du,
t ∈ [0, T ), which was first calculated by Mansuy [24, Proposition 5], see Remark 2.8. Finally, we
remark that in case of α > 0 unweighted and weighted Karhunen–Loe`ve expansions are available
for the α-Wiener bridge (X
(α)
t )t∈[0,T ) on [0, T ] and [0, S] with 0 < S < T , respectively, see
Barczy and Iglo´i [3]. Further, using the weighted Karhunen–Loe`ve expansion, one can also get
the Laplace transform of
∫ t
0
(X
(1/2)
s )
2
(T−s)2 ds, t ∈ [0, T ), see Barczy and Iglo´i [3, Proposition 3.1], i.e.,
in the special case of an α-Wiener bridge with α = 1/2 the approach using Karhunen–Loe`ve
expansions mentioned earlier can be carried through.
2 Laplace transform
Let T ∈ (0,∞] be fixed. Let b : [0, T )→ R and σ : [0, T )→ R be continuously differentiable
functions. Suppose that σ(t) > 0 for all t ∈ [0, T ), and b(t) 6= 0 for all t ∈ [0, T ) (and
hence b(t) > 0 for all t ∈ [0, T ) or b(t) < 0 for all t ∈ [0, T )). For all α ∈ R, consider
the SDE (1.2). Note that the drift and diffusion coefficients of the SDE (1.2) satisfy the local
Lipschitz condition and the linear growth condition (see, e.g., Jacod and Shiryaev [17, Theorem
2.32, Chapter III]). By Jacod and Shiryaev [17, Theorem 2.32, Chapter III], the SDE (1.2) has a
unique strong solution
X
(α)
t =
∫ t
0
σ(s) exp
{
α
∫ t
s
b(u) du
}
dBs, t ∈ [0, T ).(2.1)
Note that (X
(α)
t )t∈[0,T ) has continuous sample paths by the definition of strong solution, see, e.g.,
Jacod and Shiryaev [17, Definition 2.24, Chapter III]. For all α ∈ R and t ∈ (0, T ), let PX(α), t
denote the distribution of the process (X
(α)
s )s∈[0, t] on
(
C([0, t]),B(C([0, t]))), where C([0, t])
and B(C([0, t])) denote the set of all continuous real valued functions defined on [0, t] and the
Borel σ-field on C([0, t]), respectively. The measures PX(α), t and PX(β), t are equivalent for all
α, β ∈ R and for all t ∈ (0, T ), and
dPX(α), t
dPX(β), t
(
X(β)
∣∣
[0,t]
)
= exp
{
(α− β)
∫ t
0
b(s)
σ(s)2
X(β)s dX
(β)
s −
α2 − β2
2
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds
}
,(2.2)
see, e.g., Liptser and Shiryaev [21, Theorem 7.19]. Note also that for all s ∈ [0, T ), X(α)s is
normally distributed with mean 0 and with variance
V (s;α) := E
(
X(α)s
)2
=
∫ s
0
σ(u)2 exp
{
2α
∫ s
u
b(v) dv
}
du, s ∈ [0, T ),(2.3)
and then, by the conditions on b and σ, V (s;α) > 0 for all s ∈ (0, T ).
The next lemma is about the solutions of the differential equation (DE) (1.3).
2.1 Lemma. Let T ∈ (0,∞] be fixed and let b : [0, T )→ R \ {0} and σ : [0, T )→ (0,∞) be
continuously differentiable functions. The DE (1.3) leads to a Bernoulli type DE having solutions
b(t) =
σ(t)2
2
(
K
∫ t
0
σ(s)2 ds + C
) , t ∈ [0, T ),(2.4)
where C ∈ R is such that the denominator K ∫ t
0
σ(s)2 ds+ C 6= 0 for all t ∈ [0, T ).
5
Proof. The DE (1.3) can be written in the form
b′(t)σ(t)− 2b(t)σ′(t)
σ(t)3
= −2K b(t)
2
σ(t)2
, t ∈ [0, T ),
which is equivalent to the Bernoulli type DE
b′(t)− 2b(t)(ln(σ(t)))′ = −2Kb(t)2, t ∈ [0, T ).
Since b(t) 6= 0 for all t ∈ [0, T ), we get
b′(t)b(t)−2 − 2(ln(σ(t)))′b(t)−1 = −2K, t ∈ [0, T ).
Let u(t) := b(t)−1, t ∈ [0, T ). Then
−u′(t)− 2(ln(σ(t)))′u(t) = −2K, t ∈ [0, T ),(2.5)
which is an inhomogeneous linear differential equation. The homogeneous linear DE v′(t) +
2(ln(σ(t)))′v(t) = 0 has solutions v(t) = 2Cσ(t)−2, t ∈ [0, T ), C ∈ R, and hence
u(t) = 2K
∫ t
0
σ(s)2 ds
σ(t)2
, t ∈ [0, T ),
is a particular solution of the inhomogeneous linear DE (2.5), which yields the assertion. 2
Now we derive an explicit formula for the joint Laplace transform of
∫ t
0
b(s)2
σ(s)2
(
X
(α)
s
)2
ds and(
X
(α)
t
)2
for all t ∈ [0, T ) under the assumption (2.4) on b and σ. We use the same technique
(sometimes called Novikov’s method, see, e.g., Arato´ [2]) as in the proof of Lemma 4.1 in Florens-
Landais and Pham [14] or see also the proof of Lemma 17.3 in Liptser and Shiryaev [22].
2.2 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2) where b is given by (2.4).
Then for all µ > 0, ν > 0, and t ∈ [0, T ), we have
E exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds− ν[X(α)t ]2
}
=
BK,C(t)
K−α
4√
cosh
(√
2µ+(α−K)2
2
ln(BK,C(t))
)
− α−K−4ν(K
∫ t
0
σ(s)2 ds+C)√
2µ+(α−K)2
sinh
(√
2µ+(α−K)2
2
ln(BK,C(t))
) ,
where
BK,C(t) :=

(
1 + K
C
∫ t
0
σ(s)2 ds
) 1
K
if K 6= 0,
exp
{
1
C
∫ t
0
σ(s)2 ds
}
if K = 0,
t ∈ [0, T ).
For the proof of Theorem 2.2 we need two lemmas. The first one can be considered as a
preliminary version of Theorem 2.2, the second one is about the variance of X
(α)
t .
6
2.3 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2). If assumption (1.3) is
satisfied with some K ∈ R and if sign(b) = ±1[0,T ), then for all µ > 0, ν > 0 and t ∈ [0, T ),
we have
E exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds− ν[X(α)t ]2
}
=
 exp
{
−A±µ,α,K
∫ t
0
b(s) ds
}
1 +
(
2ν −A±µ,α,K b(t)σ(t)2
)
V (t;α−A±µ,α,K)

1
2
,
(2.6)
where A±µ,α,K := α−K ∓
√
2µ+ (α−K)2.
Proof. For all µ > 0, ν > 0 and t ∈ [0, T ), let
Ψt(α, µ, ν) := E
(
exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds− ν[X(α)t ]2
})
.
Heuristically, using (2.2), we have for all α, β ∈ R, µ > 0, ν > 0 and t ∈ (0, T ),
Ψt(α, µ, ν) = E
[
exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds− ν[X(β)t ]2
}
dPX(α), t
dPX(β), t
(
X(β)
∣∣
[0,t]
)]
= E
[
exp
{
−µ
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds− ν[X(β)t ]2 + (α− β)
∫ t
0
b(s)
σ(s)2
X(β)s dX
(β)
s(2.7)
−α
2 − β2
2
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds
}]
.
In what follows, using Theorem 1 in Delyon and Hu [11], we give a precise derivation of (2.7). For
all t ∈ (0, T ), let g : [0, t]× R→ R, h : [0, t]× R→ R and σ : [0, t]× R→ R be defined by
g(u, x) := αb(u)x, h(u, x) := (β − α) b(u)
σ(u)
x, σ(u, x) := σ(u), ∀ (u, x) ∈ [0, t]× R.
Then g, h and σ are locally Lipschitz functions with respect to the second variable. Let
f : C([0, t])× C([0, t])→ R,
f(x, w) := exp
{
−µ
∫ t
0
b(s)2
σ(s)2
x(s)2 ds− ν[x(t)]2
}
, ∀ (x, w) ∈ C([0, t])× C([0, t]).
Using Theorem 1 in Delyon and Hu [11] with the above choices of g, h, σ and f , we obtain
for all α, β ∈ R, µ > 0, ν > 0 and t ∈ (0, T ),
Ψt(α, µ, ν) = E
[
exp
{
−µ
∫ t
0
b(u)2
σ(u)2
(X(β)u )
2 du− ν[X(β)t ]2 − (β − α)
∫ t
0
b(u)
σ(u)
X(β)u dBu
−(β − α)
2
2
∫ t
0
b(u)2
σ(u)2
(X(β)u )
2 du
}]
.
By the SDE (1.2), we conclude (2.7).
We check that for all β ∈ R and t ∈ [0, T ),∫ t
0
b(s)
σ(s)2
X(β)s dX
(β)
s =
1
2
(
b(t)
σ(t)2
(X
(β)
t )
2 −
∫ t
0
[
d
ds
(
b(s)
σ(s)2
)]
(X(β)s )
2 ds−
∫ t
0
b(s) ds
)
.(2.8)
7
By Itoˆ’s rule (see, e.g., Liptser and Shiryaev [21, Theorem 4.4]), we get
d
(
b(t)
σ(t)2
X
(β)
t
)
=
[
d
dt
(
b(t)
σ(t)2
)]
X
(β)
t dt+
b(t)
σ(t)2
dX
(β)
t
=
[
d
dt
(
b(t)
σ(t)2
)]
X
(β)
t dt+ β
b(t)2
σ(t)2
X
(β)
t dt+
b(t)
σ(t)
dBt, t ∈ [0, T ).
(2.9)
Now we verify that (X
(β)
t )t∈[0,T ) and
(
b(t)
σ(t)2
X
(β)
t
)
t∈[0,T )
are continuous semimartingales adapted
to the filtration induced by B. Consider the decomposition
X
(β)
t = exp
{
β
∫ t
0
b(u) du
}∫ t
0
σ(s) exp
{
−β
∫ s
0
b(u) du
}
dBs, t ∈ [0, T ).
Here the deterministic function exp
{
β
∫ t
0
b(u) du
}
, t ∈ [0, T ), is monotone and hence has a finite
variation over each finite interval of [0, T ), and then, by Jacod and Shiryaev [17, Proposition
4.28, Chapter I], it is a semimartingale. Since∫ t
0
σ(s) exp
{
−β
∫ s
0
b(u) du
}
dBs, t ∈ [0, T ),
is a martingale with respect to the filtration induced by B, using Theorem 4.57 in Chapter I in
Jacod and Shiryaev [17] with the function f(x, y) := xy, x, y ∈ R, we have (X(β)t )t∈[0,T ) is a
continuous semimartingale adapted to the filtration induced by B. Similarly as above, using that
by our assumptions, b(t)
σ(t)2
, t ∈ [0, T ), is continously differentiable, and hence has a finite variation
over each finite interval of [0, T ), one can get
(
b(t)
σ(t)2
X
(β)
t
)
t∈[0,T )
is a continuous semimartingale
adapted to the filtration induced by B. Moreover, by (2.9), the cross-variation process of the
continuous martingale parts of the processes (X
(β)
t )t∈[0,T ) and
(
b(t)
σ(t)2
X
(β)
t
)
t∈[0,T )
equals
∫ t
0
σ(s)
b(s)
σ(s)
ds =
∫ t
0
b(s) ds, t ∈ [0, T ).
Hence, by integration by parts formula (see, e.g., Karatzas and Shreve [18, page 155]), we have∫ t
0
b(s)
σ(s)2
X(β)s dX
(β)
s =
b(t)X
(β)
t
σ(t)2
X
(β)
t −
∫ t
0
X(β)s d
(
b(s)
σ(s)2
X(β)s
)
−
∫ t
0
b(s) ds
=
b(t)
σ(t)2
(X
(β)
t )
2 −
∫ t
0
[
d
ds
(
b(s)
σ(s)2
)]
(X(β)s )
2 ds
−
∫ t
0
b(s)
σ(s)2
X(β)s dX
(β)
s −
∫ t
0
b(s) ds, t ∈ [0, T ),
which gives us (2.8).
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Then, using condition (1.3), we have
Ψt(α, µ, ν)
= E
[
exp
{
−1
2
(2µ+ α2 − β2)
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds− 1
2
(
2ν − (α− β)b(t)
σ(t)2
)
(X
(β)
t )
2
−α − β
2
∫ t
0
b(s) ds− α− β
2
∫ t
0
[
d
ds
(
b(s)
σ(s)2
)]
(X(β)s )
2 ds
}]
= E
[
exp
{
−1
2
(2µ+ α2 − β2 − 2K(α− β))
∫ t
0
b(s)2
σ(s)2
(X(β)s )
2 ds
−1
2
(
2ν − (α− β)b(t)
σ(t)2
)
(X
(β)
t )
2 − α− β
2
∫ t
0
b(s) ds
}]
.
(2.10)
We choose β ∈ R such that 2µ+ α2 − β2 − 2K(α− β) = 0. Namely, let
β := K ±
√
2µ+ (α−K)2, if sign(b) = ±1[0,T ).
Then
Ψt(α, µ, ν) = exp
{
−α− β
2
∫ t
0
b(s) ds
}
E
[
exp
{
−1
2
(
2ν − (α− β)b(t)
σ(t)2
)
(X
(β)
t )
2
}]
.(2.11)
The Laplace transform of a normally distributed random variable ξ with mean 0 and with
variance D > 0 is
E(e−sξ
2
) =
1√
1 + 2sD
, s > 0.(2.12)
Since for all t ∈ [0, T ), X(β)t is normally distributed with mean 0 and with variance V (t; β),
using (2.12) we have for all t ∈ [0, T ),
E
[
exp
{
−1
2
(
2ν − (α− β) b(t)
σ(t)2
)
(X
(β)
t )
2
}]
=
1√
1 +
(
2ν − (α− β) b(t)
σ(t)2
)
V (t; β)
.
For this we have to check that
1
2
(
2ν − (α− β) b(t)
σ(t)2
)
> 0, t ∈ [0, T ).
This is satisfied, since ν > 0 and for all α ∈ R, µ > 0, we have
α− β = α−K ∓
√
2µ+ (α−K)2 = A±µ,α,K ,
and hence (α− β)b(t) 6 0 for all t ∈ [0, T ) in both cases. 2
2.4 Remark. Note that in Lemma 2.3 we do not use the explicit solutions of the DE (1.3)
given in Lemma 2.1, since we wanted to demonstrate the role of condition (1.3) in the proof of
Theorem 2.3. By this condition, the process
∫ t
0
[
d
ds
(
b(s)
σ(s)2
)]
(X
(β)
s )2 ds, t ∈ [0, T ), has the form
−2K ∫ t
0
b(s)2
σ(s)2
(X
(β)
s )2 ds, t ∈ [0, T ), and hence
∫ t
0
b(s)
σ(s)2
X
(β)
s dX
(β)
s , can be expressed in terms of
only the random variables
(
X
(β)
t
)2
and
∫ t
0
b(s)2
σ(s)2
(X
(β)
s )2 ds, see formula (2.8). As a consequence,
in the calculation of Ψt(α, µ, ν) in the proof of Theorem 2.3, by the special choice of β, one can
get rid of the stochastic integral
∫ t
0
b(s)2
σ(s)2
(X
(β)
s )2 ds, see (2.10) and (2.11).
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In the next lemma we calculate explicitly the variance V (t;α) of X
(α)
t for all t ∈ [0, T ).
2.5 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by (2.4).
Then
V (t;α) =

C
α−K
(
BK,C(t)
α −BK,C(t)K
)
if α 6= K,
CBK,C(t)
K ln(BK,C(t)) if α = K,
where BK,C(t), t ∈ [0, T ), is defined in Theorem 2.2.
Proof. First let us suppose that b(t) > 0 for all t ∈ [0, T ). Then C is positive, since by
b(0) > 0, K
∫ 0
0
σ(u)2 du + C should be positive. If α 6= K and K 6= 0, by (2.3), we have for
all t ∈ [0, T ),
V (t;α) =
∫ t
0
(
K
∫ t
0
σ(u)2 du+ C
K
∫ s
0
σ(u)2 du+ C
) α
K
σ(s)2 ds
=
1
K − α
(
K
∫ t
0
σ(u)2 du+ C
) α
K
((
K
∫ t
0
σ(u)2 du+ C
)K−α
K
− C K−αK
)
,
which yields the assertion in case of α 6= K, K 6= 0.
The other cases can be handled similarly.
Let us suppose now that b(t) < 0 for all t ∈ [0, T ). For all β ∈ R, let us consider the
process (N
(β)
t )t∈[0,T ) given by the SDE dN
(β)
t = β b˜(t)N
(β)
t dt + σ(t) dBt, t ∈ [0, T ),
N
(β)
0 = 0,
where b˜(t) := −b(t), t ∈ [0, T ). Then, by uniqueness of a strong solution, the process (X(α)t )t∈[0,T )
given by the SDE (1.2) and the process (N
(−α)
t )t∈[0,T ) coincide and hence V (t;α) = VN(−α)(t),
t ∈ [0, T ), where VN(−α)(t) := E(N (−α)t )2, t ∈ [0, T ). Moreover, VN(−α)(t), t ∈ [0, T ), is given
by the formulae in the present Lemma 2.5 with (α,K,C) is replaced by (−α,−K,−C). Since
these formulae are invariant under the above defined replacement, we have the assertion. 2
Proof of Theorem 2.2. First we check that for all K ∈ R,∫ t
0
b(s) ds =
1
2
ln(BK,C(t)), t ∈ [0, T ).(2.13)
If K 6= 0, then∫ t
0
b(s) ds =
∫ t
0
σ(s)2
2
(
K
∫ s
0
σ(u)2 du+ C
) ds = 1
2K
ln
(
K
∫ t
0
σ(u)2 du+ C
)
− 1
2K
lnC
=
1
2
ln
(
1 +
K
C
∫ t
0
σ(u)2 du
) 1
K
=
1
2
ln(BK,C(t)), t ∈ [0, T ),
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and if K = 0, then
∫ t
0
b(s) ds =
∫ t
0
σ(s)2
2C
ds = 1
2
ln(BK,C(t)), t ∈ [0, T ). By Lemmas 2.3 and 2.5,
using also (2.13), for all µ > 0, ν > 0, and t ∈ [0, T ), we have
ψt(α, µ, ν) =
 exp
{
−A
±
µ,α,K
2
ln(BK,C(t))
}
1 +
(
2ν − A
±
µ,α,K
2(K
∫ t
0 σ(s)
2 ds+C)
)
C
±
√
2µ+(α−K)2
(
BK,C(t)
K±
√
2µ+(α−K)2 −BK,C(t)K
)

1
2
=
(
BK,C(t)
−α−K
2
D
) 1
2
,
where
D := BK,C(t)
∓
√
2µ+(α−K)2
2
+
4ν
(
K
∫ t
0
σ(s)2 ds+ C
)
−A±µ,α,K
±2√2µ+ (α−K)2
(
BK,C(t)
±
√
2µ+(α−K)2
2 − BK,C(t)∓
√
2µ+(α−K)2
2
)
=
1
2
±
4ν
(
K
∫ t
0
σ(s)2 ds+ C
)
− α +K
2
√
2µ+ (α−K)2
BK,C(t)±√2µ+(α−K)22
+
1
2
∓
4ν
(
K
∫ t
0
σ(s)2 ds + C
)
− α +K
2
√
2µ+ (α−K)2
BK,C(t)∓√2µ+(α−K)22 ,
which yields the assertion. 2
2.6 Remark. Note that formula (2.6) in Lemma 2.3 for the joint Laplace transform of (1.4)
depends on the sign of the function sign(b), but in Theorem 2.2 it turned out that the sign is
indifferent. We also remark that the case b(t) < 0, t ∈ [0, T ), can be traced back to the case
b(t) > 0, t ∈ [0, T ), using the same arguments that are written for the case b(t) < 0, t ∈ [0, T ),
at the end of the proof of Lemma 2.5. The point is that the formulae in Theorem 2.2 are invariant
under the replacement of (α, b,K, C) with (−α,−b,−K,−C).
In the next two remarks we consider special cases of Theorem 2.2.
2.7 Remark. As a special case of Theorem 2.2, one can get back formula (1.1) due to Liptser
and Shiryaev [22, Lemma 17.3], and also the well-known Cameron–Martin formula for a standard
Wiener process. Namely, let T :=∞, b(t) := 1, t > 0, and σ(t) := 1, t > 0. Let us consider
the process (X
(α)
t )t∈[0,T ) given by the SDE (1.2), which is the usual Ornstein–Uhlenbeck process
starting from 0. Clearly, d
dt
(
b(t)
σ(t)2
)
= 0, t > 0, and hence Theorem 2.2 with ν = 0, K = 0
and with C = 1
2
implies (1.1). With α = 0, we get back the Cameron–Martin formula for a
standard Wiener process,
E exp
{
−µ
∫ t
0
(Bu)
2 du
}
=
1√
cosh(t
√
2µ)
, t > 0, µ > 0,
see, e.g., Liptser and Shiryaev [21, formula (7.147)].
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2.8 Remark. Let T ∈ (0,∞), b(t) := − 1
T−t , t ∈ [0, T ), and σ(t) := 1, t ∈ [0, T ). Let us
consider the process (X
(α)
t )t∈[0,T ) given by the SDE (1.2). Hence condition (2.4) is satisfied with
K := 1
2
and C := −T
2
, and clearly, BK,C(t) = (1 − t/T )2, t ∈ [0, T ). Then Theorem 2.2 with
ν = 0 and α = 0 implies that for all µ > 0 and t ∈ [0, T ),
E exp
{
−µ
2
∫ t
0
(Bu)
2
(T − u)2 du
}
=
(
1− t
T
) 1
4√
cosh
(
ln
(
1− t
T
)√
µ+ 1
4
)
+ 1
2
√
µ+ 1
4
sinh
(
ln
(
1− t
T
)√
µ+ 1
4
) .
An easy calculation shows that for all µ > 0 and t ∈ [0, T ),
E exp
{
−µ
2
∫ t
0
(Bu)
2
(T − u)2 du
}
=
(
T−t
T
) 1+√4µ+1
4√
1− 1+
√
4µ+1
2
√
4µ+1
(
1− (1− t
T
)√4µ+1) .
This is the corrected formula of Proposition 5 in Mansuy [24], which contains a misprint.
3 Maximum likelihood estimation via Laplace transform
As a special case of (2.2), the measures PX(α), t and PX(0), t are equivalent for all α ∈ R and
for all t ∈ (0, T ), and
dPX(α), t
dPX(0), t
(
X(α)
∣∣
[0,t]
)
= exp
{
α
∫ t
0
b(s)
σ(s)2
X(α)s dX
(α)
s −
α2
2
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds
}
.
Here PX(0), t is nothing else but the Wiener measure on
(
C([0, t]),B(C([0, t]))).
For all t ∈ (0, T ), the maximum likelihood estimator α̂t of the parameter α based on the
observation (X
(α)
s )s∈[0, t] is defined by
α̂t := argmax
α∈R
ln
(
dPX(α), t
dPX(0), t
(
X(α)
∣∣
[0,t]
))
.
The following lemma due to Barczy and Pap [4, Lemma 1] guarantees the existence of a unique
MLE of α.
3.1 Lemma. For all α ∈ R and t ∈ (0, T ), we have
P
(∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds > 0
)
= 1.
By Lemma 3.1, for all t ∈ (0, T ), there exists a unique maximum likelihood estimator α̂t of
the parameter α based on the observation (X
(α)
s )s∈[0, t] given by
α̂t =
∫ t
0
b(s)
σ(s)2
X
(α)
s dX
(α)
s∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds
, t ∈ (0, T ).
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To be more precise, by Lemma 3.1, for all t ∈ (0, T ), the MLE α̂t exists P-almost surely. Using
the SDE (1.2) we obtain
α̂t − α =
∫ t
0
b(s)
σ(s)
X
(α)
s dBs∫ t
0
b(s)2
σ(s)2
(X
(α)
s )2 ds
, t ∈ (0, T ).(3.1)
For all t ∈ (0, T ), the Fisher information for α contained in the observation (X(α)s )s∈[0, t], is
defined by
Iα(t) := E
(
∂
∂α
ln
(
dPX(α), t
dPX(0), t
(
X(α)
∣∣
[0, t]
)))2
=
∫ t
0
b(s)2
σ(s)2
E
(
X(α)s
)2
ds,
where the last equality follows by the SDE (1.2) and Karatzas and Shreve [18, Proposition 3.2.10].
Note that, by the conditions on b and σ, Iα : (0, T )→ (0,∞) is an increasing function. Now
we calculate the Fisher information Iα(t), t ∈ (0, T ), explicitly.
3.2 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by (2.4).
Then for all t ∈ (0, T ),
Iα(t) =

1
4(α−K)2 (BK,C(t)
α−K − 1)− 1
4(α−K) ln(BK,C(t)) if α 6= K,
1
8
(ln(BK,C(t)))
2 if α = K,
where BK,C(t), t ∈ [0, T ), is defined in Theorem 2.2.
Proof. First let us suppose that b(t) > 0 for all t ∈ [0, T ). Then C is positive, since by
b(0) > 0, K
∫ 0
0
σ(u)2 du+C should be positive. In case of α 6= K and K 6= 0, by Lemma 2.5,
we get for all t ∈ (0, T ),
Iα(t) =
∫ t
0
σ(s)2
4
(
K
∫ s
0
σ(u)2 du+ C
)2V (s;α) ds = ∫ t
0
σ(s)2
4C(α−K)
(
BK,C(s)
α−2K −BK,C(s)−K
)
ds
=
∫ t
0
σ(s)2
4C(α−K)
((
1 +
K
C
∫ s
0
σ(u)2 du
)α−2K
K
−
(
1 +
K
C
∫ s
0
σ(u)2 du
)−1)
ds,
which yields the assertion in case of α 6= K and K 6= 0.
The other cases can be handled similarly.
The case b(t) < 0, t ∈ [0, T ), can be handled similarly to what is written for the case
b(t) < 0, t ∈ [0, T ), at the end of the proof of Lemma 2.5. The point is that the formulae in the
present Lemma 3.2 are invariant under the replacement of (α, b,K, C) with (−α,−b,−K,−C).
2
Later on we intend to prove limit theorems for the MLE α̂t of α normalized by Fisher
information Iα(t). For proving these limit theorems, condition limt↑T Iα(t) =∞ plays a crucial
role. In what follows we examine under what additional conditions on b and σ, limt↑T Iα(t) =∞
is satisfied.
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3.3 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by (2.4).
In case of K 6= 0,
lim
t↑T
Iα(t) =∞ ⇐⇒ lim
t↑T
∫ t
0
σ(u)2 du =
{
∞ if C
K
> 0,
−C
K
if C
K
< 0.
In case of K = 0, we have limt↑T Iα(t) =∞ holds if and only if limt↑T
∫ t
0
σ(u)2 du =∞.
Proof. First we note that C 6= 0, since by b(0) 6= 0, K ∫ 0
0
σ(u)2 du + C should be not zero.
Now we check that for all K ∈ R,
lim
t↑T
Iα(t) =∞ ⇐⇒ lim
t↑T
BK,C(t)
α−K ∈ {0,∞}.(3.2)
If α 6= K, by Lemma 3.2, we get
Iα(t) =
1
4(α−K)2
(
exp
{
(α−K) ln(BK,C(t))
}− (α−K) ln(BK,C(t))− 1)
=
1
4(α−K)2f
(
ln(BK,C(t)
α−K)
)
,
where f(x) := ex − x− 1, x ∈ R. Using that the function ∫ t
0
σ(u)2 du, t ∈ [0, T ), is monotone
increasing, we have limt↑T BK,C(t) exists. Hence
lim
t↑T
Iα(t) =∞ ⇐⇒ lim
t↑T
ln(BK,C(t)
α−K) ∈ {−∞,∞},
which implies (3.2). A similar argument shows that (3.2) is valid also in case of α = K. Hence,
by the definition of BK,C(t), we have in case of K 6= 0,
lim
t↑T
Iα(t) =∞ ⇐⇒ lim
t↑T
(
1 +
K
C
∫ t
0
σ(s)2 ds
)α−K
K
∈ {0,∞},
and in case of K = 0,
lim
t↑T
Iα(t) =∞ ⇐⇒ lim
t↑T
exp
{
α
C
∫ t
0
σ(s)2 ds
}
∈ {0,∞}.
This implies the assertion. 2
Note that if the function b : [0, T ) → R \ {0} is given by (2.4) and if we suppose also that
K 6= 0, C
K
< 0, then, by Lemma 3.3, we have
C = −K lim
t↑T
∫ t
0
σ(u)2 du =: −K
∫ T
0
σ(u)2 du ∈ R \ {0},(3.3)
and hence
b(t) =
σ(t)2
2
(
K
∫ t
0
σ(u)2 du−K ∫ T
0
σ(u)2 du
) = σ(t)2
−2K ∫ T
t
σ(u)2 du
, t ∈ [0, T ),
which is nothing else but the form (1.6) of b. Moreover, by Lemma 3.3, we have limt↑T Iα(t) =∞
holds in this case.
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In all what follows we will suppose that the function b is given by (1.6) with some K 6= 0,
where
∫ T
0
σ(u)2 du < ∞, and in this case, as an application of the explicit form of the joint
Laplace transform of (1.4), we will give a complete description of the asymptotic behavior of the
MLE α̂t of α as t ↑ T . In the other cases (for which limt↑T Iα(t) = ∞) the asymptotic
behavior of the MLE α̂t as t ↑ T may be worked out using the same arguments as follows, but
we do not consider these cases.
For our later purposes, we examine the asymptotic behavior of Iα(t) as t ↑ T .
3.4 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by (1.6)
with some K 6= 0 and we suppose that ∫ T
0
σ(s)2 ds < ∞. Then in case of sign(α − K) =
− sign(K),
lim
t↑T
Iα(t)
1
4(K−α)2
( ∫ T
0
σ(s)2 ds∫ T
t
σ(s)2 ds
)K−α
K
= 1,
in case of α = K,
lim
t↑T
Iα(t)
1
8K2
(
ln
(∫ T
t
σ(s)2 ds
))2 = 1,
and in case of sign(α−K) = sign(K),
lim
t↑T
Iα(t)
1
4K(K−α) ln
(∫ T
t
σ(s)2 ds
) = 1.
The next lemma is about the asymptotic behavior of the Laplace transform of the denominator
in (3.1).
3.5 Lemma. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by (1.6)
with some K 6= 0 and we suppose that ∫ T
0
σ(s)2 ds <∞. Then
1
Iα(t)
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
L−→

(W1)
2 if sign(α−K) = − sign(K),
2
∫ 1
0
(Ws)
2 ds if α = K,
1 if sign(α−K) = sign(K),
(3.4)
as t ↑ T , where (Ws)s∈[0,1] is a standard Wiener process. In fact, in case of α = K, for all
t ∈ (0, T ),
1
IK(t)
∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
L
= 2
∫ 1
0
(Ws)
2 ds, t ∈ (0, T ).(3.5)
Proof. We will show that for all µ > 0,
lim
t↑T
E exp
{
− µ
Iα(t)
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
}
=

1√
1+2µ
if sign(α−K) = − sign(K),
1√
cosh(2
√
µ)
if α = K,
e−µ if sign(α−K) = sign(K).
(3.6)
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In fact, in case of α = K, we prove that for all t ∈ (0, T ) and µ > 0,
E exp
{
− µ
IK(t)
∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
}
=
1√
cosh(2
√
µ)
.(3.7)
First we suppose that K < 0. Then we have b(t) > 0, t ∈ [0, T ), and the function b
satisfies the DE (1.3). By (3.3),
BK,C(t) =
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
) 1
K
, t ∈ [0, T ), K 6= 0,(3.8)
and hence, by Theorem 2.2, for all α ∈ R, µ > 0 and t ∈ (0, T ), we get
E exp
{
− µ
Iα(t)
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
}
=
1√
Cµ,α,K(t)
(3.9)
where
Cµ,α,K(t) :=
(
1
2
+
α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K−A˜µ,α,K (t)
2K
+
(
1
2
− α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K+A˜µ,α,K (t)
2K
,
and
A˜µ,α,K(t) :=
√
2µ
Iα(t)
+ (α−K)2.
Now we consider the case K < 0 and α > K. Using that limt↑T Iα(t) =∞ and α−K > 0,
we have limt↑T A˜µ,α,K(t) = α − K. Then, using Lemma 3.4 and that limx↓0 xx = 1, an easy
calculation shows that
lim
t↑T
(
1
2
+
α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K−A˜µ,α,K (t)
2K
= lim
t↑T

(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−1+√√√√8µ( ∫T0 σ(s)2 ds∫T
t σ(s)
2 ds
)α−K
K
+1

−α+K
2K
= lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
) 8µ
(∫T
t σ(s)
2 ds∫T
0 σ(s)
2 ds
)−α+K
K
1+
√√√√√8µ(∫ Tt σ(s)2 ds∫ T
0 σ(s)
2 ds
)−α+K
K
+1
−α+K
2K
= 1.
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Moreover,
lim
t↑T
(
1
2
− α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K+A˜µ,α,K (t)
2K
= lim
t↑T
12 − 1
2
√
8µ
(∫ T
0
σ(s)2 ds∫ T
t σ(s)
2 ds
)α−K
K
+ 1

(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K
2K

1+
√√√√
8µ
( ∫ T
0 σ(s)
2 ds∫ T
t σ(s)
2 ds
)α−K
K
+1


= lim
t↑T
4µ
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K2K −1+√√√√8µ( ∫Tt σ(s)2 ds∫T
0 σ(s)
2 ds
)−α+K
K
+1


√
8µ
(∫ T
t σ(s)
2 ds∫ T
0
σ(s)2 ds
)−α+K
K
+ 1
1 +
√
8µ
(∫ T
t σ(s)
2 ds∫ T
0
σ(s)2 ds
)−α+K
K
+ 1
 = 2µ,
since the denominator tends to 2 as t ↑ T , and
lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K
2K

−1+
√√√√
8µ
( ∫ T
t σ(s)
2 ds∫ T
0 σ(s)
2 ds
)−α+K
K
+1


= lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K2K 8µ
(∫T
t σ(s)
2 ds∫T
0 σ(s)
2 ds
)−α+K
K
1+
√√√√√8µ(∫Tt σ(s)2 ds∫T
0 σ(s)
2 ds
)−α+K
K
+1
= 1.
Hence, by (3.9), we have (3.6) in case of K < 0 and α > K. By (2.12), for all µ > 0, we have
E(e−µ(W1)
2
) =
1√
1 + 2µ
,
and the unicity of Laplace transform implies (3.4) in case of K < 0 and α > K.
Now we consider the case K < 0 and α = K. For all t ∈ (0, T ) and µ > 0, by (3.9), we
get
E exp
{
− µ
IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds
}
=
1√
1
2
( ∫ T
t
σ(s)2 ds∫ T
0 σ(s)
2 ds
)√ µ
2K2IK (t) + 1
2
(∫ T
t
σ(s)2 ds∫ T
0 σ(s)
2 ds
)−√ µ
2K2IK (t)
=
1√
1
2
e−2
√
µ + 1
2
e2
√
µ
=
1√
cosh(2
√
µ)
,
where the last but one equality follows from the fact, by Lemma 3.2, in case of K < 0 and
α = K we have √
IK(t) =
1
2
√
2K
ln
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)
, t ∈ (0, T ),(3.10)
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and from the fact that x
1
lnx = e for all x > 0. By formula (1.9.3) in Borodin and Salminen [7,
Part II, Section 1], we get
E exp
{
−2µ
∫ 1
0
(Wu)
2 du
}
=
1√
cosh(2
√
µ)
, µ > 0,
and the unicity of Laplace transform implies (3.7) and (3.5) in case of K < 0 and α = K.
Now we consider the case K < 0 and α < K. Using that limt↑T Iα(t) = ∞, we have
limt↑T A˜µ,α,K(t) = −(α−K), since α−K < 0. Then
lim
t↑T
(
1
2
+
α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K−A˜µ,α,K (t)
2K
= 0.
Moreover, by Lemma 3.4, we get
lim
t↑T
(
1
2
− α−K
2A˜µ,α,K(t)
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K+A˜µ,α,K (t)
2K
= lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)α−K+√√√√ 8µ1K(K−α) ln(∫Tt σ(s)2 ds)+(α−K)2
2K
= lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−K−α
2K
(
1−
√
8µK
(K−α) ln(
∫T
t σ(s)
2 ds)
+1
)
= lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)K−α2K 8µK(K−α) ln(∫Tt σ(s)2 ds)
1+
√√√√ 8µK
(K−α) ln(
∫ T
t σ(s)
2 ds)
+1
= e2µ,
since
lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
) 1
ln(
∫T
t σ(s)
2 ds)
= e.
Hence, by (3.9) and the unicity of Laplace transform, we have (3.6) and (3.4) in case of K < 0
and α < K.
The case K > 0 can be handled in the same way as at the end of the proof of Lemma 3.2. 2
3.6 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by
(1.6) with some K 6= 0 and we suppose that ∫ T
0
σ(s)2 ds <∞. Then
√
Iα(t) (α̂t − α) L−→
N (0, 1) if sign(α−K) = sign(K),− sign(K)√
2
∫ 1
0 Ws dWs∫ 1
0
(Ws)2 ds
if α = K,
as t ↑ T , where (Ws)s∈[0,1] is a standard Wiener process. In fact, in case of α = K, for all
t ∈ (0, T ), √
IK(t) (α̂t −K) L= −sign(K)
2
√
2
(W1)
2 − 1∫ 1
0
(Ws)2 ds
= −sign(K)√
2
∫ 1
0
Ws dWs∫ 1
0
(Ws)2 ds
.(3.11)
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Proof. First we suppose that K < 0. Then we have b(t) > 0, t ∈ [0, T ), and the function b
satisfies the DE (1.3). By the SDE (1.2) and (2.8), we have for all α ∈ R and t ∈ [0, T ),∫ t
0
b(s)
σ(s)
X(α)s dBs =
∫ t
0
b(s)
σ(s)2
X(α)s dX
(α)
s − α
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds
=
b(t)
2σ(t)2
(X
(α)
t )
2 − 1
2
∫ t
0
b(s) ds− (α−K)
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds.
(3.12)
Now let us suppose that K < 0 and α < K. By Lemma 3.4, limt↑T Iα(t) =∞ holds, and
Lemma 3.5 implies that
1
Iα(t)
∫ t
0
b(s)2
σ(s)2
(X(α)s )
2 ds
P−→ 1 as t ↑ T ,
where
P−→ denotes convergence in probability. Indeed, if K < 0 and α < K, then the limit
in (3.4) is 1, which is a constant, and hence convergence in distribution implies convergence in
probability. Hence we can apply Theorem 4 in Barczy and Pap [4] with Q(t) := 1√
Iα(t)
, t ∈ (0, T ),
and η := 1, and then we have the assertion in case of K < 0 and α < K.
Now let us suppose that K < 0 and α = K. By (3.1) and (3.12), we get
α̂t −K =
b(t)
2σ(t)2
(
X
(K)
t
)2 − 1
2
∫ t
0
b(s) ds∫ t
0
b(s)2
σ(s)2
(X
(K)
s )2 ds
, t ∈ (0, T ).
Then for all t ∈ (0, T ),
√
IK(t) (α̂t −K) = 1
2
√
2
1√
2IK(t)
b(t)
σ(t)2
(
X
(K)
t
)2 − 1√
2IK(t)
∫ t
0
b(s) ds
1
2IK(t)
∫ t
0
b(s)2
σ(s)2
(X
(K)
s )2 ds
.
To prove (3.11), it is enough to check that(
1√
2IK(t)
b(t)
σ(t)2
(
X
(K)
t
)2
,
1
2IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds
)
L
=
(
(W1)
2,
∫ 1
0
(Ws)
2 ds
)
L
=
(
1 + 2
∫ 1
0
Ws dWs,
∫ 1
0
(Ws)
2 ds
)
, t ∈ (0, T ),
(3.13)
and ∫ t
0
b(s) ds =
√
2IK(t), t ∈ (0, T ).(3.14)
Using that for all µ > 0 and ν > 0,
E exp
{
−µ
∫ 1
0
(Ws)
2 ds− ν[W1]2
}
=
1√
cosh(
√
2µ) + 2ν√
2µ
sinh(
√
2µ)
,
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(see, e.g., formula (1.9.3) in Borodin and Salminen [7, Part II, Section 1], or as a special case of
our Theorem 2.2), to prove the first equality in distribution of (3.13), it is enough to verify that
for all µ > 0 and ν > 0,
E exp
{
− µ
2IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds− ν√
2IK(t)
b(t)
σ(t)2
(X
(K)
t )
2
}
=
1√
cosh(
√
2µ) + 2ν√
2µ
sinh(
√
2µ)
, t ∈ (0, T ).
By Theorem 2.2, we get for all t ∈ (0, T ),
E exp
{
− µ
2IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds− ν√
2IK(t)
b(t)
σ(t)2
(X
(K)
t )
2
}
=
1√(
1
2
− ν√
2µ
)( ∫ T
t
σ(s)2 ds∫ T
0 σ(s)
2 ds
)√ µ
4K2IK (t) +
(
1
2
+ ν√
2µ
)(∫ T
t
σ(s)2 ds∫ T
0 σ(s)
2 ds
)−√ µ
4K2IK (t)
=
1√(
1
2
− ν√
2µ
)
e−
√
2µ +
(
1
2
+ ν√
2µ
)
e
√
2µ
=
1√
cosh(
√
2µ) + 2ν√
2µ
sinh(
√
2µ)
,
where the last but one equality follows from (3.10) and from the fact that x
1
lnx = e for all x > 0.
Hence, by the uniqueness of Laplace transform, for all t ∈ (0, T ), the joint distribution of
1
2IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds and
1√
2IK(t)
b(t)
σ(t)2
(X
(K)
t )
2
is the same as the joint distribution of
∫ 1
0
(Ws)
2 ds and (W1)
2. Finally, by Itoˆ’s formula,∫ 1
0
Ws dWs =
1
2
((W1)
2 − 1),
and hence for all t ∈ (0, T ), we have (3.13). We note that
∫ 1
0
Ws dWs∫ 1
0 (Ws)
2 ds
is the limit distribution
of the Dickey–Fuller statistic, see, e.g., the Ph.D. thesis of Bobkoski [6], or (7.14) and Theorem
9.5.1 in Tanaka [26].
Now we check (3.14). Since K < 0 and α = K, using (3.10), we get for all t ∈ (0, T ),∫ t
0
b(s) ds =
∫ t
0
σ(s)2
−2K ∫ T
s
σ(u)2 du
ds =
1
2K
ln
(∫ T
t
σ(u)2 du∫ T
0
σ(u)2 du
)
=
√
2IK(t).
Let us suppose now that K > 0. Then b(t) < 0 for all t ∈ [0, T ). The statement in this
case can be obtained from the case b(t) > 0 for all t ∈ [0, T ), using the arguments at the end
of the proof of Lemma 2.5. The point is that we need to consider the replacement of (α, b,K)
with (−α,−b,−K) and, with the notations introduced in the proof of Lemma 2.5, to take into
account that (̂−α)(N
(−α))
t = −α̂(X
(α))
t , t ∈ (0, T ). 2
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3.7 Remark. We note that Theorem 3.6 can be derived from our more general results, namely,
from Barczy and Pap [4, Theorems 5 and 10]. We also remark that using these results one can
also weaken the conditions on b and σ in Theorem 3.6.
3.8 Remark. In case of sign(α − K) = − sign(K), under the conditions of Theorem 3.6, one
can prove that √
Iα(t) (α̂t − α) L−→ ζ as t ↑ T,
where ζ is a standard Cauchy distributed random variable, see, e.g., Luschgy [23, Section 4.2]
or Barczy and Pap [4]. The proof in this case is based on a martingale limit theorem, and we do
not know whether one can find a proof using the explicit form of the joint Laplace transform of
(1.4). Lemma 3.5 implies only
1
Iα(t)
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
L−→ N (0, 1)2 as t ↑ T.(3.15)
However, using a martingale limit theorem, one can prove that the convergence in (3.15) holds
almost surely (with some appropriate random variable ξ2 as the limit). To be able to use
Theorem 4 in Barczy and Pap [4], we need convergence in probability in (3.15). Hence the
question is whether we can improve the convergence in distribution in (3.15) to convergence in
probability using only the explicit form of the joint Laplace transform of (1.4). We do not know
if one can find such a technique.
The next theorem is about the (asymptotic) behavior of the MLE of α = K, K 6= 0 using
an appropriate random normalizing factor.
3.9 Theorem. Let (X
(K)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by
(1.6) with some K 6= 0 and we suppose that ∫ T
0
σ(s)2 ds <∞. Then for all t ∈ (0, T ),
(∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
) 1
2
(α̂t −K) L= − sign(K)
∫ 1
0
Wu dWu(∫ 1
0
(Wu)2 du
) 1
2
= −sign(K)
2
(W1)
2 − 1(∫ 1
0
(Wu)2 du
) 1
2
.
Proof. First we suppose that K < 0. By (3.11) and (3.13), we have for all α ∈ R and for all
t ∈ (0, T ),(∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
) 1
2
(α̂t −K) =
√
IK(t)(α̂t −K)
(
1
IK(t)
∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
) 1
2
L
=
1√
2
∫ 1
0
Wu dWu∫ 1
0
(Wu)2 du
(
2
∫ 1
0
(Wu)
2 du
) 1
2
=
∫ 1
0
Wu dWu(∫ 1
0
(Wu)2 du
) 1
2
, t ∈ (0, T ),
which implies the assertion using Itoˆ’s formula.
The case K > 0 can be handled in the same way as at the end of the proof of Theorem 3.6. 2
3.10 Remark. We note that, by Barczy and Pap [4, Corollaries 9 and 11], under the conditions∫ T
0
σ(s)2 ds < ∞ and (1.6), we have for all α 6= K, K 6= 0, the MLE of α is asymptotically
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normal with a corresponding random normalizing factor, namely, for all α 6= K, K 6= 0,(∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
) 1
2
(α̂t − α) L−→ N (0, 1) as t ↑ T .
As a consequence of Theorem 3.9, giving an illuminating counterexample, we show that Remark
1.47 in Prakasa Rao [25] contains a mistake.
3.11 Remark. By giving a counterexample, we show that condition (1.5.26) in Remark 1.47 in
Prakasa Rao [25] is not enough to assure (1.5.35) in Prakasa Rao [25]. By (3.1), we have for all
α ∈ R and t ∈ (0, T ),
(∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
) 1
2
(α̂t − α) =
1√
Iα(t)
∫ t
0
b(u)
σ(u)
X
(α)
u dBu(
1
Iα(t)
∫ t
0
b(u)2
σ(u)2
(X
(α)
u )2 du
)1/2 .(3.16)
By Lemma 3.5 (under its conditions), we have
1
IK(t)
∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
L
= 2
∫ 1
0
(Wu)
2 du, t ∈ (0, T ).
Hence if Remark 1.47 in Prakasa Rao [25] were true, then we would have(
1√
IK(t)
∫ t
0
b(s)
σ(s)
X(K)s dBs,
1
IK(t)
∫ t
0
b(s)2
σ(s)2
(X(K)s )
2 ds
)
L−→
((
2
∫ 1
0
(Wu)
2 du
) 1
2
ξ , 2
∫ 1
0
(Wu)
2 du
)
as t ↑ T,
where ξ is a standard normally distributed random variable independent of
∫ 1
0
(Wu)
2 du. By
(3.16) and continuous mapping theorem, we would have
(∫ t
0
b(u)2
σ(u)2
(X(K)u )
2 du
) 1
2
(α̂t −K) L−→
(
2
∫ 1
0
(Wu)
2 du
) 1
2
ξ(
2
∫ 1
0
(Wu)2 du
) 1
2
= ξ as t ↑ T ,
which is a contradiction, since, by Theorem 3.9, the limit distribution is
−sign(K)
2
(W1)
2 − 1(∫ 1
0
(Wu)2 du
) 1
2
.
Note that this limit distribution can not be a standard normal distribution, see, e.g., Feigin [13,
Section 2]. Indeed, in case of K < 0,
P
−sign(K)
2
(W1)
2 − 1(∫ 1
0
(Wu)2 du
) 1
2
> 0
 = P((W1)2 > 1) = 2(1− Φ(1)),
which is not equal to P(N (0, 1) > 0) = 1
2
. In case of K > 0, we can arrive at a contradiction
similarly.
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The next theorem is about the strong consistency of the MLE of α.
3.12 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.2), where b is given by
(1.6) with some K 6= 0 and we suppose that ∫ T
0
σ(s)2 ds < ∞. Then the maximum likelihood
estimator of α is strongly consistent, i.e., for all α ∈ R,
P
(
lim
t↑T
α̂t = α
)
= 1.
Proof. First we suppose that K < 0. Then we have b(t) > 0, t ∈ [0, T ), and the function b
satisfies the DE (1.3). We check that for all α ∈ R,
E exp
{
− lim
t↑T
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
}
= lim
t↑T
E exp
{
−
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
}
= 0.
The first equality follows from monotone convergence theorem, and the second one can be derived
as follows. Using (3.8) and Theorem 2.2 with µ := 1 and ν := 0, we get for all t ∈ (0, T ),
E exp
{
−
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du
}
=
1√
Cα,K(t)
where
Cα,K(t) :=
(
1
2
+
α−K
2
√
2 + (α−K)2
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−K+α−√2+(α−K)2
2K
+
(
1
2
− α−K
2
√
2 + (α−K)2
)(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−K+α+√2+(α−K)2
2K
.
In case of α−K > 0, we have √2 + (α−K)2 > α−K and hence
lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−K+α−√2+(α−K)2
2K
= 0,(3.17)
lim
t↑T
(∫ T
t
σ(s)2 ds∫ T
0
σ(s)2 ds
)−K+α+√2+(α−K)2
2K
=∞.(3.18)
In case of α −K < 0, we have √2 + (α−K)2 > −(α −K) and hence (3.17) and (3.18) are
satisfied again. Since
1
2
− α−K
2
√
2 + (α−K)2 =
√
2 + (α−K)2 − α +K
2
√
2 + (α−K)2 > 0, α ∈ R,
we get limt↑T Cα,K(t) =∞, and hence
P
(
lim
t↑T
∫ t
0
b(u)2
σ(u)2
(X(α)u )
2 du =∞
)
= 1, α ∈ R.
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Then by a strong law of large numbers for continuous local martingales, see, e.g., Barczy and Pap
[4, Theorem 15], we get the MLE of α is strongly consistent for all α ∈ R.
The case K > 0 can be handled in the same way as at the end of the proof of Theorem 3.6. 2
Finally, we note that in this section we studied the MLE α̂t of α based on a continuous
observation (X
(α)
s )s∈[0,t] using the results on Laplace transforms presented in Section 2. However,
a continuous observation of a diffusion process is only a mathematical idealization, in practice
the observation is always discrete. Hence one can pose the question whether our results on the
MLE of α based on continuous observations give some information also for discrete observations.
Parameter estimation for discretely observed diffusion processes has been studied by many authors,
for a detailed discussion and references see, e.g., Bishwal [5]. For discrete observations, one possible
approach is to try to find a good approximation of the MLE of α based on continuous observations
(for example, Itoˆ type approximation for the stochastic integral in the numerator of (3.1) and usual
rectangular approximation for the ordinary integral in the denumerator of (3.1)). In this paper
we do not consider this question.
4 α-Wiener bridge
For T ∈ (0,∞) and α ∈ R, let (X(α)t )t∈[0,T ) be the process given by the SDE (1.7). To our
knowledge, these kinds of processes in the case of α > 0 have been first considered by Brennan
and Schwartz [8], and see also Mansuy [24]. In Brennan and Schwartz [8] the SDE (1.7) is used to
model the arbitrage profit associated with a given futures contract in the absence of transaction
costs. By (2.1), the unique strong solution of the SDE (1.7) is
X
(α)
t =
∫ t
0
(
T − t
T − s
)α
dBs, t ∈ [0, T ).
Theorem 2.2 has the following consequence on the joint Laplace transform of
∫ t
0
(X
(α)
u )
2
(T−u)2 du and
(X
(α)
t )
2.
4.1 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.7). For all µ > 0, ν > 0
and t ∈ [0, T ), we have
E exp
{
−µ
∫ t
0
(X
(α)
u )2
(T − u)2 du− ν[X
(α)
t ]
2
}
=
(
1− t
T
)(1−2α)/4√
cosh
(√
8µ+(2α−1)2
2
ln
(
1− t
T
))
+ 1−2α−4ν(T−t)√
8µ+(2α−1)2
sinh
(√
8µ+(2α−1)2
2
ln
(
1− t
T
)) .
Proof. Let b(t) := − 1
T−t , t ∈ [0, T ), and σ(t) := 1, t ∈ [0, T ). Hence condition (2.4) is
satisfied with K := 1
2
and C := −T
2
, and clearly,
BK,C(t) =
(
1− t
T
)2
, t ∈ [0, T ).
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By Theorem 2.2, we have the assertion. 2
Theorem 3.6 has the following consequence on the asymptotic behavior of the maximum like-
lihood estimator α̂t of α as t ↑ T .
4.2 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.7). For each α >
1
2
, the
maximum likelihood estimator α̂t of α is asymptotically normal, namely, for each α >
1
2
,√
Iα(t)(α̂t − α) L−→ N (0, 1) as t ↑ T .
If α = 1
2
, then the distribution of
√
I1/2(t)
(
α̂t − 12
)
is the same for all t ∈ (0, T ), namely,
√
I1/2(t)
(
α̂t − 1
2
)
L
= − 1
2
√
2
(W1)
2 − 1∫ 1
0
(Ws)2 ds
= − 1√
2
∫ 1
0
Ws dWs∫ 1
0
(Ws)2 ds
,
where (Ws)s∈[0,1] is a standard Wiener process.
The following remark is about the asymptotic behavior of the MLE of α in case of α < 1
2
.
We note that up to our knowledge this case can not be handled using only Laplace transforms.
4.3 Remark. If α < 1
2
, then√
Iα(t)
(
α̂t − α
) L−→ ζ as t ↑ T ,
where ζ is a standard Cauchy distributed random variable, see, e.g., Luschgy [23, Section 4.2] or
Barczy and Pap [4].
Theorem 3.9 has the following consequence on the (asymptotic) behavior of the MLE of α =
1/2 using a random normalization.
4.4 Theorem. Let (X
(α)
t )t∈[0,T ) be the process given by the SDE (1.7). For all t ∈ (0, T ), we
have (∫ t
0
(X
(1/2)
u )2
(T − u)2 du
)1/2(
α̂t − 1
2
)
L
= −
∫ 1
0
Ws dWs(∫ 1
0
(Ws)2 ds
)1/2 = −12 (W1)2 − 1(∫ 1
0
(Ws)2 ds
)1/2 .
Finally, we note that Es-Sebaiy and Nourdin [12] studied the parameter estimation for so-called
α-fractional bridges which are given by the SDE (1.7) replacing the standard Wiener process B
by a fractional Wiener process.
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