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Abstract-This article concerns a new procedure to generate a solution-adaptive grid for con- 
vection dominated problems in two spatial dimensions based on finite element approximations. The 
procedure extends a one-dimensional equidistribution principle which minimizes the interpolation 
error in appropriate norms. The idea in extending such a technique to two spatial dimensions is to 
select two directions which can reflect the physics of the problems, and then the one-dimensional 
equidistribution principle is applied to the chosen directions. The final grids generated are con- 
nected through a sweepline based unstructured grid technique. Model problems considered are the 
two-dimensional convection-diffusion problems where boundary and interior layers occur. Numerical 
results of model problems illustrating the efficiency of the proposed scheme are presented. Compar- 
isons of the solutions with an existing scheme will also be provided. @ 2000 Elsevier Science Ltd. 
All rights reserved. 
Keywords-Numerical grid generation, Adaptive grid generation, Convection-diffusion problem, 
Least-square FEM, Finite element method. 
1. INTRODUCTION 
flow problems baaed on finite element approximations. The context of the work is to model 
two-dimensional convection-diffusion flow problems where boundary and internal layers occur. 
In these situations, oscillatory numerical solutions are obtained if the mesh size near the layers is 
not sufficiently small. Therefore, nonuniform grids are often necessary for efficient and accurate 
results. 
In the study, we consider the redistribution approach to generate the optimal grids. The idea is 
to adjust the position of the grid points and produce a mesh with the same number of unknowns, 
but more aptly graded for the given problem. In the past two decades, based on finite difference 
and finite element methods, various techniques have been studied for the numerical solutions 
of two-point boundary value problems [l-6]. In the context of finite difference, Pereyra and 
Sewell [3] sought to optimize a finite difference mesh, with a fixed number of grid points, by 
equidistributing h’/P times the truncation error, where p denotes the norm used. Note that for 
the 00 norm, this corresponds equidistribution of the local truncation error. As for the finite 
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element approximations, BabuSka and Rheinboldt [5] proved, subject to standard restrictions on 
the mesh, the existence of a unique optimal mesh distribution for a two-point boundary value 
problem. In 161, Carey and Dinh generated asymptotically optimal grids by equidistributing 
a grading function throughout the domain. The basic idea is to produce, through piecewise- 
polynomial interpolation, an optimal mesh that minimizes the error in an appropriate norm 
or seminorm. Based on this approach, it can be shown [6] that the grading function involves 
an integral of a certain power function of the second derivative of the numerical solution. It is 
important to stress the fundamental differences between the grading functions and those based on 
truncation errors. The latter monitor fourth derivatives for second-order problems. This conflicts 
with the results of BabuSka and Rheinboldt [5], which show that the optimal grid depends on a 
power of the second derivative. The grading functions take this into account. 
In multiple dimensions, adaption should, in general, occur in all directions in a mutually depen- 
dent manner. However, when the solution varies predominately in one direction, one-dimensional 
adaption can be applied with the grid points constrained to moving along one family of fixed 
curvilinear coordinate lines, and this approach is advocated by Dwyer et al. [7]. Eiseman [8] 
took one step beyond this one-dimensional adaption along fixed lines by using a successive one- 
dimensional adaption separately in each of the curvilinear coordinate direction. In our algorithm, 
a similar idea is applied, but in a simpler form. 
The purpose of this work is to construct a new algorithm based on a one-dimensional equidistri- 
bution scheme [6] to solve two-dimensional steady-state convection-diffusion problems. The goal 
is to successfully and effectively extend those favorable features observed in one spatial dimension 
into two-dimensional applications, including 
(1) effectively and efficiently redistribute grid points into the high gradient regions; 
(2) optimal rate of convergence for the solution; 
(3) node economies, which will magnify computer savings in higher-dimensional applications; 
(4) a stable process, i.e., small perturbation of grid points will not significantly affect the 
solution behavior. 
In other words, grid control is automatically inserted in the algorithm. This is critical in higher- 
dimensional applications. 
Following the Introduction, the form of the grading function for two-point boundary value 
problems derived in [6] is described for finite element methods using Galerkin-type variational 
principles, and modifications of the numerical algorithm in [9] will be described in Section 2. In 
Section 3, the work in one spatial dimension will be extended to two spatial dimensions. The fun- 
damental idea is to equidistribute grid points in one fixed direction, and then determine the other 
direction to be equidistributed through the orthogonality condition. Unlike the one-dimensional 
redistribution approach, when extended to two spatial dimensions, the number of mesh points 
varies at each iteration. Therefore, for the flexibility of the algorithm, a Voronoi/Delaunay based 
unstructured grid generation technique, proposed by Fortune [lo] and implemented by Fang [ll], 
will be employed. Finally, in Section 4, the algorithm is applied to two-dimensional convection- 
diffusion problems and the numerical results will be presented. Capabilities and limitations of 
the algorithm are also discussed in Section 4. 
2. ONE-DIMENSIONAL GRADING FUNCTIONS 
In this section, we describe the grading function derived by Carey and Dinh [6] which will 
be extended to our two-dimensional algorithm in Section 3. This grading function c(x) has the 
property that after equidistritution, the inverse of 5 at i/M, where M is the number of elements 
in the domain, is the ith grid point xi. Consider the following problem. Given a continuous 
function ZL, generate an appropriate mesh for interpolating u. Intuitively, assuming that ‘u is 
positive and strictly increasing, the mesh can be constructed such that the change of u in the 
domain is equidistributed. That is, we would like to find {xi} such that ]u(xi) - u(z+~)] f 
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constant, i = 0, 1, . . . , M, or in other words, we equidistribute the change of the function 
‘gx) = s: 14 dtz 
s,” Iu’I dx’ 
Now we consider a more systematic derivation of c(z). This can be illustrated by considering 
the best interpolation problem for w For a fixed M, determine {zi}, i = 0, 1, . . . , M, such that 
the associated interpolant of u is optimal in some sense. Note that this problem corresponds to 
the finite-element and finite-difference method, since the discrete solution uh is an interpolating 
piecewise continuous polynomial of degree k. For simplicity, we consider k = 1 here. The 
derivation can also be performed for the case of general k [6]. 
Let e = u - uh and {xi}, i = 0, 1,2,. . . , M, be the mesh of M intervals with hi = xi - xi-1 
denoting the length of interval s2i. The idea is to minimize the error of the interpolant in the 
Hm-seminorm. i.e., 
Ielk = 1” (e(m))2 dx 
a 
is minimized. 
Using the Fourier series expansion e(x) = CpC1 a, sin(nr(x - xi-l)/hi) and the Parseval 
identity, it can be shown [6] that 
Ielk 5 $ ( ,)2(2--m)~, (u”)  dx. 
% 0) 
The grading function E(z) is equidistributed if ci - Ei-1 = soi c’ dx = l/M. Approximating by 
the midpoint rule, we have 
I J'dx = hi<'(xi-1/2)(1 + O(hi)) and J (u”)2 dz = hi(~“(xi-1/2))2(1 + O(hi)). ni Qi 
It follows that 
M (u” (xi-1,2))2 
lek ’ (aM):(2-m) z cc (zi_l,2jj2(2-m) hi(1 + o(hi))’ 
Rewriting the inequality using the Remann sum, we obtain 
Ielf ’ (&)&-m) a s dx(l + o(h)), 
where h = maXl<i<M hi. The grading function 4 will then be chosen such that -- 
J b (tL”)2 a (E’) 2(2-m) dx 
is minimized. Therefore, 
d (?q2 
2s (e) 
2(2-m)+l 
and as in [6], we have the grading function 
= 0, 
5(x) = s,” (u”)2/12(2-m)+11 dz 
s: (u”) 2/12(2-m)+11 dz ’ 
(2) 
(3) 
This leads to the following mesh redistribution procedure (assuming for the moment that E is 
given as above and that u is known). Setting & - (i-1 = l/M, i = O,l, 2,. . . , M, and solving 
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for {xi} determines a grid. Note that the grid obtained may or may not minimize Hm-seminorm, 
but it does minimize the bound in (3) placing a very tight tolerance on the error. As the number of 
grid points increases, the resulting error will approach the H”’ optimal error. For example, when 
piecewise linear interpolant is considered, the grading functions which minimize the &norm 
(m = 0) and H1-seminorm (m = 1) are 
and 
The grading function can be derived in a similar way for other norms. Consider, for example, 
the two-point boundary value problems 
- Mww’ + P(xb’(x) + Y(XMX) = f(X)? a<x<b, 
where u(a) and u(b) are specified. When the Gale&in finite element method is considered, we 
solve for H’-function u satisfying the prescribed boundary conditions such that 
s b( 
6 
add + pu’2, + yuv) dx = 
s 
fv dx, 
a a 
for all w. When /3(x) = 0, (5) corresponds to minimizing the energy functional 
(5) 
J” {a (u’)~ + $2~)~ - 2521) dx, 
a 
which can be used to define the energy norm 
Note that for a given mesh, the finite element solution is the best approximation in energy 
norm. In [5], Babuska and Rheinboldt showed that 
J(E)@ + O(h)), h = yehi, whereJ(~)=~(a(~!~‘)(x))2--&dx. 
This leads to an asymptotically optimal grading function 
Babuska and Flheinboldt also showed that the grid obtained from equidistributing c* is unique. 
However, the process is unstable since a small perturbation in the equidistribution of 5 will lead 
to significantly different grids. Nevertheless, as observed in the numerical calculations [6,9], the 
error is stable under small perturbations in the grading function. Therefore, in practice, the mesh 
need not be determined to high accuracy and useful approximations can be obtained. 
In [6], Carey and Dinh used Newton’s method to locate the mesh points with the following 
stopping criterion for <: 
max i {J xi+'(u~t)*/5dx _ & lb(n)))2'5 dx < ‘r, =i 
where r = 10w2. One major difficulty with their scheme is that it is extremely sensitive to the 
selection of initial grids. The scheme often diverges. This was reported in [6]. Moreover, with 
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this stopping criterion, since the process is unstable, it is difficult to check the optimal rate of 
convergence in the theory. Therefore, we modified the algorithm (also used in [9]) by using the 
Brent-Dekker scheme to locate the grid points and the stopping criterion is measured by the 
relative error in c: 
maxi IJz+L(u”)215 da: - (l/M) Ji (u”)2’5 dZl < 7 
(l/M) s,” (u”)~‘~ dx 
(6) 
In [9], the numerical results based on these considerations were considered and illustrated 
the robustness of the mesh redistribution algorithm in the finite element method for one-sided 
boundary layer and interior layer problems. In fact, the Lz error depends on the number of 
intervals instead of the maximum mesh size, as seen in certain error estimates developed for 
quasi-uniform meshes. This demonstrates that the grids obtained are indeed asymptotically 
optimal. In addition, the minimum mesh size h is reduced with the number of elements and the 
Lz error is second order in the minimum h. 
Extending the idea of equidistributing the grading functions to two spatial dimension is not 
an easy task. One major difficulty is the derivation of the two-dimensional grading functions. 
In fact, the theory of Babuska and Rheinboldt [5] cannot be applied to two-dimensional cases. 
Moreover, equidistributing nodes in two spatial domain through a two-dimensional grading func- 
tion is computationally inefficient. In the next section, we describe an efficient algorithm which 
utilizes the one-dimensional grading functions and achieves asymptotically optimal grids in two 
spatial dimensions. 
3. NUMERICAL ALGORITHM FOR TWO SPATIAL DIMENSIONS 
When constructing the algorithm which extends the one-dimensional redistribution technique 
to two spatial dimensions, we are particularly interested in problems arising from fluid flow 
and heat transfer that exhibit convection dominated phenomena. In these situations, for most 
numerical methods, the lack of resolution of high gradient convective-diffusive regions causes 
serious oscillations, and the overall calculation becomes inaccurate. However, the difficulty can 
be resolved if the grids are properly distributed into the high gradient regions. Based on these 
considerations, the fundamental idea is to convert the problem into a quasi-one-dimensional 
one. That is, choose a. direction, redistribute grid points along this direction, and determine the 
other direction through the orthogonality condition. This process can then accurately reflect the 
physical situation and is quasi-one-dimensional . Consider the following equation which models 
two-dimensional convection-diffusion problem on a unit square: 
-@Au + (CX, Vu) = 0, o<x, y<l, (7) 
where ,6 is the diffusion coefficient and cy corresponds to the convection. 
Note that if a fixed number of structured grid points are considered in the two-dimension case, 
data structure will be extremely complicated and not practical. To remedy this and design a 
more efficient algorithm, we have considered an approach that varies the number of grid points at 
each iteration. Therefore, certain grid triangulation technique is needed. Taking angle condition 
into considerations, i.e., the elements in the generated mesh are as equilateral as possible, an 
unstructured grid technique, proposed by Fortune [lo] and implemented by Fang [ll] is employed 
and modified to fit in the procedure. The numerical algorithm can be described and ordered in 
the following steps. 
1. Select initial grids, e.g., uniform grids. 
2, Triangulate the point set by an unstructured grid generation technique considered by 
Fortune [lo]. This approach gives the Delaunay triangulation by the sweepline method 
with great efficiency. This is necessary because the grids generated by the algorithm vary 
at each iteration. After the triangulation, solve the problem by the finite element method. 
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7. 
8. 
9. 
10. 
Partition the given domain 
problem and C is given by 
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by a curve [Vu1 = C, where u is the dependent variable of the 
where Ai is the area of the ith element and A is the total area of the domain. This choice 
of C, by the mean-value theorem, guarantees that its value will lie between the minimum 
and maximum gradient values in the domain of interest. 
Choose the midpoint along the curve 102~1 = C to construct flow line. The flow direction 
is chosen since the gradient vector varies most rapidly along this direction. Intuitively, 
the midpoint is chosen to partition the domain into two regions of equal variations in the 
solution. 
Specify the partitions M along the flow line, i.e., M is the number of regions to be 
equidistributed. Once M is determined, equidistribute the point set {si}:Iy-’ along 
the flow line according to the one-dimensional grading function. Note that the grading 
function now depends on the arc length along the flow line. In addition, the directional 
derivative along the flow direction is the square of the length of the solution gradient. 
Based on the theoretical results in one spatial dimension, J IVZLI~ ds is approximately the 
same within each partition along the flow direction. 
Given the graded point set {si}~~~-’ obtained in the last step, construct the solution 
level curve u = u(si), for each i. Note that these curves are orthogonal to the flow 
direction. In addition, the directional derivatives along these directions are zero and 
uniform partitions can be chosen. Therefore, once the number of partitions are determined, 
the point distribution can be obtained with great efficiency. 
Determine the number of points N along each solution curve u = u(si) by 
N = [RATIO x M], 
where N is the greatest integer less than or equal to RATIO x M, M is the number of 
partitions on the flow line, and RATIO is determined by 
This choice of N is essential for optimal rate of convergence. 
Apply one-dimensional grading function to the solution level curve u = u(si), for each i. 
Since u is constant on each level curve, equidistribution results in uniform partitions. 
Therefore, uniform grids are used and redistribution is not necessary. 
Determine the number of boundary nodes by the same way as in Step 7 and apply the 
grading function to equidistribute the boundary nodes. 
Update the grid point information. Continue to Step 2 to triangulate the point set, check 
if the stopping criterion is satisfied, and repeat the process if not. The stopping criterion is 
determined as follows. If the minimum h,h = (2 x A,) lj2, where A, is the area of element, 
and the number of boundary points between consecutive iterations are less than specified 
tolerance, terminate the iterations. 
Note that efficiency and robustness are essential for the success of an algorithm for convection 
dominated flow problems. Based on these considerations, the important idea, features, and 
implementation issues incorporated in the proposed algorithm are itemized in the following. 
1. In Step 2, we choose unstructured grids over structured grids because the number and 
locations of the grid points vary at each iteration. Also, complex geometries are easier to 
Optimal Adaptive Grids 107 
handle through the use of unstructured grids. Most importantly, the Delaunay triangu- 
lation satisfies the m&mum-minimum angle criterion, i.e., the minimum measure of the 
interior angles of all the triangles in the triangulation is maximized [12], which is essential 
in finite element computations [I31 to ensure stability. 
2. In Step 7, RATIO is computed through the ratio of discrete Hi-seminorms along the flow 
line to the solution level curve. The idea is to make the variations of the solution along 
the flow line and along the solution level curves to be approximately the same. Hence, 
the resulting grid will be distributed more appropriately to resolve high gradient regions, 
and consequently, the resulting mesh will be more orthogonal. If the number of points N 
along the solution level curves is chosen arbitrarily, then the optimal rate of convergence 
may not be obtained. An alternative approach is to use the full H1-norm. Numerical 
experiments indicate that similar results can be obtained. 
3. It is very important to properly determine the boundary nodes in Step 9, especially when 
there are downwind essential boundary conditions, since oscillations seem to manifest 
themselves. This has been observed in the numerical calculations and will be presented in 
the next section. 
4. Two important implementation issues in the algorithm involve the construction of the flow 
line and the solution level curves. The flow line is constructed through the intersection of 
the direction line with element edges and the solution level curve u = u(si), for each i, 
is constructed using the linear interpolation from the calculated solutions. High precision 
floating point computations are necessary in these implementations. If the calculations 
are imprecise, the procedure may produce erroneous lines or curves which will lead to 
slow convergence. In addition, linked list data structure has been used to economize 
computer storage. This data structure has also been implemented in other parts of the 
algorithm, e.g., node-element and element-element information to minimize overall storage 
and maximize the efficiency. 
5. It is important to stress that the only parameter in the algorithm that needs to be pre- 
determined is the number of partitions M along the flow line. This differs from existing 
methods which usually require fine tuning of certain parameters that are problem depen- 
dent. 
4. NUMERICAL RESULTS 
In this section, numerical results using the adaptive redistribution scheme described in the 
last section will be demonstrated. The first test problem, Problem 1, corresponds to (7) with 
cy = (1, l), /3 = l/25, and Dirichlet boundary condition corresponding to the exact solution 
6 Y) = 
(es/O - 1) (eYli3 - 1) . 
(el/@ - 1)’ 
Here U(Z, y) M 0 except near (2, y) = (1, l), i.e., the exact solution has a boundary layer near 
(2, y) = (1,l). Note that for this problem, computations on coarse fixed meshes with standard 
finite elements produce oscillatory solutions. The second test problem, Problem 2, has a similar 
form but with exact solution 
U(Z, y) = (esip - 1 ) (e’lP-l)+(eYIP-1) (e’/@-1). 
Note that in this case, the layer is along the sides z = 1, y = 1. The final test case, Problem 3, 
corresponds to (7) with (Y = (1, l), ,B = 1, and a nonhomogeneous right-hand side chosen to 
correspond to the exact solution 
~(2, y) = tanh (10 (CC” + y2 - 1)) , 
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Figure 1. Problem 1: exact solution. 
Figure 2. Problem 2: exact solution with scaling. 
which has an interior layer on the unit circle. The exact solutions for the given problems are 
given in Figures l-3. 
These problems were considered in [14] by Carey and Pardhanani. Comparisons of solutions will 
be given later. In the following, numerical results of the proposed algorithm for these problems 
are based on standard finite element computations with linear elements. Also, the parameter M 
represents the number of partitions along the flow line. The grading function employed along the 
flow line is 
where s is the arc length along the flow line and equation (6) is the stopping criterion for equidis- 
tribution. 
To demonstrate the effectiveness of the algorithm, a 9 x 9 uniform mesh is considered initially 
for all three test problems. Figure 4 shows the final mesh of 50 elements for the first problem. 
The grid points have been redistributed to the region where the gradient changes most rapidly. 
From Table la, the solution has improved dramatically from the uniform grids. In order to gain 
more accuracy from given uniform grids, one only needs to increase the number of partitions 
along the flow line. The results are shown in Table 2 and the meshes are given in Figures 4 
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Figure 3. Problem 3: exact solution. 
7 1 
Figure 4. Convergence mesh for Problem 1 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 8. 
and 5. This illustrates that the algorithm can achieve great accuracy with coarse initial grids. 
Therefore, computation time and storage can be greatly reduced. Note that increasing of the 
number of partitions leads to a strong concentration of grid points in a high gradient region. 
The evolution of the solution along the flow line at initial, intermediate and final iterations are 
plotted in Figure 6. They reflect the similar adjustment observed in the one-dimensional, one- 
sided boundary layer case presented in [9]. Figure 7 demonstrates the convergence with respect 
to the number of partitions, that, is, when the partition is increased, the layer is more properly 
resolved. 
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Table 1. (a)-(c): Ls and H’seminorm error comparisons between the initial 9 x 9 
uniform grids and the resulting final grids with partition M = 8. 
(a) Problem 1. 
Uniform Grid 
Final Grid 
Number of Number of H’Seminorm 
Elements Nodes L2 Error Error 
128 81 0.031356 0.942925 
50 35 0.000840 0.088129 
(b) Problem 2. 
Number of 
Elements 
Number of H1-Seminorm 
Nodes Ls Error Error 
I Uniform Grid 128 Final Grid 174 I 
(c) Problem 3. 
Number of Number of H1-Seminorm 
Elements Nodes Ls Error Error 
Uniform Grid 128 81 0.099652 2.861913 
Final Grid 166 94 0.028436 1.165747 
Table 2. Problem 1: final results for 9 x 9 uniform grid, with user-defined parti- 
tions M. 
Number of Number of Number of H1-Seminorm 
A4 Elements Nodes Iterations La Error Error 
8 50 35 6 0.000840 0.088129 
16 196 116 5 0.000455 0.038940 
32 772 420 6 0.000232 0.023434 
For the second problem, the final mesh is presented in Figure 8. Again, the grid points are 
clustered into the high gradient regions. The improvement of the solution is shown in Table lb, 
and the adaption of the grid points along the flow line at different levels is presented in Figure 9. 
This once again shows the similarity to the one-dimensional situation. Figures 8, 10, and 11, and 
Table 3 also illustrate that when more partitions are given along the flow line, the high gradient 
regions are better resolved and a more accurate solution is obtained. Note that in Figure 10, there 
are severe grid distortions along the boundaries. However, the solution still shows improvement 
which indicates that the algorithm is insensitive to classical results on the angle condition [13]. 
Note that, as observed in Figure 11, this can be resolved by introducing more partition along 
the flow line. To further illustrate the effectiveness of the algorithm, Figure 12 demonstrates 
how the grid points resolve the layer along the flow line when sufficient partitions are introduced. 
In contrast to the first problem, the number of grid points has increased dramatically in order 
to resolve the boundary layer along z = 1 and y = 1. This demonstrates the flexibility of the 
algorithm that can systematically increase or reduce the grid points according to the solution 
behavior of the given problem. 
The last problem considered is Problem 3, that is, the interior layer problem with layer along 
a unit circle. This type of problem is extremely difficult in the construction of a suitable mesh, 
since the solution is influenced by all sides of the boundary. In addition, the location of the 
layer is often unknown. This is reflected in the results reported in [14]. However, as is shown 
in Figure 13, the algorithm generates a similar grid pattern which reflects the one-dimensional 
situation as in the boundary layer problems. It is observed that the grid points have effectively 
located the layer and the solution has improved greatly from the uniform grids. This is presented 
in Table lc. Grid points adjustment similar to the one-dimensional interior layer problems [9] 
is shown in Figure 14 along the flow line. Table 4 lists the results when more partitions are 
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Figure 5. Convergence mesh for Problem 1 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 16. 
‘I------ 
0 
t 
0 0.2 0.4 0.6 
x 
0.6 1 
Figure 6. Initial grids: 9 x 9 uniform grids; partitions along the flow line M = 8; 
I = s/a. Exsct solution (line) vs. numerical solutions of grid points on the flow 
line for Problem 1 at the lst iteration-uniform grids (O), the 4th iteration (+), and 
convergence (Cl). 
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u(w) 
0.4 . 
0.2 - 
O* 
0 0.2 0.4 0.6 
X 
0.8 
Figure 7. Initial grids: 9 x 9 uniform grids; z = s/a. Exact solution (line) vs. 
numerical solutions of grid points on the flow line for Problem 1 when number of 
partitions A4 = 8 (0) and M = 16 (+). 
Figure 8. Convergence mesh for Problem 2 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 8. 
introduced and the graphs of these meshes can be found in Figures 13, 15, and 16. Once again 
grid points cluster along the unit circle. The corresponding grid points redistribution for different 
partition can be seen in Figure 17. 
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x 
Figure 9. Initial grids: 9 x 9 uniform grids; partitions along the flow line M = 8; 
2 = s/d. Exact solution (line) vs. numerical solutions of grid points on the flow 
line for Problem 2 at the lst iteration-uniform grids (O), the 3rd iteration (+), and 
convergence (0). 
Figure 10. Convergence mesh for Problem 2 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 12. 
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It should be noted that although the solutions did improve for all test problems, the optimal 
rate of convergence for solutions is not observed. However, in Figures 18-20, the near optimal 
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Figure 11. Convergence mesh for Problem 2 with initial 9 x 9 uniform grids and 
number of partitions along the flow line A4 = 24. 
Table 3. Problem 2: results for final meshes, initially 9 x 9 uniform grid, with 
partitions A4 = 8, 12, 24. 
M 
Number of Number of Number of 
Elements Nodes Iterations Ls Error 
H’-Seminorm 
Error 
8 174 100 5 0.026786 0.882424 
12 358 198 6 0.015524 0.743191 
24 1308 685 4 0.006328 0.382928 
Table 4. Problem 3: results for final meshes, initially 9x uniform grid, with partitions 
M = 8, 12, 24. 
M 
Number of Number of Number of 
Ls Error 
H’-Seminorm 
Elements Nodes Iterations Error 
8 166 94 5 0.028436 1.165747 
16 680 360 6 0.008528 0.471549 
24 1622 844 3 0.005919 0.319534 
rate of convergence for @-seminorm of the error is observed. In these figures, the grid spacing h 
is determined by the square root of the elements in the final mesh. Therefore, the proposed 
algorithm is optimal in the sense that the error in the solution gradient converges at a near 
optimal rate. One factor in the lack of optimal rate of convergence for the solution may be due 
to the grid effect, especially those caused by the boundaries. These phenomena are observed 
in Problems 2 and 3 where severe grid distortions close to the boundaries are observed when 
insufficient partitions are given along the flow line. However, as illustrated in Figures 10, 11, 15, 
and 16, these effects can be resolved by increasing the number of partitions along the flow line. 
Carey and Pardhanani [14] solved these problems by integrating finite element approximations 
with bilinear elements, multigrid methods, and a grid generation scheme which used optimization 
techniques and nonlinear programming described in [15]. Comparisons of the &-norm of the 
u(x) 
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0 
-0.5 
0 0.2 0.4 0.6 0.6 1 
X 
Figure 12. Initial grids: 9 x 9 uniform grids; x = s/J?. Exact solution (line) vs. 
numerical solutions of grid points on the flow line for Problem 2 when number of 
partitions M = 8 (o), M = 12 (+), and M = 24 (Cl). 
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Figure 13. Convergence mesh for Problem 3 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 8. 
error between these algorithms are given in Table 5. Observe that, using fewer elements, the 
current algorithm can achieve comparable or better results. Although only 9 x 9 uniform grids 
are considered here, numerical experiments show that different initial grids lead to comparable 
results if the number of partitions along the flow line stays the same. This is presented in Table 6. 
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0 0.2 0.4 0.6 0.6 1 
x 
Figure 14. Initial grids: 9 x 9 uniform grids; partitions along the flow line A4 = 8: 
2 = s/d. Exact solution (line) vs. numerical solutions of grid points on the flow 
line for Problem 3 at the lst iteration-uniform grids (O), the 3rd iteration (+), and 
convergence (0). 
Figure 15. Convergence mesh for Problem 3 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 16. 
In our numerical computations, the proposed algorithm has proven to be efficient for the solu- 
tion of two-dimensional convection diffusion problems. The algorithm is robust and systematic 
Optimal Adaptive Grids 
Figure 16. Convergence mesh for Problem 3 with initial 9 x 9 uniform grids and 
number of partitions along the flow line M = 24. 
‘T----- 
0 0.2 0.4 0.6 0.8 1 
x 
Figure 17. Initial grids: 9 x 9 uniform grids; z = s/a. Exact solution (line) vs. 
numerical solutions of grid points on the flow line for Problem 3 when number of 
partitions M = 8 (O), M = 16 (+), and M = 24 (Cl). 
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that can redistribute the grid points to the regions of the domain where the solution varies 
greatly. It is systematic since only one user-defined parameter, i.e., number of partitions along 
the flow line, is necessary independent of the given problems. It is efficient and effective since 
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Figure 18. Natural log of h vs. natural log of e for Problem 1. h = square root of 
number of elements and e = If’-seminorm error. 
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Figure 19. Natural log of h vs. natural log of e for Problem 2. h = square root of 
number of elements and e = H’-seminorm error. 
few iterations are needed to improve accuracy and only one direction redistribution is needed, 
i.e., along the flow direction, to resolve the high gradient regions over the domain. One of the 
major improvement of the algorithm over the existing techniques is that it is optimal in the sense 
that asymptotically optimal @-seminorm of the error can be obtained. Although analysis of 
the influence of the irregular grids produced by adaptation on the accuracy of the solution has 
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In e 
Figure 20. Natural log of h vs. natural log of e for Problem 3. h = square root of 
number of elements and e = IS’-seminorm error. 
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Table 5. La error in the solutions of the scheme described by Carey and 
Pardhnani (A) with the proposed scheme (B). 
Problem 1. 
1 1 Number of Elements 1 Number of Nodes 1 L2 Error 1 
1024 (rectangles) 1089 
772 (triangles) 420 
Problem 2. 
Number of Elements Number of Nodes 
1024 (rectangles) 1089 
1308 (triangles) 685 
0.000191 
0.000232 
La Error 
0.007709 
0.006328 
A 
B 
Problem 3. 
Number of Elements Number of Nodes L2 Error 
4096 (rectangles) 4228 0.018160 
1622 (triangles) a44 0.005919 
not been investigated, the numerical computations presented here indicate that, in such cases, 
reasonable accuracy has been achieved. These irregular grids may be caused by the procedure 
used to determine the number of points along the boundaries. In fact, as demonstrated above, 
when the number of partitions along the flow line is increased, the number of points along the 
boundaries is also increased, and consequently, the resulting mesh is more regular. 
Finally, the underlying idea of the algorithm can be extended to three-dimensional problems 
without major difficulty. Obviously, the implementations will be much more involved. Note that 
in three-dimensional cases, [VZL~ = C and u = A, for each i, will represent surfaces instead of 
plane curves. Therefore, certain surface construction algorithms have to be considered. However, 
the advantage is that once the surface is constructed, only uniform partition is needed based on 
similar arguments for two-dimensional situations. This is currently under investigation and will 
be reported elsewhere. 
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Table 6. Comparisons of solutions for different initially uniform grids with same 
partition M. 
Problem 1. M = 16. 
Problem 2. M = 16. 
Problem 3. M = 16. 
REFERENCES 
1. V.E. Denny and R.B. Landis, A new method for solving two-point boundary problems using optimal node 
distribution, .I. Computational Phys. 9, 120-137 (1972). 
2. C. De Door, Good approximation by spiines with variable knots, In Lecture Notes in Mathematics, Vol- 
ume 363, pp. 12-20, Berlin, (1973). 
3. V. Pereyra and E.G. Sewell, Mesh selection for discrete solutions of boundary-value problems in ordinary 
differential equations, Numer. Math. 23, 261-268 (1975). 
4. A.B. White, Jr., On selection of equidistributing meshes for two-point boundary-value problems, SIAM J. 
Numer. Anal. 16, 472-502 (1979). 
5. I. Babtika and WC. Rheinboidt, Analysis of optimal finite-element meshes in R’, MATH. Comp. 33, 
435-463 (1979). 
6. G.F. Carey and H.T. Dinh, Grading functions and mesh redistribution, SIAM J. Numer. Anal. 22, 
1028-1040 (1985). 
7. H.A. Dwyer, R.J. Kee and B.R. Sanders, Adaptive grid method for problems in fluid mechanics and heat 
transfer, AZAA J. 18, 1205-1212 (1980). 
8. P.R. Eiseman, Alternating direction adaptive grid generation, AIAA-83-1937, AIAA 6th Computational 
Fluid Dynamics Conferences, Danvers, MA (1983). 
9. T.F. Chen, G.J. Fix and H.D. Yang, Numerical studies of optimal grid construction, Numer. Methods Partial 
Diflerential Equations 12, 191-206 (1996). 
10. S. Fortune, A sweepline algorithm for Voronoi diagrams, Algorithmica 2, 153-174 (1987). 
11. J. Fang, I.H. Parpia and S.R. Kennon, Sweepline algorithm for unstructured grid generation on two dimen- 
sional nonconvex domain, Znt. J. Numer. Methods Engrg. 36, 2761-2778 (1993). 
12. F.P. Preparata and M.I. Shamo, Compuational Gwmety: An Introduction, Springer, Berlin, (1985). 
13. G. Strang and G. Fix, An Analysis of the Finite Element Method, Prentice-Hall, Englewood Cliffs, NJ, 
(1973). 
14. G.F. Carey and A. Pardhannai, Multigrid solution and grid redistribution for convection-diffusion, Int. J. 
Numer. Methods Engrg. 27, 655464 (1989). 
15. A. Pardhanani and G.F. Carey, Optimization of computational grids, Numer. Methods Partial Diflerential 
Equations 4, 95-117 (1988). 
