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Abstract
Ultrasonic time-of-flight diffraction (TOFD) is known as a reliable non-destructive
testing technique for weld inspection in steel structures, providing accurate flaw
positioning and sizing. Despite all its good features, TOFD data interpretation
and reporting are still performed manually by skilled inspectors and interpretation
software operators. This is a cumbersome and error-prone process, leading to
inevitable delay and inconsistency. The quality of the collected TOFD data is
another issue that may introduce a host of error to the overall interpretation
process. Manual interpretation focuses only on the compression waves portion
of the collected TOFD data and overlooks the mode-converted waves region and
considers it redundant. This region may provide useful and accurate flaw sizing
and classification information when there is uncertainty or ambiguity due to the
nature of the collected data or the type of flaw, and can reduce the number of
supplementary (parallel) B-scans by utilising the (longitudinal) D-scans only. The
automation of data processing in TOFD is required to minimise time and error
and towards building a comprehensive computer-aided TOFD interpretation tool
that can aid human operators.
This project aims at proposing interpretation algorithms to size and characterise
flaws automatically and accurately using data acquired from D-scans only. In order
to achieve this, a number of novel data manipulation and processing techniques
have been specifically developed and adapted to expose the information in the
mode-converted waves region. In addition, several multi-resolution approaches
employing the Wavelet transform and texture analysis have been used in flaw
detection and for de-noising and enhancing quality of the collected data.
Performance of the developed algorithms and the results of their application have
been promising in terms of speed, accuracy and consistency when compared to
human interpretation by an expert operator, using the compression waves portion
of the acquired data. This is expected to revolutionise the TOFD data interpre-
tation and be in favour of a real-time processing of large volumes of data. It is
highly anticipated that the research findings of this project will increase signifi-
cantly the reliance on D-scans to obtain high sizing accuracy without the need to
perform further B-scans. The overall inspection and interpretation time and cost
will therefore be reduced significantly.
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Chapter 1
Introduction
1.1 Non-destructive testing
Non-destructive testing (NDT) or non-destructive evaluation (NDE) of materials
has been an area of continued growth for over seventy years. In simple terms, it is
a group of methods and techniques to carry out tests on objects without destroying
them or changing their physical characteristics. The objects can range from small
devices to heavy equipment with different geometrical shapes and materials. The
need and use for NDT has increased dramatically in recent years for various reasons
such as product safety, in-line diagnostics, quality control, health monitoring, and
security testing, etc. Besides the practical demands, the progress in NDT has
a lot to do with its interdisciplinary nature. Industrial NDT of manufactured
items is usually undertaken when a product is likely to be placed under extreme
or long periods of stress or wear, or if any component failure is liable to result
in a major incident. NDT methods and techniques involve both hardware and
software components and modules. While the emphasis in NDT has long been on
1
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the hardware technology, there has been an increased realisation of the potential
benefits of applying advanced signal processing techniques to the signals resulting
from an NDT examination.
NDT is widely used in industry to detect, size, classify and evaluate different types
of defects in materials, and it plays an important role whenever the integrity and
safe operation of engineered components and structures are critical. Efficient and
reliable NDT techniques are essential to ensure the safe operation of complex
parts and construction in an industrial environment for evaluating service life,
acceptability, verification and validation and risk. Automating the evaluation and
inspection process can potentially lead to a reduction or elimination of the impact
of human error, thus making the inspection process more reliable, reproducible,
and faster. The most widely used conventional NDT techniques are ultrasonics,
radiography, infrared thermography and computed tomography (CT) techniques.
NDT is not a direct measurement method, thus the nature and size of defects
must be obtained through analysis of the signals obtained from inspection. Signal
processing has provided powerful techniques to elicit information on defect detec-
tion, sizing, positioning and characterisation. Inspection signals were in general
1-D, utilising the very basic signal processing techniques. In case of 2-D inspec-
tion signals (images), the main processing methods include operations like image
restoration and enhancement, morphological operators, Wavelet transforms, image
segmentation, as well as object and pattern recognition. These methods facilitate
the extraction of special information from the original images, which would not,
otherwise, be obtainable. Moreover, 3-D image processing can provide advance
information if an image sequence is available. Currently, NDT techniques have
developed greatly due to recent advances in microelectronic systems and signal
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and image processing and analysis.
Advanced signal processing techniques allow extracting of information not easily
available from the NDT measurements and thus essentially extend the resolution
of the measurement beyond what is offered by the physical system. These tech-
niques are expected to address the main problems in NDT when performing the
inspection or examination. Mainly, these problems are: high levels of noise, high
reflectivity of the material under test, defects orientation, high attenuations and/or
low amplitudes of the received inspection signals, cladding thickness effect, grain
structure of the material under test and the low accuracy of sizing, positioning
and characterisation of flaws, among others.
There are various NDT techniques available for testing metal components and
they are generally divided into two classes depending on crack location, i.e.
a) Surface-opening cracks NDT techniques:
• Magnetic particle
• Dye penetrant
• Magnetic techniques
• Ultrasonics
b) Internal cracks NDT techniques:
• Radiography
• Ultrasonics
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No single NDT method works for all flaw detection or measurement applications.
Each of these methods has its own advantages and disadvantages when compared
to other methods [1].
Ultrasonic NDT techniques are useful and versatile because they are sensitive to
both surface-opening and internal cracks and discontinuities, have superior depth
of penetration and are highly accurate in sizing and positioning of flaws. The
electronic equipment used for ultrasonic testing provides instantaneous results
with detailed images, which is highly convenient for signal and image processing
techniques.
1.2 Weld defects
Welding is a complex technology, and in any manual or mechanised welding process
(Figure 1.1), the quality of the resultant weld is a function of a large number of
uncontrolled variables. A welding defect is defined as any flaw that compromises
the usefulness of the finished weldment. The difficulty in controlling the welding
process means that most welds will contain some defects even if no errors are
made in the welding procedure. A total absence of defects however, is very rarely
required, and is also costly to achieve. Instead, any given weld is usually tested
alongside a set of quality assurance (QA) standards which state the number and
extent of allowable flaws in the welded joint [2, 3, 4, 5].
Welding defect causes are broken down into the following categories [6]:
a) Poor process conditions (about 41% of cases)
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b) Operator error (about 32% of cases)
c) Wrong technique (about 12% of cases)
d) Incorrect consumables (about 10% of cases)
e) Bad weld grooves (about 5% of cases)
NDT is a must in order to detect and monitor defects in welds. Figure 1.2 shows
specimens having different shapes and containing welds.
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(a) Manual welding
(b) Mechanised welding
Figure 1.1: Welding process
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(a) An example of a specimen with a weld
(b) An example of a specimen with a weld
(c) An example of a specimen with a weld
Figure 1.2: Specimens with welds
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1.3 Ultrasonic NDT methods and their strengths
and weaknesses
Ultrasound is widely used in both medical and industrial inspections. In medical
applications, the ultrasonic energy propagates in the tissues of the human body and
the interactions of the sound with objects (like tumors for example) are recorded
and displayed in the form of images for interpretation by a physician. In industrial
NDT, ultrasonic waves are traveling in the components under test and the focus
in this case is often on evaluating those components for flaws such as cracks.
Ultrasonic NDT methods are the most popular because of their capability in de-
tecting and sizing cracks in a wide variety of locations and orientations in many
materials used in engineering, and even for considerable thickness of material (e.g.,
greater than 300 mm in steel) [1, 5]. Other features of ultrasonic testing are flex-
ibility, safety, and relative cost effectiveness. Moreover, ultrasonic testing can be
quantitative and non-invasive or minimally invasive. The depth of penetration for
flaw detection or measurement is superior compared to other NDT methods. It is
highly accurate in determining flaw position and estimating size and shape, and
can be used for other purposes such as thickness measurement. Minimal surface
preparation is required in general.
Despite all the above good features of ultrasonic NDT, it suffers from some limi-
tations. The surface of the component under test must be accessible to transmit
ultrasonic energy. Ultrasonic NDT needs highly skilled operators and inspectors,
hence extensive training is needed. Normally, it requires a coupling medium to
endorse the transfer of ultrasonic energy into the component under test. Materials
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that are rough in nature, small in size, irregular in shape, very thin or inhomoge-
neous are difficult to inspect. Cast iron, stainless steel and other coarse grained
materials in general are very difficult to inspect due to low ultrasonic transmission
and low SNR. With conventional ultrasonic NDT methods, linear defects that are
oriented parallel to the ultrasonic beam may be overlooked. Reference standards
and blocks are required for both equipment calibration and the characterisation
of flaws.
Examples of ultrasonic NDT methods are pulse echo (PE), time-of-flight diffrac-
tion (TOFD) and phased-arrays (PA), among others. Time-of-flight diffraction is
based on measuring the time-of-flight of ultrasonic waves diffracted from the tips
of discontinuities originating from flaws. Echo strength in TOFD does not depend
on the flaw orientation, allowing flaw sizes to be accurately determined (generally
accurate to within ±2% of wall thickness, typically less than ±1 mm), with a high
probability of detection of approximately 95% [2, 5].
1.4 Objectives and scope of work
The main objective of this research was to devise automatic interpretation algo-
rithms and methods that work on TOFD data to detect, size and characterise
defects in steel structures, with high accuracy and reliability, and minimum time
to reduce one of the major bottlenecks found in practical inspections. The research
took into consideration the problem of low quality of data and work on D-scan
images only.
The following two points represent the main requirements of the project:
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a) Developing automatic interpretation algorithms to size defects accurately in
D-scan images only. Accordingly, the main target here is to assess the fea-
sibility, limitations and any practical constrains of measuring the transverse
position of a defect when performing D-scans by studying how the arcs of
a defect indication vary with scan position, an information that would nor-
mally be obtained only from a B-scan image. This has not been addressed
in literature before.
b) Utilising the information available in the mode-converted waves, which are
usually overlooked and considered redundant. The anticipated utilisation
will be in the areas of flaw detection, sizing and characterisation. Similarly,
this has not been addressed in literature before.
1.5 Published work
A number of specialised publications have resulted as a direct outcome of the
research presented in this thesis. These publications are as follows:
a) Book publications:
[1] A Al-Ataby and W Al-Nuaimy. Wavelet transform-multidisciplinary ap-
plications in NDT and Biometrics. In (Wavelet transforms and their recent
applications in biology and geoscience). Dumitru Baleanu (editor). Pub-
lisher: InTech, ISBN: 979-953-307-538-8, 2012.
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[2] A Al-Ataby and W Al-Nuaimy. Advanced signal processing techniques in
NDT. In (Applied signal and image processing, multidisciplinary advance-
ments). Rami Qahwaji (editor), Roger Green (editor) and Evor Hines (edi-
tor). Publisher: IGI Global, ISBN-10: 1609604776 EAN: 978-160-960-477-6,
2011.
b) Journal publications:
[1] A Al-Ataby and W Al-Nuaimy. Enhancing the accuracy of off-axis
flaw sizing and positioning in TOFD D-scans using mode-converted waves,
NDTMS RILEM Bookseriers, Vol 6, February 2012.
[2] A Al-Ataby, W Al-Nuaimy, C R Brett and O Zahran. Automatic detec-
tion and classification of weld flaws in TOFD data using wavelet transform
and support vector machines, Insight - Non-Destructive Testing and Con-
dition Monitoring (The Journal of the British Institute of Non-Destructive
Testing), Vol 52, No 11, pp 597-602, November 2010.
[3] A Al-Ataby, W Al-Nuaimy and O Zahran. Towards automatic flaw sizing
using ultrasonic time-of-flight diffraction, Insight - Non-Destructive Testing
and Condition Monitoring (The Journal of the British Institute of Non-
Destructive Testing), Vol 52, No 7, pp 336-371, July 2010.
c) Conference publications:
[1] A Al-Ataby A and W Al-Nuaimy. Mode-converted waves and D-scans
for flaw sizing and characterisation in ultrasonic time-of-flight diffraction
(TOFD), Proceedings of the 50th Annual Conference of the British Institute
for Non-Destructive Testing - NDT11, Telford, UK, 2011.
[2] A Al-Ataby and W Al-Nuaimy. Enhancing sizing accuracy of off-axis
flaw TOFD D-scans using mode-converted waves, Proceeding of the 24th
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International Congress on Condition Monitoring and Diagnostic Engineering
Management, Stavanger, Norway, 2011.
[3] A Al-Ataby and W Al-Nuaimy. Enhancing the accuracy of off-axis flaw
sizing and positioning in TOFD D-scans using mode-converted waves, Inter-
national Symposium on Nondestructive Testing of Materials and Structures-
NDTMS11, Istanbul, Turkey, 2011.
[4] A Al-Ataby, W Al-Nuaimy and O Zahran. Towards automatic flaw sizing
using ultrasonic time-of-flight diffraction, Proceeding of the Seventh Inter-
national Conference on Condition Monitoring and Machinery Failure Pre-
vention Technologies, Stratford-Upon-Avon, UK, 2010.
[5] A Al-Ataby, W Al-Nuaimy and C R Brett. Enhancing sizing resolution
and off-axis flaw depth accuracy in D-scans using signal processing and mode-
converted waves, Proceedings of the 49th Annual Conference of the British
Institute for Non-Destructive Testing - NDT10, Cardiff, UK, 2010.
[6] A Al-Ataby, W Al-Nuaimy, C R Brett and O Zahran. Wavelet transform
and support vector machines (SVM) for automatic TOFD detection and
classification of flaws, Proceedings of the 48th Annual Conference of the
British Institute for Non-Destructive Testing - NDT09, Blackpool, UK, 2009.
1.6 Thesis structure
This thesis is structured as follows:
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Chapter 2 describes the ultrasonic TOFD basics with emphasis on its features,
problems and applications. The chapter introduces also the concept of automatic
TOFD interpretation system and its components.
Chapter 3 presents initial processing algorithms to enhance data quality. Pre-
processing is an important step in order to prepare the collected TOFD data for
subsequent processing. Its impact is very tangible when it comes to building a
comprehensive automatic interpretation system using computer algorithms. The
chapter also presents the techniques used to detect flaws automatically in TOFD
images.
Chapter 4 presents automatic methods to size and locate flaws with high accuracy.
Novel methods and algorithms will be used to obtain automatic flaw sizing and
positioning information based on the compression waves region to help in obtaining
accurate interpretation of data. Eventually, these algorithms help in reducing the
overall interpretation time and minimising sizing and positioning error.
Chapter 5 presents a group of novel algorithms and techniques to build an auto-
matic flaw characterisation stage using the support vector machines classifier. The
input features to the classifier are Wavelet features along with other regional fea-
tures. Flaw classification based on dimensionality will be discussed in this chapter
as well.
Chapter 6 presents novel utilisations of the data available in the mode-converted
returns for the purpose of accurate sizing and characterisation of weld flaws. The
mode-converted shear waves utilisation is considered as an added value to obtain
more useful and accurate results.
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Chapter 7 illustrates the results after applying the proposed algorithms and meth-
ods on test samples. Also, it shows details regarding the built automatic interpre-
tation tool and its features and capabilities.
Chapter 8 finalises the thesis by stating the conclusions, summarising the findings
and proposing some future work and possible development areas.
Chapter 2
Ultrasonic Time-of-Flight
Diffraction
2.1 Introduction
The high performance of the TOFD technique with regard to accurate sizing capa-
bilities quickly led to industry acceptance of the technique. This chapter presents
TOFD principles, latest work and data acquisition system and parameters, with
overview of its features and limitations. The effects of these limitations on the
performance of the technique are discussed. Furthermore, TOFD typical appli-
cations are presented. Finally, the concept and structure of an automatic TOFD
interpretation system with its stages and the anticipated output are discussed.
15
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2.2 Literature survey
Ultrasonic TOFD has received strong attention since the late 1970s as a technique
to improve the sizing accuracy of flaws. Since then, lots of research work was car-
ried out on fields like describing TOFD technique, discussing its reliability, TOFD
systems development and hardware design and signal processing and analysis of
TOFD data. However, work in the field of automatic TOFD interpretation is only
recent, and a few number of research papers and articles can be found in liter-
ature. The discussion below shows a brief development life cycle of TOFD with
some focus on automatic techniques.
The National NDT Centre at Hartwell (then part of the UK Atomic Energy
Authority-UKAEA) asked Dr Maurice Silk to try developing an ultrasonic siz-
ing technique that is more accurate than the conventional methods (PE at that
time). In the early 1970s, Silk started the experimental work, with a focus on
using the diffracted signals and the transit time delay to accurately measure the
size and depth of the defects in steel structures. This work resulted in a new ultra-
sonic testing technique that was called TOFD. Then, Silk further developed the
technique to improve sizing accuracy and the early results were very promising on
artificial defects (the obtained accuracy was ±0.2 mm) [7, 8]. Furthermore, Silk
applied TOFD to inspect austenitic welds [9, 10, 11, 12] and the achieved sizing
accuracy was ±0.3 mm with defects deeper than 1.7 mm. Details of Silk’s work can
be found in a series of publications which focused on the potential improvement of
defect sizing [12, 13, 14, 15, 16, 17, 18, 19]. The work described how TOFD can be
used in accordance with the standard codes such as ASME XI code [20]. An im-
portant advancement was in 1990s when Silk proposed the use of advanced signal
processing techniques and synthetic aperture focusing technique (SAFT) [21] to
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improve the accuracy of data interpretation [22], followed by a major advancement
when Silk concluded that the most accurate sizing technique can be achieved by
the use of a parabolic shaped cursor to fit in turn to the wings of the flaw record
and find the distance apart. Silk also investigated the probability of detection of
flaws in noisy TOFD data and high probability was obtained at moderate levels
noise [23].
After Silk, many researchers worked on studying TOFD principles and to expose
its potential further like Trimborn [24], Mondal [25] and Brown [26]. Geus [27]
gave an overview on the advances in transducers technology (the hardware side of
TOFD) and also on the modelling and interpretation tools.
In the late of 1990s, some researchers demonstrated that TOFD can not be used
as a stand-alone method to provide substantial precision in defect detection and
sizing. Just [28], Erhard [29, 30] and Hecht [31] demonstrated that TOFD can
be used as an additional inspection method for verification of PE or radiography
techniques. Kreier et al. [32] confirmed this also by performing many tests on
artificial and natural defects and reached to a conclusion that TOFD is not an
alternative to PE but can be an addition to it in order to be able to detect and
size a wide range of defects including the surface ones.
The researcher who had faith in TOFD at that time tried to prove otherwise.
Geus [27] and Brown [26, 33, 34] demonstrated that TOFD can be used as a
stand-alone inspection method and went even further to say that it can replace
conventional techniques such as PE and radiography. Betti [35, 36] also demon-
strated this by experimental comparison. Trimborn [37] measured the performance
of TOFD and concluded that TOFD is an efficient technique for defect detection
and sizing. Webber [38] and Krutzen [39] also demonstrated this by examples and
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comparisons with other ultrasonic sizing techniques to prove that TOFD is an ac-
curate sizing technique and that it can be used for detection and characterisation
of flaws with high accuracy as well.
Baby et al. [40, 41, 42] was another researcher who highly contributed in the
development of TOFD’s sizing capabilities by investigating the sizing of cracks
embedded in sub-cladding in B-scan images and obtained an accuracy of ±0.2 mm
with crack heights ranging from 1.68 mm to 19.04 mm in steel structures surfaces.
Some automatic attempts then started to emerge. Lawson [43, 44, 45, 46, 47]
used image processing and multi-layer perceptron artificial neural network (ANN)
to automate detection of weld defects. His focus was to perform the detection at
elevated temperatures of up to 250◦ C. For that purpose, very high temperature
probes are developed to give much better results in these high temperatures as
the SNR was found to be decreased sharply [48, 49, 50].
Voon et al. [51] then developed a genetic-based inverse voting Hough transform
method for automatic detection of parabolas in B-scan images to be able to
perform automatic sizing. Maalmi et al. [52] had similar work in this area.
Baskaran et al. [53, 54, 55] and Swamy et al. [56] proposed an automatic siz-
ing method for vertical and inclined defects in thin plates (6− 10 mm) in B-scan
images by developing a TOFD system that was integrated with a developed embed-
ded signal identification technique (ESIT) and point source correlation technique
(PSCT). The achieved results were quite good compared to manual inspection and
the performance in accuracy was 93% compared to 84% for manual inspection.
Moura et al. [57, 58] worked on automatic defect classification by using hierar-
chical and non-hierarchical linear classifiers to be able to classify different defect
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categories in welds like lack of penetration, lack of fusion and porosity.
Zahran [2, 59] developed and implemented what can be considered as a first at-
tempt towards a comprehensive automatic interpretation aid for TOFD D-scan
data, with emphasis on accuracy, reliability, efficiency, minimum user interaction
and simple output presentation in order to be suitable for in-site interpretation,
thereby shifting part of the interpretation burden from a trained human operator
to a machine.
Automatic TOFD data interpretation methods are of significance and interest to
many researchers because of their benefits in terms of reducing the burden on
human operators and, hence, reducing measurement errors, and ultimately, saving
time and cost. The main interest in this area is to develop reliable and robust
algorithms that are capable of producing results from data collected in different
operating conditions and components that are characterised by having different
shapes and sizes.
2.3 Ultrasonic waves in homogeneous and isotropic
media
The term ultrasound is used to describe sound waves with frequencies that are
above the audible range. While sound is a wave motion in gases such as air, the
term is also used for elastic waves in solids. In general, wave motions in solids are
more complex than those arising in gases. A gas can not support shear stress and
so the particle displacement is always parallel to the direction of propagation of the
waves. These waves consist of alternate regions of compression and rarefaction in a
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periodic pattern. A solid body can support shear stress, so the displacement needs
not be parallel to the direction of wave propagation. Accordingly, two distinct
cases emerge: first the displacement is parallel to the direction of propagation and
the wave is called a compression wave; second, the displacement is perpendicular
to the direction of propagation and the wave is called a shear wave. In a shear
wave, the displacement can be in any direction perpendicular to the direction of
propagation. In an isotropic medium, remote from boundaries, all shear wave
polarisations are equivalent but, at boundaries between media, the behaviour of
the wave depends on the direction of polarisation. It is usual, therefore, to resolve a
shear wave of arbitrary polarisation into components with mutually perpendicular
polarisation directions defined with respect to the plane of the boundary [4, 5].
The compression wave is actually the primary wave, as it is the first signal to arrive
at the receiver. Most TOFD studies carried out to date have used compression
waves rather than shear waves for this very reason.
The symbols vL and vS will be used to denote the speeds of compression waves
and of shear waves respectively. In an isotropic material, there can be only two
distinct elastic constants and they are called Lame´ constants. The compression
and shear wavespeeds are related to these elastic constants of anisotropic material
through the relations [5]:
vL =
√
ζ + 2ν

(2.1)
vS =
√
ν

(2.2)
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where ζ and ν are the Lame´ constants and  is the density. Shear waves travel
at about half the speed of compressional waves (e.g. in Aluminium, 3.04 mm/µs
compared to 6.42 mm/µs).
It is worth mentioning that in NDT applications, the amplitude of the waves is very
small and so the materials behave in a linear elastic way. In other applications,
where amplitudes may be large enough for non-linear behaviour to occur, wave
propagation can be more complicated.
2.4 Ultrasonic TOFD overview
For a number of years, PE method was the most ultrasonic NDT method of choice.
The PE method relies on the echo amplitude to size the flaw and the pulse travel
time to locate the defect position and orientation [5]. It is based on the assumption
that echoes from the planar features suitably angled travel back to the transducer.
Though simple and inexpensive, it suffers from poor resolution for crack sizing
when the echo is severely attenuated. Furthermore, the amplitude of the reflected
echo may be influenced by many factors such as surface roughness, particles in the
component under test, transparency and orientation of the flaw [5]. To overcome
the limitations of the PE method, the ultrasonic TOFD was developed. It has
higher accuracy in measuring the through-wall size of crack-like defects, and can
be used in a wide range of material thickness. It has gained popularity because of
its high probability of detection (POD), low false call rate (FCR), portability and
most importantly, its intrinsic accuracy in flaw sizing and positioning, especially
in depth [5, 60].
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2.4.1 Diffraction process
TOFD is based on measuring the time-of-flight of ultrasonic waves diffracted from
the tips of discontinuities originating from flaws. When an ultrasonic wave inter-
acts with a crack, it results in the production of diffracted waves from the crack
tips, in addition to any ultrasonic waves reflected from the surface of the crack.
The diffracted waves are much weaker than the specularly reflected waves used
in conventional ultrasonic inspection, but they radiate in all directions along the
same plane as the incident ultrasonic waves as indicated in Figure 2.1.
Figure 2.1: Representation of the diffraction process from crack tips
The phenomena of diffraction is nothing new and occurs with all types of waves,
e.g. light and water waves. It is very well-known in light especially when it is
passed through a slit or past an edge and contributes to the resolving power of
telescopes and other optical instruments [4, 5].
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2.4.2 TOFD arrangement
TOFD is mainly a flaw sizing technique that is based on locating the crack tips
from the ultrasonic energy re-emitted by diffraction. The basic arrangement of
TOFD consists of two probes in a pitch-and-catch configuration, with one probe
acting as a transmitter and the second probe as a receiver (Figure 2.2). Such an
arrangement provides a large volume for inspection and unambiguous measure-
ment capabilities of the position and depth of the flaws. A single probe could be
used but it is not recommended since it reduces the accuracy of locating the flaw
tips. Figure 2.3 shows a equipment of TOFD.
Accordingly, two longitudinal broad beam probes are used in the transmitter-
receiver arrangement, so that the entire flaw volume is flooded with ultrasound
and, consequently, it can be inspected using a single scan pass along the inspection
line (D-scan in this case), as shown in Figure 2.2 (a). When longitudinal waves
are reflected or refracted it can be partially converted into shear waves (mode-
converted echoes) with a lower speed (half roughly) than the longitudinal waves.
2.4.3 Scan types
TOFD equipment can be set up and used to produce two types of scans. The initial
scan generally used for flaw detection and is called the non-parallel or longitudinal
scan because the direction of scan is at right angles to the direction of the ultrasonic
beam as illustrated in Figure 2.2 (b). The resultant scan is known as a D-scan
since it produces a cross section along the weld. This type of scan is usually set
up with as wide a beam spread as possible to inspect a larger volume with one
scan. Since the probes straddle the weld, the weld cap does not interfere with the
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(a) General principle (D: thickness, 2s: probe separation)
(b) D-scan
(c) B-scan
Figure 2.2: TOFD arrangement
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Figure 2.3: A typical TOFD equipment
scan. It is a very economical and fast inspection and is the most frequently carried
out scan. Despite of all its good features, sizing and positioning of defects using
D-scan are not accurate due to a combination of errors and limitations (will be
explained later in Section 4.4).
The second type of scan is shown in Figure 2.2 (c) and is called the transverse or
parallel scan. In this case, the direction of scan is parallel to the ultrasonic beam
direction. The produced scan is called a B-scan since it produces a cross section
across the weld. If there is a wide weld cap, it is difficult to carry out the scan and
only a limited movement may be possible [2, 5]. This type of scan gives the most
accurate measurement of depth because at some point within the scan the defect
will lie equidistant between the two probes, a situation that leads to a minimum
time-of-flight, and hence higher accuracy.
In practice, in order to make a reasonable guess as to the type of defect and to
get the best sizing accuracy, a D-scan is normally followed by one or more B-scans
at the estimated position of the flaw. While B-scans can potentially reduce the
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depth and position uncertainty associated with D-scans, they are not carried out
routinely as part of a weld inspection unless D-scans reveal flaw signatures, in
which case they are implemented where needed. They are therefore incompati-
ble with automated inspection regimes, and are both cumbersome and costly to
deploy [5, 61, 62].
2.4.4 The collected data
The receiving probe collects the ultrasonic returns and converts them into volt-
ages. These voltages represent the collected data that are digitised and stored on
a portable computer or a device attached to the data acquisition platform. The
data is collected at each point along the scanning line and forms signals which are
called the A-scans. Figure 2.4 shows an A-scan with indications for a crack (indi-
cations 2 and 3).
Figure 2.4: A typical A-scan representation
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The A-scans can be stacked together side-by-side to form a two-dimensional D-
scan or B-scan image depending on the relative scanning direction. If the A-scans
are generated from the scanning along the length of the weld, then the resultant is
a D-scan image as shown in Figure 2.5 (a), or if generated from parallel scanning
across the weld, then the resultant is a B-scan image as shown in Figure 2.5 (b).
2.4.5 The observed signals
The probes that are used in TOFD equipment are compression wave probes. The
transmitter probe transmits compression or longitudinal wave into the material
during which it splits up into the desired compression wave at the required angle
and into a shear wave at approximately half the angle of the compression wave.
Thus, shear waves are present in the material but the resultant signals generally
occur after the compression ones. Accordingly, the resultant TOFD inspection
data can contain three different waves: waves that have travelled all the way as
compression, waves that have travelled all the way as shear and finally, waves that
have travelled part of the path as compression and part as shear.
When an ultrasonic wave encounters a flaw, it undergoes reflection and diffraction.
Each flaw tip acts as a point source of diffracted energy over wider angles that is
well suited for flaw detection and sizing as it is directly related to the true position
and size of the flaw. The diffracted signals are often of lower amplitude than the
reflected signals, depending on several factors like the nature of the crack tip, the
crack orientation with respect to the probes, the compressive forces on the crack
face and the material noisiness [3].
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(a) A typical D-scan
(b) A typical B-scan
Figure 2.5: Examples of TOFD D- and B-scan images
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With reference to the A-scan signal (Figure 2.4), there are generally four signals
that need to be observed during interpretation:
a) Lateral wave
In general, a weak lateral wave running between the two probes directly
with compression velocity just below the surface of the metal is observed
first. Since it travels in a straight line between the two probes then it takes
a minimum time, and for a curved surface it travels straight across the
material between the two probes as well. The lateral wave can be very week
for large probe separation and may not even be recognisable. Because of
the basic pitch-catch probe arrangement, the signals from the near surface
region are very compressed in time and these signals may be hidden beneath
the lateral wave. In the A-scan of Figure 2.4, the lateral wave is shown by
indication 1.
b) Backwall signal
A much larger signal reflected from the backwall of the material and it comes
after the lateral wave because of the distance travelled. It arises from both
the longitudinal and the mode-converted waves reflected from the bottom
surface. However, if the probe beams are directed at the upper part of
the material or there is no suitable backwall then there may be no backwall
signal. In the A-scan of Figure 2.4, the lateral wave is shown by indication 4.
c) Defect signals
If a crack is present in the material in the overlapping beam of the two probes
then diffraction signals from the top and bottom tips are seen between the
lateral wave and the backwall (indication 2 and 3 in Figure 2.4). These
signals are generally much weaker than the backwall signal but stronger
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than the lateral wave. If the defect has little height, then the signals from
the top and the bottom may be overlapped. Thus, improving the resolution
comes as an important requirement in such cases. Because the diffraction
signals are so weak, they can not always be easily seen on a single A-scan,
and it is only by successive scans in B- or D-scans because the pattern of
the diffraction signals becomes clear.
d) Shear or mode-converted shear waves
After the compression backwall signal, a much larger signal generally appears
and is a backwall shear reflected signal (indication 6 in Figure 2.4) that is
often mistaken for the compression backwall signal. Between these signals,
other signals are generally observed due to mode-conversion at a defect into
shear waves (indication 5 in Figure 2.4), which then takes a longer time
to arrive at the receiver. It is often very useful to collect signals in this
region since genuine defect signals are repeated at longer times, and near
surface defect signals may be clearer because they are spread out in time
more for the shear waves. In practical scenarios, mode-converted waves
are often overlooked and considered redundant when performing manual
interpretation.
Mode-converted shear waves appear in the portion of the TOFD image immedi-
ately after the backwall echo (see Figure 2.5), and may provide an exceptional
resolution of shallow flaws especially when the flaw is located closer (laterally)
to one of the probes. In all cases, due to the lower speed of these echoes, they
may provide better resolution of the flaws than in the compressional wave. Al-
though this mode-converted data is often discarded because the diffraction signal
is stronger for longitudinal waves than for shear waves and to gain benefits in
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processing time, there are instances where examining the patterns in this portion
can lead to meaningful insight into the geometry and nature of the flaws. Fur-
ther details on the utilisation of the mode-converted waves will be presented in
Chapter 6.
2.4.6 Phase relationship
When a wave in a medium with a higher acoustic impedance (or sound impedance,
which indicates how much sound pressure is generated by the vibration of particles
of a medium at a given frequency) is reflected at the interface with another medium
which has a lower acoustic impedance (e.g. steel to water or steel to air), then
it undergoes a phase change of 180◦. This means that if a wave starts with a
positive cycle before hitting a wall, then it will start with a negative cycle after
the reflection from the wall. When a defect is present in a material, then the
signal from the top tip acts as if it has undergone a reflection from a backwall,
and a phase change of 180◦ occurs, i.e. the phase of the top tip is following that of
backwall signal and starts with a negative cycle. The bottom of a defect, on the
other hand, acts as if the wave runs without a major phase change and it follows
the phase of the lateral wave, i.e. it starts with a positive cycle. An illustration
of this concept is shown in Figure 2.6, with an A-scan having no defect in one
case and a defect in the other. Theory shows that if two diffracted signals have
opposite phase, then there is a high probability that there is a continuous crack
between them. It is because the phase information that it is necessary to collect
the TOFD unrectified signals digitally. It was found that signals diffracted from
the flaw bottom are approximately 45◦ out of phase with the lateral wave, whereas
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those diffracted or reflected from the flaw top are approximately 45◦ out of phase
with the backwall echo [3, 4].
Thus, correct exploitation of phase information is important for characterising
signals and in accurate sizing and positioning, and in many cases, these phase
differences are not immediately apparent to a trained eye. This further emphasises
on the need for automation. More details will be shown later in Sections 4.4.6
and 5.4 in this regard.
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(a) A-scan without a defect
(b) A-scan with a defect
Figure 2.6: Phase relationship in an A-scan
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2.5 TOFD system and data acquisition parame-
ters
2.5.1 TOFD system
Legacy ultrasonic NDT inspections are carried out manually with angled shear
wave or compression probes using an analogue flaw detector that facilitates one
probe to be used at a time with no kept records of the observed ultrasonic sig-
nals. Since 1990, the TOFD analogue systems have tended to become computer-
controlled with facilities like storage of data and set-up parameters, which makes
the system easier to use. However, a small percentage of inspections have had to
be mechanised and handle arrays of probes for reasons of speed (e.g. steel mill),
safety (e.g. nuclear plant) or environment (e.g. under the sea). For these inspec-
tions, very sophisticated digital systems have been developed for handling arrays
of probes, controlling mechanised scanners and recording the inspection data.
For TOFD inspection, the system needs to record the full unrectified A-scan at
each inspection position or at least sufficient information to reconstruct it. A typ-
ical system block diagram for collecting TOFD data is shown in Figure 2.7. The
system contains transmitter/receiver channels which are selected under processing
unit (or computer) control in sequence by the multiplexer. The processing unit
normally multiplexes at each inspection point around those channels which have
been defined in the inspection set-up. In TOFD configuration, separate transmit-
ter and receiver channels are defined for each pair of TOFD probes used in the
inspection.
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Figure 2.7: A typical block diagram of a system for collecting TOFD data
TOFD signals are weak in general and become even weaker if the probes are
situated on some distance from the recording system. In this case, an amplification
block is needed in the system. All TOFD systems feature an amplifier with a
typical gain of about 70 dB, and in some cases, more amplification may be needed,
thus battery operated amplifiers are used with gains of the order of 30 or 40 dB.
These additional amplifiers have the advantage of having low electrical noise levels
because they are not using the same main supply of the collection system.
Such systems are often electrically noisy, and there may be external electrical
noise as well. Hence, it is usual to restrict the frequency bandpass of the amplifier
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by means of filters to the spectrum of frequencies appropriate to the ultrasonic
probes being used. While this may reduce the overall amplitude, it should improve
the SNR of the amplified signals.
The resultant amplified and filtered analogue signals are then converted into a
string of digital numbers by means of a digitiser (an analogue-to-digital con-
verter, ADC) and stored for further processing by the processing unit. Additional
components such as a display and other input/output devices are used to provide
visual means to check the collected data and provide the ability to interact with
the acquisition system. The system generally has provision for measuring probe
position by means of the encoder input facility to calibrate the scanned distance.
The ultrasonic energy should penetrate the material under test with a specific
angle, therefore, the probes are mounted on wedges of perspex or similar material
with angles. A coupling material (couplant) must be presented between the wedges
and the surface of the tested material in order for ultrasound to be transmitted
with no losses in any air gap found between the surfaces. The distance between
the two probes is called probe centre separation (PCS) and it should be fixed.
Therefore, a calliper (see Figure 2.3) is used to joint the two probes with the
required separation. A scan software is needed on the processing unit in order to
store and process the collected signals.
2.5.2 TOFD probes
The transmitter and receiver probes are compression transducers which allows the
conversion of electrical energy into ultrasonic energy and vice versa. The ultrasonic
probe has two important characteristics, the centre frequency and crystal diameter,
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and both probes should have the same centre frequency. The choice of probe is
highly dependent on the application area, the objectives of the inspection and
material characteristics. For most inspection applications, probes with centre
frequencies between 2 MHz and 10 MHz and diameters of 3 to 20 mm crystal are
suitable [4, 5].
Increasing the centre frequency of the probe has the following effects [2]:
• Shortens the wavelength,
• Improves flaw resolution,
• Shortens time duration of lateral wave,
• Decreases beam divergence,
• Increases near field length,
• Decreases penetration (higher attenuation), and
• Increases acoustic grain scatter.
Similarly, increasing the probe crystal diameter has the following effects:
• Increases output,
• Decreases beam divergence,
• Increases near field length, and
• Increases contact area, emission point closer to front of wedge.
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The opposite can be said when decreasing the centre frequency and the probe
crystal diameter of the probe.
To select appropriate probes centre frequency and crystal diameter, some com-
promise is necessary. However, for a general use, a 5 MHz broadband probe with
a 6 mm diameter is recommended. Both the transmitter and receiver probes
should have the same frequency within a tolerance of 20% [4].
2.5.3 The probe angle
The main factor affecting the choice of the probe angle (θ) is the required fo-
cus depth inside the material under test. This should be chosen in conjunction
with a suitable PCS. In many applications, typical angles of 45◦, 60◦ or 70◦ are
appropriate.
The probe angle 45◦ provides higher resolution on the expense of lower volume of
inspection coverage. Probe angle 70◦ provides higher volume of inspection coverage
but with lower resolution. Considering that, the optimum angle for diffraction is
between 60◦ and 70◦ [2, 4, 5]. Figure 2.8 shows the effect of changing probe angle
on the inspection coverage and the resolution. A compromise is also necessary
when choosing a suitable probe angle.
Probes of 60◦ are more suited to heavy wall materials where the (weaker) upper
edge of a 45◦ beam may be attenuated by the long transit paths involved. Thinner
wall materials may necessitate a wider probe separation than the optimum. In this
case, the probe angle is increased to compensate for the increased PCS. Angles
higher than 60◦ are rarely necessary on thin wall materials as the intensity of the
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(a) 45◦, narrow beam, lower inspection coverage, high
resolution, narrow PCS and weak lateral wave
(b) 60◦, wider beam, higher inspection coverage, medium
resolution, wider PCS and good lateral wave
(c) 70◦, widest beam, highest inspection coverage, low
resolution, widest PCS and strong lateral wave
Figure 2.8: Effects of probe angle (θ) choice
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lateral wave increases to unacceptably high values, making it more difficult to
recognise near surface flaws. Knowledge of the precise beam angle is not necessary
for TOFD inspection. Variation of ±5◦ from nominal does not affect the quality
of inspection by any appreciable amount.
2.5.4 Beam spread considerations
One of the most important consideration in TOFD inspection is probe beam spread
since generally the aim is to inspect a large volume of the component under test
with as minimum number of scans as possible so that all flaws show up. In general,
this is not usually difficult to achieve because of the refraction of the beam at the
material surface and the common use of high beam. Hence, it is important to
calculate the volume of coverage. With reference to Figure 2.9, the ultrasonic
beam half-angle (γ) from a disc crystal oscillator is defined as [5]:
sin γ =
Fλ
φ
(2.3)
where λ is the wavelength of sound in medium, φ is the probe crystal diameter
and F is a factor depending on the choice of cut-off factor at the beam edge, e.g.
for 6 dB, F = 0.51 and for 20 dB, F = 1.08. Equation (2.3) confirms a well-known
fact in ultrasonics that the widest beam spread can be obtained using the lowest
probe centre frequency and the smallest crystal diameter. It is worth mentioning
that the above equation is adequate for calculating the beam spread in beyond
the near field [4].
Chapter 2. Ultrasonic Time-of-Flight Diffraction 41
Figure 2.9: Definition of beam spread
In order to obtain longitudinal or compression waves into the metal at angles of
typically 45◦, 60◦ and 70◦, a perspex wedge is attached to the transducer face and
cut at an appropriate angle that can be calculated using Snell’s law:
c1
c2
=
sin θ1
sin θ2
(2.4)
where c1 is the velocity in the medium 1 (wedge), c2 is the velocity in the medium 2
(steel), θ1 is the refraction angle with respect to the normal to the surface in in
the medium 1 and θ2 is the refraction angle with respect to normal to surface in
the medium 2.
The beam spread in the metal can be found using the beam spread in the wedge
and then calculating the corresponding beam edge angles in the metal. Table 2.1
below summarises the beam spreads for a beam centre angle of 60◦ in steel. The
beam spreads for various beam angles in steel are listed in the Table 2.2 for 5 MHz
probes. As indicated in this table, the beam spread is not symmetrical about
the beam centre because of Snell’s law and any increase in frequency or crystal
diameter rapidly reduces the beam spread.
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Table 2.1: Beam spread for various probes for a beam centre angle 60o [4]
Probe centre frequency (MHz)
Beam spread for centre angle 60˚ in steel
φ = 6 mm φ = 10 mm φ = 15 mm
3 40.2˚ - 90˚ 47.3˚ - 84˚ 51.1˚ - 72.2˚
5 47.3˚ - 84˚ 51.9˚ - 70.6˚ 54.5˚ - 66.5˚
10 3.2˚ - 68.5˚ 55.8˚ - 64.8˚ 571˚ - 63.1˚
Table 2.2: Beam spreads for 5 MHz probes in steal [4]
Probe angle
Beam spread in steel
φ = 6 mm φ = 10 mm φ = 15 mm
45˚ 34.0˚ - 57˚ 38.8˚ - 51.8˚ 40.8˚ - 49.9˚
60˚ 47.3˚ - 84˚ 51.9˚ - 70.6˚ 54.5˚ - 66.5˚
70˚ 54˚ - 90˚ 59.6˚ - 90˚ 62.6˚ - 82.1˚
2.5.5 The PCS and focus depth
Probe centre separation distance is an important factor in identifying the area of
interest inside the material under test. It should be selected so that to ensure
adequate diffracted energy from flaw tips is obtained with acceptable resolution.
It is generally recommended that the PCS is selected so that the focal point
depth (Df ) to be at two-thirds of the material thickness [3, 4]:
Df =
2
3
D (2.5)
where D is the material thickness. This choice provides coverage of the majority
of the weld unless a specific area of the weld is required to be inspected.
If the resultant coverage is not adequate with a single scan, then it is advisable to
have more than one PCS values to fulfil all inspection requirements. If the focus
depth is d mm, then the PCS for a probe angle θ is given by (see Figure 2.8):
PCS = 2Df tan θ (2.6)
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When focusing at two-thirds of the material thickness, the PCS is given by:
PCS =
4D
3
tan θ (2.7)
and when focusing at the backwall, the PCS is given by:
PCS = 2D tan θ (2.8)
The PCS is so critical in flaw detectability and resolution. Needless to say that
flaw sizing ability will be affected by the choice of the PCS as well. More details
will be shown later in Section 4.5 in this regard.
2.5.6 Resolution and precision
Resolution defines the ability to separate two signals before they can correctly be
identified. In TOFD, resolution will be the ability to distinguish between the top
and bottom tip diffraction signals from one small crack. Resolution therefore sets
a lower limit to the size of flaws for which top and bottom diffraction signals can
be detected. It can be improved by:
• Using probes that produce short pulses (Section 2.5.8),
• Using probes with higher frequency (Section 2.5.2),
• Using probes with high damping,
• Reducing the PCS (Section 2.5.5), or
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• Increasing the sampling frequency (Section 2.5.7).
The first three points are all dependent on probe specifications. The use of probes
that produce short pulses are likely to be less affected by material attenuation, but
the choice of high frequency probes depends on the thickness of metal and resultant
attenuation. As mentioned previously, the trend is to choose lower frequency
because of the beam spread considerations.
Generally speaking, it is more practical and realistic to tune both the PCS and
the sampling frequency to enhance the resolution. The resolution of near surface
flaws can be improved if the probes are brought closer together. Alternatively the
resolution of flaws near the backwall can be improved if the flaws are close to the
probe centre line. For other flaws, resolution may be aided by tuning the PCS in
certain ways. Obviously, some compromise is necessary.
A mathematical formula is derived to assess the impact of tuning the PCS and
the sampling frequency on the resolution. The derivation of this formula will be
shown later in details in Section 4.5.
Precision is the accuracy with which the time of the arrival of the signal (peak or
crossover point) can be made. The best that can be obtained is about one-tenth of
the wavelength. For example, for a 5 MHz probe and ultrasound velocity in steel
of 5960 m/s, the precision is about 0.1 mm [3]. This is the best that TOFD could
achieve for accurate sizing. In practice, this can not be achieved with manual
interpretation of D-scans because of various incorporated errors.
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2.5.7 The sampling frequency
The obtained unrectified A-scans at each inspection position need to be stored
for later processing and display. Accordingly, the analogue A-scan signals must
be converted into a string of numbers by a process known as digitisation, which
consists of sampling the analogue signals at regular intervals and then digitising
by an eight-bit waveform digitiser. The amplitude of each sample along with the
position and sign or phase information are passed to the processing unit or the
computer for storage and processing.
In order to represent the frequency content of the digitised signals in the computer,
the analogue waveform must be digitised with a digitising frequency of at least
twice the maximum frequency in the waveform, i.e. there must be at least one
sampling point in each half cycle of the wave. This is helpful in reconstructing
the sampled signals to avoid signal aliasing problem, and it links itself to the
well-known Nyquist theorem in communications (called the Nyauist limit or rate).
For reasonable amplitude reconstruction, a sampling rate of at least 5 times the
probe centre frequency is commonly used (reliable to within 10% error). Thus, for
a typical TOFD probe frequency of 5 MHz, a digitisation rate of at least 25 MHz
should be used. Most digital ultrasonic systems nowadays employ a maximum
digitisation rate in excess of 100 MHz, and a choice of several subdivisions of this
maximum value. The use of higher digitisation rates than essential does not harm
the process of measurement and gives rise to a better picture of the true A-scan
shape, and hence, a higher resolution is acheived. The only drawback is that this
may increase the size of the stored data, but with the advent of high capacity
storage disks, this drawback has been largely overcome.
Chapter 2. Ultrasonic Time-of-Flight Diffraction 46
2.5.8 Pulse width control
An ultrasonic TOFD probe contains a piezo-electric crystal which vibrates when
a voltage pulse is applied across it and, consequently, it produces a burst of ul-
trasound. The voltage pulse is produced by a transducer driver which produces a
rectangular pulse with the adjustable pulse width (usually between 25 and 500 ns).
The used voltage is in the range from 100 to 400 Volts, and is generally dependent
on the probe frequency and the type of crystal element.
The pulse width is used to control the shape of the received signal. The first edge
of the rectangular pulse sets the crystal element into oscillation while the second
edge also sets the crystal element into oscillation again but the phase of the burst
of ultrasound is 180◦ out of phase with the first set of oscillations. The two bursts
of ultrasound generally overlap and interfere with one another.
Altering the pulse width causes cancellation or reinforcement of parts of the various
cycles. If the two bursts of ultrasound where composed of a single frequency
and the pulse width is set to one half of the period (100 ns for 5 MHz), then
reinforcement takes place and a larger signal is obtained. If the pulse width is set
to one period of the wave frequency (200 µs for 5 MHz), then after one period
the two signals are out of phase and a smaller amplitude signal is obtained, but
the ringing is reduced. This is a desirable feature for TOFD applications since in
order to resolve signals from the top and bottom tips of small defects the signal
should only last for a minimum number of cycles. In general, reducing the pulse
width has the effect of increasing the resolution (more details are in Section 4.5).
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2.5.9 Pulse repetition frequency
The pulse repetition frequency (PRF) is defined as the rate of firing the transmitter
probe, i.e. the number of pulsing or firing the transmitter probe per second. It
is generally set by the operator prior to the inspection process. If the scanning
speed is relatively fast, then the PRF may have to be set as high as possible in
order to ensure there is sufficient time for the data to be collected at the required
scanning speed. Therefore, in data collection, the maximum PRF available in the
data acquisition system is advisable to allow accurate volumetric coverage. Some
data collection systems collect blank A-scans if there is no sufficient time at each
sampling interval to collect the data. This can be avoided by:
• Reducing the scanning speed,
• Increasing PRF,
• Reducing the number of averages (Section 2.5.10),
• Reducing the length of A-scan to be digitised, or
• Reducing the digitisation rate (or the sampling frequency).
In certain circumstances, the sound waves can be reflected around the sample and
appear at the receiver at a time which is after the next successive transmission
pulse. This may give false signals (sometimes called ghosting effect) and must be
avoided by reducing the PRF appropriately. On the other hand, low PRF selection
can cause missing scan lines in the collected data. The maximum PRF available
in TOFD commercial equipment is 15 kHz.
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2.5.10 Filtering and averaging
As mentioned previously, the data acquisition system is often electrically noisy and
there may be external electrical noise as well. Therefore, filtering the spectrum
of frequencies is necessary and is performed using low-pass and high-pass filters
in order to restrict the frequency band pass based on the ultrasonic probes being
used. In practice, the minimum recommended range of the receiver bandwidth is
between 0.5 and 2 times the nominal probe centre frequency, which is 2.5 MHz -
10 MHz in the case of 5 MHz probes.
Filtering improves the SNR on the expense of eliminating some spectrum compo-
nent which may be useful in the classification of various defect classes.
As a way to reduce the electrical noise, an averaging process is recommended.
Much of the noise is often due to random electrical signals which are picked up
by the acquisition system and hence, this can be reduced by averaging a number
of adjacent scans and use the average instead. If N successive A-scans are added
together and the resultant sum is divided by N , then the SNR of a genuine signal
over random noise is increased by square root of N . The consistent signal stays
the same while the noise is reduced. This process is accomplished most effectively
in the digitiser unit although it is often set on the acquisition software which
generally allows averaging in factors of 2 and up to 256. A typical value would
be N=16, which would provide a SNR enhancement of 4. If the signals are very
noisy, then a factor of 256 may be necessary but because of the square root effect,
the improvement factor is only 16. Thus, increasing the number of averages does
not produce a linear increase in the SNR.
Signal averaging is very important for the collection of good quality diffraction.
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Therefore, high signal averaging may be recommended provided that this is not
affecting the scanning speed. When the noise nature is more complicated than
just an electrical noise, or it is coherent rather than random, averaging may not
be effective and enough, and in this case, more intelligent techniques are advisable.
More details will be shown later in Section 3.2.1.
2.5.11 Calibration
Calibration is a part of the inspection procedure, and it incorporates carrying out
a scan over a reference sample. It provides a record for the operator that the
system works as specified during the inspection. It also helps to prevent mistakes
and ensure that the operator is inspecting the correct depth range with the right
parameters and probes. Calibration should be done before and after the inspection
process (called pre- and post calibration)). The calibration provides the following:
• Checking the probes, leads and all electronics of the acquisition system and
its peripherals.
• Reducing errors before inspection by giving the operator a chance to select
suitable parameter values, e.g. correct PCS value.
• Post calibration ensures the inspection is valid. If anomalies are discovered,
then the inspection should be repeated or justification provided.
Calibration samples must have known thicknesses and defect locations and sizes.
They may also be required to demonstrate other TOFD characteristics like preci-
sion and resolution.
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2.5.12 TOFD Software
The available software to operate most commercial TOFD inspection systems are
very similar. These software provide the following capabilities:
a) Capturing, collecting and displaying the unrectified A-scans.
b) Facilitating setting up and altering all the ultrasonic and collection param-
eters.
c) Entering all data pertinent to the inspection (e.g. weld number, operator
name,...etc) for entry into the file header information of the collected data.
d) Saving all the relevant inspection parameters for retrieval at a later date.
e) Controlling motor and encoder interface.
f) Displaying the B- or D-scan images and extracting and displaying individual
A-scans.
g) Providing linear and parabolic cursors for the purpose of flaw sizing and
positioning.
h) Displaying facilities such as scrolling, magnification of selected areas, con-
trast enhancement and cursor facilities for sizing selected indications.
These software do not provide any automatic interpretation information about
flaws (e.g. type of flaws, size and location of flaws,...etc). All interpretations are
done manually (and off-line) by a trained and skilled operator. In simple words,
these software can be considered as just viewing tools that help in retrieving the
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scans and their information. Till now, there is no comprehensive automatic tool
that can provide automatic interpretation of the collected scan files.
Examples of some of the available commercial software are TomoViewTM from
Olympus and TD-ScanTM from AGR Field Operations.
2.6 TOFD features and limitations
2.6.1 TOFD features
TOFD is a powerful NDT technique, not only because of the accurate defect
sizing capability but also detection in routine inspections. It has many advantages
compared to conventional ultrasonic techniques (e.g. PE), which make it one of
the preferable techniques in weld inspection. Some advantages of the technique
are listed below [5, 24, 26, 30, 39, 48]:
a) Various evaluation projects have demonstrated that the technique combines
a high POD (up to 95%) with a low FCR.
b) Defect height can be exactly determined, thus it is most suitable for mon-
itoring growth or changes in previously known defects. It has a through
wall sizing accuracy of ±1 mm and a crack growth monitoring capability
of ±0.3 mm.
c) It is efficient in detection of all types of known defects.
d) It provides a permanent digital record of the inspection data with cross-
section type views through the material.
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e) Defect detection does not depend on the orientation, in contrast to the other
techniques.
f) It offerers a relatively short inspection time because an entire volume can
be inspected with a single pass along the inspection line. Accordingly, the
accompanied cost is less than those of other testing techniques.
g) It is safe for the environment because it is radiation-free and does not need
area evacuation.
h) The inspection can be performed at elevated temperatures (above 200◦ C).
2.6.2 TOFD limitations
Like any other NDT technique, TOFD suffers from some problems and limitations.
The following are the common ones:
a) Critical stages of TOFD data interpretation are still performed off-line and
manually by a human operator.
b) Interpretation can be actually a time-consuming and painstaking process,
requiring high operator skills, alertness, consistency and experience, and
accordingly, errors happen.
c) TOFD data acquisition and display configurations may sometimes introduce
errors that cause a reduction in the acquired data quality, hence incorrect
interpretation.
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d) It suffers from a noticeable sizing error of off-axis flaws (that are not lying
on the centre line between the transmitter and receiver probes) with D-scans
due to the acquisition software misinterpretation.
e) Detection and sizing of surface and near-surface cracks are always a weakness
in TOFD inspection systems because they may be masked by the lateral wave
(it is called the blind zone). The same thing can be said for flaws near the
backwall.
f) It is less suited to coarse-grained materials like austenitic stainless steel.
g) The amplitude of the diffraction signals does not depend on the size of the
defects and a simple amplitude threshold can not be applied for selecting
the important reportable defects (unlike PE inspection).
h) TOFD data interpretation is highly susceptible to noise. The acquired sig-
nals are of low amplitude and a gain must be provided by the equipment to
amplify the signals. The noise will be amplified accordingly in this case.
i) Operators need to be highly trained and skilled.
Many of the above limitations are not serious and can be overcome. There has been
a great evolution in the last few years in the development of TOFD transducers and
data acquisition hardware to increase the reliability of the technique and reduce
data errors.
It is among the main objectives of this research to propose signal processing al-
gorithms and novel methods to overcome some or all of the serious limitations of
TOFD. To achieve this goal, many automation algorithms and procedures are pro-
posed along with the utilisation of the mode-converted waves to solve the problem
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of sizing accuracy of surface, near-surface and off-axis cracks. Also, the research
proposes some data quality enhancement techniques to minimise interpretation
errors. More details of these remedies will be shown later in Chapter 6.
2.7 TOFD applications
NDT forms one important part of the QA procedure in assessing the quality of
a welded joint. It is used mainly to detect any internal defects or imperfections
within the weld joint itself. TOFD has proven to be a NDT method of choice for
weld inspection. It has been adopted by industries such as petrochemical, nuclear,
energy and others, and applied successfully to a wide range of applications such
as pipelines inspection and for structural integrity of materials in general.
TOFD can be used as a technique for pre-service and in-service NDT. In this
regard, the main uses are:
a) For accurate flaw sizing, since TOFD is one of the most accurate techniques
especially for internal defects.
b) For screening and sizing. Since TOFD can detect all the flaws in the beam
coverage irrespective of orientation, it has a high POD (as mentioned pre-
viously). The fact that inspection data is collected in B- or D-scan form
also improves the detection of cracks in the presence of signals from geomet-
ric features such as mismatch, and weld defects such as excess penetration
or undercut. Most welds can be rapidly screened by TOFD and checked
whether they are free of significant flaws.
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c) Change monitoring. TOFD is one of the most accurate methods available
for measuring the growth of flaws.
Furthermore, TOFD can be used to observe and report microscopic degradation
caused by fatigue, stress and chemical attacks. It can be used also to measure
material thickness with high accuracy. Finally, TOFD can be used with some
complex geometries such as railway tracks.
2.8 TOFD standards
The increasing interest in TOFD as a reliable NDT technique for accurate flaw
sizing and positioning has led national, regional and international standardisation
organisations to the development of many standards such as the British Stan-
dard BS 7706 [3], the European Standard EN 583-6 [63], the European Standard
EN 15617 [64] and the International Organization for Standardization Standard
ISO/DIS 10863 [65]. In addition to these standards, technical specifications such as
CEN/TS 14751 [66], and inspection codes such as ASME XI [20] were developed.
Furthermore, standards for automatic inspection such as ASTM E-1961-98 [67]
and API 1104 [68] are heavily relied on and widely quoted. These standards and
codes are highly recommended to ensure high POD and repeatability of sizing and
positioning results.
British Standard BS 7706 [3] describes the theory of the TOFD technique and the
criteria for selection of ultrasonic probes as well as the data acquisition configura-
tions adopted. It also discusses the various sources of error and their effect on the
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accuracy of the results. Most importantly perhaps, it provides detailed procedures
and recommendations for the interpretation of the TOFD returns.
European Standard EN 583 [63] is introduced by the European Committee for
Standardisation (CEN), and consists of six parts, with the final part devoted
exclusively to TOFD. European Standard EN 15617 [64] specifies acceptance levels
for TOFD of full penetration welds in ferritic steels from 6 mm up to 300 mm
thickness.
International Organization for Standardization Standard ISO/DIS 10863 [65], which
is the latest in this regard, specifies the application of TOFD technique to the semi-
or fully automated ultrasonic testing of fusion-welded joints in metallic materials
of minimum thickness 6 mm. It applies to full penetration welded joints of simple
geometry in plates, pipes, and vessels, where both the weld and parent material
are low-alloyed carbon steel. The standard permits assessment of TOFD indi-
cations for acceptance purposes. This assessment is based on the evaluation of
transmitted, reflected and diffracted ultrasonic signals within a generated TOFD
image.
The ASME Code [20] (Sections V, VIII and XI) describes the acceptance criteria
for accurate defect sizing, as well as providing interpretation criteria for the most
serious planar flaws.
ASTM standard E-1961-98 [67] covers the requirements for mechanised ultrasonic
examination of welds inspection.
The API 1104 [68] standard also covers the procedures for ultrasonic testing as
well as the acceptance standards to be applied to production welds inspected by
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ultrasonics.
It should be mentioned that the above standards were taken into consideration
when the work in this project was developed.
2.9 Overview of the proposed automatic TOFD
data interpretation system
Although methods such as robotic scanning and computer-aided data acquisition
are routinely used with ultrasonic TOFD, the critical stages of data processing
and interpretation are still performed off-line and manually, depending heavily
on the skill, experience and consistency of a trained operator. Mission-critical
industrial applications have increased the pressure to complete the interpretation
of inspection data in near real-time. This is, in fact, an important reason behind
motivating researchers to develop computational tools that are capable of aiding
the operators by automating the interpretation process.
The automation of TOFD data processing is an essential stage of a comprehensive
inspection and interpretation system. In order to perform this task, advanced sig-
nal and image processing techniques are required to build interpretation algorithms
that can function autonomously without the need for continuous intervention. This
can be done through automatic configuration of the critical interpretation param-
eters according to the nature of the data and the acquisition settings.
An automatic interpretation system processes an inspection data file, which con-
tains in its header scan information along with system’s parameters and workpiece
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specifications. Accordingly, no further inputs may be needed to the automatic
interpretation system. The anticipated output of the system would be a report
highlighting flaws (if any), their sizing and positioning information and their types.
The system may offer some recommendations to the operators like performing fur-
ther B-scans or off-set D-scans, repeating the scan,...etc.
A typical automatic interpretation system starts with pre-processing stage which
provides initial processing to the input scan file. In TOFD, detection, sizing,
positioning and classification of flaws are highly dependent on the quality of the
collected data. Noise is such one important factor that affects the data quality
and intelligent and effective techniques need to be devised to reduce or eliminate
its effect without modifying the original data. Other pre-processing procedures
may include adding gain to the received inspection signal, drift correction, scan
alignment and enhancing the reference signals (e.g. lateral wave and backwall
echo) that are used for accurate sizing and position purposes, among others.
The next stage includes detecting (highlighting) potential flaws in the scan image
file. The output of this stage in the form of defect blobs is to be fed to two
subsequent stages: sizing and position stage and classification stage. Sizing and
positioning process is responsible for finding the dimensions and locations of flaws
inside the component under test. Classification stage tries to identify the class of
each flaw from a group of known types. It should be mentioned that new standards
start to emphasise on the fact that sizing and positioning information is considered
as an important input to the classification stage and future trend is to classify flaws
according to their dimensions and locations only. The last stage is post processing
that applies general steps to integrate a comprehensive output from all the previous
stages by generating a user-friendly visual report which contains all the relevant
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information. The report may also contain suggestions and recommendations to
the inspectors for future scans. Post processing can apply acceptance criteria to
check whether the obtained results match the standards.
It is worth mentioning that, as of now, such system is not meant to replace human
operators but rather to act as an aiding tool for double checking the interpretation
and to help in decision-making. Accordingly, the overall interpretation time would
be less. A commercial realisation of such system that can process different scan files
and component dimensions and shapes automatically has not been implemented
yet. Accordingly, there is a real need to build such system, which can be considered
as a breakthrough in TOFD data interpretation field. This research has developed
a pilot of such system that is capable of generating an automatic inspection report
readily understood by people that are not routinely involved in ultrasonics with a
friendly GUI. Further details will be shown later in Section 7.6.
Figure 2.10 shows a block diagram of the proposed automatic TOFD data inter-
pretation system, with all relevant stages and sub-stages. Details of these along
with the incorporated methods and techniques will be shown in the next chapters.
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Figure 2.10: The proposed automatic TOFD data interpretation system
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2.10 Summary and conclusions
This chapter has illustrated the concept of ultrasonic TOFD, its system and data
acquisition parameters, features, limitations, applications and standards. The
chapter has introduced also the concept of automatic TOFD interpretation sys-
tem with its stages and the anticipated output. Such system is needed to aid
the inspectors in decision-making and to reduce the total interpretation time. A
commercial automatic TOFD data interpretation system is not implemented yet.
Chapter 3
Pre-Processing and Automatic
Flaw Detection in TOFD Data
3.1 Introduction
Pre-processing is an important step in order to prepare the collected TOFD data
for subsequent processing. Its impact is very tangible when it comes to building a
comprehensive automatic interpretation system using computer algorithms. The
collected TOFD data from the data acquisition system is in need of significant
processing and enhancement in order to make it useful for automatic defect eval-
uation specifically when noise and other factors are present. The TOFD data
acquisition and display configurations themselves may introduce sometimes a host
of errors that can not be accounted for by manual interpretation, leading to re-
duction in the quality of the acquired data. Automatic data processing is often
made difficult by this reduction in data quality, as indications due to small but po-
tentially dangerous defects may be masked sometimes. This chapter presents the
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techniques developed to pre-process TOFD data. It also presents the techniques
used to detect flaws automatically in D-scan TOFD images.
3.2 Pre-processing of TOFD data
The proposed pre-processing of TOFD data includes noise suppression (de-noising),
scan alignment and accurate detection of the lateral wave. These operations can
be performed in an automatic way to minimise both the inconsistency and error in-
troduced by human factors without reducing the spatial resolution of the acquired
data. Effective quality enhancement and pre-processing facilitate successful and
accurate automatic defect detection and subsequent classification, positioning and
sizing.
3.2.1 De-noising through Wavelet transform and the multi-
resolution analysis
Noise formed from scattering of inhomogeneous micro-structures and electronic
circuitry contributes as a main source of errors. The removal of noise from noisy
data while preserving useful information to obtain a filtered signal is often referred
to as de-noising. Due to its computational efficiency, multi-resolution analysis
(MRA) is considered as a powerful tool to enhance the SNR of ultrasonic TOFD
signals.
There are several powerful tools in signal processing, of which Fourier transform
is considered one of the most important. Fourier transform consists of breaking
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down a signal into constituent sinusoids of different frequencies, and this is enough
for the characterisation of a number of signals. However, Fourier analysis has a
serious drawback which is when transforming a signal to the frequency domain,
time information is lost. If a signal does not change much over time (a stationary
signal), then this drawback is not very important. Nevertheless, most interest-
ing signals contain numerous non-stationary or transitory characteristics. These
characteristics are often the most important part of the signal, and accordingly,
Fourier analysis is not suited for detecting them [69]. The Wavelet transform (WT)
was developed especially to overcome these deficiencies, offering an inherent MRA
that can be used to obtain the time-frequency representation of the ultrasonic sig-
nal [70, 71, 72, 73]. It is a windowing technique with variable-sized regions, which
allows the use of long time intervals where more precise low frequency informa-
tion is required, and shorter regions where high frequency information is required.
The Wavelet transform breaks down a signal into shifted and scaled versions of the
original (mother) wavelet. The continuous Wavelet transform (CWT) is defined as
the sum over all time of the signal, f(t), multiplied by scaled and shifted versions
of the Wavelet function ψ:
C(scale, pos) =
∫ ∞
−∞
f(t)ψ(scale, pos, t)dt (3.1)
The results of the CWT are many Wavelet coefficients C, which are function of
scale and position. Multiplying each coefficient by the appropriately scaled and
shifted wavelet yields the constituent wavelets of the original signal.
The coefficients produced at different scales by different sections of the signal con-
stitute the results of a regression of the original signal performed on the wavelets.
The higher scales correspond to the most stretched wavelets. Thus, for higher
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scales, a longer portion of the signal is compared with a more stretched wavelet.
This allows noticing the low frequency and thus slow changes and coarse features
are measured by the Wavelet coefficients. Similarly, for low scale, compressed
Wavelets are used which allows noticing the abrupt changes and details, that is,
observing high frequency [57, 69, 74].
For image processing purposes, the Wavelet transform can be thought of as the
cross-correlation of an image with a set of wavelets of various scales. The maximum
response of the correlation is obtained when the characteristic size of the feature
of interest equals to wavelet size. Hence, it is so important to select a suitable
wavelet that expose the required features. Among its many applications in image
processing, Wavelet transform can be used for noise suppression or de-noising,
image coding and compression.
In mathematics, Wavelet analysis refers to the representation of a signal in terms
of a finite length or fast decaying oscillating waveform (known as the mother
wavelet) [74]. This waveform is scaled and translated to match the input signal.
In this way, it is possible to split local and global dynamics for a signal, i.e. low-
and high-frequency contribute in a frequency domain, by the MRA in the Wavelet
domain, less sensitive to noise than other transforms (e.g. Fourier transform) [70,
72]. MRA can be applied to the analysis of both one- and two- dimensional
signals, in order to retrieve features useful to characterise relative trend into the
time-, spatial- or frequency-domain.
Indeed, a wavelet has the characteristics of a band-pass filter and the Wavelet
transform has the properties of a continuous filter bank with a constant voltage.
Wavelet noise filters can be built using the continuous or the discrete Wavelet
transform (DWT). In the continuous case, CWT of a signal f(t) (A-scan signal
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in this case) is calculated, generating the Wavelet coefficients, then applying an
algorithm which chooses the coefficient vectors that should be set to zero [70,
71, 72, 73]. Because the energies of the ultrasonic signals are concentrated in a
frequency band, all other frequencies are represented by very low amplitudes in
the transform domain, and can be omitted without any loss of information. After
the omission of the low amplitudes coefficients, inverse transform is applied to get
a de-noised time domain signal.
The de-noising procedure used in this project is based on the decomposition of a
signal by DWT in N levels using band-pass filtering and decimation to obtain the
coefficients (see Figure 3.1). The global dynamics of an NDT-related signal f(t)
are condensed in the Wavelet approximation coefficients (WACs) at the higher
multi-resolution level J ; if the inspected signal is measured in the time- or spatial-
domain, then it is possible to affirm that WACs are related to the low frequencies.
On the other hand, local oscillations of f(t) are depicted in a set of so called
Wavelet details coefficients (WDCs) at different scales j = 1, 2,..., J ; they are
related to the high frequencies of a time- or spatial-domain signal. After using
the DWT to get the WACs and the WDCs, the next step is thresholding of some
WDCs and reconstruction of the signal from the other WDCs and WACs using
the inverse transform (IDWT).
This method is a generalisation of wavelet decomposition that offers a larger range
of possibilities for signal analysis. In Wavelet normal analysis, a signal is split into
WACs and WDCs. The approximation is then itself split into a second-level ap-
proximation and detail, and the process is repeated. In this analysis, the detail
coefficients as well as the approximation coefficients can be split. This analysis
is called the Wavelet packet transform (WPT) [70, 74, 75]. Hard thresholding is
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used for thresholding WDCs. Hard thresholding can be described as the process
of setting to zero the elements whose absolute values are lower than the thresh-
old. Usually, global threshold is used in WPT filtering. In this project, a local
thresholding was used instead of global thresholding (the obtained SNR for lo-
cal thresholding was higher). The threshold is computed from WDCs at each
level of decomposition and used for thresholding at the same level. The used local
threshold value is based on the standard deviation and is calculated as follows [75]:
Θ = k
√√√√ 1
N − 1
N∑
i=1
(Di − D¯)2 (3.2)
where k is a factor related to the ratio of peak value to the RMS value, Di is the
WDC at each level, D¯ is the mean value of WDCs and N is the length of each set
of details coefficients.
Figure 3.1: Discrete multi-resolution scheme-WPT; A is the approximation
(low-pass) component and D is the detail (high-pass) component
In order to assess the quality of the suggested de-noising process, the SNR is
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computed for different defect samples. The obtained SNR values were calculated
using the following equation:
SNRdB = 20log
(
SRMSF
NRMSN
)
(3.3)
where SRMSF is the RMS value of the filtered signal, and NRMSN is the RMS value
of the noise-only part of the raw signal.
In this research, three decomposition levels (L3) are used with Daubechies (db6)
as the Wavelet filter. Figure 3.2 shows two D-scan image samples before and
after applying Wavelet de-noising method, with a clear enhancement in the corre-
sponding SNR values and visually as well. Although SNR improvement for human
interpretation before and after applying de-noising may not appear significant, this
improvement is more than adequate in terms of automation and computer inter-
pretation. Performance of the subsequent processing stages in terms of accuracy
shows remarkable enhancement after the de-noising process.
It is worth mentioning that other de-noising techniques were also tested and evalu-
ated, like the use of Wiener filter and averaging. When compared with other meth-
ods, de-noising through Wavelet transform returned higher SNR values without
reducing the spatial resolution of the data, especially when the noise is correlated
with the data and not just a simple random noise. De-noising through adaptive
Wiener filter technique applies a Wiener filter (a type of linear filter) to an image
adaptively, tailoring itself to the local image variance. Where the variance is large,
the filter performs little smoothing, and when the variance is small, the filter per-
forms more smoothing. This approach often produces better results than normal
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(a) De-noising example 1
(b) De-noising example 2
Figure 3.2: Sample of de-noising results
linear filtering. The adaptive filter is more selective than a comparable linear fil-
ter, preserving edges and other high-frequency parts of an image. The filter works
best when the noise is constant-power (white) additive noise, such as Gaussian
noise. One draw back of the adaptive Wiener filter, however, is that it reduces
slightly the spatial resolution of the scan images, which may lead to removing a
flaw indication. The filter is tested on scan files and shows comparable results to
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de-noising through Wavelet transform, with some favor to the Wavelet de-noising
in most of the situations. The weakest de-noising method in terms of both SNR
and spatial resolution is the averaging. The three de-noising methods were tested
on noisy D-scan images and a summary of findings are shown in Table 3.1.
Table 3.1: Comparison in de-noising performance between MRA-WT, Wiener
filter and averaging
De-noising method Average SNR enhancement Spatial resolution
reduction
MRA-WT 62% No
Wiener filter 55% Yes
Averaging 39% Yes
3.2.2 Other pre-processing steps
In addition to de-noising, pre-processing includes other important operations to
improve the quality and consistency of the data to enable accurate subsequent
defect detection, characterisation and sizing and positioning. These operations
include scan alignment and identifying the accurate position of lateral wave.
Scan alignment is used to align adjacent A-scans and is essential to improve defect
sizing and characterisation accuracy. A number of factors may contribute to the
misalignment of adjacent A-scans, including couplant thickness variations, surface
irregularities, inadvertent changes in probe separation and accidental probe lift-
off [5]. Furthermore, far surface irregularities such as counter-bores and lack of
root penetration flaws may cause the backwall echo to be misaligned in these
places. In order for any defect to be accurately positioned and sized later, the tips
of the defects must be accurately located within the material, and the lateral wave
and the backwall echo are used as reference points as they are the only known
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positions. In this project, scan alignment is carried out by cross-correlating each
scan with the first A-scan in the image. The positions of the peaks in these cross-
correlation plots are used to automatically shift each A-scan forward or backward
in time in such a way as to align the envelope of the lateral wavelets. The effect
of this alignment has had not only on the profile of the lateral wave and backwall
echo, but also on the shapes of the defect signatures [2]. Figure 3.3 illustrates
the effect of scan alignment on the lateral wave. It is worth mentioning that this
operation must be performed with careful attention in order not to change or mask
the indications of the near-surface and surface-breaking cracks.
Identifying the accurate position of the lateral wave is another important pre-
processing operation. In certain industrial applications, the collected scan samples
suffer from weak, disturbed or sometimes missing lateral wave. Lateral wave is an
important reference point specifically when sizing and positioning is considered.
It is also needed for scale linearisation and calibration.
As mentioned earlier in Section 2.4.6, when a longitudinal wave is reflected at the
interface between two media from higher to lower acoustic impedance, it undergoes
a 180◦ phase shift. Therefore, when the backwall signal is reflected at the interface
between steel and air for example, there is a phase difference of 180◦ between the
lateral wave and this backwall echo. Because of these phase changes, care must
be taken when choosing the position for measuring the time of arrival of signals
in order to obtain the most accurate results.
To detect the lateral wave, the first major wavelet peak (or trough, depending
on the phase) of the A-scan is detected in order to accurately locate the lateral
wave. The backwall echo detection can proceed in a similar manner to the scan
alignment process. Successive cross-correlations are used to estimate the shift
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(a) Misaligned D-scan
(b) The D-scan after alignment
Figure 3.3: Example of scan alignment pre-processing
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between adjacent scans, but instead of using this shift to align the A-scan signals,
it is used to trace the profile of the backwall across the image.
Once the time profile of the two waveforms is determined, successive detection and
tracking of the peaks (for the lateral wave) and troughs (for the backwall echoes)
determine their exact positions in time for each scan taking into consideration
the relative phases of the two wavelets. Figure 3.4 shows D-scan images that are
processed to detect the lateral wave and backwall echo positions. It can be seen
clearly from this figure that the profile of the lateral wave (indicated by the black
dashed line) and that of the backwall echo (indicated by the white dashed line) have
be traced accurately without the need for them both to be level. Accurate positions
of the two waveforms will become available for further utilisations (especially for
flaw sizing and positioning).
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(a) Example 1, lateral wave and backwall detection
(b) Example 2, lateral wave and backwall detection
(c) Example 3, lateral wave and backwall detection
Figure 3.4: Detection of lateral wave and backwall illustration
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3.3 Automatic flaw detection
Automatic defect detection is considered as an essential stage in the comprehen-
sive automatic TOFD interpretation aid. After pre-processing the D-scan images,
TOFD data is now convenient for defect detection. With manual interpretation,
which relies heavily on a skilled operator, detection stage involves pointing out
those image areas containing defects and suppressing others. Generally speaking,
this process consumes considerable amounts of time and effort, besides the fact
that the reliance on human judgment at this critical stage may invariably introduce
inconsistency and error. This section illustrates some techniques to automatically
highlight and outline detects in D-scan TOFD images.
The defects constitute only a small fraction of the collected TOFD data (called
defect blobs). Highlighting those areas of interest and labelling them as likely
defect zones are essentially a task of image segmentation process. Mainly, MRA
based on WPT along with texture analysis are used to select the image that is used
and processed in detection. Image segmentation can then be performed either by
statistical methods or computational intelligence methods.
3.3.1 MRA-WPT for image analysis and selection
As mentioned previously, MRA using DWT is referred to as WPT. The WPT is a
signal analysis tool that has the frequency resolution power of Fourier transform
and the time resolution power of Wavelet transform [70, 74, 76, 77, 78]. It can be
applied to time varying signals where Fourier transform does not produce useful
results and Wavelet transform does not produce sufficient results. The WPT can
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be considered as an extension to the DWT with better reconstruction process
performance [70, 72, 79]. In the Wavelet packet framework, compression and de-
noising ideas are exactly the same as those developed in the Wavelet framework.
The only difference is that WPT offers more complex and flexible analysis, because
in Wavelet packet analysis, the detail as well as the approximation parts are split,
as illustrated in Figure 3.1. The tree decomposition in the Wavelet packet analysis
can be applied continuously until the desired coarser resolution is reached.
A single Wavelet packet decomposition gives a lot of bases from which best rep-
resentation with respect to a design objective can be selected. This can be done
by finding the best tree based on an entropy criteria [70, 77, 78]. Selection can be
done also based on texture analysis and statistical contents of the obtained images.
De-noising (as explained previously) and compression are interesting applications
of Wavelet packet analysis. This analysis is used in this project in two more im-
portant areas. The first area is to aid in flaw detection. The second area is to
provide a ground for selecting defect blob features that are used as inputs to the
classifier in the flaw classification stage (will be shown later in Section 5.5.2). Both
areas rely heavily on the powerful compression ability of the Wavelet transform in
general and WPT in particular to extract relevant and descriptive features only.
Figure 3.5 shows how the Wavelet transform is powerful in highlighting the impor-
tant indications and the regions of interest in a D-scan image. It is very obvious
that this ability is so important as far as automatic interpretation is concerned.
The application of WPT to the D-scan image is performed to analyse the im-
age into multiple decomposition levels by different analysing mother Wavelets like
Gauss, Symlet, Coiffet and Debauchies. In this project, the Debauchies of or-
der 8 (referred to as db8) is used as an analysing function in the WPT process.
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(a) Compression waves region of a D-scan sample
(b) Time-scale representation of the compression waves area
Figure 3.5: Wavelet transform view of a D-scan sample containing two defects
(near surface and internal cracks)
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The chosen level of decomposition is 3 since it achieved the required coarse resolu-
tion and higher decomposition levels do not add any significance to the analysis.
The decomposition steps are as follows:
a) First, the D-scan image is decomposed by the WPT (db8, L=3) in the first
level. The grey-level co-occurrence matrix (GLCM) P (i, j) is calculated for
the decomposed images.
b) Second, the descriptors or features that characterise the content of GLCM
are calculated. The following are the three descriptors that are used in the
selection of the images for reconstruction [80]:
• Contrast:
∑
i,j
|i− j|2 p(i, j) (3.4)
• Energy:
∑
i,j
[p(i, j)]2 (3.5)
• Entropy:
−
∑
i,j
p(i, j)log(p(i, j)) (3.6)
where p(i, j) is the normalised GLCM P (i, j).
c) Based on these descriptors, the image with the weakest textual information
is discarded, and the one with the highest statistical contents is selected and
kept.
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d) Next, another decomposition level runs to generate the new set of images.
The process of calculating the descriptor commences again, and so on. The
process of decomposition proceeds until level 3.
e) The final image is reconstructed from three images carrying the highest sta-
tistical textural information in the last level. This image is a crucial input
for the next stages.
It should be mentioned that the above exercise is applied to the compression waves
area only and not the mode-converted waves area (the utilisation of the mode-
converted waves will be discussed later in Chapter 6). Figure 3.6 shows the result
after the application of 6 levels of Wavelet packet analysis on the compression part
of a D-scan sample (Figure 3.6 (a)) that has 3 flaws. It can be seen from this figure
that the required coarse resolution has been achieved in the third level, where the
background is just a smooth area while defect indications have different texture
(especially in vertical detail V3 image of Figure 3.6 (b)). Further levels (4, 5 and 6)
do not add any significance to the analysis and just increase computational cost.
After the MRA-WPT analysis for the D-scan image, the next stage is image seg-
mentation to identify the potential defects automatically. For that purpose, two
methods are used: statistical and computational intelligence methods.
3.3.2 Segmentation through statistical analysis
Statistical analysis is based on exploiting pixel statistics in a probabilistic sense.
It computes local features of each pixel in the image, and derives a set of statistics
from the distributions of these local features. The local feature is defined by
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(a) The complete D-scan of a sample and the corresponding compression region only
(b) WPT analysis of the compression region
Figure 3.6: WPT analysis with L=6 of a D-scan sample
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combinations of intensities at specified positions relative to each point in an image.
According to the number of points which define the local feature, statistics are
either first-order (e.g. histogram mean and variance), second-order (e.g. GLCM)
or higher-order statistics.
First-order statistics measure the likelihood of observing a grey value at a ran-
domly chosen location in an image. It can be computed from the histogram of
pixel intensities which depends only on individual pixel values. Consider a two-
dimensional image I discretised into g grey levels. Let θ(i) (i = 1, 2, . . . , g) be the
number of points whose intensity is i in the image and A be the area of the image
defined as the total number of pixels in that image. The occurrence probability of
intensity i in the image takes the form of a histogram and is given by:
h(i) =
θ(i)
A
(3.7)
As different portions of an image may exhibit different visual appearance, this
histogram function is computed for small overlapping regions over the entire im-
age, and the resulting distribution associated with the centre pixel of the region.
Accordingly, for an M × N region of an image, the histogram is given by:
h(i) =
1
M ×N
M∑
x=1
N∑
y=1
δ
(
I(x, y)− i) (3.8)
where δ(i) is the Dirac-delta impulse function.
Two simple statistics are often used to characterise the histogram, namely, the
mean and the variance (second moment), which are functions of the pixel intensity
distribution h(i) within any M × N region centred at an arbitrary point. They
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are given by:
Mean : µh =
g∑
i=1
i h(i) (3.9)
V ariance : σ2h =
g∑
i=1
(i− µh)2 h(i) (3.10)
The resultant are feature matrices (or images), each point of which bears some
relationship to the probability distribution function of pixel intensities within its
neighbourhood.
Automatic segmentation of defects can be performed in this case by analysing the
local first order statistical properties of the TOFD images based on the variation
in intensity levels between pixels in the defect areas. Local variance has proved
to be a successful indicator capable of discriminating the defect areas from the
background.
Local statistics are computed for small rectangular windows surrounding each pixel
in the image by scanning the compression waves region in a D-scan image using a
moving window. The window size (say m× n) must be chosen such that it would
be enough to span a spatial-temporal area that contains amplitude variations due
to defects, while keeping it small enough to provide an acceptable resolution level.
To improve the spatial-temporal resolution more, this window must move with
adjacent overlap in the x- and y-axis directions.
The optimum values for m and n are linked to scanning and data acquisition pa-
rameters [2]. For example, m is related to the A-scan collection step (the number
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of collected A-scans per millimetre) by a factor between 0.6 to 1, while the opti-
mum value for n is found to be equivalent to 3/4 of the ultrasonic wavelength in
the medium. This can be computed using the averaging factor, the probe centre
frequency, the sampling frequency and the collection step. With a probe centre
frequency of 5 MHz, a sampling frequency of 100 MHz, a collection step of 10 scan-
s/mm and an averaging factor of 5, a window of size (6× 15) samples can be used
with overlapping 3 and 5 samples respectively.
The value of histogram variance for each pixel is calculated and accumulated as
the window moves with overlap between adjacent windows to improve the spatial-
temporal resolution. The result is an image of cumulative local variance. The
areas of defects can be identified based on this image by applying a threshold.
A smooth segmentation is resulted from this thresholding. Fully automating this
segmentation process requires determining the threshold value automatically, as
the statistical properties of the local variance image may vary significantly with a
variation in data acquisition settings and material type.
The occurrence histogram of the variance image has two or more distinct peaks
with one being larger than the others as shown in Figure 3.7. This larger peak
corresponds to the background, while the others correspond to different defects.
The grey level corresponding to the first trough between the initial two peaks
is considered as the optimal threshold value to differentiate between defects and
background. Thus, more than one threshold value is computed for a range of
histogram bins, and the lowest value is taken as the optimal threshold. This
process ensures that no defect is overlooked. An example of the output is shown
in Figure 3.8. After applying this technique, followed by further processing, the
result is a segmented image with outlined defects.
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Figure 3.7: Logarithmic histogram of intensity in local cumulative histogram
variance image [2]
Figure 3.8: Segmented image using statistical analysis [2]
3.3.3 Fuzzy logic segmentation
It was found practically after several tests that statistical segmentation technique
results in good performance when defects are well-separated and not superim-
posed. In such situations, segmentation using statistical methods may not be
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the best method, and other alternatives are needed. The segmentation tech-
nique used in this project to detect defects automatically is based on the use
of fuzzy logic, namely segmentation using the fuzzy c-mean iterative (FCMI) al-
gorithm [81, 82, 83, 84]. This method showed better performance in terms of
accuracy and automation when compared to statistical thresholding, especially in
case of superimposed defects when normal means (visually via trained operator or
automatically via statistical methods) can not perform as anticipated. The input
to this algorithm is the final image after MRA-WPT (explained in Section 3.3.1).
The algorithm acts as a binarisation operation (flaw or background), with black
or logic ‘0’ (pixel values set to zeros) represents background and white or logic ‘1’
(pixel values set to ones) represents flaws. The obtained black and white image
(or mask) is used to segment the scan image after some further processing.
In order to understand this segmentation operation, the FCMI algorithm needs to
be explained. FCMI algorithm uses the concept of fuzzy logic and it is defined as
follows [82, 83]:
Consider a pattern space X = x1, x2, ..., xm with the existence of c fuzzy clusters
whose centres are unknown and are given the initial values y10, y20, ..., yc0. FCMI
algorithm iterates and at each iteration, certain patterns’ membership values in the
various clusters are obtained. The cluster centres are then updated by minimising
a performance equation. The process terminates when the difference between two
consecutive iterations does not exceed a given tolerance.
a) Input:
• n, the patterns’ dimension.
• m, the number of patterns.
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• c, the number of clusters.
• X={xi}, 1≤i≤m - the given patterns
• Y0={yi0}, 1≤i≤c - the initial c cluster centres.
• N , maximum number of iteration allowed.
• ε, a given tolerance (alternatively, a minimum amount of improvement
parameter).
• β, a tuning parameter which controls the degree of fuzziness in the
process.
b) Output:
• Y={yi}, 1≤i≤c - the final cluster centers.
• (χij), 1≤i≤c, 1≤j≤m - the final matrix of membership values.
• it, the number of iterations performed.
The steps of the FCMI algorithm are as follows:
• Step 1. Initialisation: set k = 0 and y(0)i =yi0, 1≤i≤c.
• Step 2. For 1≤i≤c and 1≤j≤m calculate
d
(k)
ij =
∥∥∥xj − y(k)i ∥∥∥
• Step 3. Fuzzification: For 1≤i≤c and 1≤j≤m calculate the membership
function
χ
(k)
ij =
[∑c
l=1
(
d
(k)
ij
d
(k)
lj
)2/(β−1)]−1
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• Step 4. Defuzzification: If d(k)lj = 0 for some l = l0, set χ(k)l0j = 1 and χ
(k)
ij = 0
for all i6=l0. For 1≤i≤c, update the cluster centres, using the following
equation (the centre of gravity equation):
y
(k+1)
i =
∑m
j=1 χ
(k)
ij xj∑m
j=1 χ
(k)
ij
and xj belongs to the class l0.
• Step 5. If
[∑c
i=1
∥∥∥y(k+1)i − y(k)i ∥∥∥2]1/2 < ε
set yi = y
(k+1)
i 1≤i≤c; χij = χ(k)ij 1≤i≤c, 1≤j≤m; it = k + 1; output yi, χij
for 1≤i≤c, 1≤j≤m, it and stop. Otherwise, continue.
• Step 6. If k = N , output (no convergence) and stop. Otherwise, set k←k+1
and go to Step 2.
As an example of FCMI algorithm, consider the samples shown in Figure 3.9. As-
sume c = 2. The initial approximations for the two cluster centres are y10=x1=(2,
3) and y20=x2=(1, 2). The samples in the first cluster are x1, x4, x5, x6, x7 while
x2 and x3 belong to the second one. The first iteration provides the new cluster
centres y1=(3.4, 1.8), y2=(1.0, l.5). Since convergence is not obtained, the samples
are again classified with respect to the new cluster centres. Now, x5, x6, x7 are
in the first cluster and x1, x2, x3, x4 are in the second. The cluster centres are
adjusted to y1=(4.3, 1.3), y2=(1.5, 2.0). The next classification yields the same
partition of the samples, i.e. the same y1 and y2 and the process terminates after
three iterations.
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Figure 3.9: Applying FCMI algorithm with c = 2
For the current purpose, there are two classes: defect (flaw) and non-defect (back-
ground), hence c = 2. Based on preliminary experiments and research, the value
of N was chosen to be 100 and the tuning parameter β for the given exercise was
found to be in the range of 1 to 1.05. The minimum amount of improvement pa-
rameter ε was chosen to be 10−5. Other parameters required to run this algorithm
were chosen automatically depending on the input dimensions.
Segmentation through FCMI algorithm is a method that can be implemented as
supervised or unsupervised. In this project, unsupervised implementation is used.
After some processing, the output of this step is a segmented image data with
highlighted defects areas. An example of the output of this algorithm represented
as a mask is shown in Figure 3.10 for an input D-scan file shown in Figure 3.11
(compression waves region only).
For a better representation, each detected defect is outlined by a rectangle to
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form a defect blob. This is achieved by applying a global thresholding in order
to remove the lowest 10% of the pixel intensity values within the defect blob and
then recording the minimum and the maximum spatial and temporal dimensions
for each blob [2]. The recorded dimensions are used to generate a new mask with
each defect blob represented by a rectangular outline. The defect may consist of
more than one rectangular in general. As every defect is to be represented in one
rectangular blob, the rectangular blobs related to the same defect must be merged
based on the dimensions between the blobs. An output example after applying
the above processing is shown in Figure 3.10 (b)
Figure 3.11 shows outputs of segmentation using statistical analysis method (vari-
ance thresholding) and FCMI algorithm for a TOFD D-scan file that has super-
imposed and overlapped defects. It can be seen that the latter method performs
better in separating close defects (outlined by different boxes and not just one like
the case of variance thresholding). Detection results after using FCMI algorithm
were also compared with manual interpretation performed by a trained operator,
and its performance was the highest in terms of detection accuracy and verified
against scans with documented flaws (ground truth). Table 3.2 shows performance
comparison between the three detection methods for close defects.
Table 3.2: Performance comparison between flaw detection methods
Method Detection accuracy (close defects)
FCMI algorithm 85%
Variance thresholding 60%
Manual interpretation 40%
Further examples of outputs of the automatic detection stage are shown in Fig-
ures 3.12, 3.13, 3.14, and 3.15, which show high detection accuracy.
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(a) The mask
(b) Rectangular merged mask
Figure 3.10: The result of the FCMI algorithm in the form of a mask
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(a) Segmentation using statistical analysis (variance thresholding)
(b) Segmentation using FCMI algorithm
Figure 3.11: Segmentation results obtained from variance thresholding and
FCMI algorithm
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Figure 3.12: Automatically detected flaws in a D-scan image
Figure 3.13: Automatically detected flaws in a D-scan image
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Figure 3.14: Automatically detected flaws in a D-scan image
Figure 3.15: Automatically detected flaws in a D-scan image
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3.4 Summary and conclusions
This chapter has proposed powerful methods for automatic pre-processing and flaw
detection in TOFD D-scan data. Some of the used pre-processing methods have
shown visual enhancement to the data, which is in favour of not only automatic
interpretation but also manual interpretation by a human operator. On the other
hand, some pre-processing methods aid only in automatic interpretation and there
is no clear visual enhancement to the data. Data pre-processing helps in increasing
the performance of the subsequent automatic interpretation stages and in reducing
the rejection of TOFD scans due to poor quality, and hence, saving inspection time
and cost.
Automatic flaw detection relies on image segmentation, and for that purpose two
segmentation methods were discussed. Segmentation based on FCMI algorithm
performs better in separating close defects when compared to variance thresholding
method. It should be mentioned that the results of the automatic flaw detection
are subject to operator verification and evaluation. Hence, it can be considered as
a way to help the operator focusing on specific areas of interest in scan image to
aid in making a final decisions regarding potential flaws.
Automatic flaw detection provides an important input to the subsequent stages,
namely, flaw sizing and characterisation. The complete D-scan image data may
not be needed, but rather, defect blobs will be processed further in subsequent
stages.
Chapter 4
Automatic Flaw Sizing and
Positioning
4.1 Introduction
Time-of-flight diffraction is one of the most common ultrasonic NDT techniques
to size weld flaws in steel structures. It is based on measurement of the time-
of-flight of the ultrasonic waves diffracted from tips of discontinuities originating
from flaws. The resulting sizing accuracy is highly dependent on the skills and
experience of human operators, which leads to inconsistencies and errors especially
when the flaw is off-axis. The assumptions built into the acquisition software are
inherently incorrect and lead by necessity to sizing errors. This chapter aims at
proposing methods and algorithms to obtain automatic flaw sizing and positioning
information based on the compression waves region to help in obtaining accurate
interpretation of data. Eventually, these algorithms help in reducing the overall
interpretation time and minimising sizing and positioning error.
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4.2 Importance of flaw sizing and positioning
Most industrial welds are subjected to periodic ultrasonic inspection for the pres-
ence and size of weld defects. Flaws can be enlarged dramatically by fatigue and
cause a reduction of strength. Monitoring the size of flaws is, hence, essential be-
cause if these flaws exceed a certain critical size, rapid brittle fracture will result,
depending on the through-wall extent and orientation of the crack, and a catas-
trophic failure of structures may occur. Accordingly, accurate measurement of the
through-wall extent of the flaws has great importance in ensuring the structural
integrity of structures that helps in decommissioning decision-making process.
Conventional ultrasonic NDT techniques, such as PE, are used to detect and size
these flaws pre-service and in-service. They rely on the reflected echo amplitude
to get flaw sizing information and the signal travel time to locate flaw position
and orientation [1]. These methods are based on the assumption that echoes from
planar features suitably angled travel back to the transducer. They are simple
and inexpensive, but they suffer from poor resolution for crack sizing when the
echo is severely attenuated. The amplitude of the reflected echo may be influenced
by factors such as surface roughness, particles in the specimen, transparency and
orientation of the flaw. By the use of these techniques, flaws could be detected
but there was often little precision in flaw sizing, leading to some critical flaws
being overlooked or diagnosed incorrectly. This may lead to a failure or unneces-
sary repair or replacement of welded components. To overcome these limitations,
ultrasonic TOFD is used [5].
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4.3 Flaw sizing: height, width and depth deter-
mination
Current sizing and positioning techniques utilise the information in the compres-
sion waves region to identify the height, width and depth of the potential defects
in the TOFD scan image. The emphasis on accurate sizing of these defects has
encouraged the development of many standards such as BS 7706 [3] and ASME
XI [20]. They are commonly used to aid the inspectors in TOFD data sizing
interpretation.
Flaw sizing and positioning in TOFD data are still performed off-line and manually
by skilled operators. It is actually a time-consuming and painstaking process
requiring high operator skill, alertness, consistency and experience, a situation
that is prone to measurement errors.
To automatically size and locate flaws, positions of the lateral wave and backwall
signals need to be automatically detected, and all defects between the two are
similarly identified and outlined using their longitudinal wave signatures. Sizing
of defects then proceeds using these regions of interest only [2].
The arrival times of the diffracted wavefronts carry information about the spa-
tial relationship of crack tips and, hence, the height and depth of the flaw can
be estimated through measuring the arrival time of these echoes accurately with
reference to those of the lateral wave and the backwall echo without the need of
any amplitude measurement. Positioning of the tip signals can then be used to
derive information about the actual flaw depth and height.
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Size of the flaw is determined by its width and height, and its position is determined
by its depth and distance from the scanning start point. After the automatic
flaw detection stage described in previous chapter, the image regions containing
flaws have already been accurately outlined, and flaw dimensions and depth can
therefore be determined from these regions.
4.3.1 Flaw height determination
The height is defined as the maximum difference between flaw extremities in the z -
direction (through-wall). It is determined by the difference between the location
of the top and bottom echoes of the flaw, or in other words, the vertical distance
between top and bottom echoes taking into account the phase relationship between
both echoes (explained previously).
For internal cracks, both upper- and lower-tip diffraction echoes appear in the
returns and the height of the flaw is determined by the difference in depth be-
tween them. When the detected signature consists solely of an apparent upper-tip
diffraction without any associated indications in neither the lateral wave or the
backwall echo, the embedded flaw is deemed to have no height. For top surface-
breaking flaws, the flaw signature consists only of the lower-tip diffraction echo.
Therefore, the height is determined by the distance between the lateral wave and
this lower-tip diffraction signal. Similarly, in the case of bottom surface-breaking
flaws, the height is determined by the difference in depth between the upper-tip
diffraction and the backwall echo [3].
The signatures of the top and bottom echoes of flaws are usually inflated and suffer
from profile variations. Accurate sizing of any flaw needs accurate tracing of the
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profile of flaw top and bottom envelopes. This can be achieved by successive sub-
sampling and cross-correlation to estimate the shift between adjacent A-scans [2,
5]. This shift is used to trace the profiles of the top and bottom envelopes within
the flaw region taking into consideration the relative phases of the two wavelets
as shown in Figures 4.1.
Figure 4.1: Flaw A-scan wavelets and profile detection
The time-of-flight of the flaw top and bottom echoes are measured in order to
obtain the most accurate sizing results. In order to achieve this, the major wavelet
peak (or trough) is detected, depending on the phase as shown in Figure 2.4.
From the obtained flaw top and bottom tips profiles, the minimum and maximum
distance (height) between these tip echoes can be extracted automatically. Hence,
the maximum range of the flaw can be estimated by finding the difference between
the maximum and minimum of tips heights.
4.3.2 Flaw width determination
The width is defined as the difference between flaw extremities in the x -direction
(lateral). When TOFD probes scan across a defect, there is a direct relationship
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between the width of the flaw record (returns) and its actual width. Therefore,
the width of the flaw can be estimated directly from the width of its record in the
D-scan data file. However, this record is usually elongated due to the finite width
of the ultrasonic beam [5]. For flaws with a profile approximately parallel to the
metal surface, there will be hyperbolic arcs (or wings) at the ends of the flaw record
generated when the probes approach and leave the flaw. This elongation reduces
the accuracy of the width estimation to about ±5 mm, which is approximately
the same as that given by pulse-echo techniques [85].
This elongation must be treated to improve the overall sizing accuracy of TOFD [2].
An improved method is proposed to treat the elongation by automatically detect-
ing and fitting a curve to the arcs of the defect record in order to estimate their
start points and then eliminate their effect on width estimation. As a result, the
defect width can be accurately estimated without the error introduced by the
added width of the wings. This would greatly reduce the effect of the elongation
on the width estimation. This method is explained in Section 4.6.2.
4.3.3 Flaw depth determination
Flaw depth is defined as the distance between the scanning surface and the flaw
top extremity in the z -direction. It is, in practice, directly related to the time-of-
flight between the lateral wave and the echo from the flaw’s top tip, taking into
account the phase relationship between the two signals.
After the process of scan alignment (explained in Chapter 3), the lateral wave
becomes level, while the top tip echo of the flaw may still suffer from profile
variations. It can be estimated accurately in a similar way as shown in Figure 4.1.
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By using the estimated lateral wave position (time) and the profile of the top
tip echo of the flaw, the depth of the flaw can be estimated. A minimum and
a maximum depth can be estimated based on the profile variation of the top tip
echo.
As mentioned earlier in Chapter 2, there is a phase difference of approximately 3pi/4
between the echoes diffracted from the flaw top and the lateral wave. Correct ex-
ploitation of this phase information adds accuracy to the subsequent depth rescal-
ing and allows accurate determination of the exact positions in time for the upper
extremity as well as the relative times between this extremity and the lateral wave.
4.4 TOFD sizing limitations and errors
Despite all its good features, TOFD suffers from some limitations and errors. As
far as sizing is concerned, the following are the major TOFD limitations and error
sources:
a) TOFD suffers from a noticeable sizing error of off-axis flaws with D-scans due
to the assumed lateral position of an indication by the acquisition software.
b) Sizing of surface-breaking and near-surface cracks is always a weakness in
any TOFD inspection system, resulting in a very low accuracy of sizing
measurement. This applies to both top and bottom surfaces.
c) Errors due to inaccurate PCS reading.
d) Timing errors.
e) Scanning errors.
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The first two limitations are the most influential and difficult to handle in TOFD
sizing and positioning interpretation, while the rest can be addressed easily and
made minimum by different means.
This section shows how to quantify errors and determine their extent of these
errors for different cases and configurations. All the discussions shown here are in
terms of the compression waves region and, hence, all velocities and times refer to
longitudinal waves.
4.4.1 Off-axis depth error
In D-scan configuration, the flaw is likely to be offset from the centre line of the
axis between the transmitter and receiver probes in TOFD equipment. However
accurate the time-of-flight may be, the lateral position of the source of the echo
is still unknown. This gives rise to depth errors as the flaw is incorrectly assumed
to lie equidistant from both probes [2, 5, 61]. Consider the situation for D-scan
with a defect tip at depth dx offset from the axis between the two probes by a dis-
tance X mm, and a transit time (neglecting probe time delay) of t µs (Figure 4.2).
The range for a signal from the defect tip is given by:
vLt =
√
(s+X)2 + d2x +
√
(s−X)2 + d2x (4.1)
where vL is the longitudinal wave velocity in the material.
The shape of the path with constant range (i.e. time) is an ellipse with the index
points of the two probes at its foci, which can be written as such [2, 4, 5]:
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Figure 4.2: Ellipse with constant time-of-flight
x2
(vLt/2)2
+
d2
(vLt/2)2 − s2 = 1 (4.2)
Rearranging this equation:
d2 =
(
1− x
2
(vLt/2)2
)((
vLt
2
)2
− s2
)
(4.3)
and if the depth is dx for an offset X then:
d2x =
(
1
4
− X
2
(vLt)2
)(
(vLt)
2 − 4s2) (4.4)
The above expression represents an ellipse with the beam entry points as foci and
path length vLt.
In order to estimate the depth error for an off-axis crack tip, the maximum and
minimum depth at which it could occur (i.e. dmax and dmin) need to be considered
for a measured transit time (Figure 4.3).
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Figure 4.3: Uncertainty in lateral position in a D-scan
The maximum depth, dmax, is at the deepest point of the ellipse, i.e. when X=0,
giving [5]:
dmax =
√(
vLt
2
)2
− s2 (4.5)
According to the equation of the ellipse representing the path for transit distance
vLt, the minimum value for the depth, dmin is when the flaw is at the edge of the
inspection coverage area, X is less than vLt/2, i.e. a fraction f (where f <
1
2
).
Thus, the ellipse position for dmin is when X = fvLt, hence [4]:
dmin =
√
(v2Lt
2 − 4s2)(1
4
− f 2) (4.6)
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Depth error can be expressed as a percentage of the minimum depth and is given
by:
derror =
dmax − dmin
dmin
(4.7)
This is because the percentage error involves dividing by the true value, which
is in this case would be dmin because dmax is clearly the wrong value caused by
incorrect assumption.
Using Equations (4.6) and (4.5) in Equation (4.9), then:
derror =
√
(vLt
2
)2 − s2 −
√
(v2Lt
2 − 4s2)(1
4
− f 2)√
(v2Lt
2 − 4s2)(1
4
− f 2)
(4.8)
which simplifies to:
derror =
1√
1− 4f 2 − 1 (4.9)
4.4.2 Variation of the depth error with off-axis distance
In practice, the lower edge of the acoustic beam determines the maximum de-
tectable lateral position of a defect tip. The variation of the factor f with the
offset distance X is quite complicated and the maximum value (at the edge of the
beam) depends on the probe separation and the probe parameters [2, 4].
Take the typical situation of aiming the beam centres at 2D/3, where D is the
material thickness. Then, for an ellipse with depth d=D/2 (when the offset X
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is zero), the variation of the factor f with offset (expressed as a fraction of X
to s) is shown in Figure 4.4, and the corresponding percentage depth error in
Figure 4.5. At the extreme position X = s (i.e. defect is directly beneath one of
the probes), f = 0.46 and the depth error is 155%. Thus, the depth error for an
off-axis reflector can be very large.
Figure 4.4: Variation of the factor f with off-axis distance X at d = D/2 and
s = 2D/3 tanθ
Consider two situations, the first considers the depth error at the edge of the
ultrasonic beam and the second the error at the edge of a typical weld.
Depth error at edge of ultrasonic beam Consider the general case where
the flaw tip is at the edge of the beam. Let s be related to the thickness of the
sample, i.e. s = uD, and the path length when X = 0 at a depth d is thus given
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Figure 4.5: Variation of depth error with off-axis distance X at d = D/2 and
s = 2D/3 tanθ
by:
vLt = 2
√
d2 + s2 = 2D2
√
v2 + u2 (4.10)
where d is related to the thickness of sample by d = vD.
The edge of the beam at depth d is given by:
X = s− d tanϕ = D(u− v tanϕ) (4.11)
where ϕ is the angle of the lower edge of the beam from the upper surface. It
is assumed that any indications are in the far-field of the probes and that the
ultrasonic beam can be described by a divergent beam emerging from the probe
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index points. Hence:
f =
X
vLt
=
D(u− v tanϕ)
2D
√
v2 + u2
=
(u− v tanϕ)
2
√
v2 + u2
(4.12)
Let us consider two situations, the first with beam centres aimed at 2D/3 and
secondly with the beam centres aimed at the backwall. This can be done by
adjusting the PCS. The general equation of the PCS was shown previously in
Chapter 2 to be:
PCS = 2 Df tan θ (4.13)
where Df is the focus depth and θ is the beam centre angle. Based on the above
equation and the fact that PCS=2s, it is always acceptable to take s=Df tanθ.
For the most typical cases of a 60◦ probe, with 5 MHz and 6 mm crystal diameter,
the lower beam angle, ϕ, is about 45◦ for a beam edge cut-off of 10 dB. Taking the
first case when beam centres aimed at 2/3 of sample thickness, s = 2D/3 tan(60◦),
and at a depth of half of the sample thickness, the quantities derived in this section
are u=2 tan(60◦)/3=1.15 and v=0.5.
Similarly, at d = D, v=1. The corresponding values for the factor f and the depth
error are shown in Table 4.1.
Table 4.1: Depth errors at edge of beam aimed at 2D/3
Depth f Depth error (%) at beam edge
D/2 0.26 17.1
2D/3 0.18 7.5
D 0.05 0.5
The variation of the depth error as a function of the depth is shown in Figures 4.6.
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Figure 4.6: Depth error at edge of the beam for s = 2D/3 tanθ
It can be seen from the figures that the depth error (and f) decreases with in-
creasing depth. Near the upper surface, however, the maximum depth error at the
beam edge is very large, but at the 2/3 depth it is typically 7.5%.
For the second case, with the beam centres aimed at the backwall, s=D tan(60◦)
and hence, u=tan(60◦)=1.73 and at the backwall v=1. The corresponding values
for the factor f and the depth error are shown in Table 4.2.
Table 4.2: Depth errors at edge of beam aimed at backwall
Depth f Depth error (%) at beam edge
D/2 0.34 37.0
2D/3 0.29 22.1
D 0.18 7.5
The variation of the depth error as a function of depth is shown in Figure 4.7.
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Figure 4.7: Depth error at edge of beam for s = D tanθ
As before, the depth error decreases with increasing depth, and the maximum
error is large near the upper surface. At the backwall, the maximum depth error
is 7.5%.
Depth error at edge of weld The more realistic maximum depth error occurs
when the defect is at the edge of the weld, since most flaws are found in this part.
Consider a typical situation for the case of a single V weld (Figure 4.8) inspected
from the top surface. The x-axis offset at the edge of the weld at depth d below
the surface is given by X = (D − d) tan(30◦) for a total included weld angle of
60◦ and s = 2D/3 tan(60◦).
Figures 4.9 and 4.10 plot the factor f and the corresponding depth error as a
function of depth into such a sample.
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Figure 4.8: A single V Weld
Figure 4.9: Variation of factor f at edge of a single V weld (included angle
60◦) for s = 2D/3 tan(60◦)
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Figure 4.10: Depth error at edge of a single V weld (included angle 60◦) for
s = 2D/3 tan(60◦)
Thus, the maximum error is on the edge of the weld near to the top surface and
is 15.5%. The error at the edge of the weld rapidly decreases and in the bottom
half of the weld the error is less that 3%, becoming zero at the root. For the case
of double V weld (Figure 4.11), the depth error as a function of depth will be as
shown in Figure 4.12.
Figure 4.11: A double V Weld
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Figure 4.12: Depth error at edge of a double V weld (included angle 60◦) for
s = 2D/3 tan(60◦)
4.4.3 Summary of off-axis depth error
There is considerable variation in the maximum depth error with a D-scan TOFD.
The depth error increases non-linearly from a minimum for indications on the cen-
tre line between the two probes to 155% or greater at s (half the PCS). Thus, in
theory, large errors are possible for the measurement of depth for off-axis indica-
tions. The calculation of the error is complex and depends on the off-axis distance,
the depth of the indication and the PCS. To put this into context, the situations
where the indication may be at the edge of the ultrasonic beam or restricted to
the edge of the weld are considered.
For the situation where the indication could be anywhere in the beam coverage of
the TOFD probes, the maximum depth error occurs along the lower edge of the
ultrasonic beam. For the general case where the beam centres are aimed at 2/3 the
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sample thickness and 60◦ probe shoes, 6 mm diameter, and a frequency of 5 MHz
are used, the maximum error at the beam edge (10 dB cut-off) will vary from
greater than 155% at the near surface to 0.5% at the far surface. At the 2/3 the
thickness, the factor f=0.18 and the error is 7.5%. When looking for weld root
erosion in the heat effected zone, is a more specific situation. The probes are aimed
at the backwall and it has been seen that at the edge of the beam on the backwall
f=0.18 and the depth error is 7.5%. For a 20 dB cut-off of the beam edge, the
value of f rises to 0.21 and the depth error to 10.2%. Thus, a typical value for f
in this situation is 0.2, i.e. X=0.2vLt which gives a maximum depth error of 9%.
Thus, for an off-axis flaw for a sample of thickness 25 mm, the maximum depth
error on the backwall is 2.25 mm.
If it can be assumed that any likely flaws are restricted to the volume of the weld
being inspected, then the maximum depth error is when the flaw is on the weld
edge. Consider the situations for a single V weld (included angle 60◦). Again it
is assumed the 60◦ with 5 MHz and 6 mm diameter probes are aimed at 2/3 the
thickness of the sample. The maximum depth error along the edge of the weld
varies from 15.5% at the top surface to 0% at the lower surface. For the bottom
half of the weld, the maximum error is less than 3%.
In summary, for D-scan, the measurement of the depth of a flaw is not as accurate
as with B-scan technique. This leads, when depending only on the raw D-scans,
to wrong interpretation decisions and unnecessary repairs, and hence, extra costs.
In this project, novel methods will be proposed to increase the reliance on D-scans
by increasing sizing accuracy to a level comparable with B-scans.
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4.4.4 Surface-breaking and near-surface cracks problem
There are two main problems with defects that breaking or near to the inspection
surface: the poor depth resolution due to timing uncertainty and the presence of
the lateral wave that may mask the indication of crack tips. The lateral wave may
ring for several cycles, typically up to two periods. The presence of the lateral
wave is a serious problem and for probe arrays aimed at 2D/3 for near-surface
cracks. It extends to an equivalent depth of many millimeters depending mainly
on the chosen value of the PCS. An indication of a possible signal can sometimes
be seen in the lateral wave because of interference between the two signals and
a change in the regular pattern. Also, signals from near-surface region can often
be seen better after the backwall (as a shear wave signal in the mode-converted
region) because of the lower velocity and the time scales are effectively increased.
Surface-breaking defects should be easily seen because they may interrupt the
lateral wave and appear as a dip in this signal. Sometimes, however, the lateral
wave may round the sides and the defect will not be detected (because of its size).
Similarly, the backwall signal may obscure a signal from a flaw. It can be shown
that the dead zones due to the lateral wave DZlw and that due to the back-
wall DZbw can be expressed as:
DZlw (mm) =
√
(vL/2)2(tlw + tpl)2 − s2 (4.14)
DZbw (mm) =
√
(vL/2)2(tbw + tpb)2 − s2 −D (4.15)
where tlw and tbw are the times-of-flight of the lateral wave and the backwall signal,
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respectively, and tpl and tpb are the durations of the lateral wave and backwall
acoustic pulses in microseconds up to 10% of the maximum amplitude, respectively.
For example, consider the inspection of 40 mm thick sample with 5 MHz probes
and a PCS of 100 mm. Taking the pulse duration as two cycles for the lateral
wave (i.e. tpl = 0.4 µs) and four cycles for the backwall signal (i.e. tpb = 0.8 µs),
then the dead zones can be found to be DZlw = 11 mm and DZbw = 3.7 mm.
The dead zones can be decreased by reducing the PCS or by using probes with
shorter pulse lengths or higher frequency (further discussion on this will be shown
in Section 4.5). Solutions to these problems will be suggested later in Chapter 6.
4.4.5 PCS reading uncertainty
In the current TOFD acquisition systems, the probe centre separation is measured
manually by the operator using a ruler and then it is fed into the software. As the
probes have finite diameters, the exact probe-centres can not be determined accu-
rately. Accordingly, this measurement suffers from inconsistency and inaccuracy.
As the depth estimation is directly dependent on the PCS (or s), any error in this
measurement results in noticeable depth error. This error can be expressed as [3]:
∆ds =
∆s(
√
d2 + s2 − s)
d
(4.16)
where ∆ds is the error resulting from an error ∆s in the PCS.
To rectify this error, an estimate of the effective value of s can be used to correct
the measured PCS value by calibrating the measurements on a signal with a known
depth and making use of the specimen thickness and the lateral wave and backwall
times, which are determined accurately in the pre-processing stage. Based on
Chapter 4. Automatic Flaw Sizing and Positioning 117
the fact that the measured time between the lateral wave and backwall echo is
equivalent to the thickness of the test plate D (which is known), the effective
value of the PCS (or s) can be calculated by calibrating the maximum depth with
the thickness of the test plate. The effective value of s in this case is found to be
as follows:
s =
D2
vLtbw
− vLtbw
4
(4.17)
where vL is the longitudinal ultrasound propagation velocity in the test plate,
and tbw is the time of the backwall echo relative to that of the lateral wave. By
estimating the effective value of s, the influence of PCS error can be overcome
which reduces the depth error.
4.4.6 Timing uncertainty
Timing errors are mainly caused by either probe delay error, phase measurement
error or a combination of both. They are often dominant contributors to the total
error in depth estimation.
Probe delay is a very short time (5 to 7 µs) required for the ultrasonic signal to
travel through the probe shoe and coupling layer. The effect of this is to increase
the transit time of all signals. This increase needs a depth correction which is small
enough to be ignored, unless very thick shoes or coupling layers are used. The delay
is assumed to be the same for all paths, which is an acceptable approximation,
and is treated as a constant. It should be subtracted before the estimation of the
depth is made, and it can be determined from the time of the lateral wave signal
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which can be calculated if the PCS is known:
tlw =
2s
vL
(4.18)
To rectify this error, the reference for time measurements is taken as the peak of
the main lobe of the lateral wave and is hence computed by subtracting tlw from
any time measurements:
tr = t− tlw = t− 2s
vL
(4.19)
Phase measurement error originates because of two reasons. The first reason is
that the operator usually assumes that the signal from the bottom of the flaw is
in-phase with the lateral wave and that from the top is in-phase with the backwall
echo. While, as described earlier, the phase of the signal from the bottom of a
flaw lags that of the lateral wave by pi/4, and that from the top of the flaw leads
by 3pi/4. Accordingly, an error of about pi/4 will result. The second reason is that
the operator determines the phase manually using a software cursor. This process
involves human errors and leads to significant measurement error.
To rectify this error, a process of successive detection and tracking is used to
determine the exact positions of peaks and troughs in time for each scan taking
into consideration the relative phase relationship between the two wavelets as
described earlier. Accordingly, the pi/4 phase error can be rectified automatically
in depth calculation by subtracting the time equivalent to it from the time of the
top tip echo of a flaw.
Chapter 4. Automatic Flaw Sizing and Positioning 119
4.4.7 Scanning errors
Ultrasonic signals generated from TOFD probes need a thin layer of coupling
material, usually gel or fluid, in order to be transmitted to the component under
test, because of the fact that ultrasonic energy can not be transmitted in air. The
thickness of the coupling layer is so thin that its influence on the time-of-flight
of signals can be ignored when compared to other sources of error. However, the
effect of this layer may be taken in to considerations when the scanned surface
has irregularities (because a thicker coupling layer is necessary in this case). An
additional signal delay results in this case, and a certain measurement error occurs.
To rectify this error, a similar solution to the probe delay problem can be followed
by considering that any delay resulting from the couplant layer to be a part of
probe delay and then its influence is eliminated by measuring the time of any flaw
signal with reference to the time-of-flight of the lateral wave tlw.
4.5 TOFD sizing resolution
Resolution is defined as the minimum separation of two signals before they can be
correctly identified, e.g. the top and bottom tip diffraction signals from a small
crack. Resolution, therefore, sets a lower limit to the size of flaw for which top and
bottom echoes can be detected. In general, because the signal wavetrain contains
several cycles corresponding to typically 2 or 3 wavelengths, this is the resolution
distance. For 5 MHz probes, this will correspond to 2 to 3 mm [4]. Hence, the top
and bottom echoes from smaller flaws such as slag lines or pores are not usually
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resolved. The following steps show how to get the theoretical formula for the
resolution in terms of the relevant parameters of a TOFD system.
The maximum timing error (Es) due to sampling is related inversely to the sam-
pling frequency fs, hence:
Es =
1
2fs
(4.20)
Thus, for a probe frequency of 5 MHz and fs taken as 25 MHz, Es will be 0.02 µs.
Based on the time-of-flight relationship (and with reference to Figure 4.13), the
resolution ρ can be defined as follows:
ρ = vL
√
(
tlw + Es
2
)2 − (tlw
2
)2 (4.21)
where tlw is the time taken by the lateral wave to travel directly from the trans-
mitter to the receiver, and vL is the longitudinal wave velocity in the material.
Now, tlw is expressed as:
tlw =
PCS
vL
=
2s
vL
(4.22)
Substituting Equations (4.20) and (4.22) in Equation (4.21) and simplifying, yields:
ρ = vL
√
1
4fs
(
PCS
vL
+
1
4fs
) (4.23)
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which can be approximated for large values of fs to:
ρ ≈ 1
2
√
vL
PCS
fs
≈
√
vLs
2fs
(4.24)
For example, consider a case where the PCS=58 mm, vL=5.69 mm/µs, fp=5 MHz
and fs=25 MHz. This leads to a resolution of ρ≈1.8 mm. If the sampling frequency
increases to 100 MHz, then this gives a resolution of ρ≈0.9 mm (enhancement
by 50 % compared to the former case).
Equation (4.24) shows an important result regarding the relationship between res-
olution in TOFD and the probe separation and the sampling frequency. Reducing
the PCS (or increasing the sampling frequency) by a factor of 4 results in a two-fold
enhancement in the resolution.
Figure 4.13: TOFD resolution illustration
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4.6 Accurate determination of size and depth of
off-axis flaws
This section presents a method for accurate determination of the size and depth
of off-axis flaws in D-scans using diffraction arcs curve fitting technique. The
proposed method can be explained as follows:
4.6.1 Through-wall size and depth of cracks
As mentioned earlier, in D-scan configuration, the flaw is likely to be offset from
the centre of the axis between the transmitter and receiver by a distance X as
shown in Figure 4.14. From the acquisition geometry, the path of the ultrasonic
signal from the transmitter to the receiver can be expressed by (without taking
into consideration the transducers’ longitudinal movement) [2, 5, 61]:
vLt =
√
(s+X)2 + d2 +
√
(s−X)2 + d2 (4.25)
where all the parameters have their ordinary definition.
This path vLt has the same value for any point on an ellipse with foci at the
transmitter and receiver centres. The travel time therefore can not yield a unique
value for depth as the position of the defect tip on the ellipse is impossible to
determine and there will always be some depth error, as can be seen by rearranging
Equation (4.25):
d =
√
(
1
4
− X
2
v2Lt
2
)(v2Lt
2 − 4s2) (4.26)
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Figure 4.14: Effect of lateral flaw position on the arrival time in D-Scan
From the above equation, it is clear that if X is unknown then d can not be
calculated. To overcome this problem, it is normal practice to perform a TOFD
B-scan at the position of a detected defect to measure the depth accurately and find
the offset X. Measurement errors are minimised because (as mentioned earlier)
at some point within the B-scan the defect must lie equidistantly between the
two probes. This operation requires that the operator first analyses the D-scan
to find the locations of any potential flaws, and then carries out a number of
supplementary B-scans to measure their depths. It is clear that this introduces a
certain amount of subjectivity to the operation and adds to the total inspection
time. By assuming, as current processing and reporting software invariably does,
that the diffracted returns originate from a point mid-way between the transducers
(i.e. X = 0) the interpreted depth suffers from an error. This error (∆dX) due to
the error in lateral position can be calculated by [2, 61]:
∆dX =
2X2
vLt
√
v2Lt
2 − 4s2
v2Lt
2 − 4X2 (4.27)
Even though flaw sizing using TOFD in D-scanning mode is more accurate than
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other (conventional) ultrasonic techniques, this depth error can still be significant,
as shown previously in Section 4.4.
When the flaw is located in the plane normal to the inspection surface and pass-
ing through both transmitter and receiver, the transit time of the pulse is at a
minimum. As the transducers move away from this position, as illustrated in
Figure 4.14, along a scan line perpendicular to the plane of the flaw, the transit
time increases resulting in arcs or wings at the ends of the flaw record in D-scan
presentation.
For a flaw located at a position yo (in Figure 4.14) along the weld, the shortest path
of a diffracted signal when the transmitter and receiver are moved to position y
can be shown to be [2, 5, 61]:
vLt =
√
(s+X)2 + d2 + (y − yo)2 +
√
(s−X)2 + d2 + (y − yo)2 (4.28)
This equation represents the dependence of end of defect signature shape on the
off-axis distance (X) as shown in Figure 4.15. The depth error is directly related
to X (follows from Equation (4.27)). Figure 4.16 shows a 3-D representation for
the compound effect of this dependency.
4.6.2 Diffraction arcs and curve fitting
The way in which the time-of-flight of a flaw varies with probe position during
a scan leads to characteristic arcs appearing in the data record. These arcs (or
wings) can be used as a tool to give more accurate sizing capability [5, 61]. When
a flaw tip lies in the vertical plane defined by the probe beam centre lines and
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Figure 4.15: Dependence of defect signature shape on lateral position and
off-axis distance (s=30 mm, d=10 mm)
is equidistant from the two probes, the transit time is a minimum. If the probes
are moved in any direction, the signal will still be present because the tip still
lies within the beams but the distance will have increased and the indication will
therefore appear a little later on the data record. A continuous scan across the
location of the flaw will produce an indication having characteristic downward-
curving tails as was shown in Figures 4.15 and 4.16.
Equation (4.28) is recognised as an equation of a hyperbola for variables t and y.
This has two implications; physically, t is at a minimum at the point where the
scattering point lies in the plane defined by the two beam axes and it increases as
the point moves away from that plane. On the other hand, it is clear that signal
loci, although hyperbolic only in the special case referred to above, is of the same
general shape for all scan paths in this simple geometry. In particular, the signal
loci for a scan parallel to the plane defined by the beam axes will look very much
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Figure 4.16: 3-D Representation of defect signature dependence on lateral
position and off-axis distance (s=30 mm, d=10 mm)
like hyperbolas for deep defects but will appear increasingly flattened as the defect
is approached.
Since the shape of the arcs depends only on the defect depth, the defect lateral
displacement, probe separation and direction of probe motion, it is predetermined
for any given depth [2, 5]. It is a simple matter to provide a means of displaying
the correct shape as a cursor on a digital display and to allow it to be moved
interactively to check its fit to any suspected defect indication. It is also highly
desirable to automate the characterisation of these arcs in order to determine the
offset X, and hence the depth d can be found more accurately.
For each detected defect, the edge points of the defect signature can be determined
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by a combination of 2-dimensional alignment processing and 1-dimensional peak
tracing for each echo. As a result, the sets of points representing the envelope
of the defect echo wavefront can be detected. These points can be checked if
they represent arcs by identifying those with a monotonic increase in time. The
points can then be modeled to fit, in a minimum mean square error sense, a curve
governed by Equation (4.29) (following from Equation (4.28)) with varying X
from 0 to s and varying d from dmin to dmax possible values:
t =
1
vL
(
√
(s+X)2 + d2 + (y − yo)2 +
√
(s−X)2 + d2 + (y − yo)2) (4.29)
As a result of this curve fitting, not only can X be found, but the start point of
the arc can be identified more accurately. This point is then used to correct the
measured width of the defect (by finding the distance between the start points of
the two wings defining the flaw) to eliminate the effect of elongation in the flaw
record due to the finite width of the ultrasonic beam, while the estimated value
of X is then used to correct the lateral position of the defect (Equation (4.26)
or (4.27)) and, hence, minimise the depth error which increases the accuracy of
the sizing measurements.
To test the effect of the offset X on the shape of the arcs, different flaws in D-
scan data files with different values of offsets were examined. These scans were
generated by placing the probes with unsymmetrical distances from the centre
plane of the weld (off-axis scanning) with considering the position of the defect
from the centre plane of the weld. The actual offset values used in data acquisition
are then compared with the estimated values from curve fitting, and the result is
that they are identical. In data acquisition, changing X is limited by the width of
the weld cap of each plate and the position of the weld from the centre plane of the
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weld. Some examples of the effect of changing the offset X on the arcs shape are
shown in Figure 4.17. This method presents a very important result: it is possible
to measure the transverse position of a defect when performing an ultrasonic D-
scan by studying how the arcs of a defect indication vary with scan position. This
information would normally be obtained only from a B-scan image. It should
be mentioned that there is one limitation to this method: it does not indicate
whether the defect is off-axis to the right or to the left of the weld (direction of
the displacement). In other words, the value of X is determined accurately, but
it is not obvious whether this off-axis shift is to the left or to the right of the
centre line of the weld. A novel solution to this limitation will be discussed later
in Chapter 6.
Figure 4.17: Application of curve fitting to estimate X (Actual and estimated
values are identical)
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4.7 Summary and conclusions
This chapter has introduced flaw sizing and positioning in TOFD D-scans and the
extent of the incorporated limitations and errors. A number of techniques have
been developed to process the information provided in the compression waves re-
gion to size and locate flaws automatically, and, hence, relieving the operator
from error-prone, mundane and routine tasks. A curve fitting method was used
to measure the transverse position of an off-axis flaw accurately when performing
a D-scan by studying how the arcs of a defect indication vary with scan position,
an information that would normally be obtained only from a B-scan image. How-
ever, some limitations still exist in sizing of off-axis and near-surface flaws (which
are among the weaknesses of TOFD), and in Chapter 6, novel solutions will be
proposed.
Next stage will be flaw characterisation. According to latest standards and experts
vision, sizing and positioning information can be considered as a main input to
the process of flaw characterisation. This can be seen as a further reason behind
the importance of flaw sizing and positioning. Next chapter will be discussing the
task of automatic characterisation of potential flaws.
Chapter 5
Automatic Flaw Characterisation
5.1 Introduction
Once a flaw has been detected and sized, it is often important to be able to
determine its type. This is very essential since defect size, location and type will
decide the action needed and whether a flaw can grow to a failure.
This chapter presents a group of algorithms and techniques to build an auto-
matic flaw characterisation stage to be integrated under a comprehensive auto-
matic TOFD interpretation system. For that purpose, the support vector ma-
chines (SVM), which has been recently proposed as a very effective method for
classification and regression, is used to build a classifier to differentiate between
defect classes. For that purpose, discriminative defect features generated using the
Wavelet transform are fed to the classifier. Classification based on dimensionality
will be discussed in this chapter as well. The proposed techniques apply to D-scan
images and the region of interest for that context is the compression waves area.
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5.2 Importance of flaw characterisation
Most modern forms of transport and industrial equipment rely heavily on the
integrity of steel components with welded joints which are directly or indirectly
subjected to large and rapidly varying stresses. To ensure their integrity after
manufacture or to inspect them in service, ultrasonic NDT techniques are widely
employed. Classification of flaws provides important input to the process of work-
pieces and structures decommissioning. While planar flaws (cracks) are considered
highly critical as they can grow to fail, some other flaws are considered as negli-
gible (e.g. point flaws), and other flaws are considered less critical because they
may not grow (e.g. a slag). Accordingly, identifying the flaw category has great
importance in ensuring the structural integrity of many structures by detecting
the defects that could trigger a failure. Incorrect characterisation of weld flaws
may lead to some critical flaws that have not been diagnosed correctly, leading to
unnecessary repair or replacement of components, and hence extra cost.
Currently, flaw characterisation is achieved by human operators, a process that
involves inaccuracies and inconsistencies and consumes time. Increased industrial
pressure to complete the interpretation of inspection data in near real-time has
motivated research to develop computational tools capable of aiding the operator
by automating the interpretation to classify flaws promptly and accurately.
5.3 Flaw types and classes
Different TOFD standards and codes have come with different flaw class defini-
tions. In general, flaw classification can be categorised based on flaw geometry
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(size and location) or visual signatures. Each category has its own supporting
standards and codes.
5.3.1 Geometrical classification
Two standards support this classification type: the European Standard ENV 583−
6 [63] and the American Standard ASME XI codes [20].
The European Standard ENV 583−6 [63] classifies each defect based on its position
from the surfaces into the following categories:
a) Top-surface breaking flaws
b) Bottom-surface breaking flaws
c) Embedded flaws
The ASME XI codes [20] classify crack-like flaws, based on the aspect ratio between
the flaw depth and height into the following categories:
a) Breaking one of the surfaces
b) Clear embedded
c) Embedded but approaching one of the surfaces
d) Very small surface breaking
Mainly, sizing and positioning information would suffice as inputs to a classification
algorithm that works according to the above classification. In theory, such an
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algorithm is not sophisticated and would be implemented by a group of conditional-
or if-statements.
5.3.2 Visual signature classification
On the other hand, the British Standard BS 7706 [3] classifies flaws based on
their visual signatures. It is fairly detailed in its categorisation of the common
flaws in welds, recognising five main categories of flaws, each with a number of
sub-categories as follow:
a) Planar flaws (includes upper cracks, internal cracks, lower cracks and lack of
fusion)
b) Volumetric flaws (includes lack of penetration and large slag lines)
c) Threadlike flaws
d) Point flaws (includes porosity and small pieces of slag or pores)
e) Uncategorised flaws
Appendix A explains in details these categories with illustrating examples of each.
Each of the above categories has special characteristics and patterns, yet there are
some similarities between these categories which make the discrimination between
them not an easy task. In general, the classification based on these categories is
not a straight forward process and it needs rigorous involvement of computational
intelligence classifiers and intensive computations.
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More concern is given to the categories and subcategories recognised by the British
Standard BS 7706, and its characterisations and patterns have been studied care-
fully to decide the discriminating features between the various classes.
Table 5.1 shows a summary of the common flaw types according to British Stan-
dard BS 7706.
Table 5.1: Summary of flaw types according to BS 7706 Standard
Defect type Abbreviation Description Illustration
Upper crack UC Opened to the up-
per surface or very
close to it. Returns
only one echo from
the bottom tip of the
crack. Appears as
a short straight line
and may be accom-
panied by a loss or a
weakening of the lat-
eral wave signal.
Continued on next page
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Defect type Abbreviation Description Illustration
Internal crack IC Has two echoes with
a distinct phase dif-
ference and small ir-
regularities. Ap-
pears as two lines
above each other.
Lower crack LC Opened to the lower
surface or very close
to it. Returns only
one echo from the
top tip, the bottom
echo is masked by
the backwall signal.
Very difficult to be
classified.
Lack of fusion LOF Looks similar to
an IC, two lines
above each other
but without irregu-
larities between the
two echoes. Both
echoes have similar
amplitude.
Continued on next page
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Defect type Abbreviation Description Illustration
Lack of penetration LOP Shows two echoes
with an unclear 180◦
phase difference
between them. The
echo from the upper
tip is larger in size
and much brighter
than the echo from
the bottom tip.
There is more than
one defect signature
for LOP.
Continued on next page
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Defect type Abbreviation Description Illustration
Slag line SL Returns two echoes
with an unclear 180◦
phase difference
between them. The
echo from the upper
tip is larger in size
and brighter than
the echo from the
bottom tip. Pro-
duces a signal of
larger amplitude
than a crack. There
is more than one
defect signature for
a SL.
Threadlike TL Includes flaws with
significant length
but little through-
wall extent (height).
Shows an upper tip
echo and no lower
tip. Appears to be
a cluster of point
flaws.
Continued on next page
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Defect type Abbreviation Description Illustration
Porosity PO Is a cluster of closely
pores that have a
group of similar
echoes with no
resolvable length.
Each echo shows
only the upper tip.
Has a pattern simi-
lar to acoustic noise
and appears as a
group of small arcs.
5.4 Phase estimation
An important clue to the characterisation of a flaw indication is the phase of
the tip diffraction signals with respect to the lateral wave or the backwall echo.
Careful estimation of the phase relations for each defect category is essential for
any automatic TOFD interpretation system.
In order to check the degree of matching between two signals, cross-correlation
operation can be used. Depending on the value of the resulting cross-correlation
coefficient, a decision is made whether the two signals are in-phase or out-of-phase.
Accordingly, signals in the outlined defect area (defect blob) is cross-correlated
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with the lateral wave or the backwall signals if the phase difference is needed for
characterisation purposes.
In this research, the phase relationship between a flaw indication and the lateral
wave or the backwall echo is always used in flaw characterisation process to confirm
the flaw class.
5.5 Intelligent flaw classification
Defect that are pure internal, i.e. they are clearly embedded and not open to or
approaching either surfaces, require advanced visual processing to be classified.
This is in contrast with apparent defects that can be classified using geometri-
cal and phase information only. To automatically classify pure internal defects,
computational intelligence techniques are the methods of choice. These defects
are:
a) Internal crack,
b) Lack of fusion,
c) Lack of penetration,
d) Slag lines,
e) Threadlike, and
f) Porosity.
In the context of automatic classification, machine learning and pattern recognition
require extraction of regularity or some sort of structure from a collection of data.
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Neural networks (NN) and Bayesian classifiers are typical examples to learn such
regularity or structure from the given data observations. Support vector machines
(SVM) classifier is relatively new and is based on strong foundations from the broad
area of statistical learning theory (SLT). Since its inception in early 1990s, it has
found applications in a wide range of pattern recognition problems like handwritten
character recognition, image classification, financial time series prediction, face
detection, bioinformatics, biomedical signal analysis, medical diagnostics, and data
mining, among others.
5.5.1 Support vector machines classification
The SVM classifier has become, in practice, a classifier of choice of numerous re-
searchers and practitioners for several real-world classification problems. This is
because it is capable of generalising well (predicting the unseen or unknown sam-
ples with a good degree of accuracy) as compared to many traditional classifiers.
The SVM classifier offers several advantages which are typically not found in other
classifiers [82, 86, 87]:
a) Maximisation of generalisation ability. In training classifiers like NN, the
sum-of-squares error between outputs and desired training outputs is min-
imised. Thus, the class boundaries change as the initial weights change,
so does the generalisation ability. Hence, especially when training data are
scarce and linearly separable, the generalisation ability deteriorates consid-
erably. Because the SVM classifier is trained to maximise a margin, the
generalisation ability does not deteriorate very much.
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b) No local minima. Since the SVM classifier is formulated as a quadratic
programming (QP) problem, there is a global optimum solution.
c) Robustness to outliers. Classifiers like NN are vulnerable to outliers because
they use the sum-of-squares error. Thus, to prevent the effect of outliers,
they need to be eliminated before training, or some mechanism for suppress-
ing them needs to be incorporated in training. In SVM, a margin parameter
controls the misclassification error. If a large value is set to that param-
eter, misclassification is suppressed, while if a small value is set, training
data that are away from the gathered data are allowed to be misclassified.
Thus, by properly setting a value to that margin parameter, outliers can be
suppressed.
d) Low computational overhead. The SVM classifier is computationally less
intensive (especially in comparison to NN).
e) High dimensional data classification. The SVM classifiers performs well in
higher dimensional spaces (a factor which limits many efficient classifiers).
f) Small training data scale. Lack of training data is often not a severe problem
for SVM.
g) Error minimisation. The SVM classifier is based on minimising an estimate
of test error (structural risk minimisation) rather than training error.
h) Noise reluctance. The SVM classifier is robust against noisy data (noise can
severely degrade the performance of NN).
i) Robust to curse of dimensionality. The SVM classifier does not suffer as
much from the curse of dimensionality and prevents overfitting.
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Before proceeding, the concept of SVM needs to be explained. The SVM classifier
tries to maximise the margin between classes which increases generalisation ability.
It is fundamentally developed for binary classification case and is extendable for
multi-class situation. The classification can be restricted to consideration of the
two class problem without loss of generality. In this case, it is required to separate
two classes by a function which is induced from an available problem. The goal
is to produce a classifier that works well on unseen examples. The basic idea
is to build a linear classifier that maximises the distance between a separating
hyperplane and the nearest data point of each class [82, 86, 87].
Given some training data:
(X1, y1), ..., (Xn, yn), yi ∈ {−1,+1} (5.1)
The SVM classifier like other linear classifiers attempts to evaluate a linear decision
boundary (assuming that the data is linearly separable) or a linear hyperplane
between the two classes:
〈w, x〉+ b = 0 (5.2)
Then, a function f(X,W0) ∈ f(X,W) which best approximates the unknown
discriminant (separation) function needs to be found. Linearly separable data can
be separated by infinite number of linear hyperplanes that can be written as:
f(X,W ) = W TX + b (5.3)
It is required to find the optimal separating hyperplane (see Figure 5.1 (a) and (b)).
The optimal separating hyperplane is the one with maximal margin M that is
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defined as:
M =
2
‖W‖ (5.4)
This hyperplane is uniquely determined by the points (or vectors) on the margin
(called the support vectors (SV)) that satisfy:
yj
[
WTXj + b
]
= 1, j = 1, ..., nSV (5.5)
and at the same time, it must separate other data points correctly, i.e., it should
satisfy the inequalities:
yj
[
WTXj + b
] ≥ 1, j = 1, ..., n (5.6)
where n denotes the number of training data and nSV stands for the number of SV.
With reference to Equation (5.4), maximisation ofM means a minimisation of ‖W‖.
Alternatively, minimisation of a norm of a hyperplane normal weight vector [82,
86, 87]:
‖W‖ =
√
WTW =
√
w21 + w
2
2 + ...+ w
2
n (5.7)
leads to a maximisation of a margin M . Because the square root is a monotonic
function, consequently, a minimisation of norm ‖W‖ is the same as a minimisation
of:
WTW = w21 + w
2
2 + ...+ w
2
n (5.8)
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and this leads to a maximisation of a margin M . Hence, the problem is reduced
to solving:
minimise : WTW = ‖W‖2 (5.9)
subject to constraints : yj
[
WTXj + b
] ≥ 1 (5.10)
This is a classic quadratic programming (QP) problem with constraints that ends
in forming and solving a Lagrangian [82, 86, 87]:
L =
1
2
∥∥W2∥∥−∑
j
αjyj(W
TXj) +
∑
j
αj (5.11)
where L is the Lagrange function and αjs are the Lagrange multipliers.
Once the Lagrange multipliers for the optimal hyperplane have been determined,
a separating rule can be used in terms of SV and the Lagrange multipliers.
As mentioned before, SVM foundations are strongly rooted in the SLT, an area
of study which addresses the issue of how to control the generalisation ability of
a classifier. Vapnik and Chervonenkis [86, 87] developed this theory for creating
classifiers or discriminant functions that can generalise well. Normally, classifiers
like NN try to minimise the training error (called empirical error) but, statistically,
there is no guarantee that such a classifier (with zero empirical error) performs
well on the test data. SLT, in contrast, provides an estimate of the test error
(called risk) [86, 87, 88]:
Er ≤ Ee + c
√
V (F )
N
(5.12)
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(a) Evaluation of an optimal hyperplane
(b) Maximum margin hyperplane
(c) Feature mapping function concept
Figure 5.1: SVM classification concept
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where Er is the risk, Ee is the empirical error, c is a constant, V (F ) is the VC-
dimension (the Vapnik-Chervonenkis dimension), denoting the maximum number
of samples that can be shattered by a set of functions [86, 87] and N is the
number of training samples. This equation describes the basis of the structural risk
minimisation principle. SVM concept, in practice, is based on the minimisation
of this risk estimate which often leads to efficient classifiers.
The concepts above are presented for a linear classification case. These are gen-
eralisable to a non-linear case where a mapping function Φ(xi) is used to map
the input space into a higher dimensional feature space such that the non-linear
hyperplane becomes linear, Figure 5.1 (c). To avoid the increased computational
complexity and curse of dimensionality, a kernel-trick or kernel function K(xi, xj)
is employed, which, in essence, computes an equivalent kernel value in the input
space such that no explicit mapping is required [86, 87, 89].
The kernel functions return the inner product between two points in a suitable
feature space, thus defining a notion of similarity, with little computational cost
even in very high-dimensional spaces. Kernels commonly used with kernel methods
and SVM in particular include the following [82, 89]:
a) The linear kernel implementing the simplest of all kernel functions:
K(xi, xj) = 〈xi, xj〉 (5.13)
b) The polynomial kernel:
K(xi, xj) = (scale 〈xi, xj〉+ offset)degree (5.14)
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c) The Gaussian radial basis function (RBF) kernel:
K(xi, xj) = exp(−σ ‖xi − xj‖2) (5.15)
d) The hyperbolic tangent kernel:
K(xi, xj) = tanh(scale 〈xi, xj〉+ offset) (5.16)
The SVM classifier to be used in this research should be able to work on multi-
class case. Multi-class SVM classifier aims at assigning labels to instances by using
support vector machines, where the labels (class identifiers) are drawn from a finite
set of several elements. The dominating approach for doing so is to reduce the
single multi-class problem into multiple binary problems. Each of the problems
yields a binary classifier, which is assumed to produce an output function that
gives relatively large values for examples from the positive class and relatively
small values for examples belonging to the negative class. Two common methods
to build such binary classifiers are where each classifier distinguishes between
(i) one of the labels to the rest (one-against-all, OAA) or
(ii) between every pair of classes (one-against-one, OAO).
Classification of new instances for OAA case is achieved by a winner-takes-all
strategy, in which the classifier with the highest output function assigns the class.
On the other hand, classification of OAO case is achieved by a maximum-wins
voting strategy, in which every classifier assigns the instance to one of the two
classes, then the vote for the assigned class is increased by one, and finally the
class with the most votes determines the instance classification [82, 86, 87, 88].
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In this research, the multi-class SVM classifier is implemented using OAA method
with a 5th order polynomial kernel (Equation (5.14) with degree = 5). For the
SVM classifier to function as anticipated, it must be fed with features that are
as discriminative in nature as possible. Next section discusses the choice of input
features.
5.5.2 Wavelet features
A large variety of feature extraction methods exist which are based upon signal
processing (or filtering) techniques. Wavelet filtering is one such method that
can be successfully used for feature extraction. The idea of using the Wavelets for
feature extraction in classification context is not entirely new and has been applied
before to texture analysis, and researchers have been using it for over a decade
or so in one form or the other. The inherent capability to do so was highlighted
on the MRA using the Wavelet transform [88, 90, 91, 92]. As explained before,
Wavelet transform decomposition and its extension, WPT, have gained popular
applications in the field of signal and image processing. Wavelet transform enables
the decomposition of the image into different frequency subbands, similar to the
way the human visual system operates. This property makes it especially suitable
for segmentation and classification of images [91, 92]. As far as classification is
concerned, appropriate features need to be extracted to obtain a representation
that is as discriminative as possible in the transform domain. It is known that
proper feature selection is likely to improve the classification accuracy with fewer
number of features. A widely used Wavelet feature is the energy of each Wavelet
subband obtained after WPT [90, 91, 92].
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Two-dimensional WPT decomposition allows analysing an image simultaneously
at different resolution levels. Different energy functions can be used to extract
features from each subband for classification. Commonly used energy functions
include magnitude, magnitude squared and the rectified sigmoid [92]. In this
research, the definition of energy based on squaring is used. The energy in different
subbands is computed from the subband Wavelet coefficient [91, 92]:
σ2p(k) =
∑
i
∑
j
[Cpk(i, j)]
2 (5.17)
where σ2p(k) is the energy of the obtained (decomposed) image projected onto
the subspace at node (p, k). The energy of each subband provides a measure of
the image characteristics in that subband. The energy distribution has shown to
have important discriminatory properties for images and as such can be used as a
feature for classification.
5.5.3 The feature vector
To train the SVM classifier, a group of data that contains features of each targeted
defect type must be applied. Accordingly, each defect area or blob is analysed
by MRA-WPT with Daubechies six-tap filter (db6) and three-level decomposi-
tion (L = 3) to generate decomposition subbands. After each decomposition level,
the energies are calculated. A feature vector (FV) of length 12, which contains
the energies (four energy values per level), is generated.
The generated FV was tested to check its performance. It was found practically
that some regional features need to be considered in forming a final FV that will
be used in training of the built SVM classifier. This is because to generate these
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regional features, each defect blob is considered as an image containing different
shaped regions, and some image processing procedures are applied afterwards.
Mainly, thresholding converts the defect image to a binary image. White regions
correspond to background while the black ones correspond to foreground (or vice
versa). These regions are referred to as “islands”. The threshold value is set so that
the lowest 15% of the pixel intensity values within the defect blob are considered
redundant, and each pixel in the blob is set to one (white) if its intensity is higher
than the threshold and zero (black) otherwise. Figure 5.2 shows this concept.
(a) Original defect blob
(b) Defect blob after thresholding
Figure 5.2: Islands concept of a flaw
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Each of the generated islands is assigned a unique label according to the following
equation:
Rk = k, k = 1, 2, 3, · · · , N (5.18)
where Rk is the k
th region in the blob from the N regions.
Many regional features can be found and employed in defect classification. The
commonly used ones are as follows:
a) Area: represents the total number of pixels in all regions and is given by:
AR =
n∑
i
m∑
j
R(i, j) (5.19)
b) Relative area (RA): represents the ratio of the number of pixels in all regions
to the area (total number of pixels) of the blob outlining all islands and is
given by:
Arelative =
AR
Ablob
(5.20)
c) Number of positive islands (NPI): represents the number of the islands in
the defect blob after thresholding.
d) Total number of islands (TNI): represents the number of the islands in the
absolute of the defect blob after thresholding.
e) Solidity: is the area of each island divided by the area of the smallest convex
polygon containing that island.
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f) Extent: represents the area of each island divided by the area of the smallest
rectangle containing that island and is given by:
Extent =
AR
Arect
(5.21)
where Arect is given by:
Arect = (imax − imin)(jmax − jmin) (5.22)
Many practical tests were attempted, and as a result it was found that after adding
three regional features to the Wavelet energies FV, the performance of the SVM
classifier was enhanced against the unseen defects. The three regional features are
TNI, NPI and RA.
In a nutshell, the final FV contains 15 values and is expressed as:
FV = [WPT energy values (1− 12), TNI, NPI, RA] (5.23)
5.5.4 Classification performance criteria
The built SVM classifier is used to automatically classify the six pure internal
defect that were explained previously. D-scan samples containing these types of
defects were used to train and test the classifier after applying the operations
mentioned earlier on each defect blob.
The defect blobs have been used to obtain different training and testing patterns.
The output of the SVM classifier is a number which codifies each kind of defect as
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follows: 1 for IC, 2 for LOF, 3 for LOP, 4 for SL, 5 for TL and 6 for PO. As men-
tioned previously, the SVM classifier has been trained using 5-degree polynomial
kernel implementing the OAA. At the end of the training phase, test patterns are
applied and SVM classifier returns a particular matrix, so called confusion ma-
trix (CM) [70, 90], which evaluates the goodness of a trained classifier. Generally
speaking, the element CMij of a CM represents the probability that a single pat-
tern belonging to the i − th class could be classified as belonging to the j − th
class (sum of elements of each rows is therefore equals to unity). Thus, the more
the CM is similar to the identity matrix, the better classification performance
is. The other performance factors that are selected to assess SVM classifier are
the classification accuracy (CA) and classification precision (CP). In terms of CM
elements, classification accuracy and precision are defined as follows:
CA =
∑nc
i=1CMii
nc
× 100% (5.24)
CP =
1
nc
nc∑
i=1
CMii∑nc
j=1CMji
× 100% (5.25)
where nc is the number of classes to be discriminated (nc = 6 in the present
case). The automatic classification results using SVM classifier will be shown in
Chapter 7.
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5.6 Automatic flaw classification based on di-
mensionality
Apparent defects (that are not pure internal) can be classified using the recorded
sizing and positioning information from previous stages in addition to the relative
phase relationship between the defect echoes and the lateral wave [3]. These defects
are:
a) Upper crack,
b) Near surface slag,
c) Lower surface breaking defect,
d) Small pieces of slag or pores,
e) Small surface slag line.
These defects are tackled by an algorithm that is different from the one which deals
with the pure internal defects mentioned earlier. First, the algorithm checks the
defect blob dimensions and shape to see whether the defect shows one or two tip
echoes. In the latter case, the flaw is referred to the SVM classification algorithm
because it is considered as pure internal defect. However, if the defect shows one
echo only, then this means it may be breaking one of the surfaces, a small surface
slag line, or a point flaw. Furthermore, the distance of defect from the lateral
wave or the backwall echo is used to decide whether the defect breaks one of the
surfaces or it is an embedded defect, while the width of the flaw can be used to
discriminate between the small surface slag line and the point flaw. In the case of
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a small surface slag line, the phase information is used to differentiate it from an
upper crack.
The above procedure is based on the European Standard 583 − 6 [63] in classifi-
cation of flaws according to dimensionality. As mentioned earlier in this chapter,
classification algorithm that is based on dimensionality can be realised in theory
by a group of conditional- or if-statements. Figure 5.3 shows a flowchart of such
algorithm.
In order to achieve a comprehensive flaw characterisation algorithm based on di-
mensionality, another algorithm was implemented based on the American Stan-
dard ASME XI codes [20] that is is used to classify crack-like flaws according to
the aspect ratio of the flaw depth to height. A flowchart of this algorithm is shown
in Figure 5.4.
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Figure 5.3: A flowchart illustrating the dimensional flaw categorisation algo-
rithm based on the European Standard ENV 583-6
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Figure 5.4: A flowchart illustrating the dimensional flaw categorisation algo-
rithm based on ASME XI codes (crack-like flaws)
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5.7 Summary and conclusions
This chapter has presented several promising methods to aid in automation of
TOFD flaw classification. The SVM classifier is used to classify pure internal
flaws category and is robust and promising compared to other classifiers (e.g. NN).
For that purpose, features taken from the Wavelet transform (more specifically,
the MRA-WPT energies) have been used and they seem to be very powerful as
inputs to the SVM classifier. Wavelet features have reduced the complexity of
the process of feature extraction, and accordingly, no feature reduction methods
were needed. For apparent defects, classification based on dimensionality is used.
Moreover, two algorithms are implemented based on the European and American
standards. These two algorithms are integrated with the SVM classifier to create a
comprehensive automatic classification tool that aid human operators in decision-
making.
As a personal impression and after discussions with experts in the TOFD field,
flaw classification procedures in the future will be more dependent on flaw dimen-
sionality (i.e. sizing and positioning information) as a main input rather than
visual signatures.
The task of flaw classification in noisy data can be difficult. The same can be said
if the data is collected in poor surface conditions. For that purpose, data pre-
processing is crucial along with the use of advanced processing techniques, and
interpretation may be extended in this case beyond compression waves region.
Next chapter proposes novel utilisations of the mode-converted waves region in
accurate sizing and characterisation of flaws.
Chapter 6
Mode-Converted Waves
Utilisation in Flaw Sizing and
Characterisation
6.1 Introduction
Manual TOFD data interpretation utilises the compression waves portion of the
collected data only and overlooks the mode-converted waves region in general.
Even the available automatic or semi-automatic TOFD interpretation methods
still consider the mode-converted data as irrelevant and redundant. This chapter
shows novel utilisations of the data included in the mode-converted returns for
accurate sizing and characterisation of weld flaws. The mode-converted shear
waves utilisation is considered as an added value to the D-scan scheme to make it
more useful and accurate and comparable with a B-scan. The results achieved so
far have been promising in terms of accuracy, consistency and reliability.
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6.2 Compression waves region
Compression (longitudinal) waves are used highly in TOFD since they arrive at
the receiver first before any possible shear waves and make the specification of a
velocity for sizing easier. As mentioned in an earlier context, despite all the good
features of TOFD, it suffers from some limitations and inaccuracies. TOFD suffers
from a noticeable sizing error of off-axis flaws with D-scans due to the acquisition
software misinterpretation. Moreover, detection and sizing of surface and near-
surface cracks are always a weakness in any TOFD inspection system [61, 62].
Similarly, flaw classification is sometimes challenging in situations like the presence
of high noise or poor scanning surface conditions.
Generally, manual TOFD interpretation depends only on the returns in the com-
pression waves region. The mode-converted shear waves are usually overlooked and
considered redundant in most cases, apart from a quick glance by the operator to
see if it looks reasonable and appropriate.
6.3 Mode-converted region
Shear waves are produced and received by the probes at approximately half the
angle of the compression waves. They may also be generated due to the change
of the ultrasonic compression wave propagation upon reflection or refraction at
acute angles at an interface or after hitting a reflector (e.g. a defect) inside the
material under test. There is nothing to stop shear waves existence in TOFD
data. Occasionally, they are useful because of the shorter wavelength for a given
frequency and a lower velocity, which spreads the signals out further in time.
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Accordingly, the shear wave velocity is smaller (approximately, half of longitudinal
wave velocity and hence twice sensitive).
When the crack tip is located at a depth not greater than 67% of the thickness of
the material, the backwall reflected longitudinal wave reaches the receiver before
shear diffracted wave from the defect tip (will be proven later in Section 6.6).
Figure 2.4 has shown a typical A-scan, with region 5 denotes the mode-converted
waves portion.
Mode-converted waves can be utilised more with D-scan cases rather than B-scan,
as they can give rise to a pattern in the parallel scans which can cause confusion [4].
This pattern does not normally occur for non-parallel scans. Accordingly, the
mode-converted region is completely ignored with B-scan scenarios. Figure 2.5
has shown a D-scan and a B-scan with the mode-converted waves region indicated,
respectively.
6.4 The utilisation of the mode-converted waves
Mode-converted shear waves appear in the portion of the TOFD image immedi-
ately after the backwall echo, and may provide an exceptional resolution of shallow
flaws especially when the flaw is located closer (laterally) to one of the probes. In
all cases, due to the lower speeds of these echoes, they may provide better resolu-
tion of the flaws than in the compressional wave. Although this mode-converted
data is often discarded because the diffraction signal is stronger for longitudinal
waves than for shear waves and to gain benefits in processing time, there are
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instances where examining the patterns in this portion can lead to meaningful
insight into the geometry and nature of the flaws.
After a thorough research, it is found that the mode-converted waves region data
can be utilised in the following areas (applied to D-scans only):
a) Accurate positioning of off-axis flaws,
b) Accurate sizing of off-axis flaws,
c) Sizing of shallow surface and near-surface defects,
d) Flaw characterisation of complicated flaws or in noisy data and poor surface
conditions.
Next sections provide details on each utilisation.
6.5 Mode-converted waves and flaw position es-
timation of off-axis flaws
Section 4.6.2 has presented the curve fitting method. This method has shown
a very important result: it is possible to measure the transverse position of a
defect when performing an ultrasonic D-scan by studying how the arcs of a defect
indication vary with scan position. This information would normally be obtained
only from a B-scan image. This method suffers from one limitation: it does
not indicate whether the defect is off-axis to the right or to the left of the weld
(direction of the displacement). In other words, the value of X is determined
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accurately, but it is not obvious whether this off-axis shift is to the left or to
the right of the centre line of the weld. Until now, it has only been possible to
overcome this uncertainty by carrying out a B-scan.
To overcome this limitation, a novel solution is proposed here by exploiting the
information in the mode-converted region of the D-scan. This region is generally
overlooked or discarded when sizing defects, and does not feature in most TOFD
standards [3, 63, 67]. Upon close inspection, however, mode-converted returns
are highly indicative, as shear waves are twice as sensitive as longitudinal waves,
having shorter wavelength and a lower velocity. Recall that the mode-converted
waves are generated due to the change of the ultrasonic wave propagation upon
reflection or refraction at acute angles at an interface.
It is therefore possible to exploit the fact that mode-converted returns are inher-
ently asymmetric in that the inward (longitudinal) pulse travels faster than the
outward (shear wave) pulse. This allows the direction of the lateral offset to be
determined by reversing the direction of the beams and comparing the resulting
echo times. Figure 6.1 shows two symmetrical flaws and their indications in the
compression and the mode-converted waves regions. The two flaws have the same
indication in the compression waves region in contrast with the mode-converted
region where two distinct indications are present. By checking the time of the two
mode-converted indications, the flaws can be concluded to be either closer to the
transmitter or the receiver of the scan equipment.
Most commercial equipment used for TOFD scanning can provide the feature of
operating multichannel probes concurrently (called software channels). Using this
feature (and referring to Figure 6.2), two channels are defined as follows:
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Figure 6.1: Time difference between defects in the mode-converted indication
a) Channel 1: Probe 1 is transmitting while probe 2 is receiving.
b) Channel 2: Probe 2 is transmitting while probe 1 is receiving.
As it can be seen from Figure 6.2, the indication in the compression (upper) region
shows almost the same position for both transmitter-receiver setups. The differ-
ence is found in the mode-converted (lower) region, where there are two different
times (t1 and t2). As the inward (compression wave) propagation is always faster
than the outward (shear wave) propagation, the defect will consistently appear
to the shallower (closer to the surface) when the probe closest to it is receiving.
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Exploiting this observation allows automatic determination of the direction of off-
set, and in conjunction with the method explained in Section 4.6.2, the offset and
depth error can be all but eliminated.
Figure 6.2: The flaw is actually closer to R1 in T1 −R1 setup (shortest time)
6.6 Mode-converted waves and flaw sizing esti-
mation of off-axis flaws
The previous section shows a possible use of the mode-converted waves to help
in accurate positioning of flaws. This section proposes some further concepts,
methods and techniques that utilise the shear times of the mode-converted waves
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for the task of accurate sizing and positioning of flaws when the conventional
methods fail due to data issues, complexity or the presence of shallow defects.
Consider a flaw of height (or length) L and oriented vertically at a depth d from
the scanning surface in a component of thickness D (see Figure 6.3). It is required
to express the diffracted echo of the top and bottom tips of the flaw in terms of
shear times instead of the longitudinal ones. When the the flaw tip is located
exactly in the centre line between the probes, then the time-of-flight is straight
forward and will be shown in the following steps.
Figure 6.3: Typical TOFD representation of a defect lying on the centre line
between the probes
The time-of-flight of the longitudinal backwall echo (tBW ) can be shown to be:
tBW =
2
vL
√
s2 +D2 (6.1)
where all the parameters have their ordinary definition. The times of the longitudinal-
diffracted echoes from the defect top and bottom tips ttl and tbl are given by:
ttl =
2
vL
√
s2 + d2 (6.2)
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and:
tbl =
2
vL
√
s2 + (d+ L)2 (6.3)
On the other hand, the times for the shear-diffracted (transverse) echoes from the
defect top and bottom tips tts and tbs can be expressed as:
tts =
(
1
vL
+
1
vS
)√
s2 + d2 (6.4)
and
tbs =
(
1
vL
+
1
vS
)√
s2 + (d+ L)2 (6.5)
where vS is the shear velocity in the material. Now, relating the two sets of
equations for longitudinal- and shear-diffracted echoes, it can be shown that
tts =
[
n+ 1
2
]
ttl (6.6)
and
tbs =
[
n+ 1
2
]
tbl (6.7)
where n = vL/vS. In physical terms, this can be seen as in line with the concept
of Poisson’s effect in materials. Recall that the Poisson’s ratio for a certain object
is the ratio of transverse contraction strain to longitudinal extension strain in the
direction of stretching force [93]. For the above case, Poisson’s ratio is positive
and is equal to (n+ 1)/2.
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Logically, the shear-diffracted echo must appear after the longitudinal echo so that
the longitudinal and transverse waves will not overlap (a situation that happens
when the probes are too close together for example). As a result, the shear-
diffracted echo from the defect top tip must appear after the longitudinal backwall
echo. In mathematical terms:
tts > tBW (6.8)
and using the equations above for both terms, then:
s >
√
D2 −Rd2
R− 1 (6.9)
where
R =
1
4
(1 + n)2 (6.10)
For simplification, it can be assumed that vL ≈ 2vS, then Equation (6.9) reduces
to:
s >
√
4D2 − 9d2
5
(6.11)
Equation (6.11) leads to the definition of the minimum PCS required for shear-
diffracted echo to appear after longitudinal echo. Based on this equation, it can
be concluded easily that the following relation must be met:
d <
2
3
D (6.12)
In words, when depth d of the defect tip that is diffracting is greater than 67%
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of the thickness D, Equation (6.11) fails, i.e. the diffracting crack tip should
lie within 67% of the thickness from the top surface to get the arrival time of
shear tip-diffracted signal (ttS) greater than the arrival time of the longitudinal
bottom-reflected signal tBW . For a given PCS, the general form of this relation is:
d <
√
D2 − s2(R− 1)
R
(6.13)
As a numerical example, for a sample plate of 25 mm thickness, in order to be
able to detect a flaw of 3 mm depth, the selected PCS should be taken to be less
than 44 mm. This, of course, should be done in conjunction with other system
parameters to assure the sensitivity and resolution required to detect that defect.
Returning back to Equations (6.4) and (6.5) and rearranging, the depth of the
defect d and length (height) L can be shown to be:
d =
√
v2Lt
2
ts
(n+ 1)2
− s2 (6.14)
L =
√
v2Lt
2
bs
(n+ 1)2
− s2 − d (6.15)
As a quick verification, n = 1 for the longitudinal incidence and longitudinal
diffraction, and Equations (6.14) and (6.15) reduce to the essential time-of-flight
equations with longitudinal times:
d =
√
v2Lt
2
tl
4
− s2 (6.16)
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and
L =
√
v2Lt
2
bl
4
− s2 − d (6.17)
Consider now the situation when the crack is off-axis. In this case, there are
two possibilities (a flaw that is either off-axis to the right or to the left). Recall
that the previous section has discussed and addressed the problem to distinguish
between the two possibilities. For that reason, only one case (right off-axis) will
be discussed. In this case, the time-of-flight of the diffracted signal from the top
tip of the crack due to the shear wave can be expressed as:
tts =
1
vL
√
d2 + (s+X)2 +
1
vS
√
d2 + (s−X)2 (6.18)
and that of the bottom tip is:
tbs =
1
vL
√
(d+ L)2 + (s+X)2 +
1
vS
√
(d+ L)2 + (s−X)2 (6.19)
Equation (6.18) can be solved (numerically) for d to get the depth of an off-axis
crack derived from shear wave time-of-flight. Similarly, Equation (6.19) can be
solved for L to get the crack length. Symbolic expressions for d and L in this case
are much more complicated than the ones in Equations (6.14) and (6.15), and
only numerical solution can be found after substituting the values of the other
variables. It is worth mentioning that this requires accurate knowledge of the
value of X (Section 4.6.2) in order to end up with accurate determination of d
and L.
The application of the above technique was found to be significance when the
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flaw indication in the compression area (longitudinal waves signature) is not clear,
disturbed or noisy while the one in the mode-converted area is clear. The results
of this method (will be shown in Chapter 7) were found to be more accurate in
estimating the values of d and L.
6.7 Sizing of shallow and near-surface defects
Surface-breaking and near-surface cracks are always overlooked or incorrectly sized
in TOFD systems due to the fact that the lateral wave masks most of flaw indica-
tion. In most of the cases, there is a clear sign of such flaws in the mode-converted
waves region indicating that there is a flaw for consideration. Even though a
defect can be detected and sized based on the compression regions indications
(longitudinal times), there is no guaranty that the obtained sizing measurements
are accurate. It has been found that shear times can be very useful in such cases.
Hence, in order to measure accurately the size and position of such flaws, a similar
procedure to that mentioned in the previous section can be followed.
6.8 The mode-converted waves utilisation in flaw
characterisation
In addition to the compression waves region, flaws in general show indications
in the mode-converted waves region that may contain more details and are more
indicative. This (as mentioned previously) is due to the fact that shear waves are
as twice sensitive as longitudinal waves (on the expense of being slower). This
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feature can be utilised in flaw classification topic, especially when the compression
waves region flaw indication is weak and not informative [94, 95].
A preliminary work has commenced to exploit this feature towards an automatic
flaw classification tool that can classify different types of standard flaws like SL,
PO, IC, LOF and LOP. Figure 6.4 shows samples of flaws with their indication
in both the compression and the mode-converted regions. It can be seen clearly
that mode-converted indication of each flaw contains more details and texture
variations than the one in the compression region.
Figure 6.4: Sample of D-scans with flaw indications in the compression and
mode-converted regions
The classification procedure was implemented using a SVM classifier, which is
fed by inputs of a group of regional and statistical features. These features are
extracted from each defect blob under consideration. The SVM classifier were
trained using a representative set that comprises of 30% of the whole available
data. The rest of data (70%) was used for testing purposes. With some tuning to
the classifier and the features, a satisfactory classification accuracy was obtained.
Chapter 6. Mode-Converted Waves Utilisation in Flaw Sizing and
Characterisation 173
More work and details will be shown and published in a future context in this
regard.
6.9 Summary and conclusions
This chapter has proposed novel methods based on the use of the mode-converted
waves region to enhance the accuracy of sizing and positioning of off-axis defects
in ultrasonic TOFD D-scan data as part of a comprehensive computer-aided in-
terpretation tool. The TOFD data acquisition model has been enhanced to take
account of the possibility of a lateral offset, and this has been accurately modelled
using D-scans alone. Furthermore, the ignored and discarded mode-converted
waves portion of the data has been manipulated for the first time to determine the
relative flaw displacement, exploiting the inherent asymmetry of the transverse
wave propagation path. Sizing of shallow and near-surface defects can be done
more accurately by following a similar procedure, and characterisation of compli-
cated flaws or in a noisy environment or poor surface condition can be made more
accurate as well.
Accordingly, more valuable results are obtained from D-scans, hence precluding
the need for further B-scans, which is considered as a major achievement in terms
of reducing the total inspection time and cost. This could potentially open a new
paradigm and revolutionise TOFD data interpretation because the utilisation of
the mode-converted waves in accurate sizing and classification looks very promis-
ing.
Chapter 7
Results and Discussion
7.1 Introduction
During the course of this work, many tests have been attempted and results were
obtained. These tests covered all the developed methods and algorithms.
This chapter summarises the relevant results obtained from the work in this
project. It also presents the developed GUI tool that is used to run the proposed
algorithms.
7.2 Test data
The proposed methods in this research project have been implemented using
MATLABTM, which is a well-known mathematical tool used by engineers and
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scientists that saves development time when compared to using a high-level pro-
gramming language. The developed methods have been applied to a data set of 76
D-scans from steel plates containing 163 weld defects representing different classes
as summarised in Appendix B, with the majority being off-axis. The D-scans are
collected using a 5 MHz TOFD system and 60◦ probes with 100 MHz sampling
frequency. The plates have thicknesses between 20 and 30 mm, with different
defect sizes and depths, all characterised and documented by the manufacturer of
the steel plates. They are used for training and examination purposes at Laven-
der International Ltd, UK, and the scans are independently verified by a trained
expert using one of the available commercial TOFD software.
Another data set that contains few D-scan samples was used in testing as well. It
contains scans taken from real plates and pipe workpieces.
A GUI was developed to execute the written MATLAB functions that implement
the developed algorithms. The GUI was developed using MATLAB graphical
tool. Also, there is another prototype GUI that was developed using Visual C++
in Microsoft Visual StudioTM environment. Details of the developed GUIs will be
shown later in this chapter.
7.3 Detection results
The developed detection method explained in Section 3.3 that is based on the use
of MRA-WPT along with FCMI algorithm has proven to be rapid, accurate and
robust. The data set used in the tests is the one shown in Appendix B. Using
a PC with Intel Core 2 Duo @3.0 GHz processor running MATLAB R2011a, the
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detection result has been achieved in a matter of seconds (between 1 and 5 s)
depending on the size of the D-scan image. The output is readily understood by
people not routinely involved with ultrasonics as each defect is outlined with a box.
The defects in the scan files are successfully detected with a POD of 98.77% (161
out of 163 defects) and a FCR of 5.52% (9 false alarms of 163 defects) due to point
flaws that are usually negligible and unreported in manufacturers data sheets. The
obtained POD is considered very promising. Recall that the anticipated POD of
TOFD is 95%.
7.4 Sizing and positioning results
A combination of the previously discussed methods and techniques in Chapter 4
and 6 have been implemented using MATLAB to size and locate flaws. The
developed methods have been applied to the 76 test plates D-scan samples con-
taining 163 weld defects (139 internal defects, 24 surface and near-surface defects)
listed in Appendix B. The majority of the achieved results of flaw depth and height
are more accurate than manual results (with reference to the manufacturer data
sheets), and in a fully automatic and unsupervised manner. For depth measure-
ment, 90% of the obtained results are closer to the actual values, compared to
only 10% obtained by a trained operator, and for height measurement, the ob-
tained percentages are 78% and 22%, respectively. This leads to a major error
reduction in sizing and positioning process when compared to manual interpreta-
tion. For flaw depth and height measurements, the average error when compared
to the actual sizing data is less than ±1 mm for all defect classes except for the
surface-breaking cracks where the average error is slightly above ±1 mm because
the flaw echo is merged with the lateral wave or backwall echo. Tables 7.1 and 7.2
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quantify the obtained results with a comparison between the automatically com-
puted and manually measured values. The advantage of the automatically com-
puted values can be seen clearly from these two tables compared to the manual
ones. Figures 7.1 to 7.4 show the results in graphical means for internal flaws and
upper cracks.
The obtained results are also compared to sizing measurements obtained from
manual interpretation of B-scan samples for the same investigated flaws, and the
result is found to be similar in accuracy performance for 95% of the interpreted
samples, with an advantage of 5% only of B-scan over the developed algorithms
that deploy D-scans.
The main reasons behind the enhanced sizing and positioning accuracy are found
to be the accurate estimation of the off-axis displacement and the use of the mode-
converted waves that help in the subsequent flaw depth and height measurements.
Table 7.1: Sizing results for 139 internal flaws
Depth Height
Automatic Manual Automatic Manual
Average error (mm) 0.47 1.13 0.43 0.60
Maximum error (mm) 1.40 3.00 1.25 2.00
Accuracy 90% 10% 78% 22%
Table 7.2: Sizing results for 24 surface and near-surface flaws
Depth Height
Automatic Manual Automatic Manual
Average error (mm) 1.02 1.33 0.73 1.01
Maximum error (mm) 3.00 3.00 1.79 2.00
Accuracy 54% 46% 79% 21%
Sizing and positioning process has been achieved in a matter of seconds for each
scan image (can take several minutes or even hours with manual interpretation,
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(a) Flaw depth
(b) Flaw height
Figure 7.1: Comparison between the actual and the automatically computed
depth and height for internal flaws
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(a) Flaw depth
(b) Flaw height
Figure 7.2: Comparison between the actual and the automatically computed
depth and height for upper cracks
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(a) Depth error
(b) Height error
Figure 7.3: Error in calculating depth and height for internal flaws
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(a) Depth error
(b) Height error
Figure 7.4: Error in calculating depth and height for upper cracks
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specifically when cross-check is required) and with very high accuracy, which can
be considered as an important achievement from simple D-scans.
7.5 Characterisation results
As mentioned in Sections 5.5 and 5.6, two methods are used to classify flaws. The
first method employees an intelligent classifier built using SVM. The developed
algorithm for this method is used to classify pure internal defects according to
the British Standard BS 7706 [3]. The second method is used to classify apparent
flaws based on dimensionality (sizing and positioning) information. For that pur-
pose, two algorithms based on the European Standard ENV 583− 6 [63] and the
American Standard ASME XI codes [20] are used.
For pure internal flaws, this research focuses on automatic classification of six flaw
types that require advanced visual processing for interpretation. D-scan test sam-
ples containing 103 (a subset of data shown in Appendix B) documented defects
are used in the SVM classification algorithm. The targeted defects for classifica-
tion are summarised in Table 7.3 below, along with the corresponding available
number of samples per each defect type.
Table 7.3: The used flaw samples for SVM characterisation
Defect type Abbreviation Code Used samples
Internal crack IC 1 16
Lack of fusion LOF 2 14
Lack of penetration LOP 3 8
Slag lines SL 4 44
Threadlike TL 5 6
Porosity PO 6 15
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It should be noted that the used feature vector of length 15 is found suitable
for classification based on the defect types and the available samples. Larger
feature vectors would be needed to classify more defect types to avoid overfitting.
The output of the SVM classifier is a number which codifies each kind of defects
(from 1 to 6). As mentioned previously, the SVM classifier has been trained
using a 5-degree polynomial kernel implementing the OAA method. At the end
of the training phase, test patterns are applied and the SVM classifier returns
the confusion matrix, which evaluates the goodness of a trained classifier. As
mentioned previously, the element CM ij of a CM is the probability that a single
pattern belonging to the i-th class could be classified as belonging to the j-th class.
Thus, the more the CM is similar to the identity matrix, the better classification
performance is. The other performance factors that are used to assess the SVM
classifier are classification accuracy and precision.
The 103 defects have been used to obtain different training and testing patterns.
Table 7.4 shows the resulting CM of the developed SVM classifier for three different
tests, while Table 7.5 shows the resulting CA and CP. It can be seen from these
tables that after applying the built SVM classifier using 23%, 37% and 47% of the
available defect samples for training, classification rates of 82%, 92% and 100%
were obtained, respectively. The obtained classification rate is rather good for
such excercise and shows the potential of the developed SVM classifier.
In the case of flaws that can be classified according to the categories recognised
by European Standard ENV 583 − 6 [63], a data set of 70 defects is used to
test the algorithm, and all the defects are classified correctly using the sizing and
positioning information, achieving a 100% classification rate. For crack-like flaws
that are classified according to the categories recognised by ASME XI codes [20],
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a data set of 46 cracks (24 UC, 16 IC and 6 LC) is used, which contains cracks
open to one of the surfaces or clear internal cracks categories. All the cracks in
the data set are classified correctly using the sizing and positioning information,
achieving a 100% classification rate.
Table 7.4: Characterisation tests with the resulting confusion matrix (CM)
Defect Training
samples
Testing
samples
Total Confusion matrix (CM)
Test 1
IC 4 12 16

0.8 0.1 0.1 0.0 0.0 0.0
0.1 0.8 0.1 0.0 0.0 0.0
0.1 0.2 0.7 0.0 0.0 0.0
0.0 0.0 0.0 0.8 0.1 0.1
0.0 0.0 0.0 0.0 0.9 0.1
0.0 0.0 0.0 0.1 0.0 0.9

LOF 3 11 14
LOP 2 6 8
SL 9 35 44
TL 2 4 6
PO 4 11 15
Test 2
IC 6 10 16

0.9 0.1 0.0 0.0 0.0 0.0
0.0 0.9 0.1 0.0 0.0 0.0
0.1 0.0 0.9 0.0 0.0 0.0
0.0 0.0 0.0 0.9 0.0 0.1
0.0 0.0 0.0 0.0 0.9 0.1
0.0 0.0 0.0 0.0 0.0 1.0

LOF 6 8 14
LOP 4 4 8
SL 14 30 44
TL 2 4 6
PO 6 9 15
Test 3
IC 8 8 16

1.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0
0.0 0.0 1.0 0.0 0.0 0.0
0.0 0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0
0.0 0.0 0.0 0.0 0.0 1.0

LOF 8 6 14
LOP 5 3 8
SL 18 26 44
TL 3 3 6
PO 6 9 15
Table 7.5: Characterisation tests with the resulting classification accuracy and
performance
Training
data size
Classification
accuracy
(CA)
Classification
performance
(CP)
Test 1 23% 82% 82%
Test 2 37% 92% 94%
Test 3 47% 100% 100%
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7.5.1 Post processing and output representation
Post processing is required in order to generate a simple visual output repre-
sentation from the developed algorithms that provides flaw detection, sizing and
characterisation information to the users (operators).
A visual defect report can be generated after rescaling the axes of the D-scan image.
Generally, the axes of the output presentations are related to measurements in the
image domain, the horizontal axis is in units of scans and the vertical axis is
in samples, and not to the actual depth and width of the scans. Accordingly,
these axes are rescaled so that the vertical axis represents the depth whereas the
horizontal axis represents the distance, both in millimetres.
The vertical axis can be rescaled to express the actual depths and heights of
the flaws by using the mathematical model for time-to-depth conversion which is
represented by the equation [2, 5]:
d =
√
c2t2r
4
+ sctr −∆y2 +
( ∆ys
s+ 1
2
ctr
)2
(7.1)
where tr is the referenced lateral wave time explained previously in Section 4.4.6.
This equation is non-linear, and accordingly rescaling the vertical axis to represent
depth results is a non-linear scale too.
The horizontal axis is rescaled using values from TOFD acquisition system’s pa-
rameters, which can be retrieved from the TOFD scan file header. These values
are the collection step (the number of collected A-scans per millimetre) and the
averaging factor. With a collection step of 10 scans/mm and an averaging factor
of 5, each pixel in the horizontal axis represents 0.5 mm.
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All information from automatic detection, sizing and positioning and character-
isation stages are combined in one simple output image which represents a final
visual defect report that is readily understood by people who are not routinely
involved in ultrasonic NDT technology. An illustration of this output is shown
in Figure 7.5, with all potential defects being highlighted, sized and charcterised,
along with an estimate of the exact positions of the lateral wave and the backwall
echo. Actual types and sizes of defects in the original scan used to show this
output are given in Table 7.6 for comparison purposes.
Figure 7.5: Final representation of the interpretation results
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Table 7.6: Actual types and sizes of defects in the original scan used to show
the output of Figure 7.5 versus the estimated and computed by the proposed
algorithms
Defect 1 Defect 2 Defect 3
Class
Actual SL LOF TL
Estimated SL LOF TL
Depth (mm)
Actual 14.00 6.50 8.00
Computed 13.94 6.42 7.50
Height (mm)
Actual 3.50 8.70 6.90
Computed 3.27 8.65 6.76
Width (mm)
Actual 16.00 28.00 28.00
Computed 15.00 27.50 27.50
7.6 The automatic interpretation tool
The available commercial software that is used for TOFD scans interpretation
(e.g. TomoViewTM and TD-ScanTM) does not provide the facility of automatic
interpretation, but rather it helps the operators (inspectors) to open the scan
files, detect, size and locate flaws manually by means of cursors and decide on
the type of flaws by expert judgment. This interpretation is therefore prone to
human error and a time consuming process. Figure 7.6 illustrates an example for
an existing commercial software that is used as a tool for manual interpretation.
This software, likewise other commercial TOFD software, does not provide any
automatic interpretation results or help to the operator, and all sizing and position
measurements are performed manually. Section 2.5.12 has provided a list of the
capabilities of such software.
One of the important and valuable outputs of this project is an interpretation
tool that is very convenient to the inspectors. In contrast to the commercially
available software, the developed tool provides automatic interpretation results
in a user-friendly GUI environment that offers many capabilities. It has been
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Figure 7.6: AGR TD-Scan software screenshot
implemented using MATLAB GUIDE tool in order to facilitate executing the
developed algorithms (MATLAB functions).
The tool has a main GUI that shows the available options (6 as shown in Fig-
ure 7.7). These options are:
a) Pre-processing,
b) Detection,
c) Sizing,
d) Classification,
e) Mode-converted analysis, and
f) Reporting.
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The user needs to load a D-scan data file (by pressing ‘Load Data’ button), which
should be in format readable by MATLAB (.mat for example). When select-
ing ‘Pre-Processing’ option, another GUI pops up, which contains different pre-
processing functions (Figure 7.8). These are:
a) Wavelet de-noising,
b) Wiener de-noising,
c) Thresholding,
d) Normalising,
e) Alignment,
f) Averaging,
g) Background removal,
h) Cross-correlation analysis,
i) Hilbert transformation,
j) Natural logarithm analysis,
k) Trend removal,
l) Variance image, and
m) Mask image.
It should be mentioned that these pre-processing functions are added to aid visual
interpretation and found to be helpful when assessed by inspectors and operators.
Recall that in Section 3.2, some pre-processing procedures are explained and they
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are in favour of the automatic interpretation, so they are implemented as default
pre-processing steps. Figures 7.9 to 7.15 show output examples of the provided
pre-processing functions.
Figures 7.16 to 7.20 show the result of executing other options of the tool (namely,
detection, sizing, characterisation and reporting). For convenience, a cursor option
(Figure 7.18) is also added so that some manual readings can be obtained and
verified against automatic results. Besides this option, all GUIs are equipped with
facilities like load, reload (refresh), reset and simulation (which shows a report
output example).
The built GUI tool provides an output that is more readily understood by people
not routinely involved in ultrasonic TOFD inspection, and remarkable perfor-
mance and user-friendliness. Other options and capabilities can be added to the
GUI easily in the future like the ability to provide some recommendations to the
inspectors (e.g. performing rescan or additional B-scan), in addition to generating
a textual report (along with the visual) automatically based on one of the followed
TOFD standards.
Chapter 7. Results and Discussion 191
Figure 7.7: GUI tool main window
Figure 7.8: Pre-processing GUI
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Figure 7.9: Wavelet de-noising pre-processing window
Figure 7.10: Wiener filter de-noising pre-processing window
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Figure 7.11: Background removal pre-processing window
Figure 7.12: Hilbert transform pre-processing window
Chapter 7. Results and Discussion 194
Figure 7.13: Natural logarithm pre-processing window
Figure 7.14: Variance image pre-processing window
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Figure 7.15: Mask image pre-processing window
Figure 7.16: Detection GUI
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Figure 7.17: Sizing GUI
Figure 7.18: Sizing GUI with linear cursor option
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Figure 7.19: Classification GUI
Figure 7.20: Visual report GUI
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7.7 Interpretation software prototype
It is worth mentioning that another interpretation tool is built, using Visual C++,
as a prototype of a bespoke automatic TOFD data interpretation software. Fig-
ures 7.21 and 7.22 show screenshots of that tool. The complete software is still
under development and it will be packaged as installable application using Vi-
sual Studio with all MATALAB functions made available as C/C++ code using
MATLAB MEX compiler. Details of the progress in building this software will be
published in a future context.
Figure 7.21: The prototype software main window
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Figure 7.22: The prototype software visual report result
7.8 Summary and conclusions
This chapter has shown the results after testing the proposed algorithms and
methods to automatically detect, size, locate and characterise weld flaws. All
algorithms were implemented using MATLAB as functions, and in oder to facilitate
the execution of these functions, a GUI tool was built. The developed algorithms
have been verified against variety of documented TOFD D-scan files of steel plates,
and different defect classes have been successfully detected, sized and characterised
with a consistency and accuracy greater than that of an expert operator and in a
fraction of time.
The results obtained so far after using these methods have been extremely promis-
ing in terms of speed, robustness, accuracy, error reduction and reliability when
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dealing with highly variable data. This would make the proposed techniques suit-
able in situations requiring automatic (or semi-automatic) near real-time process-
ing and interpretation of large volumes of data, hence, greatly reducing time and
human and experimental errors. Valuable results have been obtained from D-
scans, hence precluding the need for further B-scans, which is considered as a
major achievement in terms of reducing the total inspection time and cost. The
main reasons behind this are the use of powerful pre-processing techniques and
the utilisation of the mode-converted waves data.
A prototype for an interpretation software has been presented (still under devel-
opment) which features the use of Visual C++ and MATLAB MEX compiler to
create an installable package using Microsoft Visual Studio environment.
Chapter 8
Conclusions and Future Work
8.1 Conclusions
This research has proposed several novel and promising methods to aid in the
automation of detection, sizing and positioning and classification of flaws in TOFD
D-scan data as part of a comprehensive computer-aided interpretation tool.
A complete automatic interpretation system has been developed to process TOFD
data scan files and generate a visual defect report. The system starts by pre-
processing the D-scan image as an essential stage to prepare the data for subse-
quent processing. One of the pre-processing procedures is data de-noising using
MRA-WT which was found to impact positively flaw detection and classifica-
tion accuracy. Scan alignment and lateral wave detection are among other pre-
processing steps. Some of the used pre-processing methods have shown visual
enhancement to the data, which is in favour of not only automatic interpretation
but also manual interpretation by a human operator.
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The next stage is automatic flaw detection, which relies on image segmentation,
and for that purpose MRA-WPT texture analysis was used along with FCMI
algorithm. It should be mentioned that the results of the automatic flaw detection
are subject to operator verification and evaluation. Hence, it can be considered as a
way to help the operator focusing on specific areas of interest in scan image to aid
in making a final decisions regarding potential flaws. Automatic flaw detection
provides an important input to the subsequent stages, namely, flaw sizing and
characterisation. The complete D-scan image data may not be needed, but rather,
defect blobs are processed further in subsequent stages.
Several novel methods have been proposed and accurate flaw sizing and positioning
results were achieved. The limitation of off-axis flaws in TOFD data acquisition
model has been addressed and enhanced to take account of the possibility of a
lateral offset, and this has been accurately modelled using D-scans alone. Fur-
thermore, the ignored and discarded mode-converted portion of the data has been
manipulated for the first time to determine the relative flaw displacement, exploit-
ing the inherent asymmetry of the transverse wave propagation path. This is a
major breakthrough that may revolutionise TOFD data interpretation regimes.
Also, a curve fitting method was used to measure accurately the transverse posi-
tion of a defect when performing an ultrasonic D-scan by studying how the arcs
of a defect indication vary with scan position. This information would normally
be obtained only from a B-scan image.
Several techniques and methods have been proposed and implemented successfully
to aid in the automation of TOFD flaw classification. The SVM classifier is used
to classify pure internal flaws, and it proved to be robust and promising. Features
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taken from the Wavelet transform have been used and they seem to be very power-
ful as inputs to the SVM classifier. Wavelet features have reduced the complexity
of the process of feature extraction, and accordingly, no feature reduction methods
were needed. For other defect categories, classification based on dimensionality
(sizing and positioning information) is used and integrated with the SVM classifier
to have a comprehensive automatic classification tool that aid human operators in
decision-making process.
The overall response time of performing the above processes using the proposed
methods is remarkable. This is because of the inherent data compression ability
of Wavelet transform that has been used in different stages of detection and char-
acterisation. The processed images are smaller in size due to this compression,
leading to less computations and, accordingly, less processing time.
Overall, the obtained results after using the proposed system have demonstrated
remarkable improvements in terms of speed, robustness, accuracy, error reduction
and reliability when dealing with highly variable data. This would make the
proposed system a preferable option in situations requiring automatic near real-
time processing and interpretation of large volumes of data, hence, significantly
reducing time and human errors. More valuable results have been obtained from
D-scans, hence precluding the need for further B-scans, which is considered as a
major achievement in terms of reducing the total inspection time and cost. The
main reasons behind this are the use of powerful pre-processing techniques and
the utilisation of the mode-converted waves data. The novel utilisation of the
mode-converted waves in accurate sizing looks promising and can be thoroughly
investigated to explore its potential further.
An intuitive GUI tool was built, offering many capabilities to the inspectors. The
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built GUI tool provides an output that is more readily understood by people not
routinely involved in ultrasonic TOFD inspection, and shows very good perfor-
mance and user-friendliness.
The developed TOFD interpretation algorithms have been verified against variety
of documented TOFD D-scan files from steel plates, and different defect classes
have been successfully detected, sized and positioned and characterised with a
consistency and accuracy greater than that of an expert operator and in a fraction
of time.
An improved accuracy of sizing and positioning measurements have been demon-
strated from D-scans only (comparable to B-scans), and consequently, new in-
spection regimes and TOFD standards must take this result into consideration. A
single good quality D-scan can provide enough information to inspect a component
accurately rather than having many D- and B-scans.
Available TOFD standards do not have codes and definitions for an automatic
TOFD data interpretation system, and there is a need to develop such codes to
provide acceptance criteria and verification and validation processes. The system
proposed in this research and the obtained results can definitely feed in to this
purpose.
Automation of TOFD data interpretation is a challenging task, yet not impossible.
The tools presented in this work are not meant to replace human operators but
rather help in minimising time, aiding in decision-making and reducing errors.
Next generation of ultrasonic TOFD needs to deal with thick wall stainless steel
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plates and high-pressure, high-temperature pipes (that will be used in power gen-
eration field for example). This would definitely lead to complicated inspection
routines. Hence, advanced signal processing and computational intelligence tech-
niques to detect, size and characterise flaws will be needed, and the proposed
methods in this work are expected to play a vital role in this case.
8.2 Summary of contribution
This research offers many contributions to the field of ultrasonic TOFD data pro-
cessing and interpretation. These contributions can be summarised as follows:
a) Proposes for the first time that the mode-converted data can be used to find
the depth, length and position of flaws accurately.
b) Proposes for the first time that D-scans can provide sizing accuracy for off-
axis flaws that is comparable to that of B-scans, hence reducing the time
and cost of inspection and interpretation.
c) Proposes a complete automatic TOFD data interpretation system that relies
on D-scans only.
d) Proposes novel methods for flaw detection and characterisations.
e) Proposes outstanding TOFD data pre-processing methods that are based on
the use of multi-resolution analysis.
f) Proposes a user-friendly automatic interpretation tool with a graphical user
interface that offers many capabilities to the users.
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8.3 Future work
During the course of work in this research, several important and potential ideas
were originated. These can be integrated with the current findings and lead to
further research initiatives. The following is a list of suggestions for further work
that are applicable to ultrasonic TOFD:
a) Application of the proposed automatic method to complex geome-
tries. This can be achieved by adapting the proposed automatic TOFD
techniques to cope with complicated shapes like nozzles, T-joints and thick
cylindrical components.
b) Improving the quality and consistency of the input data through
advanced initial processing. This can be met by considering more com-
pensation for acquisition effects such as the missing scan lines caused by high
scanning speed, loss of signal due to lack of couplant and probe-lift off which
results in improvements in the subsequent stages.
c) Advanced defect sizing and positioning techniques:
• Investigating the relationship between timing measurements and phase
relationship between different defect echoes.
• Analysing the defects in orientation by detecting the profile of defect
echoes in B-Scan.
• Proposing smart analysis technique of the distinctive hyperbolic signa-
ture representation in B-Scan images which can provide valuable sizing
information.
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d) Continuing the study of the mode-converted (shear) waves region
and its potential:
• The use of advanced image processing techniques to utilise even further
the information in the mode-converted waves area.
• Detecting the profile of start and backwall signals of mode-converted
waves area in order to involve it further in the subsequent interpretation
stages.
• Achieving a high POD and confirming the existence of defects and auto-
matic segmentation and outlining of defect zones in the mode-converted
waves area to benefit from the exceptional resolution for shallow flaws,
which may help in detecting some hidden defects in the compressional
wave area.
• Involving the analysis of defect signature in the mode-converted waves
area which can provide valuable and exceptional information about each
defect class.
e) Enhancing output representation:
• Generating automatic textual defect report based on one of TOFD stan-
dards.
• Providing recommendation to the inspectors (e.g. rescan, further B-
scans, increase sampling frequency, choose another probe angle, reduce
the PCS...etc.).
• Representing results interpretation and providing mapping of detected
defects in 3-D.
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• Generating a knowledge base or database that can show and store dif-
ferent defect cases to be used as on-shelf data for training and compar-
isons.
f) Commercial implementation of an automatic interpreter. This can
be achieved by implementing the final system in a stand-alone robust soft-
ware form for an on-site use on a standard portable computer or handheld
device. That is, finishing the proposed software prototype introduced before.
g) TOFD and phased array for raster combined scans:
• Developing algorithms to process data of a combined scan through the
marriage between TOFD and the phased array. This combination pro-
vides the scan in a single pass, and hence scanning time will be less.
Also, the surface and near-surface defects can be detected in more ac-
curacy, and the focus depth is easily adjustable.
• Applying the idea of sectoral scans (S-scans) which is the ability to scan
a complete sector of volume without any probe movement.
h) Multi-probe TOFD systems. As more than two probes are likely to be
used in future TOFD schemes, it will be necessary to integrate the informa-
tion from these probes. Image fusion technique is a possible candidate in
this regard to interpret the resulting TOFD images.
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Appendix A
BS 7706 Flaw Types
The British Standard BS 7706 gives an excellent step-by-step guide to the char-
acterisation of TOFD flaw echoes and lists the types of flaws which are generally
recognised. The following sections explain the categories that are generally referred
to in BS 7706.
A.1 Planar flaws category
This category includes cracks and lack of fusion between the weld and the base
surface, and it is very critical [3].
Cracks They could be upper surface, internal or lower surface cracks.
An upper crack (UC) is a crack that is opened to the upper surface or very close to
it. It returns only one echo from the bottom tip of the crack (which is 45◦ out of
phase with the lateral wave), while the upper echo is masked in the lateral wave.
Upper cracks may appear as a short straight line in the D-scan image, and may
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be accompanied by a loss or a weakening of the lateral wave signal. Its depth,
height and the phase relationship with respect to the lateral wave can be used to
recognise this class, along with some regional features. A B-scan is recommended
to determine the accurate height and depth of this class. In D-scans, signals from
the near surface region can often be seen better after the backwall (as a shear wave
signal in the mode-converted region) because of the lower velocity and the time
scales are effectively increased. Figure 1 shows an example of an upper crack.
Figure 1: Upper crack illustration [2]
For the case of an internal crack (IC), two echoes with a distinct 180◦ phase
difference and some small irregularities can be recognised. The phase of the upper
tip echo is 45◦ out of phase with the backwall echo while the lower one is 45◦ out
of phase with the lateral wave. Internal cracks may appear as two lines above each
other in the D-scan image. The defect height, statistical and regional features can
be used to recognise this class. Figure 2 shows an example of an internal crack.
A lower crack (LC) is a crack that is opened to the lower surface or very close to
it. It returns only one echo from the top tip of the crack (which is 45◦ out of phase
with the backwall echo), while the bottom echo is masked by the backwall signal.
Lower cracks do not show any interruption to the backwall echo, and it is very
difficult to classify this type of cracks because there are many alternatives (e.g. a
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Figure 2: Internal crack illustration [2]
slag line or a lack of penetration). Therefore, B-scans are highly recommended to
classify and size this defect accurately. Lower cracks may appear as a single line
in the D-scan image. The distance from the backwall echo, the defect height, the
phase relationship with the backwall wave and the regional features can be used
to recognise this class. Figure 3 shows an example of a lower crack.
Figure 3: Lower crack defect illustration [2]
Lack of fusion Lack of fusion (LOF) is a weld condition when there is no
complete fusion between the weld material and the base metal. This may occur
mainly because of fast welding, incorrect torch or gun angle or poor edge prepara-
tion. LOF looks similar to an internal crack in the D-scan image (two lines above
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each other), with the same phase relationship but without irregularities between
the two echoes. Both echoes have similar amplitude. The statistical features, the
regional features and the defect height can be used to recognise this class. Figure 4
shows an example of a LOF case.
Figure 4: LOF defect illustration [2]
A.2 Volumetric flaws category
This category includes lack of penetration and large slag lines.
Lack of penetration Lack of penetration (LOP) is a weld condition when the
weld material may not penetrate the entire thickness of the base metal. LOP shows
two echoes. There is an unclear 180◦ phase difference between these two echoes,
with the upper tip echo being out of phase with the backwall echo by 45◦ while
the lower one being out of phase with the lateral wave by 45◦. The echo from the
upper tip is larger in size and much brighter than the echo from the bottom tip.
There is more than one defect signature for LOP. The statistical and the regional
features can be used to recognise this class. Figure 5 shows an example of LOP
case.
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Figure 5: LOP defect illustration [2]
Slag lines A slag line (SL) occurs in the weld because the residue after welding
process cools and forms a glasslike substance, called a slag, which is trapped in the
weld. A SL returns two echoes. There is an unclear 180◦ phase difference between
these two echoes from the top and the bottom tips of the flaw, with the phase of
the upper tip echo is out of phase with the backwall echo by 45◦ while the lower
one is out of phase with the lateral wave by 45◦. The echo from the upper tip is
larger in size and brighter than the echo from the bottom tip. Occasionally, a SL
produces a signal of larger amplitude than a crack. There is more than one defect
signature for a SL. Sometimes it looks like a straight line or has multiple segmented
parts, in which case sizing considers the total length and not for each part. A SL
is often reportable beyond a minimum length, and B-scans are recommended to
determine the exact length. The statistical and the regional features can be used
to recognise this class. Figure 6 shows an example of a SL flaw.
If a small SL is positioned very close to the surface of the material, it shows only
one echo in the proximity of the lateral wave similar to an UC (Figure 1) with the
exception that it has a phase difference of 135◦ with the lateral wave. Accordingly,
the best way to discriminate this type of defect from an UC is by comparing the
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Figure 6: SL defect illustration [2]
phase difference with the lateral wave. Figure 7 shows an example of a small
surface SL flaw.
Figure 7: Surface SL defect illustration [2]
A.3 Threadlike flaw category
Threadlike (TL) category includes flaws with significant length but little through-
wall extent (height). In general, a threadlike flaw shows an upper tip echo and
no lower tip (sometimes, the upper and lower tip echoes can be resolved). This
echo is 45◦ out of phase with the backwall echo. Threadlike flaws appear to be a
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cluster of point flaws. The geometrical and the statistical features can be used to
recognise this class. Figure 8 shows an example of a threadlike defect.
Figure 8: Threadlike defect illustration [2]
A.4 Point flaw category
This category includes pores and small pieces of slag which are most common in
welds.
Porosity Porosity (PO) is formed due to trapped air or gas bubbles in the metal
during welding process that can not escape to the surface of the weld. PO is a
cluster of closely pores that have a group of similar echoes with no resolvable
length. Each echo shows only the upper tip without the lower tip. This echo
is 45◦ out of phase with the backwall echo. PO pattern is similar to patterns of
acoustic noise and appears as a group of small arcs. The regional, the statistical
and the geometrical features can be used to recognise this class. Figure 9 shows
an example of a PO defect.
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Figure 9: PO defect illustration [2]
Small piece of slag or pores Small pieces of slag or small pores produce echoes
with no resolvable length. It can be considered as one point flaw which shows only
the upper tip echo without a lower tip. This echo is 45◦ out of phase with the
backwall echo. This defect appears as an arc in the D-scan image.
Usually, it is not necessary to report these flaws and they are often eliminated
from the final reporting, but associations of such flaws may be reportable in some
instances. The regional, the statistical and the geometrical features can be used
to recognise this class. Figures 10 and 11 show examples of a small piece of slag
and pores defects.
Figure 10: Small pieces of slag defect illustration [2]
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Figure 11: Pores defect illustration [2]
A.5 Uncategorised flaws
Flaws may not be categorised by examination. Reasons behind this may be due
to flaws with jagged profiles, complex shapes or some other type of reflector.
Such indications should be treated as cracks until more detailed examinations
can be carried out to confirm their type more precisely [3]. An example of an
uncategorised flaw which is classified as an IC is shown in Figure 12.
Figure 12: Uncategorised defect illustration
Appendix B
The Test Data
The developed algorithms have been applied to a data set of 76 D-scans from
steel plates containing 163 weld defects representing different classes, with the
majority being off-axis. The D-scans are collected using a 5 MHz TOFD system
and 60◦ probes with 100 MHz sampling frequency. The plates have thicknesses
between 20 and 30 mm, with different defect sizes and depths, all characterised and
documented by the manufacturer of the steel plates. They are used for training
and examination purposes at Lavender International Ltd, UK, and the scans are
independently verified by a trained expert using one of the available commercial
TOFD software. Figure 13, 14 and 15 show three examples from this data set. A
complete list of the data set is as shown in Table 1.
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Figure 13: Scan sample 1
Figure 14: Scan sample 2
Figure 15: Scan sample 3
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Table 1: Summary of the tested plates
Scan
sample
Plate
thickness
(mm)
Defect
1
Defect
2
Defect
3
1 30 UC PO SL
2 24 SL LC -
3 20 LOF TL SL
4 25 SL SL -
5 24 PO - -
6 20 SL - -
7 25 UC IC -
8 25 SL LC -
9 25 LOF LOF SL
10 20 LOP UC LOF
11 24 UC LOF LOP
12 24 IC SL -
13 20 - LOP -
14 24 IC SL -
15 30 UC PO SL
16 24 SL LC -
17 20 LOF TL SL
18 25 SL SL -
19 24 PO - -
20 20 SL - -
Continued on next page
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Table 1 – continued from previous page
Scan
sample
Plate
thickness
(mm)
Defect
1
Defect
2
Defect
3
21 25 UC IC -
22 25 SL - -
23 25 LOF LOF SL
24 20 LOP UC LOF
25 24 UC LOF LOP
26 24 IC SL -
27 20 - LOP -
28 30 UC PO SL
29 24 SL LC -
30 20 LOF TL SL
31 24 PO - -
32 25 UC IC -
33 25 LOF LOF SL
34 24 UC LOF LOP
35 24 IC SL -
36 30 UC PO SL
37 24 SL LC -
38 20 LOF TL SL
39 25 SL SL -
40 24 PO - -
41 20 SL - -
Continued on next page
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Table 1 – continued from previous page
Scan
sample
Plate
thickness
(mm)
Defect
1
Defect
2
Defect
3
42 25 UC IC -
43 25 SL - -
44 25 LOF LOF SL
45 20 LOP UC LOF
46 24 UC LOF LOP
47 24 IC SL -
48 20 - LOP -
49 30 UC PO SL
50 24 SL LC -
51 20 LOF TL SL
52 25 SL SL -
53 24 PO - -
54 20 SL - -
55 25 UC IC -
56 25 SL LC -
57 25 LOF LOF SL
58 20 LOP UC LOF
59 24 UC LOF LOP
60 24 IC - -
61 20 - LOP -
62 30 UC PO SL
Continued on next page
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Table 1 – continued from previous page
Scan
sample
Plate
thickness
(mm)
Defect
1
Defect
2
Defect
3
63 24 PO - -
64 24 IC SL -
65 30 UC PO SL
66 24 SL LC -
67 20 LOF TL SL
68 24 PO - -
69 25 UC IC -
70 25 SL - -
71 25 LOF LOF SL
72 24 UC LOF LOP
73 24 IC SL -
74 30 UC PO SL
75 24 IC SL -
76 24 IC SL -
