Previous emergency service covering models consider all the calls to be of the same importance and impose the same waiting time constraints independently of the service's priority. This type of constraint is clearly inappropriate in many contexts. For example, in urban medical emergency services, calls that involve danger to human life deserve higher priority over calls for more routine incidents. A realistic model in such a context should allow prioritizing the calls for service. In this paper a covering model which considers different priority levels is formulated and solved. The model inherits its formulation from previous research in Maximum Coverage Models and incorporates results from Queuing Theory, in particular Priority Queuing. The additional complexity incorporated in the model justifies the use of a heuristic procedure. An exhaustive evaluation of the heuristics, based in simulated networks, is developed and a numerical example illustrates the functionality of the model. Results are compared with those obtained with a model that does not consider different priorities.
Introduction.
Questions relating the siting of emergency services have been under study by researchers over the last 25 years. They refer to medical systems, police operations, firefighting systems, emergency repair systems, and others. The models have the common characteristic that the outcome of the service is in great part defined by the time the customer waits for the service.
Emergency services planners must solve the strategic problem of where to locate emergency services centers and the tactical problem of allocating demand to those centers. The performance of an emergency center may be judged by the number of persons in the queue or the time a person waits since he or she reaches the center. These indicators are strongly correlated with the number of centers available and their locations.
It is reasonable to accept that not all the cases that reach a center have the same dependence on time and that, most of the time, rush jobs are taken ahead of other jobs, and important customers may be given precedence over others. That is clearly the case of a hospital emergency room where patients are roughly divided into three categories: critical cases, where prompt treatment is vital for survival, serious cases and stable cases, where treatment can be delayed without adverse medical consequences.
Waiting is common in healthcare because the cost of the resources demands for a high utilization rate. Nevertheless, waiting time in health care is not desirable because it generates stress and dissatisfaction for patients, increases the cost of seeking medical care, and can even constitute a barrier to healthcare access. Improving on-time performance is a struggle for many healthcare organizations and it is not an easy matter. The reasons for this are complex and include the fact that many treatments and surgeries involve not one, but a series of procedures, and the duration of each can be difficult to estimate. An optimized location of all facilities and allocation of patients to those facilities is a vital factor in improving on-time performance.
Healthcare Management provides most of the motivation for this paper: however, the research can easily be expanded to other areas such as distribution centers or repair systems. Marianov and Serra [1998] introduce the queuing maximal covering location allocation model which locates p centers and allocates users to them so as to maximize covered population, where coverage is defined as (i) allocated to a center within a standard time or distance from home location, and (ii) if a user is covered on reaching a center, he or she will be served within a time τ of arrival at the center, with a probability of at least α. A natural expansion of this model, which is presented in this paper, consists on considering different time standards for different priorities on healthcare services.
Locating/allocating decisions which do not take different priorities into account may lead to a less efficient service network. In this paper a model which considers different priority levels is formulated and solved. The model inherits its formulation from previous research in Maximum Coverage Models and incorporates results from Queuing Theory, in particular Priority Queuing.
The additional complexity incorporated in the model justifies the use of a heuristic procedure.
An exhaustive evaluation of the heuristics, based in simulated networks, is developed and a numerical example illustrates the functionality of the model.
Related Literature.
Most of the location models incorporating queuing effects appear in the literature after the early 80's. Berman, Larson and Chiu [1985] presented a work considered by those authors as a ''beginning in a potentially fecund marriage between location and queuing theories''. They extend Hakimi's one-median problem by embedding it in a general queuing context. The formulation includes explicitly the dependence of service times, travel times, and queuing delays on the location of the service facility. The authors focus their attention on single server models and consider two different models, one with lost demands and the other with queued demands. Their work was in part motivated by the hypercube queuing model developed by Larson [1974] . Batta, Larson and Odoni [1988] , alert to the fact that queuing disciplines frequently used in decision models, as the First-Come-First-Served (FCFS) or the Last-Come-First-Served(LCFS) and the Service-In-Random-Order (SRO), are clearly inappropriate in many contexts. The examples pointed out by those authors are the urban emergency services and police patrols, where the risk of life or the violence of the crime will influence the service order. A formulation for the Single Server Queuing Location model is provided (K-Priority Queuing-Location) as well as some solution techniques which allow calls to be selected from an arbitrary number of priority classes. An important conclusion is that the optimal K-PQL model location is usually different from the one obtained by grouping calls from all priorities into a single category and using the Single Queue Length model. Batta [1989] considers the problem of locating a single server on a network operating as an M/G/1 queue, in which queued calls are serviced by a class of queuing disciplines which depend solely on expected service time information. The model is analyzed as an M/G/1 nonpreemptive priority queuing model, with location-dependent priorities. Numerical examples illustrate the results. Batta and Mannur [1990] , motivated by real problems of locating fire trucks in a geographical area in which some demands require multiple fire trucks to be within an acceptable distance standard to achieve coverage and, locating ambulances in an environment in which a large demand volume often leads to the unavailability of the most desirable response unit, examine the set covering problem and the maximal covering location problem in the context of multiple units being required by some demands. Brandeau and Chiu [1992] develop the Stochastic Queue Center Location Model for congested service systems, which has the objective of minimizing maximum expected response time to any customer, where expected response time comprises expected waiting time until the server becomes free and expected travel time.
A more recent work on the same line of research is the one developed by Jamil, Baveja and Batta [1999] . The Stochastic Queue Center Problem considers the objective of locating a single facility operating as an M/G/1 queue in steady state so as to minimize a weighted linear combination of the square of the average response time and the variance of the response time.
The main contribution of this work consists of the fact that the objective recognizes that the response time itself is a random variable.
In all the previous models independence is assumed between probabilities of servers being busy. Marianov and Revelle [1994] introduce a methodology which is much more closer to the one used in this paper. They relax the assumption of independence and model the behavior in each region as an M/M/s-loss queuing system obtaining a probabilistic formulation of the location set covering problem. The reliability constraints are formally incorporated using queuing theory to model the arrival-departure process within the location model itself. Formulations for the ''Queuing Probabilistic Location Set Covering Problem'' are presented and computational experience is offered. As in the case of the of the following two papers the authors refer to fixed facilities in contrast with earlier research which considers a mobile server. Marianov and Serra [1998] present several probabilistic, maximal covering, location-allocation models with constrained waiting time for queue length. A heuristic procedure is developed to solve the models, and is tested in the case of a 30-node network. The heuristic solutions appear to be very close to the solutions obtained with a commercial integer-programming package and in some cases are even better. They suggest a new way of dealing with congestion. Instead of imposing an upper bound on the demand equal to the capacity of the center, the authors impose a lower bound on the quality of the service at the center, particularly the waiting time or the number of people in line.
The same authors, in a more recent paper, presented two hierarchical models where lower level servers attend requests first, and then, some of served customers are referred to higher level servers. In the first model, the objective is to find the minimum number of servers and their locations that will cover a given region with a distance or time standard. The second model is Ball and Lin [1993] propose a reliability model for emergency service vehicle location. Based on a reliability bound on the probability of system failure, they derive a 0-1 integer programming optimization model. The model is solved using a branch-and-bound procedure.
The computational results show that the processing technique is highly effective.
Other interesting references in the field, although not directly related with the topics covered on this work are Goddard and Tavakoli [1994] , Cramp and Carson [1994] , Bretthauer and Cote[1998] and DeCoster, Peterson and MacWilliam [1999] .
Formulation
In this section we propose a model that makes a connection between the Queuing Maximal Covering Location-Allocation Model and Priority Queuing Theory. In subsection 3.1. we describe the results from priority queuing which will be included in the model and in subsection 3.2. we explain each of the equations in this new model.
Results from queuing theory.
Queuing Theory is a widely studied area, for a more complete description of priority queuing see as an example: Kleinrock[1975] ; Gross[1985] ; Miller[1959] ; Hillier and Lieberman[1990] .
In a priority queuing system we assume that an arriving customer belongs to a priority class r (r=1,2,...,R), the smaller the priority number the higher the priority of the class. Let us suppose non-preemptive priorities, i.e. a customer in the process is not liable to be ejected from service and returned to the queue whenever a customer with higher priority appears in the queue.
Customers from priority k arrive in a Poisson stream at rate λ M is the expected number of users in priority class i who will arrive while the newly arrived user waits in.
As long as the queuing discipline selects customers in a way that is independent of their service time, then the distribution of the number of customers in the system will be invariant to the order of the service. The same can also be shown to be true for the average waiting time of customers.
Little's result tells us that when our tagged customer arrives there will be λ
W [i] customers from the ith group present in queue
and there will be in average λ [i] W [k] customer arrivals from the ith group while our tagged customer waits in queue Therefore, it is possible to rewrite the previous expression as Solving for W [k] Where And µ is the service rate.
This corresponds to a triangular problem that solved recursively results in the following expression:
Where As noted before W 0 corresponds to the average delay to our tagged customer due to another customer found in service.
With Poisson arrivals, the mean residual life of service time as observed by an arrival is equal to the second moment of service divided by twice the first moment (see as an example Kleinrock [1975] ). If the server at the instant of the new user's arrival is occupied by a user of priority class i, we have:
Considering ρ [i] , the fraction of time that the server is occupied by customers from group i, as the probability that our tagged customer finds a type-i customer in service, then or equivalently,
For the purposes of the model developed the utilization factors are defined by the product between average service time and the arrival rate defined by the summation of the frequencies of all nodes allocated to a center:
Where X ij is a zero one variable defining allocation of demand node i to a center at j. 
Priority Queuing Covering Location Problem (PQCLP).
The p is the number of centers to be located; i a is the population at demand node i; Constraints (3.2.1) state that if population i is allocated to a center at j, then there is a center located at j; (3.2.2) forces each demand node to be allocated to no more than one center; (3. 
defines the number of centers to be located; (3.2.4) forces the average waiting time to be less than a given time standard. An additional constraint forces j to be in the set Ni , on other words to say that in order to be covered a demand node will require a center located within a distance d .
Model Resolution.
Several reasons justify the use of a heuristic procedure to solve the model. Besides the fact that equations (3.2.4) are not linear it is difficult to find a linear equivalent for those equations.
Furthermore, the mathematical solution of the model does not assure the allocation of demand nodes to the closest center and some solutions may result inappropriate, e.g. a demand of node i may be allocated to a center i≠j even when there is a center at i.
A Greedy Randomized Adaptive Search Procedure (GRASP) is a metaheuristic that has been applied to several combinatorial optimization problems including the Maximum Covering
Problem (See Resende [1998] ). GRASP is an interactive process with a feasible solution constructed at each independent iteration. One GRASP iteration consists of two phases, a construction phase and a local search phase. A Greedy Heuristic satisfying the time-limit is proposed by Marianov and Serra[1998 ]. An adaptation which considers different priorities consists of the following algorithm:
Step 1: make a list D j of all candidate nodes j, ordered by decreasing rate f j . For each candidate node make a list of all the demand nodes i within the distance standard, ordered by increasing distance to the candidate node and call it D ji .
Step 2: for each candidate node, make the current total incoming call rate for priority k
equal to zero.
Step 3: starting with the first candidate node j on the list D j , add to its incoming call rates,
the call rate f i on the list D ji , then the second, the third... until the point where adding any extra demand node would exceed the limit values of calls, or the steady state condition. Temporarily allocate all these demand nodes to a hypothetical server at node j for each priority.
Step 4: repeat step 3 for all nodes on list D j .
Step 5: locate a server in the node with the highest sum of incoming call rates
. Take all demand nodes allocated to it out of all the lists D ji of all potential centers. Allocate them definitively to the located center.
Step 6: repeat steps 2 to 5 until all available servers are located.
Step 7: for each server at a time, de-allocate the demands that were allocated to it, and move it to all possible unused candidate location, repeating steps 2 to 5 each time. If some locations
give a better objective, keep the server at that location.
Step 8: repeat step 7 until there are no improvements in the solution.
Computational Experience
5.1 Heuristic evaluation.
Deviation from the optimal solution.
In order to observe the distance between the heuristic's results and the optimal solution a simple experiment was implemented. It consisted of generating random networks and to compare the heuristic's results with the ones resulting from Complete Enumeration. Average deviations and maximum deviations were computed for the 50 networks generated. The main results, for different combinations of number of nodes and number of centers, are shown in Table 1 . 
Computing time.
A different exercise which tries to evaluate the heuristic's behavior consisted in measuring processing times for larger networks. Table 2 shows Average Computing Times for simulated networks with 50, 100 and 500 nodes (in a Pentium(r) III processor with 128 MB of RAM). For each network 5 and 10 centers were located. 
An illustrative example.
With the purpose of generating a simple example we consider only two priorities: priority level one corresponds to the critical cases and priority level two to cases which are more stable.
Additionally we consider the following assumptions: first and second moments of service time are the same for both priorities and are independent from demand's location; travel time is not included in the service time, i.e. we only care about the time people will wait after entering in the located center and service time will not vary with the center's location.
It is easy to write the waiting time expressions in the two priority levels case:
Those are Cobham's equations for one system with two priorities.
Specifically, for this model, an independent queue is formed for each one of the centers. The notation followed associates a subscript j to centers and a superscript [1] and [2] to the priority. p is the number of centers to be located; i a is the population at demand node i.
Cobham's equations are then rewritten as
In the computational experience the 30-node network proposed by Marianov and Serra [1998] is used. The authors assume that the servers are physicians, that each demand center is also a potential server location, and that the distances are Euclidean. This network is shown in Figure   1 wherecy each center is represented by a square which area signals the relative population.
Centers are numbered from 1 to 30 in the decreasing order with population, i.e. center 1 has the highest population and center 30 the lowest. For our purposes, demand is separated into two priorities: the daily call rate for priority one (urgent cases) is set at 0.005 times the population and the daily call rate for priority two at 0.01 times the population.
The test network proves to be adequate for the problem in analysis. The more populated centers are grouped in the center of the network and this, intuitively, eliminates the location of all the centers in the nodes with higher frequencies. The network seems to be quite representative of many urban areas that have most of the population concentrated in the center and a wide variety of smaller populated areas around the center.
Imposing a waiting time limit of 5.5 min to first priority and 20 min to second priority the results are given by table 1. Table 3 shows the results when both frequencies are considered together and the time limit is the average of the previous ones (i.e. 12.75 min.). Service time in this example is 10 min.
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Although with 9 centers all the population would be covered considering only one priority, table 2 shows that 1.1% of the population is not going to receive 1st priority service within the time standard. This percentage increases drastically with the decrease in the number of centers -with 5 centers, 14.8% of the population is not going to receive 1st priority service within the standard time. Depending on the decision of taking or not taking into account different priorities location decisions will vary considerably. Take as an example the 10-centers case in which, from the 10 centers located only 6 coincide in both scenarios. Figure 1 takes as an example the 9-center case: nodes with a center are represented by the full line. Centers are not located in the centers with the highest population, whereas they are strategically distributed all over the network.
Considering separated allocation variables for the different priorities, it is possible for a demand node to be allocated to more than one center depending on the service's priority. At the same time some server locations may receive a lot of calls for some priorities and none for others. A center that offers priority one's services will be located at j if and only if Figure 1: locating the 9 centers-a) These facts considered together produce an important result which is illustrated in figure 2 (for the 9-centers case). In this particular case we only need 6 centers to cover both priorities (represented by the double circle) if another three emergency centers (represented by the single circle), that will offer service only to first priority cases, are located. Notice that the three emergency centers are located closer to the centers with the highest population and are needed in order to avoid congestion on first priority services.
In this model, the needs for service dictate the decisions about the number of centers to locate and about the type of service/s to be offered by each center. This may generate important savings in resources.
It is important to emphasize that heuristic results, besides maximizing coverage, will whenever possible, allocate demand to the closest center. For this reason it is easy to identify some groups of demand nodes allocated to a center strategically located. Finally, priority-queuing is such a useful theory for some types of services that its expansion to other Location-Allocation models seems to be highly recommended.
