Recently, new sampling schemes were presented for signals with finite rate of innovation (FRI) using sampling kernels reproducing polynomials or exponentials [1] [2] .
INTRODUCTION
Recent developments in sampling theory focus on signals that are not necessarily bandlimited, like signals with finite rate of innovation (FRI) [3] . In [1] , perfect reconstruction of FRI signals was demonstrated by using sampling kernels like B-splines or E-splines. Lately, these sampling schemes were extended to 2-D FRI signals [2] .
At the same time, in many research areas, a common trend is to replace a single complex acquisition device with an acquisition system made of several cheap and simple devices. For instance, high rate A/D converters can be decomposed into several slow converters operating in parallel and whose synchronization is criitical. This can also happen for high resolution digital imaging where a single high resolution camera is replaced by a large array of cheap, lowresolution cameras. A natural question that arises is to understand whether such a system can perform as well as the classical one.
In this paper we investigate the use of the new sampling schemes of [1] and [2] when the single acquisition device has been replaced by a system of multiple devices, each acquiring an undersampled version of the original signal. A particular emphasis is given to the case of 2-D signals and to the case of arrays of cameras. Moreover the scenario of interest to us is when the array contains hundreds of cameras of extremely low resolution. The contribution of the paper is two-fold (a) for idealized signals and images the results of [I] and [2] are extended to an acquisition system composed of several sensors; (b) a new super-resolution algorithm operating on real multiview images is presented using the results of (a).
In the next section, we present the sampling setup that models our acquisition system. We also recall important properties concerning the sampling kernels and the moment theory. In Section 3, we propose a distributed acquisition approach for FRI signals and we present simulation results for bilevel polygonal images. In Section 4, we show and illustrate how the previous results can be applied to image registration and to super-resolution of real images. Finally, we conclude in Section 5. Sm.r = (f (X,y), bo (x/l'x-my/T -n)) (1) with x, y C , m, n C Z, and where l , I' C R+ are the sampling periods along x and y respectively. Usually the sampled signal is an accurate discrete version of the original continuous signal (e.g. high-resolution image). at each sensor will differ. By choosing a camera of reference (e.g. i = 0), we can model our distributed acquisition system as depicted in Figure l (b) . We assume that each projection fi (x, y) is the result of a transformation with T of the projection of reference f (X, y). Examples of transformations T are translation, rotation or affine transformation according to the observed scene and to the locations of the cameras. Similarly to the single camera case, each sensor outputs a set of samples St r Smr = (fI (x,y),I i (Tx -m, y/T -)) where oi (x, y) is the sampling kernel of the sensor Pi. With a multiview system as in Figure 1 (b) , each camera usually has a low resolution and an accurate high-resolution images can be obtained from the set of cameras with a super-resolution algorithm.
Sampling kernels and theory of moments
Sampling kernels used in this research are 2-D B-splines 3p (XI y) [4] and I-D E-splines a (t) [5] . A B-spline is characterized by its The E-splines, or exponential B-spline, 3(t) are a natural extension of the B-splines [5] . An E-spline of order p is characterized by its parameters a = (ao, . ., ap) CP+ They are obtained by successive convolutions of the zeroth order E-splines:
, (t) = 13,0 
The complex moments pcIq are defined on the complex image plane
Kp q oth t <is otherwise.
Notice that if oi is the null vector, then the E-spline becomes a Bspline. The E-splines also constitute a basis of the exponential spline space with parameter i. Therefore, similarly to B-spline, there exists a set of coefficients {c(a } which satisfies:
An interesting feature of B-splines is the possibility to retrieve the continuous geometric moments mnp,q, p, q C N, of the image f (XI y) from the samples Sm r with a simple linear combination: transformations existing between each observations, it then becomes possible to recover the observed signal at each sensor's location. A major advantage of using simpler sampling kernels is to have less samples per sensor compared to a single acquisition device.
We are now using 2-D B-splines as sampling kernels. Suppose that we have a bilevel image representing a pentagon (five corners) and observed by three sensors. This polygonal image can be completely specified by eight consecutive complex moments [6] . As opposed to E-spline, a B-spline of a given order p is unique: if it can reproduce a monomial of degree k, it also reproduces, by construction, all the monomials of degree 0 to k -1. Consequently it is not possible to have a sensor providing the moment of order k without also providing moments of order 0 to k -1. It is therefore also not possible to distribute equally the computation of moments among the sensors. However we propose an asymmetric distributed acquisition architecture in which exists two types of cameras: a unique main camera and several auxiliary ones. In this setup, the main camera can directly determine all the required moments from its samples and reconstruct perfectly the observed signal similarly to the single acquisition device proposed in [2] . The auxiliary cameras though have very low resolution and only allow to retrieve the unknown transformations between the observed signals. It is therefore usually not possible to reconstruct the FRI signal by only considering the samples of the auxiliary cameras. However, after estimation of the transformation between an auxiliary camera and the main camera, it is possible to apply this transformation to the reconstructed image of the main sensor and to finally obtain the view at the location of this auxiliary camera.
In the case of the pentagon image and assuming an affine transformation between each view, we need a B-spline of order seven at the main camera and a B -spline of order three at each auxiliary cameras (see Section 4 concerning the registration procedure). Figure  2(a) shows the acquired low-resolution sampled images obtained at two auxiliary cameras (left and right) and at the main camera (middle). Figure 2( 
REGISTRATION AND SUPER-RESOLUTION FROM MOMENTS
The estimation of the continuous moments from the samples as described by Equation (4) is not confined to FRI signals but can also be applied to real images In particular we propose here a novel approach of image registration based on the knowledge of the con tinuous moments of an object viewed from different locations. An extensive survey of image registration techniques is provided in [8] .
As the resolution of the images to be registered gets lower, the efficiency of algorithms to retrieve salient features (such as corners, edges, etc... ) and to determine accurately the transformations becomes poorer and poorer. So far, moments of the sampled image For example, moment invariants have been used for finding correspondences of closed-boundaries whose barycenters were used as control points for registration [9] . This however requires sufficiently high-resolution sampled images so that shapes are well preserved.
However, from Equation (4), it is actually possible to find precisely the original moments of any signal from its low-resolution sampled version. Figure 3 shows how the discrete and continuous moments computed from the samples differ from the moments of the original image (for the case of p = 2 and q = 1). We considered a set of 20 real square images (51L2x512 pixels) and their sampled versions at different resolution (256x256, 128x 128, 64x64, 16x 16 and 8x8 pixels). As the resolution decreases, the continuous moments obtained from Equation (4) We are assuming in this work that the disparity existing between any two images f (x) and g(x') can be described by an affine transformation: x'= Ax+t where A is a non-singular 2x2 matrix and t is 2-D vector The translation t can be recovered by comparing the barycenters of each image. By using a whitening transform, the estimation of A is reduced Image super-resolution consists in fusing adequately the information from different low-resolution and blurred images of a same scene in order to obtain a high-resolution image with greater details. A variety of methods have been proposed to solve this problem (see for example [12] ). Our simulation results of image super-resolution using one hundred sensors are shown in Figure 4 . We assumed that only 2-D translations were present between each sensors. We created one hundred (circularly) shifted views from an original highresolution image of 2000 x2000 pixels (Figure 4(a) ). Each view was sampled so that we obtained a set of low-resolution images of 65x65 pixels (Figure 4(b) ). The different offsets were exactly estimated using continuous moments. A 2-D cubic interpolation followed by a restoration with a Wiener filter were then used to obtain a 2000x2000px super-resolved image (Figure 4(c) ). Since 947 sensors would be required to obtain a similar amount of information as in the original image, there exists an inevitable discrepancy between the super-resolved image and the original image. However, many details are retrieved in the super-resolved image as it can be seen for example from the coastline of the south American continent.
CONCLUSION
We have shown that the sampling of FRI signals can be performed in a distributed fashion by using kernels reproducing either polynomials or exponentials. We also developed a new image registration algorithm b extending the computation of the continuous moments of FRI signals to real images. The registration, which does not require any feature extractions and correspondences, can retrieve up to an affine transformation and its high accuracy is maintained almost regardless of the image resolution. Good preliminary results have finally been obtained for image super-resolution. In future works, we want to improve the restoration step of our super-resolution algorithm and use real-world data.
