Abstract In many applications, the estimation of derivatives has to be done from noisy measured signal. In this paper, an original method based on a distribution approach is presented. Its interest is to report the derivatives on infinitely differentiable functions. Thus, the estimation of the derivatives is done only from the signal. Besides, this method gives some explicit formulae leading to fast calculus. For all these reasons, it is an efficient method in the case of noisy signals as it will be confirmed in several examples.
Introduction
In many estimation and observation problems [4, 7, 12] , derivatives, sometimes of high order, have to be evaluated from a noisy signal given by discrete samples of measurements. It is well-known that it is an ill-posed problem in numerical analysis and in signal processing and control.
Several approaches for estimating the derivatives of a noisy signal have been proposed in the literature. We can name, for example, methods which consist in approximating the signal by polynomials using least-squares and adding a regularization criteria [3, 5] . A recent one proposed in [2] consists in projecting the signal onto a set of orthogonal functions or modes and approximating the projection by a linear combination of a few of these modes. Fliess et al. have introduced a method based on the local approximation of the signal by a truncature Taylor expansion and the properties of the Mikusinski field [6, 9] . A study of errors due to the method and the noise on the signal has been treated in [8] .
A new method using the distribution theory and the test functions is proposed in this paper. It is based too on the idea of approximating locally the signal by a truncature Taylor expansion but then it uses the properties of the distribution theory. Its first advantage comes from the fact that it allows one to report the derivatives on the test functions which are explicitly known. Thus, the estimation of the derivatives is done only from the signal. Then, this theory introduces naturally integrals which enable us to annihilate a part of the noise on the signal in our estimations. In [9] , their formulae are based on the estimation of integrals too which are obtained by integral iterations. An other advantage of our method is that it does not require any statistic knowledge about the noise and gives some explicit expressions leading to fast calculus. Compared to the one proposed by [9] , no delay has to be taken into account for improving the estimation of the derivatives. Thus, the derivatives of the signal can be estimated from the transmission of the signal. This paper is organized as follows. In Section 2, the derivative estimation method based on the distribution theory is presented. From some theoretical recall done in Section 2.1, the derivative estimation method is deduced and presented at Section 2.2 as well as the explicit formulae. In Section 3, two types of errors are analyzed: the first one is the error due to the method and which does not consider the noise, the second one is the error due to the noise on the signal. Two inequalities will be given and will serve in the numerical applications, first in giving a criteria for choosing the best test function among others, then for reducing the search of test functions support length. In Section 4, the method is applied on different examples. In order to see how the method works, a simple model based on a sinusoid is used. Then, a pharmacokinetic model is taken again from [12] . In this paper, the estimation of the derivatives specially at 0 + , the right limit of 0, was important for a parameters estimation problem. Thus, the method is particularly well adapted since it gives explicit formulae at 0 + . Finally, in Section 4.4, our method is compared with two others. The first one is the method proposed by Ibrir and Diop in [5] . In this article, they proposed a regularization method based on the B-splines. The second one comes from the article [9] where Fliess et al. analyzed and improved their method by considering barycentric coordinates and by authorizing a delay.
A derivative estimation method based on the distribution theory

Theoretical results
The signal x is supposed to be an analytic function on ]0, a[, equal to zero on ] − b , 0] where a > 0 or a = +∞ and b > 0 or −b = −∞. Besides, x is supposed to coincide on ]0, a[ with an analytic functionx defined on ] − b , a[. Afterwards, we will say that x verifies the assumption H.
The signal x can also be associated to a distribution which, in this case, is regular and which operates on the test functions space noticed
These functions are infinitely differentiable and their supports are a compact in ] − b , a[. The associated distribution is noticed T x and is defined by:
One of the motivations of distributions' use is that they are infinitely differentiable and that the derivation can be reported on the test function. Besides they can take into account the discontinuities, in our case at 0 as it is explicited in the following theorem [10] :
Theorem 1 The Dirac distribution δ 0 verif ies for all integer i:
< δ (i) 0 , ϕ >= (−1) i ϕ (i) (0).
Moreover, if x verif ies the assumption H, one gets for all k
The notation 0 + (respectively 0 − ) designates the right limit at 0 (respectively left limit) of the corresponding functions.
The use of the truncated Taylor expansion for the derivatives estimation is classical (finite difference, etc...). The difference is the way to use it.
Let us consider x a function verifying H and t l ∈]0, a[ or t l = 0 + for the right limit at 0.
Let
Thenx is a real analytic function in ] − b , a[ and it can be expanded in a power series about the point t l which is its Taylor expansion at t l . There exists a number h, h > 0, such that the series converges in D(t l , h) and converges uniformly in the compact setD(t l , ) for all such that 0 < < h. Let be
the function x is defined by:
and the function x N which corresponds to the truncated Taylor expansion
is an approximation of x(t).
Afterwards, ϕ is supposed to be positive without any restriction. According to Theorem 1, three cases appear. Before giving them, let us
where V t l is specified in each cases. The test function are chosen such that α 0 = 0. According to (1) , (2) and (4), one gets the three following cases:
-
And in each previous case, one gets:
In systems (5), (6) , (7) and (8) , x N (t) which is an approximation of x(t) is generally an unkown value. In concrete applications, only measured values of x(t) corrupted by noise are available. Afterwards, y(t) = x(t) + η(t) where η will denote the noise is the measured signal. The aim of the following section will be to give systems depending uniquely of the measured value y(t) and allowing the estimation of the derivatives.
Estimation of the derivatives
In this section, formulae deduced from (5), (6) , (7) and (8) for evaluating derivatives are explicited in substituting x N (t) by y(t). The deduced systems provide us an estimator C
and finally, 
and the estimate C ,N (t l ) verifies:
Matrix
System (6) completed by (8) with V t l = [0, ] and ϕ 2 the corresponding test function becomes
and the estimate C ,N (0 
where
In all the cases, the estimation C
,N (t l ) of the derivatives x (i) (t l ) will be done only from the observation y.
Error analysis
Two types of error have to be analyzed. The first one which does not consider the noise is the error due to the method. It permits to know if the problem is well-posed. The second one is the error due to the noise on the signal. A compromise has to be down between these two errors. Indeed, in order to minimize the first one, the test functions support length must be as small as possible. However, it is in opposition for reducing the second one since the noise is better filtered if the integration interval is greater.
Afterwards, the errors will be evaluated in the more usual case that is, the first one when the support of the test function, denoted ϕ 1 , is included in
From the study of these errors, a criteria will be given for choosing the best test function among others. Then a method for reducing the search of the test functions support length will be deduced. Finally, since our estimates are obtained as output of FIR filters with a noisy input, the output signal to noise ratio can be estimated in the case of a zero-mean white Gaussian and will be given at the end of this section.
Error due to the method
In this section, the notations given in Sections 2.1 and 2.2 are taken again and the test functions are supposed to be positive. In order to ease the presentation, the proofs of this section are given at the end of this article.
According to the following theorem, the error due to the method can be controlled owing to the choice of the test function and its support length.
Theorem 2 For all N ∈ IN by using previous notations, there exist real numbers S, R and r such that for ≤ R:
φ(N) gives a criteria for choosing a test function among others, a similar criteria will be given in Section 3.2.
The following proposition gives the way that the condition number evolves according to the support length of the test function.
with lim
The latter proposition ensures that for an interval length sufficiently small, the condition number of the matrix defined by system (14) is near to one and this for any test functions. Thus, the resolution of this system is a stable problem according to the perturbations of the second member. However, since in the numerical applications the integrals will be estimated by a discrete method and the noise has to be considered, the support length can not be taken as small as possible.
Error due to the noise on the signal
In [6] , the authors bring out two kinds of perturbations. The first ones, like the constant perturbations whose amplitude is unknown are said structured and are solutions of a linear homogeneous differential equation. They can be annihilated by linear differential operators and it is, for example, the case of a random noise whose mean is constant and unknown. The second ones are said unstructured and correspond to a high frequency perturbation which can be reduced by low pass filters like iterative integrals. Thus, any noise η(t) can be written as η(t) = η 0 (t) + γ where η 0 (t) is a noise whose mean is equal to zero and γ is a constant representing the mean of η(t).
The method based on the distribution theory permits to annihilate a part of the structured noises. When the estimation of the derivatives are done with the formulae (14), (16) and (18), the measured signal is only in the second member of the equations. According to the integral linearity, noise appears as
If k ≥ 1,
is equal to zero as soon as
which will be generally our case in the numerical applications. Thus, constant perturbations are annihilated.
On the other hand, if 0
Thus, constant perturbations can be controlled owing to the test function. Furthermore, according to the following inequality, the choice of the test function can permit to attenuate the zero-mean noise effect. Indeed, one gets:
and
where var denotes the variance, E(X) the expected value of a random variable
gives a criteria for choosing a test function among others. Besides, it permits to determine a lower bound for the test functions support length in order to attenuate a part of the noise. This criteria will be tested on the first example of Section 4.2. Let us return to the first case that is when ϕ 1 is considered. In the case of a zero-mean white Gaussian, the bias and variance can be evaluated in order to validate the results. Indeed, if y(t) = x(t) + η 0 (t) where x(t) is the non noisy signal and η 0 is a zero-mean white gaussian noise then the signal derivatives estimates are obtained as output of FIR filters with a noisy input. Suppose that L is the number of samples in [a, b ] regularly spaced 1 and the test function used to estimate the derivatives of x at the sampling time t l (0 ≤ l ≤ L) has its support contained in an interval of the form [t l−M , t l+M ]. Each estimated derivative can be expressed as:
where β is a linear combination of the test function ϕ 1 (t l − .) and its derivatives. If W m are the weights associated with a given numerical integration method and β m = β(t m ), for each sampling time t l , the following expression is computed:
. Thus, the output signal to noise ratio (SNRout) is given by:
Concerning the bias, the relative sample mean squared error due to the bias term and to the numerical approximation of the integrals is computed as:
where E s (C (n) ,N (l)) is the sample means. In the numerical applications, the SNRout and SBR will be given in the decadic logarithm.
Reduction of the support length search
The estimation of a upper bound of the relative error between C ,N (t l ) and X(t l ) will allow one to determine the maximal value of the test functions support length. Without noise, one gets:
where χ (A ,ϕ 1 ,N ) is the condition number of the matrix A ,ϕ 1 ,N . Thus,
where M = sup
In order to obtain good numerical results,Ẽ ,ϕ,N should be maximum.Ẽ ,ϕ,N can be put in correspondance with the SBR. Thus, in the same way as previously and since in the numerical applications only the measured signal y(t) will be accessible at discrete samples, E ,ϕ,N defined by
will be used for reducing the search of the support length of the test functions.
Numerical applications
In the previous section, the method for estimating the derivatives from the distribution theory have been established as well as two inequalities. The first one depends on ψ ,ϕ,N (22) and minimizes the error due to the noise. The second one depends on E ,ϕ,N and has to be maximized. Since ψ ,ϕ,N does not depend on the signal, it can be used as a criteria for choosing the best test function and as it will be seen in our examples, it can give the minimal value of the test functions support length. Thus, ψ ,ϕ,N will be analyzed with two test functions in a first subsection. Then, a simple example is treated for testing the formulae presented at Section 2. In this example, (26) will be analyzed and a method for reducing the search of the interval length will be deduced from ψ ,ϕ,N and E ,ϕ,N . An application in the pharmacokinetic domain will be then treated. And finally, two examples will be used in order to compare this derivative method with two classical ones. Thereafter, all the integrals are evaluated with the trapezoidal method.
Study of ψ ,ϕ,N
ψ ,ϕ,N is an expression depending uniquely on the chosen test function, its derivatives and N and it minimizes the error due to the noise. Thus, in choosing correctly , ϕ, N for minimizing ψ ,ϕ,N , this choice permits to attenuate the effect of zero-mean noise on the signal. In this paper, the measured data are supposed to come from an analytic function. When the derivatives are estimated at t l , bell-shaped functions centered at t l have been chosen in order to take into account all the informations of the measured signal in the neighborhood of t l . ψ ,ϕ,N will be evaluated with the two following test functions:
andφ Figure 1 (resp. Fig. 2 ) represents ,ϕ,1 (resp. ,ϕ,2 ). First, one can notice that for attenuating the effect of the noise with the distribution derivative method, the support length of the chosen test functions must be greater than one. Furthermore, the test functionφ seems more efficient thanφ for attenuating the noise on the signal. These remarks will be confirmed in the following example.
Example 1: Study of E ,ϕ,N
In this subsection, a very simple model is chosen: (14), (16) and (18) are used with N = 1 (resp. N = 2).
The derivative estimation method presented at Section 2 will be tested with the two infinitely differentiable test functionsφ (27) andφ (28).
E ,ϕ,N given by (26) provides in our examples a criteria for estimating the maximal value of the test functions support length. Figure 4 (resp. Fig. 5 ) represents E ,ϕ,1 (resp. E ,ϕ,2 ). According to the figures, results on the derivative estimates are expected to degrade rapidly as soon as the support length is greater than 3. Furthermore, in this example, for having equivalent results witĥ ϕ andφ, the support length ofφ must be smaller thanφ when it is greater than 1.5. In return, the effect of the noise will be less attenuate. In taken again the remark done at Section 4.1, that is the test functions support length must be greater than one, the support length is chosen between 1 and 3 according to the value of N. Indeed, when seeking to estimate a higher order derivative, the support length must be greater for better filter the noise. For N = 1, the interval length ofφ andφ is equal to 1.5 and their curves coincide. Thus, only the first derivative evaluated withφ is represented at Fig. 6 . For N = 2, the interval length for the two test functions is equal to 3. According to Fig. 5 , the results forφ should not vary much when the support length vary near 3 and this is confirmed by numerical tests. The second derivative evaluated withφ is represented at Fig. 7 . Some irregularities can be noticed for the second derivative unlike the one evaluated withφ (Fig. 8) . For avoiding this phenomenon, the support length ofφ must be chosen greater. The results on the SNRout and the SBR are given at Table 1 . The results confirm that, in this example, the second test function gives better results when N = 2.
One can notice that numerically, the best results are obtained when the order of the truncature Taylor expansion corresponds to the order of the derivative. Furthermore, when the order of the derivative increases, the support length of the test functions has to be taken greater.
Afterwards, the test functionφ is chosen in the numerical estimation of the derivatives. Besides, the derivatives will be estimated with (14), (16), (18) and the truncature Taylor expansion will correspond to the desired derivative order. The following example (29) is now taken from [12] . Since in this article the estimation of the derivatives near 0 was important for finding the system parameters, the distribution approach is appropriate. This example has been chosen owing to the difficulties of estimating the derivatives, specially the second order derivative whose values are of order 10 −3 . Even if they seem negligible, they were important for estimating the system parameters.
where x 1 , x 2 denote the state variables and y the output. The simulated signal y represented at Fig. 9 is calculated from the true signalȳ computed withθ = (0.011, 0.02, 0.1) and with the initial condition x 10 = 0.625. The output y is supposed to follow a random law withȳ mean and (σȳ) 2 variance. The coefficient σ is computed so that the relative error has a maximum value of 0.05 with an error probability less than 0.003.
The observations are supposed to be done at discrete time (t i ) i=1,...,N on the interval [0, 117] with a step equal to 0.5. With the same principle as previously, one can deduce from E ,φ,1 and E ,φ,2 that the support length ofφ must be less than 30. The best results are given for an interval length equal to 24 for the first derivative and 29 for the second derivative. The first and second derivatives curves are represented at Figs. 10 and 11 respectively. As it can be noticed, the results are very satisfactory.
Comparison with other methods
In this section, two other methods for estimating derivatives are considered and compared with the distribution method. The first one is presented in [5] and is based on the B-splines. The second one is proposed by Fliess et al. [6, 9] . As for the distribution method, these two methods do not require any knowledge of the statistics of measurement uncertainties. 
Example 3
This example taken from [5] is based on the following noisy signal:
and is supposed to be measured for each step δ = 0.01 s. The function follows the normal law whose the variance is unknown. The noisy signal is represented at Fig. 12 . The method proposed in [5] is a regularization method based on the De Boor criteria, [3] :
which contains a least-squares term symbolizing the connection between the solution of the optimization problem and the measures and a second smoothing term measuring the degree of the solution filtering. The equilibrium between the two distances is controlled by the choice of a parameter λ which will be obtained from the optimality condition of GCV criterion (Generalized Cross-Validation criterion) introduced by Craven and Wahba in [1] . De Boor has shown in [3] that the best results were obtained with a spline function of order 2m.
In [5] , the 3-B-splines have been chosen and an explicit algorithm is deduced.
In drawing E ,φ,1 and E ,φ,2 , the support length ofφ must be less than 0.3. The integrals are estimated with 9 integration points (resp. 11) corresponding to an interval length approximatively equal to 0.09 (resp. 0.11).
The results on the first and second derivatives are represented at Figs. 13 and 14 respectively. 
Example 4
This example comes from [9] . Its starting point is the truncation of the Taylor series expansion of the signal. Instead of working in the distribution space, they operate in the operational calculus domain. Then, in order to have an explicit expression for estimating
dt n | t=τ , they use differential elimination and a series of algebraic manipulations. Back in the time domain, they obtain its estimate as an integral operator of the noisy observation within a short time
The quality of the estimation can be significantly improved by admitting a delay. The delay used in the numerical examples will be τ = ζ 2 T where ζ 2 is the largest root of P {κ,μ} 2 which is the third Jacobi orthogonal polynomial. The parameters κ and μ will be given afterwards. Let y(t) = x(t) + (t), 0 ≤ t ≤ 5 (without unit) be the noisy measurement of the signal
and which is measured for each δ = 0.005. It corresponds to 1001 samples in the interval [0, 5] . The signal is supposed to be noisy by a zero-mean white gaussian iid sequence. The variance is adjusted in such a way the signal to noise ratio in dB, i.e, SN R = 10 log 10 Fig. 15 ). In [9] , the authors test their method with different values of parameters. Moreover, in order to validate their results, they investigate the bias and variance in each simulation.
For N = 1, the integrals involved in the formulae are estimated with 60 points for the two methods. Mboup 
Conclusion
In this paper, a new derivative method based on the distribution theory and the test functions is presented. Its first interest comes from the fact that it allows one to report the derivatives on the test functions. Thus, the estimation of the derivatives is done only from the signal. Then, some explicit expressions requiring any knowledge of the statistics of measurement uncertainty are deduced and they lead to fast calculus. Finally, the fact that a regular distribution is a linear integration functional and the use of test functions whose support is chosen adequately permit to annihilate a part of the structured noises. This method was applied and compared with two other methods in order to estimate the derivatives of noisy signals and as it was seen, it gives satisfactory results.
Proof Recall that the inverse of an upper triangular Toeplitz invertible matrix is also an upper triangular Toeplitz matrix.
Proof of Theorem 2 From (13) and (14) the following inequality is obtained:
The two following lemmae will give a priori bounds on A 
Lemma 1 There exist real numbers M and r such that:
Furthermore, the analycity of x on ]0, a[ implies the existence of real numbers M and r [11] such that for all t ∈ [t l − h, t l + h]
where A i z i has a radius of con-
. Finally by using Lemmas 3 and 4, the proof of Theorem 2 is done.
Proof of Proposition 1 By using (38), one gets
And since there exists c ∈]t l − , t l + [ such that α 0 = 2 ϕ 1 (c), the following inequalities are obtained:
Besides,
and by using (44) 
