Special solutions of linear difference equations with infinite delay by Medveď, Milan
Archivum Mathematicum
Milan Medveď
Special solutions of linear difference equations with infinite delay
Archivum Mathematicum, Vol. 30 (1994), No. 2, 139--144
Persistent URL: http://dml.cz/dmlcz/107502
Terms of use:
© Masaryk University, 1994
Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must contain
these Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz
ARCHIVUM MATHEMATICUM (BRNO)Tomus 30 (1994), 139 { 144SPECIAL SOLUTIONS OF LINEAR DIFFERENCEEQUATIONS WITH INFINITE DELAYMilan MedvedAbstract. For the dierence equation () xn+1 = Axn + Pnk= 1Rn kxk,where xn 2 Y; Y is a Banach space, is a parameter andA is a linear, boundedoperator. A sucient condition for the existence of a unique special solutiony =fyng1n= 1 passing through the pointx0 2 Y is proved. This special solution con-verges to the solution of the equation (0) as ! 0.The paper [2] contains a result on the existence of so-called two-sided solutionsof linear integrodierential equations of the form(1) dx(t)dt = Ax(t) +  tZ 1 R(t  s)x(s)ds;where x 2 Rn; A 2 Mn { the set of all n  n matrices,  2 R is a parameter andR(t) is a continuous matrix function satisfying the inequality(2) jjR(t)jj5 cexp f tgt1  ;where c; ;  are positive constants and 0 <  < 1. It is proven there that if1; 2; : : : ; n are eigenvalues of A and minfRej : 1 5 j 5 ng >   then thereis an 0 > 0 such that for any x0 2 Rn there exists a unique solution x(t) (so-called two-sided solution) of (1) dened on the whole interval ( 1;1) satisfyingthe initial condition x(0) = x0 and lim!0 jjx   xjjL = 0 for any L > 0, wherejjx   xjjL = supfjjx(t)   x(t)jj :  L 5 t 5 Lg; x(t) = exp fAtgx0: In the paper[1] a generalization of this result, including the case when A = A(t) is periodic, isproved, where the proof diers from that presented in [2].If we substitute in (1) the dierence xn+1   xn instead of dx(t)dt and discretizethe integral (more precisely, we put the natural numbers n; i instead of t and s,1991 Mathematics Subject Classication : 45D, 34C.Key words and phrases: dierence equation, innite delay, special solution.Received August 31, 1993.
140 MILAN MEDVEDrespectively) we obtain a dierence equation with innite delay. Let us considersuch a dierence equation in a Banach space Y , i. e. the equation(3) xn+1 = Axn + (R0xn + R1xn 1 +   +Rkxn k + : : : );where A;Ri 2 L(Y ) {the space of continuous, linear mappings from Y into Y (i =0; 1; : : :); A is invertible and A 1 2 L(Y ). We shall prove the following theorem onthe existence of special solutions of the equation (3) determined uniquely by theinitial value which is a point in Y and dened for all integers.Theorem. Let the following conditions be satised:(4) jjR0jj = 1; jjRnjj 5  nn1  ; n = 1; : : : ;where ;  are constants, e 5 ; 0 <  < 1:(5) jjA 1jj < 1;  1jjA 1jj1  jjA 1jj < 1:Then there exists an o > 0 such that the following assertions are valid:(a) For any  2 (0; 0] there exists an operator solution of the equation (3) ofthe form(6) Xn() = D()n;where D() is independent of n andlim!0D() = A; i. e. lim!0 jjD() Ajj = 0:(b) For any  2 (0; 0] and any x0 2 Y there exists a unique solution x =fxn()g1n= 1 of the equation (3) satisfying the condition x0() = x0 suchthat x 2 B := fz = fzng1n= 1 : zn 2 Y; supfjznj :  1 < n 5 0g < 1g,where j : j is the norm on Y . Moreover, supfjxn()   Anx0j :  L 5 n 5Lg ! 0 as ! 0 for any L > 0:Proof. The operator sequence fDng1n= 1 is a solution of the equation (3) if andonly if(7) Dn+1 = ADn + (RoDn +R1Dn 1 +   +RkDn k + : : : ):Let us look the matrixD in the form D = A+Q, where Q 2 L(Y ) is an unknownoperator such that D is invertible. The equation (7) is obviously equivalent to theequation(8) Q = F(Q) := [R0+ R1(A+ Q) 1 +   +Rk(A +Q) k + : : : ]:
LINEAR DIFFERENCE EQUATIONS 141Dene the mapping F : V ! L(Y ) via the formula (8), where V = fQ 2L(Y ) : jjQjj 5 1g; jjQjj := supfjjQxjj : jjxjj5 1g: If Q1; Q2 2 L(Y ) thenjjF(Q1)  F(Q2)jj = jjR1[(A+Q1) 1   (A +Q2) 1]++R2[(A+ Q1) 2   (A+ Q2) 2] +   +Rk[(A+ Q1) k   (A +Q2) k] + : : : jj:Since (A+Qj ) = A(I +A 1Qj); j = 1; 2 where I is the identity operator, we have(9) jjF(Q1)  F(Q2)jj 5 fjjR1jjjjA 1jjjj(I +A 1Q1) 1   (I +A 1Q2) 1jj++jjR2jjjjA 1jj2jj(I +A 1Q1) 2   (I +A 1Q2) 2jj+   ++jjRkjjjjA 1jjkjj(I +A 1Q1) k   (I +A 1Q2) kjj+ : : :g:We have the following estimation:jj(I +A 1Q1) k   (I +A 1Q2) kjj = jj[(I +A 1Q1) 1]k   [(I +A 1Q2) 1]kjj 55 jj(I +A 1Q1) 1   (I +A 1Q2) 1jjjj[(I + A 1Q1) 1]k 1++[(I +A 1Q1) 1]k 2(I +A 1Q2) 1 +   + [(I + A 1Q2) 1]k 1jj5 j(I + A 1Q1) 1   (I + A 1Q2) 1jjfjj(I +A 1Q1) 1jjk 1+jj(I +A 1Q1) 1jjk 2jj(I +A 1Q2) 1jj+   + jj(I + A 1Q2) 1jjk 1g:If Q1; Q2 2 V thenjj(I +A 1Qi) 1jj = jjI   (A 1Qi) + (A 1Qi)2   : : : jj 5 1 +  + 2+    = 11   ;i = 1; 2; where  = jjA 1jj:Therefore using the above estimation we obtain the inequality:(10) jj(I +A 1Q1) k   (I +A 1Q2) kjj 55 jj(I +A 1Q1) 1   (I +A 1Q2) 1jj k(1  )k 1 :Now applying this inequality to the estimation (9) we obtain the estimation:(11) jjF(Q1)  F(Q2)jj 55 fjjR1jjjjA 1jj+ jjR2jjjjA 1jj2 21   +   ++jjRnjjjjA 1jjn n(1  )n 1 + : : :gjj(I + A 1Qn) 1   (I + A 1Q2) 1jjFor all Q1; Q2 2 V:
142 MILAN MEDVEDWe need the following estimation:(12) jj(I +A 1Q1) 1   (I +A 1Q2) 1jj == jj(I   A 1Q1 + (A 1Q1)2   : : : )  (I   A 1Q2 + (A 1Q2)2   : : : )jj 55 jjA 1Q1 A 1Q2jj+ jj(A 1Q1)2 (A 1Q2)2jj+   + jj(A 1Q1)n (A 1Q2)njj++ : : : :The mean value theorem yields(13) jj(A 1Q1)i   (A 1Q2)ijj 5 jjA 1jjijjQi1  Qi2jj 55 jjA 1jji supfjji[(1 t)Q1+tQ2]i 1jj : 0 5 t 5 1gjjQ1 Q2jj 5 ijjA 1jjijjQ1 Q2jj:From (11), (12) and (13) it follows that(14) jjF(Q1)  F(Q2)jj 5 S1S2jjQ1   Q2jjfor all Q1; Q2 2 V , whereS1 = jjR1jjjjA 1jj+ jjR2jjjjA 1jj2 21   +   + jjRnjjjA 1jjn n(1  )n 1 + : : : ;S2 = jjA 1jj+ 2jjA 1jj2 +   + njjA 1jjn + : : : ;i. e. S1 = (1  ) 1Xn=1n( npjjRnjj jjA 1jj1   )n;S2 = jjA 1jj 1Xn=1njjA 1jjn 1:One can show using the condition (4) and the D'Alambert convergence criterionthat the series S1 is convergent. Since jjA 1jj < 1 the series S2 is also convergent.Therefore the inequality (14) implies that if  2 (0; 1S1S2 ) then the mapping FjVis contractive and thus there exists a unique xed point of F in V , i. e. theassertion (a) is proved. It remains to prove the assertion (b). We shall prove thatfor any yo 2 Y there exists a unique solution x = fxng1n= 1 of (3) satisfying thecondition x0 = y0 and supfjxnj :  1 < n 5 0g <1:Dene the spaceB = fx = fxng0n= 1 : xn 2 Y; supfjxnj :  1 < n 5 0g <1gwhich is a Banach space with the norm jjxjj= supfjxnj :  1 < n 5 0g.From the equation (3) it follows thatx 1 = A 1x0   A 1(R0x 1 +R1x 2 +   + Rkx (1+k) + : : : );
LINEAR DIFFERENCE EQUATIONS 143x 2 = A 1x 1   A 1(R0x 2 +R1x 3 + : : :Rkx (2+k) + : : : ) == A 2x0   A2(R0x 2 + R1x 3 + : : :Rkx (2+k) + : : : )  A 1(R0x 2 +R1x 3 +   + R (2+k) + : : : );etc. x p = A px0   A p(R0x 1 + R1x 2 +   +Rkx (1+k) + : : : )  A p+1(R0x 2 +R1x 3 +   +Rkx (2+k) + : : : )      A 1(R0x p + R1x (p+1) +   + Rkx (p+k) + : : : ):Therefore we dene the mappingG : B ! fx : x = fxng0n= 1; xn 2 Y g;(Gx) p =  A p(R0x 1 +R1x 2 +   + Rkx 1 k + : : : )       A 1(R0x p + R1x (p+1) +   +Rkx (p+1) + : : : )for all p 2 N; p > 0:If x = fxng0n= 1 2 B and  = jjA 1jj thenj(Gx) pj 5 jjxjjfjjA 1jjp(jjR0jj+ jjR1jj+   + jjRkjj+ : : : )++jjA 1jjp 1(jjR0jj+ jjR1jj+ : : : jjRkjj+ : : : ) +   ++jjA 1jj(jjR0jj+ jjR1jj+   + jjRkjj+ : : : ) 55 jjxjj1   [1 +  1 + : : :  kk1  + : : : ] 55 jjxjj1   Z 10 (expf tg)t 1dt = jjxjj1    ():This means that j(Gx) pj 5 jjxjj1   () for all p 2 N; p > 0; i. e. Gx 2 B: SinceG is linear, we havejjGx1   Gx2jj = jjG(x1   x2)jj 5   ()1   jjx1   x2jjfor all x1; x2 2 B. This implies that if  2 (0; 1  ()) then the mapping G iscontractive and thus it has a unique xed point z 2 B: Since G is linear, weconclude that z = 0:Let 1 = fxng1n= 1; 2 = fyng1n= 1 be two solutions of (3) satisfying thecondition x0 = y0; supfjxnj :  1 < n 5 0g < 1; supfjynj :  1 < n 5 0g < 1and let  = 1   2 = fxn   yng1n= 1. Then jjjj = supfjxn   ynj :  1 <n 5 0g < 1. The sequence  = fxn   yng0n= 1 is the xed point of G and
144 MILAN MEDVEDtherefore  = 0: Thus if there exists a solution x = fxng1n= 1 of (3) such thatfxng0n= 1 2 B then it is uniquely dened for all n 5 0. We shall prove that sucha solution exists and it is uniquely dened also for all n = 0:The sequence 	 = f	ng1n= 1 = f(D())nx0g1n= 1 is a solution of (3) sat-isfying the condition 	0 = x0: From the condition (5) and the assertion (a) itfollows that there exists an 1 > 0 such that jjD() pjj 5 jjD() 1jjp < 1 for allp 2 N; p > 0;  2 (0; 1) and this implies that supfj nj :  1 < n 5 0g 5 jxoj <1;i. e. f	ng0n= 1 2 B: It suces to prove the uniqueness of solutions of (3) for n = 0:Let 1 = fxng1n= 1; 2 = fyng1n= 1 be two solutions of (3) such thatfxng0n= 1; fyng0n= 1 2 B and x0 = y0:Since for n = 0 we havejxn ynj = j n 1Xi=0 An i 1[R0(xi yi)+R1(xi 1 yi 1)+  +Rk(xi k yi k)+: : : ]jand xk = yk for all k 2 N; k 5 0, what we have proved above, we obtainjxn   ynj 5 fjjAjjn 1jx0   y0j+ jjAjjn 2[jx1   y1j+  1jx0   y0j]+  + [jxn 1  yn 1j+  1jxn 2   yn 2j+   +  (n 2)(n  2)1  jx0   y0j]g:From this inequality we obtainjx1   y1j 5 jx0   y0j = 0;jx2   y2j 5 fjjAjj[jx0  y0j+ jx1   y1j]g = 0;etc. By induction one can show thatxn = yn for alln 2 N; n = 0. From theassertion (a) it follows that if xn() = D()nx0 thensupfjxn()  Anx0j :  L 5 n 5 Lg = supfj[D()n   An]x0j :  L 5 n 5 Lg 55 supfjjD()  Ajjnjx0j :  L 5 n 5 Lg ! 0 as ! 0 for any L > 0:References[1] Medved, M., Two-sided solutions of linear integrodierential equations of Volterra type withdelay, Casopis pro pest. matem. 115 , 3 (1990), 264{272.[2] Ryabov, Yu. A., On the existence of two-sided solutions of linear integrodierential equationsof Volterra type with delay, Caopis pro pest. matem. 111, 2 (1986), 26{33. (Russian)Milan MedvedFaculty of Mathematics and PhysicsComenius UniversityDepartment of Math. Analysis, Mlynska dolina842 15 Bratislava, SLOVAKIA
