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Preface
This volume contains the proceedings of the Seventh International Workshop on Computing with Terms
and Graphs (TERMGRAPH 2013). The workshop took place in Rome, Italy, on March 23rd, 2013,
as part of the sixteenth edition of the European Joint Conferences on Theory and Practice of Software
(ETAPS 2013).
Research in term and graph rewriting ranges from theoretical questions to practical issues. Com-
puting with graphs handles the sharing of common subexpressions in a natural and seamless way, and
improves the efﬁciency of computations in space and time. Sharing is ubiquitous in several research
areas, as witnessed by the modelling of ﬁrst- and higher-order term rewriting by (acyclic or cyclic) graph
rewriting, the modelling of biological or chemical abstract machines, and the implementation techniques
of programming languages: many implementations of functional, logic, object-oriented, concurrent and
mobile calculi are based on term graphs. Term graphs are also used in automated theorem proving and
symbolic computation systems working on shared structures. The aim of this workshop is to bring to-
gether researchers working in different domains on term and graph transformation and to foster their
interaction, to provide a forum for presenting new ideas and work in progress, and to enable newcomers
to learn about current activities in term graph rewriting.
Previous editions of TERMGRAPHseries were held in Barcelona (2002), in Rome (2004), in Vienna
(2006), in Braga (2007), in York (2009) and in Saarbr¨ ucken (2011).
These proceedings contain six accepted papers and the abstracts of two invited talks. All submissions
were subject to careful refereeing. The topics of accepted papers range over a wide spectrum, including
theoretical aspects of term graph rewriting, concurrency, semantics as well as application issues of term
graph transformation.
We would like to thank all who contributed to the success of TERMGRAPH 2013, especially the
Program Committee for their valuable contributions to the selection process as well as the contributing
authors. We would like also to express our gratitude to all members of the ETAPS 2013 organizing
committee for their help in organizing TERMGRAPH 2013.
February, 2013 Rachid Echahed and Detlef Plump
Program chairs of TERMGRAPH 2013ii Preface
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On the Concurrent Semantics of Transformation Systems
with Negative Application Conditions
Joint GT-VMT and TERMGRAPH Invited Talk
Andrea Corradini
Dipartimento di Informatica
Universit` a di Pisa, Italy
A rich concurrent semantics has been developed along the years for graph transformation systems,
often generalizing in non-trivial ways concepts and results ﬁst introduced for Petri nets. Besides the
theoretical elegance, the concurrent semantic has potential applications in veriﬁcation, e.g. in partial
order reduction or in the use of ﬁnite preﬁxes of the unfolding for model checking. In practice (graph)
transformation systems are often equipped withNegative Application Conditions, that describe forbidden
contexts for the application of a rule. The talk will summarize some recent results showing that if the
NACs are sufﬁciently simple (”incremental”) the concurrent semantics lifts smoothly to systems with
NACs, but the general case requires original deﬁnitions and intuitions.
This is a joint work with Reiko Heckel, Frank Hermann, Susann Gottmann and Nico NachtigallR. Echahed and D. Plump (Eds.): 7th International Workshop on
Computing with Terms and Graphs
EPTCS 110, 2013, pp. 2–3, doi:10.4204/EPTCS.110.2
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Programming Language Semantics using K
- true concurrency through term graph rewriting -
Traian Florin Serbanuta
University Alexandru Ioan Cuza of Iasi ∗
Developed as a rewriting formalism for describing the operational semantics of programming lan-
guages, the K framework [8, 9, 10] proposes a new notation for (term) rewrite rules which identiﬁes a
read-only context (or interface) which is not changed by a rewrite rule. This allows for enhancing the
transition system to model one-step concurrency with sharing of resources such as concurrent reads of
the same memory location and concurrent writes of distinct memory locations.
Given that graph transformations offer theoretical support for achieving parallel rewriting with shar-
ing of resources [2, 5, 4], and that the term-graph rewriting approaches were developed as sound and
complete means of representing and implementing rewriting [1, 7, 3, 6], it seems natural to give seman-
tics to K through term-graph rewriting. However, the existing term-graph rewriting approaches aim at
efﬁciency: rewrite common subterms only once, without attempting to use context-sharing information
for enhancing the potential for concurrency. Consequently, the concurrency achieved by current term-
graph rewriting approaches is no better than that of standard rewriting. Moreover, the efﬁciency gained
by sharing subterms can inhibit behaviors in non-deterministic (e.g., concurrent) systems.
This talk summarizes the efforts of endowing K with a (novel) term-graph rewriting semantics devel-
oped with the aim of capturing the intended concurrency the K framework [11]. Challenges encountered
during this process and ideas for future development are presented and proposed for discussion.
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Non-simplifying Graph Rewriting Termination
Guillaume Bonfante
LORIA
Universit´ e de Lorraine
Bruno Guillaume
LORIA
Inria Nancy Grand-Est
So far, a very large amount of work in Natural Language Processing (NLP) rely on trees as the core
mathematical structure to represent linguistic informations (e.g. in Chomsky’s work). However,
some linguistic phenomena do not cope properly with trees. In a former paper, we showed the
beneﬁt of encoding linguistic structures by graphs and of using graph rewriting rules to compute on
those structures. Justiﬁed by some linguistic considerations, graph rewriting is characterized by two
features: ﬁrst, there is no node creation along computations and second, there are non-local edge
modiﬁcations. Under these hypotheses, we show that uniform termination is undecidable and that
non-uniform termination is decidable. We describe two termination techniques based on weights and
we give complexity bound on the derivation length for these rewriting systems.
1 Introduction
Linguists introduce different levels to describe a natural language sentence. Starting from a sentence
given as a sequence of sounds or as a sequence of words; among the linguistic levels, two are deeply
considered in literature: the syntactic level (a grammatical analysis of the sentence) and the semantic
level (a representation of the meaning of the sentence). These two representations involve mathematical
structures such as logical formulae, λ-terms, trees and graphs.
I see that Mike begins to work
SUBJ SUBJ AUX
CPL COMP
COMP
One of the usual ways to describe syntax is to use the
notion of dependency [16]. A dependency structure is an
ordered sequence of words, together with some relations
between these words. For instance, the sentence ”I see
that Mike begins to work” can be represented by the struc-
ture on the right.
There is a large debate in the literature about the mathematical nature of the structures needed for
natural language syntax: do we have to consider trees or graphs? Trees are often considered for their
simplicity; however, it is clearly insufﬁcient. Let us illustrate the limitations of tree-representations with
some linguistic examples. Consider the sentence ”Bill expects Mary to come”, the node ”Mary” is
shared, being the subject of ”come” and the object of ”expects” (below on the left). The situation can
be even worse: cycles may appear such as in the sentence below where edges in the cycle are drawn with
dashed line (below on the right).
Bill expects Mary to come
SUBJ OBJ AUX
SUBJ
COMP
a book which is hard to read
DET ANT SUBJ ATS AUX
REL COMP
OBJG. Bonfante and B. Guillaume 5
BYTEv THEq
CATn
RSTR
THEq
DOGn
RSTR
BARKv
ARG1
possv
ARG2
TOYn
ARG1
ARG1
ARG2
EQ
EQ
defq
RSTR
For the semantic representation of
natural language sentences, ﬁrst order
logic formulae are widely used. To
deal with natural language ambiguity,
a more compact representation of a set
of logic formulae (called underspeci-
ﬁed semantic representation) is used.
DMRS [4] is one of these compact rep-
resentation. The DMRS structure for
the sentence ”The Dog whose toy the
cat bit barked” is given in the ﬁgure on
the right.
To describe transformations between syntactic and semantics structures, there are solutions based on
many computational models (ﬁnite state automata, λ-calculus). It is somewhat surprising that Graph
Rewrite Systems (GRS) have been hardly considered so far ([8, 1, 5, 9]). To explain that, GRS im-
plementations are usually considered to be too inefﬁcient to justify their extra-generality. For instance,
pattern matching does not take linear time where this is usually seen as an upper limit for fast treatment.
However, if one drops for a while the issue of efﬁciency, the use of GRS is promising. Indeed,
linguistic considerations can be most of the time expressed by some relations between a few words.
Thus, they are easily translated into rules. To illustrate this point, in [3, 12], we proposed a syntax to
semantics translator based on GRSs: given the syntax of a sentence, it outputs the different meaning
associated to this syntax.
In the two earlier mentioned studies, we tried to delineate what are the key features of graph rewriting
in the context of NLP. Roughly speaking, node creation are strictly restricted, edges may be shifted from
one node to another and there is a need for negative patterns. Based on this analysis, we deﬁne here a
suitable framework for NLP (see Section 3).
Compared to term rewriting, the semantics of graph rewriting is problematic: different choices can
be made in the way the context is glued to the rule application [15]. As far as we see, our notion does
not ﬁt properly the DPO approach due to unguarded node deletion nor the SPO approach due to the shift
command, as we shall see. Thus we will provide a complete description of our notion. We have chosen
to present it in an operational way and we leave for future work a categorial semantics.
In our application, we use several hundreds of rules. To manage such a system, we use a notion of
modular graph rewriting system: the full set of rules is divided in smaller subsets (called modules) that
are used in turn.
In practice, we need some tools to verify termination and conﬂuence properties of modules. In
Section 4, we provide two termination methods based on a weight analysis. First, there is a direct moti-
vation: in our NLP application, any computations should terminate. If it is not the case, it means that the
rules where not correctly drawn. Then, termination ensures partly the correctness of the transformation.
There is also an indirect reason to consider termination: one way of establishing conﬂuence is through
Newman’s Lemma [11] which requires termination.
We consider two properties of the above mentioned termination methods. First, we show that they
are decidable, that is the existence of weights can be computed statically from the rules, and thus we have
a fully automatic tool to verify termination. Obviously, it is not complete. In a second step, we evaluate
the strength of the two methods. To do that, we consider what restrictions they impose on the length of
computations. We get quadratic time for the ﬁrst method, polynomial time for the second. This article is
an extended abstract of [2].6 Non-simplifying Graph Rewriting Termination
2 Linguistic motivations
Without any linguistic exhaustivity, we highlight in this section some crucial points of the kind of linguis-
tic transformation we are interested in and hence the relative features of rewriting we have to consider.
Node preservation property. As linguistic examples above suggest, the goal of linguistic analysis is
mainly to describe different kinds of relations between elements that are present in the input structure.
As a consequence, the set of nodes in the output structure is directly predictable from the input and only
a very restrictive notion on node creation is needed. In practice, these node creations can be anticipated
in some enriched input structure on which the whole transformation can be described as a non-size
increasing process.
X Y
begins
Z
to
T
SUBJ AUX
COMP
X Y
begins
Z
to
T
AUX
MOD
SUBJ Edge shifting. In the ﬁrst example of the introduction (for
the sentence ”I see that Mike begins to work”), the verb
”begins” is called a raising verb and we know that ”Mike”
is the deep subject of the verb ”work”; ”begins” being con-
sidered as a modiﬁer of the verb. To recover this deep subject, one may imagine a local transformation
of the graph which turns the ﬁrst graph on the right into the second one.
However, in our example above, a direct application of such a transformation leads to the structure
below on the left which is not the right structure. Indeed, the transformation should shift what the
linguists call the head of the phrase ”Mike begins to work” from the word ”begins” to the word ”work”
with all relative edges. In that case, the transformation should produce the structure below on the right:
I see that Mike begins to work
SUBJ AUX CPL
MOD COMP
SUBJ
I see that Mike begins to work
SUBJ AUX
MOD
SUBJ
CPL
COMP
In a more general setting, our transformations may have to specify the fact that all incident edges of
some node X must be transported to some other nodeY. We call this operation shift.
To describe our graph rewriting rules, we introduce a system of commands (like in [6]) which ex-
presses step by step the modiﬁcations applied on the input graph. The transformation described above is
performed in our setting as follows:
X Y
begins
Z
to
T
SUBJ AUX
COMP
del edge (Y,SUBJ,X); del edge (Y,COMP,T);
add edge (T,SUBJ,X); add edge (T,MOD,Y);
shift (Y,T)
Negative conditions. In some situation, rules must be aware of the context of the pattern to avoid
unwanted ambiguities. When computing semantics out of syntax, one has to deal with passive sentence;
the two sentences below show that the agent is optional.
The banana was eaten
DET AUX
SUBJ
The banana was eaten by Mike
DET AUX AGT OBJ
SUBJG. Bonfante and B. Guillaume 7
In order to switch to the corresponding active form, two different linguistic transformations have to
be deﬁned for these two sentence; but, clearly, the ﬁrst graph is a subgraph of the second one. We don’t
want the transformation for the short passive on the left to apply on the long passive on the right. we
need to express a negative condition like “there is no out edge labeled by AGT out of the main verb” to
prevent the unwanted transformation to occur.
The woman whom John seems to love
DET SUBJ AUX
COMP MOD_REL
OBJ Long distance dependencies. Most of the lin-
guistic transformation can be expressed with suc-
cessive local transformation like the one above.
Nevertheless, there are some cases where more
global rewriting is required; consider the sentence ”The women whom John seems to love”, for which
we consider the syntactic structure on the right. One of the steps in the semantic construction of this
sentence requires to compute the antecedent of the relative pronoun ”whom” (the noun ”woman” in our
example).
X
PRO_REL
Y Z T
OBJ (OBJ|COMP)* MOD_REL
add edge (X,ANT,T)
The subgraph we have to search in our graph (which
is depicted as a non-local pattern) and the graph modiﬁ-
cation to perform are given on the right. The number of
OBJ or COMP relations to consider (in the relation de-
picted as (OBJ|COMP)* in the ﬁgure) is unbounded (in
linguistics, this phenomenon is called long distance dependencies); it is possible to construct grammati-
cal sentences with an arbitrary large number of relations.
As we want to stay in the well-known framework of local rewriting, we will use several local trans-
formations to implement such a non-local rule.
X
PRO_REL
Y
OBJ
add edge (X,TMP,Y)
X Y Z
TMP OBJ
del edge (X,TMP,Y)
add edge (X,TMP,Z)
X Y Z
TMP COMP
del edge (X,TMP,Y)
add edge (X,TMP,Z)
X Z T
TMP MOD_REL
del edge (X,TMP,Z)
add edge (X,ANT,T)
The second and the third rules above preserve the set of nodes and the number of edges of each kind.
Hence, this kind of rule will require special treatment with respect to termination issues.
3 Graph Rewriting for NLP
Before we enter into the technical sections, let us deﬁne some useful notations. First, we use the notation
~ c to denote sequences. The empty sequence is written / 0. The length of a sequence is denoted by |~ c|. We
use the same notation for sets: the empty set is denoted / 0 and the cardinality of a set S is written |S|. The
context will make clear whether we are talking about sequences or sets.
Given a function f : X →Y and some sets X0 ⊆ X andY0 ⊆Y, we deﬁne f(X0) , {f(x) | x ∈ X0} and
f−1(Y0),{x∈X | f(x)∈Y0}; the restriction of the function f to the domain X0 is f|X0 :x0 ∈X0 7→ f(x0).
The function cX :x∈X 7→c∈Y is the constant function on X. The identity function is written 1. Finally,
given a function f : X →Y and (x,y) ∈ X ×Y, the function f[x 7→ y] maps t 6= x to f(t) and x to y.
The set of natural numbers is N, integers are denoted by Z. Given two integers a,b, we deﬁne
[a,b] = {x ∈ Z | a ≤ x ≤ b}.8 Non-simplifying Graph Rewriting Termination
3.1 Graphs
The graphs we consider are directed graphs with both labels on nodes and labels on edges. We restrict
the edge set: given some edge label e, there is at most one edge labeled e between two given nodes α
and β. This restriction reﬂects the fact that, in NLP application, our edges are used to encode linguistic
information which are relations. We make no other explicit hypothesis on graphs: in particular, graphs
may be disconnected, or have loops.
In this paper, we suppose given a ﬁnite set ΣE of edge labels and another ﬁnite set ΣN of node labels.
Deﬁnition 3.1 (Graph). A graph G is deﬁned as a triple (N ,`,E) where
• N is a ﬁnite set of nodes;
• ` is a labeling function: ` : N 7→ ΣN;
• E is a set of edges: E ⊆ N ×ΣE ×N .
Let n,m ∈ N and e ∈ ΣE. When there is an edge from n to m labelled e (i.e. (n,e,m) ∈ E), we write
n
e −→ m or n −→ m if the edge label is not relevant. If G denotes some graph (N ,`,E), then NG, `G,
EG denote respectively N ,` and E.
Deﬁnition 3.2 (Graph morphism). A graph morphism µ from the graph G = (N ,`,E) to the graph
G0 = (N 0,`0,E 0) is a function from N to N 0 such that:
• for all n ∈ N , `0(µ(n)) = `(n);
• for all n,m ∈ N and e ∈ ΣE, if n
e −→ m ∈ E then µ(n)
e −→ µ(m) ∈ E 0.
A graph morphism µ is said to be injective if µ(n) = µ(m) implies n = m. We make the follow-
ing abuse of notation: given some graph morphism µ : G → G0, and a set E ⊆ EG, we let µ(E) =
{µ(n)
e −→ µ(m) | n
e −→ m ∈ E}.
Deﬁnition 3.3 (Basic pattern and basic matching). A basic pattern B is a graph. A basic matching µ of
the basic pattern B in the graph G is an injective graph morphism µ (written µ : B ,→ G).
As shown in Section 2, negative conditions on patterns naturally arise in NLP. We classify negative
conditions in two categories: the local ones, that is negative conditions on edges within the basic pattern
and non-local ones, that is negative conditions concerning edges between a node of the basic pattern and
a node of the context (either in-edges or out-edges).
Deﬁnition 3.4 (Pattern). A pattern is a quadruple P = (B, ¯ E, ¯ I, ¯ O) of:
• a basic pattern B = (NP,`P,EP);
• a set of forbidden edges ¯ E ⊂ NP×ΣE ×NP such that ¯ E ∩EP = / 0;
• a set of forbidden in-edges ¯ I ⊂ NP×ΣE
• a set of forbidden out-edges ¯ O ⊂ NP×ΣE
Given a basic pattern B, we shorten (B, / 0, / 0, / 0) to (B,~ / 0). In the following, given a pattern P, NP and
EP denote respectively the set of nodes of its basic pattern and the set of edges of its basic pattern.
Deﬁnition 3.5 (Matching). Let P=(B, ¯ E, ¯ I, ¯ O) be a pattern, G=(N ,`,E) be a graph, and µ :B,→G
be a basic matching. We say that µ is a matching from P into G (also written µ : P ,→ G) whenever it
satisﬁes the additional three conditions:
• µ( ¯ E)∩E = / 0G. Bonfante and B. Guillaume 9
• for each (n,e) ∈ ¯ I, {p ∈ N \µ(NP) | p
e −→ µ(n)} = / 0
• for each (n,e) ∈ ¯ O, {p ∈ N \µ(NP) | µ(n)
e −→ p} = / 0
Example 3.1. Negative conditions are used to remove ’unwanted’ matching. To see their effect, consider
for instance the basic pattern B0 and its two basic matchings µ1 and µ2 in G0:
b0:α b1:β
A µ1
g0:α
g1:β
g2:α
A
B
D
C
A E
µ2
g0:α
g1:β
g2:α
A
B
D
C
A E
• First, let P0 = (B0,~ / 0). Then, µ1 and µ2 are (the) two matchings P0 ,→ G0.
• Second, let the pattern P1 = (B0,{(b1,C,b0)}, / 0, / 0); then, µ1 is the only matching P1 ,→ G0.
• Third, let the pattern P2 = (B0, / 0,{(b0,D)},{(b0,D)}). Then, there is no matching of P2 into G0.
In the following, patterns P1 and P2 are depicted as:
P1 = b0:α b1:β
A
C
×
P2 = b0:α b1:β
A
D ×
D ×
3.2 Graph decomposition
The proper description of actions of a rule on some graph G requires ﬁrst the deﬁnition of two partitions:
one on nodes and the other on edges. They are both induced by the matching of some pattern P into G.
Deﬁnition 3.6 (Nodes decomposition: pattern image, crown and context). Let µ : P ,→ G a matching
from the pattern P into the graph G = (N ,`,E). Nodes of G can be split in a partition of three sets
N = Pµ ⊕Kµ ⊕Cµ:
• the pattern image is Pµ = µ(NP);
• the crown contains nodes outside the pattern image which are directly connected to the pattern
image: Kµ = {n ∈ N \Pµ | ∃p ∈ Pµ such that n −→ p or p −→ n};
• the context contains nodes not linked to the pattern image: Cµ = N \(Pµ ∪Kµ).
Deﬁnition 3.7 (Edges decomposition: pattern edges, crown edges, context edges and pattern-glued
edges). Let µ : P ,→ G a matching from the pattern P into the graph G = (N ,`,E). Edges of G can be
split in a partition of four sets E = µ(EP)⊕K µ ⊕C µ ⊕H µ:
• the pattern edges is µ(EP);
• the crown edges set contains edges which links a pattern image node to a crown node: K µ =
{n −→ m ∈ E | n ∈ Pµ ∧m ∈ Kµ}∪{n −→ m ∈ E | n ∈ Kµ ∧m ∈ Pµ};
• the context edges set contains edges which connect two nodes that are not in the pattern image:
C µ = {n −→ m ∈ E | n / ∈ Pµ ∧m / ∈ Pµ}.
• the pattern-glued edges set contains edges which are not pattern edges but which connect two
nodes that are in the pattern image: H µ = {n −→ m ∈ E | n ∈ Pµ ∧m ∈ Pµ}\µ(EP).10 Non-simplifying Graph Rewriting Termination
3.3 Rules
Inourgraphrewritingframework, thetransformationofthegraphisdescribedthroughsomeatomiccom-
mands (like in [6]). Commands deﬁnition refer to some pattern P and pattern nodes NP are used as iden-
tiﬁers. Leta,b∈NP, α ∈ΣN ande∈ΣE, the ﬁvekindsof commandsarelabel(a,α), del edge(a,e,b),
add edge(a,e,b), del node(a) and shift(a,b).
Their names speak for themselves, however, we will come back to their precise meaning in the
subsection below. Before this, to ensure that commands always refer to valid node identiﬁers, we restrict
command sequences to consistent sequences, that is sequences c1,...,ck such that for each command ci,
1 ≤ i ≤ k, which is a node deletion command del node(a) for some a ∈ NP, then the node name a does
not occur in any command cj with i < j ≤ k.
Deﬁnition 3.8 (Rule). A rule R is a pair R = hP,~ ci of a pattern P and a sequence of commands ~ c
consistent with respect to P. A rule R = hP,~ ci is said to be node-preserving if~ c does not contain any
del node command.
3.4 Graph Rewrite System
Let G = (N ,`,E) a graph, R = hP,~ ci a rule and µ : P ,→ G a matching. The application of the sequence
~ c on G is a new graph which is written G·µ~ c (shortened G·~ c when µ is clear from the context) and is
deﬁned by induction on the length k of~ c. If k = 0, G· / 0 = G. If k > 0, let G0 = (N 0,`0,E 0) be the graph
obtained by application of the sequence c1,...,ck−1; then we consider each command in turn:
Label: The command ck = label(a,α) changes the label of the node µ(a): G·~ c = (N 0,`00,E 0) with
`00 = `0[µ(a) 7→ α].
Delete: The command ck = del edge(a,e,b) deletes the edge from µ(a) to µ(b) labelled with e ∈ ΣE;
G·~ c = (N 0,`0,E 00) with E 00 = E 0\{µ(a)
e −→ µ(b)}.
Add: The command ck = add edge(a,e,b) adds an edge from µ(a) to µ(b) labelled with e ∈ ΣE;
G·~ c = (N 0,`0,E 00) with E 00 = E 0∪{µ(a)
e −→ µ(b)}.
Delete node: The command ck = del node(a) removes the node µ(a) of G0; G·~ c = (N 00,`00,E 00) with
N 00 = N 0\{µ(a)}, `00 = `0|N 00 and E 00 = E 0∩{N 00×ΣE ×N 00}.
Shift edges: The command ck = shift(a,b) changes in-edges of µ(a) starting from the crown to in-
edges of µ(b) and all out-edges of µ(a) going to the crown to out-edges of µ(b). Formally,
G·~ c = (N 0,`0,E 00) with the set E 00 deﬁned by, for all e ∈ ΣE:
• for all p ∈ Kµ, µ(b)
e −→ p ∈ E 00 iff µ(b)
e −→ p ∈ E 0 or µ(a)
e −→ p ∈ E 0;
• for all p ∈ Kµ, p
e −→ µ(b) ∈ E 00 iff p
e −→ µ(b) ∈ E 0 or p
e −→ µ(a) ∈ E 0;
• for all p,q ∈ Pµ, p
e −→ q ∈ E 00 iff p
e −→ q ∈ E 0;
• for all p,q ∈ Kµ ∪Cµ, p
e −→ q ∈ E 00 iff p
e −→ q ∈ E 0.
The commands label, del edge and add edge are called local commands: they modify only the
edges and the nodes described in the pattern. The commands del node and shift are non-local: they
can modify edges outside the pattern. Note that a rule add edge (resp. del edge) may have no effect
if the edge already exists (resp. does not exist). Note also that we can suppose that for a given sequence
~ c and a given triple (a,e,b), there is at most one rule del edge(a,e,b) or add edge(a,e,b) in~ c (if not,
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Deﬁnition3.9(Uniformrule). For~ c=c1,...,ck withoutnodedeletion, therulehP,~ ciisuniformiffforall
1 ≤ i ≤ k, if ci = add edge(n,e,m) then (n,e,m) ∈ ¯ EP and if ci = del edge(n,e,m) then (n,e,m) ∈ EP.
Deﬁnition 3.10 (Rewrite step). Let G = (N ,`,E) a graph, R = hP,~ ci a rule and µ : P ,→ G a matching.
Let G0 = G·~ c, then we say that G rewrites to G0 with respect to the rule R and the matching µ. We write
it G →R,µ G0 or G →R G0 or even simply G → G0.
Deﬁnition 3.11 (Graph Rewrite System). A Graph Rewrite System G is a ﬁnite set of rules.
In our application, the translation of the syntax to semantics is split into several independent levels
of transformation driven by linguistic consideration (such as translation of passive forms to active ones,
computation of the deep subject of inﬁnites). Rules are then grouped in subsets called modules and
modules apply sequentially; each module being used as a graph rewrite system on the outputs of the
previous module.
Lemma 3.1 (Linear modiﬁcation). Given a GRS G, there is a constantC >0 such that, for any rewriting
step G →R,µ G0 the two canonical corresponding edge decompositions EG = C µ ⊕Qµ and EG0 = C µ ⊕
Q0µ satisfy:
|Qµ| ≤C×(|G|+1) and |Q0µ| ≤C×(|G|+1)
Proof. LetC =max{2×|P|
2×|ΣE|}|hP,~ ci∈G}. Both in G and G0, edges that are not in the context are
either between two pattern nodes or between a pattern node and a crown node. The total number of edges
of the ﬁrst kind (either pattern edges or glued-pattern edges) is bounded by |P|
2×|ΣE|. For each pattern
node, thenumberofedgeswhichconnectthisnodetosomenon-patternnodeisboundedby2×|G|×|ΣE|
and so the total number of edges which link some pattern node to some non-pattern node is bounded by
2×|G|×|ΣE|×|P|. Putting everything together, |Qµ| ≤C×(|G|+1) and |Q0µ| ≤C×(|G|+1).
4 Weighted GRS
We recall that a GRS is said to be (strongly) terminating whenever there is no inﬁnite sequence G1 →
G2 → ···. Given a terminating GRS G and a graph G, we deﬁne the derivation height of G, next denoted
hG(G), to be the length of the longest derivation starting from G if such a derivation exists. If hG(G) is
deﬁned for all G such that |G| ≤ n, then we deﬁne the derivation height of G by: hG(n) = max{hG(G) |
|G| ≤ n}.
Actually, for non-size increasing GRS as presented above, we have immediately the decidability
of non-uniform termination. That is, given some GRS G and some graph G, one may decide whether
there is an inﬁnite sequence G1 → G2 → G3 → ···. Indeed, one may observe that for such sequence,
for all i ∈ N, |Gi| ≤ |G|. Thus, the Gi’s range in the ﬁnite set G≤|G| of graphs of size less or equal to
|G|. Consequently, either the system terminates or there is some j ≤ |G≤|G|| and some k ≤ j such that
Gj = Gk. To conclude, to decide non-uniform termination, it is sufﬁcient to compute all the (ﬁnitely
many) possibilities of rewriting G in less than |G≤|G|| steps and to verify the existence of such a j and k
above. Finally, since |G≤|G|| ≤ 2O(|G|2), the procedure as described above takes exponential time.
However, uniform termination— given a GRS, is it terminating?— of non-size increasing GRS re-
mains an open problem. Uniform termination was proved undecidable when we drop the property of
non-size increasingness (cf. Plump [14]). As a consequence, there is a need to deﬁne some termina-
tion method pertaining to non-size increasing GRS. Compared to standard work in termination [13, 7],
there are two difﬁculties: ﬁrst, our graphs may be cyclic, thus forbidding methods developed for DAGs
such as term-graphs. Second, using term rewriting terminology, our method should operate for some12 Non-simplifying Graph Rewriting Termination
non-simplifying GRS, that is GRS for which the output may be ”bigger” than the input. Indeed, the NLP
programmer sometimes wants to compute some new relations, so that the input graph is a strict sub-graph
of the resulting graph.
4.1 Termination by weight analysis
In the context of term-rewriting systems, the use of weights is very common to prove termination. There
are many examples of such orderings, Knuth-Bendix Ordering [10] to cite one of them. We recall that
all graphs we consider are deﬁned relatively to two signatures ΣE of edge labels and ΣN of node labels.
Deﬁnition 4.1 (Edge weight, node weight). An edge weight is a mapping w : ΣE → Z. Given some
subset E of edges of G, the weight of E is w(E) = ∑n
e −→m∈E w(e). The edge weight of a graph G is
w(G) = w(EG). A node weight is a mapping η : ΣN → Z. For a graph G = (NG,`G,EG), we deﬁne
η(G) = ∑n∈NG η(`G(n)).
Let us make some observations. Let |G|e denote the number of edges in G which have the label e,
then w(G) = ∑e∈ΣE w(e)×|G|e. Second, for a pattern matching µ : P ,→ G, w(µ(P)) = w(P).
The weight of a graph may be negative. This is not standard, but it is useful here to cope with non-
simplifying rules, that is rules which add new edges. Since a graph G has at most |ΣE|×|G|
2 edges, the
following lemma is immediate.
Lemma 4.1. Given an edge weight w and a node weight η, let Kw = maxe∈ΣE(|w(e)|), KE = |ΣE|×Kw,
Kη = maxα∈ΣN(|η(α)|), then
(a) for each subset of edges E ⊂ EG of some graph G, we have w(E) ≤ Kw×|E|.
(b) for each graph G, we have −KE ×|G|
2 ≤ w(G) ≤ KE ×|G|
2;
(c) for each graph G, we have |η(G)| ≤ Kη ×|G|.
Deﬁnition 4.2. Let R = hP,~ ci a rule, we deﬁne inductively Φ~ c : NP → NP which describes the global
effect of the shift commands in a rule: Φ/ 0 = 1; Φ~ c,shift(m,n) = 1[m 7→ n]◦Φ~ c and Φ~ c,c = Φ~ c if c is not
a shift command.
Deﬁnition 4.3 (Compatible weight). Given a rule R = h(P, ¯ E, ¯ I, ¯ O),~ ci, an edge weight w is said to be
compatible with R if:
1. either~ c contains a del node command
2. or R is a node-preserving rule and satisfy the three properties:
(a) R is uniform,
(b) w(P·1~ c) < w(P),
(c) for all e ∈ ΣE such that w(e) < 0, for all n ∈ Φ(NP), let Mn ⊂ EP be the set Φ−1
~ c (n); then Mn
contains at most one element m such that (m,e) 6∈ ¯ I and Mn contains at most one element
m0 ∈ Mn such that (m0,e) 6∈ ¯ O.
An edge weight is said to be compatible with a GRS G if it is compatible with all its rules. A weighted
GRS is a pair (G,w) of a GRS and a compatible weight.
Hypothesis (2.b) will serve to manage edges in the pattern images while Hypothesis (2.c) will serve
for the crown edges. One may note that when there is no shift commands in the rule, the Hypothesis
(2.c) holds whatever w is. Indeed, in that case, Φ is the identity function and all the sets Mn are singletons.G. Bonfante and B. Guillaume 13
Lemma4.2. Let(G,w)aweightedGRS,letG→G0 bearewritestepofG. Either|G|>|G0|or|G|=|G0|
and w(G) > w(G0).
The problem of the synthesis is the following. Given a GRS G, is there a weight w compatible with
G? Since the existence of weights can be described in Presburger’s arithmetic, we have a positive answer:
Theorem 4.1. Given a GRS G, one may decide whether or not it has a compatible weight.
Second point, the existence of weights induce termination:
Theorem 4.2. Any weighted GRS (G,w) is strongly terminating in quadratic time. Moreover, this
quadratic bound is a lower bound: there is a GRS G with a compatible weight such that hG(n) ≥ O(n2).
Condition (2.c) of Deﬁnition 4.3 is necessary. Here is a counter-example of a non-terminating system
with a compatible weight up to this condition. Consider the two rules hQ1,~ c1i and hQ2,~ c2i:
0:e 1:e
A
B
del edge(0,A,1)
shift(0,1) 3:e 4:e 5:e
C
B
add edge(3,A,4)
add edge(5,C,3)
Set w(A) = w(B) = 1 and w(C) = −2. Observe that w(Q1·~ c1) = 1 < 2 = w(Q1) and w(Q2·~ c2) = −2 <
−1 = w(Q2). However, there is an inﬁnite sequence G1 →R1 G2 →R2 G1 →R1 ··· with G1 and G2 being:
0:e 1:e 2:e
A
B
C
C
0:e 1:e 2:e
B
C
 G1 = = G2
Proof sketch of Theorem 4.2. We begin to show the lower bound. Let ΣE = {E}, ΣN = {e}. Consider
the two rules GRS G deﬁned by the two basic patterns:
0:e 1:e
E
del edge(0,E,1) 2:e E del edge(2,E,2)
Set w(E) = 1. The rules are compatible with w. Each rule deleting exactly one edge, since the clique
Cn of size n has n2 edges, the derivation height hG(Cn) = n2. The lower bound follows.
For the upper bound, let C be the constant as deﬁned by Lemma 3.1, let K = max(1,Kw) (we recall
that Kw =maxe∈ΣE(|w(e)|)). Finally, let H =max{n|(P,c1,...,cn)∈G}. Let A=2×K×C×(H+1)+
1. Let Ω be the ’energy function’ deﬁned on graphs Ω(G) = w(G)+A×|G|
2. For each rule application
G → G0, one may verify that Ω(G) > Ω(G0). The last inequality together with Lemma 4.1 leads to the
conclusion.
Full proofs of Theorem 4.1 and of Theorem 4.2 are given in [2].
4.2 Termination by lexicographic weight
In our experiments, in most cases, the weight analysis of the preceding section was sufﬁcient. The main
counter-example is however systems composed of rules as given in Section 2. The GRS is strongly
terminating but there is no compatible weight. This section provides a conciliable extension of this ter-
mination proof method. With a little abstraction, the linguistic example of Section 2 about long distance
dependencies is computed by some ’non-local rule’ Rnl:14 Non-simplifying Graph Rewriting Termination
Rnl =
b0:P
b1:X b2:X
O
O
A
×
b0
0:X b0
1:X
O
b0
2:X
M
A
×
add edge(b0,A,b0
2)
Such non-local rules can be implemented by rules:
INIT REC STOP CLEAN
b0:P
b1:X
O
A ×
E
×
label(b0,P)
add edge(b0,E,b1)
E ×
E ×
b0:P
b1:X b2:X
E
O
A ×
E
×
add edge(b0,E,b2)
b0:P
b1:X b2:X
E
M
A ×
E
×
add edge(b0,A,b2)
label(b0,P)
E ×
E ×
b0:P
b1:X
E
del edge(b0,E,b1)
Figure 1: Local implementation of the non-local rule
However, these rules are not compatible with any weight. Actually, as justiﬁed in [2], there is no imple-
mentation of such a rule by some weighted rules.
Given an order ≺ on some set U, its lexicographic extension to sequences in U is deﬁned by
(u1,...,uk) ≺lex (v1,...,vm) iff ∃j ≤ min(m,k) : uj ≺ vj ∧∀i < j : ui = vi. The order ≺lex is not well-
founded in general, but its restriction to sequences of equal length is such as soon as ≺ is well-founded.
Deﬁnition 4.4 (Contextual weight). An edge contextual weight is a (ﬁnite) map ω : ΣN ×ΣE ×ΣN → Z.
As for weights, it extends to any set E ⊆EG of some graph G by: ω(E)=∑n
e −→m∈E ω(`(n),e,`(m)). And
the weight of a graph is ω(G) = ω(EG).
A contextual weight is a 4-tuple π = (a,ω,b,η) with a,b ∈ N, ω an edge contextual weight and η a
node weight. We deﬁne π(G) = a×ω(G)+b×η(G).
Let e ∈ ΣE, if a 6= 0 and there are α,β,α0,β0 ∈ ΣN such that ω(α,e,β) 6= ω(α0,e,β0), then we say
that π is e-fragile.
Deﬁnition 4.5. Given an edge weight w0 : ΣE → Z, given k contextual weights π1,...,πk and a rule
R = hP,~ ci, we write P0 = P·1~ c. We say that R is compatible with (w0,π1,...,πk) iff:
1. either~ c contains a del node command,
2. or R is an uniform and node-preserving rule such that:
(a) either the two properties below hold
(i) w0(P0) < w0(P);
(ii) and for all e∈ΣE such that w(e)<0, for all n∈Φ(NP), let Mn be the set Φ−1(n); then
Mn contains at most one element m such that (m,e) 6∈ ¯ I and Mn contains at most one
element m0 ∈ Mn such that (q,m0) 6∈ ¯ O.
(b) or the four properties below hold
(i) w0(P0) = w0(P);
(ii) (π1(P0),...,πk(P0)) <lex (π1(P),...,πk(P));G. Bonfante and B. Guillaume 15
(iii) if~ c contains a command label(n,α) and if some πi is e-fragile, then (n,e) ∈ ¯ I ∪ ¯ O;
(iv) ~ c does not contain any shift commands.
When a weight w0 and k contextual weights are compatible with all the rules of some GRS G, we
say that G is lexicographically weighted by (w0,π1,...,πk).
Example 4.1. We deﬁne w0 = 0ΣE[A 7→ −1], and ω = 0ΣN×ΣE×ΣN[(P,E,X) 7→ 1,(P,E,X) 7→ −1]. Con-
sider the lexicographic weight π = (1,ω,0,0ΣN). For rules in Figure 1, we have: rule STOP decreases
by (2.a); rules INIT and REC decrease by (2.b): there is one more edge labeled E starting from P and
rule CLEAN decreases by (2.b): one edge labeled E starting from P disappears.
Theorem 4.3. Whenever a program G is compatible with the lexicographic weight (w0,π1,...,πk), it is
strongly terminating in polynomial time. The bound is tight, that is for all k > 0, there is a GRS whose
derivation height is O(nk).
Proof. Examples for the lower bound are proposed in [2]. For the upper bound, let
Kω = max{|ω(n,e,m)| | (n,e,m) ∈ ΣN ×ΣE ×ΣN} and Kπ = a×|ΣE|×Kω +b×Kη
Then, adapting Lemma 4.1(b) to the present context, we can state that |ω(G)| ≤ Kω ×|ΣE|×|G|
2.
With Lemma 4.1(c), we have |η(G)| ≤ Kη ×|G| and ﬁnally |π(G)| ≤ a×Kω ×|ΣE|×|G|
2+b×Kη ×
|G| ≤ Kπ ×|G|
2.
Let K0 = maxi∈[1,k](Kπi). Finally, let KE be the constant as given by Lemma 4.1 for w0, we deﬁne
K = max(K0,KE). Then, for all i ≤ k, we have: |πi(G)| ≤ K×|G|2 and |w0(G)| ≤ K×|G|2.
Let κ(G) = (|G|,w0(G),π1(G),...,πk(G)). If G → G0, then κ(G) > κ(G0). Consider a sequence
G1 → G2 → ···. For all graph Gi of the sequence, |Gi| ≤ |G1|. Due to previous equations, κ(Gi) is
ranging in L = [0,|G1|]×[−K×|G1|2,K×|G1|2]k+1. Thus the result.
5 Conclusion
The polynomial derivation height that we have proved in the last section can be reconsidered in the
following way. The example of a GRS working in O(nk) can be used as a clock. Then, since each
transition of a (non-size increasing) Turing-Machine can be easily simulated by graph rewriting, we can
statethatany PTIME-predicatecanbesimulatedbyalexicographicallyweightedGRS(uptoapolynomial
reduction). Since lexicographically weighted conﬂuent GRS can be computed in polynomial time (each
rewriting step can be simulated in linear time), it becomes clear that lexicographically weighted GRSs
actually characterize PTIME. This provides a precise description of the computational content of the
method.
Wehaveimplementedasoftware—called GREW (grew.loria.fr)—basedontheGraphRewriting
deﬁnition presented in this article. In [12], the software was used to produce a semantically annotated
version of the French Treebank; in this experiment, the system contains 34 modules and 571 rules and
the corpus is constituted of 12000 sentences of length up to 100 words. This experiment is a large scale
application which shows that the proposed approach can be used in real-size applications.
As said earlier, despite the global non-conﬂuence of the system, we can isolate subsets of rules that
are conﬂuent and use our system of modules to beneﬁt from this conﬂuence in implementation. In our
last experiment, 26 of our 34 modules are conﬂuent, but conﬂuence proofs are tedious. We leave for
further work the study of the local conﬂuence of terminating GRS and the general study of conﬂuence of
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In this extended abstract, we present a simple approach to convergence on term graphs that allows
us to unify term graph rewriting and inﬁnitary term rewriting. This approach is based on a partial
order and a metric on term graphs. These structures arise as straightforward generalisations of the
corresponding structures used in inﬁnitary term rewriting. We compare our simple approach to a
more complicated approach that we developed earlier and show that this new approach is superior
in many ways. The only unfavourable property that we were able to identify, viz. failure of full
correspondence between weak metric and partial order convergence, is rectiﬁed by adopting a strong
convergence discipline.
1 Introduction
In inﬁnitary term rewriting [17] we study inﬁnite terms and inﬁnite rewrite sequences. Typically, this
extension to inﬁnite structures is formalised by an ultrametric on terms, which yields inﬁnite terms by
metric completion and provides a notion of convergence to give meaning to inﬁnite rewrite sequences.
In this paper we extend inﬁnitary term rewriting to term graphs. In addition to the metric approach, we
also consider the partial order approach to inﬁnitary term rewriting [4] and generalise it to the setting of
term graphs.
One of the motivations for studying inﬁnitary term rewriting is its relation to non-strict evaluation,
which is used in programming languages such as Haskell [18]. Non-strict evaluation defers the evalu-
ation of an expression until it is “needed” and thereby allows us to deal with conceptually inﬁnite data
structures and computations. For example, the function from deﬁned below constructs for each number
n the inﬁnite list of consecutive numbers starting from n:
from(n) = n :: from(s(n))
This construction is onlyconceptual andonly resultsin aterminating computationif it isused ina context
where only ﬁnitely many elements of the list are “needed”. Inﬁnitary term rewriting provides us with an
explicit limit construction to witness the outcome of an inﬁnite computation as it is, for example, induced
by from. After translating the above function deﬁnition to a term rewrite rule from(x) → x::from(s(x)),
we may derive an inﬁnite rewrite sequence
from(0) → 0::from(s(0)) → 0::s(0)::from(s(s(0))) → ...
which converges to the inﬁnite term 0::s(0)::s(s(0)):: ..., which represents the inﬁnite list of numbers
0,1,2,... – as intuitively expected.
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Non-strict evaluation is rarely found in isolation, though. Usually, it is implemented as lazy evalu-
ation [14], which complements a non-strict evaluation strategy with sharing. The latter avoids duplic-
ation of subexpressions by using pointers instead of copying. For example, the function from above
duplicates its argument n – it occurs twice on the right-hand side of the deﬁning equation. A lazy evalu-
ator simulates this duplication by inserting two pointers pointing to the actual argument.
While inﬁnitary term rewriting is used to model the non-strictness of lazy evaluation, term graph
rewriting models the sharing part of it. By endowing term graph rewriting with a notion of convergence
like in inﬁnitary term rewriting, we aim to unify the two formalisms into one calculus, thus allowing us
to model both aspects within the same calculus.
Contributions & Outline At ﬁrst we recall the basic notions of inﬁnitary term rewriting (Section 2).
Afterwards, we construct a metric and a partial order on term graphs and show that both are suitable
as a basis for notions of convergence in term graph rewriting (Section 3). Based on these structures we
introduce notions of convergence (weak and strong variants) for term graph rewriting and show corres-
pondences between metric-based and partial order-based convergence (Section 4.1 and 4.2). We then
present soundness and completeness properties of the resulting inﬁnitary term graph rewriting calculi
w.r.t. inﬁnitary term rewriting (Section 4.3). Lastly, we compare our calculi with previous approaches
(Section 5).
2 Inﬁnitary Term Rewriting
Before starting with the development of inﬁnitary term graph rewriting, we recall the basic notions of
inﬁnitary term rewriting. Rewrite sequences in inﬁnitary rewriting, also called reductions, are sequences
of the form (φι)ι<α, where each φι is a rewrite step from a term tι to tι+1 in a term rewriting system
(TRS) R, denoted φι : tι →R tι+1. The length α of such a sequence can be an arbitrary ordinal. For
example, the inﬁnite reduction indicated in Section 1 is the sequence (φf
i : tf
i →Rf tf
i+1)i<ω, where tf
i =
0:: ... ::si−1(0)::from(si(0)) for all i < ω and Rf is the TRS consisting of the single rule from(x) →
x::from(s(x)).
2.1 Metric Convergence
The above deﬁnition of reductions ensures that consecutive rewrite steps are “compatible”, i.e. the result
term of the ι-th step, viz. tι+1, is the start term of the (ι +1)-st step. However, this deﬁnition does not
relate the start terms of steps at limit ordinal positions to the terms that preceded it. For example, we
can extend the abovementioned reduction (φf
i)i<ω of length ω, to a reduction (φf
i)i<ω+1 of length ω +1
using any reduction step φf
ω, e.g. φf
ω : from(0) → 0::from(s(0)). In our informal notation this reduction
(φf
i)i<ω+1 reads as follows:
from(0) → 0::from(s(0)) → 0::s(0)::from(s(s(0))) → ... from(0) → 0::from(s(0))
Intuitively, this does not make sense since the sequence of terms that precedes the last step intuitively
converge to the term 0::s(0)::s(s(0)):: ..., but not from(0).
In inﬁnitary term rewriting such reductions are ruled out by a notion of convergence and a notion of
continuity that follows from it. Typically, this notion of convergence is derived from a metric d on the
set of (ﬁnite and inﬁnite) terms T ∞(Σ): d(s,t) = 0 if s = t, and d(s,t) = 2−d otherwise, where d is theP. Bahr 19
minimal depth at which s and t differ. Using this metric, we may also construct the set of (ﬁnite and
inﬁnite) terms T ∞(Σ) by metric completion of the metric space (T (Σ),d) of ﬁnite terms.
The mode of convergence in the metric space (T ∞(Σ),d) is the basis for the notion of weak m-
convergence of reductions: a reduction S=(φι : tι →R tι+1)ι<α is weakly m-continuous if limι→λ tι =tλ
for all limit ordinals λ < α; it weakly m-converges to a term t, denoted S: t0 ,→ m
R t, if it is weakly m-
continuous and limι→b αtι = t, where b α is the length of the underlying sequence of terms (tι)ι<b α. For
example, the reduction (φf
i)i<ω weakly m-converges to the term 0::s(0)::s(s(0)):: ...; but the sequence
(φf
i)i<ω+1 does not weakly m-converge, it is not even weakly m-continuous as limι→ωtf
ι is not from(0).
Weak m-convergence is quite a general notion of convergence. For example, given a rewrite rule
a → a, we may derive the reduction a → a → ..., which weakly m-converges to a even though the rule
a → a is applied again and again at the same position. This generality causes many desired properties to
break, such as unique normal form properties and compression [16]. That is why Kennaway et al. [16]
introduced strong m-convergence, which in addition requires that the depth at which rewrite steps take
place tends to inﬁnity as one approaches a limit ordinal: Let S = (φι : tι →πι tι+1)ι<α be a reduction,
where each πι indicates the position at which the step φι takes place and |πι| denotes the length of the
position πι. The reduction S is said to be strongly m-continuous (resp. strongly m-converge to t, denoted
S: t0  m t) if it is weakly m-continuous (resp. weakly m-converges to t) and if (|πι|)ι<λ tends to inﬁnity
for all limit ordinals λ < α (resp. λ ≤ α). For example, the reduction (φf
i)i<ω also strongly m-converges
to the term 0::s(0)::s(s(0)):: .... On the other hand, the reduction a → a → ... indicated above weakly
m-converges to a, but it does not strongly m-converge to a.
2.2 Partial Order Convergence
Alternatively to the metric approach illustrated in Section 2.1, convergence can also be formalised using
a partial order ≤⊥ on terms. The idea to use this partial order for inﬁnitary rewriting goes back to
Corradini [12]. The signature Σ is extended to the signature Σ⊥ by adding a fresh constant symbol ⊥.
When dealing with terms in T ∞(Σ⊥), we call terms that do not contain the symbol ⊥, i.e. terms that
are contained in T ∞(Σ), total. We deﬁne s ≤⊥ t iff s can be obtained from t by replacing some subterm
occurrencesint by⊥. Interpretingtheterm⊥asdenoting“undeﬁned”, ≤⊥ canbereadas“islessdeﬁned
than”. The pair (T ∞(Σ⊥),≤⊥) is known to form a complete semilattice [13], i.e. it has a least element
⊥, each directed set D in (T ∞(Σ⊥),≤⊥) has a least upper bound (lub)
F
D, and every non-empty set B
in (T ∞(Σ⊥),≤⊥) has greatest lower bound (glb)
d
B. In particular, this means that for any sequence
(tι)ι<α in (T ∞(Σ⊥),≤⊥), its limit inferior, deﬁned by liminfι→αtι =
F
β<α
d
β≤ι<αtι

, exists.
In the same way that the limit in the metric space gives rise to weak m-continuity/-convergence, the
limit inferior gives rise to weak p-continuity and weak p-convergence; simply replace lim by liminf. We
write S: t0 ,→ p t if a reduction S starting with term t0 weakly p-converges to t. The deﬁning difference
between the two approaches is that p-continuous reductions always p-converge. The reason for that lies
in the complete semilattice structure of (T ∞(Σ⊥),≤⊥), which guarantees that the limit inferior always
exists (in contrast to the limit in a metric space).
The deﬁnition of the strong variant of p-convergence is a bit different from the one of m-convergence,
but it follows the same idea: a reduction (φi: ti →πi ti+1)i<ω weakly m-converges iff the minimal depth
di at which two consecutive terms ti,ti+1 differ tends to inﬁnity. The strong variant of m-convergence is
a conservative approximation of this condition; it requires |πi| to tend to inﬁnity. This approximation is
conservative since |πi| ≤ di; differences between consecutive terms can only occur below the position at
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In the partial order approach we can make this approximation more precise since we have the whole
term structure at our disposal instead of only the measure provided by the metric d. In the case of
m-convergence, we replaced the actual depth of a minimal difference di with its conservative under-
approximation |πi|. For p-convergence, we replace the glb ti uti+1, which intuitively represents the
common information shared by ti and ti+1, with the conservative under-approximation ti[⊥]πi, which
replaces the redex at position πi in ti with ⊥. This term ti[⊥]πi – called the reduction context of the
step φi: ti → ti+1 – is a lower bound of ti and ti+1 w.r.t. ≤⊥ and is, thus, also smaller than tiuti+1. The
deﬁnition of strong p-convergence is obtained from the deﬁnition of weak p-convergence by replacing
liminfι→λ tι with liminfι→λ tι[⊥]πι.
A reduction S = (φι : tι →πι tι+1)ι<α is called strongly p-continuous if liminfι→λ ti[⊥]πi =tλ for all
limit ordinals λ < α; it strongly p-converges to t, denoted S: t0  p t, if it is strongly p-continuous and
either liminfι→αti[⊥]πi =t in case α is a limit ordinal, or t =tα+1 otherwise.
Example 2.1. The previously mentioned reduction (φf
i)i<ω both strongly and weakly p-converges to
the inﬁnite term 0::s(0)::s(s(0)):: ... – like in the metric approach. However, while the reduction
a → a → ... does not strongly m-converge, it strongly p-converges to the term ⊥.
The partial order approach has some advantages over the metric approach. As explained above, every
p-continuous reduction is also p-convergent. Moreover, strong p-convergence has some properties such
as inﬁnitary normalisation and inﬁnitary conﬂuence of orthogonal systems [4] that are not enjoyed by
strong m-convergence.
Interestingly, however, the partial order-based notions of convergence are merely conservative exten-
sions of the metric-based ones:
Theorem 2.1 ([2, 4]). For every reduction S in a TRS, the following equivalences hold:
(i) S: s ,→ m t iff S: s ,→ p t in T ∞(Σ). (ii) S: s  m t iff S: s  p t in T ∞(Σ).
The phrase “in T ∞(Σ)” means that all terms in S are total (including t). That is, if restricted to total
terms, m- and p-convergence coincide.
3 Graphs and Term Graphs
In this section, we present our notion of term graphs and generalise the metric d and the partial order ≤⊥
from terms to term graphs.
Our notion of graphs and term graphs is largely taken from Barendregt et al. [8].
Deﬁnition 3.1 (graphs). A graph over signature Σ is a triple g = (N,lab,suc) consisting of a set N (of
nodes), a labelling function lab: N → Σ, and a successor function suc: N → N∗ such that |suc(n)| =
ar(lab(n)) for each node n ∈ N, i.e. a node labelled with a k-ary symbol has precisely k successors. If
suc(n) = hn0,...,nk−1i, then we write suci(n) for ni.
The successor function suc deﬁnes, for each node n, directed edges from n to suci(n). A path from a
node m to a node n is a ﬁnite sequence he0,...,eli of numbers such that n = sucel(...suce0(m)), i.e. n is
reached from m by taking the e0-th edge, then the e1-th edge etc.
Deﬁnition 3.2 (term graphs). A term graph g over Σ is a tuple (N,lab,suc,r) consisting of an underlying
graph (N,lab,suc) over Σ whose nodes are all reachable from the root node r ∈ N. The class of all term
graphs over Σ is denoted G ∞(Σ). A position of n ∈ N in g is a path in the underlying graph of g from
r to n. The set of all positions of n in g is denoted Pg(n). The depth of n in g, denoted depthg(n), is
the minimum of the lengths of the positions of n in g, i.e. depthg(n) = min{|π||π ∈ Pg(n)}. The termP. Bahr 21
graph g is called a term tree if each node in g has exactly one position. We use the notation Ng, labg,
sucg and rg to refer to the respective components N,lab, suc and r of g. Given a graph or a term graph h
and a node n in h, we write h|n to denote the sub-term graph of h rooted in n.
The notion of homomorphisms is crucial for dealing with term graphs. For greater ﬂexibility, we
will parametrise this notion by a set of constant symbols ∆ for which the homomorphism condition is
suspended. This will allow us to deal with variables and partiality appropriately.
Deﬁnition3.3(∆-homomorphisms). LetΣbeasignature, ∆⊆Σ(0), andg,h∈G ∞(Σ). A∆-homomorphism
φ from g to h, denoted φ : g →∆ h, is a function φ : Ng → Nh with φ(rg) = rh that satisﬁes the following
equations for all for all n ∈ Ng with labg(n) 6∈ ∆:
labg(n) = labh(φ(n)) (labelling)
φ(suc
g
i (n)) = such
i (φ(n)) for all 0 ≤ i < ar(labg(n)) (successor)
Note that, for ∆ = / 0, we get the usual notion of homomorphisms on term graphs (e.g. Barendsen [9])
and from that the notion of isomorphisms. The nodes labelled with symbols in ∆ can be thought of as
holes in the term graphs that can be ﬁlled with other term graphs.
We do not want to distinguish between isomorphic term graphs. Therefore, we use a well-known
trick [19] to obtain canonical representatives of isomorphism classes of term graphs.
Deﬁnition 3.4. A term graph g is called canonical if n = Pg(n) holds for each n ∈ Ng. That is, each
node is the set of its positions in the term graph. The set of all (ﬁnite) canonical term graphs over Σ
is denoted G ∞
C (Σ) (resp. GC(Σ)). For each term graph h ∈ G ∞
C (Σ), its canonical representative C(h) is
obtained from h by replacing each node n in h by Ph(n).
This construction indeed yields a canonical representation of isomorphism classes. More precisely:
g ∼ = C(g) for all g ∈ G ∞(Σ), and g ∼ = h iff C(g) = C(h) for all g,h ∈ G ∞(Σ).
We consider the set of terms T ∞(Σ) as the subset of canonical term trees of G ∞
C (Σ). With this
correspondence in mind, we can deﬁne the unravelling of a term graph g as the unique term U (g) such
that there is a homomorphism φ : U (g) → g. For example, g0 from Figure 1 is the unravelling of g1,
and h0 and gω from Figure 2 both unravel to the inﬁnite term @(f,@(f,...)). Term graphs that unravel
to the same term are called bisimilar.
3.1 A Simple Partial Order on Term Graphs
In this section, we want to establish a partial order suitable for formalising convergence of sequences of
canonical term graphs similarly to weak p-convergence on terms.
Weak p-convergence on term rewriting systems is based on the partial order ≤⊥ on T ∞(Σ⊥), which
instantiates occurrences of ⊥ from left to right, i.e. s ≤⊥ t iff t is obtained by replacing occurrences of ⊥
in s by arbitrary terms in T ∞(Σ⊥). Analogously, we consider the class of partial term graphs simply as
term graphs over the signature Σ⊥ = Σ]{⊥}. In order to generalise the partial order ≤⊥ to term graphs,
we need to formalise the instantiation of occurrences of ⊥ in term graphs. For this purpose, we shall
use ∆-homomorphisms with ∆ = {⊥}, or ⊥-homomorphisms for short. A ⊥-homomorphism φ : g →⊥ h
maps each node in g to a node in h while “preserving its structure”. Except for nodes labelled ⊥ this
also includes preserving the labelling. This exception to the homomorphism condition allows the ⊥-
homomorphism φ to instantiate each ⊥-node in g with an arbitrary node in h. Using ⊥-homomorphisms,
we arrive at the following deﬁnition for our simple partial order ≤S
⊥ on term graphs:
Deﬁnition 3.5. For each g,h ∈ G ∞
C (Σ⊥), deﬁne g ≤S
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One can verify that ≤S
⊥ indeed generalises the partial order ≤⊥ on terms. Considering terms as
canonical term trees, we obtain the following characterisation of ≤⊥ on terms s,t ∈ T ∞(Σ⊥):
s ≤⊥ t ⇐⇒ there is a ⊥-homomorphism φ : s →⊥ t.
The ﬁrst important result for ≤S
⊥ is that the semilattice structure that we already had for ≤⊥ is
preserved by this generalisation:
Theorem 3.1. The partially ordered set (G ∞
C (Σ⊥),≤S
⊥) forms a complete semilattice.
For terms, we already know that the set of (potentially inﬁnite) terms can be constructed by forming
the ideal completion of the partially ordered set (T (Σ⊥),≤⊥) of ﬁnite terms [11]. More precisely, the
ideal completion of (T (Σ⊥),≤⊥) is order isomorphic to (T ∞(Σ⊥),≤⊥).
An analogous result can be shown for term graphs:
Theorem 3.2. The ideal completion of (GC(Σ⊥),≤S
⊥) is order isomorphic to (G ∞
C (Σ⊥),≤S
⊥).
3.2 A Simple Metric on Term Graphs
Next, we shall generalise the metric d from terms to term graphs. To achieve this, we need to formalise
what it means for two term graphs to coincide up to a certain depth, so that we can reformulate the deﬁn-
ition of the metric d for term graphs. To this end, we follow the same idea that the original deﬁnition of
d on terms from Arnold and Nivat [1] was based on. In particular, we introduce a truncation construction
that cuts off nodes below a certain depth:
Deﬁnition 3.6. Let g∈G ∞(Σ⊥) and d ≤ω. The simple truncation g†d of g at d is the term graph deﬁned
as follows:
Ng†d =

n ∈ Ng
depthg(n) ≤ d
	
rg†d = rg
labg†d(n) =
(
labg(n) if depthg(n) < d
⊥ if depthg(n) = d
sucg†d(n) =
(
sucg(n) if depthg(n) < d
hi if depthg(n) = d
The deﬁnition of the simple metric d† follows straightforwardly:
Deﬁnition 3.7. The simple distance d†: G ∞
C (Σ)×G ∞
C (Σ) → R+
0 is deﬁned as follows:
d†(g,h) =
(
0 if g = h
2−d if g 6= h and d = max{e < ω|g†e ∼ = h†e}
Again, we can verify that d† generalises d. In particular, we can show that our notion of truncation
coincides with that of Arnold and Nivat [1] if restricted to terms.
As desired, this generalisation retains the complete ultrametric space structure:
Theorem 3.3. The pair (G ∞
C (Σ),d†) forms a complete ultrametric space.
The metric space analogue to ideal completion is metric completion. On terms, we already know that
we can construct the set of (potentially inﬁnite) terms T ∞(Σ) by metric completion of the metric space
(T (Σ),d) of ﬁnite terms [10]. More precisely, the metric completion of (T (Σ),d) is the metric space
(T ∞(Σ),d). This property generalises to term graphs as well:
Theorem 3.4. The metric completion of (GC(Σ),d†) is the metric space (G ∞
C (Σ),d†).P. Bahr 23
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Figure 1: Limit inferior in the presence of acyclic sharing.
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Figure 2: Implementation of the ﬁxed point combinator as a term graph rewrite rule.
4 Inﬁnitary Term Graph Rewriting
In this paper, we adopt the term graph rewriting framework of Barendregt et al. [8]. In order to represent
placeholders in rewrite rules, we use variables – in a manner much similar to term rewrite rules. To this
end, we consider a signature ΣV = Σ]V that extends the signature Σ with a set V of nullary variable
symbols.
Deﬁnition 4.1 (term graph rewriting systems). Given a signature Σ, a term graph rule ρ over Σ is a
triple (g,l,r) where g is a graph over ΣV and l,r ∈ Ng such that all nodes in g are reachable from l or
r. We write ρl resp. ρr to denote the left- resp. right-hand side of ρ, i.e. the term graph g|l resp. g|r.
Additionally, we require that for each variable v ∈ V there is at most one node n in g labelled v, and we
have that n 6= l and that n is reachable from l in g. A term graph rewriting system (GRS) R is a pair
(Σ,R) with Σ a signature and R a set of term graph rules over Σ.
The notion of unravelling straightforwardly extends to term graph rules: the unravelling of a term
graph rule ρ, denoted U (ρ), is the term rule U (ρl) → U (ρr). The unravelling of a GRS R = (Σ,R),
denoted U (R), is the TRS (Σ,{U (ρ)|ρ ∈ R}).
Example 4.1. Figure 2a shows two term graph rules which both unravel to the term rule ρ: @(Y,x) →
@(x,@(Y,x)) that deﬁnes the ﬁxed point combinator Y. Note that sharing of nodes is used both to refer
to variables in the left-hand side from the right-hand side and in order to simulate duplication.24 Convergence in Inﬁnitary Term Graph Rewriting Systems is Simple (Extended Abstract)
Without going into all details of the construction, we describe the application of a rewrite rule ρ
with root nodes l and r to a term graph g in four steps: at ﬁrst a suitable sub-term graph of g rooted
in some node n of g is matched against the left-hand side of ρ. This matching amounts to ﬁnding a
V -homomorphism φ from the left-hand side ρl to g|n, the redex. The V -homomorphism φ allows us to
instantiate variables in the rule with sub-term graphs of the redex. In the second step, nodes and edges
in ρ that are not in ρl are copied into g, such that each edge pointing to a node m in ρl is redirected to
φ(m). In the next step, all edges pointing to the root n of the redex are redirected to the root n0 of the
contractum, which is either r or φ(r), depending on whether r has been copied into g or not (because it
is reachable from l in ρ). Finally, all nodes not reachable from the root of (the now modiﬁed version of)
g are removed. With h the result of the above construction, we obtain a pre-reduction step ψ: g 7→n h
from g to h.
The deﬁnition of term graph rewriting in the form of pre-reduction steps is very operational. While
this style is beneﬁcial for implementing a rewriting system, it is problematic for reasoning on term
graphs modulo isomorphism, which is necessary for introducing notions of convergence. However, one
can easily see that the construction of the result term graph of a pre-reduction step is invariant under
isomorphism, which justiﬁes the following deﬁnition of reduction steps:
Deﬁnition 4.2. Let R = (Σ,R) be GRS, ρ ∈ R and g,h ∈ G ∞
C (Σ) with n ∈ Ng and m ∈ Nh. A tuple
φ = (g,n,h) is called a reduction step, written φ : g →n h, if there is a pre-reduction step φ0: g0 7→n0 h0
with C(g0) = g, C(h0) = h, and n = Pg0(n0). We also write φ : g →R h to indicate R.
In other words, a reduction step is a canonicalised pre-reduction step. Figure 2b and Figure 2c
illustrate some (pre-)reduction steps induced by the rules ρ1 respectively ρ2 shown in Figure 2a.
4.1 Weak Convergence
In analogy to inﬁnitary term rewriting, we employ the partial order ≤S
⊥ and the metric d† for the purpose
of deﬁning convergence of transﬁnite term graph reductions.
Deﬁnition 4.3. Let R = (Σ,R) be a GRS.
(i) Let S = (gι →R gι+1)ι<α be a reduction in R. S is weakly m-continuous in R if limι→λ gι = gλ
for each limit ordinal λ < α. S weakly m-converges to g ∈ G ∞
C (Σ) in R, written S: g0 ,→ m
R g, if it
is weakly m-continuous and limι→b α gι = g.
(ii) Let R⊥ be the GRS (Σ⊥,R) over the extended signature Σ⊥ and S =(gι →R⊥ gι+1)ι<α a reduction
in R⊥. S is weakly p-continuous in R if liminfι<λ gi = gλ for each limit ordinal λ < α. S
weakly p-converges to g ∈ G ∞
C (Σ⊥) in R, written S: g0 ,→ p
R g, if it is weakly p-continuous and
liminfι<b α gi = g.
Example 4.2. Figure 2c illustrates an inﬁnite reduction derived from the rule ρ1 in Figure 2a. Since
gi†(i+1) ∼ = gω†(i+1) for all i < ω, we have that limi→ω gi = gω, which means that the reduction
weakly m-converges to the term graph gω. Moreover, since each node in gω eventually appears in a term
graph in (gi)i<ω and remains stable afterwards, we have liminfi→ω gι = gω. Consequently, the reduction
also weakly p-converges to gω.
Recall that weak p-convergence for TRSs is a conservative extension of weak m-convergence (cf.
Theorem 2.1). The key property that makes this possible is that for each sequence (tι)ι<α in T ∞(Σ),
we have that limι→αtι = liminfι→αtι whenever (tι)ι<α converges, or liminfι→αtι is a total term. Sadly,
this is not the case for the metric space and the partial order on term graphs: the sequence of term graphs
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the metric space. In fact, since the sequence in Figure 1 alternates between two distinct term graphs, it
does not converge in any Hausdorff space, i.e. in particular, it does not converge in any metric space.
This example shows that we cannot hope to generalise the compatibility property that we have for
terms: even if a sequence of total term graphs has a total term graph as its limit inferior, it might not
converge. However, the converse direction of the correspondence does hold true:
Theorem 4.1. If (gι)ι<α converges, then limι→α gι = liminfι→α gι.
From this property, we obtain the following relation between weak m- and p-convergence:
Theorem 4.2. Let S be a reduction in a GRS R. If S: g ,→ m
R h then S: g ,→ p
R h.
As indicated above, weak m-convergence is not the total fragment of weak p-convergence as it is the
case for TRSs, i.e. the converse of the above implication does not hold in general:
Example 4.3. There is a GRS that yields the reduction shown in Figure 1, which weakly p-converges
to gω but is not weakly m-convergent. This reduction can be produced by alternately applying the rules
ρ1,ρ2, where the left hand side of both rules and the right-hand side of ρ1 is g0, and the right-hand side
of ρ2 is g1.
4.2 Strong Convergence
The idea of strong convergence is to conservatively approximate the convergence behaviour somewhat
independently from the actual rewrite rules that are applied. Strong m-convergence in TRSs requires
that the depth of the redexes tends to inﬁnity thereby assuming that anything at the depth of the redex
or below is potentially affected by a reduction step. Strong p-convergence, on the other hand, uses a
better approximation that only assumes that the redex is affected by a reduction step – not however other
subterms at the same depth. To this end strong p-convergence uses a notion of reduction contexts –
essentially the term minus the redex – for the formation of limits. The following deﬁnition provides the
construction for the notion of reduction contexts that we shall use for term graph rewriting:
Deﬁnition 4.4. Let g ∈ G ∞(Σ⊥) and n ∈ Ng. The local truncation of g at n, denoted g\n, is obtained
from g by labelling n with ⊥ and removing all outgoing edges from n as well as all nodes that thus
become unreachable from the root.
Proposition 4.1. Given a reduction step g →n h, we have g\n ≤S
⊥ g,h.
This means that the local truncation at the root of the redex is preserved by reduction steps and is
therefore an adequate notion of reduction context for strong p-convergence [3]. Using this construction
we can deﬁne strong p-convergence on term graphs analogously to strong p-convergence on terms. For
strong m-convergence, we simply take the same notion of depth that we already used for the deﬁnition
of the simple truncation g†d and thus the simple metric d†.
Deﬁnition 4.5. Let R = (Σ,R) be a GRS.
(i) The reduction context c of a graph reduction step φ : g →n h is the term graph C(g\n). We write
φ : g →c h to indicate the reduction context of a graph reduction step.
(ii) Let S = (gι →nι gι+1)ι<α be a reduction in R. S is strongly m-continuous in R if limι→λ gι = gλ
and (depthgι(nι))ι<λ tends to inﬁnity for each limit ordinal λ < α. S strongly m-converges to g
in R, denoted S: g0  m
R g, if it is strongly m-continuous and either S is closed with g = gα or S is
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(iii) Let S = (gι →cι gι+1)ι<α be a reduction in R⊥ = (Σ⊥,R). S is strongly p-continuous in R if
liminfι→λ cι = gλ for each limit ordinal λ < α. S strongly p-converges to g in R, denoted
S: g0  p
R g, if it is strongly p-continuous and either S is closed with g = gα or S is open with
g = liminfι→α cι.
Example 4.4. As explained in Example 4.2, the reduction in Figure 2c both weakly m- and p-converges
to gω. Because contraction takes place at increasingly large depth, the reduction also strongly m-
converges to gω. Moreover, since each node in gω eventually appears also in the sequence of reduc-
tion contexts (ci)i<ω of the reduction and remains stable afterwards, we have that liminfi→ω ci = gω.
Consequently, the reduction also strongly p-converges to gω.
Remarkably, one of the advantages of the strong variant of convergence is that we regain the corres-
pondence between m- and p-convergence that we know from inﬁnitary term rewriting:
Theorem 4.3 ([5]). Let R be a GRS and S a reduction in R⊥. We then have that
S: g  m
R h iff S: g  p
R h in G ∞
C (Σ).
In particular, the GRS given in Example 4.3 that induces the reduction depicted in Figure 1 does not
provide a counterexample for the “if” direction of the above equivalence – in contrast to weak conver-
gence. The reduction in Figure 1 does not strongly m-converge but it does strongly p-converge to the
term graph ⊥, which is in accordance with Theorem 4.3 above.
4.3 Soundness and Completeness
In order to assess the value of the modes of convergence on term graphs that we introduced in this paper,
we need to compare them to the well-established counterparts on terms. Ideally, we would like to see
a strong connection between converging reductions in a GRS R and converging reductions in the TRS
U (R) in the form of soundness and completeness properties. For example, for m-convergence we want
to see that g ,→ m
R h implies U (g) ,→ m
U (R) U (h) – i.e. soundness – and vice versa that U (g) ,→ m
U (R) t
implies g ,→ m
R h with U (h) =t – i.e. completeness.
Completeness is already an issue for ﬁnitary rewriting [15]: a single term graph redex may corres-
pond to several term redexes due to sharing. Hence, contracting a term graph redex may correspond to
several term rewriting steps, which may be performed independently.
In the context of weak convergence, also soundness becomes an issue. The underlying reason for
this issue is similar to the phenomenon explained above: a single term graph rewrite step may repres-
ent several term rewriting steps, i.e. g →R h implies U (g) →+
U (R) U (h).1 When we have a conver-
ging term graph reduction (φι : gι → gι+1)ι<α, we know that the underlying sequence of term graphs
(gι)ι<b α converges. However, the corresponding term reduction does not necessarily produce the se-
quence (U (gι))ι<b α but may intersperse the sequence (U (gι))ι<b α with additional intermediate terms,
which might change the convergence behaviour.
While we cannot prove soundness for weak convergence due to the abovementioned problems, we
can show that the underlying modes of convergence are sound in the sense that convergence is preserved
under unravelling.
Theorem 4.4.
(i) limι→α gι = g implies limι→α U (gι) = U (g) for every sequence (gι)ι<α in (G ∞
C (Σ),d†).
(ii) U (liminfι→α gι) = liminfι→α U (gι) for every sequence (gι)ι<α in (G ∞
C (Σ⊥),≤S
⊥).
1If the term graph g is cyclic, the corresponding term reduction may even be inﬁnite.P. Bahr 27
Note that the above theorem in fact implies soundness of the modes of convergence on term graphs
withthemodesofconvergenceontermssincebothd† and≤S
⊥ specialisetodrespectively≤⊥ ifrestricted
to term trees.
However, we can observe that strong convergence is more well-behaved than weak convergence. It
is possible to prove soundness and completeness properties for strong p-convergence:
Theorem 4.5 ([5]). Let R be a left-ﬁnite GRS.
(i) If R is left-linear and g  p
R h, then U (g)  p
U (R) U (h).
(ii) If R is orthogonal and U (g)  p
U (R) t, then there are reductions g  p
R h and t  p
U (R) U (h).
Note that the above completeness property is not the one that one would initially expect, namely
U (g)  p
U (R) t implies g  p
R h with U (h) = t. But this general completeness property is known to
already fail for ﬁnitary term graph rewriting [15].
The soundness and completeness properties above have an important practical implication: GRSs
that only differ in their sharing, i.e. they unravel to the same TRS, will produce the same results, i.e. the
same normal forms up to bisimilarity. GRSs with more sharing may, however, reach a result with fewer
steps. This can be observed in Figure 2, which depicts two rules ρ1,ρ2 that unravel to the same term rule.
Rule ρ1 reaches gω in ω steps whereas ρ2 reaches a term graph h0, which is bisimilar to gω, in one step.
The situation for strong m-convergence is not the same as for strong p-convergence. While we do
have soundness under the same preconditions, i.e. g m
R h implies U (g) m
U (R) U (h), the completeness
property we have seen in Theorem 4.5 fails. This behaviour was already recognised by Kennaway et
al. [15]. Nevertheless, we can ﬁnd a weaker form of completeness that is restricted to normalising
reductions:
Theorem4.6([5]). Givenanorthogonal, left-ﬁniteGRSR thatisnormalisingw.r.t.stronglym-converging
reductions, we ﬁnd for each normalising reduction U (g)  m
U (R) t a reduction g  m
R h such that t =
U (h).
5 Concluding Remarks
We have devised two independently deﬁned but closely related inﬁnitary calculi of term graph rewriting.
This is not the ﬁrst proposal for inﬁnitary term graph rewriting calculi; in previous work [6] we presented
a so-called rigid approach based on a metric and a partial order different from the structures presented
here.
There are several arguments why the simple approach presented in this paper is superior to the rigid
approach. First of all it is simpler. The rigid metric and partial order have been carefully crafted in order
to obtain a correspondence result in the style of Theorem 2.1 for weak convergence on term graphs.
This correspondence result of the rigid approach is not fully matched by the simple approach that we
presented here, but we do regain the full correspondence by moving to strong convergence.
Secondly, the rigid approach is very restrictive, disallowing many reductions that are intuitively con-
vergent. For example, in the rigid approach the reduction depicted in Figure 2c, would not p-converge
(weakly or strongly) to the term graph gω as intuitively expected but instead to the term graph obtained
from gω by replacing f with ⊥. Moreover, this sequence would not m-converge (weakly or strongly) at
all.
Lastly, as a consequence of the restrictive nature of the rigid approach, the completion constructions
of the underlying metric and partial order do not yield the full set of term graphs – in contrast to our
ﬁndings here in Theorem 3.2 and 3.4.28 Convergence in Inﬁnitary Term Graph Rewriting Systems is Simple (Extended Abstract)
Unfortunately, we do not have solid soundness or completeness results for weak convergence apart
from the preservation of convergence under unravelling and the metric/ideal completion construction of
the set of term graphs. However, as we have shown, this shortcoming is again addressed by moving to
strong convergence.
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This paper is an extended abstract of an analysis of term rewriting where the terms in the rewrite rules
as well as the term to be rewritten are compressed by a singleton tree grammar (STG). This form of
compression is more general than node sharing or representing terms as dags since also partial trees
(contexts) can be shared in the compression. In the ﬁrst part efﬁcient but complex algorithms for
detecting applicability of a rewrite rule under STG-compression are constructed and analyzed. The
second part applies these results to term rewriting sequences.
The main result for submatching is that ﬁnding a redex of a left-linear rule can be performed in
polynomial time under STG-compression.
The main implications for rewriting and (single-position or parallel) rewriting steps are: (i) un-
der STG-compression, n rewriting steps can be performed in nondeterministic polynomial time. (ii)
under STG-compression and for left-linear rewrite rules a sequence of n rewriting steps can be per-
formed in polynomial time, and (iii) for compressed rewrite rules where the left hand sides are either
DAG-compressed or ground and STG-compressed, and an STG-compressed target term, n rewriting
steps can be performed in polynomial time.
1 Introduction
An important concept in various areas of computer science like automated deduction, ﬁrst order logic,
term rewriting, type checking, are terms (ranked trees), and also terms containing variables (see e.g. [2]).
The basic and widely used algorithms in these areas are matching, uniﬁcation, term rewriting, equational
deduction, asf. For example, a term f(g(a,b),c) may be rewritten into f(g(b,a),c) by the commutativity
axiom g(x,y) = g(y,x) for g. Since implemented systems often deal with large terms, perhaps generated
ones, it is of high interest to look for compression mechanisms for terms, and consequently, also inves-
tigate variants of the known algorithms that also perform efﬁciently on the compressed terms without
prior decompression.
The device of straight line programs (SLP) for compression of strings is a general one and allows anal-
yses of correctness and complexity of algorithms [21, 16]. SLPs are polynomially equivalent to the
LZ77-variant of Lempel-Ziv compression [25]. SLPs are non-cyclic context free grammars (CFGs),
where every nonterminal has exactly one production in the CFG, such that any nonterminal represents
exactly one string. Basic algorithms are the equality check of two compressed strings, which requires
polynomial time [19] (see [15] for an efﬁcient version and [11] for a proposal of a further improvement),
and the compressed pattern match, i.e., given two SLP-compressed strings s,t, the question whether s is
a substring of t can also be solved in polynomial time in the size of the SLPs.
A generalization of SLPs for the compression of terms are singleton tree grammars (STG) [22, 13, 7], a
specialization of straight line context free tree grammars [4, 5, 17, 18], where linear SLCF tree grammars30 Polynomial Rewriting of Compressed Terms
are polynomially equivalent to STGs [17, 18]. Basic notions for tree grammars and tree automata can be
found in [6]. Besides using the well-known node sharing, also partial subtrees (contexts) can be shared
in the compression. The Plandowski-Lifshits equality test of nonterminals can be generalized to STGs
and requires polynomial time [4, 22] in the size of the STG.
A naive generalization of the pattern match is to ﬁnd a compressed ground term in another compressed
groundterm, whichcanbesolvedbytranslatingthisproblemintoapatternmatchofcompressedpreorder
traversals of the terms. A generalization of the pattern match is the following submatching problem (also
called encompassment): given two (STG-compressed) terms s,t, where s may contain variables, is there
an occurrence of an instance of s in t? A special case is matching, where the question is whether there is
a substitution σ, such that σ(s) =t, which is shown to be in PTIME in [7, 8], including the computation
of the (unique) compressed substitution.
In this extended abstract (of [23]) we report informally on progress in ﬁnding algorithms operating on
STGs for answering the submatching question, and which only operate on the STGs. We show that if
s is STG-compressed and linear, then submatching can be solved in polynomial time (Theorem 3.7). If
s is ground and compressed or s is DAG-compressed, we describe less complex algorithms that solve
the submatching question in polynomial time (Theorem 4.1 and Theorem 4.3). In the general case, we
describe a non-deterministic algorithm that runs in polynomial time. The deterministic algorithm runs
in time O(nc|FVmult(s)|) (Theorem 4.4), where n is the size of the STG and FVmult(s) the set of variables
occurring more than once in s. This is an exponential-time algorithm, but in a well-behaved parameter.
As an application and an easy consequence of the submatching algorithms, a (single-position or paral-
lel) deduction step on compressed terms by a compressed left-linear rewriting rule can be performed in
polynomial time. We also show that a sequence of n rewrites with a STG-compressed left-linear term
rewriting system on an STG-compressed target term can be performed in polynomial time (see Theo-
rem 5.1). Our result conﬁrms results on complexity of rewrite derivations under DAG-compression [1],
namely that rewrite systems with a polynomial runtime complexity can be implemented such that the
algorithm requires polynomial time.
Example 1.1 Consider the term rewriting rule f(x) → g(x,b), and let the term t1 = f(f(f(a))) be
compressed as C1 → f(·), C2 → C1C1, T → C2(T0),T0 → f(a). A single term rewriting step on the
compressed term t1 by the rule f(x) → g(x,b) would produce T0 → g(a,b), and hence the reduced
and decompressed term is f(f(g(a,b))). Other rewriting steps on the compressed term that do not
decompress the term have to analyze the contexts. Let another term be t2 = f16(a), compressed as
C1 → f(·), C2 → C1C1, C3 → C2C2, C4 → C3C3, C5 → C4C4, T → C5(a). A term rewriting step on
T using f(x) → g(x,b) may rewrite the context f(·) and thus would produce C1 → g(·,b), and hence
reduces the term in one blow to g(...,(g(...,b)...),b), which is a parallel rewriting step, see Section 5.
The structure of this extended abstract (of [23]) is as follows. First the basic notions, in particular STGs,
are introduced in Section 2. An algorithm for linear submatching is explained in Section 3. In Section 4
we explain submatching for some special cases and also a general non-deterministic algorithm for term
submatching of compressed patterns and terms. Finally, in Section 5, we illustrate the application in term
rewriting and argue that n rewrites for a left-linear TRS can be performed in polynomial time.
2 Preliminaries
We will use standard notation for signatures, terms, positions, and substitutions (see e.g. [2]). A position
is a word over positive integers. For two positions p1,p2, we write p1 ≤ p2, if p1 is a preﬁx of p2, andM. Schmidt-Schauss 31
p1 < p2, if p1 is a proper preﬁx of p2. We call two strings w1,w2 compatible, if w1 is a preﬁx of w2,
or w2 is a preﬁx of w1. We write p[i] for the ith symbol of p, where 0 is the start index, and p[i, j] for
the substring of p starting at i ending at j. The set of free variables in a term t is denoted as FV(t). Let
FVmult(s) be the set of variables occurring more than once in s. Terms without occurrences of variables
are called ground. A term where every variable occurs at most once is called linear. A context is a
term with a single hole, denoted as [·]. Sometimes it is convenient to view a linear term containing one
variable as a context, where the single variable represents the hole. As a generalization, a multicontext
is a linear term, where the variable occurrences are also called holes. Let holep(c) be the position (as a
string of numbers) of a hole in a context c, and let the hole depth be the length of holep(c). If c = c1[c2]
for contexts c,c1,c2, then c1 is a preﬁx context of c and c2 is a sufﬁx context of c. The notation c[s]
means the term constructed from the context c by replacing the hole with s. An n-fold iteration of a
context c is denoted as cn; for example c3 is c[c[c]]. A substitution σ is a mapping on variables, extended
homomorphically to terms by σ(f(t1,...,tn)) = f(σ(t1),...,σ(tn)).
Deﬁnition 2.1 A term rewriting system (TRS) R is a ﬁnite set of pairs {(li,ri) | i = 1,...,n}, called
rewrite rules, written {li → ri}, where we assume that for all i : li is not a variable, and FV(ri) ⊆ FV(li).
A term rewriting step by R is t
R − → t0, if for some i: t = c[σ(li)] and t0 = c[σ(ri)] for some context c and
some substitution σ.
2.1 Tree Grammars for Compression
First we introduce string compression: A straight line program (SLP) is a context-free grammar that
generates one word, has no cycles, and for every nonterminal A there is exactly one production of the
form A → A1A2 or A → a.
An application for SLPs is the representation of compressed positions in compressed terms. We will use
the well-known (polynomial-time) algorithms, constructions and their complexities on SLPs like equality
check of compressed strings, computing preﬁxes, sufﬁxes, the common preﬁx (sufﬁx) of two strings (see
[21, 9, 19, 20, 12, 15, 14]).
We consider compression of terms using tree grammars:
Deﬁnition 2.2 A singleton tree grammar (STG) is a 4-tuple G = (T N,CN,Σ,R), where T N are
tree/term nonterminals of arity 0, CN are context nonterminals of arity 1, and Σ is a signature of function
symbols (the terminals), such that the sets T N, CN, and Σ are ﬁnite and pairwise disjoint. The set of
nonterminals N is deﬁned as N = T N ∪CN. The productions in R must be of the form:
• A → f(A1,...,Am), where A,Ai ∈ T N, and f ∈ Σ is an m-ary terminal symbol.
• A →C1A2 where A,A2 ∈ T N, and C1 ∈ CN.
• C → [·] where C ∈ CN.
• C →C1C2, where C,C1,C2 ∈ CN.
• C → f(A1,...,Ai−1,[·],Ai+1,...,Am), where A1,...,Ai−1,Ai+1,...,Am ∈ T N,C ∈ CN, and f ∈ Σ
is an m-ary terminal symbol.
• A → A1 (λ-production), where A and A1 are term nonterminals.
Let N1 >G N2 for two nonterminals N1,N2, iff (N1 → t) ∈ R, and N2 occurs in t. The STG must be non-
cyclic, i.e. the transitive closure >+
G must be irreﬂexive. Furthermore, for every nonterminal N of G there
is exactly one production having N as left-hand side. Given a term t with occurrences of nonterminals,
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right-hand sides. The result is denoted as valG(t). We will write val(t) when G is clear from the context.
In the case of a nonterminal N of G, we also say that N (or G) generates valG(N) or compresses valG(N).
The depth of a nonterminal N is the maximal number of >G-steps starting from N, and the depth of G is
the maximal depth of all its nonterminals. The size of an STG is the number of its productions, denoted
as |G|.
Deﬁnition 2.3 Let G be an STG and V be a set of variables. Then (G,V) is an STG with variables,
where additional production forms are permitted:
• A → x, where A ∈ T N and x ∈V.
• x → A (λ-production), where x ∈V and A ∈ T N .
This means that variables may be terminals or nonterminals, depending on the existing productions. The
measure Vdepth(N,V) is deﬁned as the maximal number of >G-steps starting from N until an element of
V or a terminal is reached, and Vdepth(G,V) the maximum.
In the following we always mean STG with variables if variables are present.
An STG G is called a DAG, if there are no context nonterminals. 2
The compression rate may be exponential in the best case, but not larger: The size of terms represented
with an STG G is at most O(2|G|). Note that the term depth of DAG-compressed terms is at most the
size of the DAG, whereas the term depth of STG-compressed terms may be exponential in the size of
the STG. Note also that every subterm in a DAG-compressed term is represented by a nonterminal,
whereas in STG-compressed terms, there may be subterms that are only implicitly represented. It is
known that several computations in SLPs and STG, for example length computations, can be done in
polynomial time. Several forms of extensions of STGs are well-behaved, such that even a sequence of n
such extensions will lead to only polynomial size growth.
Compressed Matching. The investigation in [7] shows that (exact) term matching, also in the fully
compressed version including the computation of a compressed substitution, is polynomial. I.e. given
twononterminalsS,T, whereS maycontainvariables, thereisapolynomialtimealgorithmforanswering
the question whether there is some substitution σ such that σ(val(S)) = val(T), and also for computing
the substitution, where the representation is a list of variable-nonterminal pairs, and the nonterminals
belong to an extension of the input STG.
Compressed Submatching. Given two ﬁrst-order terms s,t, where s (the pattern) may contain variables,
the submatching problem is to identify an instance of s as a subterm of t. Submatching (also called
encompassment relation) is a prerequisite for term rewriting.
Deﬁnition 2.4 The compressed term submatching problem is:
Assume given a term s which may contain variables, and a (ground) termt, both compressed with an STG
G = GS ∪ GT, such that val(T) =t and val(S) = s for term nonterminals S ∈ GS, T ∈ GT. The task is to
compute a (compressed) substitution σ such that σ(s) is a subterm of t; also the (compressed) position
(all positions) p of the match in t should be computed. Specializations are:uncompressed if s is given as
a plain term without any compression; ground if s is ground; DAG-compressed, if s is DAG-compressed;
and linear, if s is a linear term, i.e. every variable occurs at most once in s.
Lemma 2.5 Given an STG G, a term s and a nonterminal T, with valG(T) = t, where t is ground. If
there is some substitution σ, such that σ(s) is a subterm of t, then there are the following possibilities:
1. There is a term nonterminal B of G such that valG(B) = σ(s).M. Schmidt-Schauss 33
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(a) non-compatible overlap (b) parallel (c) sequential
Subﬁgures (b) and (c) only show the hole path of two occurrences of the context c.
Figure 1: Non-compatible, parallel and sequential overlap of c with d
2. There is a production B → CB0 in G, such that σ(s) = c[valG(B0)], where c is a nontrivial sufﬁx
context of valG(C). There are subcases for the hole position p of c.
(a) (overlap case) p is a position in s.
(b) p = p1p2, where p1 is the maximal preﬁx of p that is also a position in s. Then s|p1 = x is
a variable. The algorithms below have to distinguish the subterm case where x occurs more
than once in s and the subcontext case where x occurs exactly once in s.
3 Term Submatching with Linear Terms
Overlaps of Linear Terms and Contexts. An important concept and technique used is periodicity of
contexts. This is a generalization of periodicity of strings: for example the string “bcabcabc” is periodic
with period length 3. A context c is called periodic if c = dnd0 for some contexts d,d0 and a positive
integer n, where d0 is a preﬁx of d. This is even generalized to multicontexts c (linear terms, where the
variables are the holes), and where periodicity means that c can be overlapped with itself at periodic
positions without conﬂicts.
We consider overlapping multicontexts c,c1,c2,... and a context d. In particular special variants of
overlaps have to be analyzed: Overlaps where the hole of d is not compatible with any hole of c. The
overlaps where a hole of c is compatible with a hole of d can be dealt with generalizing results from
words (or words with character-holes). If there are non-compatible overlaps of copies of c with d, then
only two conﬁgurations are possible: parallel and sequential (see Proposition 3.2 and Fig. 1), and there
are no mixed conﬁgurations. Thus, periodicities in linear terms are not only possible along the hole-path
of d but also along other paths, and there are two different kinds of such periodicities: the parallel and
the sequential variant. A helpful technical result is a periodicity theorem that tells us that a multi-context
c is periodic, if there is a multiple overlap of h+2 copies of c where h is the number of holes, and the
overlap is sufﬁciently dense. This will be used in the submatching algorithm for linear terms.
Example 3.1 Let d = f(a1, f([·],a1)) and let c = f(a1,[·]). Then c overlaps d at position ε, which is a
compatible overlap, since the start as well as the hole position of c is on the hole path of d. The overlap
of c with d at position 2 (in d) is a non-compatible overlap, since the hole of c is at 2.2, which is not a
preﬁx or sufﬁx of the hole path of d, which is 2.1.34 Polynomial Rewriting of Compressed Terms
Proposition 3.2 Let c be a multicontext with at least one hole, and let d be a context with exactly one
hole, and let p1 < p2 be two positions of non-compatible overlaps of c in d. Let qi be the maximal
common hole path (mchp) of c at pi for i = 1,2. Then there are the following two cases (see Figure 1):
1. q1 = q2 (the parallel overlap case). Then for p0 such that p1p0 = p2 the path p1(p0)n is compatible
with holep(d) for all n. Also, this is a multiple overlap of c0 with itself at positions (p0)i, where c0
is constructed from c with an extra hole at p00, where p1p00 = holep(d).
2. q2 < q1 (the sequential overlap case). Then p2q2 = p1q1. I.e., there is a ﬁxed position on the hole
path of d, where the hole paths of occurrences of c deviate.
Example 3.3 Let c0 = f(f(a1,a2),[·]) be a context, c = f(f(x,y),(c0)100[.]), and let d = (c0)100[·].
Then there is an overlap of c with d at positions ε,2,2.2,.... It is an overlap of the ﬁrst kind,
i.e. a parallel overlap. A sequential overlap is the following: Let c = f(a1, f(a1, f(a1,[·]))) and let
d = f(a1, f(a1, f(a1, f([·], f(a1, f(a1,a1)))))). Then the overlap positions are ε,2,2.2,2.2.2.
Theorem 3.4 (Periodicity-Theorem) Let c be a multi-context with h ≥ 1 holes. Let p be the position of
a ﬁxed hole of c, and let pi,i = 1,...,n be preﬁxes of p such that i < j implies pi < pj with n ≥ h+2.
Assume that there is a (right-cut) overlap of n copies of c starting at position pi such that p is a preﬁx of
pip, i.e., the hole position of c starting at pi is compatible with p for all i, and only positions in c at p1 are
relevant for the overlap. Let pmax be max{|pi+1|−|pi| | i = 1,...,n−1}. Assume |p|−|pn| ≥ 2h· pmax;
this means there are 2h· pmax common positions on the path p of all occurrences of c.
Then the multicontext c is periodic (in the direction p), and a period length is pall :=
gcd(|p2|−|p1|,|p3|−|p2|,...,|pn|−|pn−1|). Moreover, the overlap is consistent with using the same
substitution for the variables for every occurrence of c.
Tabling Preﬁxes of Multicontexts in Contexts.
The core of the algorithm for ﬁnding submatches of a linear term s in other terms (under STG-
compression) is the construction of a table in dynamic-programming style. The table contains overlaps
of s with contexts that are explicitly represented in the STG G by a context nonterminal. In fact the table
is split into several tables: There is a table per context nonterminal A of G and per variable (hole) of s
for the compatible overlaps. In addition there is an extra table for non-compatible overlaps. This makes
h+1 tables where h is the number of variables of s.
The entries in the tables are pairs of a position and a substitution necessary for the overlap. Since terms of
exponential size and depth may be represented in the STG G, a compact representation of a large number
of entries is necessary in order to keep the tables of polynomial size. Indeed this is possible exploiting
periodicity. If the number of entries in a table are sufﬁciently dense, then the periodicity theorem implies
that a large subset of the entries enjoys regularities, and a series of periodic overlaps can be represented
in one entry, consisting of: a start position, a period (a position, respectively a context nonterminal), and
the number of successive entries.
In more detail, the construction of the preﬁx tables is bottom-up w.r.t. the grammar where the produc-
tions A → A1A2 for context nonterminals permit to construct the A-tables from the A1,A2-tables, and
where the start are the contexts with hole-depth 1. This construction must take into account the compact
representation of the entries: single ones and periodic ones, which makes the description of the algorithm
rather complex due to lots of cases. The construction of the preﬁx table in the case A → A1A2 and the
periodic cases is depicted in Figure 2 where (a) shows the case where A has a periodic sufﬁx, (b) shows
the case where A has an inner part that is periodic, (c) shows a case where the periodicity goes into a
direction that is not compatible with the hole of A2, which leads to the sequential overlap case; and (d) is
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an extra step: compaction, where the periodic overlaps are detected by searching for sufﬁciently dense
entries. This is the only place where periodic entries are generated.
In addition to the preﬁx tables there is a result table, which contains the detected submatchings, and
which is maintained during construction of the preﬁx tables.
Sinceitisnecessarytoalsohavesubmatchingsinterms, i.e. fortermnonterminals, wekeepthingssimple
and assume that every production for a term nonterminal is of the form A → CA1, where A1 is a term
nonterminal with production A1 → a, i.e. a constant. This rearrangement of G can be done efﬁciently,
and thus does not restrict generality. For these nonterminals the extraction of the submatchings can be
done using the already constructed preﬁx-tables.
Note that during construction of the tables, the STG G may have to be extended in every step.
Example 3.5 We describe several small examples for compatible entries in a preﬁx table. Therefore we
slightly extend Example 3.3. Let the STG be S → A;A → A1A1;A1 → A2A2,A2 → f(a1,[·]).
1. Then (C,A2,∞) for C → [·] is a potential entry in a result table for A.
2. Let A4 → g([·]),B → A4A,C0 → A4. Then (C0,A2,∞) is an entry in the result table for B.
3. Let B0 → BA4, then (A4,A2,2) is a potential entry in the result table for B0.
4. The tuple (A4,A2,3) is an entry in the preﬁx table for B.
5. Let B00 → A6A4,A6 → A4A1. The context A6 is then a potential entry in the result and preﬁx tables
of B00.
Note that item 4 cannot be used as a result, since composing B as in B0 → BA4 in item 3, may render an
overlap invalid.
Example 3.6 We describe an example for a non-compatible entry in a preﬁx table. Therefore we
slightly modify Example 3.3. Assume there is an STG G. Let c = f(a1, f(a1, f(a1, f(a1,[·])))),
d = f(a1, f(a1, f(a1, f([·], f(a1, f(a1,a1)))))), and let P,D,C0,S be a nonterminals such that val(P) =
f(a1,[·]), val(D) = d,val(S) = c, val(C0) = [·]. Then an entry in the non-compatible preﬁx table for D
could be (C0,P,3).
Theorem 3.7 (Linear Submatching) Let G be an STG, and S,T be two term nonterminals such that
val(S) is a linear term, and the submatching positions of val(S) in val(T) are to be determined. Then
the algorithm for linear submatchings computes an O(|G|5)-sized representation of all submatchings of
val(S) in val(T) in polynomial time dependent on the size of G.
4 Submatching Algorithms for Other Cases
We consider several specialized situations: ground terms, uncompressed patterns, DAG-compressed
terms, and also non-linear terms.
4.1 Ground Term Submatching
If s is ground and compressed by a nonterminal S then submatching can be solved in polynomial time
by translating both compressed terms into their compressed preorder traversals (i.e. strings) [4, 5] and
then applying string pattern matching [21, 15]. The string matching algorithm in [15, 11] computes a
polynomial representation of all occurrences. Note that in our case, the structure of ground terms is36 Polynomial Rewriting of Compressed Terms
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Figure 2: Cases in the construction of the preﬁx tables for periodic entries
very special as a string matching problem: periodic overlaps of the preorder traversal as strings are not
possible. Thus the complete output of the algorithm is as follows: (i) a list of term nonterminals N of
the input STG G, where val(σ(S)) = val(N), and (ii) a list of pairs (N,p), where the production for N is
of the form N →CN0, p is a compressed position, and val(C)|val(p)[val(N0)] = val(S). Moreover, every
nonterminal N appears at most once in the list.
The required time for string matching is O(n2m) where n is the size of the SLP of T and m is the size of
the SLP of S. Since the preorder traversal can be computed in linear time (see [8]), we have:
Theorem 4.1 The ground compressed term submatching can be computed in time O(|GT|2|GS|), and the
output is a list of linear size.
4.2 DAG-Compressed Non-Linear Submatching
Now we look for the case of DAG-compressed s, which is slightly more general than the uncompressed
case, and where variables may occur several times in s. Also for this case, there is an algorithm for
submatching that requires polynomial time. The algorithm outputs enough information to determine all
the positions and substitutions of a submatch.
Example 4.2 The number of possible substitutions for a submatch in a DAG-compressed term may
be exponential: Let the productions be S → f(x,y), and T → f(A1,A1),A1 → f(A2,A2),...,An−1 →
f(An,An),An → a. Then val(T) is a complete binary tree of depth n and there is a submatch at every
non-leaf node. Clearly, it is sufﬁcient to have all Ai as submatchings in the output, which is of linear size.
In the case of a DAG-compressed or uncompressed pattern-term (not necessarily linear) s and STG-
compressed target termt, the algorithm for computing all submatchings is designed in dynamic program-
ming style. It constructs a table of possible submatchings of s in the context nonterminals correspondingM. Schmidt-Schauss 37
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Figure 3: Cases in the construction of the s-in-C-table for DAG-compression
to t. The key of the table is (C,p), where C is a context nonterminal, and p a position that is a sufﬁx
of val(C) as well as a position in s. The number of these positions is linear in |Gs|+|Gt| for every
context. The entries are substitutions into the variables of s, i.e. a list of pairs (xi,Ai), where Ai is a term
nonterminal representing a ground term. There is also a result list of found submatchings in contexts
C contributing to T, and term nonterminals for ground terms that are instances of s. The construction
proceeds again bottom-up in the STG Gt for context nonterminals, and for A → A1A2, constructs the
table for A from the tables for A1,A2, and in case a full submatching is found, inserts a result into the
result list.
Finally, from these information, a representation of all submatchings can be constructed by looking at
the right hand sides of the productions A →CB for term nonterminals, and using the table entries for C,
and also constructing the occurrences of the ground terms.
Theorem 4.3 Let G be an STG, and S,T be two term nonterminals such that S is DAG-compressed.
Then the submatch computation problem can be solved in polynomial time. Also an explicit polynomial
representation of all matching possibilities can be computed in polynomial time.
4.3 A Non-Deterministic Algorithm for Sub-Matching in the General Case
The submatching problem for STG-compressed pattern terms that may be nonlinear can be solved by a
relatively easy search that leads to a non-deterministic polynomial time algorithm: Given S, with non-
linear s = val(S), extract and construct a nonterminal B representing a subterm f(r1,...,rn) of s such
that two terms ri,rj contain a common variable. Then non-deterministically choose a right hand side
r of a production of Gt of the form f(...), then compute the usual match of B with r using [7] which
will produce an instantiation of at least one variable of val(B), and hence of s. Then iterate this until all
variables with double occurrences are instantiated. For the resulting linear term we know how to ﬁnd all
matching positions.
Theorem 4.4 (Nondeterministic General Submatch) Let G be an STG and S,T be two nonterminals
of G where val(S) may contain variables. Then the algorithm for fully compressed submatching for
compressed terms s,t requires at most searching in |G||FVmult(s)| alternatives for the substitution and the
computation for one alternative can be done in polynomial time. Thus the submatching problem is in NP.
There remains a gap in the knowledge of the complexity of the fully compressed submatching problem
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Remark 4.5 The non-linear submatching problem can be computed in polynomial time if there are few
variable occurrences (≤ |G|) in s: First linearize s, then use the linear compressed submatch and then
perform a postprocessing checking equality enforced by the variables of s.
5 Polynomial Compressed Term Rewriting
For our compressed representation the natural approach to rewriting is to use parallel rewriting of the
same subterm at several positions and by the same rewriting rule. Note, however, that the set of redexes
that are rewritten in parallel will depend on the structure of the STG Gt, and not on the structure of the
rewritten term t.
Let R be a compressed TRS, let t be a ground term with valG(T) = t, let R be compressed by the STG
GR as {Li → Ri | i = 1,...,n} where Li,Ri are term nonterminals.
A (parallel) term rewriting step is performed as follows:
First select Li → Ri as the rule. There is an oracle, which is one of our submatching algorithms applied
to Li, for ﬁnding the redex for val(Li) or the set of redexes that provides the following:
1. An extension G0 of G, i.e. additional nonterminals and productions.
2. A substitution σ as a list of pairs: {x1 7→ A1,...,xm 7→ Am}, where FV(val(Li)) = {x1,...,xm}, Ai
are term nonterminals in G0, and val(Ai) is a subterm of t. It is also assumed that the instantiation
is integrated in the grammar G0 as productions xi → Ai for i = 1,...,m.
3. A term nonterminal A (corresponding to Li) in G0 which contributes to val(T), and a compressed
position p.
Then the rewriting step is performed by modifying the grammar such that somewhere in the part of the
grammar contributing to t: Li is replaced by Ri. This will also generate an extension of Gt on the ﬂy and
also a copy of the STG GR is made.
A single-position rewriting step under STG-compression is performed in a similar way.
Theorem 5.1 Let R be a TRS compressed with GR and t be a term compressed with an STG G.
Then a sequence of n term rewriting steps where submatching is a non-deterministic oracle that is
not counted, can be performed in polynomial time. The size increase by n term rewriting steps is
O
 
|GR|2n7 
|G|2+|G|(logn+2|GR|)+(logn+|GR|)2
.
The complexity bound is O(n7log2(n)) depending on the number n of rewrites; O(|G0|2) depending on
the size of GT; and O(|GR|4) depending on the size of GR. Note that the degree of the polynomial for the
estimation of the worst case running time is worse than the space bound. The term rewriting sequence
has to be constructed (+ 1) and Plandowski equality check has to be used in every construction step,
which contributes a factor of 3 in the exponent. But note that there are faster deterministic tests [15, 11]
and even faster randomized equality checks [10, 3, 24].
Single-position rewriting requires a partial decompression of the redex position (similar to the parallel),
which leads to an extra increase in the size of the STG, but to the same, still polynomial, complexity.
Combining the results on submatching and sequences of rewriting, we obtain the following corollaries:
Corollary 5.2 Let R be an STG-compressed TRS and t be an STG-compressed term. Then a sequence
of n term rewriting steps using the submatching algorithm in Subsection 4.3 can be performed in non-
deterministic polynomial time.
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Corollary 5.3 Let R be a left-linear STG-compressed TRS and t be an STG-compressed term. Then n
term rewriting steps where the submatching algorithms in Subsection 4.3 are used can be performed in
polynomial time.
Proof. This follows from Theorems 5.1 and 3.7. 2
Corollary 5.4 Let R be a TRS with DAG-compressed left-hand sides and STG-compressed right hand
sidesandlett beanSTG-compressedterm. Thenntermrewritingstepswherethesubmatchingalgorithm
in Subsection 4.2 is used can be performed in polynomial time in n.
Proof. This follows from Theorems 5.1 and 4.3. 2
Corollary 5.5 Let R be an STG-compressed TRS and t be an STG-compressed term, such that the left
hand sides of every rule has at most |G| occurrences of variables. Then n term rewriting steps (see
Remark 4.5) can be performed in polynomial time in n.
6 Conclusion
We have constructed several polynomial algorithms for ﬁnding a submatch under STG-compression, or
restrictions thereof. It is also shown that n rewrite steps can be performed in polynomial time under
STG-compression in several cases: left-linear and STG-compressed TRS, DAG-compressed or ground
left hand sides of rules. Also in the general case of non-linear left hand sides n rewrites can be performed
non-deterministically in polynomial time, where a search for a redex is required. This is connected to
the open problem of the exact complexity of computing submatches also for non-linear terms.
A connection to the results in [1] on polynomial runtime complexity is that our results also imply that
for TRSs with polynomial runtime complexity the (single-position and parallel) rewriting can be imple-
mented such that n rewrite steps can be performed in polynomial time.
A remaining open question is whether the general STG-compressed submatching (of nonlinear terms s
in t) can be solved in polynomial time or not.
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Evaluating functions as processes
Beniamino Accattoli
Carnegie Mellon University - Pittsburgh, PA, US
A famous result by Milner is that the l-calculus can be simulated inside the p-calculus. This simu-
lation, however, holds only modulo strong bisimilarity on processes, i.e. there is a slight mismatch
betweenb-reductionandhowit is simulatedin the p-calculus. The ideais that evaluatinga l-termin
the p-calculus is like running an environment-basedabstract machine, rather than applying ordinary
b-reduction. In this paper we show that such an abstract-machine evaluation corresponds to linear
weak head reduction, a strategy arising from the representation of l-terms as linear logic proof nets,
and that the relation between the two is as tight as it can be. The study is also smoothly rephrased in
the call-by-value case, introducing a call-by-value analogous of linear weak head reduction.
Introduction
A key result about the expressiveness of the p-calculus is that it can represent the l-calculus, as it has
been showed by Robin Milner [33]. During the nineties the relationship between the two systems has
been explored in-depth, mostly by Davide Sangiorgi [36, 37] and G´ erard Boudol [14, 13]. Nowadays,
it takes a relevant part in the standard reference for the p-calculus [38], and in any introductory course
about it. From the process calculus point of view, it helps in getting deeper insights into its theory,
especially because the p-calculus is far less canonical then the l-calculus. From the l-calculus point of
view, it provides new tools to analyze the behavior of l-terms and the dynamics of b-reduction.
The idea is that the p-calculus can be considered as a sort of ﬂexible abstract machine to which the
l-calculus can be compiled in various ways. There are in fact various encodings, each one corresponding
to a particular evaluation strategy in the l-calculus. In particular, Milner showed that Plotkin’s call-by-
name and call-by-value strategies [35] can be both faithfully represented.
The way in which the representation is faithful, however, is quite subtle. It is looser than what one
might expect, as the diagram in Figure 1.a does not hold. It is only possible to get the diagram in
Figure 1.b: Pt, the process representing t, does not reduce to Ps, but to a process Q which is strongly
bisimilar to Ps. One might think that a better encoding could solve this problem, but this is a na¨ ıve
expectation: the two systems compute in radically different ways, the mismatch is inherent. In Milner’s
result Ps and Q are strongly bisimilar, which means that they behave the same externally, i.e. in their
a)
t s
Pt Ps
b
*
p
c)
t s
Pt
⇒
t s
Pt Ps p
b)
t
Pt Q ∼ Ps
s
b
*
p
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Pt Ps p
⇒ ∃s s.t.
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p
Figure 1: Diagrams describing the relationship between terms and processes.42 Evaluating functions as processes
interactions with every possible environment. However, the two processes behave in a quite different
way internally, i.e. with respect to reductions. The discrepancy concerns the granularity of evaluation:
l-calculus uses a coarse, big-step substitution rule, while the p-calculus evaluates in small, ﬁne-grained
steps, as an abstract machine. Nonetheless, the evaluation of t terminates if and only if the evaluation of
the corresponding process Pt terminates. In this sense, the representation is sometimes said to be sound
and complete.
This paper reﬁnes the relationship between the l-calculus and the p-calculus by extending the former
with explicit substitutions—which may be considered as an alternative to abstract machines—in order to
get a closer match of reduction steps. In the call-by-name case weshow that the strategy corresponding to
the evaluation in the p-calculus is exactly linear weak head reduction ⊸, the small-step head strategy of
linear logic proof nets [29, 3]. This notion of evaluation has connections with Krivine’s abstract machine
[20], Bohm’s separation theorem [29], computational complexity [9], the geometry of interaction [19],
game semantics [18, 17], and the differential l-calculus [24]. The relationship shown here is extremely
strong. It is represented in the diagrams in Figure 1.c-d, which hold modulo structural equivalence only.
They express the fact that the translation is a strong bisimulation with respect to reduction (note that one
step maps to one step, and vice-versa).
The relationship between the p-calculus and linear logic has been analyzed from various points of
view [31, 1, 12, 11, 27, 23, 15]. Our study essentially reﬁnes the work of Caires, Pfenning, and Toninho
in [39], where the encodings of the l-calculus in the p-calculus are re-understood as the encodings of
l-calculus into linear logic (due to Girard [26], see also [28]). The reﬁnement consists in looking to
such encodings via linear logic proof nets, but replacing the explicit use of proof nets with the lighter and
equivalent reformulations as calculi of explicit substitutions at a distance, developed in [7, 8, 2, 10, 3, 5].
Contributions. In some sense there is not much original content in this paper. Damiano Mazza’s
master thesis [30] (in French and unpublished) already developed the connection with linear weak head
reduction. Similar ideas are sketched by Boudol in the introduction of [13]. Also, Milner’s seminal
paper already suggested to use some environment device to reﬁne the encodings, an idea that has then
been explored by Vasconcelos [40] and recently by Cimini, Sacerdoti Coen, and Sangiorgi [16].
What is original here is the presentation. Our approach provides a remarkably compact develop-
ment, conﬁrming the relevance of explicit substitutions at a distance as a very ﬂexible syntactical tool.
Our presentation simpliﬁes in the extreme Mazza’s study, by exploiting the simpler and more manage-
able reformulation of weak linear head reduction in the linear substitution calculus [9, 3]. In addition,
by clarifying the connection with a crucial concept in the theory of linear logic, we get an important
corollary for free. In [9] it is proven that linear head reduction is at most quadratically longer than head
reduction, and this result holds also with respect to the weak (i.e. not under lambdas) variants of these
reductions1. Plotkin’s call-by-name strategy is the same thing as weak head reduction. Consequently, we
get a quadratic relation between the call-by-name strategy and the evaluation in the p-calculus, which is
a non-trivial quantitative reﬁnement of Milner’s result.
However, our contribution is not only about the presentation. The study of call-by-name is comple-
mented by the study of a call-by-value encoding, from which we extract a call-by-value ⊸v analogous
of linear weak head reduction, which has never been considered before. We also show that this new
strategy enjoys the analogous of the subterm property [9] of linear weak head reduction, which is the
basic property for complexity analysis. Last but not least, we give a presentation at a distance of the
1The upper bound in [9] is exact, and it is based on a trasformation of reductions which applies to arbitrary reduction
sequences, in particular even to non-terminating terms. For instance, the quadratic bound is reached by the evaluation of
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rewriting rules of the p-calculus which is a contribution of independent interest.
Despite the compactness of the presentation, the details turned out to be quite delicate. The use
of distance rules, which are rewriting rules involving contexts (i.e. terms with holes), is crucial. They
reﬂect on terms the local rules of linear logic proof nets, and they are essential in order to get a strong
bisimulation of reductions. These contexts can capture variables and names, a fact which requires a
very careful analysis of the translations. This is why we present the proofs of the translation in details,
almost certifying the result. Moreover, we use colors to ease the reading, so we suggest to read the paper
simultaneously on paper and on a computer screen.
The relationship with proof nets. Proof nets do not appear in this paper, we limit ourselves to the
equivalent formulations as calculi at a distance. However, for the call-by-value calculus the detailed
correspondence between terms and proof nets can be found in [5] (which uses big-step rules, while here
we use small-step rules), for call-by-name the interested reader may have a look to [7, 2] (that do employ
small-step rules, but in a slightly different way). On proof nets, linear head reduction is the small step
strategy which reduces only the cuts at level 0 which do not involve the auxiliary conclusions of !-boxes.
The weak variant can be deﬁned in exactly the same way if boxes are also used for ` (which in this
context rather corresponds to the right rule for linear implication in intuitionistic linear logic, and not to
the ` of classical linear logic). Using boxes for linear implication is less ad-hoc than it may seem at ﬁrst
sight; a technical discussion of this issue is in Section 6 of [5]. This paper provides another justiﬁcation
for such boxes: they are needed to properly reﬂect evaluation in the p-calculus.
Plan of the paper. Section 1 introduces the linear substitution calculus, and Section 2 introduces the
presentation of the p-calculus that we use. Sections 3 and 4 study the call-by-name and the call-by-value
encodings, respectively.
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1 The linear substitution calculus
The language of the linear substitution calculus llsub is given by the following grammar for terms:
t,s,u,r ::= x | lx.t | ts | t[x/s]
The constructor t[x/s] is called an explicit substitution (of s for x in t, the usual (implicit) substitution is
instead noted t{x/s}). Both lx.t and t[x/s] bind x in t. We are not going to deﬁne the full calculus (for
which we refer to [9, 3]), but only linear weak head reduction. However, let us point out that the linear
substitution calculus is a variation over a calculus of explicit substitutions introduced by Robin Milner
in [34], to analyze the translation of l-calculus to Bigraphs.
We shall use contexts extensively, so we deﬁne them formally. In particular, we need to specify the
set D of variables captured by a given context. A weak head context, or simply an evaluation context, is
a term of the following grammar (to ease the reading on screen all contexts will be in blue):
E/ 0 ::= L M | E/ 0t ED⊎{x} ::= ED[x/t] | ED⊎{x}t
A special case of evaluation context is given by substitution contexts, noted LD and deﬁned by:
L/ 0 ::= L M LD⊎{x} ::= LD[x/t]
Deﬁnition 1. Linear weak head reduction ⊸ is deﬁned as the union of ⊸dB and ⊸ls, which are given
by the closure by evaluation contexts (i.e. ⊸dB:= ED[ →dB] and ⊸ls:= ED[ →ls]) of the rules  →dB and
 →ls deﬁned as:44 Evaluating functions as processes
LDLlx.tMs  →dB LDLt[x/s]M EDLxM[x/s]  →ls EDLsM[x/s] with x / ∈ D
The rule  →ls implicitly assumes the side-condition fv(s)∩D = / 0. The assumption is implicit be-
cause it can always be guaranteed by a-conversion: if u = EDLxM[x/s] and fv(s)∩D  = / 0 then there exist
a set of variables S and an evaluation context FS s.t. u =a FSLxM[x/s] and fv(s)∩S = / 0.
These rule are at a distance, because their deﬁnition involves contexts, which is how locality on proof
nets is reﬂected on terms. In Milner’s calculus the ﬁrst rule does not use LDL M. This is not a detail: the
results in this paper would not hold with respect to Milner’s original presentation.
It is natural to wonder in which sense the linear substitution calculus is linear. In contrast to other
linear calculi, variables may have multiple occurrences, and arguments are not forced to be used only
once. A ﬁrst superﬁcial linear aspect of the calculus is that variable occurrences are substituted one at the
time. A second much deeper aspect is that its head strategy—characterized by a factorization theorem
in the same way as head reduction in l-calculus [3]—is linear head reduction, whose main feature is
the subterm property (namely: any subterm u which is duplicated at any point of a reduction t ⊸k s is a
subterm of t, whose size then does not depend on k) which implies that the implementation cost of every
step is linear (in the size of t, the parameter for complexity). This is a fundamental property, not enjoyed
by any strategy in l-calculus (for which the cost of one step is not even polynomial in the size of t),
and which opens the way to the study of computational complexity [9]. Here we deal with linear weak
head reduction, which forbids reduction under abstractions. The restriction does not affect the subterm
property.
2 The p-calculus
The fragment of the p-calculus we use here is essentially the asynchronous calculus in [21] with both
unary and binary inputs and outputs, morally corresponding to the exponential and the multiplicative con-
nectives of linear logic (in the typed case of [21]) and without sums (which correspond to the additives).
The only change is that we do not use their forwarding processes2. The grammar is:
P,Q,R ::= 0

 x y 

 x y,z 

 nxP

 x(y,z).P

!x(y).P

 P | Q
We need a notion of context also for processes. A non-blocking context is given by:
N/ 0 ::= L M

 N/ 0 | Q

 P | N / 0 ND⊎x ::= nxND

 N/ 0LND⊎xM
The language is considered modulo structural congruence, i.e. the minimum equivalence relation gen-
erated by the following rules and closed by non-blocking contexts:
P | 0 ≡ P P | (Q | R) ≡ (P | Q) | R P | Q ≡ Q | P
nx0 ≡ 0
x / ∈ fn(P)
P | nxQ ≡ nx.(P | Q) nxnyP ≡ nynxP
In order to prove the simulation theorems we will use the following three properties of ≡, proved by
easy inductions on ND, P, and ND, respectively (the set of free variables of a context is deﬁned as for
processes but using fn(L M) = / 0).
Lemma 2. Let D be a set of variables, ND a non-blocking context, P a process s.t. fn(P)∩D = / 0, and
x,y / ∈ D. Then:
2Forwarding processes correspond to axioms in linear logic. In terms of proof nets, avoiding forwarding processes corre-
spond to use an interaction nets presentation, i.e. to work modulo cut-elimination on axioms.B. Accattoli 45
1. NDLQM | P ≡ NDLQ | PM.
2. If x / ∈ fn(P) then nxP ≡ P.
3. If x / ∈ fn(ND) then nxNDLPM ≡ NDLnxPM.
The rewriting rules are the following:
x y,z  | x(y′,z′).Q →⊗ Q{y′/y}{z′/z} x y  | !x(z).Q →! Q{z/y} | !x(z).Q
as usual they are both closed by non-blocking contexts and considered modulo ≡. The second rule puts
together replication and unary communication as in [39, 21].
p-calculus, at a distance. In order to simplify the proof of the bisimulation, we are going to use an
alternative but equivalent deﬁnition ofreduction in the p-calculus. Essentially, wehave toreformulate the
p-calculus at a distance. The use of the structural equivalence in the deﬁnition of the rewriting relation
of the p-calculus induces some annoying complications when one tries to reﬂect process reductions on
terms. Weare going to reformulate the reduction rules via non-blocking contexts, and get rid of structural
equivalence.
The rewriting rules ⇒⊗ and ⇒! are given by the closure by non-blocking contexts (but are not closed
by structural congruence) of the following relations: if x / ∈ D∪G then
NDLx y,z M | MGLx(y′,z′).PM  →⊗ MGLNDLP{y′/y}{z′/z}MM
NDLx y M | MGL!x(z).PM  →! MGLNDLP{z/y} | !x(z).PMM
Actually, one should ask three futher conditions on variables: 1) D ∩G = / 0; 2) D ∩ fv(P) = / 0; 3)
fv(ND)∩G = / 0. It is easily seen, however, that these conditions can always be satisﬁed by choosing
an a-equivalent term, as it is the case for the  →ls rule of llsub. Essentially, these rules re-formulate as
reduction rules the t-transitions of the alternative presentation of the p-calculus as a labeled transition
system, which is used to study the interaction of a process with its environment. Here, the new rules
are more convenient than labeled transitions, because on l-terms there is no analogous of the transitions
whose label is not t (and t-transitions are deﬁned using the non-t transitions). This reformulation is
justiﬁed by the following lemma, whose proof is along the one of the harmony lemma in [38] (p. 51).
Lemma 3.
1. ≡ is a strong bisimulation with respect to ⇒: P≡⇒⊗ Q iff P⇒⊗≡Q, and P≡⇒! Q iff P⇒!≡Q.
2. Harmony of ⇒ and →p: P →⊗ Q iff P ⇒⊗≡ Q, and P →! Q iff P ⇒!≡ Q.
Curiously, the ﬁrst formulation of the p-calculus was as a labeled transition system; the notions of
reduction and structural congruence were introduced by Milner only later on, to study the relationship
with the l-calculus [33]. Our formulation at a distance of the p-calculus—motivated in exactly the same
way—is a contribution of independent interest, probably the main one from the p-calculus point of view.
It also shows that distance rules are a general syntactic principle whose relevance extends beyond explicit
substitutions.
3 The call-by-name encoding
As for the ordinary l-calculus, the translation from llsub to the p-calculus is parametrized by a special
channel name a. Actually, we assume that these special channel names are taken from a set A which is
disjoint from the set of variable names, and whose elements are denoted a,b,c,d,....
The translation is given by (on screen it is in red):46 Evaluating functions as processes
JxKa := x a  JtsKa := nbnx(JtKb | b x,a  | !x(c).JsKc) x is fresh
Jlx.tKa := a(x,b).JtKb Jt[x/s]Ka := nx(JtKa | !x(b).JsKb)
Modulo minor details, this is the original call-by-name encoding given by Milner. With respect to the
relation with linear logic developed in [21], special names correspond exactly to multiplicative formulas,
while variable names correspond to exponential formulas.
An easy induction on the translation shows:
Lemma 4. Let t be a term. Then fn(JtKa) = fv(t)⊎{a}.
To relate terms and processes we need to prove a property of the translation, concerning its action on
contexts: it maps evaluation contexts to non-guarding contexts of a special form.
Lemma 5 (Relating E and N via J Ka). Let D be a set of variable names, ED an evaluation context, and
a a special name. There exist a set of names G (possibly containing both variables and special names), a
non-blocking context ND⊎G and a special name b s.t. JEDLtMKa = ND⊎GLJtKbM and G∩fv(t) = / 0 for every
term t. Moreover, if ED is a substitution context LD then a = b, G = / 0, and ND does not depend on a.
Proof. By induction on ED. The base case is given by the empty context E/ 0 = L M, and it is trivial, just
take G := / 0, N/ 0 := L M, and b = a. The inductive cases:
• Left of an application, ED = FDs: if x is a fresh variable name:
JEDLtMKa = JFDLtMsKa = ndnx(JFDLtMKd | d x,a  | !x(c).JsKc)
=i.h. ndnx(MD⊎SLJtKbM | d x,a  | !x(c).JsKc) = ND⊎S⊎{d,x}LJtKbM
By i.h. we get that S∩fv(t) = / 0. By deﬁnition of the translation x is fresh, so x / ∈ fv(t). We then
conclude by taking G := S⊎{d,x}.
• Left of a substitution, ED⊎{x} = FD[x/s]:
JED⊎{x}LtMKa = JFDLtM[x/s]Ka = nx(JFDLtMKa | !x(c).JsKc)
=i.h. nx(MD⊎GLJtKbM | !x(c).JsKc) = ND⊎{x}⊎GLJtKbM
and the i.h. also gives G∩fv(t) = / 0.
Now suppose that ED⊎{x} (and thus FD) is a substitution context LD. Then by i.h. we get MD not
depending on a s.t.:
JED⊎{x}LtMKa = JFDLtM[x/s]Ka = nx(JFDLtMKa | !x(c).JsKc)
=i.h. nx(MDLJtKaM | !x(c).JsKc) = ND⊎{x}LJtKaM
Where clearly ND⊎{x} does not depend on a.
We can now proceed with the simulation.
Theorem 6 (→p strongly simulates ⊸ via J Ka).
1. t ⊸dB s implies JtKa ⇒⊗≡ JsKa.
2. t ⊸ls s implies JtKa ⇒!≡ JsKa.
Proof. 1. Two cases:
• Root rewriting step: ﬁrst without LDL M: (lx.M)N  →dB M[x/N]B. Accattoli 47
J(lx.t)sKa = nbny(Jlx.tKb | b y,a  | !y(c).JsKc) = nbny(b(x,e).JtKe | b y,a  | !y(c).JsKc)
⇒⊗ nbny(JtKa{x/y} | !y(c).JsKc) =a nbnx(JtKa | !x(c).JsKc)
= nbJt[x/s]Ka ≡ Jt[x/s]Ka
The =a-step is justiﬁed by the fact that y is introduced fresh in the ﬁrst line. The ≡ step is justiﬁed
by Lemma 4, for which the only free special name occurring in JtKa is a, and by Lemma 2.2, which
allow us to remove the useless nb.
Now, if LDLlx.tMs  →dB LDLt[x/s]M we get (some explanations follow):
JLDLlx.tMsKa = nbny(JLDLlx.tMKb | b y,a  | !y(c).JsKc)
=Lem.5 nbny(NDLJlx.tKbM | b y,a  | !y(c).JsKc)
= nbny(NDLb(x,e).JtKeM | b y,a  | !y(c).JsKc)
⇒⊗ nbny(NDLJtKa{x/y}{e/a}M | !y(c).JsKc)
=a nbnx(NDLJtKaM | !x(c).JsKc)
≡Lem.2.1&Lem.2.3 nbNDLnx(JtKa | !x(c).JsKc)M
= nbNDLJt[x/s]KaM
=Lem.5 nbJLD[t[x/s]]Ka
≡Lem.4&Lem.2.2 JLD[t[x/s]]Ka
The =a-step and the last step are justiﬁed as before. In the ﬁrst application of ≡ we can apply
Lemma 2.1 because by hypothesis x / ∈ D and fv(s)∩D = / 0, and Lemma 2.3 because x / ∈ fn(ND).
The two applications of Lemma 5 are with respect to different special names a and b, but this is
sound: the moreover part of Lemma 5 guarantees that in the case of a substitution context LD the
corresponding context ND does not depend on the name.
• Inductive step: EDLtM →dB EDLsM because t  →dB s. Let us recall that by deﬁnitions reductions in the
p-calculus are closed by non-blocking contexts. Then:
JEDLtMKa =Lem.5 ND⊎GLJtKbM ⇒⊗ ND⊎GLJsKbM =Lem.5 JEDLsMKa
2. For →ls the inductive case is as for →dB. The base case is EDLxM[x/s] ⊸ls EDLsM[x/s] with x / ∈ D:
JEDLxM[x/s]Ka = nx(JEDLxMKa | !x(b).JsKb) =Lem.5 nx(ND⊎GLJxKcM | !x(b).JsKb)
= nx(ND⊎GLx c M | !x(b).JsKb) ⇒! nxND⊎GLJsKc | !x(b).JsKbM
≡Lem.2.1 nx(ND⊎GLJsKcM | !x(b).JsKb) =Lem.5 nx(JEDLsMKa | !x(b).JsKb)
= JEDLsM[x/s]Ka
where the ≡-step is justiﬁed by the fact that by hypothesis and by Lemma 5 (x / ∈ G) we get that (fv(s)⊎
{x,b})∩(D⊎G) = / 0, and so we can apply Lemma 2.1.
The converse relation. To simulate process reductions on l-terms we need a lemma, which is a con-
verse to Lemma 5.
Lemma 7. Let D and G be a set of variable names and a set of special names, respectively.
1. If JtKa = ND⊎GLa(y,b).PM with a / ∈ G then G = / 0 and exist s and LD s.t. P = JsKb and t = LDLly.sM.
2. If JtKa = ND⊎GLx c M with x / ∈ D then exist S ⊆ D and ES s.t. t = ESLxM (and x / ∈ S).
Proof. Both points are by induction on t:
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1. The hypothesis is false and there is nothing to prove.
2. By deﬁnition of J Ka, taking the empty context (and D = / 0).
• Abstraction:
1. By deﬁnition of J Ka, taking the empty context (and D = / 0).
2. The hypothesis is false and there is nothing to prove.
• Application: if t = ur then JurKa = nbnz(JuKb | b z,a  | !z(c).JrKc) with z fresh.
1. By Lemma 4 a / ∈ fn(JuKb), and so there is no context ND⊎G s. t. JtKa = ND⊎GLa(y,b).PM,
hence the hypothesis is false and there is nothing to prove.
2. It must be that JuKa = MD′⊎G′Lx c M with D = D′⊎{z} and G = G′⊎{a}. Then by i.h. there
exist S ⊆ D′ and FS s.t. u = FSLxM. We conclude taking ES := FSr.
• Substitution: if t = u[z/r] then Ju[z/r]Ka = nz(JuKa | !z(b).JrKb).
1. If JtKa = ND⊎GLa(y,b).PM then it must be that exists MD′⊎GL M with D = D′⊎{z} s.t. JuKb =
MD′⊎GLa(y,b).PM and ND⊎G = nz(MD′⊎G | !z(b).JrKb). By i.h. we get G = / 0, u = L′
D′Lly.sM,
and P = JsKb. We conclude taking LD := L′
D′[z/r].
2. It must be that JuKa = MD′⊎G′Lx c M with D = D′⊎{z} and G = G′⊎{a}. Then by i.h. there
exist S′ ⊆D′ and FS′ s.t. u=FS′LxM. We conclude taking S:=S′⊎{z} and ES :=FS′[z/r].
Now, we can prove that any process reduction from JtKa can be simulated by t.
Theorem 8 (⊸ strongly simulates ⇒ via J Ka).
1. If JtKa ⇒⊗ Q then exists s s.t. t ⊸dB s and JsKa ≡ Q.
2. If JtKa ⇒! Q then exists s s.t. t ⊸ls s and JsKa ≡ Q.
Proof. Both points are by induction on t. Cases:
• Values: if t = x or t = lx.u then JtKa cannot reduce.
• Application: if t = ur then JtKa = nbnx(JuKb | b x,a  | !x(c).JrKc) with x fresh. Then:
1. Multiplicative reduction. Cases of JtKa ⇒⊗ Q:
– Root: JuKb = ND⊎GLb(y,d).PM with b / ∈ (D⊎G) and the process reduction is a ⇒⊗ inter-
action with b x,a  on b. By Lemma 7.1 we get that G = / 0, u= LDLly.u′M, and P= Ju′Kd.
So t = LDLly.u′Mr and thus it has a ⊸dB-redex on y, which maps to the ⇒⊗ communi-
cation on b exactly as in the proof of Theorem 6.1.
– Inductive: because of JuKb ⇒⊗ R. Then by i.h. exists u′ s.t. u →dB u′ and Ju′Kb ≡ R. We
conclude by taking s := u′r.
2. Exponential reduction. JtKa ⇒! Q can only happen if reduction takes place in JuKb, because
x is fresh by hypothesis. In such a case we conclude using the i.h., as in the ﬁrst sub-case of
the previous point.
• Substitution: if t = u[x/r] then JtKa = nx(JuKa | !x(b).JrKb). We have:
1. Multiplicative reduction. JtKa ⇒⊗ Q can only happen if reduction takes place in JuKa, and we
conclude using the i.h..
2. Exponential reduction. If JtKa ⇒! Q because reduction takes place in JuKa we use the i.h..
Otherwise, JuKa = ND⊎GLx c M with x / ∈ D⊎G and the process reduction is a ⇒! interaction
with !x(b).JrKb on x. By Lemma 7.2 there exist S and ES s.t. u = ESLxM. So t = ESLxM[x/r]
has a ⊸ls redex on x, which maps to the ⇒! communication on x exactly as in the proof of
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According to the two theorems of this section, the relationship between the call-by-name strategy on
the ordinary l-calculus and the evaluation in the p-calculus is the same as the relationship between the
call-by-name strategy and linear weak head reduction. In the strong case (i.e. when (head) reduction can
go under lambdas), it is known that the latter can be at most quadratically longer than the former [9].
The analysis in [9] does not depend on being weak or strong. It follows that the same upper bound holds
between the call-by-name strategy and its evaluation in the p-calculus.
Last, it is easy to see that linear weak head reduction is deterministic: every term has at most one ⊸
redex, since every redex writes as EDLvM (where v is a value, i.e. a variable or an abstraction) and such a
decomposition is unique. This property accounts for what Milner calls determinacy of JtKa in [33].
4 The call-by-value encoding
We now show that the same exact relationship can be obtained with respect to call-by-value (CBV). The
CBV calculus in use here is not Plotkin’s calculus lbv. In [10] the author and Paolini introduced the
value substitution calculus lvsub, which is a CBV calculus with explicit substitutions containing lbv as a
sub-calculus and behaving better than lbv with respect to the semantical notion of solvability. In [4, 5]
we showed that lvsub has a sub-calculus, the value substitution kernel lvker, which has two key properties:
1. Observational equivalence [4]: there is a translation  ◦ : lvsub → lvker s.t. t and t◦ are equivalent
with respect to observing any termination property.
2. Language for proof nets [5]: lvker is an algebraic reformulation of the proof nets corresponding to
the CBV translation of l-calculus into linear logic. Namely, there is a translation   : lvker → PN
which is a strong bisimulation.
Here, we are going to show a further property: there are a CBV analogous ⊸v of linear weak head
reduction ⊸ and a translation { | | }x from lvker to the p-calculus which is a strong bisimulation with
respect to ⊸v and ⇒. Let us point out that in the untyped case there is a strong mismatch between
Plotkin’s calculus lbv and the evaluation in proof nets (see [4]), thus the results of this section do not
hold with respect to lbv (nor with any of its reﬁnements with explicit substitutions where b-redexes are
constrained to ﬁre on values).
The value substitution kernel lvker is given by the following grammar:
t,s,u,r ::= v | vt |t[x/s] v ::= x | lx.t
Please note that the left sub-term of an application can only be a value (see [4, 5] for more details).
Substitution contexts LD are deﬁned as before. Instead, the language of evaluation contexts changes:
E/ 0 ::= L M | vE/ 0 |t[x/E/ 0] ED⊎{x} ::= ED[x/t] | vED⊎{x} |t[y/ED⊎{x}]
Next, we deﬁne applicative contexts as ADL M ::= EDLL MtM. As for CBN, we do not deﬁne the full
calculus, but only the evaluation strategy. Linear weak applicative reduction, noted ⊸v, is given by
the rewriting rules ⊸vdB and ⊸vls deﬁned as the closure by evaluation contexts of the following rules:
(lx.t)s  →dB t[x/s] ADLxM[x/LSLvM]  →lsv LSLADLvM[x/v]M x / ∈ D
Note that the argument of a b-redex is not required to be a value, while the substitution rule can ﬁre only
in presence of a value (in a substitution context). As it was the case for the call-by-name calculus and
for the p-calculus, one should also ask that fv(v)∩D = / 0, fv(ADLxM)∩S = / 0, and D∩S = / 0, but these
side-conditions can always be satisﬁed by taking an a-equivalent term, and so in the following they will
be taken for granted. Note that x[x/y]   →lsv y but (xz)[x/y]  →lsv yz, because substitution has to take place50 Evaluating functions as processes
in an applicative context. This applicative restriction is a sort of converse to the head restriction used in
the case of call-by-name evaluation. In terms of proof nets both these restrictions correspond to forbid
reduction of cuts involving links in some !-boxes (with respect to the respective encodings of CBV and
CBN), while the weak requirement correspond to the analogous constraint with respect to the `-boxes
mentioned in the introduction. The applicative restriction is somehow a surprise, which is justiﬁed by
the fact that it matches what happens in the p-calculus. It is a quite reasonable restriction: there is no
point in substituting a value if it cannot be used in some application.
Linear weak applicative reduction enjoys a property which is the CBV analogous of the subterm
porperty (deifned at the end of Section 1). Let us call a v-subterm a subterm which is a value.
Lemma 9 (v-subterm property). If t ⊸k
v s and v is a v-subterm of s then v is a v-subterm of t.
Proof. By induction on k. For k = 0 it is trivial, for k > 0 consider the term u s.t. u ⊸v s. The ⊸vdB rule
does not create new values. The ⊸vls rule duplicates a v-subterm of u, which by i.h. is a v-subterm of t,
and it does not substitute into v-subterms. So, any v-subterm of s is a v-subterm of t.
Differently from linear weak head reduction, linear weak applicative reduction is a non-deterministic
stretegy: just consider t = ((lx.x)(yy))[y/z], which has two redexes. However, a simple induction shows
that reduction is conﬂuent: there is no need to use parallel reductions or other sophisticated techniques
because no redex can duplicate/erase other redexes. In fact, it is easily seen that linear weak applicative
reduction enjoys the diamond property. This fact corresponds to what Milner calls determinacy of the
CBV encoding.
The translation. Similarly to the CBV translation of the l-calculus to linear logic, the CBV transla-
tion to the p-calculus uses an auxiliary function. The main translation function { |t| }x is parametrized by a
variable name x / ∈ fv(t) (and not by a special name) and the auxiliary function is noted { | | }a, i.e. we use
the same symbol but now the parameter is a special name a:
{ |v| }x ::= !x(a).{ |v| }a { |vs| }x ::= nbny({ |v| }b | b y,x  | { |s| }y) y is fresh
{ |y| }a ::= y a  { |s[y/u]| }x ::= ny({ |s| }x | { |u| }y)
{ |ly.s| }a ::= a(y,z).{ |s| }z
Note that the application case uses the auxiliary function on v. Note also the difference with the call-by-
name case: applications and explicit substitutions do not use replication, which is instead associated to
values, with the important exception of applied values. The applicative restriction on the strategy ⊸v
comes from this exception: the impossibility of interacting under replication in the p-calculus reﬂects on
terms as the fact that one can substitute only on variables in applicative contexts, because the others are
under a replication preﬁx. Last, this encoding is a minor variation over the CBV one in [39], which is
not Milner’s original CBV encoding.
Lemma 10. Let t ∈ lvker. Then fn({ |t| }x) = fv(t)⊎{x} and fn({ |t| }a) = fv(t)⊎{a}.
Proof. By mutual induction on { |t| }x and { |t| }a.
The following lemma is the call-by-value analogous of Lemma 5.
Lemma 11 (Relating E and N via { | | }x). Let D be a set of variable names, x a variable name and ED an
evaluation context. There exist a set of names G (possibly containing both variables and special names),
a non-blocking context ND⊎G, and a variable name z s.t. { |EDLtM| }x = ND⊎GL{ |t| }zM and G∩fv(t) = / 0 for
every term t. Moreover, if ED is a substitution context LD then x = z, G = / 0, and ND does not depend on
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Proof. By induction on ED. The base case is given by the empty context E/ 0 = L M, and it is trivial, just
take G := / 0, N/ 0 := L M, and z := x. The inductive cases:
• Right of an application, ED = vFD:
{ |EDLtM| }x = { |vFDLtM| }x = nbny({ |v| }b | b y,x  | { |FDLtM| }y)
=i.h. nbny({ |v| }b | b y,x  | MD⊎SL{ |t| }zM) = ND⊎S⊎{y,b}L{ |t| }zM
The i.h. also gives S∩fv(t) = / 0. Since b,y / ∈ fv(t) it follows that G := S⊎{y,b} satisﬁes G∩
fv(t) = / 0.
• Right of a substitution, ED = s[y/FD]:
{ |EDLtM| }x = { |s[y/FDLtM]| }x = ny({ |s| }x | { |FDLtM| }y)
=i.h. ny({ |s| }x | MD⊎SL{ |t| }zM) = ND⊎S⊎{y}L{ |t| }zM
The i.h. also gives S∩fv(t)= / 0. Since y / ∈fv(t) it follows that G:=S⊎{y} satisﬁes G∩fv(t)= / 0.
• Left of a substitution, ED⊎{z} = FD[y/u]. Then:
{ |ED⊎{y}LtM| }x = { |FDLtM[y/u]| }x = ny({ |FDLtM| }x | { |u| }y)
=i.h. ny(MD⊎GL{ |t| }zM | { |u| }y) = ND⊎{y}⊎GL{ |t| }zM
The i.h. also gives G∩fv(t) = / 0. Now, suppose that ED⊎{y} (and thus FD) is a substitution context
LD. Then by i.h. we get MD not depending on x s.t.:
{ |ED⊎{y}LtM| }x = { |FDLtM[y/u]| }x = ny({ |FDLtM| }x | { |u| }y)
=i.h. ny(MDL{ |t| }xM | { |u| }y) = ND⊎{y}L{ |t| }xM
where clearly ND⊎{y} does not depend on x.
Theorem 12 (→p strongly simulates ⊸v).
1. t ⊸vdB s implies { |t| }x ⇒⊗≡ { |s| }x.
2. t ⊸vls s implies { |t| }x ⇒!≡ { |s| }x.
Proof. We show the base cases, the inductive ones are as in the call-by-name case, using Lemma 11.
1. If (ly.t)s ⊸vdB t[y/s] then:
{ |(ly.t)s| }x = nbnz({ |ly.t| }b | b z,x  | { |s| }z) = nbny(b(y,w).{ |t| }w | b z,x  | { |s| }z)
⇒⊗ nbny({ |t| }w{w/x}{y/z} | { |s| }z) =a nbny({ |t| }x | { |s| }y)
= nb{ |t[x/s]| }x ≡Lem.10 { |t[x/s]| }x
2. If ADLyM[y/LSLvM]  →lsv LSLADLvM[y/v]M and ADL M = EDLL MsM then:
{ |ADLyM[y/LSLvM]| }x = ny({ |EDLysM| }x | { |LSLvM| }y)
=Lem.11 ny(ND⊎GL{ |ys| }zM | MSL{ |v| }yM)
= ny(ND⊎GL{ |ys| }zM | MSL!y(a).{ |v| }aM)
= ny(ND⊎GLnbnw({ |y| }b | b w,z  | { |s| }w)M | MSL!y(a).{ |v| }aM)
= ny(ND⊎GLnbnw(y b  | b w,z  | { |s| }w)M | MSL!y(a).{ |v| }aM)
⇒! nyMSLND⊎GLnbnw({ |v| }b | !y(a).{ |v| }a | b w,z  | { |s| }w)MM
≡Lem.2.1 nyMSLND⊎GLnbnw({ |v| }b | b w,z  | { |s| }w)M | !y(a).{ |v| }aM
= nyMSLND⊎GL{ |vs| }zM | !y(a).{ |v| }aM
= nyMSL{ |EDLvsM| }x | !y(a).{ |v| }aM
≡Lem.2.3 MSLny({ |EDLvsM| }x | !y(a).{ |v| }a)M
= MSL{ |EDLvsM[y/v]| }xM
=Lem.11 { |LSLEDLvsM[y/v]M| }x
= { |LSLADLvM[y/v]M| }x52 Evaluating functions as processes
The ≡ step after the reduction is justiﬁed by the fact that b, w, and all the variables in G are
introduced fresh and so do not belong to fv(v). Moreover, D∩fv(v) = / 0 by hypothesis,and so we
can apply Lemma 2.1.
The converse relation. As for call-by-name, we show that linear weak applicative reduction reﬂects
exactly evaluation in the p-calculus.
Lemma 13. Let D and G be a set of variable names and a set of special names, respectively. Then:
1. If { |t| }x = ND⊎GL!x(a).PM with x / ∈ D then G = / 0 and exist v and LD s.t. P = { |v| }a and t = LDLvM.
2. If { |t| }x = ND⊎GLy a M with y / ∈ D then exist S ⊆ D and AS s.t. t = ASLyM.
Proof. Both points are by induction on t:
• Value: if t = v′ then { |t| }x =!x(a).{ |v′| }a.
1. Clearly G = D = / 0, v is v′, and LD is the empty context.
2. The hypothesis is false, and so there is nothing to prove.
• Application: if t = v′s then { |v′s| }x = nbnz({ |v′| }b | b z,x  | { |s| }z) with z and b are fresh.
1. By deﬁnition of the translation x / ∈ fv(v′s) and so by Lemma 10 x / ∈ fn({ |v′| }b)∪fn({ |s| }z).
Consequently, there is no context ND⊎G s. t. { |t| }x = ND⊎GL!x(a).PM, so the hypothesis is false
and there is nothing to prove.
2. Two cases:
(a) { |v′| }b = y a  and ND⊎G = nbnz(L M | b z,x  | { |s| }z), which imply v′ = y, a = b, D = {z},
and G = {b}. We conclude taking S := / 0 and A/ 0 := L Ms.
(b) The context hole L M is in { |s| }z. Let D′ := D\{z} and G′ :=G\{b}. If { |t| }x = ND⊎GLz a M
then { |s| }x = MD′⊎G′Lz a M for some context MD′⊎G′. The i.h. gives S ⊆ D′ and an applica-
tive context BS s.t. s = BSLyM. We conclude taking AS := v′BS.
• Substitution: if t = s[z/u] then { |t| }x = nz({ |s| }x | { |u| }z).
1. By deﬁnition of the translation x / ∈ fv(s[z/u]) and so by Lemma 10 x ∈ fn({ |s| }x) and x / ∈
fn({ |u| }z). Consequently, the context hole L M is in { |s| }x, which then writes as MD′⊎GL!x(a).PM,
with D = D′ ⊎{z} for some context MD′⊎G. By i.h. we get that there exist v and L′
D′ s.t.
P = { |v| }a and s = L′
D′LvM. We conclude taking LD := L′
D′[z/u].
2. Two cases:
(a) The context hole L M is in { |s| }x. Let D′ := D\{z}. If { |t| }x = ND⊎GLz a M then { |s| }x =
MD′⊎GLz a M for some context MD′⊎G. The i.h. gives S′ ⊆ D′ and an applicative context
BS′ s.t. s = BS′LyM. We conclude taking S := S′⊎{z} and AS := BS′[z/u].
(b) The context hole is in { |u| }z. Analogous to the previous case (except that S = S′).
Theorem 14 (⊸v strongly simulates ⇒ via { | | }a).
1. If { |t| }x ⇒⊗ Q then exists r s.t. t ⊸vdB r and { |r| }x ≡ Q.
2. If { |t| }x ⇒! Q then exists r s.t. t ⊸vls r and { |r| }x ≡ Q.
Proof. By induction on t. Cases:
• Values: if t is a value then { |t| }x cannot reduce.
• Application: if t = vs then { |vs| }x = nbny({ |v| }b | b y,x  | { |s| }y) with y and b fresh. Then:B. Accattoli 53
1. Multiplicative reduction. Cases of JtKx ⇒⊗ Q:
– Root: { |v| }b = b(z,w).P interacts with b y,x  on b. Clearly, v is an abstraction lz.u with
{ |u| }w = P, and t =(lz.u)s has a root ⊸vdB redex. Then, t and { |t| }x are related exactly as
in the proof of Theorem 12.1. Note that b / ∈fn({ |s| }y) by Lemma 10, and so there cannot
be any multiplicative root interaction involving { |s| }y.
– Inductive: { |t| }x ⇒⊗ Q because { |s| }y ⇒⊗ P. By i.h. we get that there exists r′ s.t. s→dB r′
and { |r′| }y ≡ P. Since vL M is an evaluation contexts, taking r := vr′ we get t →dB r and
{ |r| }x ≡ P.
2. Exponential reduction. The inductive case (i.e. { |t| }x ⇒! Q because { |s| }y ⇒⊗ P) follows by
the i.h. as in the inductive case for multiplicative reductions. In the root case there cannot be
any root exponential reduction. Indeed, { |v| }b would have to be z b  and { |s| }y should have a
!z(c).P sub-process. This second requirement is only possible if s contains a value v which
in { |s| }y is translated with respect to z, so that { |v| }z =!z(c).P. But this is impossible because y
is fresh (and so y  = z) and any variable name which is used as a parameter in the translation
of a subterm of s is either y or it is introduced fresh (and so cannot be equal to z).
• Substitution: if t = { |s[y/u]| }x then { |t| }x = ny({ |s| }x | { |u| }y)
1. Multiplicative reduction. If the reduction takes place in { |s| }x or { |u| }y we use the i.h. as in the
previous inductive cases. And there cannot be any root multiplicative reduction. Indeed, it
should be along a special name a free in both { |s| }x and { |u| }y, but by Lemma 10 { |s| }x and { |u| }y
have no free special name.
2. Exponential reduction. If the reduction takes place in { |s| }x or { |u| }y we use the i.h. as in the
previous inductive cases.
Otherwise, an exponential reduction can only be along a variable name z which is free in both
{ |s| }x and { |u| }y. Then z  = x, because x / ∈ fn({ |u| }y). Another requirement is that z has to be
used as the parameter of the translation of a value v, which is the only way to get a replicated
input. The only possibility then is that z = y, because all variable parameter names used in
the translation and different from x and y are fresh and cannot be in both { |s| }x and { |u| }y.
Now, { |s| }x has to be of the form ND⊎GLy a M and { |u| }y has to be of the form MD′⊎G′L!y(b).PM,
for some sets of variable names D and D′ and some sets of special names G and G′, and with
y / ∈ D∪D′. By Lemma 13 we get G′ = / 0 and that exist v, LD′, S ⊂ D, and AS s.t. P = { |v| }b,
u = LD′LvM, and s = ASLyM. Summing up, t = ASLyM[y/LD′LvM] and it has a ⊸vls redex which
maps on JtKx ⇒! Q exactly as in the proof of Theorem 12.2.
Conclusions
We have shown how to reﬁne the relation between the l-calculus and the p-calculus, getting a perfect
match of reductions steps in both call-by-name and call-by-value. The reﬁnements crucially exploits
rewriting rules at a distance, and unveil that the p-calculus evaluates l-terms exactly as linear logic
proof nets. A natural continuation would be to extend these relations to calculi with multiplicities [14],
which are related to the study of observational equivalence. It would also be interesting to investigate
linear weak applicative reduction, in particular in relation with complexity [9] or with Taylor-Ehrhard
expansion [22]. Finally, given the compactness of the results and the involved reasoning about bound,
free, and fresh variables, it would be interesting to try to formalize this work in Abella [25], which is a
proof assistant provided with a nominal quantiﬁer precisely developed to cope with the p-calculus [32]
and where reasoning about untyped calculi with binders is very close to pen-and-paper reasoning [6].54 Evaluating functions as processes
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We study various representations for cyclic λ-terms as higher-order or as ﬁrst-order term graphs.
We focus on the relation between ‘λ-higher-order term graphs’ (λ-ho-term-graphs), which are ﬁrst-
order term graphs endowed with a well-behaved scope function, and their representations as ‘λ-term-
graphs’, which are plain ﬁrst-order term graphs with scope-delimiter vertices that meet certain scop-
ing requirements. Speciﬁcally we tackle the question: Which class of ﬁrst-order term graphs admits a
faithful embedding of λ-ho-term-graphs in the sense that (i) the homomorphism-based sharing-order
on λ-ho-term-graphs is preserved and reﬂected, and (ii) the image of the embedding corresponds
closely to a natural class (of λ-term-graphs) that is closed under homomorphism?
We systematically examine whether a number of classes of λ-term-graphs have this property, and
we ﬁnd a particular class of λ-term-graphs that satisﬁes this criterion. Term graphs of this class are
built from application, abstraction, variable, and scope-delimiter vertices, and have the characteristic
feature that the latter two kinds of vertices have back-links to the corresponding abstraction.
This result puts a handle on the concept of subterm sharing for higher-order term graphs, both
theoretically and algorithmically: We obtain an easily implementable method for obtaining the maxi-
mally shared form of λ-ho-term-graphs. Furthermore, we open up the possibility to pull back proper-
tiesfromﬁrst-ordertermgraphstoλ-ho-term-graphs, propertiessuchasthecompletelatticestructure
of bisimulation equivalence classes with respect to the sharing order.
1 Introduction
Cyclic lambda-terms typically represent inﬁnite λ-terms. In this paper we study term graph representa-
tions of cyclic λ-terms and their respective notions of homomorphism, or functional bisimulation.
The context in which the results presented in this paper play a central role is our research on sub-
term sharing as present in terms of languages such as the λ-calculus with letrec [8, 1], with recursive
deﬁnitions [2], or languages with µ-recursion [3], and our interest in describing maximal sharing in such
settings. Speciﬁcally we want to obtain concepts and methods as follows:
• an efﬁcient test for term equivalence with respect to α-renaming and unfolding;
• a notion of ‘maximal subterm sharing’ for terms in the respective language;
• the efﬁcient computation of the maximally shared form of a term;
• a sharing (pre-)order on unfolding-equivalent terms.
Now our approach is to split the work into a part that concerns properties speciﬁc to concrete languages,
and into a part that deals with aspects that are common to most of the languages with constructs for
expressing subterm sharing. To this end we set out to ﬁnd classes of term graphs that facilitate faithful
interpretations of terms in such languages as (higher-order, and eventually ﬁrst-order) term graphs, and
that are ‘well-behaved’ in the sense that maximally shared term graphs do always exist. In this way the
∗This work was started, and in part carried out, within the framework of the project NWO project Realising Optimal Sharing
(ROS), project number 612.000.935, under the direction of Vincent von Oostrom and Doaitse Swierstra.C. Grabmayer & J. Rochel 57
task can be divided into two parts: an investigation of sharing for term graphs with higher-order features
(the aim of this paper), and a study of language-speciﬁc aspects of sharing (the aim of a further paper).
Here we study a variety of classes of term graphs for denoting cyclic λ-terms, term graphs with
higher-order features and their ﬁrst-order ‘implementations’. All higher-order term graphs we consider
are built from three kinds of vertices, which symbolize applications, abstractions, and variable occur-
rences, respectively. They also carry features that describe notions of scope, which are subject to certain
conditions that guarantee the meaningfulness of the term graph (that a λ-term is denoted), and in some
cases are crucial to deﬁne binding. The ﬁrst-order implementations do not have these additional features,
but they may contain scope-delimiter vertices.
In particular we study the following three kinds (of classes) of term graphs:
λ-Higher-order-term-graphs (Section 3) are extensions of ﬁrst-order term graphs by adding a scope
function that assigns a set of vertices, its scope, to every abstraction vertex. There are two variants,
one with and one without an edge (a back-link) from each variable occurrence to its corresponding
abstraction vertex. The class with back-links is related to higher-order term graphs as deﬁned by
Blom in [4], and in fact is an adaptation of that concept for the purpose of representing λ-terms.
Abstraction-preﬁx based λ-higher-order-term-graphs (Section 4) do not have a scope function but as-
sign, to each vertex w, an abstraction preﬁx consisting of a word of abstraction vertices that in-
cludes those abstractions for which w is in their scope (it actually lists all abstractions for which w
is in their ‘extended scope’ [6]). Abstraction preﬁxes are aggregations of scope information that is
relevant for and locally available at individual vertices.
λ-Term-graphs with scope delimiters (Section 5) are plain ﬁrst-order term graphs intended to represent
higher-order term graphs of the two sorts above, and in this way stand for λ-terms. Instead of
relying upon additional features for describing scopes, they use scope-delimiter vertices to signify
the end of scopes. Variable occurrences as well as scoping delimiters may or may not have back-
links to their corresponding abstraction vertices.
Each of these classes induces a notion of homomorphism (functional bisimulation) and bisimulation.
Homomorphisms increase sharing in term graphs, and in this way induce a sharing order. They preserve
the unfolding semantics of term graphs1, and therefore are able to preserve λ-terms that are denoted by
term graphs in the unfolding semantics. Term graphs from the classes we consider always represent ﬁnite
or inﬁnite λ-terms, and in this sense are not ‘meaningless’. But this is not shown here. Instead, we lean
on motivating examples, intuitions, and the concept of higher-order term graph from [4].
We establish a bijective correspondence between the former two classes, and a correspondence be-
tween the latter two classes that is ‘almost bijective’ (bijective up to sharing or unsharing of scope
delimiter vertices). All of these correspondences preserve and reﬂect the sharing order. Furthermore,
we systematically investigate which speciﬁc class of λ-term-graphs is closed under homomorphism and
renders the mentioned correspondences possible. We prove (in Section 6) that this can only hold for a
class in which both variable-occurrence and scope-delimiter vertices have back-links to corresponding
abstractions, and establish (in Section 7) that the subclass containing only λ-term-graphs with eager
application of scope-closure satisﬁes these properties. For this class the correspondences allow us:
• to transfer properties known for ﬁrst-order term graphs, such as the existence of a maximally
shared form, from λ-term-graphs to the corresponding classes of higher-order λ-term-graphs;
• to implement maximal sharing for higher-order λ-term-graphs (with eager scope closure) via
bisimulation collapse of the corresponding ﬁrst-order λ-term-graphs (see algorithm in Section 8).
We stress that this paper in its present form is only a report about work in progress, and, while a
number of proofs are included, predominantly has the character of an extended abstract.
1While this is well-known for ﬁrst-order term graphs, it can also be proved for the higher-order term graphs considered here.58 Term Graph Representations for Cyclic Lambda-Terms
2 Preliminaries
By N we denote the natural numbers including zero. For words w over an alphabet A we denote the
length of w by SwS. For a function f ∶ A → B we denote by dom(f) the domain, and by im(f) the image
of f; and for A0 ⊆A we denote by fSA0 the restriction of f to A0.
Let Σ be a signature with arity function ar ∶ Σ → N. A term graph over Σ is a tuple ⟨V,lab,args,r⟩
where V is a set of vertices, lab ∶V → Σ the (vertex) label function, args ∶V →V∗ the argument function
that maps every vertex v to the word args(v) consisting of the ar(lab(v)) successor vertices of v (hence
it holds Sargs(v)S = ar(lab(v))), r, the root is a vertex in V, and where every vertex is reachable from
the root (by a path that arises by repeatedly going from a vertex to one of its successors). (Note this
reachability condition, and mind the fact that term graphs may have inﬁnitely many vertices.) By a
Σ-term-graph we mean a term graph over Σ. And by TG(Σ) we mean the class of all term graphs over Σ.
Let G be a term graph over signature Σ. As useful notation for picking out any vertex or the i-th
vertex from among the ordered successors of a vertex v in G we deﬁne the (not indexed) edge relation
↣⊆V ×V, and for each i∈N the indexed edge relation ↣i ⊆V ×V, between vertices by stipulating that:
w↣i w′ ∶ ⇐⇒ ∃w0,...,wn ∈V. args(w)=w0...wn ∧ w′ =wi
w↣w′ ∶ ⇐⇒ ∃i∈N. w↣i w′
holdsfor allw,w′ ∈V. Wewritew f↣i w′ ifw↣i w′ ∧lab(w)= f holdsforw,w′ ∈V, i∈N, f ∈Σ, to indicate
the label at the source of an edge. A path in G is a tuple of the form ⟨w0,k0,w1,k1,w2,...,wn−1,kn−1,wn⟩
where w0,...,wn ∈V and n,k0,k1,...,kn−1 ∈ N such that w0 ↣k0 w1 ↣k1 w2 ⋯ wn−1 ↣kn−1 wn holds; paths
will usually be denoted in the latter form, using indexed edge relations. An access path of a vertex w of
G is a path that starts at the root of G, ends in w, and does not visit any vertex twice. Note that every
vertex w has at least one access path: since every vertex in a term graph is reachable from the root, there
is a path π from r to w; then an access path of w can be obtained from π by repeatedly cutting out cycles,
that is, parts of the path between different visits to one and the same vertex.
In the sequel, let G1 =⟨V1,lab1,args1,r1⟩, G2 =⟨V2,lab2,args2,r2⟩ be term graphs over signature Σ.
A homomorphism, also called a functional bisimulation, from G1 to G2 is a morphism from the
structure ⟨V1,lab1,args1,r1⟩ to the structure ⟨V2,lab2,args2,r2⟩, that is, a function h ∶V1 →V2 such that,
for all v∈V1 it holds:
lab1(v)=lab2(h(v)) (labels)
¯ h(args1(v))=args2(h(v)) (arguments)
h(r1)=r2 (roots)
⎫ ⎪ ⎪ ⎪ ⎪
⎬
⎪ ⎪ ⎪ ⎪ ⎭
(1)
where ¯ h is the homomorphic extension of h to words over V1, that is, to the function ¯ h ∶ V∗
1 → V∗
2 ,
v1...vn ↦ h(v1)...h(vn). In this case we write G1 →h G2, or G2 ←h G1. And we write G1 → G2, or
for that matter G2 ←G1, if there is a homomorphism (a functional bisimulation) from G1 to G2.
Let f ∈ Σ. We write G1 →f G2 or G2 ←f G1 if there is a homomorphism h between G1 and G2 with
the property that for all w1,w2 ∈V1 with w1 ≠w2 it holds that h(w1)=h(w2) ⇒ lab1(w1)=lab1(w2)=f,
that is, if h only ‘shares’, or ‘identiﬁes’, vertices when they have label f. If h is such a homomorphism,
we also write G1 →f
h G2 or G2 ←f
h G1.
A bisimulation between G1 and G2 is a term graph G = ⟨R,lab,args,r⟩ over Σ with R ⊆V1×V2 and
r = ⟨r1,r2⟩ such that G1 ←π1 G →π2 G2 where π1 and π2 are projection functions, deﬁned, for i ∈ {1,2},
by πi ∶V1×V2 →Vi, ⟨v1,v2⟩ ↦ vi. In this case we write G1 ↔R G2. And we write G1 ↔ G2 if there is a
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Alternatively, bisimulations for term graphs can be deﬁned directly as relations on the vertex sets,
obtaining the same notion of bisimilarity. In this formulation, a bisimulation between G1 and G2 is a
relation R⊆V1×V2 such that the following conditions hold, for all ⟨v,v′⟩∈R:
⟨r1,r2⟩∈R (roots)
lab1(v)=lab2(v′) (labels)
⟨args1(v),args2(v′)⟩∈R∗ (arguments)
whereR∗∶=⟨v1⋯vk,v′
1⋯v′
k⟩Sv1,...,vk ∈V1,v′
1,...,v′
k ∈V2 for k ∈N such that⟨vi,v′
i⟩∈R for all 1≤i≤k.
Bisimulation is an equivalence relation on the class TG(Σ) of term graphs over a signature Σ. The
homomorphism (functional bisimulation) relation → is a pre-order on term graphs over a given signature
Σ, and it induces a partial order on isomorphism equivalence classes of term graphs over Σ. We will refer
to → as the sharing pre-order, and will speak of it as sharing order, dropping the ‘pre’. The bisimulation
equivalence class [[G]∼]↔ ∶= {[G′]∼ SG′ ↔G} of the isomorphism equivalence class [G]∼ of a term
graph G is ordered by homomorphism → such that ⟨[[G]∼]↔,→⟩ is a complete lattice [3, 10].Note that,
different from e.g. [10], we use the order relation → in the same direction as ≤: if G1 → G2, then G2 is
greater or equal to G1 in the ordering → (indicating that sharing is typically increased from G1 to G2).
Let K ⊆ TG(Σ) be a subclass of the term graphs over Σ, for a signature Σ. We say that K is closed
under homorphism (closed under bisimulation) if G → G′ (resp. G ↔ G′) for G,G′ ∈ TG(Σ) with G ∈ K
implies G′ ∈K. Note these concepts are invariant under considering other signatures Σ′ with K⊆TG(Σ′).
3 λ-higher-order-Term-Graphs
By Σλ we designate the signature {@,λ} with ar(@)=2, and ar(λ)=1. By Σλ
i , for i∈{0,1}, we denote
the extension Σλ ∪{0} of Σλ where ar(0)=i. The classes of term graphs over Σλ
0 and Σλ
1 are denoted by
T0 and T1, respectively.
Let G = ⟨V,lab,args,r⟩ be a term graph over a signature extending Σλ or Σλ
i , for i ∈ {0,1}. By V(λ)
we designate the set of abstraction vertices of G, that is, the subset of V consisting of all vertices with
labelλ; moreformally,V(λ)∶={v∈V Slab(v)=λ}. Analogously, thesetsV(@)andV(0)ofapplication
vertices and variable vertices of G are deﬁned as the sets consisting of all vertices in V with label @ or
label 0, respectively. Whether the variable vertices have an outgoing edge depends on the value of i. The
intention is to consider two variants of term graphs, one with and one without variable back-links to their
corresponding abstraction.
A ‘λ-higher-order-term-graph’ consists of a Σλ
i -term-graph together with a scope function that maps
abstraction vertices to their scopes (‘extended scopes’ in [6]), which are subsets of the set of vertices.
Deﬁnition 1 (λ-ho-term-graph) Let i ∈ {0,1}. A λ-ho-term-graph (short for λ-higher-order-term-
graph) over Σλ
i , is a ﬁve-tuple G = ⟨V,lab,args,r,Sc⟩ where GG = ⟨V,lab,args,r⟩ is a Σλ
i -term-graph,
called the term graph underlying G, and Sc ∶V(λ) → ´(V) is the scope function of G (which maps an
abstraction vertex v to a set of vertices called its scope) that together with GG fulﬁlls the following con-
ditions: For all k ∈{0,1}, all vertices w,w0,w1 ∈V, and all abstraction vertices v,v0,v1 ∈V(λ) it holds:
⇒ r ∉Sc−(v) (root)
⇒ v∈Sc(v) (self)
v1 ∈Sc−(v0) ⇒ Sc(v1)⊆Sc−(v0) (nest)
w↣k wk ∧ wk ∈Sc−(v) ⇒ w∈Sc(v) (closed)60 Term Graph Representations for Cyclic Lambda-Terms
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Figure 1: G0 and G1 are λ-ho-term-graphs in Hλ
i whereby the dotted back-link edges are present for
i=1, but absent for i=0. The underlying term graphs of G0 and G1 are identical but their scope functions
(signiﬁed by the shaded areas) differ. While in G0 scopes are chosen as small as possible, which we refer
to as ‘eager scope closure’, in G1 some scopes are closed only later in the graph.
w∈V(0) ⇒ ∃v0 ∈V(λ).w∈Sc−(v0) (scope)0
w∈V(0) ∧ w↣0 w0 ⇒
⎧ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎩
w0 ∈V(λ) ∧
∧ ∀v∈V(λ).
(w∈Sc(v)⇔w0 ∈Sc(v))
(scope)1
where Sc−(v) ∶= Sc(v)∖{v}. Note that if i = 0, then (scope)1 is trivially true and hence superﬂuous, and
if i= 1, then (scope)0 is redundant, because it follows from (scope)1 in this case. For w∈V and v∈V(λ)
we say that v is a binder for w if w∈Sc(v), and we designate by bds(w) the set of binders of w.
The classes of λ-ho-term-graphs over Σλ
0 and Σλ
1 will be denoted by Hλ
0 and Hλ
1.
See Fig. 1 for two different λ-ho-term-graphs over Σλ
i both of which represent the same term in the
λ-calculus with letrec, namely letrec f =λx.(λy.y(xg))(λz.g f), g=λu.uin f.
The following lemma states some basic properties of the scope function in λ-ho-term-graphs. Most
importantly, scopes in λ-ho-term-graphs are properly nested, in analogy with scopes in ﬁnite λ-terms.
Lemma 2 Leti∈{0,1}, andletG =⟨V,lab,args,r,Sc⟩beaλ-ho-term-graphoverΣλ
i . Thenthefollowing
statements hold for all w∈V and v,v1,v2 ∈V(λ):
(i) If w∈Sc(v), then v is visited on every access path of w, and all vertices on access paths of w after v
are in Sc−(v). Hence (since GG is a term graph, every vertex has an access path) bds(w) is ﬁnite.
(ii) If Sc(v1)∩Sc(v2) ≠ ∅ for v1 ≠ v2, then Sc(v1) ⊆ Sc−(v2) or Sc(v2) ⊆ Sc−(v1). As a consequence,
if Sc(v1)∩Sc(v2)≠∅, then Sc(v1)⫋Sc(v2) or Sc(v1)=Sc(v2) or Sc(v2)⫋Sc(v1).
(iii) If bds(w)≠∅, then bds(w)={v0,...,vn} for v0,...,vn ∈V(λ) and Sc(vn)⫋Sc(vn−1)...⫋Sc(v0).
Proof. Let i∈{0,1}, and let G =⟨V,lab,args,r,Sc⟩ be a λ-ho-term-graph over Σλ
i .
For showing (i), let w ∈V and v ∈V(λ) be such that w ∈ Sc(v). Suppose that π ∶ r = w0 ↣k0 w1 ↣k1
w2⋯ ↣kn−1 wn = w is an access path of w. If w = v, then nothing remains to be shown. Otherwise wn =
w ∈ Sc−(v), and, if n > 0, then by (closed) it follows that wn−1 ∈ Sc(v). This argument can be repeated
to ﬁnd subsequently smaller i with wi ∈ Sc(v) and wi+1,...,wn ∈ Sc−(v). We can proceed as long asC. Grabmayer & J. Rochel 61
wi ∈ Sc−(v). But since, due to (root), w0 = r ∉ Sc−(v), eventually we must encounter an i0 such that such
that wi0+1,...,wn ∈Sc−(v) and wi0 ∈Sc(v)∖Sc−(v). This implies wi0 =v, showing that v is visited on π.
For showing (ii), let w ∈V and v1,v2 ∈V(λ), v1 ≠ v2 be such that w ∈ Sc(v1)∩Sc(v2). Let π be an
access path of w. Then it follows by (i) that both v1 and v2 are visited on π, and that, depending on
whether v1 or v2 is visited ﬁrst on π, either v2 ∈Sc−(v1) or v1 ∈Sc−(v2). Then due to (nest) it follows that
either Sc(v2)⊆Sc−(v1) holds or Sc(v1)⊆Sc−(v2).
Finally, statement (iii) is an easy consequence of statement (ii). ◻
Remark 3 The notion of λ-ho-term-graph is an adaptation of the notion of ‘higher-order term graph’
by Blom [4, Def. 3.2.2] for the purpose of representing ﬁnite or inﬁnite λ-terms or cyclic λ-terms, that
is, terms in the λ-calculus with letrec. In particular, λ-ho-term-graphs over Σλ
1 correspond closely to
higher-order term graphs over signature Σλ. But they differ in the following respects:
Abstractions: Higher-order term graphs in [4] are graph representations of ﬁnite or inﬁnite terms in Combinatory
Reduction Systems (CRSs). They typically contain abstraction vertices with label ◻ that represent CRS-ab-
stractions. In contrast, λ-ho-term-graphs have abstraction vertices with label λ that denote λ-abstractions.
Signature: Whereas higher-order term graphs in [4] are based on an arbitrary CRS-signature, λ-ho-term-graphs
over Σλ
1 only contain the application symbol @ and the variable-occurrence symbol 0 in addition to the
abstraction symbol λ.
Variable back-links and variable occurrence vertices: In the formalization of higher-order term graphs in [4] there
are no explicit vertices that represent variable occurrences. Instead, variable occurrences are represented by
back-link edges to abstraction vertices. Actually, in the formalization chosen in [4, Def. 3.2.1], a back-link
edge does not directly target the abstraction vertex v it refers to, but ends at a special variant vertex ¯ v of v.
(Every such variant abstraction vertex ¯ v could be looked upon as a variable vertex that is shared by all edges
that represent occurrences of the variable bound by the abstraction vertex v.)
In λ-ho-term-graphs over Σλ
1 a variable occurrence is represented by a variable-occurrence vertex that as
outgoing edge has a back-link to the abstraction vertex that binds the occurrence.
conditions on the scope function: While the conditions (root), (self), (nest), and (closed) on the scope function in
higher-order term graphs in [4, Def. 3.2.2] correspond directly to the respective conditions in Def. 1, the
difference between the condition (scope) there and (scope)1 in Def. 1 reﬂects the difference described in the
previous item.
free variables: Whereas the higher-order term graphs in [4] cater for the presence of free variables, free variables
have been excluded from the basic format of λ-ho-term-graphs.
Deﬁnition 4 (homomorphism, bisimulation) Let i ∈ {0,1}. Let G1 and G2 be λ-ho-term-graphs over
Σλ
i with Gk =⟨Vk,labk,argsk,rk,Sck⟩ for k ∈{1,2}.
A homomorphism, also called a functional bisimulation, from G1 to G2 is a morphism from the struc-
ture ⟨V1,lab1,args1,r1,Sc1⟩ to the structure ⟨V2,lab2,args2,r2,Sc2⟩, that is, a function h ∶V1 →V2 such
that, for all v∈V1 the conditions (labels), (arguments), and (roots) in in (1) are satisﬁed, and additionally,
for all v∈V1(λ):
¯ ¯ h(Sc1(v))=Sc2(h(v)) (scope functions) (2)
where ¯ ¯ h is the homomorphic extension of h to sets over V1, that is, to the function ¯ h ∶ ´(V1) → ´(V2),
A↦{h(a)Sa∈A}. If there exists a homomorphism (a functional bisimulation) h from G1 to G2, then we
write G1 →h G2 or G2 ←h G1, or, dropping h as subscript, G1 →G2 or G2 ←G1.
A bisimulation between G1 and G2 is a term graph G =⟨R,lab,args,r,Sc⟩ over Σ with R⊆V1×V2 and
r =⟨r1,r2⟩ such that G1 ←π1 G →π2 G2 where π1 and π2 are projection functions, deﬁned, for i∈{1,2}, by
πi ∶V1×V2 →Vi, ⟨v1,v2⟩↦vi. If there exists a bisimulation R between G1 and G2, then we write G1 ↔R G2,
or just G1 ↔G2.62 Term Graph Representations for Cyclic Lambda-Terms
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Figure 2: The λ-ap-ho-term-graphs corresponding to the λ-ho-term-graphs in Fig 1. The subscripts of
abstraction vertices indicate their names. The super-scripts of vertices indicate their abstraction-preﬁxes.
A precise formulation of this correspondence is given in Example 11.
4 Abstraction-preﬁx based λ-h.o.-term-graphs
By an ‘abstraction-preﬁx based λ-higher-order-term-graph’ we will mean a term-graph over Σλ
i for
i ∈ {0,1} that is endowed with a correct abstraction preﬁx function that maps abstraction vertices v to
words of vertices that represent the sequence of abstractions that have v in their scope. The conceptual
difference between the abstraction-preﬁx function and the scope function is that the former makes the
most essential scoping information locally available. It explicitly states all ‘extended scopes’ (induced
by the transitive closure of the in-scope relation, see [6]) in which a node resides in the order of their
nesting. This approach leads to simpler correctness conditions.
Deﬁnition 5 (correct abstraction-preﬁx function for Σλ
i -term-graphs) Let G=⟨V,lab,args,r⟩ be, for
an i∈{0,1}, a Σλ
i -term-graph.
A function P∶V →V∗ from vertices of G to words of vertices is called an abstraction-preﬁx function
for G. Such a function is called correct if for all w,w0,w1 ∈V and k ∈{0,1}:
⇒ P(r)=ε (root)
w∈V(λ) ∧ w↣0 w0 ⇒ P(w0)≤P(w)w (λ)
w∈V(@) ∧ w↣k wk ⇒ P(wk)≤P(w) (@)
w∈V(0) ⇒ P(w)≠ε (0)0
w∈V(0) ∧ w↣0 w0 ⇒ w0 ∈V(λ) ∧ P(w0)w0 =P(w) (0)1
Note that analogously as in Def. 1, if i = 0, then (0)1 is trivially true and hence superﬂuous, and if i = 1,
then (0)0 is redundant, because it follows from (0)1 in this case.
We say that G admits a correct abstraction-preﬁx function if such a function exists for G.
Deﬁnition 6 (λ-ap-ho-term-graph) Let i ∈ {0,1}. A λ-ap-ho-term-graph (short for abstraction-preﬁx
based λ-higher-order-term-graph) over signature Σλ
i is a ﬁve-tuple G = ⟨V,lab,args,r,P⟩ where GG =
⟨V,lab,args,r⟩ is a Σλ
i -term-graph, called the term graph underlying G, and P is a correct abstraction-
preﬁx function for GG. The classes of λ-ap-ho-term-graphs over Σλ
i will be denoted by Hi
(λ).
See Fig. 2 for two examples, which correspond, as we will see, to the λ-ho-term-graphs in Fig. 1.
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Lemma 7 Let i ∈ {0,1} and let G = ⟨V,lab,args,r,P⟩ be a λ-ap-ho-term-graph over Σλ
i . Then the fol-
lowing statements hold:
(i) Suppose that, for some v,w ∈V, v occurs in P(w). Then v ∈V(λ), occurs in P(w) only once, and
every access path of w passes through v, but does not end there, and thus w ≠ v. Furthermore it
holds: P(v)v≤P(w). In particular, if P(w)= pv, then P(v)= p.
(ii) Vertices in abstraction preﬁxes are abstraction vertices, and hence P is of the form P∶V →(V(λ))∗.
(iii) For all v∈V(λ) it holds: v∉P(v).
(iv) While access paths might end in vertices in V(0), they only pass through vertices in V(λ)∪V(@).
Proof. Let i∈{0,1} and let G =⟨V,lab,args,r,P⟩ be a λ-ap-ho-term-graph over Σλ
i .
For showing (i), let v,w ∈V be such that v occurs in P(w). Suppose further that π is an access path
of w. Note that when walking through π the abstraction preﬁx starts out empty (due to (root)), and is
expanded only in steps from vertices v′ ∈V(λ) (due to (λ), (@), and (0)1) in which just v′ is added to the
preﬁx on the right (due to (λ)). Since v occurs in P(w), it follows that v∈V(λ), that v must be visited on
π, and that π continues after the visit to v. That π is an access path also entails that v is not visited again
on π, hence that w ≠ v and that v occurs only once in P(w), and that P(v)v, the abstraction preﬁx of the
successor vertex of v on π, is a preﬁx of the abstraction preﬁx of every vertex that is visited on π after v.
Statements (ii) and (iii) follow directly from statement (i).
For showing (iv), consider an access path π ∶ r = w0 ↣ ⋯ ↣ wn that leads to a vertex wn ∈V(0). If
i=0, then there is no path that extends π properly beyond wn. So suppose i=1, and let wn+1 ∈V be such
that wn ↣0 wn+1. Then (0)1 implies that P(wn) = P(wn+1)wn+1, from which it follows by (i) that wn+1 is
visited already on π. Hence π does not extend to a longer path that is again an access path. ◻
Deﬁnition 8 (homomorphism, bisimulation) Leti∈{0,1}. LetG1 andG2 beλ-ap-ho-term-graphsover
Σλ
i with Gk =⟨Vk,labk,argsk,rk,Pk⟩ for k ∈{1,2}.
A homomorphism, also called a functional bisimulation, from G1 to G2 is a morphism from the
structure ⟨V1,lab1,args1,r1,P1⟩ to the structure ⟨V2,lab2,args2,r2,P2⟩, that is, a function h∶V1 →V2 such
that, for all v∈V1 the conditions (labels), (arguments), and (roots) in in (1) are satisﬁed, and additionally,
for all v∈V1:
¯ h(P1(v))=P2(h(v)) (abstraction-preﬁx functions) (3)
where ¯ h is the homomorphic extension of h to words overV1. In this case we write G1 →h G2, or G2 ←h G1.
And we write G1 →G2, or for that matter G2 ←G1, if there is a homomorphism (a functional bisimulation)
from G1 to G2.
A bisimulation between G1 and G2 is a term graph G =⟨R,lab,args,r,Sc⟩ over Σ with R⊆V1×V2 and
r =⟨r1,r2⟩ such that G1 ←π1 G →π2 G2 where π1 and π2 are projection functions, deﬁned, for i∈{1,2}, by
πi ∶V1×V2 →Vi, ⟨v1,v2⟩ ↦ vi. If there exists a homomorphism (a functional bisimulation) h from G1 to
G2, then we write G1 →h G2 or G2 ←h G1, or, dropping h as subscript, G1 →G2 or G2 ←G1.
The following proposition deﬁnes mappings between λ-ho-term-graphs and λ-ap-ho-term-graphs
by which we establish a bijective correspondence between the two classes. For both directions the
underlying λ-term-graph remains unchanged. Ai derives an abstraction-preﬁx function P from a scope
function by assigning to each vertex a word of its binders in the correct nesting order. Bi deﬁnes its scope
function Sc by assigning to each λ-vertex v the set of vertices that have v in their preﬁx (along with v
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Proposition 9 For each i ∈ {0,1}, the mappings Ai and Bi are well-deﬁned between the class of λ-ho-
term-graphs over Σλ
i and the class of λ-ap-ho-term-graphs over Σλ
i :
Ai ∶Hλ
i →Hi
(λ), G =⟨V,lab,args,r,Sc⟩↦Ai(G)∶=⟨V,lab,args,r,P⟩
where P∶V →V∗, w↦v0 ⋯vn if bds(w)∖{w}={v0,...,vn} and
Sc(vn)⫋Sc(vn−1)...⫋Sc(v0)
⎫ ⎪ ⎪ ⎪ ⎪
⎬
⎪ ⎪ ⎪ ⎪ ⎭
(4)
Bi ∶Hi
(λ) →Hλ
i , G =⟨V,lab,args,r,P⟩↦Ai(G)∶=⟨V,lab,args,r,Sc⟩
where Sc∶V(λ)→´(V), v↦{w∈V Sv occurs in P(w)}∪{v}
⎫ ⎪ ⎪
⎬
⎪ ⎪ ⎭
(5)
Theorem 10 (correspondence of λ-ho-term-graphs with λ-ap-ho-term-graphs) For each i ∈ {0,1}
it holds that the mappings Ai in (4) and Bi in (5) are each other’s inverse; thus they deﬁne a bijective
correspondence between the class of λ-ho-term-graphs over Σλ
i and the class of λ-ap-ho-term-graphs
over Σλ
i . Furthermore, they preserve and reﬂect the sharing orders on Hλ
i and on Hi
(λ):
(∀G1,G2 ∈Hλ
i ) G1 →G2 ⇐⇒ Ai(G1)→Ai(G1)
(∀G1,G2 ∈Hi
(λ)) Bi(G1)→Bi(G1) ⇐⇒ G1 →G2
Example 11 The λ-ho-term-graphs in Fig. 1 correspond to the λ-ap-ho-term-graphs in Fig. 2 via the
mappings Ai and Bi as follows: Ai(G0)=G′
0, Ai(G1)=G′
1, Bi(G0)=G′
0, Ai(G1)=G′
1.
For λ-ho-term-graphs over the signature Σλ
0 (that is, without variable back-links) essential binding
information is lost when looking only at the underlying term graph, to the extent that λ-terms cannot
be unambiguously represented anymore. For instance the λ-ho-term-graphs that represent the λ-terms
λxy.xy and λxy.xx have the same underlying term graph. The same holds for λ-ap-ho-term-graphs.
This is not the case for λ-ho-term-graphs (λ-ap-ho-term-graphs) over Σλ
1, because the abstraction
vertex to which a variable-occurrence vertex belongs is uniquely identiﬁed by the back-link. This is the
reason why the following notion is only deﬁned for the signature Σλ
1.
Deﬁnition 12 (λ-term-graph over Σλ
1) A term graph G over Σλ
1 is called a λ-term-graph over Σλ
1 if G
admits a correct abstraction-preﬁx function. By T1
(λ) we denote the class of λ-term-graphs over Σλ
1.
In the rest of this section we examine, and then dismiss, a naive approach to implementing functional
bisimulation on λ-ho-term-graphs or λ-ap-ho-term-graphs, which is to apply the homomorphism on the
underlying term graph, hoping that this application would simply extend to the λ-ho-term-graph (λ-ap-
ho-term-graph) without further ado. We demonstrate that this approach fails, concluding that a faithful
ﬁrst-order implementation of functional bisimulation must not be negligent of the scoping information.
Deﬁnition 13 (scope- and abstraction-preﬁx-forgetful mappings) Let i ∈ {0,1}. The scope-forgetful
mapping ScFλ
i and the abstraction-preﬁx-forgetful mapping PF1
(λ) map λ-ho-term-graphs in Ti
(λ), and
respectively, λ-ho-term-graphs in Ti
(λ) to their underlying term graphs:
ScFλ
i ∶Hλ
i →Ti, ⟨V,lab,args,r,Sc⟩↦⟨V,lab,args,r⟩
PFi
(λ) ∶Hi
(λ) →Ti, ⟨V,lab,args,r,P⟩↦⟨V,lab,args,r⟩
Deﬁnition 14 Let G be a λ-ho-term-graph over Σλ
i for i ∈ {0,1} with underlying term graph ScFλ
i (G).
And suppose that ScFλ
i (G)→h G′ holds for a term graph G′ over Σλ
i and a functional bisimulation h. We
say that h extends to a functional bisimulation on G if G′ can be endowed with a scope function to obtain
a λ-ho-term-graph G′ with ScFλ
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We say that a class K of λ-ho-term-graphs is closed under functional bisimulations on the underlying
term graphs if for every G ∈ K and for every homomorphism h on the term graph underlying G that
witnesses ScFλ
i (G) →h G′ for a term graph G′ there exists G′ ∈ K with ScFλ
i (G′) = G′ such that G →h G′
holds, that is, h is also a homorphism between G and G′.
These notions are also extended, by analogous stipulations, to λ-ap-ho-term-graphs over Σλ
i for
i∈{0,1} and their underlying term graphs.
Proposition 15 Neither the class Hλ
1 of λ-ho-term-graphs nor the class H1
(λ) of λ-ap-ho-term-graphs
is closed under functional bisimulations on the underlying term graphs.
Proof. In view of Thm. 10 it sufﬁces to show the statement for Hλ
1. We show that not every functional
bisimulation on the term graph underlying a λ-ho-term-graph over Σλ
1 extends to a functional bisimula-
tion on the higher-order term graphs. Consider the following term graphs G0 and G1 over Σλ
1 (at ﬁrst,
please ignore the scope shading):
G1:
λ
@
λ
@
@
0 0
@
0 0
G0:
λ
@
@
0 0
There is an obvious homomorphism h that witnesses G1 →h G0. Both of these term graphs extend to
λ-ho-term-graphs by suitable scope functions (one possibility per term graph is indicated by the scope
shadings above; G1 actually admits two possibilities). However, h does not extend to any of the λ-ho-
term-graphs G1 and G0 that extend G1 and G0, respectively. ◻
The next proposition is merely a reformulation of Prop. 15.
Proposition 16 The scope-forgetful mapping ScFλ
1 on Hλ
1 and the abstraction-preﬁx-forgetful mapping
PF1
(λ) on H1
(λ) preserve, but do not reﬂect, the sharing orders on these classes. In particular:
(∀G1,G2 ∈H1
(λ)) G1 →G2 Ô⇒ PF1
(λ)(G1)→PF1
(λ)(G2)
(∃G1,G2 ∈H1
(λ)) G1 ~ →G2 ∧ PF1
(λ)(G1)→PF1
(λ)(G2)
As a consequence of this proposition it is not possible to faithfully implement functional bisimulation
on λ-ho-term-graphs and λ-ap-ho-term-graphs by only considering the underlying term graphs, and in
doing so neglecting2 the scoping information from the scope function, or respectively, from the abstrac-
tion preﬁx function. In order to yet be able to implement functional bisimulation of λ-ho-term-graphs
and λ-ap-ho-term-graphs in a ﬁrst-order setting, in the next section we introduce a class of ﬁrst-order
term graphs that accounts for scoping by means of scope delimiter vertices.
5 λ-Term-Graphs with Scope Delimiters
For all i ∈ {0,1} and j ∈ {1,2} we deﬁne the extensions Σλ
i,j ∶= Σλ ∪{0,S} of the signature Σλ where
ar(0)=i and ar(S)= j, and we denote the class of term graphs over signature Σλ
i,j by Ti,j.
2 In the case of Σλ
1 implicit information about possible scopes is being kept, due to the presence of back-links from variable
occurrence vertices to abstraction vertices. But this is not enough for reﬂecting the sharing order under the forgetful mappings.66 Term Graph Representations for Cyclic Lambda-Terms
Let G be a term graph with vertex set V over a signature extending Σλ
i,j for i ∈ {0,1} and j ∈ {1,2}.
We denote by V(S) the subset of V consisting of all vertices with label S, which are called the delimiter
vertices of G. Delimiter vertices signify the end of an ‘extended scope’ [6]. They are analogous to
occurrences of function symbols S in representations of λ-terms in a nameless de-Bruijn index [5] form
in which Dedekind numerals based on 0 and the successor function symbol S are used (this form is due
to Hendriks and van Oostrom, see also [9], and is related to their end-of-scope symbol λ [7]).
Analogously as for the classes Hλ
i and Hi
(λ), the index i will determine whether in correctly formed
λ-term-graphs (deﬁned below) variable vertices have back-links to the corresponding abstraction. Here
additionally scope-delimiter vertices have such back-links (if j =2) or not (if j =1).
Deﬁnition 17 (correct abstraction-preﬁx function for Σλ
i,j-term-graphs) Let G = ⟨V,lab,args,r⟩ be a
Σλ
i,j-term-graph for an i∈{0,1} and an j ∈{1,2}.
A function P∶V →V∗ from vertices of G to words of vertices is called an abstraction-preﬁx function
for G. Such a function is called correct if for all w,w0,w1 ∈V and k ∈{0,1} it holds:
⇒ P(r)=ε (root)
w∈V(λ) ∧ w↣0 w0 ⇒ P(w0)=P(w)w (λ)
w∈V(@) ∧ w↣k wk ⇒ P(wk)=P(w) (@)
w∈V(0) ⇒ P(w)≠ε (0)0
w∈V(0) ∧ w↣0 w0 ⇒ w0 ∈V(λ) ∧ P(w0)w0 =P(w) (0)1
w∈V(S) ∧ w↣0 w0 ⇒ P(w0)v=P(w) for some v∈V (S)1
w∈V(S) ∧ w↣1 w1 ⇒ w1 ∈V(λ) ∧ P(w1)w1 =P(w) (S)2
Note that analogously as in Def. 1 and in Def. 6, if i=0, then (0)1 is trivially true and hence superﬂuous,
and if i = 1, then (0)0 is redundant, because it follows from (0)1 in this case. Additionally, if j = 1, then
(S)2 is trivially true and therefore superﬂuous.
Deﬁnition 18 (λ-term-graph over Σλ
i,j) Let i ∈ {0,1} and j ∈ {1,2}. A λ-term-graph (with scope-de-
limiters) over Σλ
i,j is a Σλ
i,j-term-graph that admits a correct abstraction-preﬁx function. The class of
λ-term-graphs over Σλ
i,j is denoted by Ti,j
(λ).
See Fig. 3 for examples, that, as we will see, correspond to the ho-term-graphs in Fig. 1 and in Fig. 2.
Lemma 19 Let i ∈ {0,1} and j ∈ {1,2}, and let G = ⟨V,lab,args,r⟩ be a λ-term-graph over Σλ
i,j. Then
the statements (i)–(iii) in Lemma 7 hold, and additionally:
(iv) Access paths may end in vertices in V(0), but only pass through vertices in V(λ)∪V(@)∪V(S),
and depart from vertices in V(S) only via indexed edges S↣0.
(v) There exists precisely one correct abstraction-preﬁx function on G.
Proof. That also here statements (i)–(iii) in Lemma 7 hold, and that statement (iv) holds, can be shown
analogously as in the proof of the respective items of Lemma 7. For (v) it sufﬁces to observe that if P is
a correct abstraction-preﬁx function for G, then, for all w∈V, the value P(w) of P at w can be computed
by choosing an arbitrary access path π from r to w and using the conditions (λ), (@), and (S)0 to
determine in a stepwise manner the values of P at the vertices that are visited on π. Hereby note that in
every transition along an edge on π the length of the abstraction preﬁx only changes by at most 1. ◻
Now we deﬁne a precise relationship between λ-term-graphs and λ-ap-ho-term-graphs via transla-
tion mappings between these classes:C. Grabmayer & J. Rochel 67
G0:
λ
@
λ
@
0 S
@
0 S
λ
0
S
λ
S
@
G1:
λ
@
λ
@
0 @
S
0
S
S
λ
0
λ
S
@
S S
Figure 3: The λ-term-graphs corresponding to the λ-ap-ho-term-graphs from Fig 2 and the λ-ho-term-
graphs from Fig 1. A precise formulation of this correspondence is given in Example 23.
The mapping Gi,j (see Prop. 20) produces a λ-term-graph for any given λ-ap-ho-term-graph by adding
to the original set of vertices a number of delimiter vertices at the appropriate places. That is, at
every position where the abstraction preﬁx decreases by n elements, n S-vertices are inserted. In
the image, the original abstraction preﬁx is retained as part of the vertices. This can be considered
intermittent information used for the purpose of deﬁning the edges of the image.
The mapping Gi,j (see Prop. 21) back to λ-ap-ho-term-graphs is simpler because it only has to erase the
S-vertices, and add the correct abstraction preﬁx that exists for the λ-term-graph to be translated.
Proposition 20 Let i∈{0,1} and j ∈{1,2}. The mapping Gi,j deﬁned below is well-deﬁned between the
class of λ-term-graphs over Σλ
i,j and the class of λ-ap-ho-term-graphs over Σλ
i :
Gi,j ∶Hi
(λ) →Ti,j
(λ), G =⟨V,lab,args,r,P⟩↦Gi,j(G)∶=⟨V′,lab′,args′,r′⟩
where:
V′ ∶={⟨w,P(w)⟩Sw∈V}∪⟨w,k,w′,p⟩Uw,w′ ∈V,w↣k w′, V(w)=λ ∧ P(w′)< p≤P(w)w
∨ V(w)=@ ∧ P(w′)< p≤P(w)
r′ ∶=⟨r,ε⟩ lab′ ∶V′ →Σλ
i,j, ⟨w,P(w)⟩↦lab′(⟨w,P(w)⟩)∶=lab(w)
⟨w,k,w′,p⟩↦lab′(w,k,w′,p)∶=S
and args′ ∶V′ →(V′)∗ is deﬁned such that for the induced indexed successor relation ↣′
(⋅) it holds:
w↣k wk ∧ #del(w,k)=0 Ô⇒ ⟨w,P(w)⟩↣′
k ⟨wk,P(wk)⟩
w↣0 w0 ∧ #del(w,0)>0 ∧ lab(w)=λ ∧ P(w)=P(w0)vp
Ô⇒ ⟨w,P(w)⟩↣′
0 ⟨w,0,w0,P(w)w⟩ ∧ ⟨w,0,w0,P(w0)v⟩↣′
0 ⟨w0,P(w0)⟩
w↣k wk ∧ #del(w,k)>0 ∧ lab(w)=@ ∧ P(w)=P(wk)vp
Ô⇒ ⟨w,P(w)⟩↣′
k ⟨w,k,wk,P(w)⟩ ∧ ⟨w,k,wk,P(wk)v⟩↣′
0 ⟨wk,P(wk)⟩
w↣k wk ∧ #del(w,k)>0 ∧ ⟨w,k,wk,pv⟩,⟨w,k,wk,p⟩∈V′ Ô⇒ ⟨w,k,wk,pv⟩↣′
0 ⟨w,k,wk,p⟩
w↣k wk ∧ #del(w,k)>0 ∧ ⟨w,k,wk,pv⟩∈V′ ∧ j =2 Ô⇒ ⟨w,k,wk,pv⟩↣′
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for all w,w0,w1,v∈V, k ∈{0,1}, p∈V∗, and where the function #del is deﬁned as:
#del(w,k)∶=
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
SP(w)S−SP(w′)S if w∈V(@)∧w↣k w′
SP(w)S+1−SP(w′)S if w∈V(λ)∧w↣k w′
0 otherwise
Proposition 21 Let i∈{0,1} and j ∈{1,2}. The mapping Gi,j deﬁned below is well-deﬁned between the
class of λ-term-graphs over Σλ
i,j and the class of λ-ap-ho-term-graphs over Σλ
i :
Gi,j ∶Ti,j
(λ)→Hi
(λ), G=⟨V,lab,args,r⟩↦Gi,j(G)∶=⟨V′,lab′,args′,r′,P′⟩
where V′ ∶=V(λ)∪V(@)∪V(0), lab′ ∶=labSV′, r′ ∶=r,
args′ ∶V′ →(V′)∗ so that for the induced indexed succ. relation ↣′
(⋅):
v0 ↣′
k v1 ∶⇔ v0 ↣k ⋅(S↣0)∗ v1 (for all v0,v1 ∈V′, k ∈{0,1})
P′ ∶=PSV′ for the correct abstraction-preﬁx function P for G.
Theorem 22 (correspondence between λ-ap-ho-term-graphs with λ-term-graphs) Leti∈{0,1}and
j ∈{1,2}. The mappings Gi,j from Prop. 21 and Gi,j from Prop. 20 deﬁne a correspondence between the
classes of λ-term-graphs over Σλ
i,j and of λ-ap-ho-term-graphs over Σλ
i with the following properties:
(i) Gi,j ○Gi,j =idHi(λ).
(ii) For all G∈Ti,j
(λ): (Gi,j ○Gi,j)(G)→S G.
(iii) Gi,j and Gi,j preserve and reﬂect the sharing orders on Hi
(λ) and on Ti,j
(λ):
(∀G1,G2 ∈Hi
(λ)) G1 →G2 ⇐⇒ Gi,j(G1)→Gi,j(G2)
(∀G1,G2 ∈Ti,j
(λ)) Gi,j(G1)→Gi,j(G2) ⇐⇒ G1 →G2
Example 23 The λ-ap-ho-term-graphs in Fig. 2 correspond to the λ-ap-ho-term-graphs in Fig. 3 via the
mappings Gi,j and Gi,j as follows: Gi,j(G0)=G′
0, Gi,j(G1)=G′
1, Gi,j(G0)=G′
0, Gi,j(G1)=G′
1.
Remark 24 The correspondence in Theorem 22 is not a bijection since Gi,j is not injective. This can be
seen for the following graphs (here with i=0 and j =1) where we have G0,1(G)=G =G0,1(G′):
G:
λ
@
λ
S
0
λ G:
λ
()
v1
@(v1)
0(v1)
λ
(v1)
v3 λ
(v
v
(v1)
v2
G′:
λ
@
λ
S
0
λ
S
0
Obviously λ-ap-ho-term-graphs are not capable of reproducing the different degrees of S-sharing.
6 Not closed under bisimulation and functional bisimulation
In this section we collect all negative results concerning closedness under bisimulation and functional
bisimulation for the classes of λ-term-graphs as introduced in the previous section.C. Grabmayer & J. Rochel 69
Proposition 25 None of the classes T1
(λ) and Ti,j
(λ), for i ∈ {0,1} and j ∈ {1,2}, of λ-term-graphs are
closed under bisimulation.
This proposition is an immediate consequence of the next one, which can be viewed as a reﬁnement,
because it formulates non-closedness of classes of λ-term-graphs under specializations of bisimulation,
namely for functional bisimulation (under which some classes are not closed), and for converse func-
tional bisimulation (under which none of the classes considered here is closed).
Proposition 26 The following statements hold:
(i) None of the classes T0 0 0,j
(λ) for j ∈ {1,2} of λ-term-graphs are closed under functional bisimulation
→, or under converse functional bisimulation ←.
(ii) None of the classes T1 1 1
(λ) and T1 1 1,j
(λ) for j ∈ {1,2} of λ-term-graphs are closed under converse
functional bisimulation.
(iii) The class T1 1 1,1 1 1
(λ)of λ-term-graphs is not closed under functional bisimulation.
(iv) The class T1 1 1,2 2 2
(λ)of λ-term-graphs is not closed under functional bisimulation.
Proof. For showing (i), let ∆ be one of the signatures Σλ
0,j. Consider the following term graphs over ∆:
G2:
@
λ
0
λ
0
G1:
@
λ λ
0
G0:
@
λ
0
Note that G2 represents the syntax tree of the nameless de-Bruijn-index notation (λ0)(λ0) for the
λ-term (λx.x)(λx.x). Then it holds: G2 → G1 → G0. But while G2 and G0 admit correct abstraction-
preﬁx functions over ∆ (nestedness of the implicitly deﬁned scopes, here shaded), and consequently are
λ-term-graphs over ∆, this is not the case for G1 (overlapping scopes). Hence the class of λ-term-graphs
over ∆ is closed neither under functional bisimulation nor under converse functional bisimulation.
For showing (ii), let ∆ be one of the signatures Σλ
1 and Σλ
1,j. Consider the term graphs over ∆:
G′
1:
@
λ
0
λ G′
0:
@
λ
0
Then it holds: G′
1 → G′
0. But while G′
0 admits a correct abstraction-preﬁx function, and therefore is
a λ-term-graph, over ∆, this is not the case for G′
1 (due to overlapping scopes). Hence the class of
λ-term-graphs over ∆ is not closed under converse functional bisimulation.
For showing (iii), consider the following term graphs over Σλ
1,1:
G′′
1:
λ
@
λ
S
0
λ
S
0
G′′
0:
λ
@
λ λ
S
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Then it holds that G′′
1 →G′′
0. However, while G′′
1 admits a correct abstraction-preﬁx function, and hence
is a λ-term-graph over Σλ
1,1, this is not the case for G′′
0 (due to overlapping scopes). Therefore the class
of λ-term-graphs over Σλ
1,1 is not closed under functional bisimulation.
For showing (iv), consider the following term graphs over Σλ
1,2:
G′′′
1 :
@
λ
λ
0
λ
0
0
λ
@ G′′′
0 :
@
λ
λ
0
0
λ
@
Then it holds that G′′′
1 → G′′′
0 . However, while G′′′
1 admits a correct abstraction-preﬁx function, and
hence is a λ-term-graph over Σλ
1,2, this is not the case for G′′′
0 (overlapping scopes). Therefore the class
of λ-term-graphs over Σλ
1,2 is not closed under functional bisimulation. The scopes deﬁned implicitly by
these graphs are larger than necessary: they do not exhibit ‘eager scope closure’, see Section 7. ◻
As an easy consequence of Prop. 25, and of Prop. 26, (i) and (ii), together with the examples used in
the proof, we obtain the following two propositions.
Proposition 27 Let i ∈ {0,1}. None of the classes Hλ
i of λ-ho-term-graphs, or Hi
(λ) of λ-ap-ho-term-
graphs are closed under bisimulations on the underlying term graphs.
Proposition 28 The following statements hold:
(i) Neither the class Hλ
0 nor the class H0
(λ) is closed under functional bisimulations, or under con-
verse functional bisimulations, on the underlying term graphs.
(ii) Neither the class Hλ
1 of λ-ho-term-graphs nor the class H1
(λ) of λ-ap-ho-term-graphs is closed
under converse functional bisimulations on underlying term graphs.
Note that Prop. 28, (i) is a strengthening of the statement of Prop. 15 earlier.
7 Closed under functional bisimulation
The negative results gathered in the last section might seem to show our enterprise in a quite poor state:
For the classes of λ-term-graphs we introduced, Prop. 26 only leaves open the possibility that the class
T1
(λ) is closed under functional bisimulation. Actually, T1
(λ) is closed (we do not prove this here), but
that does not help us any further, because the correspondences in Thm. 22 do not apply to this class,
and worse still, Prop. 16 rules out simple correspondences for T1
(λ). So in this case we are left without
the satisfying correspondences to λ-ho-term-graphs and λ-ap-ho-term-graphs that yet exist for the other
classes of λ-term-graphs, but which in their turn are not closed under functional bisimulation.
But in this section we establish that the class T1,2
(λ) is very useful after all: its restriction to term
graphs with eager application of scope closure is in fact closed under functional bisimulation.
The reason for the non-closedness of T1,2
(λ) under functional bisimulation consists in the fact that
λ-term-graphs over Σλ
1,2 do not necessarily exhibit ‘eager scope closure’: for example in the term graph
G′′′
1 from the proof of Prop. 26, (iv), the scopes of the two topmost abstractions are not closed on the
paths to variable occurrences belonging to the bottommost abstractions. For the following variation ˜ G1C. Grabmayer & J. Rochel 71
of G1 with eager scope closure the problem disappears:
˜ G1:
@
λ
0
S 0
λ
@
λ
S
λ
0
˜ G0:
@
λ
0
S 0
λ
@
λ
S
Its bisimulation collapse ˜ G0 has again a correct abstraction-preﬁx function and hence is a λ-term-graph.
Deﬁnition 29 (eager-scope, and fully back-linked, λ-term-graphs) LetG=⟨V,lab,args,r⟩beaλ-term-
graph over Σλ
1,j for j ∈ {1,2} with abstraction-preﬁx function P ∶ V →V∗. We call G an eager-scope
λ-term-graph (over Σλ
1,j) if it holds:
∀w,v∈V. ∀p∈V∗.P(w)= pv ⇒ ∃n∈N∃w1,...,wn−1 ∈V.
w↣w1 ↣...↣wn−1 ↣0 v
∧ wn−1 ∈V(0) ∧ ∀1≤i≤n−1.P(w)≤P(wi) ,
that is, if for every vertex w in G with a non-empty abstraction-preﬁx P(w) that ends with v there exists
a path from w to v in G via vertices with abstraction-preﬁxes that extend P(w) and ﬁnally a variable-
occurrence vertex before reaching v. By eagTi,j
(λ) we denote the subclass of Ti,j
(λ) consisting of all eager-
scope-λ-term-graphs. And we say that G is fully back-linked if it holds:
∀w,v∈V1. ∀p∈V∗
1. P(w)= pv ⇒ w↣ ∗ v , (6)
that is, if for all vertices w of G1, the last vertex v in the abstraction-preﬁx of w is reachable from v. Note
that eager-scope implies fully back-linkedness for λ-term-graphs.
Lemma 30 Let G be a fully back-linked λ-term-graph in T1,2
(λ) with vertex set V, and let P be its ab-
straction-preﬁx function. Let G′ be a term graph over Σλ
1,2 (thus in T1,2) such that G→h G′. Then it holds:
∀v1,v2 ∈V. h(v1)=h(v2) ⇒ ¯ h(P(v1))= ¯ h(P(v2)) (7)
where ¯ h is the homomorphic extension of h to words over V.
Proof (Idea). Let G1, G2 be as assumed in the lemma, and let h be a homomorphism that witnesses
G1 →h G2. We will use the following distance parameter for vertices of G1: Let, for all w ∈V1, dλ,P(w)
be either 0 if P(w) is empty, or otherwise the minimum length of a path in G1 from w to the last vertex
in the abstraction-preﬁx P(w). Thus due to (6), dλ,P(w) ∈ N for all vertices w of G1. Now (7) can be
proved by induction on maxdλ,P(v1),dλ,P(v2) with a subinduction on max{SP(v1)S,SP(v2)S}. ◻
This lemma is the crucial stepping stone for the proof of the following theorem.
Theorem 31 (preservation of λ-term-graphs over Σλ
1,2 under homomorphism) LetGandG′ beterm
graphs over Σλ
1,2 such that G is a λ-term-graph in T1,2
(λ), and G→h G′ holds for a homomorphism h.
If G is fully back-linked, then also G′ is a λ-term-graph in T1,2
(λ), which is fully back-linked. If, in
addition, G is an eager-scope λ-term-graph, then so is G′.72 Term Graph Representations for Cyclic Lambda-Terms
Corollary 32 The subclass eagT1,2
(λ) of the class T1,2 that consists of all eager-scope λ-term-graphs in
T1,2
(λ)is closed under functional bisimulation.
Since the counterexample in the proof of Prop. 26, (iii) used eager-scope λ-term-graphs, it rules out
a statement analogous to Cor. 32 for the class T1,1
(λ). Such a statement for T0,1
(λ) and T0,2
(λ) is ruled out
similarly, with respect to an appropriate deﬁnition of ‘eager-scope’ for λ-term-graphs over Σλ
0,1 and Σλ
0,2.
Corollary 33 Leth bea functionalbisimulationfrom aneager-scopeλ-term-graphG overΣλ
1,2 toa term
graph G′ over Σλ
1,2 (h witnesses G→h G′). Then G′ is an eager-scope λ-term-graph as well, and h extends
to a functional bisimulation from G1,2(G) to G1,2(G′) (thus h also witnesses G1,2(G)→h G1,2(G′)).
8 Conclusion
We ﬁrst deﬁned higher-order term graph representations for cyclic λ-terms:
• λ-ho-term-graphs in Hλ
i , an adaptation of Blom’s ‘higher-order term graphs’ [4], which possess a
scope function that maps every abstraction vertex v to the set of vertices that are in the scope of v.
• λ-ap-ho-term-graphs in Hi
(λ), which instead of a scope function carry an abstraction-preﬁx func-
tion that assigns to every vertex w information about the scoping structure relevant for w. Ab-
straction preﬁxes are closely related to the notion of ‘generated subterms’ for λ-terms [6]. The
correctness conditions here are simpler and more intuitive than for λ-ho-term-graphs.
These classes are deﬁned for i ∈ {0,1}, according to whether variable occurrences have back-links to
abstractions (for i=1) or not (for i=0). Our main statements about these classes are:
• a bijective correspondence between Hλ
i and Hi
(λ) via mappings Ai and Bi that preserve and reﬂect
the sharing order (Thm. 10);
• the naive approach to implementing homomorphisms on theses classes (ignoring all scoping infor-
mation and using only the underlying ﬁrst-order term graphs) fails (Prop. 16).
The latter was the motivation to consider ﬁrst-order term graph implementations with scope delimiters:
• λ-term-graphs in Ti,j
(λ)(with i∈{0,1} and j=2 or j=1 for scope delimiter vertices with or without
back-links, respectively), which are ﬁrst-order term graphs without a higher-order concept, but for
which correctness conditions are formulated via the existence of an abstraction-preﬁx function.
The most important results linking these classes with λ-ap-ho-term-graphs are:
• an ‘almost bijective’ correspondence between the classes Hi
(λ) and Ti,j
(λ) via mappings Gi,j and
Gi,j that preserve and reﬂect the sharing order (Thm. 22);
• thesubclass eagT1,2
(λ)ofeager-scopeλ-term-graphsinT1,2
(λ)isclosedunderhomomorphism(Cor.32).
The correspondences together with the closedness result allow us to derive methods to handle homo-
morphisms between eager higher-order term graphs in Hλ
1 and H1
(λ) in a straightforward manner by
implementing them via homomorphisms between ﬁrst-order term graphs in T1,2
(λ).
eagHλ
1
eagH1
(λ)
eagT1,2
(λ)
A1
G1,2 G1,2
B1
G0 G′
0
G1 G′
1
G G′
h
h
h′
A1
G1,2 G1,2
B1
For example, the property that a unique maximally shared form exists for λ-term-graphs in T1,2
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can be computed as the bisimulation collapse that is guaranteed to exist for ﬁrst-order term graphs) can
now be transferred to eager-scope λ-ap-ho-term-graphs and λ-ho-term-graphs via the correspondence
mappings (see the diagram above). For this to hold it is crucial that eagT1,2
(λ) is closed under homomor-
phism, and that the correspondence mappings preserve and reﬂect the sharing order. The maximally
shared form maxeagHλ
1(G) of an eager λ-ho-term-graph G can furthermore be computed as:
maxeagHλ
1(G)=(B1 ○G1,2 ○maxeagT1,2
(λ) ○G1,2 ○A1)(G).
where maxeagT1,2
(λ) maps every λ-term-graph in T1,2
(λ)to its bisimulation collapse. For obtaining maxeagT1,2
(λ)
fast algorithms for computing the bisimulation collapse of ﬁrst-order term graphs can be utilized.
While we have explained this result here only for term graphs with eager scope-closure, the approach
can be generalized to non-eager-scope term graphs. To this end scope delimiters have to be placed also
underneath variable vertices. Then variable occurrences do not implicitly close all open extended scopes,
but every extended scope that is open at some position must be closed explicitly by scope delimiters on
all (maximal) paths from that position. The resulting graphs are fully back-linked, and then Thm. 31
guarantees that the arising class of λ-term-graphs is again closed under homomorphism.
For our original intent of getting a grip on maximal subterm sharing in the λ-calculus with letrec or
µ, however, only eager scope-closure is practically relevant, since it facilitates a higher degree of sharing.
Ultimately we expect that these results allow us to develop solid formalizations and methods for
subterm sharing in higher order languages with sharing constructs.
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Interaction nets are a graphical model of computation, which has been used to deﬁne efﬁcient eval-
uators for functional calculi, and speciﬁcally l-calculi with patterns. However, the ﬂat structure of
interaction nets forces pattern matching and functional behaviour to be encoded at the same level,
losing some potential parallelism. In this paper, we introduce bigraphical nets, or binets for short, as
a generalisation of interaction nets using ideas from bigraphs and port graphs, and we present a for-
mal notation and operational semantics for binets. We illustrate their expressive power by examples
of applications.
Keywords: Interaction Net, Port Graph, Bigraph, Rewriting Calculus.
1 Introduction
Interaction nets [15] are graphical rewrite systems used for the speciﬁcation of logical proof systems
(e.g., [1, 16]), for the implementation of efﬁcient evaluators for the l-calculus (e.g., [12, 4, 18]), and for
visual programming (e.g., [13, 20, 19]).
The visual nature of interaction nets makes them well suited as a speciﬁcation tool, and, since all
the computation steps are explicit and expressed in the same formalism (there is no external machin-
ery), interaction nets are also well suited for the study of the dynamics of programming languages and
rewriting systems [9, 7, 22]. However, interaction nets have some drawbacks. When the nets are large or
growing during reduction, being able to structure the graph is crucial to understand the system modelled,
but interaction nets lack mechanisms to structure the system. Moreover, to formally prove properties of
the system modelled or implement reduction, a formal, algebraic notation, with a precise operational
semantics, should also be available. In this paper, we address these two points:
• First, inspired by Milner’s bigraphs [21], we deﬁne a generalisation of interaction nets, which we
call bigraphical nets, or simply binets, where not only the connectivity but also the hierarchical
structure of the system is taken into account. Binets borrow from bigraphs a notion of locality that
is missing in interaction nets.
• Then, we present a formal algebraic notation for binets, with an operational semantics which can
serve as a basis for their implementation.
Related Work. Binets can be seen as hierarchical graph rewriting systems that permit links between
nested nets and external subgraphs (like bigraphs, and unlike hierarchical graphs [6]). Rewriting can take
place across boundaries. Both of these features will be of use in our encoding of the r-calculus.
Binets inherit from interaction nets the notion of principal port. But, in contrast with interaction nets,
binets do not force all interactions to be binary, and in contrast with bigraphs, they place restrictions on
reactions to simplify the implementation of rule application.M. Fern´ andez, I. Mackie & M. Walker 75
Interaction nets have been used as an implementation language for functional calculi, and as a tool
to understand their dynamics [12, 4, 17, 18, 8, 7, 11]. Interaction net encodings of the r-calculus [5],
an extension of the l-calculus where we can abstract on patterns, not just on variables, shed light on the
implicit parallelism present in the r-calculus, and at the same time, motivate a generalisation of interac-
tion nets, as shown in [10]. In this paper, we develop and formalise this idea. Our main contribution is a
formal syntax and operational semantics for binets, via a textual calculus.
The class of portgraphs deﬁned by Andrei and Kirchner [3] can also be seen as a generalisation of
interaction nets, but although binets are graphs with ports, due to their hierarchical nature they cannot be
deﬁned as portgraphs. It would be interesting to consider a generalisation of portgraphs with a notion of
locality; the inclusion of this feature in PORGY [2] could serve as a starting point for the development
of a speciﬁcation environment based on binets.
2 Background
Interaction Nets. A system of interaction nets is speciﬁed by a set S of symbols with ﬁxed arities, and
a set R of interaction rules. An occurrence of a symbol a ∈ S is called an agent. If the arity of a is
n, then the agent has n+1 ports: a principal port depicted by an arrow, and n auxiliary ports. Such an
agent will be drawn in the following way:


a
?
@      
x1 xn
A net N is a graph (not necessarily connected) with agents at the vertices and each edge connecting at
most 2 ports. The ports that are not connected to another agent are free. There are two special instances
of a net: an empty net, and a net consisting only of edges (no agents). The interface of a net is the set of
free ports of agents and free extremes of wires. We refer to [15] for more details.
An interaction rule ((a,b) =⇒ N) ∈ R replaces a pair of agents (a,b) ∈ S×S connected together
on their principal ports (an active pair or redex and written a ⊲⊳ b) by a net N with the same interface.
Rules must satisfy two conditions: all free ports are preserved during reduction (there are no global
operations: only the part of the net involved in the rewrite is modiﬁed), and there is at most one rule
for each pair of agents (such a rule will thus be sometimes denoted by a ⊲⊳ b). The following diagram
shows the format of interaction rules (N can be any net built from S).


a


b -
@
 
 
@
. . .
. . .
x1
xn
ym
y1
=⇒ N
. . .
. . .
x1
xn
ym
y1
We use the notation =⇒ for the one-step reduction relation, or ==⇒
a⊲⊳b
if we want to be explicit about
the rule used, and =⇒∗ for its transitive and reﬂexive closure. If a net does not contain any active pairs
then we say that it is in normal form. The key property of interaction nets is that reduction is strongly
conﬂuent. We refer the reader to [15] for more details and examples.
Bigraphs. In [21, 14] a notion of graph transformation system is deﬁned, using nested (or hierarchical)
graphs called bigraphs. Bigraphs represent two kinds of structure: locality (nodes may occur inside76 Binets
other nodes) and connectivity (nodes have ports that may be connected by links). We recall the basic
terminology of bigraphs and refer the reader to [21] for details and examples.
A bigraph is a pair of a place graph and a link graph over the same set of nodes. It has interfaces,
which deﬁne the way in which it can be composed with other bigraphs. The place graph, or placing, is
a set of trees with interfaces, and the link graph, or linking, is a hypergraph with interfaces. A placing
has inner and outer interfaces. The inner interface corresponds to the sites where other graphs can be
placed, and the outer interface corresponds to the roots of the trees. The linking also has inner and outer
interfaces, which are names of ports, that is, the points where edges can be attached.
Nodes are labelled by controls with ﬁxed arities; the arity of a control corresponds to the number of
ports of the node. A control is atomic if it cannot contain a nested graph, otherwise it is non-atomic.
The reduction relation is deﬁned by a set of reaction rules, which are pairs of bigraphs (called redex
and reactum). The redex has a width, corresponding to the number of sites it occupies in the outer
bigraph [14]. A non-atomic control K can be speciﬁed as active, in which case reactions can occur
inside, or passive, in which case reactions in the internal bigraph can only occur after the control K has
been destroyed.
Interaction nets can be seen as a particular kind of bigraphs without nesting: all controls (called
agents in interaction nets) are atomic, and have a distinguished port (the principal port). Interaction rules
can be seen as reactions in which both redex and reactum have width 1, and redexes are restricted to just
two controls connected by one link through the distinguished ports.
3 Binets
3.1 Informal presentation
Bigraphs [14] introduce a notion of locality (using nesting to indicate that a graph is local to a certain
node) which is missing in interaction nets. In this section, we deﬁne binets as a generalisation of interac-
tion nets to incorporate this feature. We start with an informal deﬁnition of binets, contrasting them with
interaction nets, before presenting a formal syntax and semantics for them.
A binet is a labelled graph consisting of a set of nodes (also called agents) and a set of edges, which
are attached to nodes at connection points called ports. Each edge connects at most two ports. The label
of a node (i.e., the agent’s name) determines its arity, that is, the number of ports it has. Each agent has a
distinguished port, called the principal port, and a (possibly empty) set of auxiliary ports. An agent can
be located inside another agent, and edges can connect ports of agents situated at different nesting levels
(i.e., edges can cross node boundaries).
Interaction rules, also called reaction rules, deﬁne interactions between two agents connected by
their principal ports, or interactions of an agent with its local subnets, preserving the interfaces.
Figure 1 shows a binet representing a r-term. Ovals and circles represent agents, their names are
written inside; principal ports are marked with an arrow, the free port at the top is marked by a dangling
edge. The e-agent is drawn outside the →-agent to exploit a non-strict semantics as early in the reduction
process as possible.
In contrast with interaction nets, the left-hand side of a reaction rule can specify the location in which
the reacting agents are, or the locations contained in these controls, and reactions can take place across
boundaries. However, reduction is still local in the sense that it only affects the nodes that match the left
hand side (no global conditions or updates are speciﬁed). The latter point is relevant for implementation.
Agents in binets correspond to the notion of control in bigraphs, and binet reaction rules are a partic-
ular class of bigraph reaction rules. Each binet has an associated place graph and link graph, similarly toM. Fern´ andez, I. Mackie & M. Walker 77
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Figure 1: Binet for the r-term (x → H)((F → I)G).
bigraphs. All the examples of bigraphs for the p-calculus and ambient calculus given in [14] (part I) can
be recast as binets by adding principal ports and copy/erase agents (controls) to preserve the interface of
the reactions.
Comparing with the properties of interaction nets, we remark that conﬂuence does not hold in general
for binets, because of the possibility of interactions across boundaries. To study the formal properties of
binet reduction, below we give a calculus for binets.
3.2 A calculus for binets
As Milner [21] stated: “Diagrams are valuable for rapid appreciation of a system’s structure. On the
other hand, algebra is essential to express [...] the ways in which a system may be resolved into compo-
nents.” In this section we give a formal, algebraic presentation for binets. First we give the syntax of the
language, and then we present an operational semantics for programs written in this language.
Syntax. A textual syntax for binets has to capture, dually, the connections between agents (including
where those connections are principal ports), differentiating between internal or external with respect to
the originating agent and also the locality of agents within a system, i.e., their physical position within
other agents. It is the intention of this syntax to unambiguously state these three properties without
over-complication.
We deﬁne below agents and binets over a signature A ,L, where A is a set of agent names, each
with an associated arity (n,m) corresponding to the number of ports in its internal and external interface,
respectively, and L is a set of port labels. We assume L∩A = / 0.
Deﬁnition 3.1 (Agent) An agent over the signature A , L is written Al E|I|N , where A ∈ A is the
agent name, which determines its arity (n,m), l ∈ L is the label given to the principal port of A, and
the lists I,E of lengths n,m respectively, whose elements are port labels in L, denote the internal and
external agent interfaces; the order denotes the geographic position of the ports (in similar fashion to
interaction nets reading in a clockwise direction from the principal port for external ports and, without
loss of precision, in an arbitrary clockwise direction for interior ports). N is a (possibly empty) list
corresponding to the set of agents located within the agent.
The deﬁnition above is inductive (due to the inclusion of the set N within A) but not recursive; agents are
not permitted to be located within themselves.
Deﬁnition 3.2 (Binet) A binet over the signature A , L is deﬁned as a set of agents and wires over A ,
L. Agents have already been deﬁned. A wire is an edge joining two ports, written a−b where a,b are the78 Binets
labels of the ports. Each port label in L occurs at most twice in a binet; the net interface of the binet is
deﬁned as the subset of labels occurring only once.
The binet containing no agents and wires is a special case. For brevity, agents of the form Ai X | / 0| / 0 
will be denoted Ai X  and the particular case when X = / 0 will be written Ai  .
A binet, similar to a bigraph, can be decomposed into a place graph and a link graph. The link
graph is explicit in the deﬁnition of binet (a binet is a set of agents and wires); the place graph can be
reconstructed from the nesting of agents.
Reduction in binets occurs on active pairs, which are pairs of agents connected via their principal
ports, similarly to interaction nets although signiﬁcantly rules in binets must be aware of locality context.
More precisely, a rule may affect the agents in the place graph of the active pair. We illustrate it with an
example: the interaction rule presented in [10] between the matching agent, M and any other agent a is
one such occurrence and would be written:
Ma b| / 0|X , aa Y  ⇒ ab
M Y | / 0|X 
The metavariables X andY denote a subnet and series of labels respectively that remain unchanged under
graph reduction. Here, the interaction between the agents M and a causes the subgraph located within
the agent M (denoted by X) to move to the new agent named aM with principal port b.
Contrary to interaction nets, binets permit reductions to occur on certain graph conﬁgurations despite
the nonexistence of an active pair, called inactive rewriting in the sequel. See for example the conﬁg-
uration in [10] of an empty matching agent, M, where the net is rewritten to a wire without interaction
through active pairs. This is written as follows (the arrow explicitly shows the type of rule being applied):
Ma b  =⇒inactive a−b
The reduction calculus is deﬁned below, but ﬁrst we give an example: a reduction sequence for
the binet shown in the previous subsection, representing the r-term (x → H)((F → I)G). The textual
representation of each binet is shown in the table below.
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The second binet contains three active pairs but parallel ﬁring of the rule for agents M f and I f with
the rule for Fe and Ge would clearly be incorrect; the general rule for M with a involves a rewriting
that affects all of the nested nets within M, hence a reduction strategy is required. Informally, there is
a choice to delay either active pair until the other has had the opportunity to reduce (although in this
instance either derivation will eventually lead to the intended destruction of this disjoint net). A strategy
is also required in the same conﬁguration to either ﬁre the rule for Ma and Ha or, as in the example, to
perform an inactive rewrite on Ma and reduce it to the wire a−c (see the second textual rule above).
Reduction Rules. Rewrite rules follow the simplicity of interaction nets when the reductum has no
rewrite implications for any agent except for the agent (in the case of inactive rewriting) or agents (active
pair rewriting) directly involved. However, due to the more expressive graph rewriting allowed by binets,
rewrite rules require additional machinery to resolve rewriting of nested agents within the place graph of
the net. Unlike interaction net rules they incorporate metavariables and an additional strategy language.
A priori knowledge of how a rule may affect the surrounding subnet is essential when the rule is
deﬁned. For example, the e rule within the r-calculus scheme is the garbage collection agent responsible
for deleting nets. This agent propagates through subnets, terminating when it forms an active pair with
another e-agent, hence when deﬁning the interaction of e and M, the subnets within M should also be
reduced, as follows:
ea  , Ma b| / 0|X  =⇒ eb  , X, foreach x in I(X): ex   and e ¯ x  
where I(X) is the collection of labelled ports that constitute the interface of the nested net X and ¯ x is a
fresh label for the port outside of M that was connected to the interface at x.
The ability of binets to rewrite over agent boundaries means the efﬁciency (measured in the number
of interactions: typical of interaction nets although cruder for binets) can be improved by rephrasing the
rule to propagate e only over the wires that are free in this subnet (i.e., those wires that extend beyond
the locality of the M-agent). Each of these wires can be identiﬁed by a label appearing only once in the
subnet X and so the above rule can be reinterpreted as follows, where X is removed in one step:
ea  , Ma b| / 0|X  =⇒ eb  , foreach x in LX where x is unique: ex  
where LX is the multiset of labelled ports in X.
The strategy language is left informal at this stage with full details to be provided in later technical
reports.
Reduction Calculus. The reduction calculus comprises four main parts: ﬁrstly populating a set of the
active pairs within a binet and also those (sub)nets that are conﬁgured in a way that permits inactive
rewriting. This collection of active pairs and nets is then prioritised according to a given reduction
strategy and, crucially, a collection of agents and nets that can safely be rewritten in parallel is identiﬁed.
Then, both active and inactive rewriting is performed and, lastly, a tidying stage is performed to eliminate
every explicitly written wire in the net.
Collect Let CA be the set of labels of principal ports involved in active pairs (these are easily computed:
scan the graph and identify each label l that appears twice as a principal port) and CI be the set of
binets that are isomorphic to the left hand side of inactive rewriting rules (computed using standard
subgraph matching algorithms that can be optimised due to occurrence of principal ports).80 Binets
Prioritise According to the reduction strategy implemented (weighted, stochastic, typed and so on) group all
safe nets, Cs. A collection of safe nets is one where rewriting (either active or inactive) can occur
in parallel without conﬂict. The safety, or otherwise, of potential net rewriting is inferred by the
rules: any rule of the form am −| − |X ,... =⇒ bn −| − |X′  where X  = X′ cannot safely be
rewritten at the same time (or in the same pass) as any rule that rewrites within X.
Rewrite For each active pair and agent within Cs, apply rule. For simple rules where rewriting does not
occur within agent borders and there are no internal edges:
ax u1,...,um ,bx v1,...,vm  =⇒G
w1
1  w2,...,wp ,...,
Gwr
q  wr+1,...,ws ,
u1−wi,...,um−wi′,
v1−wi′′,...,vn−wi′′′
where Gw are the (possibly empty) agents that are produced on rewriting and ware the intermediary
labels given to the wires of the produced net. Note that the size of w is potentially larger than
the number of ports to the left hand side of the rule. The cases for rules whose agents have
internal ports and rewriting occurs across borders incorporates a richer programmatic syntax and
the resulting operational calculus is more complex.
Tidy If w is a label within G and there exists u−w then substitute w by u within G (G[w/u]).
4 Conclusion
We have presented a new visual language generalising interaction nets to incorporate features from bi-
graphs. Domains of application include concurrent and reactive systems. Not only can binets model
these systems both graphically and textually, but they are also directly implementable. We are currently
working on the implementation of an abstract machine for binets, inspired by the interaction net machines
deﬁned in [22].
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