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Freivalds recently reported a construction of a 2-way probabilistic finite automaton M that 
recognizes the set {ambm: m 2 1 } with arbitrarily small probability of error. This result implies 
that probabilistic machines of this type are more powerful than their deterministic, nondeter- 
ministic, and alternating counterparts. Freivalds’ construction has a negative feature: the 
automaton M runs in S2(2”‘*n) expected time in the worst case on inputs of length n. We show 
that it is impossible to do significantly better. Specifically, no 2-way probabilistic finite 
automaton that runs in exp(o(n)) expected time recognizes {ambm: m > 1) with probability of 
error bounded away from i. In passing we derive results on the densities of regular sets, the 
line structure of Freivalds’ construction, and the behavior of random walks controlled by 
Markov chains. 6 1986 Academic Press, Inc. 
1. INTRODUCTION 
Freivalds [2] recently reported a surprising result: It is possible for a 
probabilistic finite automaton to recognize a non-regular set. Specifically, Freivalds 
constructed a 2-way (the read head can shift both left and right over the input) 
probabilistic finite automaton that recognizes the set { amY: m 3 1 } in the following 
sense. For all w in {a, b}*, 
- if w = ambm for some m > 1, then the automaton accepts w with 
probability > 1 - E, 
- otherwise, the automaton rejects w with probability > 1 -E, 
where the error tolerance E is a constant independent of n, which we can fixed as 
small as we like, subject to 0 <E < z. ’ i In contrast, 2-way deterministic, non-deter- 
ministic, and even alternating finite automata recognize just regular sets [S, 91. 
Similarly, l-way probabilistic finite automata recognize just regular sets, under the 
notion of recognition described above [ 121. 
Freivalds’ construction is marked by the fact that the automaton for recognizing 
{ ambm: m > 1 } runs in 0(2mi”{“~m} (n + m)) expected time in the worst case on inputs 
’ In statistical parlance, the probabilities of Type I and Type II errors are both less than E. 
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of the form a”b”‘. (In particular, 0(2”n) expected time is used if n = m.) In this 
paper, we show it is impossible to do significantly better. No 2-way probabilistic 
finite automaton (2pfa) that runs in exp(o(n)) expected time on all inputs of length 
n recognizes { d”b”‘: m > 1 } with error tolerance less than f. The proof is based on a 
crossing sequence argument, although the counting methods typically used 
(see [S]) to characterize the crossing sequences generated by deterministic or non- 
deterministic machines do not appear to generalize to the probabilistic case. We 
introduce different methods, which exploit the fact that the crossing sequence is 
generated by a Markov chain. On the way to the main result, we derive results 
bearing on the line structure of Freivalds’ construction, the densities of regular sets, 
and the behavior of random walks controlled by Markov chains. 
Freivalds’ algorithm is oblivious, that is, no matter what the input, the read head 
sweeps back and forth between the first and last input symbols, with no change of 
direction in between. After some preliminaries (Sect. 2), we focus on oblivious 
algorithms (Sect. 3.1) for recognizing {urnbY m > 1 }, and discuss how such 
algorithms relate to the densities of regular sets (Theorem 1). In Sect. 3.2 we present 
a non-oblivious algorithm that recognizes { umbm: m 2 1 } in a certain approximate 
sense in O(n*) expected time. Our methods show that no oblivious algorithm can 
do this in exp(o(n)) expected time. The key to the crossing sequence argument used 
to prove the main result is an asymptotic classification of boundary hitting 
probabilities in l-dimensional correlated random walks (Theorem 2). This result 
and its proof (which may be skipped on first reading) are presented in Section 4. In 
Section 5 we prove the main result (Theorem 3). 
2. PRELIMINARIES 
2.1. 2-Way Probabilistic Finite Automata 
A 2-way probabilistic finite automaton (2pfa) is the same as a 2-way deter- 
ministic finite automaton, except that the automaton may use a random bit 
generator [2, 51. Specifically, the choice of next state and of direction to move the 
head on the input tape depends on the current state, the symbol currently under the 
head, and whether the bit generator produces 0 or 1, where each possibility is 
equally likely. Thus, the transition diagram of a 2pfa may be represented as a finite 
directed graph, in which vertices correspond to states and edges to transitions 
between states. Each vertex is labeled with a direction (left or right), and each edge 
is labeled with an input symbol (a or b) and an outcome of the bit generator 
(0 or 1). When in state U, the machine goes to state u if there is an edge between the 
corresponding vertices whose label matches the current input symbol and output of 
the bit generator. As an immediate result, the read head moves left one symbol if u 
is a left state or right one symbol if u is a right state. 
We assume that the input w is presented on the input tape as # w # , where # is 
a special symbol that marks the boundaries of the input. The read head never 
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moves outside of the block of symbols delimited by the #‘s. Initially, the machine is 
in its start state, with its read head scanning the left #. There is a distinguished 
accepting state, which if entered means that the machine accepts the input. 
Similarly, there is a distinguished rejecting state, which if entered means that the 
machine rejects the input. On accepting or rejecting, the machine halts. 
2.2. Markov Chains and Random Walks 
We now introduce some notation for discussing Markov chains and random 
walks, both of which arise naturally in the analysis of 2pfa’s. 
Let T= (ti,j) be the s x s transition matrix for an s state Markov chain (ti,j is the 
probability of a one-step transition from state i to state j). The steady state matrix 
T* = (tTj) corresponding to T is given by 
T*=bimmk(I+T+T2+ ... +Tk-‘). 
(As the chain takes more and more steps, the proportion of steps in which the chain 
is in state j converges to t$, provided i is the initial state.) 
In a l-dimensional random walk a particle moves in discrete time on integer 
positions. When at position i, the particle moves either left to position i- 1 or right 
to position i+ l-the choice is resolved by tossing a coin whose bias p in favor of 
moving left is fixed. In the well-known gambler’s ruin model [7, 151, we assume 
that the walk starts at some position U, and stops on hitting the absorbing positions 
0 or t, where u and t are parameters, 0 < u < t. If p = 1 and u = 1, then the 
probability of hitting t instead of 0 is t-‘, and the expected number of steps that 
elapse before hitting one of the two is t - 1. 
A l-dimensional correlated random walk [ 1, 8, 111 is controlled by a Markov 
chain in the following way. As before a particle moves in discrete time on integer 
positions, but now the choice of a move’s direction depends on the state of the 
chain. Specifically, each state is classified as either a left state or a right state. When 
at position i, the particle moves to position i- 1 if the chain is in a left state, and to 
position i+ 1 if the chain is in a right state. Just before the next move, the chain 
changes state, according to the usual rules based on its transition matrix. In the 
correlated gambler’s ruin model [S, 111, the walk starts at position u with the chain 
in a given state, and stops on hitting 0 or t, where 0 < u < t. 
Let us contider a small example. Figure 1 depicts a two state controlling chain. 
The state labeled sr is a left state and the state labeled s2 is a right state. Let 1 be 
the start position and s2 the start state, so that at the first step the particle moves 
from position 1 to position 2. With probability p, the chain remains in state s2, and 
with the complementary probability it goes to state sr. Thus, at step 2 the particle 
moves to position 3 with probability p and to position 1 with probability 1 - p. At 
step 3, the particle moves 
- to position 4 with probability p2 (meaning the sequence of states of the 
chain up to its third transition is s2, s2, sz), or 
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- to position 2 with probability p( 1 -p) + (1 - p)( 1 -9) (meaning the 
sequences of states is sq, s2, si, or is s2, sl, sq), or 
- to position 0 with probability (1 - p) q (meaning the sequences of states is 
s2, $1, s,). 
The gambler’s ruin model on other intervals, for example -t, - t + l,..., 0, are 
defined mutatis mutandis. 
3. ALGORITHMS FOR (ambm:m>, l} 
3.1. Oblivious Algorithms 
In this section we discuss the behavior of oblivious algorithms for recognizing 
{ a”‘b”‘: m > 11, beginning with Freivalds’ algorithm. 
Freivalds’ algorithm depends on two integer parameters, d and t, whose values 
will be fixed later as a function of the error tolerance E. In the first sweep over the 
input, the machine tests whether the input is of the form anbm and, moreover, 
whether n is congruent to m (mod d). If the input fails this test it is rejected. 
Otherwise, the machine initializes to 0 two variables, a and /I, maintained in the 
finite state, and then runs the following procedure on each sweep over the input: 
A fair coin is tossed for every input symbol encountered during the 
sweep. We say the sweep produces a win for the a’s (b’s) if all coins 
tossed while passing over the block of a’s (b’s) turn up heads. If the 
sweep produces a win for the a’s but does not produce a win for the b’s, 
then a := a + 1. Similarly, if the sweep produces a win for the b’s but 
does not produce a win for the a’s, then p := /3 + 1. 
This is repeated until a + /I = t. The input is accepted if a > 1 and /I 2 1, and is rejec- 
ted otherwise. 
Suppose the input is a”bm. It is not hard to show [2] that if n=m then the 
probability of rejecting is at most 22’+ ‘, and if m #n then the probability of 
accepting is at most 1 - (1 + 2-“-‘. To complete the construction, fix t sufficiently 
large that the first probability is less than E, and then fix d sufficiently large that the 
second is less than E. If n is congruent to m (mod d), then the expected running time 
of the algorithm on input a”b”’ is 0(2mi”(n~m) (n + m)). In particular, the expected 
running time on input a”b” is 0(2”n). By increasing the coin bias to be close to 1 
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(instead of &), and by increasing the paremeter d appropriately, the expected 
running time of Freivalds’ algorithm can be dropped to @(( 1 + 6)min(n,m)(n + m)), 
for any 6 > 0. 
To bring out the underlying structure of this algorithm, it helps to consider an 
equivalent way to define a probabilistic finite automaton. Instead of supposing the 
machine has a random bit generator, suppose it has an auxiliary coin toss tape. An 
infinite sequence of random bits is written on the tape. Each bit represents an 
independent fair coin toss. At each step, in addition to reading the input tape, the 
machine reads a bit from the coin toss tape. The head on the coin toss tape always 
shifts to the right. 
From this perspective, in the second phase of Freivalds’ algorithm, the role of the 
string of n a’s on the input tape is just to delimit a string of the same length on the 
coin toss tape. The decision whether to increment a depends on whether the 
machine detects that the string 1” is written on the coin toss tape. The probability 
of detecting this string depends on the density of the regular set { 1”: n z 1). We 
define the density of a regular set L in { 0, 1 } * to be the real-valued function dL 
with 
d,(n) = IL n (0, 1}“1/2”. 
Freivalds’ construction can easily be adapted to use any regular set whose density is 
@(pn), for some p with 0 < p < 1, in place of { 1”: n k 1 }. It follows from the 
Perron-Frobenius theorem [13, 151 that the regular sets are rich in suitable sub- 
stitutes; the density of every regular set is either of this form, or is close to it. 
THEOREM 1. For every regular set L in (0, 1 }*, there is a positive integer p and a 
positive real number p -C 1 such that 
d,(n) = nL + O(p”), 
where zL (0 d nL 6 1) depends only on n mod 2, n mod 3,..., and n mod p. 
Proof: Let M be a deterministic finite automaton that recognizes L. We use the 
notation si lx sj to mean M moves from state si to state s, on reading input symbol x 
(X is 0 or 1). Let T = (ti,j) be the stochastic matrix given by: ti,] = 1 if both si I0 s, 
and si I ’ sj, ti,j = 4 if either si 1’ sj or si 1’ sj but not both, and tij = 0 otherwise. Let 
T” = (fyi) denote the nth power of T. Assuming the start state of M is state sl, and 
the set of final states is F, the density d,(n) is the probability that after n steps M is 
in some state in I;: 
d,(n)= 1 %. 
sk in F 
It follows from the Perron-Frobenius theorem [13, 151 that there is an integer p 
such that if we fix the values of n mod 2, n mod 3,..., n mod p, and let n tend to co, 
then each ttj tends to a constant. Furthermore, the convergence proceeds 
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geometrically as described in the statement of the theorem. The parameter p is 
related to the eigenvalues of certain submatrices of T, and the parameter p to the 
periodic structure of T. (A great deal is known about the powers of T; see 
C13l.J I 
Using a formal power series method, Salomaa and Soittola [14] proved d,(n) 
has a finite number of accumulation points in the interval [0, 11, but did not 
describe the nature of the convergence to these points. 
3.2. An Algorithm to Approximately Recognize {ambm: m > 1 } 
We say a 2pfa approximately recognizes {a”‘b”‘: m 2 1) if, on input a”bm, the 
algorithm 
- accepts with probability > 1 - E if n = m, and 
- rejects with probability >l-sifm>n(l+6)orn>m(l+6), 
where the error tolerance E and the input resolution 6 (E, 6 > 0) are arbitary con- 
stants. Approximate recognition is a much weaker concept than recognition. We 
present a non-oblivious algorithm for approximate recognition that runs in 
quadratic expected time. The algorithm differs from Freivalds’ mainly in that 
simulations of simple random walks replace the coin tossing experiments. 
Recall that in the gambler’s ruin model, a l-dimensional random walk starts at 
some position t( and stops at hitting positions 0 or t, 0 <u < t. A 2pfa presented 
with the input a”b”’ can easily simulate a random walk of this type while scanning 
within the block of a’s or the block of b’s. To accomplish this within the block of 
a’s, initially the read head scans the leftmost a. At each step, the machine moves its 
head either left or right, with each possibility equally likely, and stops as soon as 
the head scans either the left # (input delimiter) or the leftmost b. Thus, the read 
head plays the role of the particle, the # the role of absorbing position 0, the n a’s 
the role of positions 1 to n, and the leftmost b the role of absorbing position n + 1. 
Similarly, within the block of b’s, the 2pfa can simulate a random walk that starts 
at 1 and stops on hitting 0 or m + 1. 
We now provide an algorithm that recognizes { ambm: m > 1 } in the approximate 
sense described above. We define the algorithm in terms of two integer parameters d 
and t, to be fixed later. The first step is a deterministic test that the input is of the 
form a”b”‘. If not then the input is rejected. If so then local variables tl and b are 
initialized to 0, and the following subroutine is performed. 
A random walk starting at 1 and stopping on hitting 0 or n + 1 is 
simulated within the block of a’s. If the walk hits n + 1 instead of 0, then 
consider this a win for the a’s. Next, a random walk starting at 1 and 
stopping on hitting 0 or m + 1 is simulated within the block of b’s. If the 
walk hits m + 1 instead of 0, then consider this a win for the b’s If the 
outcome of the two walks is a win for the a’s but not the b’s then 
c1 := a + 1. In the complementary situation, /? := /3 + 1. 
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The subroutine is repeated until a + /?= t. At that point, the machine accepts if 
a > d and p > d, and rejects otherwise. 
Using the law of large numbers, we can find integer constants t and d so that the 
algorithm attains any desired error tolerance E and input resolution 6. Informally, 
the role of the random walks is to form two coins: one associated with the a’s that 
costs a average of n steps to toss and has bias (n + l)- ‘, and one associated with 
the b’s that costs an average of m steps to toss and has bias (m + 1)) ‘. Under the 
condition that either (1) n = m or (2) IZ > m( 1 + 6) or m 3 n( 1 + 6), these two cases 
can be reliably distinguished after finitely many tosses. The total expected cost is 
0((n + m)‘) on all inputs a”bm. Using Theorem 1 and an argument similar to the 
proof of Theorem 3 (Sect. 5), we can show that no oblivious 2pfa can 
approximately recognize { ambm: m > l> in exp(o(n)) expected time. 
4. CORRELATED GAMBLER'S RUIN 
Consider a correlated random walk that starts in position 1, and stops on hitting 
boundary positions 0 or n + 1. We suppose that the probability of eventually 
stopping is one. Let p,,Jn) and qij(n) denote the respective probabilties of hitting 0 
and n + 1, given that the controlling chain is in state i initially and in state j on 
absorption. Kramli and SzPsz observed p,Jn) and qi,j(n) can be obtained as com- 
ponents of the solution of a matrix difference equation. (The qame observation was 
made in [6]). This leads to the following result. 
THEOREM 2. Given any E > 0, there is a positive integer d, a positive real number 
p -C 1, and an infinite set S of positive integers such that, for all states i and j of the 
controlling chain: 
1. Either pi,j(nl =0 and p,,j(n +d)=O f or all n in S or p,,j(n) >O and 
pi,j(n + d) > 0 for all n in S. 
2. For n restricted to S, zj-pi,j(n) > 0 then either 
L P,,j(n) + Pi,j(n + 4 < co 
n-a: P” 
or 
The same holds for the qu, with the same d, p, and S. 
Proof. We present the proof for the pi,j. Apart from minor details, the same 
proof works for the qu. The proof has two parts. First, we obtain pi,j(n) as a com- 
ponent of the solution of a matrix difference equation whose form implies p,,Jn) can 
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be expressed as a certain rational function. (A rational function of the arguments 
x1, x2,..., x,, is a ratio f/g where f and g are multivariate polynomials in the xi.) To 
complete the proof, we uncover some properties of the behavior of this function for 
large n. It is convenient to first produce a larger set S than the one needed to 
establish the theorem. We then argue that the theorem holds for all sufftciently large 
n in S. (A significantly simpler argument works except in the important special case 
where, in the absence of absorbing positions, the steady state probability of moving 
left equals the steady state probability of moving right.) 
Let T be the transition matrix of the controlling chain. Assume the chain has the 
same numbers s of left states as right states, so T is 2s x 2s. (If, for example, the 
number of left states exceeded the number of right states, we could add dummy, 
transient right states that are unreachable from the other states.) Number the left 
states 1, 2,..., s, and the right states s + 1, s + 2,..., 2s. T may then be presented as 
T=A+B where 
A=[T;‘l ‘;“], B=[;,, ;,j, 
and the T,,j are s x s stochastic matrices describing the transitions between the left 
and right states as depicted in Fig. 2. 
Throughout the course of the walk, the particle’s next position depends only on 
the pair [p, u], where p is the particle’s current position and u the controlling 
chain’s current state. We may regard the walk itself as a Markov chain W on the 
states [p, u]: A transition from [p, u] to [q, u] is possible if either q = p - 1 and u 
is a left state, or q = p + 1 and u is a right state, in which case the transition hap- 
pens with the probability of a transition from u to v in the controlling chain. Since 
the walk stops on hitting positions 0 or n + 1, W has absorbing states [0, u] and 
[n + 1, u], where u ranges over all 2s states of the controlling chain. The states 
[p, u] with 1 < p d n are transient since, by assumption, the walk hits 0 or n + 1 
with probability 1. 
Order the states [p, u] of W according to the integer valued function f, where 
f(p,u)=u if p=O, f(p,u)=2s+u if p=n+l, and f(p,u)=2s(p+l)+u if 
1 d p < n. Under this ordering, the transition matrix for W is in canonical form [7]: 
I 0 [ 1 R Q' 
571/33/l-7 
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where 
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Q= 
0 B 
A 0 B 0 
A 0 B 
A 0 
9 R= 
A 0 
0 0 
0 0 
. . 
b b 
0 B 
Z is a 4s x 4s identity matrix, Q is a 2sn x 231 block tridiagonal matrix (with 2s x 2s 
blocks), and R is a 2sn x 4s matrix. Q is the fundamental matrix for the chain [7]. 
The ith block of 2s rows in Q describes the transitions the walk may take out of 
position i, and the ith block of 2s columns the transitions the walk may take into 
position i. By a well-known theorem [7, p. 523, the (i, j)th entry of (I- Q))’ R is 
the probability that W is absorbed in its jth state given that it begins in its ith state. 
The boundary hitting probability pu(n) mentioned in the statement of the theorem 
corresponds to the (i, j)th entry of (I- Q) -’ R (1 Q i,j< 2s). 
To find each such entry, we solve 
(Z-Q) X= R 
for the 2sn x 4s matrix X. (Our aim is to show that the relevant entries of X are 
rational functions of n and terms of the form A”, where 1 is a root of the polynomial 
in y, det(A - yZ+ y*B).) This amounts to solving 
(I-Q)Xi=R, 
for each Xi, where Xi and Rj are the jth columns of X and R. Consider any j 
(1 < j<2s), and let Xi= [z1z2...z,]’ and Ri= Co, O..*OO]‘, so that the previous 
equation becomes 
’ ‘-AyA-Z: 
Z”- 1 0 
zn 0 I 
Here crl is a 2s x 1 constant vector that depends on the choice of j, and the zi are 
2s x 1 vectors of unknowns. The ith entry of z1 is ~~,~(n), the quantity of interest. 
Expanding the left-hand side of the last equation gives a system of matrix difference 
equations with homogeneous part 
Z -B 
-A Z -B 0 
i ....... 
Zl 01 I
z2 
i 
0 
-A Z -B z3 0 
= 
Azi-,-zi+Bzi+,=O 
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for 2 < i < n - 1, and the boundary conditions 
z,-Bz,=a1 
Following Kramli and Szasz, we solve the system using the method of undeter- 
mined coefficients. The general solution for the homogeneous part depends on the 
eigenvalues (roots) of the characteristic polynomial, det(Z(y)), where 
Z(y)=&yZ+y2B. 
Let A,, A, ,..., 1, denote the non-zero eigenvalues. An eigenvalue 1 is repeated in this 
list as many times as there are linearly independent eigenvectors associated with it. 
(u is an associated eigenvector of I if Z(n) u = 0.) We write mj for the dimension of 
the eigenspace of Aj; it turns out that det(Z(y)) has at most 2s non-zero roots, so 
c;= 1 mj < 2s. The general solution is 
zi = i A.; fJ uj,,cj,k(i), 
j=l k=l 
where the aj,& are as yet undetermined constants, and the cj,Ji) are polynomials of 
degree k - 1 with vector coefficients. That is, cj&(i) is of the form 
a,+ia,+i2a,+ “’ +ik--uk, 
where a,. * . ak are 2s x 1 vectors in the eigenspace associated with S. (See [4, S] for 
information on calculating the cj,,.) 
The boundary conditions determine the aj,k. Let 
H= [ 
(AHu) V2Hl.2) ... (W,,r) 
(A;-‘H2,J (n;~‘H,,,)...(~:-‘H,,,) 1, “=[;I 
By the two boundary conditions, c1 appears as the solution of Ha = o. (It can be 
verified that this system has a unique solution.) On solving for a, each ctj,k appears 
as a rational function of the 2; (1 < i < r) and n. Since 
Z1 = i l j T mj,kcj,k(l ) 
j=l k=l 
all 2s entries of z1 are also rational functions of the J.7 and n. This completes the 
first part of the proof. 
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Thus, p,Jn) = f/g, where f and g are multivariate polynomials in the A; 
(1~ k < r) and n, with complex coefficients. In general the & are complex, so that 
& = pk(cos(8,) + i sin(8,)) for some reals pk > 0 and 0, with 0 d 8, < 27~. Expand 
the terms A;, so that f and g become multivariate polynomials in cos(n@,), 
sin(n@,), p; (16 k < r), and n, with real coefficients. This is possible because pJn) 
is a probability, so 0 <f/g < 1. As a result, f and g are sums of terms of the form 
x(n) n’u”, 
where t is an integer, u is a product of pk terms, and x(n) is a multivariate 
polynomial in the cos(n19,) and the sin(n@,), with real coefficients. Assume the 
terms x(n) n’u” have been collected inSand g so that in each no two terms have the 
same t and u. 
We now carry the proof through under the assumption that, for all k( 1 d k 6 r), 
0,/2x is rational. If some Ok/271 is irrational then things are slightly more com- 
plicated, but can be settled by using a simple argument (given later) belonging to 
the theory of simultaneous Diophantine approximations. Supposing all 0,/27t are 
rational, it is not hard to find a positive integer d and an infinite set S of positive 
integers such that, for all k, 
- 0, d = 0 (mod 2n), and 
- @,n = Ok (mod 27~). 
(S = {id + 1: i > 1 > works.) Now if n belongs to S then, for each term x(n) nfun in f 
and g, 
x(n+d)=x(n)=x(l). 
Henceforth, assume n belongs to S. If as a result f is identically zero then 
pi,j(n + d) = p,,Jn) = 0, so there is nothing to show. Suppose f is not identically 0. 
The dominant term x( 1) n’u” in f (or g) is the one that has the largest value of t, 
among those that have the largest value of U. Let x1( 1) n’%; be the dominant term 
in f and x2( 1) n’*u; the dominant term in g. Then 
+ low order terms 
and 
pi,j(n+d)=X1(l) x~(l) (n + d)“-‘* 
Since f is not identically 0, x1( 1)/x2( 1) > 0, so p,(n + d) > 0 iff pii > 0 for all suf- 
ficiently large n in S. Suppose U, # u2. Since pi,j(n) and pi,j(n + d) are probabilities, 
u2 must be greater than ui, so for n restricted to S, 
lim pi,j(n) + Pi,j(n + 4 < oc) 9 n-cc P” 
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where p satisfies ul/uz < p < 1. On the other hand, suppose u, = u2. Since pi,j(n) and 
~,,~(n + d) are probabilities, t, must be greater than or equal to t,, so that for n in S, 
Pijtn + 4 
Pi,j(n) 
11 - f2 
+ low order terms, 
which leads to 
l -Pi,j(n + 4 
Pi,jtn) < ” 
for all sufficiently large n in S. Thus, the Theorem holds if all 0,/27c are rational. 
We now outline how to adapt the argument to work when some 0,/27t is 
irrational. The main idea is 0,/2n can be closely approximated by each member of 
an infinite sequence of rational numbers ~,~/b~, j= 1, 2, 3,..., implying 
bilk z 0 (mod 27~). 
Hence, taking n = b, $1, n@, = (b, + 1) Ok NN Ok. The key steps are as follows: 
1. A variation of the argument that took us from the identities x(n) = x(n + d) 
to the final result works under the following weaker condition: For every 6 > 0, 
there is a d > 0 and an infinite set S such that, for each term x in f and g, either 
x(n) = x(n + d) for all n in S or x(n) > 0 and 11 - x(n + d)/x(n)l < 6 for all n in S. 
2. By the definition of x, condition 1 holds if, for every q > 0, there is a d > 0 
and an infinite set S such that, for all k (1 6 k d Y): 
(a) If Ok/271 is rational then Ok d= 0 (mod 2~) and O,n = Ok (mod 271) for 
all n in S. 
(b) Suppose 0,/2n is irrational. Then the absolute value of the difference 
between 0, d (mod 2~) and 0 (regarded as angles) is at most r]. Similarly, for all n 
in S, the absolute value of the difference between O,(n - 1) (mod 2n) and 0 (regar- 
ded as angles) is at most q. 
3. Condition 2b is the interesting one. By a straightforward counting 
argument (cf. [ 3, p. 71 I), there is a positive integer d < (274~)’ + 1 satisfying con- 
dition 2b. We obtain one member n of S satisfying condition 2b by setting n = d + 1. 
Iterating this argument gives an infinite set S of such integers n. A nearly identical 
method gives a single d and infinite set S satisfying both conditions 2a and 2b. 1 
Remark. Consider k independent correlated random walks, which may have dif- 
ferent controlling Markov chains, where k > 0 is arbitrary. Of course Theorem 2 
holds for each walk. It is not hard to adapt the analysis to show that Theorem 2 
holds for each, using the same d, p, and S. 
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5. MAIN RESULT 
We will need a technical lemma about small perturbations of Markov chains. 
LEMMA 1. Let T(l)= (ti,Jl)) and T(2)= (ti,j(2)) be the transition matrices of 
two s x s state Markov chains with respective steady state matrices T*( 1) = (tt( 1)) 
and T*(2) = (tTj(2)). Suppose T(1) and T(2) are zero at the same set of entries, and 
are related at all non-zero entries by 
I I 1 _ tii(2) <E t,,io ’ 
where E is a constant with 0 < E < 4. Then T*(l) and T*(2) are zero at the same set of 
entries, and are related at all non-zero entries by 
1 1 
1 _ ttj(2) 
tZ(1) <CE5 
where c > 0 depends only on the set of zero entries of T( 1) and T(2). 
ProoJ Let T= (ti,j) be the transition matrix of an s state Markov chain, and let 
T* = (t:) be the associated steady state matrix. It can be verified that, for all i, j 
(1~ i, j 6 s), t?;. =flg, where both f and g are sums of terms of the form n ti,,, 
where the product is over some subset of the non-zero entries of T. In particular, 
this follows immediately from the Murkov chain tree theorem [lo]. A simple 
calculation based on these facts and the assumption that 11 - ti,j(2)/ti,j(l)I <E 
shows that there is an integer k > 0 such that 
t*.(l) (l -&jk (1 +s)k 
lxJ ----i;<t:(2)<t?j(1) (1 +k’ (1 + E) 
which after expanding and rearranging yields the result. 1 
Consider a 2pfa operating on a”bm. To prove the main result we need to 
understand, given two states u and v of the 2pfa, the probability that the machine 
exits the block of a’s in state v given that it enters the block in state U. We will 
exploit the fact that this exit probability is a boundary hitting probability in an 
associated correlated gambler’s ruin model. 
To see this recall that the transition diagram of a 2pfa is a directed graph, in 
which each vertex (corresponding to a state of the 2pfa) is labeled with a direction 
(left or right), and each edge (corresponding to a possible transition) is labeled with 
an input symbol (a or b) and an outcome of the bit generator (0 or 1). Suppose 
that the head is scanning within the block of a’s. Then the relevant part of the 
transition diagram is the subgraph with edges labeled with input symbol b deleted. 
By the assumption that the bit generator is equally likely to produce 0 as 1, this 
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graph corresponds to the Markov chain W where the graph’s vertices are the 
chain’s states and a transition from one state of the chain to another has 
probability 
- 1 if between the corresponding vertices in the graph there is an edge with 
label 0 and another with label 1, 
- 4 if between the corresponding vertices in the graph there is an edge with 
label 0 or one with label 1, but not both, and 
- 0 otherwise. 
While scanning within the block of a’s, the read head performs a correlated random 
walk with controlling Markov chain W. We treat the read head as the particle, # 
and b as boundary positions, and the a’s as intermediate positions. For example, if 
the block of a’s is entered from the left input delimiter #, then we treat # and the 
leftmost b as absorbing positions 0 and n + 1, and the n a’s as positions 1 through n. 
Naturally, we treat the left and right states of W as the ones corresponding to ver- 
tices in the transition diagram labeled as such. 
We now prove the main result. 
THEOREM 3. No 2pfa that runs in exp(o(n)) expected time on all inputs of length 
n recognizes Iamb”‘: m 3 1 } with error tolerance less than f. 
Proof: Suppose a 2pfa M recognizes {urnbY m 2 1 } with error tolerance E < t 
and halts in exp(o(n)) expected time. Using Theorem 2, we will produce a positive 
integer d and an infinite set S of positive integers such that for all sufficiently large n 
in S: 
lProb(M accepts a’b”) - Prob(M accepts anbn+d)l -CC. 
But Prob(M accepts a”b”) should be greater than 3 + E and Prob(M accepts 
a”b” + ‘) should be less than $- E, which contradicts Eq. (1). 
Assume the input is anbm for some n and m, and is presented on the input tape 
between # symbols. Initially M scans the left # with the head to move right. Let q 
denote the number of states of IV, and number the states so that state 1 is the start 
state, state q - 1 the rejecting state, and state q the accepting state. Without loss of 
generality, assume M operates under the following restrictions: 
- On scanning a # symbol in any state u, M has exactly one choice of next 
state, which of course may depend on u. 
- M enters the accepting or rejecting state only at some step that causes the 
read head to move from b to #. 
In the course of the computation, M determines a crossing sequence sI, s2, sg,... 
as follows: Define a crossing move to be one in which the read head of M moves 
either from (1) a to #, (2) a to b, (3) b to a, or (4) b to #. Let si= (v, k) where u is 
the state M assumes at the ith crossing move, and k indicates the type of 
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crossing--k = 1, 2, 3, or 4 in accordance with which of the 4 types of crossings just 
listed occurs. Let si = (1, l), which is consistent with our conventions about the 
initial configuration of M. If M rejects or accepts the input at the rth crossing 
move, then S, = (q - 1,4) or S, = (q, 4). To model halting in these cases, let si = S, if 
iar. By assumption, E(r)dexp(o(n)). For our purposes, the most important 
property of the crossing sequence is that si+, always depends only on si. 
We may view the computation between crossing moves as a correlated random 
walk, which begins at position 1 and is absorbed on hitting boundary positions 0 or 
r, where t depends on the crossing move that initiated the walk. As described above, 
two types of walks arise: ones within the block of a’s, in which case t = n + 1, and 
ones within the block of b’s, in which case t = m + 1. In both cases, the controlling 
chain for the walk is determined by the transition diagram for M. The assumption 
that M has just one choice of next state on hitting # ensures that the final state of 
the controlling chain for the ith walk determines the initial state of the controlling 
chain for the (i + 1)st walk. 
As a result, for all states a0 and ai (1 < uO, vi d q) of h4, and all types of crossings 
k, and k, (1 dk,, k, <4), 
is a boundary hitting probability in the walk specified by k, and uO. For example, 
consider the case in which the ith crossing is from b to a, meaning k. = 3, at which 
point M assumes state uO. The read head then performs a correlated random walk 
within the block of a’s. If the head reaches b before reaching # then si+ i = (vi, 2) 
where ui is the state M assumes on crossing from u to b. Now, the (i+ 1)st random 
walk happens within the block of b’s, with the controlling chain initially in state v,. 
Otherwise, the head reaches # first, in some state vi, and then shifts right deter- 
ministically to hit a in some state U, so si+ i = (v,, 1). Now, the (i+ 1)st random 
walk happens withing the block of u’s, with the controlling chain initially in state U. 
In formal terms, the crossing sequence is a Markov chain whose transition matrix 
T= (ti,j) may be presented as 
T= 0 0 Tz.3 TV 
0 0 T4,3 TV 
where T,,, is a q x q matrix whose (i, j)th entry is Prob(s,+ i = (i, v)) sk = (i, u)). It 
follows from our assumptions about the way A4 halts that t,,- 1,4y- i and t,,,,, are 
1. (The l’s model the halting of the machine after rejecting or accepting.) The 
steady state matrix T* = (tt) exists, and tf&-, and tf& are the respective 
probabilities of rejecting and accepting the input. We write T and T* as T(n, m) 
and T*(n, m) to capture their dependence on the input u”b”‘. 
We are now in position to compare the behavior of M on input u”bm in the two 
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cases: m = n and m = n + d. In both cases, the stochastic behavior of M within the 
block of a’s is of course identical. Specifically, the submatrices of T associated with 
walks that begin within the block of a’s, Ti,i, Ti,*, T3,1, and T3,*, are the same in 
the two cases. However, within the block of b’s, M may behave differently, so that 
T Tza> Tq> and Th4 may differ. Focus for the moment on an arbitrary entry 
ti,:ti, mj of T belonging to one of these last four submatrices. We know tij(n, m) 
can be regarded as a boundary hitting probability in a correlated random walk, 
which starts at position 1 and stops on hitting 0 or m + 1. Thus, by Theorem 2, for 
every 9 > 0, there exists a positive integer d, a positive real number p < 1, and an 
infinite set S of positive integers such that 
1. Either ti,j(k, k) = 0 and ti,j(k, k + d) = 0 for all k 
ri,j(k, k + d) > 0 for all k in S. 
2. For k restricted to S, if ti,j(k, k) > 0 then either 
lim ti,j(k, k) + ti,j(k, k + 4 < og 
k-m Pk 
or 
in S or t,(k, k) > 0 and 
1 _ ti,j(k k + 4 
ti,j(k, k) < ” 
As we remarked at the end of Section 4, these conditions can be simultaneously 
satisfied for the entries of T2,3, T2,4, T4,3, T+,, using the same d, p, and S. The con- 
ditions hold trivially for the entries of T,,,, T,,,, T,,,, T3,2, and therefore for all 
entries of T. 
Henceforth assume n is in S. In the newly minted terms, Eq. (1) becomes 
I C,,,h n) - $& n + 41 < 6. 
Let X denote the set of tuples (i, j) where T is exponentially small: 
(2) 
lim ti,j(k, k) + ti,j(k, k + d) < og 
3 
k+m Pk 
for (i, j) in X and k restricted to S. On input a”b” or a”b” + “, the crossing sequence 
includes one or more crossing move indexed by X with probability at most 
,;, (1 - (1 - O(p”))‘) Prob(r = 1) < c O(p”) t Prob(r = t) 
t>1 
= O(f) E(T). (3) 
Prune T by changing ti,j(n, n) and ti,j(n, n + d) to 0, for each (i, j) in X. By 
inequality (3), the pruning changes the probability of accepting by at most 
Ob”) W) d O(P”) exp(44), 
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which goes to 0 as n goes to co. Thus, if Eq. (2) holds for the pruned matrices and 
all n in S, then it holds for the originals and all sufficiently large n in S. After 
pruning, for each non-zero entry (i, j) of T, 
1 - I,:cy;; ;p) < q, 
I,, 7 
so that by Lemma 1, for each non-zero entry (i, j) of T*, 
for some constant c > 0 that depends only on the pattern of O’s in T. Therefore, 
To complete the proof, choose q sufficiently small so that the right-hand side is less 
than E. 1 
Notice that we have proved that the machine M fails on an infinity of inputs, not 
just on one. 
If we assume M operates obliviously, then we can simplify the proof, using 
Theorem 1 in place of Theorem 2, and can strengthen Eq. (1) to 
Prob(M accepts anb”) - Prob(M accepts anb”+d) = O(f), 
for some p with 0 < p < 1. With these modifications, the proof can be further adap- 
ted to show that no oblivious 2pfa can approximately recognize {Pb? m > 1 } in 
exp(o(n)) expected time, in the sense described in Section 4. 
Last, we note that the proofs hardly use the assumption that the machine uses 
just fair coin tosses to make random branches. It is straightforward to adapt the 
proof of Theorem 3 for a more general model with richer branching possibilities, 
obtained by labeling the edges of the transition diagram for the machine with 
arbitrary probabilities. Similarly, it is straightforward to extend Theorem 2 to apply 
to all regular sets, not just those over (0, 1). 
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