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In this dissertation, three research directions were explored to alleviate two major issues, 
i.e., the use of incorrect models and training/test condition mismatches, in the modeling 
frameworks of modern spoken keyword search (KWS) systems. Each of the three 
research directions, which include (i) data-efficient training processes, (ii) system 
optimization objectives, and (iii) data augmentation, utilizes different types and amounts 
of training resources in different ways to ameliorate the two issues of acoustic and 
language modeling in modern KWS systems. To be more specific, resource-dependent 
keyword modeling, keyword-boosted sMBR (state-level minimum Bayes risk) training, 
and multilingual acoustic modeling are proposed and investigated for acoustic modeling 
in this research. For language modeling, keyword-aware language modeling, 
discriminative keyword-aware language modeling, and web text augmented language 
modeling are presented and discussed.  
The dissertation provides a comprehensive collection of solutions and strategies to the 
acoustic and language modeling problems in KWS. It also offers insights into the 
realization of good-performance KWS systems. Experimental results show that the data-
efficient training process and data augmentation are the two directions providing the most 
prominent performance improvement for KWS systems. While modifying system 
optimization objectives provides smaller yet consistent performance enhancement in 
KWS systems with different configurations. The effects of the proposed acoustic and 
language modeling approaches in the three directions are also shown to be additive and 
can be combined to further improve the overall KWS system performance. 
 
1 
CHAPTER 1     INTRODUCTION 
1.1 Introduction 
Spoken keyword search (KWS) is a task to detect a set of keywords in continuous speech. 
It could be considered as an application of automatic speech recognition (ASR) focusing 
only on the recognition of the keywords
1
. Modern ASR-based KWS and ASR 
technologies are developed based on the information theoretic view of human speech 
generation, acquisition, transmission, and perception of speech. Figure 1  shows a 
conceptual model of speech generation [1]. The speech generation process starts from a 
message source, where a message M consisting of a set of semantic units and concepts is 
generated. The message M is realized as a sequence of words W through a linguistic 
channel. Sometimes different word sequences will convey the same message. A 
following articulatory channel converts the discrete word sequence into a continuous 
speech signal S. Speaker effect, which accounts for a major part of the speech variability 
including accent, dialect, speaker rate, etc., is added at this stage. Additional speech 
distortion is introduced when the signal passes through the transmission channel (which 
includes speaking environment, interfering noise, transducers and transmitters used to 
capture and convey the speech signals) before it reaches the receiver as an observed 
signal O. 
For speech recognition, we are interested in recovering and "recognizing" the word 
sequence W from the given signal O. For spoken keyword search, which is the focus of 
this dissertation, the goal is similar to speech recognition. However, instead of 
recognizing the whole word sequence W, we are only interested in recognizing and 
detecting partial word sequences, namely keywords, from the given signal O.  




 Note that this perspective of the KWS problem is from ASR-based KWS, which is one of the popular 
KWS frameworks today. This dissertation adopts the viewpoint of ASR-based KWS for the KWS problem. 
However, readers should be aware of the fact that there are still other perspectives, which come with 
different strategies, e.g., detection-based approaches and query-by-example, for the KWS problem. 
2 
 
Figure 1. Information theoretic view of human speech generation 
1.1.1 Problem formulations of ASR and KWS 
The variability introduced in the channels of the speech generation process makes the 
statistical inference a natural choice for formulating and solving the ASR and ASR-based 
KWS problems. Since the both problems share a similar formulation, we will start with 
the formulation of ASR problem and explain the KWS formulation later. In general, 
given an observed speech signal O, the ASR problem can be solved by maximum a 
posteriori (MAP) decoding: 
 OWPW
W
|maxarg*  ,  
where W
*
 is the recognized sentence. Note that the ideal posterior probability distribution 
of P(W|O) here is expected to have the following property: 
Suppose WO is the true word sequence of the observed speech signal O, and  
L(W, WO) is a loss function
2
 evaluating the loss of a hypothesized word sequence W 
w.r.t WO; for hypothesized word sequences W1 and W2,  
if  L(W1, WO) ≤ L(W2, WO)  then  P(W1|O) ≥ P(W2|O). 








 For example, zero-one lose function. 
3
 However, in reality, it is very difficult for us to acquire the ideal posterior probability distribution of 
P(W|O) in the test condition. In most of the situations, we can only approximate the distribution using some 
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With Bayes' rule, the equation of MAP decoding can be written as 
   
   
















 , (1) 
which forms a well-known plug-in MAP decoding
4
. In Eq. (1), the posterior probability 
P(W|O) is decomposed into two components, p(O|W) and P(W), known as an acoustic 
model and a language model, respectively. The former is the probability of the input 
signal O given the hypothesized word sequence W, and the latter is the language 
probability of W. Further, it is assumed that the distributions of p(O|W) and P(W) are 
parametric probability distributions, i.e., pΛ(O|W) and PΓ(W), respectively. The 
parameters Λ and Γ can be estimated from some training data. It is expected that the 
training data estimated distributions, pΛ*(O|W) and PΓ*(W), can be used to represent the 
true/ideal distributions of p(O|W) and P(W) in the test condition. 
ASR-based KWS shares the same decoding process and the modeling framework in 
ASR. For a keyword q, Eq. (1) is used for the generation of hypothesized positions of the 
keyword q in the speech signal O. However, to determine if the keyword q exist in the 
input speech, a posterior probability of the keyword q given O, P(q|O), is needed. The 
posterior probability, P(q|O), is then used with a preset threshold for the final decision 
making. Similar to plug-in MAP decoding, the posterior probability can be estimated 
using acoustic and language models: 
   
   
























 "plug-in" refers to the use of distributions estimated from training data in place of the real test data 
distributions in the decoding process. Most of the ASR systems today adopt this approach without 
specifically mentioning it. 
4 
In state-of-the-art ASR and KWS systems, the most successful acoustic modeling 
approach is to use a set of hidden Markov models (HMMs) as the acoustic models of 
subword or whole-word units [2]. Acoustic models including conventional Gaussian 
mixture model (GMM) based HMMs [3] and deep neural network (DNN) based HMMs 
[4] are popular in ASR and KWS systems today. For language modeling, the statistical n-
gram models for words and/or word-classes have been proved effective and are widely 
used in the past decades [5]. Parameters of the above-mentioned models can be estimated 
using the maximum likelihood (ML) estimation.  
1.1.2 The two modeling problems in the plug-in MAP framework 
Note that in Eq. (1), there are two important assumptions made by the plug-in MAP 
decoding. The first assumption is that the distributions of p(O|W) and P(W) (and thus 
P(W|O), implicitly) can be represented by parametric probability distributions pΛ(O|W) 
and PΓ(W). It is clear that the ML trained HMM-based AMs and n-gram LMs in 
ASR/KWS systems today do not satisfy the assumption. The distributions of these 
models do not correlate highly with the loss functions of ASR/KWS in test conditions
5
. 
The second assumption is that the probability distributions of p(O|W) and P(W) on 
test data can be approximated by the parametric probability distributions pΛ*(O|W) and 
PΓ*(W) estimated from training data. From the theoretic point of view, the estimated 
pΛ*(O|W) and PΓ*(W) would asymptotically approach the true distribution in the test 
condition when: 
1) the training data is in the same domain of test data and is representative enough 
with respective to the true distribution of test data, and  
2) there is sufficient amount of training data available. 
Unfortunately, training data collection is one of the most time-consuming and expensive 
efforts in the system-building process. In many cases, there would be only a limited 
amount of training data available for parameter estimation for an ASR or a KWS task in a 




 See Appendix A for more details. 
5 
specific domain. For ASR and KWS systems, it is therefore inevitable to have 
mismatches between training and test conditions and failed to satisfy this assumption 
made in the plug-in MAP decoding framework. 
The fact that modern KWS and ASR systems barely satisfy the two assumptions in 
the plug-in MAP framework raises two modeling problems in KWS and ASR: i) the 
incorrect model problem, and ii) the mismatch between training and test conditions 
problem. These two problems are the two major causes of the performance degradation in 
modern ASR-based KWS and ASR systems, which makes the alleviation of these two 
problems become an important research area for acoustic and language modeling in ASR 
and ASR-based KWS. 
1.1.3 Alleviation of the plug-in MAP modeling problems in ASR  
In ASR, the incorrect model problem could be alleviated by adopting discriminative 
training objectives, which correlate with loss functions in ASR (i.e., word or sentence 
error rates) better than maximum likelihood, for parameter estimation. For acoustic 
modeling, many training objectives have been proposed for the purpose, e.g., MCE 
(Minimum Classification Error [6]), MMI (Maximum Mutual Information [7, 8]), bMMI 
(boosted Maximum Mutual Information [9]), MPE (Minimum Phone Error [8, 10]), 
MWE (Minimum Word Error [8]), sMBR (state-level Minimum Bayes Risk [11]). There 
are also various discriminative language modeling (DLM) [12-16] approaches proposed 
for ASR tasks. 
For the mismatch between training and test conditions, two major directions: i) avoid 
model over-fitting, and ii) collect information about possible distributions in test 
condition, are adopted for tackling the problem.  
When the amount of in-domain training data is too small to represent the test 
distributions p(O|W) and P(W) and/or the number of parameters in the parametric 
distributions pΛ(O|W) and PΓ(W) is too large with respect to the amount of training data, 
the ML estimated distributions pΛ*(O|W) and PΓ*(W) would tend to over-fit the training 
data and deviate from the true distribution of the test data. In this situation, the mismatch 
between the ML estimated and the true distributions could severely degrade the 
performance of plug-in MAP decoding. Parameter sharing, which reduces the number of 
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parameters in the parametric distributions pΛ(O|W) and PΓ(W), is a common approach in 
ASR to attenuate the over-fitting. For acoustic modeling, this can be accomplished by the 
use acoustic models of subword units (e.g., syllable, phone) instead of whole-word units 
to reduce the number parameters needed to be estimated in the system [2]. Tying HMM 
states using decision tree clustering is another popular and effective technique to reduce 
the number of parameters in acoustic models [17]. For language modeling, smoothing 
techniques, such as backoff smoothing, are prevalent methods for reducing the number of 
LM parameters in ASR [5].  
Data augmentation is another strategy for dealing with the mismatch problem in ASR. 
The strategy works by utilizing training data not directly in the test domain, i.e., out-of-
domain data, to assist the estimations of parameters Λ and Γ. The out-of-domain data 
include artificially generated training data (e.g., machine transcribed speech data in semi-
supervised training [18]) and training data from other tasks (e.g., speech corpora of 
foreign languages [19], text data retrieved from the Internet [20, 21]).  When out-of-
domain data is available, domain-independent models can be first estimated using both 
the in-domain and out-of-domain data. The domain-independent models are then adapted 
with the limited in-domain data for better estimation of the distributions pΛ(O|W) and 
PΓ(W) in the target task domain.  
1.1.4 Alleviation of the plug-in MAP modeling problems in KWS  
Since ASR-based KWS shares most of the problem formulations with ASR, the solutions 
in ASR systems mentioned in section 1.1.3 can be directly applied to KWS systems. 
However, in KWS systems, we know that: 
1. for a keyword q, KWS requires P(q|O) to determine the existence of the keyword;  
2. sometimes, information of target keywords is available at the model training stage; 
3. the number of target keywords is usually much smaller than the vocabulary size. 
The first property of KWS provides an additional way for us to tackle the modeling 
problems in KWS. The second one shows that, in addition to the in-domain and the out-
of-domain training data, keyword information might be an important resource that can be 
utilized in the modeling process. The limited number of target keywords also makes 
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keyword-specific model optimization practical. These facts make KWS become a speech 
problem with even more resources than ASR to tackle the two modeling problems. 
For the alleviation of the incorrect model problem, when keyword information is 
available, KWS-performance-related objective functions can be used for model training. 
Chapter 5 will show that KWS systems with KWS-oriented-objectives trained AMs 
consistently outperform KWS systems with ML and ASR-oriented-objectives trained 
AMs. Further, for a keyword q, the incorrect model problem can also be reduced by 
directly modeling the posterior probability, P(q|O), without the use of Eq. (2). Chapter 3 
will show that KWS performance could be significantly improved by using the keyword-
specific DNN models for the estimation of P(q|O). 
For dealing with the mismatch between training and test conditions, it is apparent that 
KWS has much more choices of strategies. When keyword information is available, a 
"share & split" training process proposed in Chapter 3 can be used to reduce the 
mismatch between keyword models and their real pronunciations in the test condition. 
For language modeling, keyword information is an important knowledge to diminish the 
domain mismatch between the training data and the test keywords. Chapter 4 will show 
that keyword information is very helpful for n-gram language modeling in KWS systems, 
especially for the estimation of unseen keyword prior probabilities. When keyword 
information is not available, data augmentation can still be used for alleviating the 
training/test condition mismatch. Chapter 6 will show that KWS systems also benefit 
from the utilization of out-of-domain data. More importantly, the effects of data 
augmentation and the keyword-aware approaches are additive and can be combined to 
further enhance the system performance if both resources are available to a KWS system. 
In summary, depending on the availability of keyword information, in-domain and 
out-of-domain training data, KWS systems can utilize different techniques mentioned 
above to tackle the two modeling problems in the plug-in MAP framework for system 
AM and LM estimations. This motivates the study of resource-dependent acoustic and 
language modeling in KWS in this dissertation. Three research directions for the 
enhancement of acoustic and language modeling in KWS systems are therefore emerged: 
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Data-Efficient Training Processes – study more efficient and effective ways to use 
keyword information and limited in-domain data for model-parameter 
estimations. For acoustic models (AM), data-efficient keyword modeling is 
proposed and realized by a "share & split" training process. For language 
models (LM), keyword-aware language modeling, which utilizes information of 
keywords to assist the modeling process, is proposed to enhance LMs in KWS 
tasks. 
System Optimization Objectives – improve performance of KWS systems by replacing 
conventional maximum likelihood (ML), cross-entropy (CE), and ASR-
performance related objectives in ASR systems with KWS-performance-related 
objective functions for system model training. 
Data Augmentation – adopt the data augmentation approaches in ASR, which utilize 
foreign or out-of-domain data to overcome the mismatch between training and 
test conditions, for KWS tasks. Research topics, including multilingual acoustic 
modeling and web text assisted language modeling, are studied. 
Table 1 shows the research map of this dissertation.  
 
Table 1. Three research directions and six topics explored in the dissertation. 
 































The dissertation provides a comprehensive collection of solutions to the acoustic and 
language modeling enhancement in ASR-based KWS. It also offers insights into the 
realization of good-performance KWS systems and therefore can be a guide for KWS 
designers to develop training recipes for KWS systems with different available training 
resources. Experimental results show that the proposed research is promising and 
significantly enhance the KWS performance. 
1.2 Dissertation Organization 
An overview of the organization of the dissertation is given below:  
Chapter 2 – Literature Survey reviews the spoken keyword search system frameworks 
and recent KWS research. Development and test databases used in this dissertation 
and common KWS performance evaluation measures are also explained.  
Chapter 3  Resource-Dependent Keyword Modeling proposes a "share & split" 
acoustic modeling procedure for GMM-HMM (Gaussian Mixture Model – Hidden 
Markov Model) based keyword models. By breaking the state tying and subword 
level sharing in conventional GMM-HMM acoustic models used by KWS systems, 
the new training procedure allows the keyword models to be optimized toward their 
own pronunciations. The optimization level of each keyword model depends on the 
amount of the training samples of the keyword. Therefore, the proposed approach 
provides an effective way utilizing the system training data to achieve the best 
system performance for each keyword. For keywords with plenty of training 
samples, NN (neural network) based keyword verifiers are also proposed for further 
KWS accuracy enhancement. 
Chapter 4 – Keyword-Aware Language Modeling proposes a language modeling 
framework for LVCSR (Large Vocabulary Continuous Speech Recognition)-based 
KWS systems. A "keyword prior underestimation" problem for multi-word 
keywords caused by incorrect assumptions made in conventional n-gram LMs is 
discovered and thoroughly studied. The problem leads an LVCSR-based KWS 
system to high missed detection rate for multi-word keywords. To alleviate the 
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problem, a set of modeling approaches exploiting the keyword information is 
proposed. Experimental results show the prior underestimation for multi-word 
keywords is a problem across languages for n-gram LMs. By alleviating the 
problem, the proposed framework significantly improve the performance of 
LVCSR-based KWS. 
Chapter 5 – System Optimization Objectives investigates acoustic and language model 
enhancement for KWS by using better training objectives. For acoustic modeling, 
Keyword-boosted sMBR training (section 5.2) is proposed for deep neural network 
(DNN) AMs in LVCSR-based KWS systems. By modifying the conventional 
sMBR training objective function to emphasize the keyword recognition errors, 
significant KWS performance improvement is observed. For language modeling, 
discriminative keyword-aware language modeling (section 5.3) is proposed. The 
chapter studies the effect of using discriminative language modeling (DLM) 
technique, which is commonly used in ASR tasks, in the keyword-aware language 
modeling framework. Difficulties and challenges for applying the DLM approaches 
to KWS tasks are also discussed. 
Chapter 6 – Data augmentation studies the two most common and effective techniques 
utilizing out-of-domain data for acoustic and language modeling in ASR and KWS 
research. The combination of the data augmentation techniques with the 
enhancement approaches proposed in this dissertation is also studied. For acoustic 
modeling, a refined recipe for multilingual DNN acoustic modeling [19] is 
proposed in section 6.2. For language modeling, web text augmented language 
modeling is explored in section 6.3. Data filtering and selection for out-of-domain 
data are also studied. 
Chapter 7 – Conclusion presents the summary and conclusions of the work. A 
discussion of future research directions is also given in the chapter. 
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1.3 Dissertation Contributions 
The dissertation has generated a number of novel contributions to the field of KWS. 
These are: 
1. A comprehensive blueprint of the enhancement of acoustic and language models 
in ASR-based KWS systems: three enhancement directions and their combination 
have been investigated. It can be a guide for future designers to build high 
performance system acoustic and language models in KWS systems. 
2. A thorough investigation of the "keyword prior underestimation" problem for n-
gram LMs in LVCSR-based KWS systems: the dissertation shows that the 
underestimation problem severely degrades detection performance of LVCSR-
based KWS systems for multi-word keywords. It also identifies the causes of the 
problem and provides methods to avoid the problem. 
3. The development of a novel "share & split" procedure for keyword acoustic 
modeling: the new training procedure allows keyword AMs to be optimized 
toward their own pronunciation according to the amount of their training data. 
4. The development of the novel keyword-boosted sMBR acoustic modeling process 
and the study of discriminative keyword-aware language modeling for KWS 
systems: the new discriminative acoustic modeling process provides significant 
performance improvement for KWS tasks. The issues of applying discriminative 
language modeling to KWS systems are also discovered. 
5. A novel multilingual acoustic modeling recipe for DNN AMs: detailed studies of 
combining the proposed keyword-aware language modeling approaches with 
popular used data augmentation modeling methods are provided.  
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2 CHAPTER 2     LITERATURE SURVEY 
2.1 A Review of Spoken Keyword Search Techniques 
Spoken keyword search (KWS) is a task to detect a set of keywords in continuous speech. 
It could be considered as an application of automatic speech recognition (ASR) focusing 
only on the recognition of the keywords
6
. The technology has been widely used in 
various applications such as  spoken term detection [22-25], spoken document indexing 
and retrieval [26], speech surveillance [27], spoken message understanding [28, 29], and 
dialog systems [30].  As mentioned in section 1.1, the ASR-based KWS shares a similar 
formulation with ASR: 
Given a speech utterance O and a text-based query q, an ASR-based KWS system 
detects the query, q, in the utterance, O, by acquiring the best term (e.g., word, or 
keyword/filler) sequence, W
*
, representing the utterance. When maximum a posteriori 




|Pmaxarg*  . (3) 
If q exists in W
*
, the KWS system reports the occurrence of the query with its location in 
the utterance, O, and a confidence score for the decision. Usually the confidence score is 
the posterior probability of q given O, which can be derived from Eq. (2), or the score 
derived from hypothesis testing. 
Note with Bayes' rule, Eq. (3) can be written as 
   WPWOpW
W
|maxarg*  , (4) 




 Note that this perspective of the KWS problem is from ASR-based KWS, which is one of the popular 
KWS frameworks today. This dissertation adopts the viewpoint of ASR-based KWS for the KWS problem. 
However, readers should be aware of the fact that there are still other perspectives, which come with 
different strategies, e.g., detection-based approaches and query-by-example, for the KWS tasks.  
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where p(O|W) is the probability of utterance, O, given the hypothesized term sequence, W, 
and P(W) is the prior probability of the sequence. Usually, the probability of p(O|W) can 
be computed with acoustic models (AM) [2, 4] (Figure 2 (b)), and P(W) is modeled by 
system language models (LM) [31, 32] (Figure 2 (c)). The term sequence W
*
 in Eq. (4) 
can then be searched with Viterbi algorithm. To alleviate the computational burden 
caused by the large search space, beam search techniques [33, 34] are often used for the 
search of W
*
. Therefore, if a spoken keyword of q is in the utterance O, it is important for 
the KWS system to preserve the term sequence of q inside the search beam width during 
decoding. Otherwise, the system would have no chance to detect the keyword. 
Note that the "terms" in KWS are not necessary "words" as in ASR. Depending on 
the type of a KWS system, the terms can be defined in different ways. Considering the 
decoding grammars used by KWS systems, two popular ASR-based KWS frameworks 
today are
7
: (i) classic keyword-filler based [33, 35], and (ii) large vocabulary continuous 
speech recognition (LVCSR) based KWS [22-25] systems.  
 
Figure 2. The modern KWS framework.  
 




 These are the two of the popular groups of ASR-based KWS systems today (categorized with the 
decoding grammars used by the systems). However, Chapter 4 will show another framework that bridges 
these two KWS frameworks. Further, readers should be aware of the fact that this is not the only way to 
categorize KWS systems. Some researchers use different categorization and consider KWS systems with 
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2.1.1 Keyword-filler based KWS 
In a classic keyword-filler based KWS system, the terms are defined as a set of keywords 
and fillers (representing all non-keywords) [33, 35]. The system performs keyword 
search by decoding input speech into sequences of keywords and fillers with time 
boundary information. To do so, for each keyword in the system a corresponding 
keyword AM is built for modeling its acoustic properties, while all non-keywords share 
the filler acoustic models. For language modeling, a simple keyword-filler loop grammar
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(Figure 3(a)) is used. Because of its simplicity, a keyword-filler based KWS system with 
reasonable performance requires only a small amount of training data. But the system can 
only be used for detecting the predefined keywords.   
Note that despite the high detection rate, keyword-filler based KWS systems 
sometimes generate lots of false alarms due to inaccurate estimations of P(q|O) for 
decision making, which could be caused by the over simplified language model for P(W) 
in Eq. (4). Therefore a second rescoring/verification stage [28, 34, 36-41] is often 
adopted in keyword-filler based KWS to remove those unwanted false alarms (Figure 2 
(d)). The process rescores candidates in the putative list with additional features and 
models, which allow the systems to estimate P(q|O) more accurately and/or do hypothesis 
testing so that the system can better determine whether the segments are real query 
segments. The new scores can be log-likelihood ratios between keyword and background 
models of the segments [34, 36, 37] or values estimated by complex models such as 
support vector machine (SVM) [41], multi-layer perceptron (MLP) [39, 40], or deep-
neural networks (DNN)[40]. 




 In this study, a grammar is defined as a search graph or network whose paths from the initial to final 
nodes represent valid word sequences in a system with corresponding scores, and the graph/network is 
easily realized by weighted finite-state automata (WFSA). 
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Figure 3. Illustrations of grammars (or language models) in (a) keyword-filler based KWS and (b) 
LVCSR-based KWS 
2.1.2 LVCSR-based KWS 
LVCSR-based KWS deals with the keyword search problem from another aspect. Instead 
of assuming the input speech as a sequence of keywords and non-keywords (fillers), 
LVCSR-based KWS systems convert input speech into text documents using ASR 
techniques with n-gram language model [5] based grammar (Figure 3 (b)) first and then 
perform keyword search on the automatically transcribed documents [22-24]. These text 
documents can be in different formats, such as N-best sentences or lattices generated by 
the LVCSR systems at word [22-24] or subword (e.g., syllable [42] or phone [22, 25]) 
levels. Once speech inputs are converted into text documents, they can be used for 
searching any keyword, which makes the LVCSR-based KWS systems much more 
flexible on keyword targets than the conventional keyword-filler based KWS systems. In 
an LVCSR-based KWS system, n-gram language models play an important role in 
supporting the system performance. And LVCSR-based KWS systems with well-trained 
LMs have been shown to outperform keyword-filler based KWS systems [43]. However, 
a high-performance language model typically requires a significant amount of text 
training data [31, 44], turning language models into a major performance bottleneck for 
LVCSR-based KWS in applications where only limited training resources are available. 
2.2 A Survey of Recent KWS Research 
The keyword-filler based framework was very popular in the early KWS systems [33, 35] 
as merely a small amount of training data is required to achieve reasonable performance. 
The computational cost of the systems is also relatively small. These characteristics made 
keyword-filler based KWS prevalent in the early days. In the 90s, as more powerful 
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45], implementing an LVCSR system with good performance was no longer impractical. 
Since then, LVCSR-based KWS became the mainstream of KWS research [23, 24, 46, 
47], especially on languages with plenty of training resources (e.g., English). 
The emergence of the LVCSR-based KWS framework makes modern KWS systems 
more similar to ASR systems.  Most of the ASR techniques therefore can be directly 
applied to KWS systems. Three of the most popular research areas in recent KWS studies 
are: i) speech feature representation, ii) rescoring and verification, and iii) acoustic, 
language, and pronunciation modeling. The focus of this dissertation is on the research 
of acoustic and language modeling. However, to provide a complete background of 
recent KWS studies, in the following sections a brief introduction for each research area 
is given. 
2.2.1 Speech feature representation 
Feature extraction is an important research area in recent KWS research. Extracting more 
robust and informative features could reduce mismatches between training and testing 
data and preserve more information in the speech signals for decision making. The 
performance of the KWS systems can therefore be enhanced.  In [48] and [49], it has 
been shown that in addition to conventional MFCC (Mel-frequency cepstral coefficient) 
and PLP (perceptual linear prediction) features, tonal features such as pitch and 
fundamental frequency variation (FFV) can improve KWS performance for both tonal 
and non-tonal languages. Further, machine-learning based features such as bottle-neck 
features (BNF), which are extracted with a deep neural network (DNN) structure, have 
also been shown to provide great performance enhancement to KWS systems [50, 51]. 
The DNN structure for BNF extraction can be further improved by joint-training with 
other resource-rich languages. The multilingual BNFs are shown to significantly 
outperform uni-lingually trained BNFs on KWS tasks [52, 53]. 
2.2.2 Rescoring and verification 
Keyword rescoring and verification (Figure 2 (d)) focuses on improving the estimation of 
P(q|O) and/or employing hypothesis testing to ameliorate the performance of KWS 
systems. Common machine-learning-based rescoring and verification tools are HMM [28, 
34, 36], logistic-regression (LR) [54-59], SVM [55, 56, 59], MLP [59, 60], and DNN [40] 
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classifiers. One research direction in this area focuses on making training objectives of 
the classifiers directly relate to KWS performance measures [58, 59]. The other direction 
focuses on feature selection [54-57, 60, 61], which has been shown to be a key to 
building a successful keyword verifier. Note that the machine-learning based rescoring 
and verification requires yet another model training process. To avoid the additional 
model training, a graph-based re-ranking approach is proposed in [62] to rescore each 
putative hit directly with scores of other candidates which are acoustically close to the 
putative hit. It shows the method achieves similar performance improvement to machine-
learning based verification. 
Another simple, effective, and popular way to improve the estimation of P(q|O) is 
system combination. By fusing detection results of a set of complementary KWS systems, 
the combined KWS performance usually significantly outperforms the individual systems. 
Note that since scores output from different systems are often in different scales or ranges, 
score normalization [63, 64] is important before the combination. Complementary 
systems can be systems with different acoustic features [65], acoustic units [66-68], 
training approaches [68], and decoding objectives [69]. 
2.2.3 Acoustic, language, and pronunciation modeling 
Acoustic, language, and pronunciation modeling is a research area trying to optimize the 
training process of parameters Λ and Γ, so that the training data estimated distributions 
pΛ*(O|W) and PΓ*(W) in Eq. (1) approach the real distributions of p(O|W) and P(W) in the 
test condition, as mentioned in section 1.1. In this section, recent techniques and research 
works that have been shown helpful for KWS performance improvement are reviewed. 
2.2.3.1 Acoustic modeling 
Three of the popular research directions today for acoustic modeling in KWS are: i) 
discriminative training objectives, ii) new acoustic models, and iii) model training with 
data augmentation.  
Discriminative acoustic modeling has been shown a very successful technique in 
ASR tasks. By selecting a training objective function that closely relate to the 
performance metric of the task, the method allows model parameters to be optimized with 
respect to the task performance directly. In ASR, the training objectives usually relate to 
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sentence or word error rates. However, in KWS, instead of the whole sentence, only 
keywords are considered in performance evaluation. In [70], a non-uniform MCE training 
method is therefore proposed for conventional GMM-HMM systems to address this 
objective difference in KWS tasks by putting more weight on the error cost function of 
keyword data. Chapter 5 would also show that similar training objectives can be applied 
to DNN-HMM systems and provide consistent performance improvement over KWS 
systems with conventional training criterions [71]. 
In addition to the discriminative training objectives, some research works focuses on 
the development of new models for the KWS tasks [72, 73]. An interesting work in [73] 
proposed the use of a point process model (PPM) to replace convention hidden Markov 
model (HMM), which is known for its inaccurate timing event modeling in speech. The 
PPM for keyword search is a whole-word parametric modeling framework based on the 
timing of phonetic event rather than the evolution of frame-level phonetic likelihood. 
Though the PPM-based systems alone received worse KWS performance than HMM-
based systems, they provided complementary information to HMM-based KWS systems. 
KWS performance can be significantly improved after combining detection results from 
HMM- and PPM-based KWS systems. 
Among the three directions, data augmentation [74-79] is the most popular direction 
in recent KWS acoustic modeling research. The approach tries to increase the amount of 
training data to alleviate the mismatch between training and test conditions caused by the 
lack of training data, which is mentioned in section 1.1.2. In acoustic data perturbation 
[74-76], acoustic training data are duplicated and transformed with voice conversion 
techniques to simulate additional speech data collected from other speakers. The training 
data size thus increases N times, where N is the number of the simulated speakers. This 
data perturbation method is effective for alleviating the lack of training data. Another 
common approach for increasing the amount of training data is semi-supervised training 
(SST) [75, 77]. The method uses an ASR system to transcribe unlabeled speech data 
automatically and uses the transcribed data, which may contain errors, with original 
training data for acoustic model training. However, though the amount of training data is 
increased in SST, there is no conclusion yet in the community for the effect of SST to 
performance of KWS. Some research results show SST can slightly improve KWS 
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performance [77, 78], but some other results show it can only improve performance of 
ASR and may hurt KWS performance [75, 79].  
2.2.3.2 Language modeling 
It is interesting that despite the importance of LMs in KWS systems, very few research 
focuses on language modeling in KWS. To the author's knowledge, among all the 
hundreds of KWS-related conference publications in the past four years, there are fewer 
than ten working on language modeling problem in KWS. In reference [21], web text 
data are used as additional training resources for language modeling. The augmentation 
has been shown to be effective in improving KWS performance. There has also to be 
some research that attempts to apply discriminative models such as DNNs for language 
modeling [80-82]. In [82], a neural-network LM with a training objective emphasizing 
errors on infrequent words is proposed and shown to provide considerable KWS 
improvement over conventional n-gram LM based systems. However, a known problem 
for DNN-based LMs is that they usually require much larger amount of training data than 
n-gram LMs for model training. DNN-based LMs therefore might not be suitable for all 
KWS tasks. 
2.2.3.3 Pronunciation modeling 
For pronunciation modeling, the major research in this area focuses on out-of-vocabulary 
word (OOV) handling. Similar to ASR, OOVs are major causes of the KWS performance 
degradation. On the one hand, pronunciations of keywords containing OOVs are 
unknown to systems since OOVs are not in the system lexicons; the keywords therefore 
cannot be handled by the systems. On the other hand, for LVCSR-based KWS systems 
converting input speech into word-level documents for keyword search, keywords with 
OOVs can never be found in the automatically transcribed documents that consist of only 
in-vocabulary words. As a result, the OOV keywords would always be missed by the 
systems. The unknown-pronunciation problem is often handled by grapheme-to-phoneme 
(G2P) techniques [83, 84], which estimate the pronunciation of OOV keywords from 
their written forms using rules derived from the original system lexicons. The missed-
detection problem for LVCSR-based KWS systems can be alleviated by using keyword 
proxies [85-88], which replace OOVs in the keywords with their acoustically-similar in-
vocabulary words, for the search purpose. Another common way to tackle the missed-
21 
detection problem is to build KWS system in subword levels (e.g., syllable morpheme, 
and phoneme) and search keywords with their subword-level representations in the 
automatically transcribed subword-level documents [66, 67, 89]. All the approaches are 
shown to be effective in reducing the miss rate of OOV keywords and being able to 
enhance KWS performance. 
2.3 Benchmark Datasets for KWS Research 
In this section, datasets used in this dissertation are introduced. 
2.3.1 TIMIT Corpus 
The TIMIT corpus [90] is a read speech dataset designed for acoustic-phonetic studies 
and for the development and evaluation of automatic speech recognition systems. The 
data contains broadband recordings of 630 speakers of eight major dialects of American 
English. For each speaker, ten phonetically rich sentences are recorded. The ten sentences 
include two dialect sentences (the SA sentences), five phonetically-compact sentences 
(the SX sentences), and three phonetically-diverse sentences (the SI sentences). The two 
dialect sentences are meant to expose the dialectal variants of the speakers and are same 
for all 630 speakers in the training and test sets. Therefore, in general experimental 
setting for ASR and KWS research, these two SA sentences are not used in either system 
training nor testing. The TIMIT corpus training set consists of recordings from 462 
speakers with a total number of 3696 utterances. The complete TIMIT test set contains a 
total of 168 speakers and 1344 utterances.  
The small corpus size, carefully designed content, and manually annotated 
transcriptions of the TIMIT corpus make the corpus a very popular dataset for researchers 
to test new ideas in ASR and KWS. On the one hand, the small data size allows 
researchers to quickly implement and verify their new ideas without waiting long time for 
model training. On the other hand, the carefully designed training and test data in the 
TIMIT corpus provide a wide phonetic and dialectal coverage, which is helpful for 
researchers to analyze the performance of the new ideas with different test contents. The 
corpus is therefore selected as one of the benchmark dataset in this dissertation. 
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2.3.2 IARPA Babel program and OpenKWS evaluations 
In addition to the TIMIT corpus, most of the experiments in this dissertation were 
conducted on the Vietnamese and Tamil corpora provided by the IARPA (Intelligence 
Advanced Research Projects Activity) Babel program
9
. The Babel program [91] is a 
project managed by IARPA of the United States since 2012 to address the ASR and KWS 
problems for new languages with limited resources. The main goal of the program is to 
bridge the performance gap between rich-resource, well studied languages and limited-
resource, lightly studied languages for ASR and KWS systems. The project and its annual 
open evaluations – OpenKWS13 [92] and OpenKWS14 [93] – have attracted many 
researchers around the world to this KWS research area. In 2013 and 2014, hundreds of 
Babel-project-related research papers have been published in various international 
conferences, e.g., Interspeech, ICASSP (International Conference on Acoustics, Speech 
and Signal Processing), ASRU (IEEE Automatic Speech Recognition and Understanding 
Workshop), SLT (IEEE Spoken Language Technology Workshop), and ISCSLP 
(International Symposium on Chinese Spoken Language Processing). 
The audio data of the Babel corpora is conversational speech between two parties 
over a telephone channel, which can be landlines, cell phones, or phones embedded in 
vehicles, with the sampling rate set at 8 kHz. Two tasks defined in the corpora are 
specifically focused in this dissertation: the limited-language-pack (LLP) and the very-
limited-language-pack (VLLP) tasks. In the first task setting, systems have 10 hours of 
manually transcribed conversational telephone speech data for the entire system 
construction [92-94] (including both AM and LM training). The second task reduces the 
training data amount from 10 hours to 3 hours. For both Vietnamese and Tamil corpora, 
the training, development, and test sets are predefined by IARPA. 
2.4 Performance Measures for KWS Systems 
In this section, KWS system performance measures used in this dissertation are explained.  




 This study uses the IARPA Babel Program Vietnamese and Tamil language collection releases 
babel107b-v0.7 and IARPA-babel204b-v1.1b with the LimitedLP and VLimitedLP training sets. 
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2.4.1 The reference and KWS system outputs 
The output of a KWS system is a list of putative keyword occurrences in the test data. For 
each keyword, q, the i
th
 putative occurrence of the keyword reported by the KWS system 





) of the keyword occurrence, and a score (sci
p
) indicating how likely 
the keyword q exists at the putative location. Note that usually only putative occurrences 
with scores above a predefined threshold, thr, are considered as the real output of the 
system in the performance evaluation. Once the hard-decision (whether the occurrence 
should be considered) is made with the threshold, the scores, sci
p
, are no longer needed in 
the evaluation; the system performance is evaluated specifically at the operating point of 
the given threshold. However, for other rank-based performance measures, e.g., Figure-
of-Merit (FOM)[95], the scores would still be taken into account in the evaluation time. 
After a KWS system reports the detection results for the test data, the list of the 
putative keyword occurrence for the keyword q,  piqpq O ,O , would then be evaluated 
against the reference set,  r jqrq O ,O , for the keyword q. A putative occurrence, piqO , , is 
considered as a correct detection or a hit if the midpoint of the putative occurrence is 
within the interval from ΔT before the beginning to ΔT after the end of a reference 
occurrence for the keyword q, where ΔT is a temporal tolerance collar set to 0.5 second in 
this dissertation. The definitions of hit, missed detection, and false alarm in this 
dissertation are formulated as follows: 
Hit:   For a putative occurrence,  pipipipipiq scesuO ,,,,  ,  of keyword q 























   and    
2
   ,      ,, , O , 
Missed Detection:  if reference 
r
jqO ,  is not hit by any putative occurrence whose sci
p
 ≥thr, 
False Alarm:        if putative  
p
iqO ,   does not hit any reference and sci
p
 ≥ thr. 
2.4.2 Missed Detection Rate 
For a keyword, q, the missed detection rate is defined as  
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     qNqNqP TrueMissMiss / , 
where  qNMiss  is the number of missed detection of the keyword q, and  
r
qTrue qN O  is 
the number of reference occurrences of the keyword q. 
The overall missed detection rate of a KWS system is defined as the average missed 




















where K is the number of keywords. 
2.4.3 False Alarm Rate 
For a keyword, q, the false alarm rate is defined as  
     qNqNqP NTFAFA / , 
where  qNFA  is the number of false alarms of the keyword q, and  qNNT  is the number 
of non-target trials for the keyword q. More specifically,  qNNT  is defined as 
   qNTnqN TruetpsNT  , 
where ntps is the number of trials per second of speech (and is set to one in this 
dissertation), and T is the duration of evaluated speech in seconds. 
The overall false alarm rate of a KWS system is defined as the average false alarm 



























2.4.4 Actual Term Weighted Value 
The Actual Term Weighted Value (ATWV) [46] is a performance measure for spoken 
keyword search tasks proposed by NIST in 2006. The measure takes both missed 
detection and false alarm errors of the KWS system into account at the same time.  It is a 
major performance measure for many KWS projects and competitions, e.g., the Spoken 
Term Detection (STD) evaluation task [46], the Babel project [91], the OpenKWS 
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competition [92-94], and the Spoken Web Search event [96, 97], in these years. The 


































where K is the number of keywords, and β is a tunable parameter controlling the penalty 
weights between miss and false alarm errors. In the Babel program and this dissertation, 
the β is set as a constant at 999.9. The higher the value of ATWV means the less the miss 
and false alarm errors for a system, while ATWV=1 indicates a perfect keyword search 
system with 100% accuracy. Note that the IARPA Babel program set ATWV=0.3 as a 
benchmark for the performance of successful KWS systems. 
2.4.5 Figure of Merit 
Another popular performance measure for KWS systems is the Figure of Merit (FOM) 
[95]. Unlike ATWV, whose performance is evaluated at a specific operating point of a 
given threshold, the FOM averages the system precisions over the left part of a KWS 
systems' ROC (receiver operating characteristic) curve. Mover specifically, the FOM is 
an average keyword precision (hit rate) taken over false alarm rates from 0 FA/kw-hr to 
10 FA/kw-hr using Eq. (5). 
In the evaluation of FOM, the putative occurrences,  piqpq O ,O , for each keyword q 
are first sorted by score from best to worst. Then the system FOM can be evaluated using 







1    , (5) 
where pi is the percentage of true hits (precision) found before the i
th
 false alarm across 
all the keywords, Hr is the  duration of evaluated speech in hours,  HrN 10 , and 
NHra 10  which is a factor that interpolates to 10 false alarms per hour. 
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3 CHAPTER 3     RESOURCE-DEPENDENT KEYWORD 
MODELING 
3.1 Introduction 
In section 1.1.1 and 2.1, it is known that acoustic models are used for estimating the 
probability of utterance O given the term sequence W, i.e., p(O|W). In ideal case, each 
term, e.g., word, in the system has its own acoustic model describing its pronunciation 
details. However, having individual AM for each term is usually impractical. One of the 
major reasons is the lack of training data for parameter estimation. In conventional 
Gaussian Mixture Model (GMM) based ASR systems, parameter sharing is therefore 
utilized to alleviate this lack-of-training-data problem. Instead of creating term-level 
AMs, subword-level AMs, e.g., phoneme models, are constructed in the systems. Words 
like "to", "too", and "two" which have the same phoneme sequence can therefore share 
the same acoustic model parameters so that there is no need to collect training data for 
each of the words. Further, for context-dependent phone models, decision-tree-clustering 
techniques [98] are usually employed to allow parameter sharing among a set of phone 
states. Hence, even with small amount of training data, AMs with reasonable 
performance can still be created. 
However, parameter sharing also means parameters of some terms or phones are tied 
together. In other words, there would be no way to distinguish those terms acoustically 
using the AMs. This could cause performance degradation for ASR or KWS especially 
when poor LMs are used. 
3.2 The "Share & Split" training process for keyword modeling 
To alleviate this poor acoustic modeling caused by parameter sharing, in this chapter a 
"share & split" training process is proposed for KWS systems. The training process 
consists of two stages: 
1. Share stage: where acoustic models are trained in the conventional way. Namely, 
the traditional acoustic-modeling process which creates subword-level AMs with 
decision-tree state tying is utilized to obtain acoustic model parameters, Λ. 
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2. Split stage: where the individual AM of each keyword, λq
*
 , in the system is 
created by the following process: 
For a keyword, q, with speech samples, xq, of the keyword, its AM parameters, λq, 
is initialized with Λ to be λq_Init. Then a MAP adaptation [99] is employed to fine 
tune the parameters –  
 

















  , (6) 
where g is the posterior probability density function (p.d.f) of λq given xq and 
λq_Init,  f is the p.d.f of xq, h is the prior p.d.f of λq, and λq_Init and α are the vectors 
of hyperparameters of the prior density. Since α does not play any role in the 
formula derived in this research, it will be ignored in later equations for simplicity. 
Note that if the keyword, q, has no available training data, xq, Eq. (6) reduces to 





 . (7) 
The solution to Eq. (7) is the mode of the prior density. In other words, λq
*
 would be 
equal to λq_Init, namely the original model parameters trained in the share stage. 
Note that the share & split process can also be applied to ASR systems to create 
whole-word models for each word in the vocabulary if the vocabulary size of the ASR 
systems is small. The share & split process has been shown effective for LVCSR tasks 
[100]. The word error rate can be improved about 4~13% absolute when no language 
models were used. 
3.3 Hierarchical model optimization with split process 
Eq. (6) optimizes acoustic models for each keyword at whole-word level to address the 
parameter sharing issue in the convention training process. However, in many cases, 
keywords in a KWS system do not have training samples, xq. Acoustic models of those 
keywords thus cannot benefit from the split process. To alleviate this problem, a 
hierarchical split process is proposed [101]. In the hierarchical modeling, the split process 
is first employed at phone level to break the phone-state tying and obtain better parameter 
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estimation for each phone model. Then the whole-word level split process is utilized on 
top of the phone-level optimized parameters for further model optimization. The 
following paragraphs explain the modeling process in detail. 
For a phone (usually triphone), p, with speech sample, xp, its acoustic model 
parameters, θp, initialized with Λ are assumed to be θp_Init. The phone-level split process 
is:  





 , (8) 
where θp
*
 is the optimized model parameters for the phone, p, given the speech sample, 
xp. When there is no speech data for the phone, θp
*
 is simply equal to θp_Init. 
Suppose {θp
*
} represents phone-level optimized model parameters for all the phones 
presenting in the keyword of interest, q, the whole-word level optimization for q is then 
conducted by a MAP adaptation with λ'q_Init = {θp
*
} as the hyperparameters of the prior 
density for the keyword model, λq. And the estimation can be expressed as: 
    



















An advantage of using Eq. (9) to replace Eq. (6) for whole-word level optimization is 
that with better initial values, keyword model parameters, λq, can be better estimated. 
Also when a keyword has no corresponding training data, Eq. (9) can be reduced to 




 ,  (10) 
and the keyword model would be the phone-level optimized λ'q_Init instead of the original 
λq_Init. Therefore, even for keywords with no training samples, the split process can still 
provide gains for them. 
3.4 DNN-based keyword verification 
For keywords with plenty of training samples (usually short keywords [102]), more 
complex and discriminative models can be used in additional to the GMM-HMM models 
for further performance improvement [40]. In this research, keyword-specific deep neural 
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network (DNN) verifiers are proposed to rescore putative hits detected by the KWS 
system.  
Usually, input features for NN-based keyword verifiers are confidence-score outputs 
of the KWS systems [38] or acoustic features of the putative segments [39]. In the 
proposed DNN verifier, the input features are state-alignment-warped MFCC (mel-
frequency cepstral coefficient) [103] and Government Phonology (GP)[104, 105] 
articulatory features of the putative segment. The GP features, which contain 11 attributes 
representing different spectral properties of speech sound, are used as an addition 
articulatory knowledge source to further improve the verification performance. Outputs 
of the DNN model are posterior probabilities of given putative hits being true hits or false 
alarms. The proposed keyword verification framework is illustrated in Figure 4. 
Note that for each keyword, a DNN verifier is trained only on the putative hits 
generated by performing KWS on the training data. Therefore, the training time for the 
proposed verifiers is significantly less than keyword-independent verifiers which use the 
whole training set for training. The three major contributions of the proposed DNN-based 
keyword verification (i.e., the utilization of DNN, the input feature generation for NN 




Figure 4. Illustration of the KWS framework with an additional keyword verification stage for 
keywords with plenty of training samples. 
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3.4.1 Deep neural network 
In conventional neural network based keyword verification, the neural networks are 
usually multi-layer perceptron (MLP) models with a single hidden layer [39]. A major 
reason for the selection of single-hidden-layer MLPs is that the MLPs with more than one 
hidden layers often easily over-fit the training data and have poor performance on test 
data if the training data amount is not large enough. Experimental results also show that 
MLPs with single hidden layer usually outperform MLPs with more than one hidden 
layers [39]. 
Note that in the MLP training process, parameters are randomly initialized. In a 
recent study [106], it has been shown that the over-fitting problem in MLPs can be 
alleviated by carefully initializing the model to some better start point. The deep neural 
network (DNN) [106], which employs a restricted Boltzmann machine (RBM) pre-
training process for parameter initialization, therefore, can be trained with more than one 
hidden layer without the over-fitting problem. It has been shown that the DNNs work 
very well in speech recognition tasks and significantly outperformed the GMM-based 
ASR systems [107]. Motivated by the success of DNNs in ASR tasks, in this research, the 
DNNs are adopted for the realization of the NN-based keyword verifier [40].  
3.4.2 Input features generation for NN models 
In the proposed verification framework, for each keyword, the input feature of its NN-
based verifier for a putative hit is the combination of all acoustic feature frames in the 
putative segment. However, due to the nature of human speech, the lengths of putative 
segments for a keyword are usually different each time. In other words, the numbers of 
acoustic feature frames are often different in different putative segments even for the 
same keyword. Since NN can only manage input features with fixed length, it is 
necessary to transform the acoustic feature frames in the putative segments into a fixed-
length feature vector before feeding them into the NN verifier. In a previous study [39], 
this was done by dividing each putative segment into three equal duration sub-segments 
and representing each sub-segment by the averaged feature vector in it. The three 
averaged feature vectors of the sub-segments are then concatenated into a super feature 
vector to represent the putative hit. In the 3-equal-segment approach, it is assumed that 
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the pronunciation of a keyword can always be represented by the means of the three sub-
segments. However, the assumption is usually not true in real tasks. 
In this study, a HMM-state-alignment (HSA)[103] based feature transformation is 
proposed to be used for the NN-base verifier. In the HSA based transformation, for each 
keyword, the acoustic feature frames of a putative hit are first segmented by the state 
alignment of the keyword’s GMM-HMM based model. The mean of feature frames in 
each state is then concatenated to form the input vector for the NN model.  
3.4.3 Government phonology features  
In reference [108], it has been shown that the performance of KWS systems could be 
significantly improved by integrating additional acoustic-phonetic knowledge sources for 
KWS result pruning and rescoring. On the one hand, the machine learning extracted 
articulatory features are usually more robust to speaker/environment variations than the 
raw MFCC/PLP features. On the other hand, the phonetic/phonological features are 
derived from the human knowledge of speech sound structures, which could provides 
complementary information to the MFCC/PLP features. Motivated by the work in [108], 
in the proposed verification framework, in addition to the conventional MFCC features, a 
Government Phonology (GP) feature set [104] is exploited as a supplementary 
articulatory knowledge source to further enhance the performance of keyword 
verification. 
The Government Phonology features are attributes derived by examining the spectral 
properties of speech sounds. In the GP feature set, sounds are divided into a collection of 
primes (attributes); and every phonological phenomenon can be represented by fusing the 
primes structurally. In this study, the King and Taylor's modified version [105] 
containing 11 attributes of the GP feature set is used (see Appendix B). The GP features 
are detected at the frame level by a recurrent neural network detector proposed in [109]. 
The GP features are integrated with the baseline MFCC features by feature 
concatenation. Namely, for each putative segment, both frame-level GP features and 
MFCC features are first transformed into fixed-length feature vectors using the HSA 
transformation described in section 3.4.2. The two feature vectors are then concatenated 




3.5.1 Experimental setup 
All the experiments were conducted on the TIMIT corpus [110] divided into three parts: a 
training set (3296 utterances, 2.79 hours), a development set (400 utterances, 0.34 hours), 
and a test set (1344 utterances, 1.14 hours). The training and development sets are subsets 
of the standard TIMIT training set, while the test set is the standard TIMIT test set. 
Dialect utterances (SA1 and SA2) were not used in the experiment. The acoustic features 
used in the experiments are 12 MFCCs plus energy and their first and second time 
derivatives. The CMU/MIT phone set, which contains 39 phonemes, was used. Triphone 
HMMs with decision-tree clustering (share process) were used for acoustic modeling in 
an initial ASR system. The AM of the initial system was then used for parameter 
initialization of keyword models in the split process. 
The proposed method was tested on keyword-filler based KWS systems. Thirty words 
in the TIMIT vocabulary were selected as keywords in the KWS experiments. The 
selected keywords were divided into three groups: (i) words having no speech data in the 
TIMIT training corpus (14 words), (ii) words having some training tokens in the training 
set (7 words), and (iii) words having plenty of training samples in the training data (9 
words). An empirical threshold of 50 samples is used to determine whether a word 
belong to Group 2 or 3. Table 2 lists the chosen keywords in the three groups. For each 
keyword, a KWS system was built for detection. 
A keyword occurrence is considered correctly detected, or hit, if the mid-point of the 
detected reference falls within the time boundaries of the hypothesis. To evaluate the 
performance of the overall system, the figure-of-merit (FOM) [95], which is an upper-
bound estimate of keyword spotting accuracy averaged over 1 to 10 false alarms per hour, 
was used. An average FOM over all keywords was used as the overall performance 
measure. 
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Table 2. Keywords used in this study. Keywords are divided into three groups according to the 
count of training instances: 1 – no training instance, 2 – some training instances (<50), 3 – plenty 
of training instances (>=50).  
Group 1 
overalls, potatoes, greg, tooth, shore, products, silly, prestige, avoid, popular, 
pretty, expense 
Group 2 before, after, people, these, always, without, money 
Group 3 was, with, his, this, from, not, but, every, often 
 
There were two baseline keyword-filler based KWS systems in the experiments. The 
difference between the two systems is that the keyword model in the second baseline 
system was word-level optimized. Filler models used in the two baseline systems had 9 
states and 78 Gaussian mixture components per state, and the whole TIMIT training set 
was used for filler model training. Confidence scores of detected keywords were 
evaluated as log likelihood ratios (LLR) [111] between the keywords and the filler 
models on the detected keyword segments.  
For keyword verifiers, the average depth of the DNN models is three hidden layers. 
Each hidden layer contains 512 hidden nodes. An unsupervised pre-training process [106] 
was adopted before regular backpropagation training to make sure the DNN models were 
initialized at a good starting point. 
3.5.2 Parameter sharing analysis 
To illustrate the degree of parameter sharing in conventional ASR and KWS systems, a 
parameter sharing analysis was conducted on the initial ASR system. Parameter-sharing 
factors (PSF) at word- and phone-levels are defined as follows: (1) Word-level PSF – the 
average number of words sharing the same triphone. For example, triphone /ay-n+d/ is 
shared by the words "blind" and "finds". This factor can be computed using the TIMIT 
dictionary; and (2) Phone-level PSF – the average number of triphones sharing the same 
HMM state. This number can be calculated by examining the baseline triphone acoustic 
models, which are HMMs trained with conventional decision-tree clustering.  
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Table 3 shows that, for the 6,237 words in the TIMIT vocabulary, a triphone is shared 
by 5.59 words on the average. And in the baseline triphone acoustic model, which 
contains 35,468 triphones and 397 Gaussian mixture states, each state is on average 
shared by 268 triphones
10
. In other words, though these 268 triphones were supposed to 
model different pronunciations, the acoustic model lost the ability to differentiate these 
sounds due to parameter sharing. Note that even when expanding the baseline model to 
3,000 states (which is a number used by most LVCSR systems) by adjusting the decision-
tree clustering threshold, each state is still shared by about 35 triphones. This phone-level 
PSF is still considered relatively high.  
Table 3. Word- and phone-level parameter sharing factors in the TIMIT corpus. 
Level Word Phone 
Parameter sharing factor 5.59 268.02 
 
3.5.3 Experimental results for hierarchical keyword modeling  
Table 4 lists the average FOMs of the baselines and the proposed KWS systems. The first 
three columns show the average FOMs of the keywords in Groups 1, 2, and 3, 
respectively. The last column is the average FOM for all 30 keywords. Note that since all 
the words in Group 3 were short words consisting of four phones or less, the FOM of the 
keywords in Group 3 is much lower when compared with the performance of the 
keywords in Groups 1 and 2. 
From the results of the two baseline systems shown in the first and second rows, it 
can be found that word-level split process is indeed helpful for improving KWS 
performance. The overall FOM was increased from 38% to 45%. However, despite the 
significant FOM improvement for the keywords in Groups 2 and 3, the word-level 
optimization is not helpful for the keywords in Group 1 due to the lack of training data.  
The third to fifth rows show the FOMs of the KWS systems using the proposed 
hierarchical modeling method on different optimization levels. Keyword modeling started 




 This number is calculated by 35468/(397/3) since each phone has three states. 
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with phone-level optimization (shown in the third row); word-level optimization was then 
applied to the phone-level optimized models (the fourth row); if keywords had sufficient 
training data, DNN models of the keywords were further built and used for verification 
(the fifth row). If keywords did not have enough training data for optimization on the 
current level, the models constructed on the previous level were kept; the performance is 
then shown in gray text in Table 4.  
The third row shows that after utilizing phone-level optimization, the overall FOM 
can be improved from 38% to 46%, which is slightly better than the 45% of the second 
baseline system. This is because, in addition to the improvements of the KWS systems of 
the keywords in Group 2 and 3, the FOM performance of the KWS systems of the Group 
1 keywords was also improved by phone-level optimization. The success of phone-level 
optimization also suggests a direction for training data collection of keywords whose 
speech data are not easy to obtain. In other words, for keywords having very few speech 
samples, data of other words sharing triphones with the keywords can be collected and 
used for phone-level optimization. 
Table 4. Performance comparison of the baseline and the proposed KWS systems at different 
optimization levels. Numbers in gray are the performance using keyword models at the lower 
optimization level since the systems are lacking training data and cannot be optimized on the 
current level. 
KWS Systems FOM (%) 
 Group 1 Group 2 Group 3 Overall 
Baseline 1 60.96 29.05 9.79 38.16 
Baseline 2 – Word-level optimization (60.96) 44.83 21.39 45.33 
Phone-level optimization 66.51 42.08 17.79 46.19 
Phone- + Word-level optimization (66.51) 49.06 21.87 49.05 
DNN-based Keyword Verification (66.51) (49.06) 42.78 55.32 
 
When it comes to word-level optimization, KWS for the Group 1 keywords could not 
be improved due to the lack of training data, while KWS accuracies for the keywords in 
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Groups 2 and 3 can be further improved. The overall FOM was 49% after word-level 
optimization. If keyword-specific DNN models are further built for the Group 3 
keywords, the FOM performance of the Group 3 keywords could be further improved to 
42%. Finally, the overall FOM was 55% averaged over all 30 keywords. 
In summary, using phone-level optimization is beneficial to all the KWS systems. For 
the keywords in Group 2, doing word-level optimization after phone-level optimization is 
significantly better than performing word-level optimization directly. This shows that 
phone-level optimization provides a better prior for modeling the Group 2 keywords. On 
the other hand, for the keywords in Group 3, additional phone-level optimization did not 
help word-level keyword modeling much. This might be because the Group 3 keywords 
had plenty of training data so that model priors had no significant effect on the final 
parameter values. However, when using the data of the Group 3 keywords to build 
keyword DNN models for verification, the KWS performance of Group 3 keywords can 
be further improved significantly. The proposed resource-dependent hierarchical 
keyword modeling approach thus provides a training process making the best use of the 
limited training data for each kind of keywords in the KWS systems. 
3.5.4 Experimental results for keyword verification 
Table 4 only shows the performance of the best DNN-based keyword verifier. To further 
study the contribution of each technique (i.e., HSA feature transformation, GP features, 
and DNNs) to the system performance improvement, in the third experiment the FOMs of 
the Group 3 keywords with different NN verifier configurations were evaluated. The 
results of the KWS systems are summarized in Table 5. In Table 5, the first row shows 
the FOM of the proposed phone- + word-level optimized system without verification on 
the Group 3 keywords. The FOM of the system is 22%.  
The second to sixth rows in Table 5 show the system FOM achieved by imposing 
different second-stage keyword verifiers. Unlike what's reported in [39], the FOM 
decreased slightly after adding the keyword verifier with an equal-segment feature 
transform [39], from 22% down to 19%. However, with the proposed HMM-based 
feature transform, the FOM improved from 22% to 27% as shown in the third row of 
Table 5. After adding the GP features to the keyword verifier as the additional knowledge 
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source, the overall system performance was further improved to 38%. So far, the NNs 
used for the verifiers are MLPs with only one hidden layer. The fifth and the last rows in 
Table 5 display the FOMs when using multiple hidden layers. The number of the hidden 
layers was decided by the model performance on the development set. Without pre-
training, the FOM of the verifiers with more than one hidden layers dropped slightly to 
37.7%, which verified the finding in [39]. However, by employing pre-training, the 
system with DNN-based keyword verifiers achieved the best FOM of 43%.  
 
Table 5. Comparison of the KWS systems with different settings.  n=1 means NN with a single 
hidden layer; n≥1 means NN with one or more than one hidden layers, while the number n is 








Phone- + Word-level optimization  
(without keyword verification) 
21.87 83.6 0.02 
KV MLP  n=1 (3-eq-seg transform) [MFCC] 19.01 83.6 + 0.012 0.02 
KV MLP  n=1 (HSA transform)       [MFCC] 27.23 83.6 + 0.012 0.02 
KV MLP  n=1 (HSA transform)    [MFCC+GP] 38.08 83.6 + 0.013 0.02 
KV MLP  n≥1 (HSA transform)    [MFCC+GP] 37.68 83.6 + 0.037 0.02 
KV DNN  n≥1 (HSA transform)    [MFCC+GP] 42.78 83.6 + 0.037 0.02 
 
 
Table 5 also compares runtime of the systems. The average runtime of the proposed 
KWS systems detecting the Group 3 keywords on TIMIT test data is 83.6 seconds 
without keyword verification. This corresponds to a real time factor (RTF) of 0.02 on the 
1.14 hours TIMIT test data. The second-stage NN-based keyword verification only took 
less than 0.04 seconds to rescore the putative hits. The verification did not increase much 
delay to the KWS systems.  
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Figure 5 shows the ROC curves of the Group 3 keywords before and after applying 
the DNN-based keyword verification to the proposed KWS systems. It is clear that the 
proposed DNN-based keyword verification significantly improved the keyword 
hypothesizer and provided much higher true positive rate in all system operating points. 
In summary, using the keyword verifier with HSA feature transform provided 5% of 
the FOM improvement. The FOM can be further improved by adding the GP knowledge 
source, which brought another 11% of the FOM improvement. Finally, by using the DNN 
techniques, another 5% of FOM improvement can be achieved.  
 
 
Figure 5. ROC curves of the Group 3 keywords for the phone- + word-level optimized keyword 
hypothesizers and the DNN-based keyword verifiers (rescore the putative hits generated by the 
hypothesizers). 
3.6 Conclusion 
In this chapter, a resource-dependent hierarchical keyword modeling framework is 
proposed for keyword-filler based KWS systems. The framework provides three model 
optimization levels for keywords with different amount of training data. For keywords 


























False Alarm Rate 
Phone- + Word-level optimization
(without keyword verification)
KV DNN>=1 (HSA transform)
[MFCC+GP]
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optimization in the share & split keyword modeling process. For keywords with some 
training samples, the word-level optimization can be conducted after the phone-level 
optimization to further improve the keyword models. When keywords having plenty of 
training samples, the proposed DNN-based keyword verifiers can be trained to further 
enhance the KWS performance. The framework thus provides a data-efficient modeling 
process exploiting all the in-domain training data when building keyword models. 
Detailed analysis of parameter sharing in conventional keyword models and investigation 
of constructing effective NN-based keyword verifiers are also provided. Experimental 
results show that the proposed approach significantly improves the KWS performance of 
keyword-filler based KWS systems, even when keywords have no training data.  
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4 CHAPTER 4     KEYWORD-AWARE LANGUAGE MODELING 
4.1 Introduction 
Despite the fact that keyword-filler based KWS has a longer history, most of the state-of-
the-art KWS systems today are using the LVCSR-based KWS framework. With more 
detailed n-gram LM decoding grammars, LVCSR-based KWS usually provides better 
KWS performance when sufficient training data are available for n-gram LM training. It 
also provides better keyword flexibility for systems to detect new keywords without 
reprocessing the speech signals. However, a high-performance n-gram LM typically 
requires a significant amount of text training data [31, 44] to reduce the mismatch 
between training and test conditions as mentioned in section 1.1.2, turning n-gram LMs 
into a major performance bottleneck for LVCSR-based KWS in applications where only 
limited training resources are available.  
In this chapter, a "keyword prior underestimation problem" of n-gram LM, which is 
caused by domain mismatches between LM training data and test keywords, will be 
revealed. The underestimation problem leads LVCSR-based KWS systems to a high 
missed detection rate for multi-word keywords. To alleviate this prior underestimation 
problem, a keyword-aware language modeling framework is proposed. The proposed 
framework reduces the mismatch between training and test conditions of n-gram LM in 
KWS systems by exploiting keyword information. Experimental results show that the 
proposed framework provides very significant performance improvement for LVCSR-
based KWS system. A 50% relative ATWV performance improvement is observed in 
both Babel Vietnamese and Tamil limited language pack (LLP) tasks. The new systems 
also maintain flexibilities for detecting new keywords as in the conventional LVCSR-
based KWS systems. 
The chapter starts with a comparison of keyword prior estimations employed in 
conventional keyword-filler based KWS and LVCSR-based KWS in section 4.2. The 
prior underestimation problem of n-gram LM for multi-word keywords is then explained 
in section 4.3. In section 4.4, a keyword-aware language modeling framework, which 
integrates the keyword-filler loop grammar into n-gram LM grammar to alleviate the 
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underestimation problem, is introduced. Realizations of the proposed language modeling 
framework are presented in section 4.5 and 4.6. Section 4.7 shows experimental results. 
4.2 Spoken Keyword Search Problem 
Spoken keyword search can be considered as an application of the automatic speech 
recognition (ASR) technology that focuses on the recognition of keywords
11
. Given a 
speech utterance O and a text-based query q, a KWS system detects the query q in the 
utterance by finding the best term sequence, W
*




|maxarg*  . (11) 
If the query, q, does exist in the utterance, then we expect W
*
=h⋅q⋅f, where h and f are 
term sequences (which we do not really care) preceding and following the query in the 
utterance, and "⋅" is a concatenation operator. Otherwise a missed detection error occurs. 
Note that usually miss errors are considered more serious than false alarms in KWS since 
the latter can still be removed with a further utterance/keyword-verification stage [34, 38, 
40, 101]. 
With Bayes' rule, Eq. (11) can be rewritten as 
   WPWOpW
W
|maxarg*  , (12) 
where p(O|W) is the probability of the utterance, O, given the hypothesized term 
sequence, W; P(W) is the prior probability for the hypothesized term sequence. In general, 
the probability p(O|W) can be computed with acoustic models, and P(W) is modeled by 
system language models. The term sequence W
*
 in Eq. (12) can then be searched with 
Viterbi algorithm with beam search to alleviate the computational burden caused by the 
large search space. Note in many applications, instead of using only the 1-best result, W
*
, 
lattices or N-best sentences with confidence scores can also be generated for keyword 




 This is from the perspective of ASR-based KWS, please see sectiond 1.1 and 2.1 for more details and 
other perspectives of the KWS problem. 
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detection [22-24, 43]. Thus for an utterance containing a query, q, it is a key to make sure 
the hypothesized term sequences, W=h⋅q⋅f, containing the query have probabilities high 
enough to stay in the search beam and be preserved in the final lattices or N-best 
sentences. More precisely, the probabilities of P(q|h) estimated by language models 
should be sufficiently high to allow the query-containing search path to be retained in the 
beam width when processing the speech segment of the query in the utterance. Otherwise, 
the query would be missed. 
The two conventional KWS groups, i.e., keyword-filler based and LVCSR-based 
KWS frameworks, utilize a similar acoustic modeling approach, but they are very 
different in the definition of terms and the estimation of the prior probability, P(W). The 
differences in their language modeling approaches lead to their contrastive performance 
characteristics as explained in the following sections.  
4.2.1 Keyword-filler based KWS 
In a standard keyword-filler based KWS system, the terms are defined as a set of 
keywords and fillers (representing all non-keywords). The probability of each term in the 
utterance is usually assumed to be context independent in the standard keyword-filler 
loop grammar (shown in Figure 3(a)), namely P(q|h)=P(q). And it is often assumed that 
P(q) is a uniform distribution over all terms and thus equal to 1/N, where N is the number 
of terms in the system. For most keyword-filler based KWS systems, N is a number 
smaller than 100 [35, 40, 43, 101]. Since the prior probabilities for most keywords are 
less than 10
-4
 in practical settings
12
, by assuming P(q)=1/N ≥ 1/100 ≫ 10-4, the estimation 
of P(q|h)=P(q) in standard keyword-filler based KWS is usually sufficient to preserve the 
keyword in the search path in most cases. As a result, the systems usually achieve a high 
detection rate despite the over-estimated priors sometimes creating a great number of 
false alarms as well. 




 For example, Figure 7 shows the average keyword prior probabilities in the IARPA Babel Vietnamese 






4.2.2 LVCSR-based KWS 
In LVCSR-based KWS, n-gram is used for the evaluation of P(q|h). Given an L-word 
query, q=(w1,w2, …,wL), the conditional probability of q given h is evaluated as 







21 |||  , (13) 
where Pn-gram(.) is the probability estimated by the system n-gram LM, and hi is the 
history of wi in the query q dictated by the order of the n-gram LM. This prior estimation 
helps LVCSR-based KWS achieve better detection accuracy than keyword-filler based 
KWS when sufficient LM training data is available [43]. 
4.3 The Prior Underestimation Problem for Multi-word Keywords 
Empirically, using n-gram LMs for keyword prior probability estimation works fine for 
KWS tasks when all the systems keywords are single-word keywords. However, in real 
world applications, it is often user queries are multi-word keywords, e.g. "volunteer 
firefighter", "needle in a haystack", "deep neural networks", and "hidden Markov 
models". Further, most of these multi-word keywords are meaningful phrases and can be 
seen as semantic units just like single-word keywords. Therefore, they usually have the 
same occurrence frequency as the single-word keywords in speech utterances. However, 
the prior probabilities of these multi-word keywords are usually underestimated by the n-
gram LMs. This underestimation makes the multi-word keywords being easily pruned 
away from the search beam in the decoding process. LVCSR-based KWS systems 
therefore could have very high miss rate for the multi-word keywords.  
There are two major reasons for the n-gram LMs having the prior underestimation 
problem for multi-word keywords. First, as shown in Eq. (13), the conditional keyword 
prior of the L-word query q given the history h, P(q|h), is evaluated as a product of the L 
n-gram probabilities in the query q. As long as there are some n-gram probabilities in the 
product being underestimated because of domain mismatch, the overall prior probability 
P(q|h) could be underestimated. Since usually the amount of LM training text is 
insufficient to cover all keyword-related domains, it is often that the LMs get into this 
domain mismatch situation and generate extremely low probability estimations for n-
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grams in the keywords. The problem is more pronounced for multi-word keywords with a 
large L because more n-gram probabilities are involved in the multiplications. 
The second reason is related to the back-off smoothing technique commonly used in 
n-gram LMs.  Though the smoothing technique successfully salvages the probability 
estimation for single-word keywords, it is the major cause for the prior underestimation 
problem of multi-word keywords when the keywords are unseen in the LM training data. 
For example, suppose we are estimating the prior probability of a keyword “volunteer 
firefighter” using a bigram LM (as shown in Figure 6), but the phrase “volunteer 
firefighter” is absent from the LM training data. Because the bigram LM has never seen 
the word “firefighter” coming after the word “volunteer” in the training phase, the bigram 
probability of P(firefighter | volunteer) would be backed-off to the unigram probability of 
the word “firefighter” multiplies the back-off factor α(volunteer). Now, it is clear that the 
bigram LM assumes the events of “volunteer” and “firefighter” are two independent 
events. However, since we know that the keyword “volunteer firefighter” is a semantic 
unit, the word events of these two words should be highly correlated. And the n-gram LM 
would therefore seriously underestimate the prior probability of the keyword “volunteer 
firefighter” because of the “incorrect independent event assumption” made by the n-gram 
LM with back-off smoothing. 
 
Figure 6. An example of the "incorrect independent event assumption" made by an n-gram LM 
(n=2 in this example) with backoff smoothing when the multi-word keyword is unseen in the LM 
training data. The incorrect assumption causes serious prior underestimation for multi-word 
keywords.  
 
Figure 7 shows how serious the prior underestimation is for the multi-word keywords' 
probabilities estimated with n-gram LMs. The figure compares the keyword probabilities 
P2-gramLM(“volunteer firefighter” | wh ) 
= P(volunteer | wh )⋅P( firefighter | volunteer ) 
≈ P(volunteer | wh )⋅α( volunteer )P( firefighter ) 
Backoff smoothing 
Treated as two independent event 
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counted directly from the transcriptions of the Babel Vietnamese evalpart1 evaluation 
data (ground-truth) and the probabilities estimated by the n-gram LM (n=3) in the 
Vietnamese LLP task. Obviously, the ground-truth probabilities of keywords with length 




. However, the prior probabilities 
estimated by n-gram LM is a linear function of the keyword lengths; when keyword 
lengths are larger than 2, the estimated probabilities begin seriously underestimated. 
 
Figure 7. Keyword probabilities counted directly from the transcriptions of the Babel Vietnamese 
evalpart1 evaluation data (ground-truth) and the probabilities estimated by the n-gram LM (n=3) 
in the Vietnamese LLP task. The n-gram LM seriously underestimated the probabilities of multi-
word keywords. 
4.4 Keyword-Aware Language Modeling 
When the system n-gram LMs are trained with limited or topic-mismatched data, 
LVCSR-based KWS suffers from the abovementioned prior underestimation problem 
leading to a high miss rate for the multi-word keywords in KWS. The problem can be 
alleviated by making more efficient use of keyword information available to the LVCSR-
based KWS systems. To do so, a keyword-aware language modeling framework is 
proposed in this research to integrate the prior estimation in keyword-filler based KWS 































As in LVCSR-based KWS, the proposed keyword-aware KWS framework also 
utilizes an underlying LVCSR system but with keyword priors computed by: 
 
         ,  | max| hqPhqP gramnawareKW   , (14) 
 
where κ is a parameter for query q to control the minimum keyword prior value allowed 
in the system. Note that if κ is set to 0, Eq. (14) would become Eq. (13), which is the 
prior estimation in LVCSR-based KWS. When setting κ to 1/N for an N-keyword task, Eq. 
(14) becomes the prior used in the keyword-filler based KWS since in most cases 1/N is 
larger than Pn-gram(q). The two conventional KWS frameworks therefore can be seen as 
special cases of the proposed framework. By tuning the parameter κ for each query in the 
system, we are able to adjust the sensitivity of a system to the keywords of interest even 
when the n-gram LM of the system is not well trained.  
The proposed keyword-aware framework also preserves the keyword flexibility 
because of the underlying LVCSR system. New keywords can be searched in the 
transcribed documents of the proposed system without reprocessing the speech signal. 
Note that in the keyword-aware LM only the prior probabilities of the preselected 
keywords are modified, while the rest of the n-gram probabilities in the original LM 
remain the same. The transcribed document of the proposed system is therefore the same 
as the original LVCSR-based KWS system for regular terms in the system vocabulary. 
As a result, detection accuracies of the new keywords, whose prior probabilities are not 
modified, would be similar to the original LVCSR-based KWS. 
The concept of keyword-aware language modeling can be realized by integrating the 
decoding grammars of the two conventional KWS frameworks. By adding the keyword 
paths used in the keyword-filler grammar (Figure 8(a)) to the n-gram LM based grammar 
used in the LVCSR-based systems (Figure 8(b)), we obtain a keyword-aware (KW-aware) 
grammar (Figure 8(c)). In this research, both exact realization and approximate approach 
of the KW-aware grammar, which suit LVCSR systems with different architectures, are 
proposed. The proposed keyword-aware language modeling framework can therefore be 
easily implemented in any state-of-the-art LVCSR-based KWS systems. 
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Figure 8. Illustrations of (a) the grammar of classic keyword-filler based KWS, (b) the n-gram 
LM based grammar used by LVCSR-based KWS, and (c) the proposed keyword-aware grammar, 
which combines the grammars used in the two KWS frameworks 
 
4.5 Exact Realization of the Keyword-Aware Grammar 
The keyword-aware grammar can be realized in a weighted finite-state transducer 
(WFST) based LVCSR system [112] by directly inserting additional keyword paths to the 
n-gram based grammar WFSA [113]. Since word sequences of keywords can be present 
in both paths for the language model and keywords, extra care is required to make sure 
the resulting grammar-level WFST is deterministic and can be minimized.  
In this section, a brief introduction of the WFSA representation of n-gram LMs [112, 
113] is first given. Then we will show how a deterministic KW-aware grammar WFSA 
can be realized by modifying the n-gram LM WFSA. For WFSA formulations, 
annotations in [113] are adopted. 
4.5.1 Preliminary 
Definition 1. A system (𝕂, ⨁, ⨂, 0 , 1 ) is a semiring [114] if: (𝕂,⨁, 0 ) is a commutative 
monoid with identity element 0 ; (𝕂,⨂, 1 ) is a monoid with identity element 1 ; ⨂ 
distributes over ⨁; and 0  is an annihilator for ⨂: for all a∈𝕂, a⨂ 0 = 0⨂a= 0 . 
In this dissertation, the log semiring ℒ=(ℝ∪{∞}), ⨁log, +, ∞, 0) is used [112]. Note 
the log semiring is an isomorphism of the probability semiring (ℝ+, +, ×, 0, 1) via a log 
morphism with, for all a, b ∈ ℝ∪{∞}: 














and we follow the convention that   exp(–∞)=0   and   –log(0)=∞. 
Definition 2 A weighted finite-state automaton A over a semiring 𝕂 is an 7-tuple A=(Σ, 
Q, I, F, E, λ, ρ) where: Σ is the finite alphabet of the automaton; Q is a finite set of states; 
I ⊆ Q the set of initial states; F ⊆ Q the set of final state; E ⊆ Q×(Σ∪{∞})×𝕂×Q a finite 
set of transitions; λ: I → 𝕂 the initial weight function; and ρ: F → 𝕂 the final weight 
function mapping F to 𝕂. 
Given a transition e ∈ E, we denote its label l[e], its origin or previous state p[e] and 
its destination state or next state n[e], its weight w[e], namely e=(p[e], l[e], w[e], n[e]). 
Given a state q ∈ Q, we denote E[q] the set of transitions leaving q. 
A path π=e1…eL is an element of E
*
 with consecutive transitions: n[ei-1] = p[ei], 
i=2, …, L. We extend n and p to paths by setting n[π] = n[eL] and p[π] = p[e1]. The 
labeling function l and the weight function w can also be extended to paths by defining 
the label of a path as a concatenation of the labels of its constituent transitions, and the 
weight of the path as the ⨂-product of the weights of its constituent transitions: 
l[π]=l[e1]…l[eL], w[π]=w[e1]⨂…⨂w[eL]. The path π can therefore be represented by 
(p[π], l[π], w[π], n[π]). We also define states[π] and transitions[π] being the set of states 
and transitions on the path π. 
4.5.2 Representation of n-gram LMs with WFSAs 
In a WFSA representation of an n-gram LM over the log semiring, each state in the 
WFSA represents an n-gram conditioning history hi, e.g. wi-2wi-1. Each transitions leaving 
the state represent a word wi with a weight –log(P(wi|hi)) or a backoff transition to a 
lower-order conditioning history state [113]. A string accepted by the WFSA has a single 
path through the automaton, and the weight of the string is the sum of the transition 
weights in that path in a form of negative log probability. 
Given a finite set of state, Q, in an n-gram WFSA and a string k=w1…wL, We denote 
hist_of[k, Q] as the state in Q encoding the conditioning history that matches the end of 
the string k with the highest order. 
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4.5.3 Realization of KW-aware grammar with WFSAs 
Suppose the set of keywords can be categorized into c classes, and Ki (i=1~c) is a list of 
keywords in class i with the list size |Ki| and the constant prior κi for the class, given an n-
gram LM WFSA, A=(Σ, Q, I, F, E, λ, ρ), a KW-aware grammar WFSA, A', can be 
realized by the pseudo code presented in Figure 9. The algorithm consists of four steps: 
(i) add disambiguation symbols to the alphabet of WFSA, (ii) add keyword initial states, 
(iii) add keyword paths, and (iv) normalization to make the final KW-aware WFSA 
stochastic. Note that, in the KW-aware grammar WFSA, disambiguation symbols (#k1, 
…, #kc) are utilized on any transition from states in the n-gram WFSA to the keyword 
initial states (line 7). The resulting WFSA is therefore deterministic and can be optimized 
offline. In this dissertation, all keywords are assumed in the same class, and a single 
keyword initial state and κ are used. 
Create KW-aware grammar WFSA (A, K1~c, κ1~c) 
 1    A' ← A 
 2    Σ' ← Σ∪{#k1, …,#kc}     // 1. Add disambiguation symbols 
 3    for i in 1 to c do:    
 4        qki ← (K_Initi)  
 5        Q' ← Q'∪{qki}            // 2. Add keyword initial states 
 6        for q ∈ Q do :  
 7            E' ← E' ∪{(q, #ki, –log(|Ki|⋅κi), qki)} 
 8        for k ∈ Ki do :              // 3. Add keyword paths 
 9            π ← (qki, k, log(|Ki|), hist_of[k, Q] ) 
10           Q' ← Q' ∪ states(π) 
11           E' ← E' ∪ transitions(π)            
12   for q' ∈ Q' do:                  // 4.  Normalization 
13       norm ← ⨁e'∈E[q'] w[e'] 
14       for e' ∈ E[q'] do: 
15           e' ← (q',  l[e'],  w[e'] – norm,  n[e']) 
16   return A' 
Figure 9. Pseudo code for the KW-aware grammar WFSA realization 
 
4.6 Approximation of the Keyword-Aware Grammar using n-gram LM 
For LVCSR-based KWS systems not built with WFST, the effect of the keyword-aware 
grammar can be approximated by adjusting the probability of keywords in the n-gram 
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language models in the systems. Three approximations of the grammar using n-gram 
LMs are presented in section 4.6.1, 4.6.2, and 4.6.3 respectively. 
4.6.1 Keyword-boosted language model  
The most straight-forward way to boost the probability of the word sequences of 
keywords in a language model is adding the keywords to the training text of the language 
model. Given the training data for the language model and a list with N target keywords, 
we append each keyword to the training text k times (Figure 10). The resulting training 
text for the language model will be the original training transcriptions with additional N⋅k 
lines of keywords. The parameter k, which indicates the number of times a keyword 
repeat in the training text, is a parameter to be tuned. We call this a keyword-boosted LM 
(KW-boosted LM); [115] has explored similar methods and showed it help improve 
system performance on Cantonese KWS tasks. 
Language models trained by this keyword-appended text will have a higher 
probability for the word sequences of keywords and thus are more sensitive to the 
predefined keywords even when the original training text contains very little information 
about them. 
 
Figure 10. An illustration of the keyword-boosted LM training data. 
Original Training Texts 
… 













k  times 
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4.6.2 Keyword language model interpolation 
The KW-boosted LM approach adjusts the probabilities of keyword paths to the other 
paths in the original language model by setting the repetition number k of the keywords 
in the training text. However, since k can be any positive integer, such an infinite range of 
possibilities makes it difficult to optimize system performance. The approach also makes 
the utilization of keyword information much less efficient because the keyword data 
would be backoff-smoothed with the original training data during the model training 
process. To alleviate the problems, instead of appending keywords to the original LM 
training text, we train a keyword language model using keyword text alone and then 
perform a linear interpolation with the original language model using Eq. (15) (Figure 
11). This approximate approach is named keyword language model (KWLM) 
interpolation. 
 
       hwPhwPhwP LMKWLMLMINT |1||_    (15) 
 
In Eq. (15), the PINT_LM(w|h) is the interpolated probability between the keyword LM 
and the original LM for the n-gram (h, w), where h is the history and w is the current 
word. Note that in the proposed KWLM interpolation, the parameter α, which tunes the 
weight of keyword LM to the original LM in the final LM, is in a manageable range of 
[0,1] instead of the open range [0,∞). In addition, it makes linguistic sense to keep the 
two text lists separate as they are from intrinsically different sources. Integrating the two 





Figure 11. The construction of keyword language model interpolated LM. The final LM is an 





4.6.3 Context-simulated keyword language models  
In the keyword language model training text, each keyword is treated as an individual 
sentence as shown in Figure 11. This makes the keyword language model overemphasize 
the probability of the keyword appearing at the beginning and the end of a sentence. To 
remove this bias, in the context-simulated keyword language model training text we put 
context terms before and after each keyword to simulate the situation where keywords are 
embedded in real sentences. The context terms can be selected as bigrams or trigrams 
with high probabilities in the original language model. Note that instead of using real 
context terms for a keyword, simulated context terms are used here because in most cases 
context information of the keyword is not available. Figure 12 illustrates the training text 
for CS-KWLM. Once the context-simulated keyword language model is trained, we can 
use Eq. (15) to obtain another interpolated language model, which approximates the 





Original Training Texts 
Original Training Texts 
… 








Original LM Keyword LM 
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Simulated-Context-1              Keyword_1              Simulated-Context-1 
Simulated-Context-1              Keyword_1              Simulated-Context-2 
… 
Simulated-Context-2              Keyword_1              Simulated-Context-1 
Simulated-Context-2              Keyword_1              Simulated-Context-2 
… 
Simulated-Context-M              Keyword_1              Simulated-Context-M 
Simulated-Context-1              Keyword_2              Simulated-Context-1 
… 
Simulated-Context-M              Keyword_2              Simulated-Context-M 
… 
Simulated-Context-1              Keyword_N              Simulated-Context-1 
… 
Simulated-Context-M              Keyword_N              Simulated-Context-M 
Figure 12. An illustration of the training text for context-simulated keyword language models 
(CS-KWLM). Note that instead of using real context terms for a keyword, simulated context 
terms are used here because in most case context information of the keyword is not available 
(especially in the domain mismatch conditions). The simulated context terms in this research are 
selected as top M bigrams in the original LM training data. The value of M is chosen to allow the 
text file size stay in a manageable scale (e.g., less than 2 Gb). 
 
4.7 Experiments 
4.7.1 Experimental setup 
Experiments were conducted on the IARPA Babel OpenKWS13 (Vietnamese) [92] and 
OpenKWS14 (Tamil) [93] limited language pack (LLP) tasks. In both tasks only 10-hour 
transcribed audio were used for system training. The data are conversational speech 
between two parties over a telephone channel, which can be landline, cellphone, or 
phones embedded in vehicles, with the sampling rate set at 8 kHz. For system tuning, a 2-
hour subset of the task development set (denoted as dev2h in this study) was used to 
speed up the system development process. 
For both OpenKWS13 and OpenKWS14 systems, the 15-hour evaluation part 1 data 
(released as evalpart1 by NIST) were used for testing. The evaluation keyword lists 
contain 4,065 and 5,576 phrases with out-of-vocabulary words not appearing in the 
training set for the two tasks respectively. The performance of keyword search was 
evaluated by measures including the number of missing keywords, Figure of Merit 
(FOM), and the actual term weighted value (ATWV) [46], which is a measure that takes 
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both detection miss and false alarm errors into account. A system with perfect detection 
performance would have ATWV of 1. Note that the IARPA Babel program set 
ATWV=0.3 as the benchmark for KWS system performance. 
All keyword search systems were LVCSR-based with hybrid DNN-HMM acoustic 
models built with the Kaldi toolkit [116]. Readers can easily reproduce all baseline 
results presented in this paper by running the Babel recipe provided in the Kaldi toolkit. 
The DNNs were trained with sMBR sequential training [117]. The acoustic features were 
bottleneck features appended with fMLLR features, while the bottleneck features were 
built on top of a concatenation of PLP, fundamental frequency (F0) features, and for the 
Vietnamese systems fundamental frequency variation (FFV) features were used in the 
concatenation as well. A grapheme-to-phoneme (G2P) approach [83] is used to estimate 
the pronunciation for OOV words appearing in the evaluation keywords. The estimated 
pronunciations were then merged into the original lexicon provided by IARPA to form 
the system lexicon. The baseline language models are 3-gram LMs trained with the 10-
hour training transcriptions only. 
For each task, all the KWS systems shared the same acoustic model and lexicon. 
However, they are different in the decoding grammar. The baseline system is a system 
using the original trigram LM and is denoted as “n-gram baseline”. The second system is 
a system with the exact realization of the proposed keyword-aware grammar and is 
marked as “KW-aware grammar”. Three approximate systems using the three 
approximate realizations (i.e., keyword-boosted LM, keyword language model 
interpolated LM, and context-simulated keyword language model interpolated LM) are 
denoted as “KW-boosted LM”, “KWLM Interpolation”, and “CS-KWLM Interpolation” 
respectively. All the system parameters κ, k, and α are tuned with the dev2h data for each 
task. 
4.7.2 LM training data analysis for the Vietnamese LLP task 
The Vietnamese LLP baseline language model is a trigram LM trained with the 
transcriptions of the 10-hour training text. Since the amount of the training data was very 
limited, lots of keywords and key phrases were unseen to the language model and 
therefore they resulted in very low estimated probabilities in the decoding phase. Table 6 
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shows how serious the problem is. In the first row of Table 6, there were 3,275 out of the 
4,065 keywords unseen in the training text, namely n-grams used by these terms ended up 
with low probabilities in the baseline language model. Moreover, there were 619 
keywords consisting of out-of-vocabulary words, which means that the baseline language 
model will give these terms nearly zero in back-off probability and make them easily 
pruned away during decoding. Therefore, it is not surprising that a substantial number of 
keywords will be missed if the baseline language model was used for decoding. This is 
why we need the keyword-aware language models to alleviate the problem. 
 
Table 6. Numbers of keywords unseen in the training data and keywords containing OOV words 
among the given list of 4,065 keywords in the Vietnamese LLP task. 
 #keywords percentage in the keyword list 
keywords unseen in training data 3275 80.6 % 
keywords containing OOV words 619 15.2 % 
 
4.7.3 Performance of approximate approaches 
 The first experiment compares the three approximate approaches proposed in this 
chapter. Table 7 shows the performance of the three approximate systems on the dev2h 
data in the Vietnamese LLP task. Note that the Babel OpenKWS13 Vietnamese data is 
relatively difficult when compared to most of the commonly used datasets. Despite using 
the state-of-the-art LVCSR techniques, the Kaldi baseline system still had a very high 
word error rate (WER) and could only achieve 0.2265 of ATWV (first row in Table 7).  
For the KW-boosted LM system, though being a very simple approximate approach for 
the KW-aware grammar, the method brought a 26% relative gain on the ATWV already 
at k=5. The slight WER improvement over the baseline system is due to the additional n-
gram information provided by the extra appended keyword text in the LM training data. 
For KWLM and CS-KWLM systems, after tuning the best α in Eq. (15) to be 0.6 for both 
systems the ATWVs improved to 0.3431 and 0.3546, respectively. 
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Table 7. WER and ATWV comparison of Vietnamese LLP systems with different 
language models on the Vietnamese dev2h data. 
Vietnamese LLP Systems [dev2h] WER (%) ATWV 
n-gram baseline 62.5 0.2265 
KW-aware LM 
KW-boosted LM   (k=5) 62.3 0.2853 
KWLM Interpolation (α=0.6) 64.2 0.3431 
CS-KWLM Interpolation  (α=0.6) 63.5 0.3546 
 
 
Table 8 shows the experiment results on the evalpart1 data. A very similar trend of 
system performance on the dev2h data is observed. The ATWV of the Kaldi baseline was 
only 0.2093, which is still far below the IARPA Babel program's minimal requirement. 
The KW-boosted LM significantly reduced this performance gap and reached the ATWV 
of 0.2715. By adopting KWLM and CS-KWLM interpolation methods, the systems 
successfully achieved the goal of the program. For the CS-KWLM system, which had the 
best ATWV performance, the overall ATWV improvement over the baseline system is 
0.1194 absolute and more than 50% relative. Note that optimizing system ATWV over 
the evaluation keywords using the proposed methods does not hurt WER performance of 
the underlying LVCSR systems significantly. In other words, the lattices generated by the 
proposed systems still have similarities for non-keyword terms to the lattices generated 
by the baseline system. Therefore, even when adding new keywords which are not in the 
current list for evaluation, in the worst case, the proposed system would have a similar 
performance to the baseline system for those new keywords. 
 
Table 8. WER and ATWV performance of Vietnamese LLP systems with different 
language models on the Vietnamese evalpart1 data. 
Vietnamese LLP Systems [evalpart1] WER (%) ATWV 
n-gram baseline 65.0 0.2093 
KW-aware LM 
KW-boosted LM       (k=5) 65.1 0.2715 
KWLM Interpolation   (α=0.6) 66.7 0.3186 
CS-KWLM Interpolation  (α=0.6) 66.0 0.3287 
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4.7.4 Comparison of KWLM and CS-KWLM interpolation 
The major difference between KWLM and CS-KWLM is the introduction of the 
simulated context information derived from the original LM. In Figure 13, the ATWVs of 
the two systems with different α on the dev2h data were compared. For α smaller than 
0.6, the CS-KWLM system outperformed the KWLM system by more than 0.02 ATWV 
consistently. This demonstrated that the context information provides the CS-KWLM 
interpolated LM a better connectivity between the keyword LM and the original LM. In 
other words, it makes the CS-KWLM approach better represents the keyword-aware 
grammars. 
 
Figure 13. ATWV on dev2h with different keyword LM weights α for both KWLM and CS-
KWLM interpolation methods in the Vietnamese LLP task. 
 
 
Both systems reached the highest ATWV value when α=0.6. The ATWV of the CS-
KWLM system started dropping fast when α gets larger than 0.6 because of the increased 
false alarms. However, as long as α is tuned with a representative development data, the 
risk of such increase in false alarms is small since the optimal α is quite consistent as 
observed in Table 7 and Table 8. 
4.7.5 Comparison of the exact and approximate realizations 
In section 4.7.3, it has been shown that the CS-KWLM interpolation is the best 
approximate approach for the keyword-aware grammar. Thus, in the following 



















section, comparisons between the approximate approach and the exact realization of the 
proposed keyword-aware language modeling framework are conducted. 
4.7.5.1 Grammar WFSA comparison 
Table 9 compares the grammar WFSAs used in the baseline, the KW-aware grammar, 
and the CS-KWLM interpolation systems in the Vietnamese LLP task. Carrying 
additional keyword information, both KW-aware grammar and CS-KWLM Interpolation 
systems had larger grammar WFSAs than the baseline in terms of arc number, state 
number, and file size. However, as the size of the CS-KWLM based grammar WFSA was 
10 times larger than the baseline due to the great amount of additional keyword n-gram 
states, the size of the KW-aware grammar remained in a similar scale of the original n-
gram WFSA. It is clear that the exact realization provides more compact grammar WFSA 
than the approximate approach. 
 
Table 9. Comparison of the three grammar WFSAs in terms of arc number, state number, and file 
size. 
Vietnamese grammars # arcs # states File size 





66,913 24,215 1.3 Mb 
CS-KWLM Interpolation 
(α=0.6) 
381,461 165,063 7.8 Mb 
 
 
4.7.5.2 Performance on the Vietnamese LLP task 
Performance of the three systems (i.e., the baseline, the KW-aware grammar, and the CS-
KWLM interpolation systems) on the Vietnamese evalpart1 data is compared in Table 
10. For KWS, the baseline system had 2,562 missing keywords and was with ATWV of 
0.2098. By using the keyword-aware framework, both CS-KWLM and KW-aware 
grammar systems significantly reduced the number of missed keywords by 40%. The 
remarkable miss reductions also reflected on the improvement of ATWV and FOM of the 
systems. The ATWV of the KW-aware grammar system achieved 0.3224, which is about 
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a 53.7% relative improvement over the baseline. For the CS-KWLM system, the ATWV 
is even better and reached 0.3287. For the FOM performance, KW-aware grammar 
system is slightly better than the CS-KWLM system and attained 57.82%; the latter 
reached 55.26%. Both systems again obviously outperformed the baseline system, which 
had only 20.50% of FOM. The result shows that two realizations of the proposed 
language modeling framework provide similar results, and both outperform the baseline 
significantly, regardless of the performance measures.  
 
Table 10. Performance of the n-gram baseline and the two realizations of the proposed keyword-
aware framework on the Vietnamese LLP evalpart1 data 
Vietnamese LLP [evalpart1] #Miss FOM (%) ATWV 





1,589 57.82 0.3224 
CS-KWLM Interpolated LM 
(α=0.6) 
1,651 55.26 0.3287 
 
4.7.5.3 Performance on the Tamil LLP task 
A similar trend was found in the Tamil LLP task. In Table 11, the baseline system had 
3,663 missed keywords and ATWV of 0.2128. Again, the KW-aware framework reduced 
about one third of the miss in the baseline. And a relative 46% ATWV improvement was 
also observed on the KW-aware grammar and CS-KWLM systems. 
 
Table 11. Performance of the n-gram baseline and the two realizations of the proposed keyword-
aware framework on the Tamil LLP evalpart1 data 
Tamil LLP [evalpart1] # Miss ATWV 










4.7.6 ATWV analysis for keywords of different lengths 
Section 4.7.5 shows that the exact and the approximate systems have similar overall 
performance. However, it is more interesting to know if they have different 
characteristics for different types of keywords.  To further study the differences between 
the exact realization and the approximate approach, ATWVs of the two systems on 
keywords of different lengths were compared. Figure 14 displays the ATWVs of 
keywords with different lengths for the n-gram baseline, CS-KWLM Interpolation and 
the KW-aware grammar systems in the Tamil LLP task. In general, a KWS system has 
better detection performance for longer keywords because more acoustic context 
information is available for the system to make correct decisions. However, because of 
the misses caused by the underestimated keyword priors, the ATWVs of the n-gram 
baseline system in Figure 14 only increased slowly with the increase of keyword lengths 
and dropped rapidly when keyword length L > 3. By alleviating the underestimation 
problem, both CS-KWLM interpolation and KW-aware grammar systems significantly 
outperformed the baseline system, especially for long keywords.  
If we further compare the CS-KWLM interpolation and KW-aware grammar systems, 
it is clear that the two systems were different in their performance with the keyword 
lengths. For long keyword (L>2), the KW-aware grammar significantly outperformed the 
CS-KWLM interpolation system. This is because the CS-KWLM interpolation approach 
not only boosted probabilities of keywords but also other word sequences with keyword 
n-grams presented. The boosting effect may therefore being reduced relatively especially 
for multi-word keywords because more n-grams are presented in the queries. The 
standalone keyword paths in KW-aware grammar to some extent alleviate this problem 
caused by n-gram sharing in the n-gram LM, thus it has better performance for long 
keywords. On the other hand, the CS-KWLM system has slightly better performance than 
KW-aware grammar for L ≤ 2 because keyword priors in the KW-aware grammar system 
were restricted to a global κ while for the CS-KWLM system such restriction did not 
exist which allowed the prior estimation for each keyword being closer to its ground truth. 
Since keywords with L ≤ 2 are the majority in the evaluation list, the overall ATWV of 
CS-KWLM system in Figure 14 is slightly better than KW-aware grammar system. 
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However, the result suggests that the two realizations are complementary and should be 
considered in different cases.  
 
Figure 14. ATWV of keywords with different lengths for the three systems on evalpart1 data in 
the Tamil LLP task. The ATWV drops at L=5 in all the systems are due to miss errors caused by 
underestimated keyword priors. Also, since there are only 3 keywords at L=5, the ATWV might 
not be representative for all the five-word keywords. 
 
Figure 15 displays the ATWV curves for the n-gram baseline and the KW-aware 
systems in the Vietnamese LLP task. The performance difference between the CS-
KWLM interpolation and KW-aware grammar system become much smaller in 
Vietnamese, however, both of them still significantly outperformed the n-gram baseline 
system. Similar to the results observed in Tamil LLP task, the ATWV curves for the KW-
aware systems had a clear improvement over the baseline, and the improvement is 
especially larger for longer keywords. For example, the KW-aware systems successfully 
detected two out of the three five-word keyword, "đăng ký mùa hè xanh", in the 
evaluation data without any false alarm, while the n-gram baseline system missed all of 
them. The KW-aware systems showed a similar ATWV to the n-gram baseline on single-
word keywords because priors of them were not as seriously underestimated because of 




















Figure 15. ATWV for keywords with different length, L, of the baseline and KW-aware systems 





4.7.7 ATWV analysis for IV and OOV keywords 
In Table 12, ATWVs of in-vocabulary (IV) and out-of-vocabulary (OOV) keywords for 
the baseline and the CS-KWLM systems were compared. Note that for OOV keywords, 
which are keywords containing OOV words in them, the baseline had a very low ATWV 
because those keywords are represented with nearly zero probabilities in the language 
model, causing a high miss error rate. By using the CS-KWLM Interpolation method to 
alleviate this problem, ATWV for the OOV queries achieved 0.2343, which is a 154% 
relative improvement. For the IV queries, the CS-KWLM method also brought a relative 
ATWV improvement of 49%. Therefore, the proposed approach is effective for keywords 























Table 12. ATWV performance of all, in-vocabulary (IV), and out-of-vocabulary (OOV) 
keywords for the baseline LM and CS-KWLM Interpolation systems on the evalpart1 data. 
Vietnamese LLP [evalpart1] all IV OOV 
Baseline LM 0.2093 0.2338 0.0924
13
 
CS-KWLM Interpolation(α=0.6) 0.3287 0.3485 0.2343 
 
4.7.8 ATWV analysis for seen and unseen keywords 
When dealing with topics not well-observed, data mismatch is assumed to be a major 
cause of prior probability underestimation in n-gram training. In this experiment, 
ATWVs of seen and unseen keywords in the LM training set in the Vietnamese LLP task 
were compared. The unseen keywords can be viewed as keywords whose topics were not 
covered by the training data. In other words, even IV keywords might still be unseen to 
the system LM. Because there were only 10-hour transcriptions available for LM training 
in the Vietnamese LLP task, 3,275 out of the 4,065 keywords were unseen to the baseline 
n-gram LM. In other words, more than three quarters of the evaluation keywords suffered 
the mismatch issue in the n-gram LM. 
In Table 13, for both keyword groups the proposed KW-aware systems showed 
increased ATWVs in both cases. The improvement for the seen keywords showed that 
their priors might still be underestimated even for keywords already appearing in the LM 
training set. For unseen keywords, the improvement is especially significant – about a 
0.15 absolute (from 0.2 to 0.35, 75% relative) ATWV increase over the baseline. The 
significant performance improvement in the unseen keywords is because most of the 
unseen keywords are long keywords, which ideally should have better detection results 
than short keywords because more acoustic cues are available to the systems to make the 
right decision as described in section 4.7.6. After alleviating the prior underestimation 
problem, it is clear that the ATWV of unseen keywords (usually long keywords) becomes 




 It was not zero because the baseline also used the G2P lexicon in Section 5 for a fair comparison with the 
KW-aware systems. 
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higher than the ATWV of seen keywords (usually short keywords). The trend is therefore 
closer to the ideal case. 
Note that the significant performance improvement for unseen keyword also confirms 
the statement in section 4.3:  
The n-gram LM could seriously underestimate the prior probability of the 
multi-word keywords which are unseen in the training data because of the 
“incorrect independent event assumption” made by the baseline n-gram LM 
with back-off smoothing. 
With the proposed keyword-aware framework, it is obvious the underestimation problem 
was effectively diminished. 
 
Table 13. ATWV for seen and unseen keywords in the Vietnamese LLP task. 
Vietnamese LLP [evalpart1] all seen unseen 
n-gram baseline 0.2093 0.2350 0.1985 
KW-aware grammar  (global κ=0.00005) 0.3224 0.2567 0.3519 
CS-KWLM Interpolation (α=0.6) 0.3287 0.2648 0.3574 
 
4.7.9 Comparison of estimated keyword priors 
It is well known that training a good n-gram LM is difficult. When the domain of LM 
training data mismatches test conditions in KWS, n-gram LMs usually underestimate 
prior probabilities of multi-word keywords unseen in the LM training data. The 
underestimation can easily cause missed detections of the keywords. Figure 16 displays 
the average log priors of keywords with different lengths estimated by the n-gram 
baseline, CS-KWLM Interpolation, and KW-aware grammar systems on the Vietnamese 
evalpart1 data. For each keyword appearing in the evalpart1 data, the ground-truth of its 
prior probability was estimated by dividing its count with the total word count in the data 
set. In Figure 16, the ground-truths of keyword-prior probabilities in the evalpart1 data 
remained in the range of -10 to -12 (in natural log) for all the keyword lengths. 
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Figure 16. Prior estimations of keywords with different lengths on the Vietnamese evalpart1 data.  
 
The estimated keyword priors of the three systems were evaluated by searching the 
best keyword path in the system decoding grammar WFSA for each keyword. The weight 
of the path was used as the estimated prior for the keyword in the systems. In Figure 16, 
though the estimated keyword priors of the n-gram baseline system were quite close to 
the real values for single-word keywords, the priors were seriously underestimated for 
longer keywords. Note the curve of the n-gram system monotonically decreased as the 
keyword length increased. For example, the system underestimated 6-word keywords' 
prior probabilities at the scale of 5×10
8
. The underestimation problem was alleviated by 
the proposed methods. By adding standalone paths or using LM interpolation to boost 
probabilities for each keyword, the prior estimations of the KW-aware and CS-KWLM 
Int systems were very close to the real priors regardless of the number of words in a 
keyword. 
 
4.7.10 Performance of keyword-aware language model to new keywords 
We know that with the knowledge about what keywords the system would be asked to 

































However, it is interesting to know what would happen if we use a KW-aware system 
enhanced with a specific keyword list to detect another set of keywords. In section 4.4, it 
is claimed that the system performance for the new keyword set would be very close to 
the performance of the baseline system. The goal of this experiment is to verify the 
statement. 
In the OpenKWS14 Tamil LLP task, in addition to the evaluation keyword list 
(denoted as Eval), there are three more keyword lists provided by BBN and IBM. Details 
of the keyword lists are presented in Table 14. Since for each of the additional keyword 
list, there were only a very small portion of the keywords overlapped with the evaluation 
keyword list, the lists can be seen as “another set of keywords” for the KW-aware system 
enhanced with the evaluation keyword list. 
Table 15 shows the ATWVs of the baseline and CS-KWLM interpolation (enhanced 
with the Eval keyword list) systems on the four keyword lists in the Tamil LLP task. 
Since the CS-KWLM interpolation system was enhanced with the Eval keyword list, the 
system had significant ATWV performance improvement for the Eval keyword list (from 
0.2128 to 0.3160). However, if we check the ATWVs of the CS-KWLM interpolation 
system for the other three keyword lists, the system performance is very close to the 
baseline. The slight improvement in the ATWV values is because of the overlapped 
keywords in the BBN/IBM keyword lists and the Eval keyword list.  
The result confirms the statement made in section 4.4. It also shows one of the 
greatest advantages of the proposed keyword-aware language modeling framework. On 
the one hand, it allows us to significantly improve detection performance of a KWS 
system for keywords we know beforehand; on the other hand, for those keywords we do 
not know in advance, their detection performance would simply fall back to the 
performance of the n-gram baseline systems. Therefore, it is safe for us to apply the 
framework to any pre-known keywords without the worries about degrading the system 
performance for future keywords.  
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Table 14. The four keyword lists available in the OpenKWS14 Tamil LLP task. 
Keyword list BBN2 IBM931 IBM932 Eval 
# keywords 1,290 1,770 2,039 5,576 
# OOV keywords 710 605 556 0 
# overlapped KW with Eval KWs 154 194 206 5,576 
 
Table 15. ATWV performance of the n-gram baseline and the CS-KWLM interpolation system 
(enhanced with the Eval keyword list) for the four keyword lists on the Tamil evalpart1 data 
Tamil LLP [evalpart1] BBN2 IBM931 IBM932 Eval 
n-gram baseline 0.1473 0.1023 0.1361 0.2128 
CS-KWLM Interpolation 
for Eval keywords (α=0.3) 
0.1567 0.1091 0.1465 0.3160 
 
4.7.11 OpenKWS13 Vietnamese full language pack task 
The last experiment verifies if the proposed language modeling approach works even 
when more system training data are available. Table 16 shows the system performance of 
on the evalpart1 data in the Vietnamese full language pack (FLP) task. Note that in the 
Babel Vietnamese FLP task there are 78-hour transcribed audio data, which is about eight 
times larger than the data amount in the LLP task, for KWS system construction. With 
more training data for both acoustic and language modeling, the baseline system achieved 
the program goal with an ATWV of 0.4578. However, the performance could be further 
improved substantially (20% relative) by adopting the CS-KWLM interpolation method. 
This result shows that the underestimation problem does not go away by simply 
increasing the amount LM training data, and the proposed keyword-aware language 
modeling is an effective solution providing significant performance enhancement 
irrespective to the amount of system training resources. 
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Table 16. ATWV performance of the n-gram baseline and CS-KWLM interpolation systems on 
evalpart1 data in the Vietnamese FLP task. 
Vietnamese FLP [evalpart1] ATWV 
n-gram baseline 0.4578 
CS-KWLM Interpolation (α=0.7) 0.5486 
 
4.8 Conclusion 
In this chapter, a keyword-aware language modeling framework is proposed to alleviate 
the "prior underestimation problem" for multi-word keywords in LVCSR-based KWS 
systems. By integrating the decoding grammars used in conventional keyword-filler 
based KWS into the n-gram LM grammars used in LVCSR-based KWS, the proposed 
keyword-aware grammar provides better prior estimations for keywords. The keyword 
flexibility of LVCSR-based KWS is also preserved in the new grammar. The proposed 
grammar can be either exactly realized with WFSA or approximated by enhanced n-gram 
LMs. Experimental results on the Babel Vietnamese and Tamil LLP tasks and the 
Vietnamese FLP task show that the proposed keyword-aware framework is effective in 
alleviating the prior underestimation problem of n-gram LMs and significantly reduced 
the missed detection errors in the baseline LVCSR-based KWS systems. The significant 
performance improvement of the proposed keyword-aware framework over the n-gram 
baseline has also been shown to be consistent across languages and tasks with different 




5 CHAPTER 5     SYSTEM OPTIMIZATION OBJECTIVES 
5.1 Introduction 
In addition to the data-efficient training procedures for acoustic and language modeling, 
utilizing KWS-performance related training objectives is also a possible direction to 
improve KWS performance. Usually, objectives of AM and LM training are based on the 
maximum likelihood (ML) criterion which is not directly related to the KWS 
performance. If AMs and LMs could be optimized with KWS performance-metric-related 
objective functions, training data can be more effectively exploited for achieving a better 
KWS performance. Discriminative training (DT), which is a technique allowing training 
processes to optimize desired objective functions, can therefore be employed to enhance 
KWS. 
In this chapter, the effect of using discriminative training objectives for both acoustic 
and language models in KWS systems is studied. The chapter starts with a keyword-
aware discriminative acoustic modeling for DNN AMs in Section 5.2. It suggests that the 
DNN AMs could have a better performance on keyword detection by revising the 
conventional DT objective functions with information about keywords. Section 5.3 
discusses the idea of using discriminative language modeling approaches to enhance the 
keyword-aware LMs. Experimental results on the Babel Vietnamese limited language 
pack task for both discriminative acoustic and language modeling are presented in 
Section 5.4. Section 5.5 gives the conclusion. 
5.2 Keyword-Aware Discriminative Acoustic Modeling  
Discriminative acoustic modeling has been shown to be efficacious in LVCSR tasks [6-
11]. Many discriminative training objectives for AMs, e.g., MCE (Minimum 
Classification Error [6]), MMI (Maximum Mutual Information [7, 8]), bMMI (boosted 
Maximum Mutual Information [9]), MPE (Minimum Phone Error [8, 10]), MWE 
(Minimum Word Error [8]), sMBR (state-level Minimum Bayes Risk [11]), have been 
proposed for LVCSR tasks. Since these objectives were designed for ASR tasks, most of 
them are focusing on word error rate (WER) reduction. However, in KWS tasks, systems 
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only care about whether preselected keywords are detected or not. For words unrelated to 
the target keywords, their recognition results are not as critical. To address this objective 
difference in KWS tasks, in [70], a non-uniform MCE training method is proposed for 
conventional GMM-HMM systems by putting more weight on the error cost function of 
keyword data. Inspired by the work in [70], in this dissertation a keyword-boosted sMBR 
training objective [71], which is a modified objective function of sMBR training, for 
DNN AMs in KWS systems is proposed. The reason of selecting DNN AMs with sMBR 
training is because sMBR training has been shown to outperform other discriminative 
training criteria for deep neural network (DNN) AMs [117]. 
In Sections 5.2.1 and 5.2.2, the sMBR training objective and the way to use the 
objective function to train DNN AMs will first be reviewed. Section 5.2.3 then presents 
the proposed keyword-boosted sMBR objective. Experimental results for keyword-
boosted sMBR acoustic modeling are shown in Section 5.4.2. 
5.2.1 State-level minimum Bayes risk (sMBR) training objective 
The objective function of sMBR training is designed to minimize the expected state-level 
errors over the whole set of training utterances [117, 119]: 
 
     






















where Λ represents acoustic model parameters, κ is an acoustic scaling factor, Ou = 
{ou1, … ,
uuT
o } is the observation sequence of a training utterance u, SW and SW' are the 
HMM state sequences of the hypothesized word sequence W and W', respectively, Wu is 
the reference word sequence for the sentence u, and A(W,Wu) is the raw state accuracy 
which could be expressed as  







, StateAcc,A . (17) 
In Eq. (17), Tu is the number of frames in the utterance u, s(t) and su(t) are 
corresponding HMM states of word sequences W and Wu at time t, respectively. The 
StateAcc(s, su) is defined as follows: 
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namely   state,incorrect  if   0
namely  state,correct  if    1
, StateAcc . (18) 
 
5.2.2 Training DNN-HMM hybrid systems with sMBR criterion 
DNN-HMM hybrid systems use DNNs in replace of GMMs to provide log-likelihood for 
the HMM states in an LVCSR system. For an observation out corresponding to time t in 
utterance u, a pseudo log-likelihood of state s provided by DNN AM is 
      CsPsysp utut  loglog|log o , 
where P(s) is the prior probability of state s calculated from the training data, C is a 
constant referring to P(out) for the utterance, out; and yut(s) is the posterior probability for 
state s given observation out estimated by DNN and is defined as  













sPsy o ,       (19) 
where  saut  is the activation at the output layer corresponding to state s. 
The DNNs can be trained with sMBR criterion using a gradient decent approach [11]. 
By differentiating Eq. (16) with respect to log p(out|r), we get 
 












where A̅u(s(t) = r) is the average state accuracy of all paths in the lattice of sentence u 
passing through state r at time t, A̅u is the average state accuracy of all paths in the lattice, 
and γut
sMBR
(r) is a factor as defined in the MPE training method [8]. Using Eq. (20), the 
gradient for activation function  saut  can be derived as [11, 117]: 










































The gradient then can be used to update the parameters in the whole network using back-
propagation procedures. 
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5.2.3 Keyword-boosted sMBR training objective 
In Eq. (17) and (18), the raw state accuracy computation considers all states as equally 
important disregarding their source words. However, in a KWS system, accuracies of 
keyword terms are more important than the rest of the terms in the vocabulary. To adapt 
the conventional sMBR objective function to the KWS tasks, Eq. (18) is modified with a 
boosting weight β for keyword terms in the system: 
    
     
     
















  if  0
SegKW   and   if   1




where {KW Seg} is a set of time segments for keyword words in the reference sentences. 
Note the resulting keyword-boosted sMBR has the same computational complexity as the 
conventional sMBR training since the only difference between them is the weight 
distribution in the objective function. 
 
5.3 Discriminative Keyword-Aware Language Modeling 
Despite the success of KW-aware LM, the global parameter α used in the CS-KWLM 
interpolation is not yet optimized for all keywords. Experimental results show that the 
best global α is still too large for some keywords (and causes many false alarms, 
especially for 1-word keywords), while for some other keywords the value is instead too 
small to reduce the miss rate.  Discriminative language modeling (DLM) [12-16] is a 
possible solution to alleviate the problem. By fine-tuning the n-gram probabilities 
provided by the CS-KWLM interpolated LMs using discriminative objective functions, 
keyword probabilities are no longer bounded by a single parameter. The overall system 
performance therefore has a chance to be further improved.  
A goal of this chapter is to investigate the effect of applying DLM to CS-KWLM 
interpolation systems in KWS tasks. Note that though DLM is popular in LVCSR tasks, 
there are few studies reporting the performance of the DLM approaches in KWS tasks. 
This chapter thus provides a preliminary study of the DLM technique for KWS. Potential 
issues of DLM in KWS are also revealed. 
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There are many DLM approaches [12-16] proposed for ASR tasks in the past decades. 
One of the most cited DLM methods is the discriminative global linear model (GLM) 
framework [14], which is a rescoring framework for ASR systems. In this dissertation, 
the framework is therefore adopted for the investigation. Sections 5.3.1 and 5.3.2 briefly 
review the discriminative GLM framework and the perceptron algorithm for model 
training (more details about the GLM-based DLM in ASR tasks can be found in [14, 
120]). Section 5.3.3 discusses some potential issues of applying DLM to KWS tasks. 
Experimental results for discriminative keyword-aware language modeling are presented 
in Section 5.4.3 
5.3.1 Global linear models 
The global linear model (GLM) considers a task of learning a mapping from inputs O∈O 
to outputs W∈W. By considering the following components: 
(1) A function GEN() which generate a finite set of candidates GEN(O) ⊆ W for 
each possible input O, 
(2) A function Φ mapping each (O, W) ∈ O ×W to a feature vector Φ(O, W) ∈ RD, 
and 
(3) A parameter vector w ∈ RD , 








,maxarg*       , (23) 
where Φ(O, W)⋅w is the inner product  d dd WOΦw , . The objective of the linear model 
training is to estimate the parameter vector w using the training data. In the testing phase, 
the hypothesis W
*
 that maximizes Eq. (23) is selected as the model output. 
The linear model has been used in natural language processing problems, such as 
part-of-speech tagging and base noun phrase chunking [120]. It can also be used for 
discriminative language modeling in ASR tasks [14]. In the discriminative language 
modeling setting, O  is the set of all possible acoustic inputs, O ∈ O is the acoustic 




, for some vocabulary Σ, and GEN(O) ⊆ W is a set of hypothesized word 
sequences, represented by a word lattice or N-best sentences, generated by the baseline 
ASR decoder for utterance O.  
For the feature vector, Φ(O, W), in DLM for ASR tasks, the first feature component, 
Φ0(O, W), is usually set to the log-probability of (O, W) in the lattice produced by the 
baseline decoder
14
. This setting allows the feature vector to include the contributions 
from the acoustic and the original language model. The parameter w0 is used to control 
the weight of the log-probability score, Φ0(O, W),  in baseline lattice when rescoring 
using the linear model. The remaining features are restricted to be functions over the 
transcription W alone and they track all 1~n-grams in W, for example: 
Φ1(O, W) = Number of time "the the of" is seen in W. 
Note that since the total number of 1 to n-grams could be very large, practically the 
feature vector only considers the 1 to n-grams in the oracle and best paths in the lattice 
and ignores most of the rest 1 to n-grams.  
5.3.2 The perceptron algorithm 
The perceptron algorithm is a training algorithm for the linear model proposed by Collins 
in [120]. The algorithm is shown in Figure 17. In the iterative training process, for each 
training example (Oi, Wi), the best-scoring hypothesis Zi is generated with current GLM 
parameters, w. If Zi is different from the reference Wi, then the parameters, w, would be 
updated by: i) increasing the weights in w that correspond to features in Wi with the count 
of the features, and ii) decreasing the weights that correspond to features in Zi with the 
count of the features.  




 In general, each component, Φd(O, W), in the feature vector can be any function of the acoustic input O 
and the candidate transcription W. By designing the feature function, we can realize DLM using global 
linear model. 
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Inputs:   Training examples  (Oi , Wi)      i=1~N    
Initialization:  Set  w = 0   
Algorithm: 
    For  itr = 1 … M 
           For  i = 1 … N 










   
                      If(Zi ≠ Wi)  then    w = w  + Φ(Oi, Wi) –  Φ(Oi, Zi) 
Output:  Parameters  w  
Figure 17. A general form of the perceptron algorithm. The value M, which is the number of 
iteration over the training data, is chosen by the validation set.  
 
Since the linear model can be implemented using weighted finite-state automata 
(WFSA) by following the procedure presented in [14], the perceptron algorithm can be 
modified into the form shown in Figure 18. In Figure 18, Li is the WFSA representation 
of the i
th
 training lattice generated by the baseline decoder. D is the n-gram LM WFSA 
representation
15
 of the linear model parameter w. The rescoring process is done by 
scaling the original lattice weight with w0 first and then composing the weight-scaled 
lattice w0Li with discriminative n-gram LM WFSA, D. In Figure 18, BestPath(A) is a 
process returning the best scoring path in the WFSA A, and MinErr(A, r) is a function 
returning the path with minimal word error when using string r as the reference. 




 Rigorously speaking, D is not really an “n-gram LM” WFSA because the arc weights in D are scaled 
summations of n-gram counts (correspond to features in w) instead of normalized log probabilities. 
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Inputs:   Lattice Li and reference transcriptions Wi  for   i=1~N.  
A value for parameter w0.  
Initialization:  Set  D  to be a WFSA that accepts all strings in Σ
*
 with weight 0. 
                         Set  Wi = MinErr(Li, ri)   for i = 1 … N. 
Algorithm: 
    For  itr = 1 … M 
           For  i = 1 … N 
                      Calculate     
 








   
                      For   j = 1 … D 
                              if  Φj(Oi, Wi) ≠Φj(Oi, Zi) ,  then apply the update   
                                     wj  ← wj +Φj(Oi, Wi) –Φj(Oi, Zi). 
                      Modify D to incorporate these parameter change. 
Figure 18. The perceptron algorithm implemented with WFSA. Li is the WFSA representation of 
the i
th
 lattice, and D is the n-gram LM WFSA representation of the linear model parameter w. 
 
In the test phase, the Eq. (23) is still used and is equal to searching the best path in the 
rescored lattice, as shown in Eq. (24). 
 








5.3.3 Issues in the conventional DLM approaches 
In [13], several issues regarding the DLM approaches for ASR tasks were discussed. The 
first problem is the selection of n-gram probability targets for updating when the n-grams 
do not exist in the original LM. Another issue is whether certain n-gram probabilities 
should be adjusted if they are involved in but not the cause to the recognition errors (for 
example, if a sequence "A B C" is misrecognized into "A D C", DLM should adjust the 
probabilities of P( "B" | "A" ) and P( "D" | "A" ) since they are the direct causes for the 
error. But it is unclear whether we should adjust the probabilities of P( "C" | "B" ) and 
P( "C" | "D" ) or not.) The same issues apply to the DLM used in the KWS tasks as well. 
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However, in KWS tasks there are even more potential problems that need to be 
considered when adopting the conventional DLM approaches.  
A severe problem is that in most of the conventional DLM approaches, the adjusted 
“n-gram probabilities” are no longer probabilities. To simplify the training process, most 
of the DLM methods in ASR tasks use gradient descent without the "sum-to-one" 
constraint when updating the n-gram probabilities in LMs [12-16]. For each n-gram, the 
learning step for its probability is a scaled value of its occurrence count in the training 
data (the reference word sequence and the best path in the lattice). The "n-gram 
probabilities" in the updated discriminative language models thus become some sort of 
"score" rather than probabilities. The setting works fine for ASR tasks, when MAP 
decoding is used, because we only care about the path with the best score in the lattice. 
However, when it is necessary to evaluate the posterior probabilities of each word arcs in 
the lattice, problems emerge. The un-normalized DLM could lead to incorrect posterior 
probability estimation. Since posterior probability estimation in lattices is important for 
LVCSR-based KWS systems, using conventional DLM approaches in KWS tasks could 
lead the systems to provide incorrect posterior probabilities for keywords. The problem is 
especially critical for the global linear model used in this dissertation because the 
learning step for an n-gram probability is a sum of the occurrence counts for 1~n-gram in 
it [14], which makes the rescored n-gram "scores" even more unbalanced for n-grams 
with large n. 
5.4 Experiments 
5.4.1 Experimental setup 
Experiments were conducted on the Vietnamese limited language pack (LLP) provided 
by the IARPA Babel program used in the NIST OpenKWS13 Evaluation [91]. The 
training set consists of 10 hours of transcribed audio. The audio data is conversational 
speech between two parties over a telephone channel, which can be landlines, cell 
phones, or phones embedded in vehicles, with the sampling rate set at 8 kHz. The NIST-
provided development set consists of 10 hours of conversational telephone speech; 
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however, to speed up the tuning process, only a 2-hour subset of the data (denoted as 
dev2h) was used in the experiments. 
The 15-hour evaluation part 1 data (denoted as evalpart1) was used for testing. Two 
keyword lists released by NIST for the OpenKWS13 Evaluation were used in the 
experiments. The evaluation keyword list containing 4,065 phrases, including out-of-
vocabulary words not appearing in the training set, was used as the major keyword list for 
system development and performance evaluation; while the other development keyword 
list, consisting of 200 phrases, was used for investigating the effect of keyword list sizes 
to the proposed KW-boosted sMBR acoustic modeling approach. The performance of 
keyword search was measured by Actual Term Weighted Value (ATWV). 
All keyword search systems evaluated were LVCSR-based with hybrid DNN-HMM 
acoustic models built with the Kaldi toolkit [116]. The baseline DNN AM was trained 
with conventional cross-entropy objective function. The acoustic features were 
concatenated features of bottleneck and fMLLR features. The input for the bottleneck 
DNNs and fMLLR transform is a concatenation of PLP, fundamental frequency (F0), and 
fundamental frequency variation (FFV) features used in [121]. Keyword-specific 
threshold normalization [63] was used in all the KWS systems, and the common 
threshold after normalization is chosen to be 0.5. 
For pronunciation dictionaries, in addition to the original LLP lexicon provided by 
IARPA, a grapheme-to-phoneme (G2P) tool [83] was also used to estimate the 
pronunciations of out-of-vocabulary (OOV) words in the evaluation keywords. The 
estimated pronunciations were then merged into the original LLP lexicon to form a G2P 
lexicon. Since the G2P lexicon is built with keyword information, the lexicon can be seen 
as a keyword-aware lexicon. The two lexicons (the original lexicon and the G2P lexicon) 
were then used in two test configurations in the experiments. 
Two language models were used in the experiments. The first one is a basic trigram 
language model, trained by the 10-hour training text and denoted as original LM (orig 
LM) here. The second one is a keyword-aware trigram language model (CS-KWLM Int) 
[122] presented in Chapter 4, which strengthens the probabilities of n-grams used by 
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keywords in the system to increase the keyword detection rate while keeping the word 
error rate performance of the underlying LVCSR system nearly intact. 
5.4.2 Keyword-aware discriminative acoustic modeling  
5.4.2.1 System performance 
We first compared the proposed KW-boosted sMBR system with the cross-entropy 
trained DNN baseline and sMBR trained DNN systems in three different lexicon-LM 
configurations, namely: (i) original lexicon+LM (denoted as orig Lex+LM), (ii) G2P 
lexicon+LM (denoted as G2P Lex+LM), and (iii) G2P lexicon + CS-KWLM interpolated 
LM (denoted as G2P Lex + CS-KWLM Int) corresponding to the results listed in the first, 
second, and third columns in Table 17 and Table 18. The system ATWVs and WERs 
were evaluated on the evalpart1 data with the 4,065 evaluation keywords. Note that the 
DNN acoustic models of all the KWS systems were trained with the original lexicon and 
LM in the training phase and then were tested with the three test configurations. System 
parameters and training iterations were selected with the dev2h set. 
Table 17 lists the KWS ATWV. One major difference between the first and second 
configurations, shown in the first and second columns of Table 17, is the system lexicon 
and the vocabulary size. For the original lexicon, there are 632 OOV words distributed in 
the 4,065 keywords, and 800 out of the 4,065 keywords cannot be detected because of the 
lack of complete pronunciations. The G2P lexicon provided the estimated pronunciations 
of these OOV words and the sMBR trained DNN system has a slight ATWV 
improvement from 0.2069 to 0.2093. Since the KW-boosted sMBR system put more 
weight on acoustic modeling for the keywords, it achieved the best ATWV at 0.2104 in 
the orig Lex+LM test configuration. After switching to the G2P lexicon, the KW-boosted 
sMBR system again achieved the best ATWV among the three systems at 0.2220.  
All three KWS systems were significantly improved after switching to the G2P Lex + 
CS-KWLM Int test configuration due to the fact that CS-KWLM provided additional 
keyword information for detection. Comparing the ATWV improvement from switching 
the original LM with CS-KWLM interpolated LM and the improvement from replacing 
the sMBR trained DNN AM with the KW-boosted sMBR trained AM, it is clear that the 
keyword information is much more helpful for language modeling than for acoustic 
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modeling. Nevertheless, the effects of keyword-aware language modeling and acoustic 
modeling are additive. In the G2P Lex + CS-KWLM Int test configuration, the KW-
boosted sMBR system still outperforms the other two systems and achieves 0.3396 in 
ATWV. In all the three test configurations, the KW-boosted sMBR system has a 1.7 ~ 
6.1% relative ATWV improvement over the sMBR system.  
 
Table 17. ATWV (4,065 keywords) of the Vietnamese LLP systems on the evalpart1 test set with 
the three test configurations. 
ATWV [evalpart1] (i) orig Lex + LM (ii) G2P Lex+LM 
(iii) G2P Lex + CS-
KWLM Int 
Baseline 0.1895 0.1883 0.3044 
sMBR 0.2069 0.2093 0.3287 
KW-boosted sMBR 0.2104 0.2220 0.3396 
 
 
In Table 18, the WER was reduced from the first row of baseline to the second row of 
sMBR. However, it was increased slightly from the second row to the third row since the 
KW-boosted sMBR training criterion put much less focus on words not used by the 
keywords. 
 
Table 18. WER (4,065 keywords) of the Vietnamese LLP systems on the evalpart1 test set with 
three test configurations. 
WER [evalpart1] (i) orig Lex + LM (ii) G2P Lex+LM 
(iii) G2P Lex + CS-
KWLM Int 
Baseline 66.6 66.6 67.0 
sMBR 65.0 65.0 66.0 
KW-boosted sMBR 66.1 65.9 66.3 
 
 
5.4.2.2 The influence of KW-boosting weights 
In KW-boosted sMBR, a boosting-weight parameter β is used to control the weight ratio 
between the accuracies of keywords and non-keywords as presented in Eq. (22). In the 
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following experiments, the influence of the KW-boosting weights on the system 
performance is investigated. 
Six KW-boosted sMBR systems with β= 2, 4, 5, 6, 8, and 10 were trained, and the 
ATWVs and WERs of the systems on dev2h with the orig Lex+LM test configuration are 
shown in Figure 19 and Figure 20, respectively. Since the conventional sMBR system 
can also be considered as a KW-boosted sMBR system with β= 1, its performance was 
also included in Figure 19 and Figure 20 for comparison. From the plots, it is clear that β 
plays an important role to the keyword detection accuracy. ATWV at β = 1 (sMBR 
system) is about 0.22, and it is improved as β increased till β = 0.5, in which the KW-
boosted sMBR system achieved an ATWV of 0.255, which is about a 16% relative 
improvement over the sMBR system. The ATWV then decreased to 0.235 when β = 8 
and slightly increased to 0.24 when β = 10. As shown in Figure 19, the relation between 
the system β and the ATWV performance is not simple, and thus a development set is 
required for tuning this parameter. On the other hand, from Figure 20 it is clear that the 
WER of KW-boosted sMBR system increases as β increases, as expected. 
 
 
Figure 19. ATWV (4,065 keywords) of Vietnamese KW-boosted sMBR systems on dev2h with 
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Figure 20. WER (4,065 keywords) of Vietnamese KW-boosted sMBR systems on dev2h with 




5.4.2.3 The influence of keyword set size on KW-boosted sMBR training 
In the previous experiments, the KWS systems were built with the 4065-keyword 
evaluation list. However, since the idea of KW-boosted sMBR is to put more weights on 
the accuracies of words been considered, it is interesting to know whether the percentage 
of the interested words in the system vocabulary affects the performance of the KW-
boosted sMBR systems. In this following, KW-boosted systems with the 200-keyword 
development list were built. As in Section 5.4.2.2, the relations of ATWV and WER vs. β 
are illustrated in Figure 21 and Figure 22, respectively.  
The 4065-keyword list used 2,155 words in the system's 3210-word vocabulary 
(namely about two thirds of words in the vocabulary), while the 200-keyowrd list covers 
408 words (about an eighth) in the system vocabulary. Comparing Figure 19 and Figure 
21, the first thing been noticed is that the β-ATWV curves are very different for these two 
keyword sets. For the 200-keyword set, unlike in the 4065-keyword systems, ATWV of 
the systems dropped when β increased from 1 to 2. In Figure 21, the ATWV of KW-
boosted sMBR systems oscillated between 0.22 and 0.19 and is worse than the sMBR 
system till β = 6, where the KW-boosted sMBR system start getting better than the sMBR 
system. When β = 8 the proposed system achieved the best ATWV at 0.2124, however 
the number dropped again when β = 10. This observation shows that the smaller the 
keyword set size is, the less stable the system performance is as β changes. It also shows 
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and the best way of finding the optimal β is tuning it with a small development data. The 
ATWV of the dev2h tuned 200-keyword KW-boosted sMBR system (with β = 8) on 
evalpart1 is 0.1453, which is again better than the 200-keyword sMBR system whose 
ATWV is at 0.1349.  
For the system WER, similar trends were observed for both of the 4065-keyword and 
200-keyword sets. When comparing Figure 20 and Figure 22, it is easy to see that WER 
of the 200-keyword systems increased faster with increasing β than that of the 4065-
keyword system because non-keyword words, whose accuracies are less cared in KW-
boosted sMBR training, occupy a much higher percentage in the 200-keyword systems. 
 
Figure 21. ATWV (200 keywords) of Vietnamese KW-boosted sMBR systems on dev2h with 
different keyword-boosting weight β. 
 
Figure 22. WER (200 keywords) of Vietnamese KW-boosted sMBR systems on dev2h with 
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5.4.2.4 System 1-best output analysis 
To realize why the KW-boosted sMBR criterion worked for keyword search tasks, the 1-
best sentence outputs of both conventional sMBR and KW-boosted sMBR systems were 
further analyzed. By categorizing the system vocabulary into keyword-word (KWW) and 
non-keyword word (non-KWW) groups, the correction, substitution, deletion, and 
insertion rate regarding words in these two groups for the two systems were evaluated. 
The 4065-keyword evaluation list was used in the experiments. 
Table 19 shows the performance of KWW and non-KWW for sMBR and KW-
boosted sMBR systems under the orig Lex+LM test configuration on the dev2h data, 
where the ATWV of KW-boosted sMBR system (0.2564) outperformed the ATWV of 
the sMBR system (0.2101) by 20% relative. In Table 19, comparing the KWW 
performance of both systems, the KW-boosted sMBR system has higher correction and 
insertion rates, and is with much lower rate for deletion. While for the non-KWWs, the 
KW-boosted sMBR system has high deletion rate and is with lower rate for correction 
and insertion rate. In other words, the KW-boosted sMBR system tends to generate 
keyword words in the system output while reducing the output of non-keyword words. In 
Eq. (22), the training criterion with more weight on the reference KWW segments 
implies the criterion penalizes KWW misses more than insertions of KWWs. As a result, 
the KW-boosted sMBR trained systems are prone to generating keyword words with 
higher scores in the decoding lattices. Since ATWV is a measure with higher emphasis 
on misses than on false alarms [123, 124], this tendency provides KWS systems a better 
chance to get good performance result on ATWV. On the other hand, this also explains 
the non-trivial relations between the boosting factor β and ATWV for the KW-boosted 
sMBR system since with inappropriately estimated β, a KW-boosted sMBR system may 
generate too many keyword words and result in high false alarm rate which greatly 
degrades the ATWV performance. This suggests that a possible improvement for the 
current KW-boosted sMBR criterion is to take the keyword words appearing in lattice 
hypotheses into consideration as well so that the false alarm of KWWs can be also be 
penalized with higher weight. 
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Similar results were observed in the G2P Lex + CS-KWLM Int test configuration 
(shown in Table 20). The KW-boosted sMBR system has higher correction and insertion 
rates for KWWs, while for non-KWWs the system has higher deletions.  
 
Table 19. The 1-bset sentence analysis (correction, substitution, deletion, and insertion) for the 
orig Lex+LM test configuration on the Vietnamese dev2h data with 4,065 keywords. ATWV for 
sMBR and KW-boosted sMBR systems are 0.2101 and 0.2564. 
 System Corr(%) Sub(%) Del(%) Ins(%) 
KWW 
sMBR 41.4 43.6 15.1 10.3 
KW-boosted sMBR 43.1 47.0 10.0 15.8 
non-
KWW 
sMBR 40.4 31.5 28.0 17.0 
KW-boosted sMBR 35.4 25.8 38.8 8.4 
 
 
Table 20. The 1-best sentence analysis for G2P Lex+ CS-KWLM Int test configuration on the 
Vietnamese dev2h data with 4,065 keywords. ATWV for sMBR and KW-boosted sMBR systems 
are 0.3546 and 0.3649 respectively. 
 System Corr(%) Sub(%) Del(%) Ins(%) 
KWW 
sMBR 40.0 44.9 15.1 10.3 
KW-boosted sMBR 42.8 47.0 10.2 15.2 
non-
KWW 
sMBR 38.5 30.5 31.0 14.5 
KW-boosted sMBR 34.6 26.5 38.9 7.6 
 
5.4.3 Discriminative keyword-aware language modeling  
5.4.3.1 Setup 
The baseline system for the discriminative keyword-aware language model experiments 
is the system with sMBR trained DNN AM and the G2P Lex + CS-KWLM Int test 
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configuration. Training data for the GLM-based DLM were prepared by following the 
procedure reported in [14]:  
The 10-hour Vietnamese LLP training data were first partitioned into 20 sets. For each 
set, a CS-KWLM system proposed in Chapter 4 was used to generate training lattices of 
the set. Since language models are prone to over-fitting more easily than acoustic models, 
the LM used in each CS-KWLM system was built by using only transcriptions from the 
other 19 sets. In other words, 20 different CS-KWLM interpolated LMs were used in the 
20 CS-KWLM systems for training lattice generation. The generated training lattices of 
the 20 sets then merged to form the complete training data for DLM training. For acoustic 
models, all the 20 CS-KWLM systems shared the same DNN AM which was trained with 
the entire 10-hour training data with sMBR training criterion.  
Note that the 20 CS-KWLM interpolated LMs mentioned above were only used in 
training lattice generation. In testing phase, the LM used in the CS-KWLM system was 
trained with the entire LLP transcriptions as usual.  
 
5.4.3.2 ASR performance without MBR decoding 
Since the DLM approach was originally designed for ASR tasks, in the first experiment 
the word error rate (WER) and sentence error rate (SER) of the baseline system and the 
DLM systems were compared. Table 21 and Table 22 show the experimental results of 
the systems using conventional MAP decoding, i.e., Eq. (4) and (24), on dev2h and 
evalpart1 data. The WERs for the baseline CS-KWLM Interpolation system on the two 
data sets are 68.44% and 70.96% respectively. Note that the WERs here are much higher 
than the numbers reported for CS-KWLM Interpolation in section 4.7.3 (last rows in 
Table 7 and Table 8, where the WERs for the CS-KWLM Interpolation system are 63.5% 
for dev2h and 66.0% for evalpart1) because the decoding method in section 4.7.3 is 
discriminative minimum Bayes Risk (MBR) decoding. In Table 21 and Table 22, it is 
clear that the DLM approach is effective when conventional MAP decoding is applied. 
When using only 1-gram as the features in the global linear model, the system WERs 
reduced to 68.07% and 70.49% on dev2h and evalpart1 data respectively. The system 
accuracies were further improved by including 2-grams as features in the global linear 
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model. However, including 3-gram features did not help the DLM system much due to 
the limited amount of training data. Overall, the DLM system achieve the best WER 
performance on dev2h and evalpart1 data at 67.59% and 70.05% when using n-gram 
features with n being up to 3 and 2 respectively. The SER improvements for the DLM 
systems are much smaller comparing with the improvements on WER. However, the 
trend is still perceptible. 
 
Table 21. Word Error Rate (WER) and Sentence Error Rate (SER) of DLM systems on the 
Vietnamese dev2h data set using conventional MAP decoding in the Vietnamese LLP task. 
Vietnamese LLP [dev2h] WER (%) SER (%) 
CS-KWLM Interpolation 
α=0.6  (baseline) 
68.44 96.74 
1-gram DLM rescore 68.07 96.86 
2-gram DLM rescore 67.61 96.56 
3-gram DLM rescore 67.59 96.50 
 
 
Table 22. Word Error Rate (WER) and Sentence Error Rate (SER) of DLM systems on the 
Vietnamese evalpart1 data set using conventional MAP decoding in the Vietnamese LLP task. 
Vietnamese LLP [evalpart1] WER SER 
CS-KWLM Interpolation 
α = 0.6 (baseline) 
70.96 94.36 
1-gram DLM rescore 70.49 94.26 
2-gram DLM rescore 70.05 94.11 
3-gram DLM rescore 70.07 94.14 
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5.4.3.3 Real system performance 
The default ASR decoding method in this dissertation is minimum Bayes Risk (MBR) 
decoding instead of the conventional MAP approach. This section shows the real system 
performance for ASR and KWS. The MBR decoding is a discriminative decoding 
approach that exploits the posterior probabilities of word arcs in lattices to evaluate the 
expected WER for each path. The path with minimum expected WER is then selected as 
the decoding result for ASR output. It has been shown that with the discriminative 
decoding criterion, the MBR decoding usually achieves much lower WER than the 
conventional MAP based decoding [125]. Note that both the MBR decoding and KWS 
processes require estimation of the word-arc posterior probabilities in the lattices of test 
utterances. 
Table 23 and Table 24 show the WER and ATWV of the baseline CS-KWLM 
Interpolation system and the DLM systems on dev2h and evalpart1 data in the 
Vietnamese LLP task. It is clear that the WER performance of the CS-KWLM 
Interpolation system was significantly improved by using MBR decoding when 
comparing the results with the numbers shown in Table 21 and Table 22. In general, the 
MBR decoding provided about 5% absolute WER reduction over the conventional MAP 
decoding. However, the WER improvements of the DLM systems observed in 
conventional MAP decoding diminished after applying MBR decoding. On the dev2h 
data, though the 2-gram DLM system achieved 66.3% of WER, the improvement is very 
small when comparing it with the improvement observed in section 5.4.3.2. On the 
evalpart1 data, all the DLM systems received worse WER compared with the baseline 
CS-KWLM interpolation system. The WERs of the 2-gram and 3-gram DLM systems 
even rose to about 81% because of a very high word deletion rate caused by incorrect 
word arc posterior estimation in the test lattice.  The same problem was observed in 
ATWV as well. The DLM systems attained worse ATWVs because of the incorrect 
posterior estimation. 
In conclusion, for DLMs with un-normalized n-gram probabilities, the effect of DLM 
could be diminished when discriminative decoding is applied. The DLM could also 
degrade the KWS performance dramatically when un-normalized probabilities are used. 
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The problem is especially critical for GLM-based DLM due to the feature setting of the 
framework.  
 
Table 23. WER and ATWV of the baseline CS-KWLM interpolation and DLM systems on the 
Vietnamese dev2h data in the Vietnamese LLP task. 
Vietnamese LLP [dev2h] WER ATWV 
CS-KWLM Interpolation 
α = 0.6 (baseline) 
63.5 0.3546 
1-gram DLM rescore 63.4 0.3582 
2-gram DLM rescore 66.3 0.3503 
3-gram DLM rescore 66.4 0.3408 
 
 
Table 24. WER and ATWV of the baseline CS-KWLM interpolation and DLM systems on the 
Vietnamese evalpart1 data in the Vietnamese LLP task. 
Vietnamese LLP [evalpart1] WER ATWV 
CS-KWLM Interpolation 
α = 0.6 (baseline) 
66.0 0.3287 
1-gram DLM rescore 66.3 0.3241 
2-gram DLM rescore 81.7 0.2568 
3-gram DLM rescore 81.6 0.2859 
 
5.5 Conclusion 
In this chapter, the effects of using discriminative training objectives for both acoustic 
and language modeling in KWS systems is investigated. For acoustic modeling, a 
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modified objective function of sMBR training for DNN-HMM hybrid systems is 
proposed to enhance the performance of keyword search tasks. By putting more weight 
on acoustic modeling of keyword states, the KW-boosted sMBR system is capable of 
detecting more keywords while reducing false alarms. Experimental results show that the 
proposed KW-boosted sMBR trained systems outperform the baseline sMBR systems by 
a relative increase of 1.7 ~ 6.1% in ATWV in all test configurations. An analysis of the 
experimental results also shows that tuning the keyword-boosting weight β with different 
keyword sets is a key to KW-boosted sMBR training. For language modeling, the GLM-
based DLM, which is one of the most popular DLM methods used in ASR tasks, was 
adopted to enhance the KW-aware LMs proposed in Chapter 4. Experimental results, 
however, show that the convention DLM approach does not work for KWS tasks due to 
the difficulty of correct posterior probability estimation in lattices. 
The current KW-boosted objective function only focuses on keyword segments in the 
reference sentences. The KWS systems therefore tend to generate more keyword words. 
Though the setting significantly reduced keyword miss rates for system, it may also 
create unwanted false alarms. A possible extension of the proposed approach is to 
introduce the boosting weight to words used by keywords in hypothesized sentences as 




6 CHAPTER 6     DATA AUGMENTATION 
6.1 Introduction 
When the amount of in-domain training data is too small to support the estimation of 
distributions p(O|W) and P(W) in the test condition, the effect of utilizing data-efficient 
training processes and modifying system optimization objectives presented in the 
previous chapters on the system performance could become considerably smaller. The 
mismatches between training data estimated distributions pΛ*(O|W) and PΓ*(W) and the 
test distributions would still be large. Data augmentation (DA) [74-79], which utilizes 
out-of-domain data to provide prior knowledge about the potential test distributions in the 
modeling process, is an efficacious technique to enhance the system performance in this 
situation. Common data augmentation approaches for acoustic modeling include semi-
supervised training (SST) [75, 77], acoustic data perturbation [74-76], and multilingual 
acoustic modeling [52, 53]. For language modeling, it is common to use web text data to 
assist model training.  
In this chapter, two important and effective data augmentation techniques – 
multilingual acoustic modeling and web text augmented language modeling –   used in 
ASR and KWS community were explored. Issues regarding the optimization of the DA 
approaches, including the selection of out-of-domain data sources and the design of 
training procedure, are studied. Integration of the DA approaches and the KW-aware 
language modeling framework proposed in Chapter 4 is also inspected. Section 6.2 
proposes a multilingual acoustic modeling recipe for DNN AMs. In Section 6.3, the web 
text augmented language modeling procedure used in this dissertation is described. 
Experimental results and analysis are presented in Section 6.4. 
6.2 Multilingual Acoustic Modeling for Deep Neural Networks 
The multilingual acoustic modeling recipe proposed in this section is a modified version 
of the shared-hidden-layer multilingual DNN (SHL-MDNN, depicted in Figure 23) 
framework outlined in [19]. The recipe consists of two training stages:  
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1. Multilingual training stage: where an SHL-MDNN acoustic model is trained 
with target and foreign languages simultaneously, and  
2. Target language fine-tuning stage: in which a DNN AM of the target language 
is initialized with the SHL-MDNN and trained with target language data to 
further enhance the system performance. 
The major difference between the SHL-MDNN framework proposed in [19] and the 
training recipe proposed here is the target language fine-tuning stage, which does not 
exist in [19]. The two training stages are explained in the following sections. 
Experimental results for multilingual acoustic modeling are presented in section 6.4.3. 
 
 
Figure 23. An illustration of the shared-hidden-layer multilingual DNN (SHL-MDNN) proposed 
in the reference [19] (the figure is adopted from the paper). In this dissertation, the SHL-MDNN 
framework is used in the multilingual acoustic modeling recipe. 
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6.2.1 Multilingual training for DNN acoustic models 
In conventional GMM-HMM based LVCSR systems, the likelihoods of an HMM state 
(senone) are estimated by Gaussian mixture models (GMM)[2]. In hybrid DNN-HMM 
based LVCSR systems, instead of using GMMs, DNN models are used for the 
likelihood
16
 estimation [4]. The input of the DNN models are splices of acoustic features 
such as MFCC and PLP used in the conventional GMM-HMM based ASR systems. The 
output layers of the DNN models are softmax layers, where each output node in the 
layers generates the posterior probability of its corresponding senone given an input 
acoustic feature frame. The likelihood of a senone can then be evaluated by dividing the 
posterior probability with the senone’s prior probability, which can be estimated from the 
training data, and used in HMM for decoding. Usually, for each LVCSR task, an 
individual DNN AM is used. However, since in DNN AMs the output softmax layer is 
the only layer closely related to the task target outputs, the function of the rest of the 
DNN AMs can be seen as for feature transformation (see Figure 23). If we can share the 
transformation across languages and tasks, we may use all the training data of the 
languages and tasks to estimate a more robust feature transformation and enhance system 
performance for all the languages and tasks. 
The design of the shared-hidden-layer multilingual DNN (SHL-MDNN) is based on 
this idea. In the SHL-MDNN, the input and hidden layers are shared across languages 
while only the softmax output layers are language dependent. The training process is very 
similar to conventional DNN training. Given an acoustic feature input, the neural network 
first does forward propagation through all the hidden layers to generate softmax output at 
output layer. For each input, only the softmax output layer corresponding to the 
language/task of the input is activated. Errors of the softmax output are then evaluated 
using the training objective function and back-propagated through the whole DNN for 
parameter updates. Therefore, the hidden layers in a SHL-MDNN can be updated with all 




 Though outputs of DNNs are posterior probabilities of HMM-states, to adapt DNN AMs into 
conventional HMM-based decoding framework, people still generate "pseudo" likelihoods for the purpose 
by dividing the state posterior probabilities with their priors as shown in Section 5.2.2. 
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the training data; while the softmax layer would only be updated with the data of the 
corresponding language/task.  
A key to the success of SHL-MDNN training is that training data of all the languages 
should be fully shuffled and interleaved when doing the training. This is especially 
important when mini-batch is used to avoid the problem that the DNNs over-fit to a 
specific language and fall into an unwanted local maximal region for parameters in the 
early stage of training. The implementation of the SHLD-MDNN in this dissertation 
consists of a pre-training process for all the hidden layers using the target language data. 
The softmax output layers for each language are then added after the pre-trained hidden 
layers as shown in Figure 23. The multilingual training process described above then is 
used for the SHL-MDNN training.  
The Kaldi default DNN training configuration, which is empirically tuned on the 
English wall street journal (WSJ) corpus, is adopted in the SHL-MDNN training process 
and is described as follows: In the training process, the mini-batch size and the initial 
learning rate are set to 256 inputs and 0.008, respectively. To determine when to halve 
the learning rate or terminate the training process, a held-out validation set of the training 
data is used. When the relative cross-entropy improvement on the validation data is 
smaller than 0.01, the training process starts to halve the learning rate every training 
iteration. Finally the process would be terminated if the relative cross-entropy 
improvement on the validation data is smaller than 0.001. 
6.2.2 Target language fine-tuning for DNN acoustic models 
After the multilingual training stage, the output layers of the non-target languages in the 
SHL-MDNN are removed as shown in Figure 24. The resulting DNN is a DNN with only 
the output layer of the target language. In other words, it is a DNN AM for the target 
language and can be used for KWS immediately. However, since, in multilingual training, 
usually the amount of target language data is considerably smaller when compared with 
the amount of the foreign language data, the DNN is not optimized toward the target 
language. A fine-tuning stage, using only the target language data to optimize the DNN, 
is therefore necessary to enhance the DNN performance. Discriminative training can also 
be used in this stage to further improve the system performance. 
95 
The fine-tuning process consists of a cross-entropy training followed by a sMBR 
training using the target language training data. Since training data of the target language 
is very limited, to avoid over-fitting, only parameters at the last n layers in the DNN are 
updated, where n can be determined using development data. Empirically, n = 3 or 4 is a 
reasonable choice for a target language with 3 hour training data. In addition to restricting 
the number of layers being updated in the DNN model, since the DNN has already been 
well pre-trained, it is also observed that a smaller initial learning rate (comparing with the 
one used in the first training stage) for cross-entropy training in the fine-tuning stage is 




Figure 24. An illustration of the multilingual acoustic modeling recipe for Vietnamese DNN AMs. 
The target language (Vietnamese) fine-tuning is followed after the multilingual training stage. 
The initial learning rates for multilingual training and target language fine-tuning are empirically 





6.3 Web Text Augmented Language Modeling 
Web text augmented language modeling
17
 is another common technique utilized by ASR 
and KWS systems when the amount of in-domain training text is limited [20, 21, 126, 
127]. The additional information provided by the web text content usually benefits 
language modeling for covering potential topics in test conditions. To integrate the web 
data information into the language model, the most common approach is to build a 
standalone language model using the web text content and then combine the web LM 
with the original in-domain LM using Eq. (25) for linear interpolation [21, 126, 127]: 
       hwPhwPhwP LMWebWebWebLMINT |1||_    , (25) 
where the αWeb is a tunable parameter controlling the weight of the web LM in the 
interpolation. Since the Internet is filled with a variety of content, selecting the right web 
data sources is the key to the maximization of the LM enhancement. A set of data 
selection approaches has been proposed in the past decades. In [127], the coverage of 
unseen n-grams in the test data is used to measure the web data quality. The reference [20] 
also proposed the use of perplexity to measure the similarity between the web text and 
the in-domain training data for data selection.  
One of the goals of this chapter is to investigate web text augmented language 
modeling in KWS tasks. The IARPA OpenKWS13 Vietnamese limited language pack 
(LLP) and very limited language pack (VLLP) tasks are selected for the purpose. In the 
OpenKWS13 Vietnamese VLLP task, there are six web data sources collected with 
different approaches provided by NIST:  
 Wiktionary – text contents dumped from the wiktionary website of the target 
language. The text content is a dictionary of the target language. The data 
provides high vocabulary coverage. However, most of the contents are 




 Ideally, web text contents should be used to enrich both system vocabularies (i.e., lexicons) and language 
models simultaneously for the best performance enhancement.  However, since vocabulary enhancement is 
beyond the research scope of this dissertation, only language modeling would be focused on here. 
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incomplete sentences. The style of writing is also very different from telephone 
conversation, which is the task domain of the OpenKWS tasks. 
 Wikipedia – text contents dumped from the Wikipedia website of the target 
language. The text content is an encyclopedia of the target language. The data 
provides great variety of topics and good coverage of vocabularies. However, 
the writing style is usually too formal and technical for the conversation training 
data. 
 Open Subtitle – movie subtitles for the target language downloaded from the 
Open Subtitle website (http://www.opensubtitles.org/ ). The text contents are 
movie scripts of the target language. The data provides sentences of designed 
conversations, which are similar to the style of telephone speech to some extent. 
 TED talk transcriptions – TED talk transcriptions in the target language 
crawled from the TED talk site (https://www.ted.com ). The contents provide 
broad topic coverage. However, the style of the sentences is closer to monologue 
than conversation. 
 Blogspot – text contents of Blogspot feeds containing target language data 
crawled from Blogspot  (http://xxxx.blogspot.com/xxx ). The data provides wide 
domain coverage. However, the writing style could be very different from 
telephone conversation. 
 Query results – website contents retrieved by using the top 220 n-grams in the 
Vietnamese VLLP training transcriptions as queries for the Google search 
engine. The advantage of data collected in this way is that the collected text 
would contain popular n-grams in the in-domain training data. It is also one of 
the most popular data collecting approaches employed by many research groups 
because of the simplicity [20, 21]. The data is provided by BBN (Raytheon 
Company).  
This chapter examines the performance enhancements of these six web data sources 
on the OpenKWS Vietnamese KWS tasks. The influences of the original in-domain 
training text amount and the combination of keyword-aware language modeling on the 
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6.4.1 Experimental setup 
Experiments were conducted on the IARPA Babel OpenKWS13 (Vietnamese) [92] and 
OpenKWS14 (Tamil) [93] very limited language pack (VLLP) tasks. Note that, unlike 
the LLP tasks used in the previous chapters, the VLLP tasks only has 3 hours of 
transcribed audio from the target language for system training. The OpenKWS13 
Vietnamese LLP task, which has 10-hour training data, was also used for investigating 
the performance of data augmentation approaches when more in-domain training data are 
available. For parameter tuning, a 2-hour subset of the IARPA development set (denoted 
as dev2h) is used for each language.  
Note that, in addition to the Vietnamese and Tamil VLLP data, the training data of six 
full language pack (FLP) tasks, which include Vietnamese (V), Tamil (Tm), and another 
four languages, were also provided by NIST in the OpenKWS competition. These FLP 
data can be used as augmenting data in the construction of the Vietnamese and Tamil 
VLLP KWS systems. Table 25 shows the details of the transcribed audio data used in the 
experiments. The rows of the three tasks focused in this experiment – Vietnamese LLP 
and VLLP, and Tamil VLLP – are highlighted in the table. The four additional languages 
are Cantonese (C), Pashto (P), Turkish (Tu), and Tagalog (Tg), and the amount of their 
audio data ranged from 70 to 129 hours. The Vietnamese FLP training set, which has 78-
hour transcribe audio data, can be used for Tamil KWS system construction, but are not 
allowed to be used in Vietnamese LLP and VLLP system building. The same rule applies 
to the Tamil FLP data.  
For all the Vietnamese and Tamil systems, the 15-hour evaluation part 1 data 
(released as evalpart1 by NIST) were used for testing. The evaluation keyword lists 
contain 4,065 and 5,576 phrases with out-of-vocabulary words not appearing in the 
training set for the two languages respectively. Both Vietnamese LLP and VLLP systems 
99 
use the Vietnamese LLP lexicon provided by NIST. The vocabulary size of the 
Vietnamese LLP lexicon is 3,208 words. While for the Tamil VLLP system, the official 
Tamil FLP lexicon with 58,474 words is used. 
Instead of using advanced BNF and fMLLR features as in Chapter 4 and 5, acoustic 
features used in the VLLP systems are 40 dimensional log filter bank (Fbank) features 
concatenated with 3 dimensional F0 features extracted using Kaldi tools. The reason for 
selecting these "raw" features is that the advanced features usually involve language 
dependent transformations, which lead to different feature spaces for different languages. 
This feature space mismatch among languages would degrade the performance of 
multilingual acoustic modeling. Further, experimental results showed that the amount of 
3-hour training data in the VLLP tasks is not enough to train a good bottleneck DNN for 
feature extraction. The performance of VLLP systems with BNF+fMLLR feature is much 
worse than the performance of systems using the "raw" FBank+F0 feature. 
 
Table 25. Training data sets used in the experiments. The FLP training data can be used for the 
multilingual acoustic modeling. The Vietnamese LLP/VLLP and Tamil VLLP data were used for 
pure Vietnamese/Tamil system building and the target language fine-tuning stage in the 
multilingual acoustic modeling recipe. Note that we reserved a tenth of the task data as validation 
set when doing DNN training. 
Language Babel LID Data Set Training (hr) Validation (hr) Total (hr) 
Cantonese 101 FLP 126.62 2.13 128.75 
Pashto 104 FLP 70.12  70.12 
Turkish 105 FLP 69.55  69.55 
Tagalog 106 FLP 75.54  75.54 
Vietnamese 107 
FLP 78.28  78.28 
LLP 9.75 1.17 10.92 
VLLP 2.70 0.33 3.03 
Tamil 204 
FLP 56.69  56.69 
VLLP 2.70 0.28 2.98 
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6.4.2 Analysis of the importance of AM and LM in VLLP tasks 
The first experiment investigated the importance of acoustic and language models toward 
the KWS performance for systems with very-limited training resources. The results could 
help us determine the priority of acoustic and language model enhancement when 
building a KWS system. The ATWV and WER of Vietnamese systems with AMs and 
LMs trained with different amount of training data were compared. Two AMs, trained 
with LLP and VLLP data, and two LMs, trained with LLP and VLLP transcriptions, were 
considered in the experiment. Experimental results are shown in Table 26 and Table 27. 
In Table 26, it is obvious that the LLP system with both LLP-data trained AM and 
LM retained the best ATWV performance at 0.2145. For the VLLP system, in which both 
AM and LM were trained with 3-hour VLLP data, the ATWV performance significantly 
dropped to 0.0572. The results show that the impact of training data amount is indeed 
very high to system performance. However, if the AM in the VLLP system being 
replaced with the LLP-data trained AM, the system ATWV increased remarkably from 
0.0572 to 0.1883, which is very close to the LLP system's performance. On the other 
hand, switching the LM in the VLLP system with the LLP-trained LM did not provide 





Table 26. ATWVs of KWS systems with different combinations of acoustic and language models 





LLP 0.2145 0.0583 




Similar results were observed in WER as shown in Table 27. The LLP system has the 
lowest WER at 64.0%, and the VLLP system has the highest WER at 75.5%. By 
changing the AM in the VLLP system with the LLP-data trained AM, the system WER 
remarkably dropped to 65.5%, which is a 10% absolute WER reduction. The 
improvement is much less significant when the VLLP-data trained LM was replaced with 




Table 27. WER of KWS systems with different combinations of acoustic and language models on 





LLP 64.0 74.1 
VLLP 65.5 75.5 
 
 
From Table 26 and Table 27, it is clear that AM is more important to system 
performance when only limited in-domain training data is available. Acoustic model 
enhancement thus has higher priority than LM in such condition.  
 
 
6.4.3 Multilingual acoustic modeling 
6.4.3.1 Setup 
In the multilingual acoustic modeling experiments, the baseline monolingual DNN AMs 
is a DNN model trained purely with the target language data, namely the 10-hour and 3-
hour data in the LLP and VLLP tasks respectively. The VLLP baseline DNN structure 
consists of 5 hidden layers, which is the best setting found empirically for the 
monolingual DNN in the VLLP tasks. The multilingual DNN structure, on the contrary, 
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consists of 7 hidden layers. The hidden layer dimension is 1,200 for both monolingual 
and multilingual DNN AMs. Both DNNs were pre-trained using target language data 
only.  
As mentioned in the section 6.2, the multilingual training recipe contains two stages: 
(i) the multilingual training stage, and (ii) the target language fine-tuning stage. In the 
multilingual training stage, data of the 6 languages (including the target language) were 
used for multilingual training, and the cross-entropy training criterion is used at this stage. 
In the fine-tuning stage, only target language data is used for updating the parameters in 
the last n fine-tuning layers. The fine-tuning process is the standard sMBR training 
process for DNN AMs in this dissertation:    The process started with cross-entropy 
training followed by a iteration of sMBR training to form a first sMBR trained DNN AM. 
The DNN AM was then used to align the training data for second sMBR training with 4 
iterations. 
Note that the training process of the baseline monolingual DNN AMs is almost the 
same as the fine-tuning process in the multilingual training recipe. However, there are 
three major differences between the two processes. First, in the baseline monolingual 
training, the initial DNN AMs were target language data pre-trained deep belief networks 
(DBN); whereas the initial models for the fine-tuning process were the DNNs trained 
with multilingual data. Second, the initial learning rate of cross-entropy training for the 
baseline DNNs was set to 0.008. However, the rate was set to a much smaller value at 
0.002 for the multilingual DNN in the fine-tuning stage since the models were already 
well-trained with multilingual data. Third, in the baseline monolingual DNN training, the 
whole DNNs were updated; whereas the multilingual DNNs only updated their last n 
layers in the fine-tuning stage. Table 28 shows the details of the training data utilized in 






Table 28. Details of the training data utilized in each stage of the multilingual acoustic modeling 
recipe for the three tasks. The validation data were used by the iterative cross-entropy training 
process to determine whether to halve the learning rate in the next iteration or terminate the 
training process. Language name abbreviations used here are: C – Cantonese, P – Pashto, Tu – 
















= 408.27 hours 





= 401.22 hours 
C (2.13) V (2.70) V (0.33) 
Tamil 
VLLP 
C+P+Tu+Tg+V (420.11)  
+ Tm(2.70) 
=  422.81  hours 




6.4.3.2 Performance of the multilingual recipe 
Figure 25 to Figure 30 show ATWV and WER of the baseline and multilingual systems 
at each training stage in the three tasks. The first two training steps (multi-train and fine-
tuning) are conventional DNN cross-entropy training, and the rest four steps are 
discriminative sMBR training with target language data.  
ATWVs and WERs of the Vietnamese LLP task, which has 10-hour Vietnamese 
transcribed audio data for system training, are shown in Figure 25 and Figure 26. In 
Figure 25, it is obvious that the ATWV of the multilingual-data trained DNN AM, though 
without target language fine-tuning, was already significantly better than the baseline 
monolingual DNN AM with cross-entropy training. After the multilingual AM being 
fine-tuned with the 10-hour Vietnamese data, the performance gap was further increased 
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from about 0.025 to more than 0.04. Both multilingual and monolingual systems benefit 
from discriminative sMBR training. However, with different number of fine-tuning layers 
in the multilingual DNN, the multilingual systems achieved different ATWV 
performance after the sMBR training. The best system is the multilingual system with 3 
fine-tuning layers on the 4
th
 iteration of 2
nd
 sMBR training in the fine-tuning stage, which 
achieved 0.2285 of ATWV on the Vietnamese dev2h data. Note that it is important to set 
a reasonable number n for the n fine-tuning layers used in the multilingual AM. If the 
number is too small, e.g., n = 1 as proposed in [19], to allow the DNNs to absorb the 
information provided by the target language data, the performance of multilingual AMs 
could easily saturate during the sMBR training process as shown in Figure 25 for the 1 
fine-tuning layer system. For the baseline monolingual system with the 10-hour 
Vietnamese training data, sMBR training significantly improved the system ATWV from 
0.1483 to 0.2121. However, all the multilingual systems (except the one with 1 fine-
tuning layer) still outperformed the baseline system in all the training steps. 
For WER performance (shown in Figure 26), the advantage of using multilingual 
AMs is even more obvious. All the multilingual systems significantly outperformed the 
baseline monolingual system in all training steps. A consistent absolute WER reduction 
at about 2.5% ~ 3.5% is observed. However, the performance of the multilingual system 




Figure 25. ATWV of multilingual acoustic modeling recipes with different number of fine-tuning 




Figure 26. WER of multilingual acoustic modeling recipes with different number of fine-tuning 










































When the amount of the target language training data was reduced to 3 hours in the 
VLLP tasks, the performance difference between the multilingual and monolingual 
systems became more prominent.  Figure 27 shows the ATWV performance of systems 
in the Vietnamese VLLP task. With 3-hour Vietnamese training data, the best ATWV 
achieved by the baseline system is 0.0572 after sMBR training. This performance, 
however, is much worse than the ATWVs of multilingual systems in all training steps. 
Even for the multilingual AM without fine-tuning, the system attained an ATWV at 
0.0879, which is about 53% relative improvement over the baseline system. The 
performance of multilingual system can be further improved with the fine-tuning stage. 
The best multilingual system is the system with 4 fine-tuning layers on the 3
rd
 iteration of 
2
nd
 sMBR training, which achieved 0.1344 of ATWV. The relative ATWV improvement 
of switching from the best monolingual system to the best multilingual system is 
therefore 135% (from 0.0572 to 0.1344). The multilingual systems also provided 
significant WER performance improvement over the baseline system as shown in Figure 
28. An about 5% absolute WER reduction is observed when switching from the best 
monolingual system to the best multilingual system. 
Similar results can be observed in the Tamil VLLP task as shown in Figure 29 and 
Figure 30. In Figure 29, the ATWV of the multilingual systems were consistently better 
than the performance of the baseline Tamil system in all training steps. The best 
multilingual system is the system with 3 fine-tuning layers on the 4
th
 iteration of 2
nd
 
sMBR training. The system achieved 0.1368 of ATWV and provided a 52% relative 
ATWV improvement over the best baseline system ATWV at 0.0899. For WER 
performance, the multilingual systems provided more than 3% absolute WER reductions 




Figure 27. Vietnamese VLLP Systems' ATWV at different training stages in multilingual acoustic 




Figure 28. Vietnamese VLLP Systems' WER at different training stages in multilingual acoustic 








































Figure 29. Tamil VLLP Systems' ATWV at different training stages in multilingual acoustic 




Figure 30. Tamil VLLP Systems' WER at different training stages in multilingual acoustic 










































The ATWVs and WERs shown in Figure 25 to Figure 30 were evaluated on the 
Vietnamese and Tamil dev2h data sets. Table 29 shows the ATWVs of the multilingual 
and monolingual systems in the Vietnamese LLP and VLLP tasks on the evalpart1 data. 
In both LLP and VLLP tasks, the multilingual systems outperformed the monolingual 
system significantly on the evalpart1 data as well. The multilingual acoustic modeling 
process is especially effective and important to the VLLP task in which only very limited 
in-domain training resources are available for system building. 
 
Table 29. The ATWVs of the monolingual and multilingual systems in the Vietnamese LLP and 
VLLP tasks on the evalpart1 data. Multilingual acoustic modeling provided a significant 
performance improvement in the VLLP task. 
ATWV [evalpart1] Pure Vietnamese 
Multilingual AM 
(System setup) 





 sMBR itr4) 
Vietnamese VLLP 0.0555 
0.1253  
(C+P+Tu+Tg+Tm+V,  
4 fine-tuning layers, 2
nd
 sMBR itr3) 
 
 
6.4.3.3 Influence of language distances in multilingual training 
Despite the fact that there are thousands of languages in the world, many languages have 
close relationships with each other because of human population migration. In linguistics, 
these relationships among languages could be explained with the concept of language 
family. For example, both Cantonese and Mandarin Chinese are in the Sino-Tibetan 
language family, Vietnamese and Khmer (or Cambodian) are of the Austroasiatic 
language family, and Pashto and English are languages in the Indo-European language 
family. Languages in a same family have shorter distances to each other in terms of 
phonetic or syntactic structures.  
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In multilingual acoustic modeling, information on non-target languages is used to 
augment acoustic modeling of a target language. It is usually assumed that acoustic 
models of the target language can be better enhanced by selecting foreign languages 
which are similar to the target language for multilingual acoustic modeling. The goal of 
this experiment is to verify the assumption using the Vietnamese VLLP task.  
In the experiment, five Vietnamese VLLP KWS systems with multilingual acoustic 
modeling were created. For each system, in addition to the 3-hour Vietnamese VLLP data, 
a 56-hour foreign language data set is used for the system AM to do multilingual training. 
Five assisting languages, i.e., Cantonese, Pashto, Turkish, Tagalog, and Tamil, provided 
by NIST in the Babel project are used here. The 56-hour data set of each assisting 
language is a subset of the FLP data set for the language. Table 30 shows details of the 
data sets used in the experiment. Language information including number of tones, 
spoken area, and language family are also presented. All the systems used a same 
multilingual acoustic modeling recipe to train system DNN AMs. The DNN structure 
contains 7 hidden layers and 1,200 node for each layer. In the multilingual training stage, 
a held out training set of the assisting language data was used as validation set to 
determine whether to halve the learning rate or terminate the training. In the fine-tuning 
stage, the 3-hour Vietnamese VLLP data was used to update the last 3 fine-tuning layers. 
System ATWVs and WERs are evaluated on the Vietnamese dev2h set. 
Three distance measures are used to evaluate the distance between an assisting 
language to the target language, i.e., Vietnamese. The first measure is the language 
family distance between two languages. The distance was measured by checking whether 
the two languages belong to the same language family. Phonetic distance, which 
considers the similarity of sound units used in the two languages, is also used. The 
distance is measured as the number of overlapped IPA phones used in the two languages. 
The last measure is the acoustic distance between two languages. The distance provides 
the most fundamental distance measurement from the acoustic signal perspective and is 
evaluated as Kullback-Leiber 2 (KL2) distance between the acoustic feature distributions 
of the two languages. 
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In Table 30, it is clear that none of the assisting languages is in the same language 
family of Vietnamese. Table 31 shows the number of overlapped phones between 
Vietnamese and each assisting language. The smaller the number of the overlapped 
phones indicates the larger distance between the two languages. Both tonal and non-tonal 
(by removing tone IDs) Vietnamese phone sets are considered
18
, where tonal Vietnamese 
phone set has 236 phones and non-tonal phone set has 41 phones. The first row in Table 
31 shows the number of overlapped tonal phones between Vietnamese and each assisting 
language. Since Cantonese is the only tonal language in the assisting languages, it has the 
most overlapped tonal phones with the Vietnamese. However, because the tone system in 
Cantonese is different from the system in Vietnamese, the tone ID in Cantonese is not 
necessary referring to the same tone in Vietnamese of the same ID. A more reasonable 
phonetic distance measure is to evaluate the overlap of the non-tonal phones.  When 
considering non-tonal phone overlap, the Cantonese is the language having least 
overlapped phones with Vietnamese. There are only 14 non-tonal phones out of the 41 
Vietnamese phones in the Cantonese phone set. On the other hand, Pashto and Tagalog 
have the most overlapping with Vietnamese phone set. In other words, from a phonetic 
perspective, Cantonese is the language having the largest distance with Vietnamese, 
while Pashto and Tagalog are the two assisting languages closest to Vietnamese. 
To evaluate the acoustic distances between languages, for each language, a Gaussian 
mixture model (GMM) was trained with the training data of the language. For each pair 
of the GMMs, the KL2 distance between the two GMMs were used as the acoustic 
distance between the two corresponding languages. The acoustic features used in the 
GMMs are the FBank+F0 feature, which was the same feature used in multilingual DNN 
AMs. Table 32 shows the acoustic distances of all possible language pairs in the 
experiment. It is clear that Tagalog and Tamil are the two languages having the shortest 
acoustic distance with Vietnamese. Cantonese, on the other hand, is the language that 
having the longest acoustic distance with Vietnamese.  




 The lexicon used in the Vietnamese systems uses tonal phone set. The tonal phones are denoted by 
appending tone IDs, e.g.1~6 for Vietnamese and 1~7 for Cantonese, to IPA phones. 
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Table 30. Details of the six languages data used in the experiment. Except for Vietnamese, which 
is the target language, the amount of training data for each of the 5 assisting languages was set to 
56 hours for fair comparison. Information including the number of tones, the spoken area, and the 
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Table 31. Number of overlapped phones for the 5 assisting languages with Vietnamese. Both 
tonal and non-tonal (by removing tone tags) Vietnamese phone sets are considered, where tonal 
Vietnamese phone set has 236 phones and non-tonal phone set has 41 phones. The one 
overlapped phone among Vietnamese tonal phone set with Pashto, Turkish, Tagalog, and Tamil is 
the phone /m/. 
# Overlapped Phone 
with Vietnamese 
Cantonese Pashto Turkish Tagalog Tamil 
w/ Tone (236) 82 1 1 1 1 




Table 32. Acoustic distances between pairs of the training languages. The acoustic distance is 
measured by evaluating the KL2 distances between the acoustic feature distributions of the 
languages. Both V_3hr and V_78 are for Vietnamese language. V_3hr used the 3-hour 
Vietnamese VLLP data to build the Vietnamese GMM for KL2 distance evaluation, while 
V_78hr used all the Vietnamese FLP data to build the language GMM. 
KL2D C_56hr P_56hr Tu_56hr Tg_56hr Tm_56hr V_3hr V_78hr 
C_56hr 0 20.9 14.5 14.2 17.3 16.9 16.5 
P_56hr 20.9 0 12.9 15.0 13.8 14.2 12.7 
Tu_56hr 14.5 12.9 0 11.7 13.8 14.9 13.3 
Tg_56hr 14.2 15.0 11.7 0 13.1 13.7 11.8 
Tm_56hr 17.3 13.8 13.8 13.1 0 13.5 11.7 
V_3hr 16.9 14.2 14.9 13.7 13.5 0 11.2 
V_78hr 16.5 12.7 13.3 11.8 11.7 11.2 0 
 
 
Figure 31 shows the WERs of the six Vietnamese VLLP systems on the Vietnamese 
dev2h data set. It is clear that the Vietnamese VLLP systems benefit from all the five 
assisting languages. However, different assisting languages did provide different scale of 
WER reduction. Systems assisted by Tamil and Tagalog, which are the two languages 
having the shortest acoustic distance to Vietnamese, achieved the largest WER reduction 
over the baseline VLLP system. On the other hand, the WER reduction of the Cantonese 
system is the smallest among the five languages. The observation is consistent with the 




Figure 31. WER of the 5 bilingual trained Vietnamese VLLP systems at each training stage on 
the Vietnamese dev2h set. Tagalog and Tamil assisted systems are the two systems with the best 
WER performance. 
 
For ATWVs (shown in Figure 32), the improvement trend of the five languages is 
slightly different from WERs. Though Cantonese has the largest acoustic distance with 
Vietnamese among the five languages, the Cantonese system achieved similar ATWVs of 
the Turkish system and outperformed the Pashto system. A plausible reason is that since 
ATWV only considers partial test data, i.e., the keywords, it is more keyword list 
dependent. It is possible that the words in the Vietnamese evaluation keyword list were 
the words that the Cantonese system has high detection accuracy. Therefore, the 
Cantonese system achieved a better ATWV than Pashto though it attained the worst 
WER among all. 
In summary, acoustic distance is a best distance measure for selecting assisting 
language for a target language ASR and WER system. Experimental results show the 
measure provides good prediction for WER performance and reasonable prediction for 






















Figure 32. The ATWVs of the 5 bilingual trained Vietnamese VLLP systems at each training 
stage on the Vietnamese dev2h set. Tagalog and Tamil assisted systems are the two systems with 




6.4.3.4 Combine with keyword-aware language modeling 
The VLLP systems with multilingual trained AMs can be further improved by using the 
keyword-aware LM. Table 33 shows the ATWV performance of Vietnamese VLLP 
systems with original 3-hour transcription trained 3-gram LM and the CS-KWLM 
Interpolated 3-gram LM. It is clear that the improvement of multilingual AM and KW-
aware LM is additive. By adopting the multilingual AM, the Vietnamese VLLP achieved 
126% relative ATWV improvement (from 0.0555 to 0.1253). A further 76% relative 
ATWV performance improvement (from 0.1253 to 0.2208) can be attained by using the 




















Table 33. ATWV performance of Vietnamese VLLP systems with multilingual AM and KW-





(α = 0.4) 
pure Vietnamese VLLP AM 
( pureV_2nd_smbr_it4 ) 
0.0555 0.0927 
Multilingual AM 
( CPTuTgTm_4ftl_2nd_smbr_it3 ) 
0.1253 0.2208 
 
6.4.4 Web text augmented language modeling 
6.4.4.1 Setup 
Experiments for web-text augmented language modeling were conducted on the 
Vietnamese LLP and VLLP tasks. The Vietnamese LLP baseline is the baseline used in 
Chapter 4 and 5, where the acoustic model is sMBR trained DNN AM with 
BNF+fMLLR features. The Vietnamese VLLP baseline is the multilingual Vietnamese 
VLLP system presented in section 6.4.3.2. Details of the acoustic models for the two 
baseline systems are shown in Table 34.  
 
Table 34. Acoustic model configurations of the Vietnamese LLP and VLLP systems in the 
experiment.  
Vietnamese Task Acoustic Model Description 
LLP Pure Vietnamese 
10 hour Vietnamese training data 





402 hour Multilingual data trained 
DNN AM with fine-tuning shown 




Table 35 shows the details of the eight LM training text sources used in the 
experiments. The amounts of in-domain training data are very limited for both VLLP and 
LLP tasks, in which only 213 Kb and 718 Kb transcriptions are available respectively. 
For the web data, the Wikipedia and Query are the two sources with largest amount of 
training text. The file sizes of the Wikipedia and Query data are 601 Mb and 528 Mb, 
respectively. Data sizes of the rest of the web sources are much smaller at about 1/10 of 
the Query data amount. Among the six web sources, the Wiktionary data contains only 
31,217 Vietnamese phrases and has the smallest file size of 351Kb. 
 
Table 35. Details of the two in-domain and six web-text sources used in the experiments. 
Text Source 
Amount of Data 
Data Description 
# Words File Size 
VLLP 35,832 213 Kb 
VLLP task 3 hour transcription (in-domain 
data) 
LLP 117,573 718 Kb 
LLP task 10 hour transcription (in-domain 
data) 
Wiktionary 60,978 351 Kb 
31,217 Vietnamese phrases listed 
presented in the Vietnamese Wiktionary 
Wikipedia 100,643,820 601 Mb Vietnamese Wikipedia content 
Open Subtitle 8,910,907 48 Mb 
OpenSubtitles 2012 and 2013 Vietnamese 
movie subtitles (1848 movies) 
TED 3,374,096 20 Mb Vietnamese TED talk transcriptions 
Blogspot 8,771,565 52 Mb Vietnamese Blog text 
Query 91,647,282 528 Mb 
Web text data retrieved by querying the 
web search engine using the top 220 n-
grams from the Vietnamese VLLP 
transcripts 
 
6.4.4.2 Keyword coverage analysis 
The keyword coverage rates of the eight LM training sources used in the experiments are 
listed in Table 36. The first two rows show the keyword coverage rates for the LM 
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training text of the VLLP and LLP baseline systems. Note that though the LLP training 
data size is only about three times of the VLLP data, the ratio of the keyword coverage 
rates of LLP data to VLLP data is about ten. The significant coverage rate drop for the 
VLLP training text shows the severity of the information loss in the VLLP task. Thus, it 
is crucial to the VLLP system to utilize the out-of-domain web data to recover the lost 
information. For the six web data sources, all the sources provide better keyword 
coverage rates than the VLLP data. The Query data has the highest keyword coverage 
rate at 79%, which is very close to the coverage rate of the LLP training data. 
Interestingly, though the data size of Wikipedia is larger than the Query data, the 
keyword coverage rate of Wikipedia is smaller than the coverage rate of the Query data. 
This shows that the method employed in the Query data retrieval is a more efficient way 
to collect domain related training data for KWS tasks.  
 
Table 36. Evaluation keyword coverage rates of the 8 training text sources used in the experiment. 
Vietnamese Text source 
# covered evaluation 
keywords (4065 in total) 
Coverage (%) 
VLLP task 3 hr transcription 332 8 % 
LLP task 10 hr transcription 3265 80 % 
Wiktionary 979 24 % 
Wikipedia 2873 71 % 
Open Subtitle 1877 46 % 
TED 1524 37 % 
Blog 2044 50 % 
Query 3226 79 % 
 
6.4.4.3 Language model perplexity analysis  
Language model perplexity (PPL) is another common measure for evaluating the quality 
of web data. A web-data augmented LM with a lower perplexity on the test data is a 
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model better predicting word sequences in the test data.  Perplexities of LMs on the 
evaluation keyword list and the evaluation transcriptions therefore can be indicators of 
how well the language models predict keyword or word sequences in the evaluation data 
for KWS and ASR tasks. Table 37 shows the perplexities of seven LMs in the LLP task 
on the evaluation keyword list and transcriptions. The interpolation weight, αWeb, for each 
web-data augmented LM is tuned by selecting the αWeb providing the best system ATWV 
on dev2h data. The first row in Table 37 shows the perplexity of the original LLP LM on 
the keyword list and evaluation utterances. It is clear that though the original LLP LM 
has very low perplexity on the evaluation utterance at 150, its perplexity on the keyword 
list is quite high at 611. The difference is because of the fact that most of the keywords 
are sequences of content words, which are less frequent than function words even in the 
in-domain training data. LMs thus often lack enough training samples to estimate correct 
n-gram probabilities in the keywords. The web-text can be used to alleviate this lack-of-
training data problem for keyword sequences. In Table 37, it is obvious that all the 
perplexities of the web-text augmented LMs on the keyword list are significantly smaller 
than the perplexity of the original LLP LM. Wiktionary augmented LLP LM achieved the 
lowest PPL on keyword list at 166. However, when considering both KWS and ASR 
tasks, the Query augmented LMs seems to be the best one since it achieved low PPL on 
both keyword list and evaluation utterances. 
Table 37. Language model perplexities on keyword list and evaluation sentences for the LMs 
used in the Vietnamese LLP experiments. 
Language Models for LLP Task 
PPL on 
keyword list 
PPL on eval 
utts 
Original  LLP LM 611 150 
Wiktionary      augmented  LLP LM     (αWeb=0.7) 166 290 
Wikipedia       augmented  LLP LM     (αWeb=0.6) 240 200 
OpenSubtitle   augmented  LLP LM     (αWeb=0.6) 252 170 
TED                augmented  LLP LM      (αWeb=0.4) 335 160 
Blog                augmented  LLP LM      (αWeb=0.2) 313 140 
Query              augmented  LLP LM      (αWeb=0.6) 174 180 
120 
Table 38 shows the perplexities of the LMs in the VLLP task on the evaluation 
keyword list and transcriptions. Note that the interpolation weights, αWeb, for the web 
LMs in the VLLP task are much smaller than the weights used in the LLP task. This is 
because the original VLLP LM was poorly trained due to the very small amount of in-
domain training text. The inadequately trained VLLP LM made the interpolated LMs 
easily over-fit the web-data and deviate from the original task domain when large 
interpolation weight, αWeb, is used.  
From Table 35 we know that the lack-of-training-data problem is more serious in the 
VLLP task than in the LLP task. Fortunately, the problem can be alleviated by using web 
data. For the PPL performance, all the web-data augmented LMs achieved lower PPL 
than the original VLLP LM on both the keyword list and the evaluation utterances. The 
Query augmented LM again attained the best overall PPL performance among all the six 
web-data augmented LMs. 
 
Table 38. Language model perplexities on keyword list and evaluation sentences for the LMs 
used in the Vietnamese VLLP experiments. 
Language Model for VLLP Task 
PPL on 
keyword list 
PPL on eval 
utts 
Original  VLLP LM 684 202 
Wiktionary      augmented  VLLP LM     (αWeb=0.1) 353 190 
Wikipedia       augmented  VLLP LM     (αWeb=0.2) 312 183 
OpenSubtitle   augmented  VLLP LM     (αWeb=0.1) 408 175 
TED                augmented  VLLP LM      (αWeb=0.2) 380 181 
Blog                augmented  VLLP LM      (αWeb=0.3) 300 182 
Query              augmented  VLLP LM      (αWeb=0.3) 214 177 
 
6.4.4.4 System performance 
Table 39 and Table 40 show the ATWVs and WERs of the seven LLP systems on the 
Vietnamese evalpart1 data. Consistent with the PPLs on the evaluation keyword list 
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observed in section 6.4.4.3, all the web-data augmented systems achieved higher ATWV 
than the baseline system at 0.2089. The OpenSubtitle and Query assisted LMs provided 
the best ATWVs at 0.2429 and 0.2422 respectively. However, comparing the LM PPLs 
in Table 37 and the system ATWVs in Table 39, it is clear that, though there are some 
correlations between the two performance measures, the correlation between PPL and 
ATWV is not very high. The Wiktionary assisted LM, which had the lowest PPL on 
keyword list, had the smallest ATWV improvement over the baseline system among the 
six web-data sources. While the OpenSubtitle augmented LM, which obtained the best 
ATWV, received considerably high PPL comparing to the other web-data augmented 
LMs. This shows that PPL can only be used as a rough guide for web data selection in 
KWS task. For more accurate data selection, a real KWS process must be involved. 
For WER, all the web-data augmented LMs except Blog assisted LM had higher 
WER than the baseline. The result is predictable from Table 37. 
 
Table 39. The ATWVs of the web text augmented LM systems on the evalpart1 data in the 

















0.2186 0.2363 0.2429 0.2365 0.2379 0.2422 
 
 
Table 40. The WERs of web text augmented LM systems on evalpart1 data in the Vietnamese 















Baseline 64.7 % 
Web 
Text Int 
68.4 % 66.8 % 65.8 % 65.5 % 64.7 % 65.7 % 
 
Similar results are observed in the VLLP task as shown in Table 41 and Table 42. In 
Table 41, all the web-data augmented systems achieved better ATWVs against the 
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baseline system. The Wikipedia, Blog, and Query are the three web sources attained the 
best ATWVs at 0.1502, 0.1495, and 0.1477 respectively. From Table 39 and Table 41, it 
is also clear that the Query data provided the most stable ATWV performance 
enhancement in LLP and VLLP tasks among all the six web sources.  
Table 42 shows the WER of the VLLP systems. All the web-data augmented LMs 
except Wiktionary assisted LM had better WER than the baseline system. The results are 
to some extent predictable from the LMs' PPL on the evaluation utterances as shown in 
Table 38. 
 


















0.1369 0.1502 0.1423 0.1405 0.1495 0.1477 
 
Table 42. The WERs of web text augmented LM systems on evalpart1 data in the 















Baseline 71.4 % 
Web 
Text Int 
71.5 71.2 71.1 71.2 71.4 70.9 
 
6.4.4.5 Combine with keyword-aware language modeling 
In Chapter 4, a keyword-aware language modeling framework is proposed. The proposed 
framework and web-text augmented language modeling are both techniques utilizing 
supplementary information in addition to the original LM training texts to enhance LM 
performance in KWS systems. The major difference between the two techniques is that 
the keyword-aware language modeling is making use of in-domain keyword information 
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for the enhancement; while the web-text augmented LM is using out-of-domain text data 
to improve the system LMs. Since the information sources exploited by these two 
techniques are independent, it is possible to combine the two techniques to further 
improve LMs in the KWS systems.  
In this experiment, the combination of the two language modeling techniques is 
investigated.  The performance of KWS systems with six different lexicon and LM 
configurations is also summarized in this section. The six configurations are:  
(a) "Orig Lex + LM", which is the setting of the baseline system using the original 
lexicons and LMs of the task,  
(b) "Orig Lex + WebText LM Int", where the system lexicon is the original task 
lexicon, but the system LMs are web-data augmented LMs,  
(c) "G2P Lex + Orig LM", in which OOV words used by the evaluation keywords are 
added to the system lexicon with G2P estimated pronunciations, while the LM is 
still trained with the original training text of the task with the expanded vocabulary,  
(d) "G2P Lex + WebText LM Int", where the G2P lexicon in configuration (c) is used, 
but the system LMs are web-text augmented LMs built with the expanded 
vocabulary, 
(e) "G2P Lex + CS-KWLM Int", in which the G2P lexicon in configuration (c) is used, 
and the system LM is the CS-KWLM interpolated LM proposed in Chapter 4. 
(f) "G2P Lex + WebText LM & CS-KWLM Int", where the G2P lexicon in 
configuration (c) is used, and the system LM is a keyword-aware LM built on top 
of the web-text augmented LM in configuration (d). 
Note that the configuration (f) combines the two language modeling techniques, i.e., 
web-text augmented language modeling and keyword-aware language modeling, for LM 
construction. In this experiment, Wikipedia and Query are selected as the two data 
sources for the web-text augmented LMs. Table 43 and Table 44 shows the nine system 
WERs and ATWVs on the evalpart1 data in the LLP and VLLP tasks respectively. 
The first column in Table 43 shows the WER performance of the systems in the LLP 
task. Since the LM interpolation weights, i.e., αWeb and αCS-KWLM in systems (b), (d), (e), 
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and (f), for web-text augmented LMs and keyword-aware LMs are tuned to optimize 
ATWV instead of WER performance, the LM-enhanced systems achieved better ATWVs 
with the price of higher WER. The systems with not enhanced-LMs, namely system (a) 
and (c), therefore had the lowest WER at 64.8%.  The ATWV performance of the nine 
LLP systems are shown in the second column of Table 43. When no keyword 
information is available to the KWS systems, i.e., configurations (a) and (b), it is clear 
that the web-text augmented LMs could provide noteworthy ATWV improvement. The 
ATWV of the baseline system (a) at 0.2083 was improved to 0.2404 and 0.2442 for the 
Wikipedia and Query augmented systems respectively. Note that the performance 
difference between Wikipedia and Query systems in configuration (b) is quite small even 
though the keyword coverage rate for Query data is much higher than the rate of 
Wikipedia as shown in Table 36. This is because many keywords contain OOV words 
and cannot be handled by the KWS systems. The OOV words also make the correct 
probabilities of the keywords cannot be learned by LMs even when training samples of 
the keywords are provided by the web data. The problem can be alleviated by adding 
these OOV words to the system vocabulary, i.e., configurations (c) and (d). By expanding 
the system lexicon, both Wikipedia and Query data augmented systems received further 
ATWV improvements, i.e., from 0.2404 to 0.2671, and from 0.2442 to 0.2773, 
respectively. The performance difference between the Query and the Wikipedia system is 
also much larger which correctly reflects the keyword coverage rate of the data. When 
complete keyword information is available to the KWS systems, i.e., configurations (e) 
and (f), keyword-aware language modeling can be used to further provide remarkable 
ATWV improvements. The keyword-aware language modeling can be applied directly on 
the original LM, i.e., the LM in (c), or on the web-text augmented LMs, i.e., the LMs in 
(d). Interestingly, though the web-text augmented LMs are better than the original LM in 
terms of the ATWV performance, using the web-text augmented LMs for keyword-aware 
language modeling led to worse ATWVs than using the original LM in the LLP task. A 
possible reason is that, in the LLP task, the original LM is already good enough to 
provide complementary information to the CS-KWLM and form a good interpolated LM 
for KWS tasks. On the other hand, the web-text augmented LMs introduced additional 
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out-of-domain noises to the keyword-aware language modeling process and thus 
degraded the overall ATWV performance.  
 
Table 43. The WERs and ATWVs of the Vietnamese LLP systems with different lexicon and 
language model configurations on evalpart1 data. 
Systems 
WER (%) ATWV 
Wikipedia Query Wikipedia Query 
(a) Orig Lex + LM 64.8 0.2083 
(b) Orig Lex + WebText LM Int  
(αWeb = 0.6/0.6) 
65.7 65.4 0.2404 0.2442 
(c) G2P Lex + Orig LM 64.8 0.2098 
(d) G2P Lex + WebText LM Int  
(αWeb = 0.6/0.6) 
65.6 65.4 0.2671 0.2773 
(e) G2P Lex + CS-KWLM Int  
(αCS-KWLM =0.6) 
66.0 0.3287 
(f) G2P Lex + WebText LM & CS-
KWLM Int  
(αWeb = 0.6/0.6,    αCS-KWLM = 0.3) 
66.1 66.1 0.3197 0.3126 
 
With much fewer in-domain training data for the VLLP system LMs, the trend of the 
VLLP system performance is slightly different from the LLP task. The first column of 
Table 44 shows the WER of the nine systems in the VLLP task. Unlike the LLP task, the 
systems with web-text augmented LMs, i.e., the systems with configuration (b) and (d), 
achieved better WER performance than the baseline systems (a) and (b). The Query data 
assisted LM attained a lowest WER at 70.9%. For ATWVs shown in the second column 
of Table 44, it is clear that web-data is helpful in all configurations even when keyword 
information is available to the KWS system. The best ATWV among all the nine systems 
is achieved by the system integrating the Query assisted LM with keyword-aware 
language modeling and is at 0.2254, which is slightly higher than the 0.2212 attained by 
the pure keyword-aware LM system in the VLLP task. 
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In summary, when there is no keyword information available to KWS systems, i.e., 
configuration (a) and (b), using web-text augmented LM is always helpful for ATWV 
performance improvement. The effect of web-data augmented language modeling could 
be further enhanced by enriching system lexicons with vocabulary used by potential 
evaluation keywords, i.e., configuration (c) and (d). However, when keyword information 
is available to KWS systems, i.e., configuration (e) and (f), the web-data become less 
helpful and can be ignored without much harm to the system performance when 
keyword-aware language modeling is applied. 
Table 44. The WERs and ATWVs of the Vietnamese VLLP systems with different lexicon and 
language model configurations on evalpart1 data. 
Systems 
WER (%) ATWV 
Wikipedia Query Wikipedia Query 
(a) Orig Lex + LM 71.4 0.1257 
(b) Orig Lex + WebText LM Int  
(αWeb = 0.2/0.3) 
71.2 70.9 0.1502 0.1477 
(c) G2P Lex + Orig LM 71.3 0.1326 
(d) G2P Lex + WebText LM Int  
(αWeb = 0.2/0.3) 
71.2 70.9 0.1543 0.1675 
(e) G2P Lex + CS-KWLM Int  
(αCS-KWLM = 0.4) 
71.9 0.2212 
(f) G2P Lex + WebText LM & CS-
KWLM Int  
(αWeb = 0.2/0.3,  αCS-KWLM = 0.3) 
72.0 71.8 0.2231 0.2254 
 
6.5 Conclusion 
In this chapter, two important techniques utilizing out-of-domain data for acoustic and 
language model enhancement, i.e., multilingual acoustic modeling and web text 
augmented language modeling, in KWS systems are investigated. For multilingual 
acoustic modeling, a revised training recipe of the method presented in [19] is proposed 
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for DNN AMs. In the revised recipe, in addition to the output layer, parameters in the last 
N hidden layers of the DNN AMs can also be updated during AM fine-tuning with target 
language data. This relaxation allows the DNN AMs to learn the target language better 
and to achieve better KWS performance. For web text augmented language modeling, six 
different web sources are used for the study of data selection.  
Experimental results on OpenKWS LLP and VLLP tasks show that acoustic model 
enhancement is more important than language model improvement when very few in-
domain training data is available to KWS systems. The results also show that multilingual 
acoustic modeling is a promising approach for acoustic model enhancement. In both LLP 
and VLLP tasks, the multilingually trained AMs consistently provided significant ATWV 
improvements for the KWS systems. The improvement is especially prominent when the 
amount of training data for target language is extremely small. Further, the acoustic 
distance between languages can be a gauge indicating how well a foreign language can 
help acoustic modeling for a target language. Despite the fact that using data from all 
available foreign languages provides better AMs than using partial foreign data for 
multilingual training, this language distance can still help developers to decide what 
foreign languages should be considered in the early data collection phase of the KWS 
system building process. The effects of multilingual acoustic modeling and the keyword-
aware language modeling proposed in Chapter 4 is also additive. 
For language modeling, the Query data, which is retrieved by searching high 
frequency n-grams in the original LM training text on the Internet, has been shown to be 
the best web source for LM augmentation. The web text augmented language modeling 
provides significant performance improvement when there is no keyword information 
available to KWS systems. However, when keyword information is available, web data 




7 CHAPTER 7 CONCLUSION 
7.1 Summary 
In this dissertation, a resource-dependent acoustic and language modeling framework is 
proposed and studied for KWS. Depending on the training resources available to a KWS 
system, three different strategies and research directions, i.e., the use of data-efficient 
training process, the utilization of better system optimization objectives, and the 
employment of data augmentation, are investigated. The research directions attempt to 
reduce the two major problems, i.e., the used of incorrect models and training/test 
mismatch, in today's KWS modeling framework and to enhance KWS performance. The 
first two strategies are useful when keyword information is available to the KWS 
systems. While the third strategy is suitable for systems with accessible out-of-domain 
data.  
In each research direction, both acoustic and language model enhancement techniques 
are proposed and studied. Detailed analyses of techniques in the three research directions 
and their combination are also conducted to provide comprehensive knowledge of 
building KWS systems with good performance. In Chapter 3 and 4, resource-dependent 
keyword modeling and keyword-aware language modeling are proposed for acoustic and 
language models respectively in the data-efficient training process direction. The 
resource-dependent keyword modeling exploits a "share & split" process to optimize the 
GMM-HMM based AMs of the keywords toward the keywords’ pronunciations at each 
phonological level with efficient uses of system training data. While the keyword-aware 
language modeling approach employs keyword information to alleviate the "prior 
underestimation problem" for multi-word keywords and provides remarkable KWS 
performance improvement. It is also important to note that the proposed keyword-aware 
language modeling framework provides a bridge to connect the keyword-filler based 
KWS and LVCSR-based KWS frameworks theoretically. The two conventional KWS 
frameworks can be consider as special cases of the proposed KW-aware LM framework. 
By controlling the keyword priors in the proposed KW-aware LM based KWS, we can 
easily adjust the missed detection and false alarm rates of the systems. The KWS systems 
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of the proposed framework thus have much more operation points available comparing to 
the conventional two KWS frameworks and suit for more application scenarios. 
For the utilization of better system optimization objectives, Chapter 5 explores the 
keyword-boosted sMBR training for DNN AMs and discriminative keyword-aware 
language modeling. The keyword-boosted sMBR training shows consistent improvement 
over the baseline system in all test configurations. However, the conventional 
discriminative language modeling techniques, which are popular in ASR tasks with MAP 
decoding, do not work well in KWS tasks due to the incorrect estimation of word arc 
posterior probabilities in decoding lattices provided by the discriminative LMs.  
Chapter 6 exams two major data augmentation approaches to acoustic and language 
modeling in ASR and KWS systems today. For acoustic modeling, a multilingual 
acoustic modeling recipe for DNN AMs is proposed. The utilization of foreign language 
data for acoustic modeling significantly improves the KWS performance, especially 
when the amount of in-domain training data is small. The success of the proposed 
training recipe, which includes a multilingual acoustic modeling (shared hidden layers) 
and target language fine-tuning (split the DNN AM from other tasks), confirms again the 
concept of "share & split" is very effective and can be used in most of the parameter 
estimation processes. For language modeling, web text augmented language modeling 
provides substantial improvement to KWS systems, especially when keyword 
information is unavailable.  
Among the three research directions, data-efficient training and data augmentation 
are the two strategies providing most significant KWS performance improvement. These 
two strategies directly address the problem of distribution mismatch in training and test 
conditions for the KWS system by making efficient use of keyword information and out-
of-domain data respectively. On the contrary, utilizing better system optimization 
objective functions provides smaller improvement since the direction aims to enhance 
system performance by diminishing the damage of choosing incorrect modes (i.e., HMM 
and n-grams) to describe speech signals and the mismatch between the model training 
objectives and the KWS performance metrics. However, it could still be a key to the 
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further performance boost of KWS systems after applying techniques in the other two 
research directions. 
For the importance of AM and LM enhancement, the study in section 6.4.2 shows 
that having a good acoustic model is more important than acquiring a good LM when the 
amount of training data is small. This is because AMs are playing an important role to 
provide fundamental information directly relating to the input speech signals in the 
decoding phase. If serious errors were made by a poorly trained AM in the low-level 
decoding stage, it would be difficult for LMs to recover the error in the higher-level stage. 
A bad AM would also diminish the effect of LM enhancement. Therefore, improving AM 
should always be the top priority in the construction of a KWS systems in any condition.  
From the results in this dissertation, a system-building process for KWS systems can 
therefore be concluded: 
When keyword information is not available to a KWS system, the system should first 
train its AM with multilingual acoustic modeling and other data augmentation approaches 
to enhance the AM performance if possible. The web-text augmented language modeling 
process can then be applied to this KWS system with multilingually trained AM to 
further improve the system performance. 
When keyword information is available to a KWS system, the multilingual acoustic 
modeling process and other data augmentation approaches should be the first training 
process still to initialize the system AM. The AM can then be fine-tuned with data-
efficient keyword modeling and keyword-boosted sMBR training processes. After the 
system obtains the final enhanced AM, a keyword-aware LM, e.g., a CS-KWLM 
interpolated LM, can then be trained to work with the enhanced AM.  
7.2 Dissertation Contributions 
A number of novel contributions to the field of KWS are provided in this dissertation: 
1. A comprehensive blueprint of the enhancement of acoustic and language models 
in KWS systems: three enhancement directions and their combination have been 
investigated. It can be a guide for future designers to build high performance 
system acoustic and language models in KWS systems. 
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2. A thorough investigation of the "keyword prior underestimation" problem for n-
gram LMs in LVCSR-based KWS systems: the dissertation shows that the 
underestimation problem severely degrades detection performance of LVCSR-
based KWS systems for multi-word keywords. It also identifies the causes of the 
problem and provides methods to avoid the problem. 
3. The development of a novel "share & split" procedure for keyword acoustic 
modeling: the new training procedure allows keyword AMs to be optimized 
toward their own pronunciation according to the amount of their training data. 
4. The development of the novel keyword-boosted sMBR acoustic modeling process 
and the study of discriminative keyword-aware language modeling for KWS 
systems: the new discriminative acoustic modeling process provides significant 
performance improvement for KWS tasks. The issues of applying discriminative 
language modeling to KWS systems are also discovered. 
5. A novel multilingual acoustic modeling recipe for DNN AMs: detailed studies of 
combining the proposed keyword-aware language modeling approaches with 
popular used data augmentation modeling methods are provided.  
7.3 Possible Extensions and Improvements 
The dissertation provides a comprehensive study of acoustic and language modeling in 
ASR-based KWS systems. However, there are still some improvements that can be future 
works extending the research in this dissertation. 
In Chapter 3, the "share & split" process is proposed only for GMM-HMM based 
acoustic models. Since in DNN AMs the same parameter sharing mechanism (i.e., 
senone-level and phone-level sharing) is also used, the idea of the "share & split" process 
could still be applied. However, unlike GMM-HMM based AMs, DNN AMs are 
discriminative models which have a complete different model adaptation framework from 
generative models. Realizing the "share & split" process in this new framework would be 
an interesting research. 
Another potential research is the use of keyword-specific boosting weight, β, for each 
keyword word in the keyword-boosted sMBR training. In the current keyword-boosted 
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sMBR training, all the keyword words share the same boosting weight in the model 
training phase. However, in Figure 19 and Figure 21, it is clear that the curves of ATWV 
performance to the global boosting weight, β, have multiple local maximums. In other 
words, the best boosting weight is in fact different for different groups of keywords. If 
keyword-specific boosting weight can be used, it is possible to allow every keyword to 
achieve its best KWS performance and further improve the overall performance. The 
difficulty of applying the keyword-specific boosting weight would be the weights tuning. 
Since most of the keywords are competing with each other in the decoding phase, the 
performance of each keyword is not independent. Changing β for a keyword might also 
influence the detection performance of another keyword. Therefore, adjusting the 
boosting weight, β, for each keyword word appropriately to optimize the overall system 
performance would be an interesting issue to study.  
Finally yet importantly, it is shown in Chapter 5 that the GLM-based discriminative 
language modeling (DLM) approach for ASR tasks is not suitable for KWS tasks because 
the method is designed for conventional MAP decoding. In MAP decoding, only the 
word sequence with highest log-likelihood is considered; most of the DLM approaches 
therefore ignore the sum-to-one constraint when training the n-gram probabilities to 
simplify the training process. However, these unnormalized n-gram probabilities often 
lead to incorrect word arc posterior probability estimation in the decoding lattice. Since 
word arc posterior probability estimation is a key to successful KWS systems and 
effective ASR systems with discriminative decoding (e.g., MBR decoding), the current 
DLM approaches could cause problems to these systems. Revising the discriminative 
language modeling approaches to support correct posterior probability estimation in 
decoding lattices is therefore an important research for applying DLM to KWS tasks.  
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8 APPENDIX A 
This appendix briefly explains the reason why the probability PΛ*,Γ*(W|O) derived from 
maximum likelihood (ML) trained HMM-based AMs, which are used for the evaluation 
of PΛ*(O|W), and n-gram LM, which are used for the evaluation of PΓ*(W), in ASR/KWS 
systems do not highly correlate with the true P(W|O) in test conditions. 
In ML training, it is assumed that the best parametric distributions for data generation 
(i.e., the generation of (O, W) pairs) are also the best parametric distributions for 
classification (i.e., the prediction of W based on a given O). However, this assumption is 
true only when the parametric distributions, pΛ(O|W) and PΓ(W), we chosen can represent 
the true probability distributions, p(O|W) and P(W), of the data. Unfortunately, HMM is 
an imperfect model family for speech data
19
 due to the first-order Markov chain and the 
output-independent assumptions. The same problem holds for n-gram LMs, which make 
the n-1 order Markov assumption to the word sequences. This "incorrect model problem" 
makes the ML trained HMM-based AMs and n-gram LMs not necessarily well correlate 
with the true P(W|O), and thus the loss function, in the test conditions. 
On the contrary, discriminative training relaxes the assumption in ML training by 
untying the parametric distributions for classification and data generation in the training 
process. Therefore, it usually provides a better recognition performance even when 
incorrect models are used. The technical report "Discriminative models, not 
discriminative training" written by Tom Minka [128] provides an insight of this 
perspective about discriminative training. Readers are encouraged to read the report for 
more details. 
  




 If you generate speech signals from an HMM AM, you will find it is almost impossible to generate a 
continuous spectrogram, which is essential for natural speech signals. A major reason for this is the two 
"incorrect" assumptions – the first-order Markov chain and the output-independent assumptions – made by 
the HMM for speech signals. 
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9 APPENDIX B 
The map between TIMIT phone labels (the full set of 61 phones) and phonological 
feature values for the GP systems used in this dissertation. The table is adopted from the 
publication of S. King & P. Taylor in 2000 [105].  
phone A I U E S h H N a i u 
aa + – – – – – – – – – – 
ae + – – – – – – – – – – 
ah – – + + – – – – – – – 
ao + – + + – – – – – – + 
aw + – + – – – – – + – + 
ax – – + – – – – – – – – 
ax-h – – + + – + – – – – – 
axr + – + – – – – – – – – 
ay + + – – – – – – + + – 
b – – + – + + – – – – – 
bcl – – + – + – – – – – – 
ch – + – – + – + – – – – 
d + – – – + + – – – – – 
dcl + – – – + – – – – – – 
dh + – – – – + – – – – – 
dx + – – + + – – – – – – 
eh + + – – – – – – – – – 
el + – – – + – – – – – – 
em – – + – + – – + – – – 
en + – – – + – – + – – – 
eng – – – + + – – + – – – 
epi – – – – – – – – – – – 
er + – – + – – – – – – – 
ey + + – – – – – – – + – 
f – – + – – + + – – – – 
g – – – – + + – – – – – 
gcl – – – – + – – – – – – 
hh – – – – – + + – – – – 
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phone A I U E S h H N a i u 
hv – – – – – + – – – – – 
ih – + – – – – – – – – – 
ix – + – + – – – – – – – 
iy – + – – – – – – – + – 
jh – + – – + – – – – – – 
k – – – + + + + – – – – 
kcl – – – + + – + – – – – 
l + – – – + – – – – – – 
m – – + – + – – + – – – 
n + – – – + – – + – – – 
ng – – – + + – – + – – – 
nx + – – – + – – + – – – 
ow + – + – – – – – – – + 
oy + + + – – – – – – + + 
p – – + – + + + – – – – 
pau – – – – – – – – – – – 
pcl – – + – + – + – – – – 
q – – – – + – – – – – – 
r + – + + – – – – – – – 
s – – – + – + + – – – – 
sh – + – – – + + – – – – 
t + – – – + + + – – – – 
tcl + – – – + – + – – – – 
th + – – – – + + – – – – 
uh – – + + – – – – – – – 
uw – – + – – – – – – – – 
ux – – + – – – – – – – – 
v – – + – – + – – – – – 
w – – + – – – – – – – – 
y – + – – – – – – – – – 
z – – – + – + – – – – – 
zh – + – – – + – – – – – 
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