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Zusammenfassung
In der Natur und technischen Anwendungen treten oft zeitverzögerte Aktionen auf. Dabei än-
dert sich die Verzögerung mit der Zeit, es entstehen Schwankungen. Anhand einfacher, diskre-
ter Abbildungen, wie der logistischen Abbildung und der Bernoulli-Abbildung, werden Stabi-
litätseigenschaften der schwankenden Verzögerung untersucht. Dazu werden das Lyapunov-
Spektrum, die Anzahl der endlichen Lyapunov-Exponenten, die Kolmogorov-Sinai-Entropie
und die Kaplan-Yorke-Dimension numerisch bestimmt und ein Vergleich mit dem Fall kon-
stanter Verzögerung gemacht. Der Dimensionszusammenbruch der Systeme mit schwanken-
der Verzögerung wird an ihren Attraktoren verdeutlicht. Abschließend werden die Untersu-
chungen auf einer kontinuierlichen Grenzfall erweitert.
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1. Einleitung
1.1. Motivation
In der Natur und in technischen Anwendungen findet man viele dynamische Systeme mit
zeitlicher Verzögerung (delay), zum Beispiel die Mackey-Glass Gleichung (1.1)
x˙(t) =−x(t)+ µx(t− τ)
1+ x10(t− τ) , (1.1)
die als Beschreibung vom Aufbau der Blutzelle angewendet wird, und die Ikeda Gleichung
(1.2)
x˙(t) =−x(t)+piµ sin[x(t− τ)− y0], (1.2)
die ein Modell eines optischen Resonators ist. Hier ist die zeitliche Verzögerung τ eine Kon-
stante, aber sie ist nicht immer konstant in der Natur und in der Praxis. Wie sieht das System
aus und welche Stabilitätseigenschaften hat es, wenn die Verzögerung schwankt? In dieser
Arbeit benutze ich einige einfache diskrete Abbildungen, um die resultierenden Effekte zu
untersuchen.
1.2. System
In der Praxis ist das dynamische System mit zeitlicher Verzögerung normalerweise durch
x˙(t) = f (x(t),x(t − τ)) dargestellt. Die Simulation wird mit Hilfe numerischer Diskretisie-
rung durchgeführt, zum Beispiel mit dem Euler-Verfahren
x(t +∆t) = x(t)+∆t · x˙(t) = g(x(t),x(t− τ)) (1.3)
Ich setze τ = m ·∆t,x0 = x(0),xn = x(n ·∆t) voraus. Dann wird Gl.(1.3) in eine iterierte
Abbildung umgeformt
xn+1 = g(xn,xn−m) (1.4)
Für die iterierte Abbildung mit variabler Gedächtnislänge betrachte ich folgende allgemeine
Iterationsgleichung:
xn+1 = f (xn)+(1−ξn)g(xn−t1+1)+ξnh(xn−t2+1) wobei ξn ∈ {0,1}, t1, t2 ∈ N (1.5)
In dieser Arbeit benutze ich zwei einfache iterierte Abbildungen:
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• Bernoulli-Abbildung xn+1 = B(a,xn) = (a · xn)mod1. Mein Delay-System lautet:
xn+1 = (1− ε)B(a,xn)+ ε[(1−ξn)B(b,xn−t1+1)+ξnB(c,xn−t2+1)] (1.6)
• logistische Abbildung xn+1 = L(a,xn) = a · xn · (1− xn). Das Delay-System lautet:
xn+1 = (1− ε)L(a,xn)+ ε[(1−ξn)L(b,xn−t1+1)+ξnL(c,xn−t2+1)] (1.7)
Wobei ξn ∈ {0,1} in diskreter Zeit fluktuierend ist, und ε ∈ [0;1] eine Konstante ist. Dabei
bleibt das System im Intervall [0;1]. Falls ξn = 0 hat das System die Gedächtnislänge t1.
Dahingegen ist die Gedächtnislänge des Systems für ξn = 1 gleich t2 (t2 > t1). Zwei Fälle sind
grundsätzlich interessant:
• ξn variiert periodisch. ξn ist eine periodische Sequenz z.B. 01.
• ξn variiert zufällig. ξn ist eine Sequenz von unabhängigen Zufallszahlen 0,1 z.B. mit der
Wahrscheinlichkeit p(ξn = 0) = 0.4 und p(ξn = 1) = 0.6. Das bedeutet, dass in 40% der
Fälle die Verzögerung t1 ist.
1.3. Ziel
Es wird untersucht, wie die Stabilitätseigenschaften unserer schwankenden Systeme im Ver-
gleich zu den Systemen mit konstanter Verzögerung sind. Dafür wird das Lyapunov-Spektrum
bestimmt, insbesondere die Anzahl der endlichen Lyapunov-Exponenten. Außerdem bestim-
me ich dazu die Kolmogorov-Sinai-Entropie (KSE) und die Kaplan-Yorke-Dimension (KYD).
In manchen Beispielen stelle ich den Attraktor im 2D oder 3D Raum dar. Das Lyapunov-
Spektrum wird mit Hilfe der Jacobi-Matrizen und Gram-Schmidtscher Orthonormalisierung
numerisch berechnet. Zum Schluß mache ich eine einfache Betrachtung zu einem kontinuier-
lichen Grenzfall.
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2. Physikalische und mathematische
Grundlagen
In diesem Kapitel befinden sich die Definitionen der Systeme und der physikalischen Größen,
die die Grundlage meiner Arbeit sind. Z.B. besteht Gl.(1.6) aus drei Bernoulli-Abbildungen.
Für Gl.(3.11) schwankt das System zwischen logistischer Abbildung und Hénon-Abbildung.
Die meisten Definitionen sind der Literatur [1, 2, 3, 4] entnommen.
2.1. Die logistische Abbildung
Die logistische Abbildung wurde ursprünglich von Pierre François Verhulst als demografi-
sches Modell im Jahr 1837 eingeführt. Infolge einer richtungsweisenden Arbeit des amerika-
nischen Biologen Robert M. May aus dem Jahr 1976 fand sie weite Verbreitung. Er hatte sich
intensiv mit der Dynamik von Tierpopulationen beschäftigt, um das Wachstum von Populatio-
nen zu beschreiben, z.B. von Insektenpopulationen. Jedes Insekt legt r Eier, es gibt x1 Insekten
im ersten Jahr, aus denen im folgenden Jahr r · x1 Insekten schlüpfen. Nach n Jahren wird die
Insektenpopulation
xn = r
nx1 (2.1)
sein. Für große n würde auch xn beliebig groß werden. Eine begrenzte Futtermenge und wach-
sende Dichte der Population beschränkt jedoch das Wachstum der Population. Zur Beschrei-
bung dieses einfachen Falls verwendete May die Differenzengleichungen 1. Ordnung
xn+1 = f (xn), (2.2)
die es ermöglichen, die Population xn+1 im Jahre n + 1 aus der Population des vorhergehen-
den Jahres n zu errechnen. Da lineare Differenzengleichungen nur das Aussterben oder unge-
bremste Wachstum der Population wiedergeben können, muss die Funktion f (xn) nichtline-
ar angesetzt werden. Zur Simulierung des Sättigungseffekts führte May einen quadratischen
Term ein. Damit konnte er das dynamische Verhalten dieser einfachen Differenzengleichung
intensiv untersuchen. Diese Gleichung ist die sogenannte logistische Abbildung.
xn+1 = αxn(1− xn)· (2.3)
Abb.2.1 zeigt wie die logistische Abbildung aussieht. Sie ist eine Parabel im Intervall [0;1].
Die logistische Abbildung ist zwar sehr einfach, aber sie hat sehr komplexe Eigenschaften.
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Je nach Wahl des Parameters α kann man eine große Vielfalt von dynamischen Verhalten
simulieren.
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Abbildung 2.1.: logistische Abbildung
Verhalten in Abhängigkeit von α:
• Mit α von 0 bis 1 stirbt die Population in jedem Fall, (Abb.2.2), d.h. xn geht gegen Null.
• Mit α zwischen 1 und 2 stellt sich ein Grenzwert ein. (Abb.2.3)
• Mit α zwischen 2 und 3 nähert sich die Population ihrem Grenzwert wellenförmig. d. h.
die Werte liegen ab einem bestimmten n abwechselnd über und unter dem Grenzwert.
(Abb.2.4)
• Mit α von 3 bis 1 +
√
6 (ungefähr 3.45) wechselt die Folge zwischen zwei Häufungs-
punkten. (Abb.2.5)
• Mit α zwischen 1+
√
6 und ungefähr 3.54 wechselt die Folge zwischen vier Häufungs-
punkten. (Abb.2.6)
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• Wenn α größer als 3.54 ist, stellen sich erst 8, dann 16, 32 usw. Häufungspunkte ein.
Die Intervalle mit gleicher Anzahl von Häufungspunkten (Bifurkationsintervall) werden
immer kleiner. Das Längenverhältnis zweier aufeinanderfolgender Bifurkationsinterval-
le nähert sich der Feigenbaumkonstanten. (Zahlenwert: δ ≈ 4.6692) (Abb.2.7)
• Ab α ≈ 3.57 beginnt das Chaos. (Abb.2.8)
• Zwar führen die meisten Koeffizienten von 3.57 bis 4 zu chaotischem Verhalten, aber
Häufungspunkte sind für bestimmte α wieder vorhanden. z.B. In der Nähe von α = 3.83
befindet sich eine Periode 3. (Abb.2.9)
• Für α größer 4 divergiert die Folge für fast alle Anfangswerte und verlässt das Intervall
[0;1].
Graphische Darstellung:
Abb.2.2-2.9 zeigen die Iterierten der logistischen Abbildung für verschiedene Parameter.
0 10 20 30 40 50
n
0
0.1
0.2
0.3
0.4
0.5
0.6
x
n
a=0.5
Abbildung 2.2.: α = 0.5
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Abbildung 2.3.: α = 1.5
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Abbildung 2.4.: α = 2.5
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Abbildung 2.5.: α = 3.2
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Abbildung 2.6.: α = 3.5
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Abbildung 2.7.: α = 3.55
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Abbildung 2.8.: α = 3.78
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Abbildung 2.9.: α = 3.838
Abbildung 2.10.: Bifurkationsdiagramm
Abb.2.10 sind Bifurkationsdiagramme, die als Feigenbaum-Diagramm bekannt sind. Die hori-
zontale Achse gibt den Wert des Parameters α an und die vertikale Achse die Häufungspunkte
für die Folge xn. Die rechte Abbildung ist eine Vergrößerung der linken Abbildung.
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2.2. Die Hénon-Abbildung
Die Hénon-Abbildung wurde von Michel Hénon als ein einfaches Modell für den Poincaré-
Schnitt des Lorenz-Modells vorgestellt. Sie ist ein zeitlich diskretes, dynamisches System. Die
Form lautet
xn+1 = yn +1−ax2n
yn+1 = bxn
(2.4)
bzw.
xn+1 = 1−ax2n +bxn−1. (2.5)
Diese Abbildung hat eine Gedächtnislänge von 2 und hängt von zwei Parametern a und b ab.
Eine typische Hénon-Abbildung ist die kanonische Hénon-Abbildung, die Werte des Parame-
ters sind dabei a = 1.4 und b = 0.3. Mit diesen Werten ist die Hénon-Abbildung chaotisch.
Abb.2.11 zeigt den Attraktor der kanonischen Hénon-Abbildung.
Abbildung 2.11.: Attraktor der Hénon-Abbildung mit a = 1.4 und b = 0.3
Mit verschiedenen Werten von a und b kann die Hénon-Abbildung chaotisch sein oder zu ei-
nem periodischen Orbit konvergieren.
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Abbildung 2.12.: Attraktoren der Hénon-Abbildung mit b = 0
Falls b = 0, wird Gl.2.5 somit
xn+1 = 1−ax2n (2.6)
Diese Abbildung ist eine umgeformte logistische Abbildung. Um dies zu sehen, definiert man
eine lineare Transformation:
x∗n = cxn +d (2.7)
bzw.
xn =
x∗n−d
c
. (2.8)
Wird die Gl.(2.8) in die Gl.(2.3) eingesetzt, erhält man die Abbildung:
x∗n+1 = d +
α
c
[x∗n(c+2d)− x∗n2−d(c+d)]. (2.9)
Der x∗n Term muss dabei verschwinden. Daraus folgt c =−2d, und
x∗n+1 = d−
αd
2
+
α
2d x
∗
n
2
. (2.10)
Dann muss d− αd2 gleich 1 sein, somit ist die lineare Transformation
x∗n =
2(1−2xn)
2−α (2.11)
und die Abbildung ist
x∗n+1 = 1−
α
2
(
α
2
−1)x∗n2. (2.12)
11
Also ist Gl.(2.6) und Gl.(2.12) äquivalent, wobei der Parameter
a = f (α) = α
2
(
α
2
−1) (2.13)
ist. f (α) stellt eine Parabelfunktion dar, die im Intervall (2;4] positiv und monoton wachsend
ist. Bei α = 4 ist a = 2.
Abb.2.12 zeigt die Attraktoren der umgeformten, logistischen Abbildung für verschiede-
ne Parameter a. Im Unterschied zur logistischen Abbildung Gl.(2.3) bleibt diese Abbildung
Gl.(2.6) im Intervall [−1;1].
Abbildung 2.13.: Bifurkationsdiagramm der Hénon-Abbildung mit b = 0
Abb.2.13 zeigt das Bifurkationsdiagramm der umgeformten, logistischen Abbildung. Man
kann diese Abbildung mit Abb.2.10 vergleichen. Es gibt in Abb.2.13 auch Bifurkationsstel-
len, Chaos-Bereich und das Periode-3-Fenster. Das Verhalten in Abhängigkeit von a ist durch
Gl.(2.13) bestimmt.
2.3. Die Bernoulli-Abbildung
Die Bernoulli-Abbildung (oder Bernoulli-Shift) ist ein einfaches Beispiel eines eindimensio-
nalen, zeitdiskreten, dynamischen Systems. Sie ist durch folgende Iterationsgleichung defi-
niert:
xn+1 = axn mod 1 (2.14)
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Für a = 2 hat die Bernoulli-Abbildung interessante Eigenschaften. Man erhält die Iterations-
vorschrift
xn+1 =
{
2xn für xn ≤ 0.5
2xn−1 für xn > 0.5. (2.15)
Diese Abbildung führt zu chaotischem Verhalten und sieht wie in Abb.2.14 aus.
Abbildung 2.14.: Bernoulli-Abbildung mit a = 2
Mit einem Startwert x0 = 0.4 bekommt man folgende Iterationswerte:
x0 x1 x2 x3
Dezimal 0.4 0.8 0.6 0.2
Binär 0.01100110 0.11001100 0.10011001 0.00110011
Die binäre Ziffer wird nach links geshiftet und die Vorkommastelle wird abgeschnitten. Des-
wegen wird die Bernoulli-Abbildung auch als Bernoulli-Shift bezeichnet.
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2.4. Die Lyapunov-Exponenten
Der Lyapunov-Exponent ist eine Charakterisierung der Stabilitätseigenschaften der Attrakto-
ren. Er beschreibt die Geschwindigkeit, mit der sich zwei (nahe beieinanderliegende) Punkte
im Phasenraum voneinander entfernen oder annähern (je nach Vorzeichen) (z.B. Abb. 2.15).
Für jede Dimension des Phasenraums gibt es einen Lyapunov-Exponenten, die zusammen das
sogenannte Lyapunov-Spektrum bilden.
dr
dr1
dr2
Trajektorie
Abbildung 2.15.: Evolution eines Kreises nach mehreren Iterationen
Betrachtet wird eine Abbildung M.~x0 ist die Anfangsbedingung und~xn (n = 0,1,2, . . .) der
entsprechende Orbit. Wenn es eine infinitesimale Abweichung, die als Vektor ~y0 bezeichnet
wird, gibt, dann ist die Evolution des Vektors~yn durch
~yn+1 = DM(~xn)~yn (2.16)
gegeben. Insbesondere gibt ~yn/|~yn| die Richtung der infinitesimalen Abweichung vom Orbit
der ~xn an, und |~yn|/|~y0| ist der Faktor, mit dem die Abweichung anwächst (|~yn| > |~y0|) oder
absinkt. Aus der Gl.(2.16) erhält man~yn = DMn(~x0) ·~y0, wobei
DMn(~x0) = DM(~xn−1) ·DM(~xn−2) · · · · ·DM(~x0).
Der Lyapunov-Exponent zur Anfangsbedingung~x0 und zur Anfangsposition der infinitesima-
len Abweichung~u0 =~y0/|~y0| wird so definiert:
λ (~x0,~u0) = limn→∞ 1n ln(|~yn|/|~y0|)
= limn→∞ 1n ln |DMn(~x0) ·~u0|.
(2.17)
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Wenn die Dimension der Abbildung N ist, gibt es N verschiedene Lyapunov-Exponenten für
die gegebene Anfangsbedingung~x0.
In der Anwendung ist der größte Lyapunov-Exponent besonders wichtig. Mit dem Wert
des größten Lyapunov-Exponenten kann man die Stabilitätseigenschaften eines dynamischen
Systems beschreiben:
λ = 0 neutrale Dynamik
λ > 0 chaotische Dynamik
λ < 0 stabiler Fixpunkt oder stabiler periodischer Orbit
Abbildung 2.16.: Lyapunov-Exponenten der logistischen Abbildung
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Abb.2.16 zeigt die Lyapunov-Exponenten der logistischen Abbildung. Die obere Abbildung
ist das Bifukationsdiagramm (wie Abb. 2.10), und die untere ist der Lyapunov-Exponent λ ,
der vom Parameter α abhängt. Bei stabilem Zustand (Fixpunkt oder periodischem Zyklus) ist
λ negativ. Am Bifurkationspunkt findet sich λ = 0. Im chaotischen Bereich ist λ positiv.
2.4.1. Jacobi-Matrix
Aus einer iterierten Abbildung
~xn+1 = ~f (~xn) wobei~xn = (x1,x2, . . . ,xm)T (2.18)
erhält man −→
∆x n+1= J(~xn)
−→
∆x n wobei
−→
∆x n= (δx1,δx2, . . . ,δxm)T (2.19)
J(~xn) ist die sogenannte Jacobi-Matrix. Mit dieser Matrix kann man die Lyapunov-Exponenten
sowie das Lyapunov-Spektrum berechnen. Die Jacobi-Matrix ist die Matrix sämtlicher erster
partieller Ableitungen. Bezeichnet man in Gl.(2.18) mit der Funktion ~f : Rm → Rm die Kom-
ponentenfunktionen von ~f mit f1, f2, . . . , fm, so lautet die quadratische Jacobi-Matrix
(J)i j =
( ∂ fi
∂x j
)
i, j=1,2,...,m
(2.20)
beziehungsweise ausführlich
J =
∂~f
∂~x =


∂ f1
∂x1
∂ f1
∂x2 · · ·
∂ f1
∂xm
.
.
.
.
.
.
.
.
.
.
.
.
∂ fm
∂x1
∂ fm
∂x2 · · ·
∂ fm
∂xm

 . (2.21)
In meinen Untersuchungen bilde ich aus Gl.(1.5) eine Abbildung ~f : Rt2 → Rt2 , wobei ~xn ∈
R
t2, und~xn = (xn,xn−1, . . . ,xn−t2+1)T .~xn+1 = ~f (~xn) kann man komponentenweise als
x1(n+1) = f (x1(n))+(1−ξn)g(xt1(n))+ξnh(xt2(n))
x2(n+1) = x1(n)
x3(n+1) = x2(n)
.
.
.
xt2(n+1) = xt2−1(n)
(2.22)
schreiben. Hier bedeut xi( j) die i-te Komponente des Vektors~x j.
Für unterschiedliche Verzögerungen erhält man unterschiedliche Jacobi-Matrizen.
J0 =
d~f (~x,ξ = 0)
d~x


∂ f
∂xn 0 · · ·
∂g
∂xn−t1+1
0 · · · 0 0
1 0 · · · 0 0 · · · 0 0
0 1 · · · 0 0 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · 0 0 · · · 1 0

 (2.23)
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J1 =
d~f (~x,ξ = 1)
d~x =


∂ f
∂xn 0 · · · 0
∂h
∂xn−t2+1
1 0 · · · 0 0
0 1 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . .
0 0 · · · 1 0

 (2.24)
Beide sind t2 × t2 Matrizen. Aber die Matrix (2.23) hat bei Gedächtnislänge t1 den Rang t2−1,
während Matrix (2.24) bei Gedächtnislänge t2 den Rang t2 hat. Auf der unteren Nebendiago-
nale sind alle Elemente 1. Der Unterschied findet sich in der ersten Zeile.
Die Jacobi-Matrix kann nicht nur im numerischen Algorithmus sondern auch im analyti-
schen Algorithmus zur Berechnung von Lyapunov-Exponenten benutzt werden. Beim ana-
lytischen Algorithmus muss die Jacobi-Matrix zeitlich unveränderlich sein, z.B. wie bei der
Bernoulli-Abbildung mit konstanten Verzögerungen oder mit periodisch schwankenden Ge-
dächtnislängen. Bei der Bernoulli-Abbildung mit periodisch schwankenden Gedächtnislängen
(01) ist
−→
∆x 2n= (J1J0)n
−→
∆x 0 , (2.25)
und die Lyapunov-Exponenten erhält man als
λi =
1
2
lnLi i = 1,2, . . . , t2 (2.26)
wobei Li der Betrag des Eigenwertes der Matrix J1J0 ist. Zwar ist die Jacobi-Matrix hier zeit-
lich periodisch veränderlich, Matrix J1J0 ist aber konstant. Deswegen kann man die Lyapunov-
Exponenten aus den Eigenwerten der Matrix J1J0 numerisch berechnen.
2.4.2. Gram-Schmidtsche Orthonormalisierung
Die Gram-Schmidtsche Orthonormalisierung ist ein Algorithmus, der zu jedem System linear
unabhängiger Vektoren ein Orthonormalsystem erzeugt. Mit Hilfe dieses Algorithmus kann
man das Lyapunov-Spektrum numerisch berechnen.
Abb.2.17 zeigt ein Beispiel der Gram-Schmidtschen Orthonormalisierung im R3. Die Vekto-
ren p1(t), p2(t) und p3(t) sind linear unabhängig und nicht orthogonal, und e1(s), e2(s), e3(s)
sind dazugehörige Basisvektoren. Aus p1(t) kann man sofort den ersten Vektor der Orthogo-
nalbasis v1(t) und den Orthonormalbasisvektor e1(t) erhalten. < Y (t)e2(s),e1(t) > (auch in
Fig.2.17) ist die Projektion von Vektor p2(t) auf den Basisvektor e1(t). Der zweite Orthogo-
nalbasisvektor v2 ist die Differenz von p2(t) und < Y (t)e2(s),e1(t) >, und der zweite Ortho-
normalbasisvektor e2(t) = v2(t)/|v2(t)|. Ähnlich kann man den dritten Orthogonalbasisvektor
v3(t) und den Orthonormalbasisvektor e3(t) berechnen.
Hier zeige ich ein Beispiel in R3, wie man mit Gram-Schmidtscher Orthonormalisierung
Lyapunov-Exponenten numerisch bestimmen kann. Am Anfang habe ich die Standard-Ab-
weichungsmatrix (e1(0)e2(0)e3(0)), wobei die ei mit |ei(0)| = 1, i = 1,2,3 zueinander senk-
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Abbildung 2.17.: Gram-Schmidtsche Orthonormalisierung im R3, aus [8]
recht sind. Nach einer Iteration ist die neue Abweichungsmatrix (p1(1)p2(1)p3(1)), das Pro-
dukt der Jacobi-Matrix J mit der vorhergehenden Abweichungsmatrix (e1(0)e2(0)e3(0)). Die-
se neue Abweichungsmatrix (p1(1)p2(1)p3(1)) wird mit dem Gram-Schmidtschen Orthonor-
malisierungsverfahren folgendermaßen zerlegt.
(p1(1)p2(1)p3(1)) = (e1(1)e2(1)e3(1))

 L1(1) . . . . . .0 L2(1) . . .
0 0 L3(1)

 (2.27)
Die Matrix (e1(1)e2(1)e3(1)) ist die neue Orthonormalbasis, und Li ist gleich |vi| in Abb.2.17.
So wird die Standard-Abweichungsmatrix (e1(n)e2(n)e3(n)) wiederholt mit der Jacobi-Matrix
iteriert, und die erhaltene Abweichungsmatrix (p1(n)p2(n)p3(n)) wird immer wieder mit
der Gram-Schmidtschen Orthonormalisierung zerlegt. Schließlich erhält man die Lyapunov-
Exponenten durch
λi = lim
n→∞
1
n
n
∑
t=1
lnLi(t). (2.28)
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2.4.3. Kolmogorov-Sinai-Entropie
Die Kolmogorov-Sinai-Entropie (oder metrische Entropie) ist von Kolmogorov (1958) und Si-
nai (1959, 1976) eingeführt worden. Diese Entropie beschreibt die Chaotizität eines Systems.
Die Kolmogorov-Sinai-Entropie ist positiv für chaotische Systeme und null für nicht chao-
tische Systeme. Die Definition der metrischen Entropie basiert auf Shannons Formulierung.
Eine ausführliche Beschreibung der Definition der Kolmogorov-Sinai-Entropie findet man in
der Literatur [1]. Hier betrachte ich, wie die Kolmogorov-Sinai-Entropie aus den Lyapunov-
Exponenten berechnet wird. Die Formel ist einfach:
HKS =
j
∑
i=1
λi wobei λi > 0, i = 1, . . . , j. (2.29)
2.4.4. Kaplan-Yorke-Dimension
J. Kaplan und J. A. Yorke haben vermutet, dass die Dimension von seltsamen Attraktoren
mit Hilfe des Lyapunov-Spektrums angenähert werden kann. Diese Dimension nennt man
Kaplan-Yorke-Dimension oder Lyapunov-Dimension. Es wurde gezeigt, dass der Wert dieser
Dimension in der Nähe von anderen Dimensionen, z.B. der Box-counting-Dimension, oder
der Informationsdimension, liegt. Die Berechnungsvorschrift ist [11]
DKY = j + λ1 + · · ·+λ j|λ j+1| (2.30)
Hier sind λi ≥ λi+1, i ist der Index der nach ihrer Größe absteigend geordneten Lyapunov-
Exponenten, und j ist die größte ganze Zahl mit
λ1 + · · ·+λ j ≥ 0 (2.31)
Wenn ν = σ = D, wobei ν die Korrelationsdimension, σ die Informationsdimension, und D
die Hausdorff-Dimension bezeichnet, dann gilt
D≤DKY (2.32)
2.5. Renyi-Dimension
Bei der Box-Counting-Methode überdeckt man die zu untersuchende Menge mit einem Gitter
der Gitterbreite ε . Wenn N(ε) die Zahl der von der Menge belegten Boxen ist, so ist die Box-
Counting-Dimension
D = lim
ε→0
− logN(ε)logε (2.33)
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Abb.2.18 zeigt ein Beispiel des Box-Counting-Algorithmus.
Abbildung 2.18.: Ein Beispiel des Box-Counting-Algorithmus links: Punktmuster rechts: ei-
ne graue Box bedeutet, dass mindestens ein Punkt in dieser Box liegt, aus
[15]
Für einen seltsamen Attraktor ist jede besetzte Box mit unterschiedlich vielen Punkten be-
setzt. In diesem Fall sind manche besetzten Boxen wichtiger als andere. Deswegen wurde
in den 80er Jahren in Anlehnung an die Definition der Renyi-Entropie eine Erweiterung der
Box-Counting-Dimension vorgestellt. Diese Dimension nennt man Renyi-Dimension (oder
Dq Dimension). Der erweitere Box-Counting-Algorithmus basiert auf der Definition
B(r,q) =
1
Nb(r)
Nb(r)
∑
ib=1
[pib(r)]
q
, (2.34)
ib ist der Index des Gitterplatzes. Nb(r) ist die Anzahl der Gitterplätze. pib(r) = nib(r)/N, N
ist die Anzahl der Punkte, und nib(r) ist die Anzahl der Punkte, die die ib-te Box besetzen. Für
kleine r skaliert B(r,q) ∝ rτ(q), wobei
τ(q) = (q−1)Dq. (2.35)
Dq ist die generalisierte Dimension der Ordnung q. Dq ist für q = 0 die Haussdorff-Dimension
und für q = 1 die Informationsdimension.
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3. Ergebnisse
3.1. Lyapunov-Spektrum eines Systems mit konstanten
Verzögerungen
Zuerst betrachte ich das Lyapunov-Spektrum eines Systems mit konstanten Verzögerungen.
Das bearbeitete System ist der Bernoulli-Shift mit konstanten Verzögerungen [12].
xt+1 = (1− ε)(axt mod 1)+ ε(bxt+1−τ mod 1) (3.1)
Aus Gl.(3.1) erhält man die linearisierte Gleichung
δxt+1 = (1− ε)aδxt +bεδxt+1−τ . (3.2)
Ich setze δxt = est voraus, und bekomme aus Gl.(3.2) die Eigenwertgleichung
es = (1− ε)a+bεe−(τ−1)s (3.3)
Die Lyapunov-Exponenten sind nur durch den Realteil von s bestimmt, deswegen setze ich
s = λ + iω . Dann erhalte ich{
eλ cosω = (1− ε)a+bεe−(τ−1)λ cos[(τ−1)ω] Realteil
eλ sinω =−bεe−(τ−1)λ sin[(τ−1)ω] Imaginärteil (3.4)
Wir definieren λ = Λ/τ . Für sehr große Verzögerungen konvergiert λ → 0, dann gehen eλ → 1
und
e−(τ−1)λ → e−Λ. Die Gl.(3.4) wird so umgewandelt:{
cos[(τ−1)ω] = 1bε eΛ[cosω − (1− ε)a] Realteil
sin[(τ−1)ω] =− 1bε eΛ sinω Imaginärteil.
(3.5)
Mit der Gleichung cos2 α + sin2 α = 1 kann man den Realteil und den Imaginärteil kombinie-
ren. Danach löst man die Gleichungen nach Λ auf. Somit erhält man die analytische Lösung
für das Lyapunov-Spektrum
Λ(ξ ) = 1
2
log( b
2ε2
1+a2(1− ε)2−2|a|(1− ε)cospiξ ), (3.6)
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0 0.2 0.4 0.6 0.8 1
i/τ  bzw. ξ
0.4
0.5
0.6
0.7
0.8
0.9
Λ
analytisch
numerisch τ=100, λ∗100
numerisch τ=50, λ∗50
Abbildung 3.1.: Lyapunov-Spektrum von Gl.(3.1), a = 2, b = 2, ε = 0.9
wobei ξ ein Index ist und durch ξ = ω/pi (0 ≤ ξ ≤ 1) definiert ist. Die Funktion in Gl.(3.6)
ist monoton fallend. Das Maximum findet sich an der Stelle ξ = 0 und das Minimum liegt bei
ξ = 1.
Abb.3.1-3.3 zeigen 3 Beispiele mit verschiedenen ε . Die Parameter a und b sind gleich 2.
Die schwarze Kurve ist die analytische Lösung aus Gl.(3.6). Die roten Punkte sind numerische
Lösungen mit τ = 100. In Abb.3.1 befindet sich auch die numerische Lösung mit τ = 50
(grüne Punkte). In diesen drei Graphen kann man sehen, dass die numerischen Lösungen meist
in der Nähe der analytischen Linie liegen. Die Gedächtnislänge τ entspricht der Anzahl der
Lyapunov-Exponenten. Die Graphen der numerischen Lösungen sehen wie eine Treppe aus.
Der Grund liegt im Eigenwertspektrum. Die Eigenwerte einer Matrix können komplex sein.
Normalerweise findet man die komplexen Lösungen paarweise komplex konjugiert. Bei ε =
0.2 (siehe Abb.3.3) ergibt sich der größte Lyapunov-Exponent viel größer als die analytische
Lösung. Vermutlich ist hier τ nicht großgenug, weil die Formel für Λ für τ → ∞ gültig ist.
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i/τ  bzw. ξ
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Λ
analytisch
numerisch τ=100, λ∗100
Abbildung 3.2.: Lyapunov-Spektrum von Gl.(3.1), a = 2, b = 2, ε = 0.55
0 0.2 0.4 0.6 0.8 1
i/τ  bzw. ξ
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Abbildung 3.3.: Lyapunov-Spektrum von Gl.(3.1), a = 2, b = 2, ε = 0.2
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3.2. Ergebnisse für Systeme mit variabler
Gedächtnislänge
3.2.1. Bernoulli-Abbildung mit variabler Gedächtnislänge
In diesem Abschnitt behandle ich die Bernoulli-Abbildung mit variabler Gedächtnislänge. Die
genaue Formel befindet sich in Gl.(1.6).
Periodische Variation des Delays
Zuerst betrachte ich das System mit periodischer Schwankung.
Tabelle 3.1.: Lyapunov-Spektrum, Anzahl der endlichen Lyapunov-Exponenten (Anzahl),
Kolmogorov-Sinai-Entropie (KSE) und Kaplan-Yorke-Dimension (KYD) für das
System aus Gl.(1.6) mit periodischer Sequenz von ξ : 01, t2 = 10, a = 2,b =
1.7,c = 1.93,ε = 0.39, 5000 Iterationen
t1 Lyapunov-Spektrum Anzahl KSE KYD
1 0.42 −0.11 −0.11 −0.17 −0.17−∞ −∞ −∞ −∞ −∞ 5 0.42 4.15
2 0.39 −0.10 −0.10 −0.12 −0.12−0.30 −∞ −∞ −∞ −∞ 6 0.39 4.57
3 0.33 −0.10 −0.10 −0.14 −0.14−∞ −∞ −∞ −∞ −∞ 5 0.33 3.96
4 0.32 −0.06 −0.06 0.08 0.08−0.18 −0.20 −∞ −∞ −∞ 7 0.32 5.20
5 0.30 −0.10 −0.10 −0.12 −0.12−∞ −∞ −∞ −∞ −∞ 5 0.30 3.77
6 0.29 −0.02 −0.02 −0.11 −0.11−0.11 −0.11 −0.16 −∞ −∞ 8 0.29 5.26
7 0.27 −0.00 −0.00 −0.20 −0.20−∞ −∞ −∞ −∞ −∞ 5 0.27 4.30
8 0.27 0.01 0.01 −0.08 −0.08−0.11 −0.12 −0.12 −0.14 −∞ 9 0.29 6.24
9 0.26 0.03 0.03 −0.05 −0.05−∞ −∞ −∞ −∞ −∞ 5 0.31 5
Tab.3.1 zeigt die Lösungen eines Beispiels von Gl.(1.6) im periodischen Fall 01. t2 = 10,
also ist die längste Gedächnislänge gleich 10. Die Anzahl der Lyapunov-Exponenten ist t2 =
10, davon sind aber nur einige endlich. Hier kommt eine Überraschung. Zuerst vermutete ich,
dass die Anzahl der endlichen Lyapunov-Exponenten nur von t1 abhängig ist. In Tab.(3.1) wird
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die Anzahl der endlichen Lyapunov-Exponenten in der 3. Spalte gezeigt. Man kann sehen,
dass es eine Sequenz 5 6 5 7 5 8 5 9 5 der Anzahl endlicher Lyapunov-Exponenten gibt.
Um diese Lösung zu bestätigen, berechnete ich dies auch analytisch in Matlab mit Hilfe der
Jacobi-Matrix (Gl.(2.26)). Tab.3.2 zeigt die Lösungen aus Matlab. Man kann in Tab.3.2 fast
die gleichen Lösungen wie in Tab.3.1 finden. Die winzigen Differenzen ergeben sich aus der
numerischen Ungenauigkeit. Daher sind unsere Lösungen kein numerischer Artefakt.
Tabelle 3.2.: Lyapunov-Spektrum von Gl.(1.6), berechnet mit Hilfe von Matlab, periodische
Sequenz 01, t2 = 10, a = 2,b = 1.7,c = 1.93,ε = 0.39
t1 Lyapunov-Spektrum Anzahl
1 0.42 −0.11 −0.11 −0.17 −0.17−∞ −∞ −∞ −∞ −∞ 5
2 0.39 −0.10 −0.10 −0.12 −0.12−0.30 −∞ −∞ −∞ −∞ 6
3 0.33 −0.10 −0.10 −0.14 −0.14−∞ −∞ −∞ −∞ −∞ 5
4 0.32 −0.06 −0.06 −0.08 −0.08−0.18 −0.20 −∞ −∞ −∞ 7
5 0.30 −0.10 −0.10 −0.12 −0.12−∞ −∞ −∞ −∞ −∞ 5
6 0.29 −0.02 −0.02 −0.11 −0.11−0.11 −0.11 −0.16 −∞ −∞ 8
7 0.27 −0.00 −0.00 −0.20 −0.20−∞ −∞ −∞ −∞ −∞ 5
8 0.27 0.01 0.01 −0.08 −0.08−0.11 −0.12 −0.12 −0.14 −∞ 9
9 0.26 0.03 0.03 −0.05 −0.05−∞ −∞ −∞ −∞ −∞ 5
Mit einer algebraischen Rechnung kann ich den Grund dieser überraschenden Resultate
angeben. Im Anhang befinden sich dazu zwei Beispiele. Die Lyapunov-Exponenten sind mit
Hilfe der linearisierten Gleichung berechnet.
−→
∆x n+1= J
−→
∆x n J ist Jacobi Matrix (3.7)
−→
∆x n ist die Abweichung, die von maximal t2 Vriablen abhängig ist. Gl.(3.7) zeigt wie sich die
Abweichung ändert. Ich setze voraus, dass
−→
∆x n (δxn,δxn−1,δxn−2, . . . ,δxn−t2+1) = {δxn,δxn−1,δxn−2, . . . ,δx
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Zuerst wähle ich t1 = t2−1. Dann haben die Jacobi-Matrizen folgende Formen:
J0 =


a′ 0 · · · b′ 0
1 0 · · · 0 0
0 1 · · · 0 0
. . . . . . . . . . . . . . .
0 0 · · · 1 0

 J1 =


a′ 0 · · · 0 c′
1 0 · · · 0 0
0 1 · · · 0 0
. . . . . . . . . . . . . . .
0 0 · · · 1 0

 , (3.8)
wobei a′ = (1−ε)a, b′ = εb und c′ = εc ist (Vergleich mit Gl.(1.6)). Da die erste Ableitung der
Bernoulli-Abbildung eine Konstante ist, benutze ich hier einfach zwei konstante Matrizen. Im
periodischen Fall 01 reguliert sich die Abweichung in der Form
−→
∆x n+t= J1J0J1J0 · · ·J1J0
−→
∆x n.
Dann ist
−→
∆x n+1 = J0
−→
∆x n
= {a′δxn +b′δxn−t2+2,δxn,δxn−1, . . . ,δxn−t2+2}T
= {g1(δxn,δxn−t2+2),δxn,δxn−1, . . . ,δxn−t2+2}T
=
−→
∆x n+1 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+2).
Nach einer Iteration hängt die neue Abweichung
−→
∆x n+1 nicht von δxn−t2+1 ab. Dann ist
−→
∆x n+2 = J1
−→
∆x n+1= J1J0
−→
∆x n
= {g2(δxn,δxn−t2+2),g1(δxn,δxn−t2+2),δxn,δxn−1, . . . ,δxn−t2+3}T
=
−→
∆x n+2 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+2).
Wenn man
−→
∆x mit der Jacobi-Matrix J1 multipliziert, hat die neue Abweichung die gleichen
abhängigen Variablen wie die alte Abweichung. Dann ist
−→
∆x n+3 = J0
−→
∆x n+2
= {g3(δxn,δxn−t2+4,δxn−t2+2),g2(. . .),g1(. . .),δxn, . . . ,δxn−t2+4}T
=
−→
∆x n+3 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+4,δxn−t2+2)
Die Abweichung
−→
∆x n+3 hängt nicht von δxn−t2+3 und δxn−t2+1 ab. Wird die Abweichung mit
der Jacobi-Matrix J0 multipliziert, wird die Anzahl der abhängigen Variablen um 1 reduziert.
Dann ergibt sich
.
.
.
−→
∆x n+t2 =
{ −→
∆x n+t2 (δxn,δxn−1,δxn−3,δxn−5, . . . ,δxn−t2+4,δxn−t2+2) t2 ungerade−→
∆x n+t2 (δxn,δxn−2,δxn−4,δxn−6, . . . ,δxn−t2+4,δxn−t2+2) t2 gerade.
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Aus
−→
∆x n mit t2 Variablen bekomme ich nach t2 Iterationen
−→
∆x n+t2 mit int(
t2+1
2 ) Variablen.
Die erste Komponente von
−→
∆x n+t2 hängt von allen abhängigen Variablen des Vektors
−→
∆x n+t2
ab, deswegen sind alle Abweichungen, die nach τ (τ > t2) Iterationen erhalten werden, von
int( t2+12 ) Variablen abhängig. Die Anzahl der endlichen Lyapunov-Exponenten ist dann int(
t2+1
2 ).
Ähnlich bekomme ich bei t1 = t2−3, t2−5, . . . fast die gleiche Analyse.
Jetzt wähle ich t1 = t2−2. Die Jacobi-Matrizen sind
J0 =


a′ 0 · · · b′ 0 0
1 0 · · · 0 0 0
0 1 · · · 0 0 0
. . . . . . . . . . . . . . . . . .
0 0 · · · 0 1 0

 J1 =


a′ 0 · · · 0 c′
1 0 · · · 0 0
0 1 · · · 0 0
. . . . . . . . . . . . . . .
0 0 · · · 1 0

 (3.9)
und
−→
∆x n+t= J1J0J1J0 . . .J1J0
−→
∆x n. Zuerst
−→
∆x n+1 = J0
−→
∆x n
= {a′δxn +b′δxn−t2+3,δxn,δxn−1, . . . ,δxn−t2+2}T
= {g1(δxn,δxn−t2+3),δxn,δxn−1, . . . ,δxn−t2+2}T
=
−→
∆x n+1 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+2),
wie im Fall t1 = t2−1 ist hier
−→
∆x n+1 auch nicht von δxn−t2+1 abhängig. Dann ist
−→
∆x n+2 = J1
−→
∆x n+1= J1J0
−→
∆x n
= {g2(δxn,δxn−t2+3,δxn−t2+2),g1(δxn,δxn−t2+3),δxn,δxn−1, . . . ,δxn−t2+3}T
=
−→
∆x n+2 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+2).
Die Anzahl der Variablen bleibt. Dann ergibt sich
−→
∆x n+3 = J0
−→
∆x n+2
= {g3(δxn,δxn−t2+5,δxn−t2+3,δxn−t2+2),g2(. . .),g1(. . .),δxn, . . . ,δxn−t2+4}T
=
−→
∆x n+3 (δxn,δxn−1,δxn−2, . . . ,δxn−t2+2).
Anders als im Fall t1 = t2−1 hängt hier
−→
∆x n+3 von δxn,δxn−1. . . . ,δxn−t2+2 ab. Die Anzahl
der Variablen wird nicht reduziert. Und dann ist
.
.
.
−→
∆x n+t2 =
−→
∆x n+t2 (δxn,δxn−1,δxn−2,δxn−3, . . . ,δxn−t2+2).
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Tabelle 3.3.: Lyapunov-Spektrum, Anzahl der endlichen Lyapunov-Exponenten (Anzahl),
Kolmogorov-Sinai-Entropie (KSE) und Kaplan-Yorke-Dimension (KYD) von
Gl.(1.6), periodische Sequenz 10, t2 = 10, a = 2,b = 1.7,c = 1.93,ε = 0.39,
5000 Iterationen
t1 Lyapunov-Spektrum Anzahl KSE KYD
1 0.42 −0.11 −0.11 −0.17 −0.17−∞ −∞ −∞ −∞ −∞ 5 0.42 4.15
2 0.39 −0.10 −0.10 −0.12 −0.12−0.30 −∞ −∞ −∞ −∞ 6 0.39 4.57
3 0.33 −0.10 −0.10 −0.14 −0.14−∞ −∞ −∞ −∞ −∞ 5 0.33 3.96
4 0.32 −0.06 −0.06 0.08 0.08−0.18 −0.20 −∞ −∞ −∞ 7 0.32 5.20
5 0.30 −0.10 −0.10 −0.12 −0.12−∞ −∞ −∞ −∞ −∞ 5 0.30 3.77
6 0.29 −0.02 −0.02 −0.11 −0.11−0.11 −0.11 −0.16 −∞ −∞ 8 0.29 5.26
7 0.27 −0.00 −0.00 −0.20 −0.20−∞ −∞ −∞ −∞ −∞ 5 0.27 4.30
8 0.27 0.01 0.01 −0.08 −0.08−0.11 −0.12 −0.12 −0.14 −∞ 9 0.29 6.24
9 0.26 0.03 0.03 −0.05 −0.05−∞ −∞ −∞ −∞ −∞ 5 0.31 5
Hier bekomme ich
−→
∆x n+t2 mit t2−1 Variablen aus
−→
∆x n mit t2 Variablen nach t2 Iterationen. Die
erste Komponente des Vektors ist von δxn,δxn−1. . . . ,δxn−t2+2 abhängig. Somit ist die Anzahl
der endlichen Lyapunov-Exponenten t2 − 1. Ähnlich ist es bei t1 = t2− 4, t2− 6, t2− 8, . . . .
Aber im Fall t1 = t2−4 bleibt die Anzahl der Variablen ab der 4. Iteration, während im Fall
t1 = t2− 6 die Anzahl der Variablen ab der 6. Iteration bleibt. Im solchen Fällen hängt die
Anzahl der endlichen Lyapunov-Exponenten auch von der Differenz zwischen t2 und t1.
Summarisch ist die Anzahl der Lyapunov-Exponenten im periodischen Fall 01 somit:
(1) int( t2+12 ) wenn t2− t1 ungerade ist und
(2) t2− (t2−t1)2 wenn t2− t1 gerade ist.
Ähnlich ist es in dem periodischen Fall 10. Tab.3.3 zeigt ein Beispiel. Ich benutze die glei-
chen Parameter wie im Fall 01. Somit erhalte ich die gleichen Resultate. In solchen periodi-
schen Fällen hat die Matrix J0J1 die gleichen Eigenwerte wie die Matrix J1J0.
Abb.3.4 zeigen die Eigenschaft der Anfangswertabhängigkeit. Die Parameter sind wie die
in Tab.3.3. Zuerst lege ich die Anfangswerte xt0,xt0−1, . . . ,xt0−t2+1 fest. Dann verändere ich
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Abbildung 3.4.: xt0+10000 in Abhängigkeit von Anfangswerten, t2 = 9, t1 = 4 periodisch10
einen Anfangswert. Das Ergebnis ist der nach 10000 Iterationen erhaltene Wert. Die linke
Abbildung zeigt das Resultat mit Änderung von xt0−5 und die rechte mit xt0−6. Man kann
herausfinden, dass xt0+10000 abhängig von xt0−5 und unabhängig von xt0−6 ist. Dieses Ergebnis
ist mit der analytischen Berechnung übereinstimmend.
Zufällige Variation des Delays
Hier betrachte ich das System mit zufälligen Verzögerungen. Tab.3.4 zeigt ein Beispiel. Die
hier genommenen Parameter sind gleich denen in dem periodischen Fall. Die Wahrscheinlich-
keit von ξn = 1 ist gleich 0.5. Man kann sehen, dass hier das Ergebnis auch eine Überraschung
enthält. Die Anzahl der endlichen Lyapunov-Exponenten ist nur bei kleinen t1 von t1 abhän-
gig. In diesem Fall ist Anzahl gleich t1. Bei großen t1 (t1 > t2/2) kann ich sagen, dass die
Anzahl der endlichen Lyapunov-Exponenten nicht größer als int( t2+12 ) ist. Der Grund ist: Es
gibt stückweise eine genügend lange periodische Sequenz, mit der die kleinste Anzahl der end-
lichen Lyapunov-Exponenten bestimmt wird, in der gesamten stochastischen Sequenz. Zum
Beispiel ist die Anzahl der endlichen Lyapunov-Exponenten bei t1 = 6 gleich 4. In diesem Fall
sehen die Jacobi-Marizen so
J0 =


1.22 0 0 0 0 0.663 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 0 1 0

 J1 =


1.22 0 · · · 0 0.7527
1 0 · · · 0 0
0 1 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · 1 0

 (3.10)
aus. Ich berechne die Eigenwerte der aus J0 und J1 kombinierten Matrizen mit Hilfe von Mat-
lab. Die Anzahl der von Null verschiedenen Eigenwerte entspricht der Anzahl der endlichen
Lyapunov-Exponenten mit der selben periodischen Sequenz.
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Tabelle 3.4.: Lyapunov-Spektrum, Anzahl der endlichen Lyapunov-Exponenten (Anzahl),
Kolmogorov-Sinai-Entropie (KSE) und Kaplan-Yorke-Dimension (KYD) von
Gl.(1.6), zufällig , p(ξn = 0) = p(ξn = 1) = 0.5, t2 = 10, a = 2,b = 1.7,c =
1.93,ε = 0.39, 2000000 Iterationen
t1 Lyapunov-Spektrum Anzahl KSE KYD
1 0.42 −∞ −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ 1 0.42 1
2 0.37 −0.09 −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ 2 0.37 2
3 0.34 −0.09 −0.12 −∞ −∞−∞ −∞ −∞ −∞ −∞ 3 0.34 3
4 0.31 −0.08 −0.09 −0.13 −∞−∞ −∞ −∞ −∞ −∞ 4 0.31 4
5 0.30 −0.07 −0.08 −0.11 −0.15−∞ −∞ −∞ −∞ −∞ 5 0.30 4.22
6 0.28 −0.05 −0.08 −0.11 −∞−∞ −∞ −∞ −∞ −∞ 4 0.28 4
7 0.27 −0.02 −0.05 −0.12 −∞−∞ −∞ −∞ −∞ −∞ 4 0.27 4
8 0.27 0.01 0.00 −0.13 −∞−∞ −∞ −∞ −∞ −∞ 4 0.27 4
9 0.26 0.02 0.02 −0.08 −0.09−∞ −∞ −∞ −∞ −∞ 5 0.30 5
Tabelle 3.5.: Die Anzahl der von Null verschiedenen Eigenwerte von verschiedenen aus J0
und J1 kombinierten Matrizen, J0, J1 aus Gl.(3.10)
Matrix Anzahl der von 0 verschiedenen Eigenwerte
J0 6
J1 10
J0J1 8
J0J0J1 4
J1J1J0 7
J0J0J0J1 7
J0J1J0J1 8
J0J0J1J1 8
J1J1J1J0 9
Tab.3.5 zeigt die Resultate der Sequenz mit der Länge von 1 bis 4. Man kann sehen, dass die
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Matrix J0J0J1 eine Anzahl der von Null verschiedenen Eigenwerte von 4 hat. Das bedeutet,
wenn es lang genug 001 bzw. 010 oder 100 in der stochastischen Sequenz gibt, dann erhalte
ich als Anzahl der endlichen Lyapunov-Exponenten 4.
3.2.2. Logistische Abbildung mit variabler Gedächtnislänge
Hier betrachte ich die logistische Abbildung mit variabler Gedächtnislänge. Die genaue For-
mel befindet sich in Gl.(1.7).
Periodische Variation des Delays
Zuerst betrachte ich auch den periodischen Fall. In diesem System ist die Jacobi-Matrix kei-
ne Konstante. Sie ist von Variablen abhängig. Deswegen kann ich nicht mit Eigenwerten der
Jacobi-Matrix numerisch die Resultate korrigieren. In Abb.3.5 wird gezeigt, wie sich die nu-
merischen Resultate mit steigender Iterationszahl verändern. Man kann sehen, dass nach 3000
Iterationen die numerischen Resultate den erwarteten Werten nahekommen.
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Abbildung 3.5.: Numerisches Resultat der Lyapunov-Exponenten in Abhängigkeit von Itera-
tionen a = 4,b = 3.87,c = 3.93,ε = 0.39 periodisch 10
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Tabelle 3.6.: Lyapunov-Spektrum und Anzahl der endlichen Lyapunov-Exponenten von
Gl.(1.7), periodisch 10, a = 4,b = 3.87,c = 3.93, t2 = 10,ε = 0.49, 30000 Ite-
rationen
t1 Lyapunov-Spektrum Anzahl
1 −0.25 −0.25 −0.30 −0.30 −0.32−∞ −∞ −∞ −∞ −∞ 5
2 0.03 0.01 −0.02 −0.05 −0.10−0.33 −∞ −∞ −∞ −∞ 6
3 −0.26 −0.26 −0.27 −0.32 −0.32−∞ −∞ −∞ −∞ −∞ 5
4 0.01 −0.01 −0.05 −0.09 −0.12−0.16 −0.21 −∞ −∞ −∞ 7
5 −0.25 −0.25 −0.29 −0.29 −0.37−∞ −∞ −∞ −∞ −∞ 5
6 0.03 0.01 −0.02 −0.04 −0.06−0.09 −0.11 −0.14 −∞ −∞ 8
7 −0.22 −0.24 −0.24 −0.37 −0.37−∞ −∞ −∞ −∞ −∞ 5
8 0.04 0.02 −0.01 −0.03 −0.05−0.06 −0.08 −0.10 −0.11 −∞ 9
9 −0.27 −0.29 −0.29 −0.31 −0.31−∞ −∞ −∞ −∞ −∞ 5
Tabelle 3.7.: Lyapunov-Spektrum und Anzahl der endlichen Lyapunov-Exponenten von
Gl.(1.7), periodisch 01, gleiche Parameter wie in Tab.3.6.
t1 Lyapunov-Spektrum Anzahl
1 −0.25 −0.25 −0.30 −0.30 −0.32−∞ −∞ −∞ −∞ −∞ 5
2 0.03 0.01 −0.02 −0.05 −0.11−0.32 −∞ −∞ −∞ −∞ 6
3 −0.26 −0.26 −0.27 −0.32 −0.32−∞ −∞ −∞ −∞ −∞ 5
4 0.01 −0.00 −0.05 −0.09 −0.11−0.16 −0.21 −∞ −∞ −∞ 7
5 −0.25 −0.25 −0.29 −0.29 −0.37−∞ −∞ −∞ −∞ −∞ 5
6 0.00 −0.00 −0.03 −0.04 −0.05−0.07 −0.09 −0.10 −∞ −∞ 8
7 −0.22 −0.24 −0.24 −0.36 −0.37−∞ −∞ −∞ −∞ −∞ 5
8 0.04 0.02 −0.01 −0.03 −0.05−0.07 −0.08 −0.10 −0.11 −∞ 9
9 −0.04 −0.04 −0.19 −0.19 −0.21−∞ −∞ −∞ −∞ −∞ 5
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Tab.3.6 und Tab.3.7 zeigen die numerischen Resultate zweier Beispiele. Die Parameter
sind gleich, aber die periodischen Sequenzen sind unterschiedlich. Analog zur Bernoulli-
Abbildung mit variabler Gedächtnislänge ist die Anzahl der endlichen Lyapunov-Exponenten
dargestellt. Abb.3.6 zeigt ähnliche Ergebnisse wie Abb.3.4. Hier verändere ich den Anfangs-
wert xt0−7 bzw. xt0−8. Für den periodischen Fall 10 mit t1 = 4 und t2 = 10 spielt der Anfangs-
wert xt0−7 eine Rolle und xt0−8 keine Rolle.
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Abbildung 3.6.: xt0+10000 in Abhängigkeit von Anfangswerten, t1 = 4, t2 = 10, periodisch 10
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Abbildung 3.7.: Maximalee Lyapunov-Exponent λ als Funktion der Startwerte, a = 4, b =
3.87, c = 3.93, ε = 0.49, t1 = 8, t2 = 10, 30000 Iterationen. (a): periodisch 10
(b): periodisch 01. schwarz: λ =−0.27. rot: λ =−0.04
Vergleicht man Tab.3.6 und Tab.3.7, stellt man fest, dass die Ergebnisse nicht in allen
Einträgen übereinstimmen. Diese Eigenschaften hat die Bernoulli-Abbildung mit variabler
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Gedächtnislänge nicht. Wie die Hénon-Abbildung ist die logistische Abbildung mit varia-
bler Gedächtnislänge auch von Anfangswerten abhängig. Abb.3.7 zeigt diese Eigenschaften.
Zwei unterschiedliche Ebenen werden aus dem 10D-Raum ausgeschnitten. Die Anfangswerte
xt0−2, . . . , xt0−9 sind gleich. Ich verändere die Anfangswerte xt0 und xt0−1 um den größten
Lyapunov-Exponent zu beobachten. Zwar sind alle Anfangsbedingungen gleich, die beiden
Distributionenabbildungen der größten Lyapunov-Exponenten werden aber unterschiedlich
dargestellt. Im Fall 10 findet sich nur ein Lyapunov-Exponent, während in dem Fall 01 sich
zwei Lyapunov-Exponenten finden. Verschiedene Anfangswerte führen zu verschiedenen At-
traktoren.
Zufällige Variation des Delays
Tab.3.8 zeigt das Ergebnis im zufälligen Fall. Analog zur Bernoulli-Abbildung mit variabler
Gedächtnislänge erhalte ich eine ähnliche Tabelle. Wenn t1 klein ist, hängt die Anzahl der
endlichen Lyapunov-Exponenten nur von t1 ab. Sonst ist sie kleiner gleich t2/2.
Tabelle 3.8.: Lyapunov-Spektrum und Anzahl der endlichen Lyapunov-Exponenten von
Gl.(1.7), zufällig, p(ξn = 0) = p(ξn = 1)= 0.5, a = 4, b = 3.87, c = 3.93, t2 = 10,
ε = 0.49, 3000000 Iterationen
t1 Lyapunov-Spektrum Anzahl
1 0.18 −∞ −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ 1
2 0.01 −0.04 −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ 2
3 0.06 −0.01 −0.07 −∞ −∞−∞ −∞ −∞ −∞ −∞ 3
4 0.05 −0.01 −0.06 −0.12 −∞−∞ −∞ −∞ −∞ −∞ 4
5 0.05 −0.00 −0.05 −0.09 −0.14−∞ −∞ −∞ −∞ −∞ 5
6 0.05 0.07 −0.04 −0.08 −∞−∞ −∞ −∞ −∞ −∞ 4
7 0.04 0.00 −0.04 −0.08 −∞−∞ −∞ −∞ −∞ −∞ 4
8 0.05 0.01 −0.03 −0.07 −∞−∞ −∞ −∞ −∞ −∞ 4
9 0.03 0.00 −0.03 −0.06 −0.10−∞ −∞ −∞ −∞ −∞ 5
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3.3. Dimensionszusammenbruch
Die Kaplan-Yorke-Dimension und die Anzahl der endlichen Lyapunov-Exponenten zeigen
eine besondere Eigenschaften bei Systemen mit variabler Gedächtnislänge. Diese Eigenschaft
ist der Dimensionszusammenbruch. In diesem Abschnitt betrachte ich diese Eigenschaften mit
Hilfe von Renyi-Dimensionen und Attraktoren.
Am Anfang betrachte ich nicht die beiden vorher benutzten Systeme sondern ein einfaches
verzögerungsschwankendes System.
xn+1 = 1−ax2n +ξ bxn−1 wobei ξ ∈ {0;1} (3.11)
Wenn ξ = 1, ist Gl.(3.11) die Hénon-Abbildung. Wenn ξ = 0, ist Gl.(3.11) eine umgeformte
logistische Abbildung. Die Wahrscheinlichkeit von ξ = 1 setze ich mit pξ voraus. Die Ge-
dächtnislänge schwankt zwischen 1 (bei ξ = 0) und 2 (bei ξ = 1). Dieses System wird mit der
Hénon-Abbildung und der Hénon-Abbildung mit schwankenden Parametern (Gl.(3.12)) [13]
vergleichen.
xn+1 = 1− (a+α∆a)x2n +(b+β∆b)xn−1 (3.12)
Hier sind α und β gleich verteilte Zufallszahlen im Intervall [0;1]. Als Beispiel wähle ich die
Parameter a = 1.15, b = 0.37, ∆a = 0, ∆b = 0.07, pξ = 0.5
Abbildung 3.8.: Attraktor der Hénon-Abbildung mit a = 1.15, b = 0.37, 1010 Iterationen
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Abbildung 3.9.: Attraktor der Hénon-Abbildung mit schwankenden Parametern mit a = 1.15,
b = 0.37, ∆a = 0, ∆b = 0.07, 1010 Iterationen
Abbildung 3.10.: Attraktor der Hénon-Abbildung mit schwankenden Verzögerungen mit a =
1.15, b = 0.37, pξ = 0.5, 1010 Iterationen
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Abbildung 3.11.: Schnappschuss der Hénon-Abbildung mit schwankenden Parametern bei
unterschiedlichen Iterationen mit a = 1.15, b = 0.37, ∆a = 0, ∆b = 0.07,
synchron, 109 Punkte
Abbildung 3.12.: Schnappschuss der Hénon-Abbildung mit schwankenden Parametern bei der
2000. Iteration mit a = 1.15, b = 0.37, ∆a = 0, ∆b = 0.07, asynchron, 109
Punkte
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Abbildung 3.13.: Schnappschuss der Hénon-Abbildung mit schwankenden Verzögerungen bei
der 2000. Iteration mit a = 1.15, b = 0.37, pξ = 0.5, asynchron, 109 Punkte
Abbildung 3.14.: Schnappschuss der Hénon-Abbildung mit schwankenden Verzögerungen bei
unterschiedlichen Iterationen mit a = 1.15, b = 0.37, pξ = 0.5, synchron,
109 Punkte
Abb.3.8 - 3.10 zeigen die Attraktoren der Trajektorien für lange Zeiten, und Abb.3.11 - 3.14
zeigen die Schnappschüsse. Im synchronen Fall iteriere ich jeden Punkt mit derselben Zu-
fallszahlsequenz, während im asynchronen Fall verschiedene Zufallszahlsequenzen benutzt
werden. Vergleicht man Abb.3.9 und Abb.3.12 oder Abb.3.10 und Abb.3.13, kann man se-
hen, dass die Abbildung vom synchronem Schnappschuss ähnlich wie die vom Attraktor der
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Langzeittrajektorie ist. Diese Abbildungen zeigen alle möglichen Stellen des Attraktors im
2D-Raum. Im asynchronen Fall sind die Abbildungen der Schnappschüsse zu verschiedenen
Iterationen unterschiedlich. In der Hénon-Abbildung mit schwankenden Parametern sind we-
gen winziger Änderungen die Unterschiede kaum sichtbar. In Abb.3.11 zeigen die roten und
schwarzen Figuren die Schnappschüsse der Hénon-Abbildung mit schwankenden Parametern
bei unterschiedlichen Iterationen. Abb.3.14 zeigt die Schnappschüsse der Hénon-Abbildung
mit schwankenden Verzögerungen bei unterschiedlichen Iterationen. Man kann sehen, dass
hier der Unterschied deutlich ist. Die linke Abbildung sieht ähnlich wie eine Hénon-Abbildung
aus, während die rechte Abbildung wie eine Parabel aussieht.
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Abbildung 3.15.: Renyi-Dimension
Abb.3.15 zeigen die Renyi-Dimension der oben betrachteten Beispiele. Die wichtigen Werte
sind Hausdorff-Dimension (D0) und Information-Dimension (D1).
• Schwarz: Schnappschuss der Hénon-Abbildung mit schwankenden Parametern, asyn-
chron, Abb.3.12, D0 = 1.78,D1 = 1.87
• Rot: Schnappschuss der Hénon-Abbildung mit schwankenden Parametern, synchron,
Abb.3.11, D0 = 1.24,D1 = 1.20
• Grün: Schnappschuss der Hénon-Abbildung mit schwankenden Verzögerungen, asyn-
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chron, Abb.3.13, D0 = 1.22,D1 = 1.03
• Blau: Schnappschuss der Hénon-Abbildung mit schwankenden Verzögerungen, syn-
chron, Abb.3.14, D0 = 1.00,D1 = 0.62
• Gelb: Attraktor der Langzeittrajektorie der Hénon-Abbildung mit schwankenden Ver-
zögerungen, Abb.3.10, D0 = 1.29,D1 = 1.07
• Braun: Attraktor der Langzeittrajektorie der Hénon-Abbildung mit schwankenden Pa-
rametern, Abb.3.9, D0 = 1.87,D1 = 1.90
• Hellblau: Attraktor der Hénon-Abbildung, Abb.3.8, D0 = 1.29,D1 = 1.07
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Abbildung 3.16.: (a): Hausdorff-Dimension (b): Information-Dimension
Abb.3.16 zeigt das logarithmische Verhalten bei q = 0 (a) und q = 1 (b). Der Betrag des
Anstiegs der Linie entspricht der dazu gehörigen Dimension. Um die Linien einfach zu ver-
gleichen, werden zusätzlich zwei Linien, y =−x (D = 1) und y =−2x (D = 2), in den Abbil-
dungen dargestellt. Es ist deutlich, dass es in den Abbildungen drei Regionen gibt.
• Die schwarzen und braunen Linien nahe der Linie y =−2x. ⇒ D = 2
• Die roten grünen und gelben Linien liegen in der Nähe der Linie der Hénon-Abbildung.
⇒ D0 = 1.23,D1 = 1.07
• Die blaue Linie ist fast parallel zur Linie y =−x. ⇒ D = 1
Da die Ergebnisse numerisch ausgegeben werden, sind nicht alle Ergebnisse sehr genau. Mit
kleinerem Gitter oder größerer Anzahl von Punkten bzw. Iterationen kann man noch genauere
Resultate bekommen.
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Jetzt kommen wir zu den Gl.(1.6) und Gl.(1.7) zurück. Um den Attraktor zeigen zu kön-
nen, wähle ich t2 = 3 (Die maximale Dimension ist 3). Abb.3.17 zeigt die Attraktoren eines
Beispiels einer Bernoulli-Abbildung mit variabler Gedächtnislänge. Abbildungen (a) und (b)
zeigen die Attraktoren der Ursprungsysteme. Und Abbildung (c) zeigt den Attraktor im peri-
odischen Fall 01, (d) im zufälligen Fall.
Abbildung(a)
Abbildung(c)
Abbildung(b)
Abbildung(d)
Abbildung 3.17.: Attraktor Gl.(1.6), a = 2,b = 1.7,c = 1.93,ε = 0.39, t1 = 1, t2 = 3, 500000
Punkte. (a)ξn = 0 (b) ξn = 1 (c) periodisch 01 (d) zufällig pξn=0 = 0.5
Es stellt sich heraus, dass die Abbildungen (c) und (d) ähnlich wie die Abbildung (b) aus-
sehen. Aber die Verteilungen der Punkte sind nicht gleich. In Abbildung (d) ist deutlich, dass
die Verteilung in manchen Zonen dicht (in der Nähe vom Attraktor des Systems (a)) und
in manchen Zonen dünn ist. Dieses Phänomen zeigt die Eigenschaft des Dimensionszusam-
menbruchs. Tab.3.9 zeigt das zur Abb.3.17 gehörige Lyapunov-Spektrum. Interessant ist es im
periodischen Fall. Anders als beim zufälligen Fall ist hier die Anzahl der endlichen Lyapunov-
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Exponenten größer als t1. Den analytischen Grund habe ich schon in Abschnitt 3.2.1 erklärt.
Hier kann man den Attraktor sehen. Die Verteilung der Punkte in der Abbildung (c) ist nicht
wie die in der Abbildung (d). Dort findet man keine Zonen mit dünner Verteilung von Punkten.
Die Abbildung (c) ist ähnlicher der Abbildung (b) als der Abbildung (d).
Tabelle 3.9.: Lyapunov-Spektrum von Abb.3.17
System Lyapunov-Spektrum Anz KSE KYD
(a) 0.63 −∞ −∞ 1 0.63 1
(b) 0.43 −0.36 −0.36 3 0.43 2.20
(c) 0.52 −0.34 −∞ 2 0.52 2
(d) 0.52 −∞ −∞ 1 0.52 1
Abbildung(a)
Abbildung(c)
Abbildung(b)
Abbildung(d)
Abbildung 3.18.: Attraktoren Gl.(1.7), a = 4,b = 3.87,c = 3.93,ε = 0.49, t1 = 1, t2 = 3,
500000 Punkte. (a) ξn = 0 (b) ξn = 1 (c) periodisch 01 (d) zufällig pξn=0 =
0.5
Abb.3.18 zeigt die Attraktoren eines Beispiels der logistischen Abbildung mit variabler Ge-
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dächtnislänge. die Abbildungen (a) und (b) zeigen die Attraktoren der Ursprungsysteme. Und
Abbildung (c) zeigt den Attraktor im periodischen Fall 01, (d) im zufälligen Fall. Man kann
sehen, dass in der Abbildung (c) die dichten Zonen der Punkte auf der Trajektorie von Abbil-
dung (a) liegen und die Form des Attraktors wie in Abbildung (b) aussieht. Der Attraktor in
der Abbildung (d) ist total verschieden von denen in den Abbildungen (a) und (b). Die Ursa-
che ist das iterierte Funktionensystem (IFS). Abb.3.19 zeigt die Projektion dieser Abbildung
auf den 2D-Raum. Hier werden viele parabelförmige Kurven deutlich. Die Dimension bricht
bei solchen Kurven zusammen.
Abbildung 3.19.: Projektion von Abb.3.18 (d) auf 2D-Raum
Tabelle 3.10.: Lyapunov-Spektrum von Abb.3.18
System Lyapunov-Spektrum Anz KSE KYD
(a) 0.56 −∞ −∞ 1 0.56 1
(b) 0.02 −0.06 −0.33 3 0.02 1.33
(c) 0.06 −0.19 −∞ 2 0.06 1.31
(d) 0.20 −∞ −∞ 1 0.20 1
Im Tab.3.9 und 3.10 habe ich auch die Kaplan-Yorke-Dimension angegeben. Man kann sehen,
dass die KYD des Systems mit variabler Gedächtnislänge kleiner als die bei einem System
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mit konstanter Verzögerung (t2) ist.
Abbildung(a) Abbildung(b)
Abbildung(c) Abbildung(d)
Abbildung 3.20.: Attraktor Gl.(1.7), a = 4,b = 3.87,c = 3.93,ε = 0.49, t1 = 0, t2 = 2, 100000
Punkte, zufällig, (a) pξn=0 = 0.2, (b) pξn=0 = 0.4, (c) pξn=0 = 0.6, (d)
pξn=0 = 0.8
Abb.3.20 zeigt die Attraktoren eines Beispiels von Gl.(1.7) mit verschiedenen Wahrschein-
lichkeiten von ξn = 0 pξn=0. Wenn die Punkte genug wären, würde man vier gleiche Abbil-
dungen sehen. Das heißt, dass die Hausdorff-Dimensionen gleich sind. Aber die Verteilungs-
wahrscheinlichkeiten sind unterschiedlich. Je größer die Wahrscheinlichkeit pξn=0 ist, umso
mehr Punkte liegen auf den Kurven aus niedriger Dimension.
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3.4. Einfache Betrachtung im kontinuierlichen System
Bis hier habe ich nur zeitlich diskrete Abbildungen betrachtet. Normalerweise ist ein dyna-
misches System in Form eines gewöhnlichen Differentialgleichungssystems gegeben. Dann
spielt die Schrittweite h eine Rolle. Der zufällige Fall kann wegen des stochastischen Pro-
zesses ähnlich wie ein kontinuierliches System aussehen. Deswegen betrachte ich in diesem
Abschnitt nur den periodischen Fall. Wie Abb.3.21 zeigt, erhält man bei h1 einen periodischen
Fall f2 f1 und bei h2 den Fall f2 f2 f1 f1.
0 1 2 3 4
t
0
1
2
3
f n
h1
h2
Abbildung 3.21.: zeitliche Schwankung zwischen zwei Systemen
Bei einem gewöhnlichen Differentialgleichungssystem sind die Parameter der hergeleite-
ten Iterationsgleichungen bei verschiedenen Schrittweiten unterschiedlich. Hier vernachläs-
sige ich wegen der Vereinfachung der Betrachtung diese Änderung. Wichtig ist es, dass die
Verzögerungen t1, t2 größer werden, wenn die Schrittweite h sich verkleinert. Die Schrittver-
zögerungen t sind der Quotient von wirklicher Zeitverzögerung T durch Schrittweite h. Zum
Vergleich mit Tab.3.1 wähle ich h∗ = 0.5h, dann schwankt das System mit Periode 0011. Und
die Verzögerungen (Gedächtnislänge minus eins) haben sich verdoppelt. Die neuen Gedächt-
nislängen sind t∗1 = 2(t1−1)+1 bzw. t∗2 = 2(t2−1)+1. Tab.3.11 zeigt die Lyapunov-Spektren.
45
Tabelle 3.11.: Lyapunov-Spektrum und Anzahl der endlichen Lyapunov-Exponenten (Anz.)
der Gl.(1.6), a = 2,b = 1.7,c = 1.93.ε = 0.39, periodisch 0011, t∗2 = 19
t∗1 Lyapunov-Spektrum Anz
1 0.42 −0.04 −0.04 −0.06 −0.06 −∞ −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ . . . 5
3 0.34 −0.03 −0.03 −0.03 −0.03 −0.07 −0.07 −0.10 −0.10−0.11 −0.11 −∞ −∞ −∞ −∞ −∞ −∞ . . . 11
5 0.28 −0.01 −0.01 −0.05 −0.05 −0.32 −∞ −∞ −∞−∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ . . . 6
7 0.26 −0.00 −0.00 −0.02 −0.02 −0.05 −0.05 −0.07 −0.07−0.08 −0.08 −0.09 −0.09 −∞ −∞ −∞ −∞ . . . 13
9 0.24 −0.01 −0.02 −0.02 −0.02 −0.18 −0.18 −∞ −∞−∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ . . . 7
11 0.23 0.02 0.02 −0.02 −0.02 −0.02 −0.02 −0.06 −0.06−0.06 −0.06 −0.07 −0.07 −0.08 −0.08 −∞ −∞ . . . 15
13 0.22 0.03 0.03 −0.06 −0.06 −0.10 −0.10 −0.15 −∞−∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ . . . 8
15 0.22 0.04 0.04 −0.02 −0.02 −0.04 −0.04 −0.04 −0.04−0.05 −0.05 −0.05 −0.05 −0.06 −0.06 −0.07 −0.07 −∞ . . . 17
17 0.21 0.05 0.05 0.00 0.00 −0.07 −0.07 −0.07 −0.07−∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ . . . 9
Diese Tabelle sieht ähnlich wie Tab.3.1 aus. Bei t∗1 = 0,4,8,12,16 und 2,6,10,14 finden
sich zwei unterschiedliche Sequenzen der Anzahl der endlichen Lyapunov-Exponenten. Aber
in Tab.3.1 ist die Anzahl bei t1 = 1,3,5,7,9 eine Konstante, während in Tab.3.11 die Anzahl
bei t∗1 = 1,5,9,13,17 eine arithmetische Reihe mit der Differenz 1 ist. Die andere Sequenz ist
in beiden Tabellen gleich. Die Anzahl ist t∗2 −0.5(t∗2 − t∗1).
Nun mache ich die Schrittweite noch kleiner. Ich definiere h∗ = 1
n
h, dann schwankt das Sys-
tem mit Periode n ·0 n ·1. In Tab.3.12 zeige ich keinen genauen Lyapunov-Exponent, sondern
nur die Anzahl der endlichen Lyapunov-Exponenten. Die letzte Spalte zeigt die Anzahl aller
Lyapunov-Exponenten.
Tabelle 3.12.: Anzahl der endlichen Lyapunov-Exponenten und Anzahl aller Lyapunov-
Exponenten (Anz.), a = 2, b = 1.7, c = 1.93, ε = 0.39, t2 = 10
n t1 = 1 t1 = 2 t1 = 3 t1 = 4 t1 = 5 t1 = 6 t1 = 7 t1 = 8 t1 = 9 Anz.
1 5 6 5 7 5 8 5 9 5 10
2 5 11 6 13 7 15 8 17 9 19
3 5 16 7 19 9 22 11 25 13 28
4 5 21 8 25 11 29 14 33 17 37
5 5 26 9 31 13 36 17 41 21 46
6 5 31 10 37 15 43 20 49 25 55
Man kann sehen, dass die beiden unterschiedlichen Sequenzen der Anzahl der endlichen
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Lyapunov-Exponenten immer existieren. Aus Tab.3.12 kann man mit Hilfe von Induktion fol-
gendes erhalten.
• Wenn t2− t1 eine ungerade Zahl ist, ist die Anzahl der endlichen Lyapunov-Exponenten
Ne =
t2
2
+
t1−1
2
(n−1). (3.13)
• Wenn t2− t1 gerade ist, wird die Anzahl
Ne = t2n+1− t2− t12 n. (3.14)
Da Tab.3.12 Resultate mit geradem t2 zeigt und in Gl.(3.13) t1 ungerade ist, zeige ich in
Tab.3.13 das Ergebnis eines Beispiels mit ungeradem t2.
Tabelle 3.13.: Anzahl der endlichen Lyapunov-Exponenten und Anzahl aller Lyapunov-
Exponenten (Anz.), a = 2, b = 1.7, c = 1.93, ε = 0.39, t2 = 9
n t1 = 1 t1 = 2 t1 = 3 t1 = 4 t1 = 5 t1 = 6 t1 = 7 t1 = 8 Anz.
1 5 5 6 5 7 5 8 5 9
2 9 9 11 9 13 9 15 9 17
3 13 13 16 13 19 13 22 13 25
4 17 17 21 17 25 17 29 17 33
In Tab.3.13 finden sich zwar wieder zwei Sequenzen, aber das durch Induktion erhaltene
Ergebnis bei ungeradem t2 ist unterschiedlich von dem bei geradem t2.
• Wenn t2− t1 eine ungerade Zahl ist, ist die Anzahl der endlichen Lyapunov-Exponenten
Ne =
t2−1
2
n+1. (3.15)
• Wenn t2− t1 gerade ist, wird die Anzahl
Ne = (t2−1)n+1− t2− t12 n. (3.16)
Der Unterschied findet sich zwischen Gl.(3.13) und Gl.(3.15). Außerhalb der beiden Beispiele
habe ich noch weitere 01-Paare getestet. Die Ergebnisse sind mit Gl.(3.13)-(3.16) überein-
stimmend. So spielt die Parität von t2 eine Rolle.
Das kontinuierliche System entspricht h∗→ 0. Das bedeutet n→∞. Dann ist das Verhältnis
der Anzahl der endlichen Lyapunov-Exponenten zur Anzahl aller Lyapunov-Exponenten so:
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• t2 ist gerade.
I. t2− t1 ist ungerade.
VH(∞)e = lim
n→∞
t2
2 +
t1−1
2 (n−1)
(t2−1)n+1 =
t1−1
2(t2−1) (3.17)
II. t2− t1 ist gerade.
V H(∞)e = lim
n→∞
(t2−1)n+1− t2−t12 n
(t2−1)n+1 =
t2 + t1−2
2(t2−1) (3.18)
• t2 ist ungerade.
I. t2− t1 ist ungerade.
VH(∞)e = lim
n→∞
t2−1
2 n+1
(t2−1)n+1 =
1
2
(3.19)
II. t2− t1 ist gerade.
V H(∞)e = lim
n→∞
(t2−1)n+1− t2−t12 n
(t2−1)n+1 =
t2 + t1−2
2(t2−1) (3.20)
Für n gegen unendlich hängt dieses Verhältnis nur von t1 und t2 ab. Dann kann man aus
einem periodischen, diskreten System einen Einblick in das Lyapunov-Spektrum des dazuge-
hörigen kontinuierlichen Systems erhalten.
Diese Betrachtung basiert auf sehr idealen Bedingungen. Es existiert eine große Schrittweite
h, mit der man die ganzen Zahlen t1 = T1/h+1 und t2 = T2/h+1 und die Periode 01 bzw. 10
bekommen kann. In der Praxis kommt so ein ideales System nicht vor. Normalerweise kann
man aus einem kontinuierlichen System eine Schrittweite h bekommen, mit der die ganzen
Zahlen t1 = T1/h+1 und t2 = T2/h+1 und Periode n ·0m ·1 erhalten werden. Das betrachtete
System in diesem Fall ist schnell schwankend. Das heißt, dass n und m kleiner als t1 und t2
sind. In der Praxis wird normalerweise ein langsam, schwankendes System benutzt, in dem n
und m größer als t1 und t2 sind. Solche Fälle können später untersucht werden.
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4. Zusammenfassung und Ausblick
Bei iterierten Abbildungen mit konstanter Gedächtnislänge entspricht die Gedächtnislänge der
Anzahl der Lyapunov-Exponenten. Aber bei iterierten Abbildungen mit variabler Gedächtnis-
länge ist die Anzahl der Lyapunov-Exponenten von der größeren Gedächtnislänge abhängig.
In diesem System sind nicht alle Lyapunov-Exponenten endlich. Die Anzahl der endlichen
Lyapunov-Exponenten ist nicht nur von der größeren Gedächtnislänge sondern auch von der
kleineren Gedächtnislänge abhängig. Im periodischen Fall 01 oder 10 entscheidet die Diffe-
renz zweier Gedächtnislängen über die Anzahl der endlichen Lyapunov-Exponenten. Die un-
gerade Differenz entspricht einer Anzahl int( t2+12 ), während die gerade Differenz einer Anzahl
t2− (t2−t1)2 entspricht. Im zufälligen Fall wird die Anzahl der endlichen Lyapunov-Exponenten
nicht größer als int( t2+12 ). Wenn t1 < t2/2 ist, entspricht die kleinere Gedächtnislänge dieser
Anzahl.
Diese besondere Anzahl der endlichen Lyapunov-Exponenten erläutert die Eigenschaft des
Dimensionszusammenbruchs in einem System mit variabler Gedächtnislänge. Die Dimensi-
on wird von der größten Dimension geschrumpft. Die berechnete Kaplan-Yorke-Dimension
des Systems mit variabler Gedächtnislänge ist kleiner als die des Systems mit der größten
konstanten Gedächtnislänge. Der Attraktor des Systems mit variabler Gedächtnislänge zeigt
manche Eigenarten des Attraktors des System mit kleinerer, konstanter Gedächtnislänge, z.B.
kann man in Abb.3.19 einige parabelförmige Kurven finden.
Bei einer einfachen Betrachtung im kontinuierlichen System habe ich nur ein periodisch
schnell schwankendes System untersucht. Dabei sind die Bedingungen sehr ideal. In diesem
Fall spielt die Differenz von Verzögerungen im kontinuierlichen System auch eine Rolle. Au-
ßerdem führt die Parität der größeren Verzögerung zu zwei unterschiedlichen Induktionen.
Man kann aus einem periodisch schwankenden, diskreten System mit Periode 01 einen Ein-
druck vom Lyapunov-Spektrum des dazugehörigen kontinuierlichen Systems bekommen.
In dieser Arbeit habe ich nur die zeitlich diskrete Abbildung betrachtet, die nur zwischen
zwei verschiedenen konstanten Verzögerungen schwankt. Wie sieht es aus, wenn das Sys-
tem zwischen vielen Gedächtnislängen schwankt bzw. die Verzögerungen Funktionen der Zeit
sind? Durch die idealen Bedingungen konnte das spezielle, kontinuierliche System untersucht
werden. Wie sieht ein allgemeines, kontinuierliches System aus? Die in dieser Arbeit betrach-
teten, schwankenden Systeme sind alle schnell schwankend. In der Anwendung sind normaler-
weise langsam schwankende Systeme vorhanden. Wie verhält sich das langsam schwankende
System? Solche Probleme kann man später betrachten.
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A. Beispiele der algebraischen
Rechnung
A.1. 1. Beispiel
Ich wähle t2 = 5 und t1 = 4. Die Jacobi-Matrizen sind
J0 =


a′ 0 0 b′ 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

 J1 =


a′ 0 0 0 c′
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

 . (A.1)
Die orthogonalen Anfangsabweichungen bilden eine Matrix
∆X0 =


δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0
0 0 0 0 δx0−4

 . (A.2)
Jede Spalte ist ein Abweichungsvektor. Es wird gezeigt, wie die Matrix ∆Xn mit Periode 01
variiert.
∆X1 = J0∆X0
=


a′ 0 0 b′ 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0
0 0 0 0 δx0−4


=


a′δx0 0 0 b′δx0−3 0
δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0


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∆X2 = J1∆X1
=


a′2δx0 0 0 a′b′δx0−3 + c′δx0−3 0
a′δx0 0 0 b′δx0−3 0
δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0


∆X3 = J0∆X2
=


a′3δx0 b′δx0−1 0 a′2b′δx0−3 +a′c′δx0−3 0
a′2δx0 0 0 a′b′δx0−3 + c′δx0−3 0
a′δx0 0 0 b′δx0−3 0
δx0 0 0 0 0
0 δx0−1 0 0 0


∆X4 = J1∆X3
=


a′4δx0 a′b′δx0−1 + c′δx0−1 0 a′3b′δx0−3 +a′2c′δx0−3 0
a′3δx0 b′δx0−1 0 a′2b′δx0−3 +a′c′δx0−3 0
a′2δx0 0 0 a′b′δx0−3 + c′δx0−3 0
a′δx0 0 0 b′δx0−3 0
δx0 0 0 0 0


Man kann finden, dass nach mehreren Iterationen eine Abweichungsmatrix des Rangs 3 vor-
kommt.
A.2. 2. Beispiel
Ich wähle t2 = 5 und t1 = 3. Die Jacobi-Matrizen sind
J0 =


a′ 0 b′ 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

 J1 =


a′ 0 0 0 c′
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

 . (A.3)
Die orthogonalen Anfangsabweichungen bilden eine Matrix
∆X0 =


δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0
0 0 0 0 δx0−4

 . (A.4)
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Jede Spalte ist ein Abweichungsvektor. Es wird gezeigt, wie die Matrix ∆Xn mit Periode 01
variiert.
∆X1 = J0∆X0
=


a′ 0 b′ 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0
0 0 0 0 δx0−4


=


a′δx0 0 b′δx0−2 0 0
δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0
0 0 0 δx0−3 0


∆X2 = J1∆X1
=


a′2δx0 0 a′b′δx0−2 c′δx0−3 0
a′δx0 0 b′δx0−2 0 0
δx0 0 0 0 0
0 δx0−1 0 0 0
0 0 δx0−2 0 0


∆X3 = J0∆X2
=


a′3δx0 +b′δx0 0 a′2b′δx0−2 a′c′δx0−3 0
a′2δx0 0 a′b′δx0−2 c′δx0−3 0
a′δx0 0 b′δx0−2 0 0
δx0 0 0 0 0
0 δx0−1 0 0 0


∆X4 = J1∆X3
=


a′4δx0 +a′b′δx0 c′δx0−1 a′3b′δx0−2 a′2c′δx0−3 0
a′3δx0 +b′δx0 0 a′2b′δx0−2 a′c′δx0−3 0
a′2δx0 0 a′b′δx0−2 c′δx0−3 0
a′δx0 0 b′δx0−2 0 0
δx0 0 0 0 0


Man kann finden, dass nach mehreren Iterationen eine Abweichungsmatrix des Rangs 4 vor-
kommt.
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