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Pattern recognition techniques are currently 
being applied to many signal interpretation prob-
lems in nondestructive testing. Simulearning tech-
nology combines various aspects of wave propagation 
analysis, pattern recognition philosophy, and sig-
nal processing theory in such a way as to outline 
procedures and establish guidelines for solving 
many problems in flaw classification. A portion of 
this paper will be used to present flaw classifica-
tion problem statements and potential solution tech-
niques along with simple data and analysis tech-
niques. 
Emphasis in the paper will be placed on a work 
description and analysis associated with a flaw 
classification problem of discriminating between 
ultrasonic signals that have been reflected from 
elliptical and circular side drilled electro dis-
charge machined slots in a steel block. The flaw 
types used in this experiment are sever.al ellipti-
cal holes with eccentricities, e, from 0.15 to 1 .0. 
The signals are sampled at a 100 MHz rate and 
quantized with an 8 bit word length. The signal 
processing is performed on a PDP 11/05 minicomputer. 
Items discussed in this paper also include 
aspects of computational efficiency, waveform aver-
aging, adaptive quantization, and Wiener filtering 
to suppress the effects of measurement and quanti-
zation noise. A novel deconvolution procedure was 
considered for removing the effects of the trans-
mission medium and transducers and to enhance the 
discrimination between the flaw types. Feature 
extraction and pattern classification techniques 
that were used include the Fischer linear discri-
minant function, a declustering algorithm, and 
nearest neighbor classifiers. 
Results obtained thus far indicate that for 
minor diameter to major diameter ratios e in excess 
of 0.7, discrimination between elliptical and cir-
cular flaws is very difficult. Fore less than 0.3, 
discrimination is easy. Consequently, the feature 
extraction and pattern classification techniques 
have been concentrated on e in the range 0.3 to 0.7 
in order to establish the efficiency of there-
search protocol. 
With the increasing importance of nuclear 
power plant inspection, pressure vessel inspection 
for the energy industry, and rail inspection for 
the transportation industry, there has become an 
urgent need for the development of reliable and 
precise flaw classification techniques. Emphasis 
has recently been placed on studying ultrasonic 
response variations as a function of flaw type, 
shape, size and orientation. Considerable atten-
tion is currently being placed on quantitative as-
pects of NDE, as illustrated by many of the research 
programs on scattering theories and flaw charac-
terization work carried out by Rockwell Interna-
tional and the various sub-contractors in the ARPA/ 
AFML NDE research program. Emphasis is being 
placed on obtaining an improved understanding of 
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the physics and mechanics of wave interaction with 
a flaw. 
The purpose of this paper is to review aspects 
of flaw classification work, but with the emphasis 
being placed on pattern recognition and signal pro-
cessing, rather than detailed physics and mechanics. 
Physics and mechanics is used in a qualitative 
sense to improve data acquisition systems and to 
gain insight into potential signal processing and 
feature extraction techniques for solving critical 
problems in flaw classification. Frequency analy-
sis has demonstrated some potential for solving 
problems of this type. The state of the art on 
this subject, however, is progressing very slowly 
because of the large number of parameters generally 
associated with flaw characteristics. Other trans-
form signature techniques are also being studied, 
but it is becoming quite evident that computer 
search and analytical techniques are required be-
cause of the signature complexaies and computa-
tional efficiency required to obtain satisfactory 
correlations and/or solution paths. 
A brief review of two research papers is pre-
sented in the following paragraphs,followed by a 
sample problem of side drilled elliptical hole 
eccentricity classification. Concepts presented in 
the first two papers serve as background information 
in the development of the elliptical hole classi 
fication problem. The two papers are: 
1) "Disk and Spherical Inclusion Classification 
Concepts" by J. Rose, Drexel University; Phil 
Mast, Naval Research Laboratory; and Phil 
Walker, Krautkramer-Branson, Inc. This paper 
was presented at the fall meeting of ASNT in 
Atlanta, Georgia,in 1975 and has been submit-
ted to Materials Evaluation for publication. 
2) "Flaw Classification Techniques in Ultrasonic 
Inspection" by J. Rose, Drexel University; 
L. Niklas, Krautkramer GMBH; P. Mast, Naval 
Research Laboratory. This paper is included 
in proceedings of the Eighth World Conference 
on Nondestructive Testing held in Cannes, 
France, September 1976. 
The subject of simulearning is outlined next 
and is presented in references (1) and (2) above. 
Many signal interpretation procedures have been 
studied to date that rely on such simple data re-
duction techniques as peak amplitude analysis or 
arrival time analysis, or more sophisticated trans-
form "signature" analysis. For many complex prob-
lems in ultrasonic inspection and flaw characteri-
zation, however, these simplified approaches to 
signal interpretation and classification are not 
adequate. The simulearning technique presented in 
this paper provides us with a procedure for obtain-
ing complete experiences associated with data acqui-
sition along with methods of complete analysis 
through signal processing in a computationally 
efficient fashion. Techniques are presented that 
enable us to obtain a reasonable solution technique 
for material or flaw characterizatio~ provided a 
solution is possible at all. The technique of simu-
iearning is a hybrid concept integrating various 
aspects of analytical mechanics, wave propagation 
analysis, learning machine philosophies, various 
mathematical pattern recognition and signal pro-
cessing techniques, and finally, human judgment. A 
simulearner can best be described as a logic system 
activated by a parametric input that searches for 
classifier parameters for solving specific flaw, 
material, or system classification problems in a 
computationally efficient fashion. Parameters re-
lated to this technique are fed into a numerical 
computation scheme or model that generates data 
representative of many real world flaw characteri-
zation problems. Large numbers of data sets are 
obtained either analytically, experimentally, or 
generated by some combined analytical-experimental 
technique. The amplitude-time signatures of the. 
simulated flaw situations are then subjected to a 
class of fast linear (tensor) transforms, such as 
Fourier, Mellin, etc. This set of data forms the 
domain of definition for non-linear maps, the range 
being a pattern space. For example, amplitudes at 
N specified frequency coordinates of the Fourier 
spectrum may be used to generate a column vector or 
pattern with N entries. The simulearner will gene-
rate patterns of this nature using a class of known 
useful characteristics, such as 6dB down points, 
the maximum amplitude over an interval, etc. The 
simulearner will sequence through these "pure" pat-
terns and evaluate each derived set as to its sep-
arability into classes and the relevancy of these 
class divisions to the particular problem at hand. 
The simulearner will then investigate the utility 
of hybrid patterns, that is, column vectors whose 
entries· are disjoint in the sense that each is ob-
tained from a different linear transform, followed 
by the non-linear feature extraction process men-
tioned above. 
A proposed simulearning computation procedure 
is shown in Table I. Variations on the proposed 
scheme certainly exist. Discussions, definitions, 
and interpretations of the various items contained 
in the chart could be carried out with both enthu-
siasm and controversy. The chart does, however, 
provide us with one logical approach of solving 
many complex problems in flaw classification. Only 
portions of the chart are required for obtaining 
solutions to some problems. On the other hand, 
careful attention to every block may not solve 
some of the more complex problems in flaw classi-
fication. 
201 
S£.\ROI 
ltLCORITitH 
FOR A. 
RETTER 
FEATU&r. 
SET-
Disk and Spherical Inclusion Classification 
Concepts 
Potential applications of pattern recognition 
and simulearning in flaw classification and ultra-
sonic inspection analysis are reviewed in (1). The 
sample problem of disk and spherical inclusion 
classification is reviewed. Analytical procedures 
for generating ultrasonic response function data 
sets for the spherical and .disk inclusion in a 
fluid are presented along with amplitude time pro-
files, selected transform signatures, and finally 
the resulting index of performance values for the 
simulearning computation. 
A computer program is reviewed in (1) to cal-
culate the ultrasonic field pressure variations in 
a fluid resulting from ultrasonic wave interactions 
with arbitrarily shaped air type flaws in the fluid. 
The flaw is divided into segments of approximately 
equal surface area from which a spherical wave is 
propagated from each segment on the surface of the 
flaw. Although the problem of studying ultrasonic 
wave reflections from an air-filled inclusion in a 
fluid is not totally realistic, the data sets gene-
rated from this kind of problem allows us to evalu-
ate qualitatively the concepts of simulearning, 
feature extraction from a data set, pattern recog-
nition details, etc. 
Data sets considered in the study consisted of 
two amplitude-time profiles, one for normal wave 
scattering at the sending transducer and one for 
normal wave scattering received at the receiving 
transducer located at a position x2. 
Ultrasonic pulse echo signals representing 
response echoes from either spherical or disk type 
flaws were g~nerated as a series of sample data 
sets .. Certa1n features of the ultrasonic response 
funct1ons were chosen to be stored in the simulearn-
er. Then, test data representing spherical and 
disk flaws of unknown size were compared with the 
prototypes in the si~ulearner in order to make a 
flaw classification prediction. Features selected 
for this comparison were Fourier transform ampli-
tude C, phase angle phi, Laplace transform magni-
tude, and Mellin transform magnitude. The compari-
son of test data with the prototype data was based 
on the minimum distance classification technique. 
In the first problem of sphere and disk clas-
sification, all sphere training points clustered 
nicely and were separated easily from the disk 
training points, regardless of the transform selec-
ted for the study. In this particular problem, 
there was no need for more soph-isticated analysis 
utilizing either decision surface adjustment tech-
niques that force the data into the correct ~lass 
or the selection of some other transform. The 
straightforward procedure of transform selection 
and prototype selection based on average training 
data produces for us an index of performance in all 
cases of 100%. 
Let us now consider the problem of disk size 
classification. This problem illustrates the 
values of transform selection in that a 100% index 
of performance value is obtained for only 2 of the 
4 transforms studied. The Fourier phase angle and 
Laplace transform approaches produce index of 
performance values which were not acceptable. 
Let us consider, for example, the problem of 
sphere size classification, a summary of which is 
outlined in Table 2. In this particular case no 
index of performance value was 100%. The val~es 
shown, however, do indicate the best possible values 
for the case of the transform selected in combina-
tion with the minimum distance classifier since of 4 
tr~ining sets co~sidered in the study, 4 prototype 
po1nts were cons1dered, therefore forcing all of 
the training.set information to appear in the proper 
class. The 1nrlex of performance results shown in 
the table could perhaps be improved by considering 
some other transform or discriminant function type 
or P?Ssibly by classification adjustment if engi- ' 
neer1ng knowledge of the subject permits such action 
As an example, if we were to combine classes 1 and · 
2 tn.Table 2, as a result of some engineering study, 
the 1ndex of performance would be 100% for the 
Fourier transform amplitude situations. 
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Although specific details of the complete 
simulearning computation procedure have not been 
carried out tn (1), the subject of transform selec-
tion and its utility in varying the index of per-
formance has been illustrated quite well. The con-
cept of classification -selection and adjustment is 
also illustrated quite well. · 
Flaw Classification Techniques in Ultrasonic 
Inspection 
. The work reported in Ref. (1) is theoretical 
1n nature. In order to consider the more realistic 
experimental problem with such parameters as "noise"-
components, instrumentation variations, transducer 
effects, etc., .it was decided to conduct a 10 flaw 
sorting study, the goal of the study being to sep-
arate the 10 test flaws into as many groups as 
possible. Flaw types considered ·in the study are 
presented in Table 3. The flaws were all manufac-
tured by electrode discharge machining in steel 
blocks. Characteristics of the various flaws are 
presented in Table 4. The data acquisition tech-
nique consi.dered in this study is illustrated in 
Fig. 1. Transducer 1 was considered as the sending 
transducer.to the flaw machined in the test speci-
men approx1mately 25rnm from the sending transducer. 
An angle beam transducer was used in position 2 to 
receive scattered normal and shear waves. The 
transducers used in this study were of 5 MHz center 
frequency with a 6dB down bandwidth of 3 MHz. The 
angle beam receiving transducer was rated at 45° 
in steel. The data was recorded with a Biomation 
8100 analog to digital converter and stored in a 
PDP ll/U5 minicomputer. The data points were 
stored along with the corresponding Fourier trans-
form and phase angle. 
TABLE 3 - ELF.CT?.O-DISCHARC:E n\CI!ll\T.D 
SIDF. DRILLEll n.:,W TYPES 
rL1 --1 
Normal Sharp Type 1 v Edge Defect 
l Inc:lined Sharp Type 2 ~~-; Edge Defect 
Type 3 Q_i Cylindrical Defect 
Type 4 DI Rectangular Edge Defec:t 
I Ll I 
f 
Type 5 o----s- Elliptical 
~Ll_j.- Defect 
TAliLE 4 - TEST SPECU!EN FLAW CHARACTERISTICS 
FLAW 1'0. TYPE L 1 (mm.) L2( ..... ) e 
1. 1 4.76 o• 
2. 1 3.18 o• 
3. 4 3.18 
4. 1 2.38 o• 
5. 2 3,18 30° 
6. 2 3.18 45° 
7. 3 4.76 
8. 3 3.18 
9. 3 1.59 
10. 5 3.18 2,38 
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_Figure 1. Data acquisition technique. 
, Combinations of the parameters A1, A~, 
T,, A3, A4, and T2 were studied in detail. Af er 
several attempts at classification, it was found 
that the 10 flaws could be separated nicely by 
considering the parameters defined below. 
-T1 = principal separation and the sharp edge surface area parameter 
-A1/A2 sharp edge defect inclination parameter 
-A4/A3 sharpness parameter 
-A3!A1 cylindrical surface area parameter 
The final sorting procedure for this problem 
is i 11 us tra ted in Table 5. 
TABLE S - A SORTI~C rROCi::DURC FOR TEE 10 FU\r: Ff..ASIBILITY STlJ!)Y 
Additional work is currently being carried out 
that examines various flaw cluster groups, etc. A 
problem encountered quite early, however, in the 
new work was that of classifying various elliptical 
shapes. The purpose of the sample problem, there-
fore, presented in the next section, is to study 
the elliptical eccentricity classification problem 
in detail. 
Elliptical Eccentricity Classification Study 
The subject of elliptical cavity eccentricity 
classification is reviewed in this section. As 
indicated earlier, emphasis will be placed on noise 
aspects of the classification problem. 
The signal processing techniques described 
below were employed to reduce random variations, 
or noise in the received ultrasontc signal. Although 
these techniques are necessary for complex opera-
tions such as deconvolution, they can also greatly 
improve the ·performance of simple classification 
algorithms. In preliminary studies, the discri-
mination between signals reflected from circular 
flaws versus those reflected from elliptical flaws 
has been poor, especially for elliptical flaws with 
eccentricities greater than 0.5. Three elliptical 
flaws and a circular flaw, all witb the'same major 
axis diameter, were assembled as shown in fig. 2. 
Typical signals arising from each flaw type are 
shown in Fig. 3, utilizing data acquisition pro-
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Figure 2. Elliptical test flaws. 
Figure 3. Signals from t~st flaw types. 
cedures illustrated in Fig. 1. The shear wave amp-
litude, normalized by the longitudinal wave ampli-
tude, appears to increase with decreasing eccen-
tricity. This feature, termed the shear strength, 
performed unsatisfactorily as evidenced by the over-
lapping probability density functions in Fig. 4. 
The density function estimates are based on approxi-
mately 120 points for both£= 1 and£= 0.75, and 
approximately 50 points for each of the other two 
classes. The probability of error in discrimina-
ting between£= 1 and£= 0.75 i~ approximately 
30%, between£= 0.75 and£= 0.5 approximately 3%, 
and neqligible between£= 0.5 and£= 0.3. By 
employing noise reduction procedures, this perfor-
mance can be greatly improved as indicated in the 
following sections. 
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Figure 4. Probability density functions of shear 
strength before signal processing. 
The primary sources of noise contaminating the 
ultrasonic return pulse are the placement noise, 
the measurement noise, and the quantization noise, 
as shown in Fig. 5. The placement noise includes 
the effects of the material, the coupling, and 
varying transducer placement. This noise term af-
fects the signal in a complex manner, and was mini-
mized by positioning both the sending and receiving 
transducers to maximize the energy in the reflected 
acoustic signal. 
11\\PULSE 
PLACEMENT NOISE 
!location, transducer, 
milteria~. coupling) 
t.'iASUREMENT QUANTIZATION 
NOISE ·NOISE 
Figure 5. Primary sources of noise. 
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Measurement noise, sometimes called thermal 
noise, arises mainly from the wideband amplifiers 
used to amplify the ultrasonic signals. One way to 
suppress measur~ment noise effects_is to_incre~se 
the signal energy. Since the rece1ved s1gnal 1s 
repetitive, a simple averaging procedure is a~so 
possible. The variance of the measurement no1se 
term using the latter method is reduced by a factor 
inversely proportional to the number of waveforms 
averaged. 
However, in this problem the signal plus mea-
surement noise is quantitized by an 8 bit analog to 
digital (A/D) converter. At each sampling instant 
the signal is assigned to one of 28 or 256 q~a~tum 
levels. This step can be modeled as the add1t1on 
of a quantization noise term whose proba~ilit~ 
density function is uniform. With the b10mat1on 
8100 A/0 converter used in this project, the quan-
tization noise has a mean of +Q/2 for positive sig-
nals and -Q/2 for negative signals, where Q is the 
quantum step size. The variance is proportional to 
Q2. The effect of the quantization can be neglected 
when the signal is large compared to Q . 
However, normally the range of the A/0 conver-
ter is set to accommodate the largest signal encoun-
tered in the received signal. The low level signals 
therefore are seYerely degraded by the quantization. 
In particular, the shear signal may only reach the 
8th or lOth quantum levels. The result is that the 
shear strength can only be measured approximately 
due to the quantization noise. 
The obvious way to decrease the quantization 
effects is to increase the number of quantum levels. 
However, since this option wasn't availible, an 
alternate scheme, termed adaptive quantization, was 
implemented. The signal is stored in the computer 
in the usual manner. The ultrasonic signal's amp-
litude is next increased by a fixed amount. Some 
portions of the signal are now clipped, but these 
can be detected since they reside in either the 
lowest or highest quantum levels. The remaining 
sample values, which now span a greater number of 
quantum levels, can be rescaled to their correct. 
values in the computer. Thus the quantum step s1ze 
is effectively reduced for the lower amplitude sig-
nals, improving the signal to quantization noise 
ratio. 
To test these signal processing procedures, 
each signal-was stored in the computer, amplified 
by 20 dB and rescaled. This process was repeated 
6 times and the results averaged. An example of 
a signai before and after processing is shown in 
Fig. 6. 
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Figure 6. Typical signal before and after 
processing. 
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The shear strength parameter measured from the 
processed waveform now discriminates between the 
various flaw classes as shown in Fig. 7. The esti-
mated· probability of error for. app~ox i~a~e 1 Y. 20 
points per class is about 5% for dlscr1m1.nat1ng be-: 
tween the circle and the ellipse withE =.0.75, 2% 
between E =0.75 .and E =0.5, and negligible between 
E =0.5. and E =0.3. The main source of error is due 
to careles.s transducer placement and not quantiza-
tion or measurement noise. 
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Figure 7. Prc~ability density functions of 
shear strength after signal 
processing. --
Further signal processing may be necessary for 
more complex feature extraction. For example, the 
averaged and adaptively quantized signal still con-
tains high frequency components due to noise. Some 
type of low pass filtering is required, for example, 
if deconvolution is attempted, since this emphasizes 
the high frequencies. Preliminary tests indicate 
that the waveform averaging and adaptive quantization 
described in this paper, followed by filtering out 
all frequency components above 15 MHz, provides a 
signal whose major variation is due solely to place-
ment noise. The low pass filtering had little 
effect on simple features such as shear strength, 
and, hence, wasn't incorporated into the present 
test. 
Further improvements in performance can be 
effected by improving the classification algorithm. 
For example, addition a 1 features can be used to in-
crease the reliability of the classifier, or to per-
mit the assignment of waveforms into classes other 
than circular or elliptical. 
One approach to incorporate additional features 
is to implement a Bayes decision rule. The Bayes 
rule is the optimal decision strategy in the sense 
of minimizing the probability of error. Also, the 
Bayes classifier can be used to evaluate feature 
sets to determine which features are needed for 
discrimination and which can be discarded. Although 
the Bayes approach requires knowledge of the multi-
variate probability density functions for each pat-
tern class, these can be estimated from test wave-
forms. 
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In conclusion, it has been shawn how a simple 
signal processing scheme comprised of waveform 
averaging and adaptive quantization can improve 
the performance of a pattern classification system. 
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DISCUSS ION 
DR. PAPADAKIS: Are there any questions? 
MR. PAT RYAN (DOT): Could you select the quantizationized problem with logarithmic compression before 
quantizing or wou1d that louse something else up? 
DR. CARSON: I don't know for sure. 
DR. TIEMANN (General Electric): I know the answer to that. The problem is that the wave form crosses 
zero and so you can't really, and it goes negative; so, you can't take logarithms. 
DR. PAPADAKIS: Any others? 
DR. SY FRIEDMAN (Naval Ship Rand D Center): The word shear strength in the presentation - I'm just 
wondering how your measurement related to shear strength? 
DR. CARSON: This is the shear wave--reflected shear wave. 
DR. FRIEDMAN: Oh, not shear strength but reflected shear wave. Thank you. 
DR. PAPADAKIS: Good. Thank you very much. 
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