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A B S T R A C T
In this Thesis we discuss the effects of specific chemical functional-
ization and partial/complete atomic substitution on the electronic
(ground-/excited-state) and charge-transport properties of small or-
ganic compounds of interest for molecular electronics.
In particular, we considered several Polycyclic Aromatic Hydro-
carbons (PAHs) with different morphologies (small-compact, com-
pact, angular and linear). For these molecules we study the effects of
complete substitution of the peripheral H atoms with halogens (F
and CL), the functionalization with Triisopropylsilylethynil (TIPS)
group, and the partial substitution with chalcogen (S in particular)
atoms on several physical properties.
In the first part of this work we report a systematic
comparative study on dibenzo[b,def]chrysene (angular) and
dibenzo[def,mno]chrysene (compact) polyaromatic hydrocarbons
and their bis-triisopropylsilylethynyl (TIPS)-functionalized and per-
halogenated (F, Cl) counterparts.
We used all-electrons density functional theory (DFT) and time-
dependent DFT (TDDFT ) to quantify the effects of morphology and
chemical modifications on different physical observables, namely
electron affinity, ionization energy, quasi-particle energy gap, opti-
cal absorption, exciton binding energy, and molecular reorganiza-
tion energies for holes and electrons. For this part of the work we
used the hybrid exchange-correlation functional B3LYP in conjunc-
tion with a gaussian localised basis-set. This adopted combination
functional/basis-set has proven to yield good results for polyaro-
matic hydrocarbons and derivatives.
In the second part of the work we used the same theoretical frame-
work (DFT and TDDFT), to study the electronic, optical, and charge-
transport properties of the hexathiapentacene (HTP) molecule. HTP
is a derivative of pentacene (PNT) obtained by symmetric substi-
tution of the six central H with S atoms. We discuss in a compar-
ative way the key molecular properties of HTP and PNT. In par-
ticular, electron affinities, ionization energies, quasi-particle energy-
gaps, optical absorption spectra, exciton binding energies, and re-
organization energies for holes and electrons are calculated for the
molecules and compared with the corresponding results for PNT, as
well as with the available experimental data. The DFT and TDDFT
results are also validated by performing many-body perturbation
iii
theory calculations within the GW and Bethe-Salpeter equation for-
malisms.
In addition, for the crystal structures of PNT and HTP we
perfomed DFT-based calculations using a pseudopotentials+plane-
waves formalism and adopting the PBE exchange-correlation func-
tional empirically corrected in order to take properly into account
dispersive interactions.
The electronic excitations are also obtained within a perturbative
B3LYP scheme. A comparative analysis is carried out between the
ground-state and excited-state properties of crystalline HTP and
PNT linking to the findings obtained for the isolated molecules.
In the last part of this Thesis we investigate the charge-transport
properties of different PAHs covering an ample range of struc-
tures within catacondensed and pericondensed species. In partic-
ular, we considered some linear molecules (anthracene, tetracene,
pentacene), some compact molecules (pyrene, and dibenzocrhysene
in the angular and compact form) and some ultracompact ones
(circumnaphthalene, circumanthracene, circumtetracene). We quan-
tified the effect of complete substitution of the peripheral H with
F atoms on the charge-transport properties for both holes and elec-
trons.
To this aim we first derived the key molecular parameters for
charge transport (reorganization energy and transfer integral) us-
ing all-atoms B3LYP calculations for both unsubstitued and per-
fluorated species. We then used the above parameters to estimate
charge-hopping rates and relative mobilities (with respect to those
of pure pentacene which is here considered as a benchmark system
for charge-transport) in the high temperatures regime within semi-
empirical Marcus theory.
Overall, the results obtained in this Thesis can be summarized as
follows:
• Halogenation and TIPS functionalization are an effective way
to increase the UV-visible absorption of organic compounds of
interest for molecular electronics.
• Following TIPS functionalization and halogen substitution the
optical and the quasi-particle energy-gaps appear to be re-
duced with respect to those of the pure molecules. On the con-
trary, electron affinities are found to increase, in some cases in
a dramatic way (nearly tripled).
• On the other hand, the same chemical modifications on the
other hand appear to be detrimental for charge transport in al-
most all cases considered. A notable exception is represented
iv
by the largest systems investigated, suggesting that molecules
with large conjugated cores may show good transport proper-
ties even after a complete halogenation.
In conclusion, using state-of-the-art computational techniques,
this Thesis presents original results on key molecular properties of
different polyaromatic hydrocarbons. We performed a systematic
comparative investigation to quantitatively evaluate the effects of
different chemical modifications (addition of functional groups or
atomic substitution) on the electronic, optical, and charge-transport
properties of different materials which are the building blocks of
materials widely employed in molecular electronics. Our findings
can be possibly used to select tailored chemical modifications to
specific compounds for future electronic and optical applications.
v
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I N T R O D U C T I O N
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1.5 Aim of this Thesis 12
1.1 technological background - organic semiconduc-
tors
In the last decades inorganic silicon and gallium arsenide semicon-
ductors, silicon dioxide insulators, and metals such as aluminium
and copper have been the backbone of the electronic industry. Since
the beginning of the twenty-first century, we are facing a new elec-
tronics revolution that has become possible due to the development
and understanding of a new class of materials, commonly known as
Organic Semiconductors. Organic semiconductors are a large family
of materials that combine the electronic behavior of semiconducting
systems with the chemical and mechanical advantages of organic
compounds such as plastics. Thus, the ability to absorb light, con-
duct electricity, and emit light is combined with a material struc-
ture that can easily be modified by chemical synthesis, for exam-
ple, to design electronic properties such as the desired emission
wavelength, to make it soluble, or to allow for mechanically robust,
lightweight, and flexible thin films. These characteristics imply that
semiconductor applications such as displays, lighting panels, or so-
lar cells may be produced with a variety of solution-processing tech-
niques or vacuum deposition methods. Organic semiconductors are
not new. The first studies of the dark and photoconductivity of an-
thracene crystals (a prototype organic semiconductor) date back to
the early twentieth century [2] and, more widely, have been stud-
ied since the 1950s. [3] The field of organic semiconductors was in-
fluenced greatly by the discovery in the late 1970s that high con-
ductivities could be obtained in pi-conjugated polymers, that is, hy-
3
4 introduction
Figure 1: History of research and development of organic semiconductors.
Figure taken from [ 1].
drocarbon chains with alternating single and double bonds, when
they are doped. The discovery and development of these conduc-
tive polymers was rewarded in 2000 with the Nobel Prize in Chem-
istry to Heeger, MacDiarmid, and Shirakawa. [4,5]. As an example,
the electronic conductivity of these materials lies between that of
metals and insulators spanning a broad range between 10−6 ÷ 103
Ω−1cm−1 [6].
It is useful to distinguish between the following three families of
organic semiconductors:
1. Amorphous molecular films: These are systems made
by organic molecules deposited as an amorphous film
through evaporation or spin-coating. Thin amorphous films of
molecules are employed for device applications such as Light
Emitting Diodes (LEDs), and molecularly doped polymer films
are used on a large technological scale in xerography.
2. Molecular crystals: A crystal consists of a lattice and a ba-
sis. In the same way how atoms like silicon can form a crys-
tal by covalent bonding, or sodium and chlorine atoms by
ionic bonding, molecules such as anthracene and pentacene
can form the basis of a crystal that is held together by Van
der Waals (VdW) interactions. The charge mobilities that can
be obtained in molecular crystals are high compared to those
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in noncrystalline organic materials. This makes them relevant
for transistor applications.
3. Polymer films: Polymers may be considered a chain of cova-
lently coupled molecular repeated units. Frequently, they are
processed from solution, which allows for a range of deposi-
tion techniques including simple spin-coating, ink-jet deposi-
tion, or industrial reel-to-reel coating. They are more suitable
to blending than molecules since polymer blends are thermo-
dynamically more stable and less susceptible to crystallization.
In the present work we study the properties of isolated molecules
and of systems belonging to the above second family.
1.2 origin of the electronic structure in organic
semiconductors
Organic semiconductors have very different electrical properties
when compared to traditional inorganic semiconductors. This sec-
tion presents a rapid introduction of the electronic structure
and charge carrier behavior of an organic semiconductor and an
overview on excitons (bound electron-hole pairs), which are cou-
pled optical and electronic processes. Consequently, optoelectronic
devices based on organic semiconductors have different operation
principles and design requirements compared to those based on tra-
ditional inorganic materials. An understanding of organic charge
transport and exciton formation is therefore crucial in effective de-
vice design and optimization.
All organic semiconducting materials, whether they are small
molecules, polymers, or more complex structures, rely on conju-
gated pi-electron systems for conduction. Systems are considered
pi-conjugated when alternating carbon-containing single and dou-
ble bonds are present in their molecular structure.
Each carbon atom, considering for example C2H4 (see Fig. 2), is
sp2 hybridized, with three sp2 orbitals created per atom and one left-
over unhybridized pz orbital. The six sp2 orbitals result in five strong
σ-bonds within the system (four C-H bonds and one C-C), with the
pz orbitals around each carbon atom forming a C-C pi-bond. Due to
the shape of the pz orbitals, the C-C pi-bond has weak interaction
due to small electron cloud overlap above and below the molecular
plane. The strength of the overlapping σ-bonds leads to strong bond-
ing (σ) and antibonding (σ?) Molecular Orbitals (MOs). The weaker
interactions of the parallel pz orbitals give correspondingly weaker
6 introduction
Figure 2: Schematic representation of σ and pi bonds in ethylene.
bonding (pi) and antibonding (pi?) MO energy levels, making the pi-
pi? transition the smallest possible electronic excitation within the
molecule. Because of the importance of the pi-pi? transition as the
lowest-energy option in a pi-conjugated system, the pi-bonding MO
is called Highest Occupied Molecular Orbital (HOMO) and the pi?-
antibonding MO is named the Lowest Unoccupied Molecular Or-
bital (LUMO). The HOMO and LUMO, respectively, are analogous to
the valence and conduction bands in inorganic semiconducting ma-
terials (see Fig. 3).
Holes and electrons in pi-orbitals are the typical charge carriers in
organic semiconductors. Charge transport typically depends on the
ability of the charge carriers to move from one molecule to another,
which depends on the energy gap between HOMO and LUMO levels.
The degree of pi-conjugation within an organic solid has a large
impact on its electrical properties. Increased conjugation length
causes a greater degree of electron delocalization, increasing the
mobility of charges through the pi-bonding system. Similarly, short
conjugation length localizes electrons, reducing their ability to freely
move within a system. This is reflected in the polyacenes, conju-
gated systems of conjoined benzene rings. Increased conjugation
(more conjoined benzene rings) corresponds with red-shifted ab-
sorption spectra caused by decreasing HOMO-LUMO separation. For
example, the absorption maximum of benzene occurs at 255 nm;
the increased conjugation in pentacene shifts its absorption max-
imum to 580 nm. [8] This illustrates the great advantage of organic
1.3 charge transport properties 7
Figure 3: Schematic energy level diagram of a discrete organic molecule.
The electronic band gap (HOMO-LUMO) is taken as the pi-pi?
gap. Figure taken from [ 7].
semiconductors: simple changes to a base molecule can alter its electronic
transport and optical properties.
1.3 charge transport properties
Charge transport within organic-based materials is a combination of
two processes: intramolecular carrier movement and intermolecular
charge transfer. Within a molecule, pi-conjugation enables charge
carriers to move freely. In organic materials, transport is limited
by the weak VdW intermolecular coupling, drastically lowering
charge carrier mobility to typical values of 10−5 ÷ 102 cm2V−1s−1
within the photovoltaic materials of interest. [9–11] This weak cou-
pling causes a strong localization of charge carriers on individual
molecules and this fact prevents continuous band transport. As a
matter of fact the intermolecular transport typically occurs through
a hopping process as a charge carrier overcomes an energy barrier
to move from one molecule to the next. The mobility in this situation
is dependent on the energy barrier height, electric field, and temper-
ature. The situation can change substantially based on the degree of
interaction between adjacent molecules. In these compounds the in-
teraction is dominated by the Van der Waals interaction force. This
can be modelled by a Lennard-Jones potential. Small deviations in the
intermolecular distance r can have large effects on the degree of in-
teraction within the solid, increasing coupling between molecules,
decreasing charge carrier localization, and lowering the energy bar-
rier for hopping transport. In a highly-ordered molecular crystal
charge carriers are sufficiently delocalized that band transport is re-
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alized, much like in inorganic semiconductors. Charge mobility in
highly pure crystals of 5,6,11,12-tetraphenylnaphthacene (rubrene)
has reached values of 40 cm2V−1s−1. [12–15]
1.4 excitons
Bound electron-hole pairs, or excitons, are crucial to the operation
of optoelectronic organic devices, including Organic Photovoltaics
(OPVs) and organic Organic Light Emitting Diodes (OLEDs). [8,16] In
OPVs, excitons are the by product of photon absorption, where an
electron is excited to the LUMO level of the molecule and coulombi-
cally binds with the hole left behind in the HOMO to slightly lower
the total system energy. The exciton must then be broken back into
free charge carriers (dissociated) to extract power from the device.
In OLEDs, the injected charge carriers form excitons in an emissive
layer, which then recombine to emit a photon. In either case, an elec-
tron and hole are separated by a distance rc based on the Coulomb
attraction force and dielectric constant of the material.
Figure 4: Schematic representation of different classes of excitons: (a)
Frenkel (b) charge-transfer exciton and (c) Wannier-Mott, with
varying degrees of delocalization indicated. Figure taken from [
7]
There are three types of excitons that have been observed: Frenkel,
charge-transfer excitons (CT), and Wannier-Mott (Fig. 4). Frenkel ex-
citons are formed with the electron-hole binding distance smaller
1.4 excitons 9
than a single molecule or (in the case of inorganics) the lattice con-
stant of the crystallographic unit cell. CT excitons occur when the
bound carriers are delocalized over adjacent molecules. The third
class, Wannier-Mott excitons, are found in inorganic semiconduc-
tors, where the large dielectric constant screens the coulombian at-
traction of the electron and hole and allows them to delocalize over
a long distance. Binding energies of Frenkel and CT excitons are
greater than 0.1 eV; Wannier-Mott binding energies are only a few
meV. At room temperatures, Wannier-Mott excitons are dissociated
by thermal energy; consequently, inorganic photovoltaics are not
considered “excitonic” as any excitons formed upon photon absorp-
tion are immediately dissociated into free charge carriers. Bound
excitons can move throughout a solid like other fundamental parti-
cles. Because excitons are charge neutral, applied electric fields do
not control their motion.
Much as is the case with charge carrier transport, the weak in-
termolecular interactions in organic solids limit exciton mobilities
and diffusion lengths; most excitons in organic solids can diffuse
on the order of 10 nm prior to recombination, [17–19] though microm-
eter diffusion lengths have been observed in highly pure rubrene
crystals. [20]
The large binding energy of Frenkel and charge transfer excitons
does not lend itself to easy dissociation. Thermal dissociation is not
practical due to the low decomposition temperatures of organic ma-
terials. Excitons can be dissociated by application of an electric field,
but the field strength must be in the range of 105 to 106 V/m to have
an appreciable rate of exciton dissociation. [21] The preferred route
to induce exciton dissociation is the introduction of a heterojunc-
tion between organic materials with differing electron affinities and
ionization potentials. When an exciton encounters such an interface,
could be energetically favorable for that exciton to dissociate back
into free charge carriers.
Considering σ- and pi-bonds, the effect of the delocalized pi-
electrons most obviously appears in the color of the organic systems.
The usual organic or plastic materials that are formed only by the
σ-bonds do not have colors or are transparent. This is because the
σ-bonds are so strong that the electronic excitation energy becomes
high and the optical gap energy is much larger than the visible
photon energy range. In contrast, when the pi-electrons are delo-
calized over the molecule, the electronic excitation energy consider-
ably decreases, and the materials become colored. Figure 5 presents
the optical gap energies of polyacenes (and polyenes), plotted as a
function of the number of fused benzene rings and double bonds.
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When the molecules become larger and the delocalized pi-electrons
are more extended, the excitation energy becomes considerably low-
ered and becomes colored due to the absorption of visible light. In
both the polyenes and polyacenes, each carbon has one pi-electron
along the alternating sequence of single and double bonds in the
chemical notation. Actually, however, these pi-electrons do not be-
long to each double bond but rather to a group of atoms along the
alternating sequence of single and double bonds. The sequence is of-
ten called as conjugated double bonds, which allow a delocalization
of pi-electrons across all the adjacent aligned p-orbitals.
Figure 5: Optical gap energy of polyacenes as a function of number of
fused rings or double bonds (red squares); Optical gap energy
in polyenes as a function of double bonds (gray circles). Figure
taken from [ 1].
Organic semiconductors are either based on oligomers such as
pentacene, anthracene, rubrene, or oligothiophenes, or on polymers
such as polypyrrole, polyacetylene, poly(3-hexylthiophene) (P3HT),
or poly(p-phenylene vinylene) (PPV). In particular organic semicon-
ductors based on small molecules as polycyclic aromatic hydrocar-
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bons (Polycyclic Aromatic Hydrocarbons (PAHs)) are being widely
used as active elements in different optoelectronic devices such as
Organic Field Effect Transistors (OFETs), OLEDs, and organic pho-
tovoltaic (OPV) cells [22]. Linear acenes and heteroacenes, in par-
ticular, are p-type semiconductors with good transport properties
and are used as hole-transporters in some of the best performing
OFETs [23–25]. As compared to polymers, small molecules offer several
advantages, such as the possibility to be easily purified by varied
techniques and tractable by both evaporation and solution process-
ing methods [23,26]. In addition, their electronic, optical, and trans-
port properties can be tuned via chemical modification or addition
of functional groups to the conjugate core [25,27–31].
For example, the modification with strong electronegative sub-
stituents is an effective approach for converting p-type organic semi-
conductors to n-type [25,32]. To produce bipolar transistors, in fact, it
would be ideal to have both n-type and p-type organic semicon-
ductors with similar physical and electrical properties [33,34]. In the
case of PAHs, however, despite the successes with hole transport,
it has turned out to be more difficult to achieve n-type transport
(e.g., pentacene OFETs exhibit hole mobilities up to 5 cm2/(V·s) [23]
and electron mobilities of 0.04 cm2/(V·s) [33]). Typically, n-type ma-
terials based on PAHs are obtained by attaching strong electron-
withdrawing groups such as CN [35] to the conjugated core, or by re-
placing the peripheral hydrogens with halogen atoms (in particular
F and Cl) [34,36]. The decreased lowest unoccupied molecular orbital
allows electron injection by lowering the charge injection barrier.
Besides the intrinsic semiconductor charge mobility, the device
performances strongly depend on crystal structure and thin-film
morphology. Supramolecular issues have been therefore extensively
addressed in the literature from both the experimental and theoret-
ical points of views, especially for non-functionalized and function-
alized linear acenes [37–42]. In particular, the formation of package
structures with a high degree of pi-overlap is believed to facilitate
charge migration [43]. The face-to-face pi-stacking motif is thus more
efficient for charge transport than the edge-to-face herringbone-
packing structures typical of organic semiconductors such as pen-
tacene, rubrene etc. [23,43]. Several studies have shown that the face-
to-face pi stacking is more common with molecules that possess a
two-dimensional extended aromatic system and is rarely observed
for linear molecules such as oligoacenes [44]. For PAHs with large
conjugated cores, in particular, self-assembly via strong pi-pi inter-
actions has been demonstated to result in the formation of one-
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dimensional nanostructures [45,46], making them promising materi-
als for a multitude of electronic applications [44].
It is known that the tendency to form face-to-face stacked struc-
tures can be enhanced by adding peripheral substituents [23,47].
In the field of photovoltaics, in particular, the increased orbital
overlap has been shown to be favorable for high efficiency so-
lar cells [48]. For example, the triisopropylsilylethynyl (TIPS) func-
tionalization [23,28] of two nonlinear PAHs, dibenzo[b,def]chrysene
and dibenzo[def,mno]chrysene, has been recently found to de-
liver high power-conversion efficiencies in bulk heterojunction solar
cells [26,49,50]. TIPS-functionalization is of particular interest since it
changes both the intramolecular electronic structure and intermolec-
ular electronic interactions, thus leading to different ionization ener-
gies, electronic energy gaps, and charge injection barriers [30,51]. The
unique packing motifs due to TIPS-functionalization [52], in addition,
make the precursor solution processable [23,24]. In the case of pen-
tacene, for example, compatibility with relatively low-cost solvent-
based processing techniques (e.g., spin coating) as well as printing
technologies such as ink-jet printing, has been demonstrated under
full-scale production conditions [23,24].
1.5 aim of this thesis
The aim of the present Thesis is to study the effects of substi-
tutions and functionalizations, by addition of specific chemical
and functional groups, on the electronic, optical and charge trans-
port properties of finite and bulk systems based on specific Poly-
cyclic Aromatic Hydrocarbons (PAHs.) In particular, we have chosen
Pentacene (PNT) as a prototype of linear acenes used in organic elec-
tronics, dibenzo[b,def]chrysene and dibenzo[def,mno]chrysene (the for-
mer sometimes called simply Dibenzochrysene (DBC) and the latter
Anthanthrene (ANT)), as important examples of PAHs used in or-
ganic electronics but with different morphology respect to the more
usual linear acenes (the first has an angular-shape and the second a
compact-shape).
For this purpose we use a set of theoretical and numerical tools
based on Density Functional Theory (DFT), Time-Dependent DFT
(TDDFT) and Many Body Perturbation Theory (MBPT).
More specifically we wanted to address the following points:
• Molecular Electronic Properties:
Study the effects of perhalogenation (i. e.complete substitu-
tion of H with F or Cl) on the Ionization Energy (IE), Electron
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Affinity (EA), Quasi-Particle gap (QPGap) in the case of angular
and compact dibenzochrysenes.
Investigation, for the same molecules and the same ob-
servables, of the effects of functionalization by addition of Tri-
Isopropylsilylethynyl (TIPS) groups.
Study of the differences in terms of IE, EA and QPGap
between pentacene PNT and Hexa-Thia Pentacene (HTP)
molecules. HTP is a pentacene derived molecule, obtained by
substitution of 6 hydrogens with 6 sulfur (S) atoms.
• Solid State Electronic Properties
Study of the differences in terms of ground-state proper-
ties and electronic excitations between pentacene PNT and HTP
crystalline molecular solids.
• Molecular Optical Properties:
Calculation of the optical absorption spectra for compact
and angular DBC, for PNT and for all substituted and function-
alized molecules up to the near UV.
Prediction of the optical gap (Eopt) and exciton binding energy
(EBind) for all compounds under study.
• Charge Transport Properties:
Computation of molecular reorganization energies for all
compounds here considered and comparison of these parame-
ters between pure and derivated molecules.
Prediction of the transfer integral values in the case of
unsubstituted and perfluorinated PNT, DBC,ANT and Pyrene
(PYR). Study of the charge hopping rates and mobilities rela-
tive to PNT for holes and electrons as a function of the temper-
ature.
Chapter 2 contains the detailed explanation of the theoretical tools
used in all parts of this work. Some secondary details are contained
in the first part of each Chapter 3, 4, 5.
The investigation on electronic properties and optical spectra of
molecular DBCs are addressed in Chapter 3. The same Chapter re-
ports also the results on transport properties for the same molecules
(limited to the molecular reorganization energies).
The study of the molecular electronic and optical properties of
HTP and PNT instead, are contained in Chapter 4. In the same chap-
ter are also present the results for the corresponding crystalline
molecular solids.
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Transport properties have been mainly discussed in Chapter 5
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Ab-initio simulations (also called first principles simulations) take
their name from the fact that they lie on a physical-mathematical
theory, from which the properties of the system are derived without
the use of empirical parameters. Nowadays, the density functional
theory (DFT) is probably the most convenient theory to perform
atomistic ab-initio simulations, due to the advantageous scalability
of the computational time with the number of electrons of the sys-
tem [53]. The DFT is able to give a reliable prediction of the ground
state properties of a large class of materials. Time-dependent den-
sity functional theory (TDDFT) extends the DFT to the study of
excited states of the system and the associated observables. [54] This





In classical physics, the time evolution of bodies positions and veloc-
ities are uniquely determined by Newton or more generally by La-
grange or Hamilton equations. In Quantum Mechanics, (QM) parti-
cle trajectories have to be forgotten and the time evolution of the sys-
tem is described by a mathematical tool called wavefunction Ψ(r, t)
which characterize the state of the system.
The time evolution of Ψ(r, t) for a single particle can be found




Ψ(r, t) = − h¯
2
2m
∇2Ψ(r, t) +V(r, t)Ψ(r, t) = H(r, t)Ψ(r, t) (1)
where h¯ is the reduced Planck constant and V(r, t) the potential
depending on the position of the particle and the time. The sum of
the last two terms represents the time-dependent Hamiltonian of the
system H(r, t).
The resolution of the Schrödinger equation allows accessing to
the electronic properties of atoms and molecules from first princi-
ples. Generally, the phenomena studied in molecular physics and
quantum chemistry are stationary so that the potential does not de-
pend on the time parameter but only on the position of the particles.
The Eq. 1 then reduces to the time-independent equation written for
a molecular system:
HΨ(R¯, t) = EtotΨ(R¯, t) (2)
where Ψ(R¯, t) is the total wavefunction of the molecular system
that depends on both r and R (R¯ = [r, R]) which are respectively the
electron and the nuclei spatial coordinates, Etot is the total energy
of the system and H the total Hamiltonian of the molecular system
containing M nuclei and N electrons. The total hamiltonian for a
multielectronic molecular system can be written as:
















































where the total kinetic energy is the sum of the electronic (Te) and
nuclear (TN) kinetic energies, the total potential energy is the sum
of three components: the attractive interactions between nuclei and
electrons (VeN), the repulsive electron-electron interactions (Vee) and
the repulsive interactions between the nuclei (VNN). Za,b are the nu-
cleic charge of atoms A and B, me,a are the mass of electron and of
the atom A, rab is the distance between nuclei A and B, ria is the dis-
tance between nucleus A and electron i and finally rij is the distance
between electrons i and j.
Please remark that in the previous expressions we omit inten-
tionally to add the spin dependence in the wavefunction since the
Hamiltonian operator presented here does not dependent on it.
Analytical solutions of Eq. 2 (with relative expressions of the
eigenfunctions and energies) can only be obtained in a few cases;
for example:
• Particle in one, two or three dimensional box submitted to a
zero potential inside the box and infinite at the boundaries
• Single atom with non interacting electrons
• Hydrogen atom
• Hydrogenoid atomic systems1
2.1.1 Born-Oppenheimer Approximation
The Schrödinger equation for a multielectronic system is a very diffi-
cult problem to solve. The point is to find stationary states of nuclei
and electrons in interaction. From the conservation of the momen-
tum and the large difference between the mass between nuclei and
electrons (at least, a factor of 1832 between the electron and proton
mass), nuclei are expected to be much slower than electrons so that
the kinetic energy of the nuclei (TN) can be neglected. The electrons
are then moving in the field created by the fixed nuclei and are
supposed to rearrange immediately after any displacement of the
atoms. One says that electrons follow adiabatically the movement
of the nuclei. This approximation is called the Born-Oppenheimer ap-
proximation or adiabatic approximation. [55]
The stationary states and eigenvalues of the energy are function of
the atomic positions. We can thus define an electronic Hamiltonian
1 Similar class of problems as the hydrogen atom with the same number of elec-
trons but different nuclear charge
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which carries a parametric dependence on the nuclear coordinates
and depends explicitly on the electron coordinates:
Hel = Te +VeN +Vee (4)




where φi(r, R) is the electronic wavefunction, ζi(R) is the nuclear
wavefunction and the sum goes over all the electronic states..
If we consider the total wavefunction in the form expressed by Eq.
5, the Schrödinger equation can be rewritten as:
HΨ(r, R) = [Hel(R) + TN +VNN]∑
i
φi(r, R)ζi(R) (6)
Applying the Born-Oppenheimer approximation, we can neglect the
term TN and the previous equation becomes:
HΨ(r, R) = [Hel(R) +VNN]∑
i
φi(r, R)ζi(R) (7)
from wich we can obtain a set of equations completely independent
by the nuclear wavefunction:
Helφ(r, R) = Eeli (R)φi(r, R) (8)
where Eeli (R) is the electronic energy for the i-th state. The adiabatic
energy Ead (which differs from the total energy by neglecting the
nuclear kinetic energy contribution) is obtained as:
∑
i
[Eeli +VNN]φi(r, R)ζi(R) = Ead∑
i
φi(r, R)ζi(R) (9)
If we multiply Eq. 6 by φ?j (r, R) and integrate with respect to r we
obtain
∫
φ?j (r, R)HΨ(r, R)dr = [E
el




φ?j (r, R)TNφj(r, R)ζ j(R)dr
= ETotζ j(R)
(10)
The first term of the second member of equation 10 is the adiabatic
energy mentioned above. The second term can be rewritten in an-
other form to let appear the non-adiabatic coupling Θij. From these
algebraic manipulations, the complete nuclear equation is given by:
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[TN + Eelj (R) +VNN]ζ j(R) +∑
i
Θijζi(R) = ETotζ j(R) (11)
The non-adiabatic coupling accounts for the coupling between elec-
tronic and nuclear states and is responsible for transitions between
electronic states induced by nuclear motions. These terms are gener-
ally of weak importance and are often neglected. However, the non-
adiabatic coupling has to be taken into account in order to achieve a
good description when electronic states are close to one other or for
avoiding crossings [4]. Equation (2.12) is often used to distinguish
adiabatic and diabatic representations in the general description of
charge transfer in bi-molecular systems. (See Sect. 2.4)
With the Born-Oppenheimer approximation, the Schrödinger
equation has been divided in two independent parts, electronic and
nuclear; the electronic equation being solved in the field of fixed nu-
clei; but even using this approximation the problem of finding an
analytical solution of the Eq.2 remains unaffordable.
Indeed, in spite of this approximation, the electronic equation can
only be solved for few examples:
• The problem of M nuclei and one electron (such as the ion
H+2 )
• Within the independent model which is the problem of N non
interacting electrons and M nuclei
The last case introduces important notions in quantum-chemistry
and is detailed in the section 2.1.2.
2.1.2 Independent Electron Model
To try to approximate a multielectronic wavefunction, Hartree [56,57]
(1928), introduced the idea of a self-consistent field with particu-
lar reference to valence electrons and groups of core electrons. The
wave function of an electron ψi is determined from the field of
the nucleus and the other electrons in a selfconsistent fashion. One
starts with an approximate field and iterates until input and output
fields for all electrons are the same. In this approach the wave func-
tion of the N-electron system can be approximated by the product
of N single-particle functions:
Ψ(r1, σ1; r2, σ2; . . . ; rN, σN) = ψ1(r1, σ1)ψ2(r2, σ2) . . .ψN(rN, σN) (12)
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where ri is the ith electron coordinate and σi is the spin term 2.









ψi = εiψi (13)
where εi is the energy eigenvalue of the single electron state ψi,
hˆ is the one-electron hamiltonian3 Vext is the nuclei potential and
Φi is the “mean field” potential due to the interaction with other
electrons which can be obtained by the Poisson equation:





In agreement with the Pauli exclusion principle, a multifermionic
wavefunction must be antisymmetric, i. e.
Ψ(r1, σ1; . . . ; ri, σi; rj, σj; . . . ; rN, σN) = −Ψ(r1, σ1; . . . ; rj, σj; ri, σi; . . . ; rN, σN)
(15)
but the product wavefunction 12 does not respect this antisymme-
try. Fock [58] and Slater [59] (1930) demonstrated that replacing Eq. 12
by a determinant of such functions led to equations that were only
a little more complicated, while satisfying the Pauli principle. This
determinantal function is known as Slater Determinant [59] and can
be written as:




ψ1(r1, σ1) ψ1(r2, σ2) . . . ψ1(rN, σN)
ψ2(r1, σ1) ψ2(r2, σ2) . . . ψ2(rN, σN)
... . . . . . .
...
... . . . . . .
...
... . . . . . .
...
ψN(r1, σ1) ψN(r2, σ2) . . . ψN(rN, σN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(16)
This form satisfy condition required for a multi-fermionic system
expressed by Pauli’s principle which states that any two electrons
2 Actually the single electron wavefunction ψ1(r1, σ1) can be factorized as
ψi(ri, σi) = ψi(ri)σ1(ωi) in which ψi(ri) is the spatial wavefunction and σ1(ωi)
is spin wavefuncion
3 Composed by the sum of the total kinetic energy, the electron-nuclei attraction
and the nuclei-nuclei repulsion operators hˆi = Te,j +VeN,j
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can not occupy the same spin-orbital. This follows immediately
from the fact that the determinant in equation 16 vanishes if any
two spinorbitals are identical.
The pure independent model represents a rough approximation
(for instance, the total energy of helium shows that the system is
much more stabilized by more than 30 eV compared to the exper-
iment). A better model to describe the electronic states is required
and is achieved with two main ways Hartree-Fock formalism and
Density Functional Theory.
2.2 density functional theory (dft)
The density functional theory (DFT) [53] is founded on the hypoth-
esis that a multi-electron system and all the observables associated
with it can be described univocally by its electronic density n(r).
This means that, for a system with N electrons, instead of calcu-
lating the multielectronic wavefunction Ψ(r1, r2, . . . , rN) (that is a
function of 3N variables) one can calculate the density n(r) that has
just three variables. From a practical point of view, the advantage
of the DFT is linked to the fact that the computational cost of the
variational procedure grows relatively slowly with the number N of
electrons in the system. It can be demonstrated [53] that the compu-
tational time t follows the relationship
t ∼ Nα (17)
with α ' 2 ÷ 3. The first steps towards the Density Functional
Theory were made by the Thomas-Fermi model [60,61] and just after
by the Thomas-Fermi-Dirac model which succeeded in giving quan-
titative results of atomic properties. However, these earlier models
were not able to describe molecules that were predicted to be unsta-
ble. The modern DFT begins with publication of the demonstrations
of the two famous Hohenberg and Kohn theorems [62]:
Theorem 1 (of Hoenberg and Khon). For any system of interacting par-
ticles in an external potential Vext(r), the potential Vext(r) is determined
uniquely, except for a constant, by the ground state particle density n0(r)
Theorem 2 (of Hoenberg and Khon). An universal functional for en-
ergy E[n] in terms of the density n(r) can be defined, valid for any external
potential Vext(r). For any particular Vext(r), the exact ground state energy
of the system is the global minimum value of this functional, and the den-
sity n(r) that minimizes the functional is the exact ground state density
n0(r).
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The variational principle on the energy was the basis of the formu-
lation of the exact density functional formalism given by Hohenberg
and Kohn (1964) [62]. First they showed that there is a one-to-one re-
lationship between the external potential Vext(r) and the (nondegen-
erate) ground state wave function Ψ, and that there is a one-to-one




dr2 . . . drNΨ∗(r, r2 . . . drN)Ψ(r, r2 . . . drN) (18)
where the spin coordinates are not shown explicitly. The knowl-
edge of the density then determines the external potential within
a constant, so that all terms in the Hamiltonian are known. These
ideas can be applied to the total energy using the variational princi-
ple. For this purpose, Hohenberg and Kohn defined the functional
F[n(r)], which is “universal” in the sense that it is valid for any
external potential Vext(r), this functional can be expressed as:
F[n(r)] = 〈ΨN|T +Vee|ΨN〉 (19)








drVext(r)n(r) + F[n(r)] (21)
The minimization is performed in [ 62] over all nondegenerate
densities that can be derived from the ground state of some external
potential.
2.2.1 The Kohn-Sham equations
The task of finding good approximations to the energy functional
E[n, Vext] is greatly simplified if we use the decomposition intro-
duced by Kohn and Sham (1965) [63]





Ts is the kinetic energy that a system with density n would
have in the absence of electron-electron interactions, Φ is the classi-
cal Coulomb potential for electrons, and Exc defines the exchange-
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correlation (XC) energy.4 Ts is not the true kinetic energy T, but it
is of comparable magnitude and is treated here without approxima-
tion. All terms in Eq. 22 other than the exchange-correlation energy
Exc can be evaluated exactly, so that approximations for this term
are crucial in density functional applications. The variational princi-










where e is the Lagrange multiplier associated with the require-
ment of constant particle number.
If we compare this with the corresponding equation for a system
with the same density in an external potential V(r) but without






+V(r) = e (24)
We see that the mathematical problems are identical, provided
that:




The solution of Eq. 24 can be found by solving the Schrödinger
























The functions φi are the Kohn-Sham orbitals, and the occupation
numbers fi are noninteger at zero temperature when the orbitals
are degenerate at the Fermi level and Fermi-Dirac occupancies at
nonzero temperatures. The condition 25 can be satisfied in a self-
consistent procedure.
4 In the world of wave functions, the “correlation energy” is defined as the differ-
ence between the exact and Hartree-Fock (variationally optimized single Slater
determinant) energies.
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The solution of this system of equations leads to the energy and
density of the lowest state and all quantities derivable from them.
The formalism can be generalized to the lowest state with a given
symmetry [65] or other constraints [66]. Instead of seeking these quan-
tities by determining the wave function of the system of interacting
electrons, the DFT method reduces the problem to the solution of a
singleparticle equation of Hartree form.
The difficulty in finding the self-consistent solution of the KS
equations is contained in the exchange-correlation term Exc[n(r)]
which is actually unknown. In principle, if one were able to de-
termine Exc[n(r)] exactly, the Kohn-Sham equations would include
all the many-body effects. However, the complexity of the multi-
electrons interaction prevents an exact solution and approximations
needs to be adopted to solve the problem.
2.2.2 Exchange-Correlation energy approximations
For many materials (especially metals), the screening effect on a
reference electron exerted by the other electrons is sufficient to
screen it completely on a distance of about the Fermi wavelength
λF(r) = [3pi2n(r)]1/3.
This means that a reference electron does not feel the charge distri-
bution for distances longer than λF (the so called nearsightedness of
the electron). Hence, its exchange-correlation (XC) energy depends
only on the charge distribution n(r) in its proximity.
These considerations are the foundations of the Quasi-Local Ap-




where exc is the one-electron XC energy. The approximation is
called quasi-local because exc in the coordinates r depends only by
the charge distribution in r˜, where r˜ differs from r for a distance of
the order of λF. The QLA can be implemented in a code for atom-
istic simulations in different ways. The Local Density Approximation
(LDA) assumes that the one electron XC energy exc in r with density




In the case of uniform gas of electrons the XC energy can be con-
sidered as the sum the exchange energy and the correlation energy
(exc = ex + ec) which are given by [67,68]:
2.2 density functional theory (dft) 25





where rs is the radius of the average sphere of volume occupied by
each electron. When the density is not uniform the Eqs. 31a and 31b
can still be adopted with a variable rs(r). This is a good approxima-
tion if the density is almost constant [62], as well as at high densities,
where the kinetic energy dominates the exchange and correlation
terms [63].
In molecular systems, the electron density is typically rather far
from being spatially uniform and there are good reasons to intu-
itively believe that the LDA will have limitations. One way to im-
prove the description of the exchange-correlation functional is to
make it not only depending on the local density n(r), but also on
the direction of the density gradient ∇n(r), in some extent to re-
gion of space where the density is not uniform. This approximation




Most of the exchange-correlation functionals are then constructed
with a correction term added to the LDA functional. Among all the
exchange or correlation potentials, a distinction has to be made be-
tween those containing experimental parameters and those which
do not contain any of them. The GGA functionals has been imple-
mented in a lot of ways, with different complexity, accuracy and
computational cost. Among the most widespread implementations,
we mention the Vosko-Wilk-Nusair (1980) [70] functional, the Lee-
Yang-Parr (1988) [71], and the Perdew-Burke-Ernzerhof (1996) func-
tional. [72] which is used in a part of this work.
A possible improvement of the GGA functional consist to al-
low the exchange-correlation functionals to depend on high order
derivative of the electronic density. These functionals are called
Meta-GGA ones.
Meta-GGA XC functionals are constructed including, in addition










or the laplacian of the density l(r) = ∇2[n(r)]. This approximation
can be expressed by=









An example of implementation of this kind of functional is the Tao-
Perdew-Staroverov-Scuseria (TPSS, 2003) [73].
2.2.3 Hybrid Functionals
The basic idea behind the hybrid functional construction is given by
the Adiabatic Connection Method. The system that we should describe
is a system of N electrons in interaction. Let us imagine that we can
smoothly move from a non-interacting system to a fully interact-
ing one. Using the Hellmann-Feynman theorem [74], the exchange-




〈ψ(α)|Vxc(α) |ψ(α)〉 dα (35)
where α describes the extent of electronic interactions ranging
from 0 to 1 in which 0 and 1 means respectively no-interactiong and
fully interacting system. For α = 0 the system is without correlation,
in this case, the wavefunction of the system is a Slater determinant
and the exchange-correlation potential reduces to the Hartree-Fock
exchange potential.
In other terms Hybrid Functionals (sometimes called Hyper-GGA
functionals) incorporate a portion of exact exchange from the
Hartree-Fock theory with the approximate exchange and correla-
tion estimated using LDA, GGA, etc. The exact exchange functional
is expressed in terms of Kohn-Sham orbitals rather than the density
and, for this reason, it is also referred as Implicit Density Functional.
Since the exchange-correlation potential as well as the wavefunc-
tion for α 6= 0 are not known, the value of the integral can only be
approximated. Different attempts were made with a weighted sum
of the L(S)DA and GGA exchange and correlation functionals. This
leads to the development of several important hybrid functionals
for example B3LYP (Becke 3-parameter Lee-Yang-Parr) [75] which is
one of the most used hybrid functionals and has been extensively
used also in the present thesis. This functional, which incorporates
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X −ELDAX )+ β(EGGAX −ELDAX )+ELDAC +γ(EGGAC −ELDAC )
(36)
with: α = 0.2, β = 0.72 and γ = 0.81. These mixing parameters are
obtained by fitting experimental atomic energies, electron affinities
and ionization potentials..
The hybridization allows to improve the estimation of several
chemical and physical properties, including the molecular energy
levels and the bond lengths of different molecular systems.
2.3 excited states
2.3.1 ∆-Self Consistent Field Method
While Density Functional Theory (DFT) has been successfully ap-
plied to obtain the ground state electronic properties of a large class
of materials, it is well recognized that the use of Kohn-Sham eigen-
values to determine the quasi-particle properties of many-electrons
systems yields, by and large, results in disagreement with experi-
ments. [76]
For example, the well-known band-gap problem for bulk semicon-
ductors arises from a severe underestimate (even exceeding 50%)
of the electronic excitation energies with respect to available ex-
perimental results (optical absorption, direct and inverse photo-
emission). [77,78]
In optical absorption experiments, in particular, an electron ex-
cited into a conduction state interacts with the resulting hole in the
previously occupied state and two-particles (excitonic) effects must
be properly considered. [77]
For finite systems it is possible to obtain accurate excitation
energies using the so-called delta-self-consistent-field (∆SCF) ap-
proach. [76,77] This method, successfully applied to obtain the quasi-
particle energies for several clusters and isolated molecules, [79,80]
consists in evaluating total energy differences between the self-
consistent calculations performed for the system with N and N ± 1
electrons, respectively.
At the optimized geometry of the neutral system it’s possible to
evaluated the vertical electron affinity (EAV) and the vertical first
ionization energy (IEV) as a difference between the total energies
28 theoretical methods




EAV = EN − E(N)N−1 (37a)
IEV = E
(N)
N+1 − EN (37b)
Within the same framework, is also possible to calculate the adi-
abatic electron affinity (EAA) and adiabatic first ionization energy
(IEV) in the same way but using the cation and anion total energies
((EN+1) and (EN−1) respectively) calculated at their proper equilib-
rium geometry:
EAV = EN − EN−1 (38a)
IEV = EN+1 − EN (38b)
This enabled the calculation of the quasiparticle-corrected
HOMO-LUMO gap (QPGap) of the neutral systems; this quantity is
usually referred to as the fundamental energy gap and is rigorously
defined within the ∆-SCF scheme [81] as:
QPGap = IEV − EAV = E(N)N+1 + E(N)N−1 − 2EN (39)
In the framework of ∆-SCF it is also possible to express the QPGap
with the following approximate expression:
QPGap = εn+1n+1 − εnn (40)
where εji are the i
th Kohn-Sham eigenvalue of the j-electron system.
The results obtained using the above Eqs. 39 and 40 tend to coincide
as the system gets larger and the orbitals more delocalized.
2.3.2 Time-Dependent Density Functional Theory (TDDFT)
The Time-Dependent Density Functional Theory (TDDFT) is an exten-
sion of DFT that is suitable to investigate the properties and dy-
namics of multi-electron systems in the presence of time-dependent
potentials (i.e. excited states). Through TDDFT it is possible to calcu-
late excitation energies, frequency-dependent response properties,
and photoabsorption spectra. Similarly to DFT, TDDFT is based on
the fundamental hypothesis that the time-dependent wave function
can be replaced by the time-dependent electronic density to derive
the effective potential of a fictitious non-interacting system.
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TDDFT is based on an extension of the HK Theorems previously
seen in the Sect. 2.2 known as Runge-Gross Theorem [54] (RG) which
states that:
Theorem 3 (of Runge and Gross). Given initial state at time t0, the sin-
gle particle potential V(r, t) leading to a given density n(r, t) is uniquely
determined so that the map V(r, t) 7→ n(r, t) is invertible. As a conse-
quence of the bijective map V(r, t) ↔ n(r, t), every observable O(t) is
unique functional of the time-dependent electronic density n(r, t).
Figure 6: Illustration of the Runge-Gross theorem. Figure taken from [ 82]
From the RG theorem, and in a similar way to the KS construc-
tion for the ground state density, we may build a time-dependent
KS scheme. For that purpose, we have to introduce an auxiliary sys-
tem of N noninteracting electrons, subject to an external potential
vKS. This potential is unique, by virtue of RG theorem applied to
the noninteracting system, and is chosen such that the density of
the KS electrons is the same as the density of the original interact-










∇2 + vKS([n]; r, t)
]
φ(r, t) = HKS([n]; r, t)φi(r, t)
(41)
from which we can obtain the electronic density of the interacting







The time-dependent Kohn-Sham potential (vKS) in Eq. 41 is usu-
ally written as the sum of three terms:
vKS([n]; r, t) = vext(r, t) + vHartree([n]; r, t) + vXC([n]; r, t) (43)
where the first one is the external potential (usually due to the
nuclei), the second one (Hartree term) accounts for the classical elec-
trostatic interaction between electrons:




and the final term (XC potential) includes all the many-body ef-
fects. In the same way previously seen for the ground-state DFT,
also in this case, vXC([n]; r, t) has an extremely complex (and essen-
tially unknown) functional dependence on the density. This depen-
dence is clearly nonlocal, both in space and in time, i.e., the poten-
tial at time t and position r can depend on the density at all other
positions and all previous times (due to causality).
2.3.2.1 Linear Response Theory
The starting point in the linear response theory establish that a small
external perturbation (spin-independent) δvext(r,ω) will induce a
density response δn(r,ω).
For a finite system the photoabsorption cross section is propor-




















with the sum over the spin states σ, σ′. The function χ is called Linear
Density Response Function of the system and measures the change of








Let {ϕjσ(r)} be the ground-state Kohn-Sham wave functions
of the system. Apply a perturbation of the form δvext(r, t)) =
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−κ0rvδ(t). The amplitude κ0 must be small in order to keep the
response of the system linear. This perturbation excites all frequen-
cies of the system with equal weight. At t = 0+ the Kohn-Sham
orbitals are:
ϕjσ(r, t = 0+) = eiκ0r ϕjσ(r) (48)
These orbitals are then further propagated for a finite time. The
dynamical polarizability can then be obtained from:




In the previous expression, δn(r,ω) stands for the time Fourier
transform of n(r, t) − n˜(r) where n˜(r) is the ground-state density
of the system. This prescription has been used with considerable
success to calculate the photoabsorption spectrum of several finite
systems, from small molecules [see, e.g., References 84 and 85 ] to
biological systems [86]. As it is based on the propagation of the Kohn-
Sham equations, this approach can be easily extended to study non-
linear responses, or to treat cases where the external field is not a
small perturbation. However, if our sole objective is the calculation
of the linear excitation spectrum, it is possible to use linear response
theory to evaluate χ directly.
2.3.3 GW Method
We have seen that, in the DFT-KS scheme, the response of a system
















|ri − rj| (50)
to an external potential Vext is that of independent particles re-
sponding to an effective potential.
A similar, though much older, idea is that the long-range, and rel-
atively strong, Coulomb forces could screen the individual electrons,
with a surrounding charge cloud of the other electrons. This leads
us to the concept of quasi-particle, [87] i.e. an electron plus its screen-
ing cloud. Thus, the response of strongly interacting particles can
be described in terms of weakly interacting quasi-particles which
interact via a screened rather than the bare Coulomb potential(see
Fig. 7). This scheme has also two advantages:
1. Permits to better represent the electrons in a many-body
framework.
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2. Allows to use a perturbative expansion, with respect to the
quasi-particle interaction
The last point has given to this approach the name Many Body Per-
turbation Theory (MBPT).
Figure 7: An interacting particles system can be mapped onto a non-
interacting particles system (DFT-KS theory) or onto a weakly
interacting particles (quasi-particles) system (Green function -
MBPT). Figure taken from [ 88]
Quasi-particles states are not eigenstates of the N-electrons Hamil-
tonian 50, therefore their lifetimes are not infinite. Moreover, the
screening can lead to an “effective mass” different from that of the
bare particle. All the differences between quasi-particles and bare
particles can be contained in a non-local, non-hermitian, energy-
dependent operator called Self Energy (Σ), which contains all the
many-body exchange and correlation effects. In this MBPT scheme,
the quasi-particle energies and wavefunctions are determined by
solving the Schrödinger-like equation:










Σ(r, r’;ω)φi(r’,ω)dr’ = Eiφi(r,ω)
(51)
this equation is called the quasi-particle equation (ω = Ei). In a
solid, the index i represent the usual couple of parameters (k, n)
respectively the wave vector and the band index.
2.3.3.1 Single Particle Green’s Function
The expectation value (on the ground state |N〉) of any single-
particle operator is determined by the knowledge of the time or-
dered single-particle Green function [87]






〈N|[ψ(1)ψ†(2)]|N〉 t1 > t2
i
h¯
〈N|[ψ†(2)ψ(1)]|N〉 t1 < t2
(52)
The terms ψ and ψ† representing the creation and annihilation
fermion field operators, and where the five coordinates (ri, σi, ti) of
the ith electron are represented by the symbol i (so the function
G(a, b) actually is G(ra, σa, ta; rb, σb, tb)).
By inserting a complete set of (N-1) and (N+1) particles state in
52 and taking the Fourier transform in time, it can be seen that G
has poles at the electron addition and removal energies. Among
the observables described by single-particle operator, there are the
density, the quasi-particle energies and lifetimes, or even the total
energy of the system..
The Green function G(1, 2) is also called Propagator since it de-
scribes the probability amplitude for the propagation of an electron
from position r2 at time t2 to the position r1 at time t1. If t1 < t2, the
same G(1, 2) describes the propagation of a hole.
2.3.3.2 Hedin’s Formalism
In this section we just schematically sketch the principal ideas asso-
ciated with the underlying Green’s function formalism [89] and the
functional derivative approach [90] to many-body perturbation the-
ory, namely:
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• The (charged) excitation energies associated with adding or re-
moving an electron from the system can be properly defined
as the poles in the energy representation of the one-particle
time-ordered G(1, 2) Green’s function which measures the am-
plitude of probability to find an electron (a hole) in position
and time (2 = r2, t2) after its introduction in the system at
(1 = r1, t1).
• The equation of motion, or time-dependent Schrödinger equa-
tion for operators, that may be used to determine G(1, 2), in-
volves a two-body Green’s function G2(1, 2, 3, 4), initiating a
hierarchical chain of increasing order Green’s function with
increasing complexity.
• The needed two-body G2 operator can be expressed as a func-
tion of the derivative of the one-body G(1, 2) Green’s func-
tion with respect to an external perturbation, allowing to intro-
duce quantities familiar within linear response theory, namely
the susceptibility of the system (or irreducible polarizability)
P(1, 2), that relates the change of the charge density in (1) with
respect to an external perturbation acting in (2), the energy-
dependent dielectric function e(1, 2) and the related screened
Coulomb potential W(1, 2).
The quantities defined here above are however not given in closed
form, but are related by a set of coupled equations, traditionally
labelled Hedin’s equations [91,92] in condensed matter physics:


















where v(12) = v(r1, r2)δ(t1.t2) is the bare Coulomb potential, 53a
is the Dyson Equation for the Green function (G), 53b the Self Energy
(Σ), 53d the Irreducible Polarizability (or susceptibility; P), 53c the
Screened Coulomb Interaction (W), 53e the Vertex Function (or three
2.3 excited states 35
Figure 8: Self consistent Hedin’s full cycle. Figure taken from [ 88]
body vertex correction; Γ) and G0 is the Independent Green function.
The self consistent full cycle, based on Eq.53 is reported in Fig. 8.
Such set of equations can in principle be solved iteratively, start-
ing from a zeroth-order system where the self-energy is zero, namely
the Hartree mean-field solution, yielding to first-order: Γ(12; 3) =
δ(12)δ(13). This approximation for the vertex correction yields the
well known GW approximation for the self-energy. If we rewrite
these equations in the energy representation (see Ref 93) we can
see that the summations over occupied and empty states lead to an
O(N4) scaling for GW calculations with respect to system size, a
scaling larger than the standard O(N3) scaling for DFT calculations
with (semi)local functionals [93].
In principle the cycle showed in 8 should continue until self-
consistency is reached. But in practice, a full self-consistent res-
olution of the Hedin’s equations has never been pursued (essen-
tially for the complexity of the vertex term calculation). Instead,
real implementations of the method usually stop once obtained the
Σ = G0W0 (i.e. after a single cycle), or search for the self-consistency
of a reduced set of equations (mainly short-cutting the vertex func-
tion). These GW approximations (GWA) are called non-self-consistent
and self-consistent, respectively.
The GWA consists, essentially, in short-cutting the “Hedin’s pen-
tagon” (as show in Fig. 9), avoiding the calculation of the vertex
function Γ set to a delta function:
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Γ(1, 2, 3) ' δ(1, 2)δ(1, 3) (54)
Figure 9: Self consistent Hedin’s cycle for GW approximation. Figure
taken from [ 88]
In many cases, the mean-field starting point is never the Hartree
solution, but more traditionally the DFT KS eigenstates which
represent in general the best available mean-field starting point.
This leads to the standard single-shot perturbative G0W0 treatment
where the exchange-correlation contribution to the DFT KS eigen-
values is replaced by the GW self-energy operator expectation value
onto the frozen KS DFT eigenstates, namely
EQPn = εDFTn +
〈
φDFTn
∣∣∣ΣGW(EQPn )− vXC,DFT ∣∣∣φDFTn 〉 (55)
2.3.4 Bethe-Salpeter Equation (BSE)
GW calculations aim at obtaining accurate quasi-particle energies,
such as the electronic affinity, ionization potential, and more gener-
ally the entire band structure of a given system, to be compared, e.g.
to direct and inverse photoemission experiments, the Bethe-Salpeter
formalism tackles the problem of the neutral optical excitations,
namely excitations where the electron does not leave the system
and interacts through the (screened) Coulomb potential with the
hole left in the occupied bands. As such, the Bethe-Salpeter equation
2.3 excited states 37
(BSE), originally derived in the 50s [94] and adapted in the mid-1960s
by Sham and Rice in the context of condensed matter physics [95–97],
is a two body electron-hole eigenvalue problem, very much as the
proton-electron hydrogenoid textbook exercise, but in an environ-
ment that provides screening through Coulomb and Pauli repul-
sion between electrons. As another familiar reference for solid state
physicists, it can be considered as a generalization of the Elliott [98]
(or Mott-Wannier) approach to delocalized excitons in semiconduc-
tors.
Three independent ab-initio implementations were developed si-
multaneously in 1998 [99–101] Because BSE calculations require as an
input the GW quasi-particle energy levels, GW-BSE calculations on
molecular systems (e. g.fullerenes or porphyrins) have also emerged
rather recently after initial studies on small molecules [102,103] or bulk
organic semiconductors. [104–106]
The treatment of excitons and resulting optical spectra, i. e.the full
excitonic problem, requires practically to set up and diagonalize
an electron-hole Hamiltonian Hˆ. Within Hedin’s GW scheme and
a restriction to static screening this two-particle Hamiltonian reads
for singlet excitations in matrix form as: [92,107]
















where matrix elements between KS wave functions of CB states
and VB states occur. Contributions to Eq. 56 which destroy par-
ticle number conservation have been omitted. The first term de-
scribes the noninteracting quasielectron quasihole pairs. The sec-
ond term accounts for the screened electron-hole Coulomb attrac-
tion with the statically screened Coulomb potential W(r, r’). The
third contribution, governed by the nonsingular part of the bare
Coulomb interaction v¯(r, r’) represents the electron-hole exchange
or crystal local-field effects. [92,108] After diagonalization of the exci-
ton matrix, or, more precisely, solving the homogeneous BSE or sta-
tionary two-particle Schrödinger equation with the eigenvalues EΛ
and the eigenfunctions AΛ(vck) of the pair states Λ one can obtain
the frequency-dependent macroscopic dielectric function including
excitonic effects as:
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EΛ − h¯(ω+ iγ) +
1
EΛ + h¯(ω+ iγ)
] (57)
where vα is the corresponding cartesian component of the single-
particle velocity operator, γ is the pair damping constant and V is
the he crystal volume. The details of the standard scheme using the
direct diagonalization of Eq. 57 have been discussed in Ref. 92,107–
109.
2.4 charge transport properties
Organic molecular solids have an important position nowadays in
basic and applied research. In particular with respect to transport
processes; in fact pi-conjugated molecular, oligomeric, and poly-
meric materials are of great interest as alternatives to traditional in-
organic materials for many low-cost organic-based electronic appli-
cations, including thin film transistors (OTFTs), light-emitting diodes
(OLEDs), and photovoltaic cells, owing to device processing ease, me-
chanical flexibility and a large synthetic palette from which prop-
erties can be designed into the molecular or polymeric structure.
However many fundamental questions concerning how charge is
transported through these functional organic molecular solids re-
main unresolved.
In particular, why certain molecular materials favor the transport
of holes versus electrons (i.e., positive and negative polarons, re-
spectively) and how molecular and crystal structure parameters in-
fluence relative carrier mobility magnitudes are far from being com-
pletely understood. [110–112]
In typical organic transport media, very small bandwidths (<1eV)
dictate that charge motion occurs by hopping. The electron-hopping
process is generally portrayed as a self-exchange electron-transfer
reaction between neighboring molecules within the framework of
Marcus theory. [110,113–117] The rate constant for electron transfer (i.e.,












In the Eq. 58 λ is the reorganization energy for the intermolecular
electron transfer, t12 is the electronic coupling element (transfer in-
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tegral), between neighboring molecules, h is the Planck’s constant,
kB is the Boltzmann constant and T is the absolute temperature.
The reorganization energy λ can be separated into the sum of
two primary components: i) the medium reorganization energy (i.e.,
outer-sphere reorganization energy, λ0) that arises from modifica-
tions to the medium polarization due to the presence of an excess
charge; and ii) the intramolecular reorganization energy (i.e., inner-
sphere reorganization energy, λi) that provides a measure of the
intramolecular electron-vibration interaction for the sequential re-
duction and oxidation processes of polaron hopping. Along with
the original dielectric continuum model put forth by Marcus, nu-
merous explorations into expressions to describe λ0 are currently
ongoing. [114–116,118–122]
The parameter λi can be determined quantum-chemically from
the individual relaxation process energies for the neighboring
electron-donor and electron-acceptor species; as an example, λi for
the reduction of an electron-acceptor (neutral species, λ1) via oxida-
tion of a doublet electron-donor (radical-anion, λ2), (see Fig. 10) can
be obtained by following expression:
λ = λ1 + λ2 = (E−10 − E00) + (E0−1 − E−1−1) (59)
E00 and E
−1
−1 are the total energies of the neutral and anion in their
equilibrium structures, respectively, E0−1 is the total energy of the
anion in the neutral geometry, and E−10 is the total energy of the
neutral in the anion geometry. The first term λ1 accounts for the
relaxation of the charged state, the second one λ2 corresponds to
the radical anion formation.
Following the work of Siebbeles et al. [123,124] and Coropceanu et
al. [125,126], the electronic Hamiltonian of a simple two-site (i.e., dimer







The electronic coupling (transfer integral) is defined by the matrix




, where Ψ1 and Ψ2 are diabatic state
wave functions for neighboring molecules. Within the one-electron
approximation, the diabatic states are associated with localized
monomer orbitals ϕi, here considered to be orthogonal. Assuming
that the dimer highest-occupied molecular orbital (HOMO) [lowest-
unoccupied molecular orbital (LUMO)] and HOMO-1 [LUMO+1]
result solely from the interaction of the monomer HOMOs [LU-
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Figure 10: Energy diagram of ionization processes
MOs], the transfer integral for hole (Eq. 61a) [electron, Eq. 61b]











The diagonal elements of the matrix (60) are the site energies,
which originate from differences in either molecular geometry or
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Solving the determinant of this matrix provides the relationship
between the transfer integral, site energy, and expected degree of
energetic splitting of the dimer molecular orbitals (∆E12) via: [127]
∆E12 =
√
(e1 − e2)2 + (2t12)2 (63)
Usually, in the one-electron approximation, the monomer orbitals
used to define the diabatic states of the dimer are nonorthogonal.
Therefore, ∆E12 in a nonorthogonal basis should be written as:
∆E12 =
√
(ε˜2 − ε˜1)2 + 4[t˜212 − t˜12S12(ε˜2 + ε˜1) + ε˜2ε˜1S212]
1− S212
(64)
where ε˜1, ε˜2 and t˜12 are the site energies and electronic coupling in
the nonorthogonal basis and S12 is the spatial overlap between the
molecular orbitals on the monomers. [126] Equation 64 is rewritten as











t˜12 − 12(ε˜1 + ε˜1)S12
1− S212
(66)
As with the reorganization energy, quantum-chemical calcula-
tions can provide access to estimates for the electronic coupling
element. The most common means of estimating t12 is the Energy-
Splitting in Dimer (ESID) model [3].
Due to computational ease and feasibility, the transfer integral for
hole [electron] transfer is generally taken as half the energetic dif-
ference of the HOMO and HOMO-1 [LUMO and LUMO+1] energy









The ESID model strictly implies that differences in the site energies
given in the equations 62 are necessarily zero or negligible (e1 ' e2).
Recent works [125,126] , however, has indicated that this assumption
is often invalid in organic crystalline semiconductors and, thus, t12
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should be evaluated as a function of the entire dimer Hamiltonian
(EDH). [123,125,126] As Eq. 63 reveals, neglect of site energy inequal-
ity can lead to overestimations of the transfer integral. For example,
along the diagonal direction of herringbone crystals (e.g., pentacene,
when only one inequivalent molecule is present in the crystal struc-
ture), the molecular sites are equivalent as long as all the neigh-
boring molecules are taken into account. However, when a dimer
is extracted from the crystalline environment, the two herringbone-
packed molecules are no longer equivalent and an artificially cre-
ated site energy difference has to be properly taken into account to
evaluate the electronic coupling. [126]
2.5 numerical methods , tools and simulation soft-
wares
2.5.1 Basis Sets
Most calculational methods of quantum chemistry represent the
N-electron wavefunction as a linear combination of Slater determi-
nants, constructed of one electron functions + molecular spin or-
bitals. They are written in terms of atomic spin orbitals or similar
functions.
A molecular orbital is approximated as a linear combination of
atomic orbitals LCAO (quantum superposition of atomic orbitals).
For a given basis set of atomic orbitals {φj}, the ith molecular orbital






with ci,j the coefficient of expansion, and K the total number of
atomic orbital functions, called Basis Functions. The choice of appro-
priate basis set has a great importance in quantum chemical calcula-
tions, because the quality of all the results obtained will ultimately
depend on the accuracy of this basis set. A correct basis set should
reproduce the physics of the problem, ensure rapid convergence as
the number of basis function increases, allow fast calculation of all
integrals of interest (to save computational time) and vanish at large
distance from the nuclei.
The two commonly used types of atomic orbital functions used
to obtain the combination showed in Eq 68, are the Slater-Type Or-
bitals [128] (STO) and Gaussian-Type Orbitals [129] (GTO).
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The STO basis functions (proposed by Slater in 1930) are based on
hydrogenic like wavefunctions and have the two following possible
form (in polar and cartesian coordinates respectively):
φSTOζ,l,m(r, θ, ϕ) = Nr
lYlm(θ, ϕ)e−ζr (69a)
φSTOζ,lx,ly,lz(x, y, z) = Nx¯
lx y¯ly z¯lz e−ζ|r| (69b)
Instead the GTO basis functions (introduced by Boys in 1950) have
the forms:




φGTOζ,lx,ly,lz(x, y, z) = Nx¯
lx y¯ly z¯lz e−ζr
2
(70b)
In the Eq.s 69 and 70 x¯, y¯, z¯ = (xc − xN, zc − zN, zc − zN) are the
difference between the nuclei coordinates (subscript N) and the co-
ordinates of the center of the function (subscript c), N is a normal-
ization constant, Ylm(θ, ϕ) is the angular part (a spherical harmonic
function), rle−ζr is the radial part, l and m are the atomic quantum
numbers and r and ζ are the radial distance and the orbital exponent
respectively. The orbital exponent, ζ, governs the size of the orbital
(large ζ gives tight function, small ζ gives diffuse function) and it
is chosen for each (n, l) separately, where n is the principal quan-
tum number. The terms lx, ly, lz (referred to as angular momentum
L = lx + ly + lz) determines the type of orbital (L = 0, 1, 2, 3, 4, 5, 6
designated as s, p, d, f, g, h, i).
Slater type orbitals have the correct functional behaviour near the
nucleus with a cusp in the origin, the correct 1/r decay at long
distances and, in general, are more convenient when high accuracy
is needed for atomic and diatomic systems (ab-initio methods), or
where all three- and four-centre integrals are neglected (e. g.semi-
empirical methods) as well as in cases where Coulomb energy is cal-
culated by fitting the density into a set of auxiliary functions instead
of computing the exact exchange energy (in DFT). However, use of
STO functions is time-consuming for computing the two-electron
molecular integrals and difficult to be differentiated analytically.
For these reasons, in order to speed up molecular integral evalua-
tion the Gaussian-type orbitals in turn can be used.
From a computational point of view GTO functions, are more sim-
ple to treat (this implies, for example, a fast calculation of molecular
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Figure 11: Comparison between Gaussian (red) Slater (blue) type functions
and an 1s type real atomic orbital
integrals) and can be differentiated in an easy way any number of
times. Gaussians are very useful and computationally efficient be-
cause the product of any two gaussians is just another gaussian,
and the sum of two gaussians is easily evaluated (see Fig. 12).
(a) (b)
Figure 12: Product (a) and sum (b) of different GTO.
This property is very important in quantum chemistry because we
have to evaluate integrals of the form given below. The first is called
a “4-center integral” and is easily reduced to a “2-center integral”
when using gaussians.
















in wich the terms gk are GTO funtions.
On the other hand, despite of the numerical advantages, the GTO,
have however some serious shortcomings. The main of these are: the
poor description of the electron density near the nuclei due to the
fact that, unlike the STO, the GTO do not have a cusp at the origin,
and have, instead, a too quick decay for r → ∞ thus underestimat-
ing long range interactions. For this reasons replacing a STO by a
single Gaussian function leads to unacceptable errors.
However, this problem can be overcome introducing the Con-
tracted Gaussian-type Orbital (CGTO) which is represented as a linear
combination of primitive GTO functions that imitate the behavior of
specific STO orbitals (φSTOµ (r, ζ)).
φCGTOµ
(






dp,µφGTOµ (r, ζp,µ) (72)
where dp,µ are the coefficients of the primitive gaussian functions
φGTOµ (r, ζp,µ) and N is the number of functions in the combination.
(a) (b)
Figure 13: (a) Comparison between a Slater φSTO1s (1.0; r) and Gaussian
φGTO1s (0.270; r) functions.
(b) Comparison of the same Slater function (φSTO1s (1.0; r))
and the Contracted GTO φCGTO1s (r) = 0.445φ
GTO
1s (0.110; r) +
0.535φGTO1s (0.406; r) + 0.154φ
GTO
1s (2.228; r). Figure taken from [
130]
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As can be seen from Figure 13, a single GTO differs significantly
from STO while CGTO of three GTO shows a reasonable approxi-
mation of STO, except at very small and very large electron-nucleus
separation.
Apart from the choice of STO or GTO type of functions, the most
important factor is the number of basis functions used in the basis
set. Based on this, the commonly used basis sets can be classified
into the following types:
minimal basis set : Represents the smallest number of basis
functions needed to the correct numerical description of the
atomic orbitals. A minimal basis set (MBS) contain the mini-
mum number of basis functions that are needed for each inner-
shell and valence-shell orbital. In particular if we use STO
functions a MBS uses 1 STO to describe each atomic orbital
in the ground state of an atom. For shells with more than one
angular component this means one function for each angular
component. If we use GTO functions we can obtain a minimal
set using the so called STO-nG in which each atomic orbital
is modelled by a linear combination of n-gaussians, where the
coefficients and exponents of the GTOs are fitted to the corre-
sponding atomic orbital5 (n usually have values from 1 to 6
and the computational cost increases not linearly with n).
multiple ζ basis set : Basis set constructed by replacing each
GTO (or STO) of a minimal basis set by 2 (Double-ζ ; DZ),
3 (Triple-ζ ; TZ), 4 (Quadruple-ζ ; QZ) or more (5-ζ , 6-ζ ecc.)
GTOs (or STOs) each having different orbital exponent ζ . The
use of multiple ζ basis sets allows the needed radial flexibil-
ity in the description of the electronic cloud. The tighter func-
tions (closer to the nuclei, larger exponent) can be used to de-
scribe the σ-bond with a large coefficient, while the more dif-
fuse function (further from the nuclei small exponent) can be
used primarily for describing the pi-bond. The increasing of
the number of basis functions that describe the atomic orbitals
thus allows for a much better description of the fact that the
electron distribution is different in different directions.
split valence : The core (inner-shell) electrons of an atom are
less affected by the chemical environment than the valence-
shell electrons. A split valence basis set (SV) is a numerical
5 More precisely the coefficients of each combination of GTO are fitted to the corre-
sponding Slater type orbital of the minimal STO basis set that provides the best
description of the orbital
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simplification of multiple ζ basis sets in which the core shells
are treated with a minimal basis set while the valence shells
are treated with a larger basis set. In other words, each orbital
of a core-shell is represented by a single function, while two or
more functions are used to represent each valence shell atomic
orbital.
polarization functions : Since atomic orbitals are distorted in
shape and have their centers of charge shifted upon molecule
formation, the improvement of basis set for this polarization
can be done by adding higher angular momentum functions
to the basis set to allow for angular flexibility. In this functions
l quantum numbers are greater than the maximum l of the
valence shell of the ground-state atom (e. g.p functions for the
hydrogen, d functions for carbon ecc.).
diffuse functions : Are additional functions with very small ζ
exponents added to a split valence basis set. Diffuse functions
have small orbital exponent that makes the electron distri-
bution very broad and are needed whenever loosely bound
electrons are present (for example anions or excited states) or
when the property of interest is dependent on the wave func-
tion tail (for example polarizability). Diffuse functions are nec-
essary for correct description of anions and weak bonds (e.g.
hydrogen bonds) and are frequently used for calculations of
properties (e. g.dipole moments, polarizabilities, etc.) and to
treat very electronegative atoms (e. g.fluorine).
In this Thesis we have used, for the molecular calculations, the Pople
type [131] localized basis set 6-31+G?. The Pople basis sets are usually
identified using the notation n-ijkwG where:
• n: defines the number of primitive Gaussians functions used
to describe the core atomic orbitals.
• i,j,k and w represent the number of primitives for contrac-
tions in the valence shell. The ij notation defines sets of va-
lence double-ζ quality, ijk the triple-ζ valence sets, ijkw the
quadruple-ζ quality and so on. In other words the number of
digits after the symbol “-” identify the number of basis that
compose the valence orbitals and the explicit value of i,j,k and
w tells us the number of gaussian functions that forms the
linear combination for each base.
Within this notation are also used the symbols “+” and “++” to
indicate the presence of diffuse functions for heavier atoms (except
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hydrogen and helium) (+) and for all atoms (++), (including H and
He).
Another possible symbols in the Pople notation are “?” and “
??” which denotes the presence of polarization functions. Even in
this case the one symbol indicates the presence of these functions
with the exception of lightest atoms, the double symbol, instead,
confirms the presence of diffuse functions also for He and H.
2.5.2 Plane Wave Functions
Rather than using basis functions aimed at modelling the atomic
orbitals (STOs or GTOs previously seen in Sect. 2.5.1), and form-
ing linear combination of these to describe orbitals for the whole
system, one may use functions aimed directly at the full system.
For modelling extended (infinite) systems, for example a unit cell
with periodic boundary conditions, this suggests the use of func-
tions with an “infinite” range. The outer valence electrons in metals
behave almost like free electrons, which leads to the idea of using so-
lutions for the free electron as basis functions. The solutions to the
Schrödinger equation for a free electron in one dimension can be
written either in terms of complex exponentials or sine and cosine
functions and for these functions, the energy depends quadratically
on the k factor.
For infinite systems, the molecular orbitals coalesce into bands,
since the energy spacing between distinct levels vanishes. The elec-
trons in a band can be described by orbitals expanded in a basis set
of plane waves, which can be written as:
φi(r) = eik·r (73)
For a systems like an ideal crystal, the solution of the correspond-
ing Kohn-Sham equations implies both an infinite number of wave
functions and an infinite basis set. These limitations can be avoided
by the use of periodic boundary conditions together with Bloch’s
theorem. [132] The former means that for a given bulk volume, the
lenght of its sides will be taken as an spatial period, defining a dis-
crete set of possible k wave vectors for electrons in the crystal. The
latter, Bloch’s theorem, states that obeying lattice periodicity the sin-
gle particle wave function can be written as a plane wave modulated
by a function with the same translational symmetry as the crystal:
φi(r) = eik·r ui(r) (74)
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The periodic function can be expanded in the set of plane waves









Hence, a superposition of plane waves is a rather general expression
for any single particle state in a periodic system. The value of k in
the latter equation plays the role of a new quantum number which
characterizes each state, and the initial task of getting an infinite
number of electronic wave functions is replaced by the determina-
tion of a finite number of occupied states at an infinite number of k
wave vectors.
The wave vector k plays the same role as the exponent ζ in a GTO
(see Eq. 70), and is related to the energy. As seen in Eq. 73, k can also
be thought of as a frequency factor, with high k values indicating
a rapid oscillation. The permissible k values are given by the unit
cell translational vector t, i. e. k · t = 2pim, with m being a positive
integer. This leads to a typical energy spacing between k vectors of
0.01 eV, and the size of the basis set is thus uniquely characterized
by the highest energy k vector included.
In order to determine the electronic potential, occupied states
should be known at the full set of k points, which is again an in-
finite task. However, due to the small changes in this states for close
k points and also to the symmetry properties of reciprocal space, it
is possible to obtain a very good approximation using a reduced set
of k points. [132] This works not only for the electronic potential but
in general to integrals of periodic functions in reciprocal space.
Thus, only a finite set of points in the irreducible Brillouin zone
are actually needed for the solution of Kohn-Sham equations. [133]
Among different methods for defining an appropriate set of k points
found in literature, the one proposed by Monkhorst and Pack [134]
has gain great popularity, it could be said it is the mainstream
method for Brillouin zone sampling and can be found in almost
any electronic structure software. It produces uniform sets of points
which are easily generated for any kind of lattice. [133] The quality of
such a set can be progressively improved by increasing its density
of points. Correspondingly, total electronic energy will approach to
the infinite k set limit. Therefore, convergence of energy upon the
Brillouin zone sampling can be assessed systematically.
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We have seen that it is possible to represent the electronic wave
function as the sum of plane waves in Eq. 75. In order to obtain a
good approximation to the electronic potential a finite set of k points
can be used. However, each of these functions is an expansion of
plane waves that involves an infinite number of elements. Usually,
the magnitude of superposition coefficients decrease with kinetic
energy of the corresponding plane wave. The relative importance
of low kinetic energy plane waves allows for the truncation of the
expansion, hence a finite representation of electronic wave functions





The error brought on by basis truncation can be systematically re-
duced by increasing the number of allowed plane waves. The di-
mension of plane waves basis set is determined the value of the
maximum kinetic energy, usually known as Cutoff Energy (Ecut):
1
2
|(k+Gmax)|2 = Ecut (78)
Plane wave basis sets tend to be significantly larger than typical
(a) (b)
Figure 14: Comparison between number of GTO functions (a) and plane
wave functions (b) to obtain a good approximation of an atomic
orbital (Fe 3d orbital in both cases)
Gaussian basis sets; for example a cutoff energy of ∼ 200 eV corre-
sponds to a set of ∼ 20000 functions [135]. An example of the high-
est number of functions (as compared with localized basis fnctions)
needed to obtain a good approximation with plane waves is showed
in Fig. 14.
Plane wave basis functions are ideal for describing delocalized
slowly varying electron densities, such as the valence bands in a
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metal. The core electrons, however, are strongly localized around
the nuclei, and the valence orbitals have a number of rapid oscil-
lations in the core region to maintain orthogonality. Describing the
core region adequately thus requires a large number of rapidly oscil-
lating functions, i. e.a plane wave basis with very large kmax. [135] The
singularity of the nucleus-electron potential is furthermore almost
impossible to describe in a plane wave basis, and this type of basis
set is therefore used in connection with pseudopotentials (Section
2.5.3) for smearing the nuclear charge and modelling the effect of
the core electrons. Note that a pseudopotential is also required for
smearing the potential near the nucleus in hydrogen, even though
hydrogen does not have core electrons. [135]
2.5.3 Ionic Pseudopotentials
Systems involving elements from the lower part of the periodic ta-
ble have a large number of core electrons.These are, as already men-
tioned, unimportant in a chemical sense, but it is necessary to use
a large number of basis functions to expand the corresponding or-
bitals, otherwise the valence orbitals will not be properly described
(due to a poor description of the electron-electron repulsion). In the
lower half of the periodic table relativistic effects further complicate
matters.
These two problems may be solved simultaneous by modelling
the core electrons by a suitable function, and treating only the va-
lence electrons explicitly. The function modelling the core electrons
is usually called Pseudopotential (PP) (or Effective Core Potential
(ECP))6.
Molecular systems have traditionally been described by gaussian
functions, while plane waves have been favoured for extended (pe-
riodic) systems, and this difference has resulted in some differences
for the corresponding pseudopotentials. When using Gaussian func-
tions for describing the valence orbitals, it is natural to also use
Gaussian functions to describe the ECP. Since Gaussian functions
are continuous, there is no fixed distance to characterize the extent
of the core potential and the quality of the ECP is determined by
the number of electrons chosen to be represented by the ECP. It’s
known that the outer (n + 1)s-, (n + 1)p- (and (n)d-orbitals consti-
tute the valence space. This “full-core” potentials give reasonable
geometries, but the energy calculations are not always satisfactory.
Better results can be obtained by also including the orbitals in the
6 PP is usually adopted in the physics area, ECP in the chemistry area.
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Figure 15: The 5s-orbital for Ag with either an all-electron, large-core or
small-core effective core potential (plot taken from [ 135])
next lower shell in the valence space, albeit at an increase in the
computational cost. The first approach, that includes in the PP all
the shells with the exception of the valence space is called Large
Core ECP, the second approach, which descrives as all-electron the
valence space end the first lower electronic shell is called Small Core
ECP. An example of the differences resulting for these two different
choices (and the relative comparison with an all-electron approach)
is shown in Fig. 15.
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3.1 introduction
Calculations of the electronic, optical, and transport properties of
the building blocks of organic seminconductors can contribute to
the knowledge of their properties and provide guidelines for fu-
ture dedicated research [28,30,41,42,136]. The aim of this section of
the Thesis is to computationally evaluate the effect of TIPS func-
tionalization and substitutions with halogen atoms (F, Cl), on
the electronic, optical, and transport properties of prototypical
nonlinear PAHs. In particular, we considered two derivatives of
chrysene (C18H12), namely dibenzochrysene (DBC) molecules, ob-
tained by the addition of two benzene rings in different positions:
dibenzo[b,def]chrysene (C24H14) which has angular morphology
(angular DBC), and dibenzo[def,mno]chrysene (C22H12) which is
compact in shape (compact DBC). All the molecules investigated,
in both unsubstituted and substituted/functionalized forms, are
schematically depicted in Fig.16 and 17.
We used Density Functional Theory (DFT) [53] and Time depen-
dent DFT (TDDFT) [83] to quantify the effects of morphology and
functionalization/substitution on the electronic, optical, and trans-
port properties. In particular, we compared electron affinities, ion-
ization energies, fundamental gap, optical absorption, and molecu-
lar reorganization energies for holes and electrons. For both TIPS
functionalization and halogen substitutions, we found larger elec-
tron affinities (nearly tripled for perchlorinated molecules), and a
lowering of the fundamental gap (up to 22%). For TIPS function-
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alization we also observe a small lowering of the ionization ener-
gies while for the halogen substitutions these values increase up to
∼17%. The effect of perhalogenation and TIPS functionalization is
always to increase molecular reorganization energies for both holes
and electrons. Concerning the optical properties, we observe a red-
shift of the optical onset in all cases; for TIPS-functionalization, in
particular, we additionally found a remarkable enhancement of the




Figure 16: Sticks and balls representation of dibenzo[b,def]chrysene
(C24H14) or angular DBC, (a), dibenzo[def,mno]chrysene
(C22H12) or compact DBC, (b), and their perfluorinated [C24F14




Figure 17: Sticks and balls representation of TIPS-functionalized angular
DBC (a) and TIPS-functionalized compact DBC (b).
3.1.1 Assessment of the Computational Scheme
The use of the B3LYP functional is rather standard and some lim-
itations are well documented, such as the system-size-dependent
errors found for the lowest short-polarized electronic transitions
of oligoacenes [137]. As to the molecular properties of interest in
this work, however, we have recently checked for different fami-
lies of PAHs both the sensitivity of our calculations to different
functionals, and their reliability in comparison with available ex-
perimental data [138,139]. With the only exception of the ionization
energy and the fundamental gap, which were better described us-
ing the local-density approximation or range-separated function-
als [140], we found that the hybrid B3LYP functional yields the overall
best performance. To further asses this choice we performed addi-
tional benchmark calculations using the long-range corrected func-
tionals CAM-B3LYP [141]and ωB97X-D [142]. Both methods have been
devised to handle the wrong asymptotic behaviour of B3LYP which
decays faster than 1/R for large distances R from the nuclei; the
ωB97X-D scheme, moreover, includes empirical atom-atom disper-
sion corrections. Table 1 reports the comparison between B3LYP,
CAM-B3LYP, and ωB97X-D for tetracene, pyrene, and chrysene,
three prototypical PAHs with linear, compact, and angular morphol-
ogy, respectively. We considered the three lowest electronic transi-
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tions (usually described by Clars’s notation p, α, β), vertical ion-
ization energy IEV, vertical electron affinity EAV, fundamental gap
Egap, and exciton binding energy Ebind. Overall, the B3LYP func-
tional yields the best agreement with the available experimental
data. The only exceptions are again represented by ionization en-
ergy and fundamental gap, whose mean relative errors, however,
are close to those found with the long-range corrected functionals
(5 vs. 3% and 4 vs. 2%, respectively).
Besides the absolute values of the molecular properties of interest,
this work aims also at quantifying how much these same quanti-
ties change upon chemical modification. We have therefore checked
the comparison between B3LYP, CAM-B3LYP,and ωB97X-D in pre-
dicting the changes of selected properties of angular and compact
DBC upon chemical modification. We found that the relative vari-
ations predicted by the different functionals follow similar trends.
The main conclusions of this work, therefore,are not expected to
vary considerably with respect to methodology issues.
As a further check we evaluated the effect of adding an empirical
dispersion correction term [146] to the B3LYP functional (B3LYP-D) in
the case of TIPS-functionalized species. For these molecules, in fact,
long-range interactions between the TIPS group and the molecular
core are expected to play a role. For both angular and compact DBC
we indeed found a slight variation between the ground-state geome-
tries optimized at B3LYP and B3LYP-D levels (root-mean-square-
displacement less than 1Å). In particular, the two geometries differ
for a rotation of ∼20◦ of the TIPS group with respect to the plane
of the molecule. The corresponding electronic properties (energies
of the frontier molecular orbitals, IEV, EAV, and Egap), however, are
not greatly affected by these variations and found to be coincident
within numerical errors.
Finally, while the performances of the B3LYP functional for the
calculation of the molecular reorganization energy λ in conjugated
materials can be improved by precisely calibrated DFT function-
als [136,147], its use in the present work is justified since it is ex-
pected to describe reasonably the differences occurring upon TIPS-
functionalization or halogen substitution.
Ground-state geometry optimizations were performed without
symmetry constraints in all cases considered. The optimized struc-
tures obtained were then confirmed as being the true minima
by performing the vibrational frequency analysis. The minimum-
energy configurations of TIPS-functionalized and perfluorinated
species were found to preserve the planar geometry of their parent
molecules. On the contrary, for both angular and compact DBC, per-
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Method p α β IEV EAV Egap Ebind
Pyrene (C16H10)
B3LYP 3.66 3.73 4.57 7.14 0.31 6.83 3.17
CAM-B3LYP 3.96 3.94 5.03 7.26 0.26 7.00 3.04
ωB97X-D 3.98 3.96 5.06 7.26 0.22 7.04 3.06
EXP 3.71 3.33 4.56 7.43 0.41 7.02 3.31
Tetracene (C18H12)
B3LYP 2.45 3.47 4.62 6.55 1.00 5.55 3.10
CAM-B3LYP 2.80 3.66 4.88 6.68 0.95 5.73 2.93
ωB97XD 2.85 3.69 4.92 6.68 0.89 5.79 2.94
EXP 2.62 3.12 4.55 6.97 1.07 5.90 3.18
Chrysene (C18H12)
B3LYP 3.80 3.73 4.60 7.25 0.19 7.06 3.26
CAM-B3LYP 4.17 4.04 5.03 7.45 0.07 7.38 3.21
ωB97X-D 4.20 4.06 5.09 7.45 0.01 7.44 3.24
EXP 3.87 3.44 4.64 7.60 0.40 7.20 3.33
Mean realative error (%)
B3LYP 3 11 1 5 28 4 3
CAM-B3LYP 7 18 9 3 43 2 7
ωB97X-D 8 18 10 3 54 2 6
Table 1: Comparison between B3LYP, CAM-B3LYP, and ωB97X-D (data in
eV) for the lowest electronic transitions p, α, β, ionization en-
ergy IEV, electron affinity EAV, fundamental gap Egap, and exci-
ton binding energy Ebind. Experimental IEV and EAV, as well as
B3LYP data, are taken from Ref. [ 143] Experimental electronic
transitions are taken from Ref. [ 144] for tetracene, and from Ref.
[ 145] for pyrene and chrysene.
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(a) (b)
(c) (d)
Figure 18: Top (a,b) and side (c,d) views of the optimized structures of
pechlorinated angular DBC (C24Cl14, left) and perchlorinated
compact DBC (C22Cl12, right))
chlorination breaks this planar symmetry (see top and side views
in Fig.18). This effect appears to be more pronounced for angu-
lar DBC than for compact DBC, as shown by the computed root-
mean-square-displacements (considering only the backbone Carbon
atoms) of 0.7 and 0.3Å, respectively. The Cl atoms belonging to the
same benzene ring remain on the same side (above or below the
plane), while adjacent Cl atoms of different rings stay on opposite
sides. Overall, for both angular and compact DBC, the peripheral Cl
atoms are related by an inversion center. Note that similar findings
have been previously found for chlorinated tetracene molecules [41].
In particular, 5,6,11,12-tetrachlorotetracene was predicted to adopt
a "Z" shape form, in agreement with X-ray data.
3.2 electronic properties
In the present paragraph we consider the modifications of
the electronic properties of DBC’s. All the computed ob-
servables for both dibenzo[b,def]chrysene (angular DBC) and
dibenzo[def,mno]chrysene (compact DBC) molecules, have been re-
ported in Table 2, in their unsbubstituted, perfluorinated, perchlo-
rinated, and TIPS-functionalized forms. A visual inspection of the
changes occurring upon chemical substitution/functionalization is
given in Figures 19 and 20.
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IEA EAA IEV EAV Egap Eopt Ebind λh λe
Angular 6.39 1.11 6.45 1.03 5.42 2.67 2.75 0.12 0.16
Cl 7.01 3.02 7.12 2.90 4.22 1.94 2.27 0.22 0.23
F 7.35 2.51 7.47 2.39 5.08 2.36 2.72 0.25 0.26
TIPS 6.12 1.76 6.20 1.64 4.56 2.28 2.27 0.16 0.22
Compact 6.46 1.06 6.52 0.97 5.55 2.80 2.75 0.11 0.15
Cl 7.24 2.85 7.36 2.71 4.65 2.26 2.39 0.23 0.27
F 7.49 2.32 7.63 2.18 5.45 2.69 2.75 0.26 0.27
TIPS 6.17 1.70 6.25 1.59 4.66 2.40 2.26 0.16 0.21
Table 2: Physical observables in comparison between unsubstituted, per-
chlorinated, perfluorinated, and TIPS-functionalized angular and
compact DBC molecules. Adiabatic and vertical ionization en-
ergies (IEA, IEV), adiabatic and vertical electron affinities (EAA,
EAV), fundamental gaps (Egap), first optically active transition
(Eopt), exciton binding energy (Ebind), and molecular reorganiza-
tion energies for holes and electrons (λh, λe) have been computed
at the B3LYP/6-31+G? level. All values are given in eV.
We first consider the comparison between angular and compact
unsubstituted molecules. The ionization energy IE of compact DBC
is slightly larger (∼1%) as compared to that of angular DBC. The
situation is reversed for the electron affinity EA which is larger
(∼5%) for angular DBC. As a consequence, the corresponding fun-
damental gaps Egap are nearly coincident, 5.42(5.55) eV for the an-
gular(compact) case, respectively. The slighlty larger value for the
latter case (0.13 eV, an increase of ∼2%) can be attributed to the
more localized nature of compact DBC. Since the optical absorption
onset Eopt follows the same trend of Egap (see discussion in the next
Section), being slightly higher for compact DBC, the resulting ex-
citon binding energies Ebind turn out to be nearly coincident (2.75
eV).
We now move to the effect of chemical modifications. As shown
in Table 2, for both angular and compact DBC TIPS functionaliza-
tion reduces slightly the IE (∼4%), increases considerably the EA
(∼60%), lowers the Egap (∼16%), and reduces the Ebind (∼18%); the
latter effect being due to a 15% reduction of Eopt (see Figure 21
and discussion in the next Section). On the other hand, the effect
of complete halogenation for both compact and angular DBC is to
increase both IE and EA and, consequently, lower the fundamen-
tal gap Egap. Upon fluorination, a sizeable rise of the IE (∼1.0-1.1
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(a)
(b)
Figure 19: Vertical ionization energies (blue lines), vertical electron affini-
ties (red lines) and fundamental gap (black arrows) for angular
DBC (a), compact DBC (b) and their perhalogenated and TIPS-
functionalized counterparts.
eV, %15) and a still larger increase of the EA (∼1.3-1.4 eV) is ob-
served in both cases, which results in a reduction of Egap by about
0.3(0.1) eV for angular(compact) DBC, respectively. Similarly to the
case of the unsubstituted molecules, since Eopt is reduced by almost
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(a)
(b)
Figure 20: Fundamental gap (violet line), optical onset (orange line)
and exciton binding energies (black arrows) for angular DBC
(a), compact DBC (b) and their perhalogenated and TIPS-
functionalized counterparts.
the same amount as Egap, the corresponding Ebind turn out to be al-
most unaffected by perfluorination. Following perchlorination, the
IE increases by ∼0.6-0.8 eV (∼10%) for angular and compact DBC,
respectively. An even larger increase of the EA is observed also in
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this case (∼1.7-1.9 eV), which results in a severe reduction of Egap by
about 0.9(1.2) eV for the compact(angular) perchlorinated molecule.
Since Eopt is more redshifted for perchlorination than for perfluori-
nation (see next Section), at variance with the latter case we observe
a reduction of Ebind by 0.4-0.5 eV in comparison with the parent
molecules. By comparing the effects of halogen substitutions, we
found that the EA increases more than IE either for F- and for Cl-, in
both angular and compact DBC. This effect is found to be more pro-
nounced for Cl- than for F-substitution which in turn yields smaller
fundamental gaps for the former case. Our findings are consistent
with previous results for Cl- and F-substituted pentacenes [27] and
can be attributed to the larger electron withdrawing tendency of Cl
with respect to F [27,148].
Summing up, ionization energies are found to be enhanced fol-
lowing halogen substitution, and reduced for TIPS functionalization.
On the other hand, we found larger electron affinities for all substi-
tutions/functionalizations, in the order Cl-, F-, TIPS-modification.
Notably, the EA of perchlorinated molecules are nearly tripled with
respect to their parent molecules for both angular and compact mor-
phologies. In both compact and angular DBC, the above trends re-
flect in a general reduction of the fundamental gap upon chemical
modification.
3.2.1 Charge Transport Properties
In this section we present the study of transport properties of func-
tionalized DBC’s only relatively to a single transport parameter: λ.
For the full treatment, see Chapter 5. Concerning transport proper-
ties, the molecular reorganization energies for holes and electrons
(λh, λe) reported in Table 2 are visually sketched in Fig. 21. We found
that λh and λe are very similar for the two unsubsituted DBC. The
compact molecule appears to be slightly better for both hole and
electron transport; this fact agrees with previous studies showing
the good transport properties of compact PAHs [139,147]. The effect
of perhalogenation and TIPS functionalization is always to increase
both λh and λe, which results in a worsening of the transport prop-
erties for all cases considered. In particular, for both angular and
compact DBC, λh appears to be more affected than λe in all cases.
In addition, larger increases are observed upon halogen substitution
with respect to TIPS functionalization. As an example, in the case of
compact DBC, while F substitution gives rise to an increase of about
140% (80%) for λh (λe), respectively, for the TIPS case we observe an
increase of about 45% (40%) for the same quantities.
3.3 optical properties 65
(a)
(b)
Figure 21: Molecular reorganization energies for electrons (blue line) and
holes (red line) for Angular DBC (a), Compact DBC (b) and their
perhalogenated and TIPS-functionalized counterparts.
3.3 optical properties
Figure 22 displays the comparison between the absorption spec-
tra of unsubstituted and functionalized DBC molecules in the
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(a)
(b)
Figure 22: Absorption spectra of angular DBC (left) and compact DBC
(right) for the unsubstituted (black line), perchlorinated (red
line), perfluorinated (green line), and TIPS-functionalized (blue
line) molecules; the light gray area represents the visible region.
The absorption cross-sections are expressed in Megabarns (1
Mb = 10−18 cm2).
visible/near-UV region up to about 5 eV, as given by B3LYP/6-
31+G? TDDFT calculations. The absorption spectrum of angular
DBC is characterized by the presence of three peaks, the first one
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in the visible region (2.7 eV), a stronger peak at about 4.0 eV, and
another transitions at 4.7 eV. The absorption spectrum of compact
DBC shows only two absorption peaks in the same region, at about
2.8 and 4.1 eV, in order of increasing intensity. The effect of perflu-
orination for angular DBC is the replacement of the original 2.7 eV
peak with two new bands with similar intensity at 2.4 and 2.9 eV.
Also the main peak at 4.0 eV is splitted in two weaker peaks at 3.9
and 4.2 eV respectively, while the third one is red-shifted by about
0.1 eV. Perfluorination of compact DBC produces a slight redshift of
the whole spectrum, with the additional occurrence of a weak band
at about 3.1 eV. Consistently with previous TDDFT calculations for
TIPS-functionalized oligoacenes [149], the effect of TIPS functional-
ization is to redshift the whole spectrum and to greatly enhance the
absorption in the visible region. In particular, the new absorption
onset appears at 2.3 eV and 2.4 eV for angular and compact DBC,
respectively, with a redshift of about 0.4 eV with respect to the un-
substituted molecule in both cases. Finally, the effect of perchlorina-
tion produces again a redshift of the absorption spectrum, which is
the largest one as compared to the other modifications. In particular,
the absorption onset is found to be redshifted by ∼0.7 and 0.5 eV
for the angular and compact cases, respectively. In addition, while
an almost rigid shift of the spectrum occurs for the compact case, a
more complex pattern with two additional substructures at 3.1 and
3.3 eV is observed for the angular perchlorinated molecule. Over-
all, for both angular and compact DBC, halogen substitution and
TIPS-functionalization give rise to a redshift of the absorption onset
which reflects the fundamental gap reduction predicted by ∆SCF
calculations.
3.4 conclusions
We presented a systematic comparative study of
dibenzo[b,def]chrysene (angular) and dibenzo [def,mno]chrysene
(compact) in their unsubstituted, halogen-substituted (F, Cl), and
TIPS-functionalized forms. By combining DFT and TDDFT cal-
culations performed at the B3LYP/6-31+G? level, we computed
ionization energies, electron affinities, fundamental gap, exciton
binding energies, and molecular reorganization energies for both
holes and electrons. We found larger electron affinities for all
functionalizations, in the order Cl, F, TIPS. Ionization energies
are found to be enhanced following halogen substitution, and
reduced for TIPS functionalization. In both compact and angular
molecules, the above trends reflect in a general reduction of the
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fundamental gap upon chemical modification. Transport properties,
in relation to λ, appear to worsen in all cases, as shown by the
increase of the molecular reorganization energies due to chemical
modification. As for the optical absorption spectra, substitution/-
functionalization reshifts the onset energy in all cases. In addition,
the modified molecules display more structured spectra in terms
of higher intensities (TIPS) and number of transitions falling in
the visible/near-UV range (F, Cl). The exciton binding energy are
reduced in the Cl and TIPS functionalized molecules and nearly
unchanged for the F substitution. Our systematic quantitative
evaluation of the effect of morphology and functionalization on the
electronic, optical, and transport properties of dibenzochrysenes
can help in the choice of the best candidate molecule in the design
of new optoelectronic devices based on such compounds.
4
F R O M M O L E C U L A R T O B U L K P R O P E RT I E S . T H E
C A S E O F H E X AT H I A P E N TA C E N E
Contents
4.1 Introduction 69
4.1.1 Assessment of the Computational
Scheme 71
4.2 Molecular Electronic Properties 74
4.3 Molecular Optical Properties 77
4.4 Bulk Properties 80
4.5 Conclusions 83
4.1 introduction
As previously seen in the general introduction polycyclic aromatic
hydrocarbons (PAHs) are being largely used as active components
in different kind of devices such as organic field effect transistors
(OFETs), organic light emitting diodes (OLEDs), and organic photo-
voltaic (OPV) cells [22]. Linear acenes, in particular, are p-type semi-
conductors with good transport properties and are commonly em-
ployed as hole-transporters in OFETs [23–25]. These devices consist of
either single or multiple semiconducting parts which are usually as-
sembled in layered (e.g., OFETs and OLEDs) or blended (e.g., OPV-
bulk heterojunction) arrangements [150]. Small molecules offer sev-
eral advantages in comparison to polymers: they can be easily pu-
rified by different techniques and processable by both evaporation
and solution processing methods [26]. In addition, the electronic, op-
tical and transport properties of small molecules can be fine-tuned
via chemical modification or the addition of specific functional
groups to the conjugate core [25,28–31]. For example, the modification
with strong electronegative substituents is an effective approach for
converting p-type organic semiconductors to n-type [25,32].
To produce bipolar transistors, it would be ideal to have both
n-type and p-type organic semiconductors with similar physical
and electrical properties [33,34]. In the case of PAHs, however, de-
spite the successes with hole transport, it has turned out to be
more difficult to achieve n-type transport (e.g., pentacene OFETs
exhibit hole mobilities up to 5 cm2/(V·s) [23] and electron mobilities
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of 0.04 cm2/(V·s) [33]). Typically, n-type materials based on PAHs
are obtained by attaching to the conjugate core strong electron-
withdrawing groups such as CN [35], or by replacing the peripheral
H with halogen atoms (in particular F and Cl) [34,36]. The decreased
lowest unoccupied molecular orbital allows electron injection by
lowering the charge injection barrier.
Besides the intrinsic semiconductor charge mobility, the device
performances are strongly dependent on crystal structure and thin-
film morphology. These issues have been therefore extensively ad-
dressed in the literature, especially for non-functionalized and func-
tionalized linear acenes and heterocyclic derivatives. [37–40,151] In par-
ticular, the face-to-face pi-stacking motif is believed to be more
efficient for charge transport than the edge-to-face herringbone-
packing structures typical of organic semiconductors such as pen-
tacene, rubrene etc. [23,152]. It is known that the tendency to form
face-to-face stacked structures can be enhanced by adding periph-
eral substituents [23,47]. Inspired from studies on tetrathiafulvalene
(TTF) derivatives whose transport properties are enhanced by the
presence of S-S interactions [153,154], some groups have started intro-
ducing S atoms in the periphery of oligoacenes in order to provide
an alternative charge transport pathway other than the "natural" pi-
pi one [47,155].
Calculations of the electronic, optical, and transport properties
of the building blocks of organic semiconductors can contribute to
understand their properties and can provide guidelines for future
dedicated researches [28,30]. The aim of this chapter of this Thesis is
to theoretically evaluate the effect of a speific S-functionalization on
the electronic, optical and transport properties of linear PAHs in
the molecular and in the crystalline phase. We consider hexathia-
pentacene (HTP, C22H8S6), a derivative of pentacene (PNT, C22H14)
obtained by the symmetric substitution of 6 central H with S atoms
(a representation of the two molecules is given in Fig. 23). We
use Density Functional Theory (DFT) [53] and Time dependent DFT
(TDDFT) [83] to determine the effects of this particular substitution
on the electronic, optical, and transport properties of the molecules.
In particular, we compare electron affinities, ionization energies,
quasi-particle gap, optical absorption and molecular reorganization
energies for holes and electrons. Finally, we also investigate the elec-
tronic properties HTP and PNT molecular crystals within the DFT




Figure 23: Ball-and-stick representation of (a) hexathiapentacene (HTP)
[C22H8S6] and (b) pentacene (PNT) [C22H14] molecules.The C,
S, and H atoms are represented in grey, yellow, and white, re-
spectively.
4.1.1 Assessment of the Computational Scheme
For the molecules, DFT calculations have been performed using
the NWChem package [156]. Following previous works [138,139,144,157]
geometry optimization has been carried out using the hybrid
exchange-correlation functional B3LYP [75], in combination with the
6-31+G* basis-set, a valence double-ζ set augmented with d polar-
ization functions and s and p diffuse functions. The equilibrium C-S
distance was found to be 1.72 Å (1.75 Å for the central S atoms), this
corresponds to an increase of 58% (61%) with respect to the corre-
sponding C-H bond length in the PNT molecule. The other C-C and
C-H lengths in the S-substituted molecules remained unchanged.
The adiabatic electron affinities and ionization energies have been
calculated via total energy differences. The vertical ionization ener-
gies (IEV) and electron affinities (EAV) have been evaluated at the
relaxed geometry of the neutral molecules. This procedure enabled
the calculations of the quasi-particle gap which is rigorously defined
in the ∆SCF scheme as [80,81]:
Egap = IEV − EAV = (EN+1 − EN)− (EN − EN−1), (79)
EN being the total energy of the N-electron system.
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Using TDDFT, the excitation energies and the electronic absorp-
tion spectra in the visible/near-UV regions have also been obtained.
The calculations were performed with the NWChem package adopt-
ing the same level of theory B3LYP/6-31+G*. We used the frequency-
space implementation based on the linear response of the density
matrix, in which the poles of the linear response function corre-
spond to vertical excitation energies and the pole strengths to the
corresponding oscillator strengths. Knowing the first optically ac-
tive transition Eopt, the exciton binding energy have been estimated
through the difference Ebind = Egap − Eopt.
The DFT and TDDFT calculations are corroborated by many-body
perturbation theory (MBPT) calculations within the GW and Bethe-
Salpeter equation (BSE) formalisms, [92] using the same geometries
and basis set as that used at the DFT/TDDFT level. Our GW/BSE
calculations are performed with the Fiesta package [158–160] and take
as an input the same B3LYP/6-31+G* Kohn-Sham eigenstates as
generated by the NWChem package, allowing comparison with the
TD-B3LYP calculations on equal footing. Following a recent bench-
mark study of the optical absorption energies of a large standard
set of organic molecules [160], we perform partially self-consistent
GW calculations, namely reinjecting self-consistently the corrected
quasiparticle energies in the construction of the Green’s function G
and the screened Coulomb potential W. This was shown to lead
to an excellent agreement with the so-called “best theoretical esti-
mates" provided by high-level quantum chemistry techniques [160].
Our BSE calculations are performed beyond the Tamm-Dancoff ap-
proximation, namely mixing excitations and de-excitations. More
details about the methodology can be found in Ref.[ 160].
Conductivity in organic molecular semiconductors is known to
occur via a hopping mechanism in which charge carriers jump be-
tween adjacent molecules, usually under the effect of an external
applied field. This process, treated within the semiclassical Mar-
cus theory, is described by associating to electron transfer an over-
all rate constant proportional to exp [−λ/(4kBT)] (where kB is the
Boltzmann constant and T the temperature [110,136]). The quantity
λ, the molecular reorganization energy or intramolecular coupling,
affects critically the charge-transfer process: low values of the reor-
ganization energy imply high transfer rates. λ can be computed via
the "four-point method" as the sum of two contributions [110,136] (for
more details see Eq. 59 in Sect. 2.4).
In the present paper we present results also on the electronic and
optical properties of PNT and HTP in the solid phase, i.e. in the
corresponding molecular crystal structures. For the corresponding
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PNT and HTP solid phases, all DFT calculations have been per-
formed with the Abinit code [161–163]. We relaxed both the atomic
positions and the cell parameters by minimizing the forces acting
on the atoms (reaching less than 1 meV/Å) and the stresses (reach-
ing less than 1 kPa). The relaxed cell parameters (reported in Table 3)
are in excellent agreement (with an average error smaller than 1%
the experimental values taken from Refs. 151 and 47 for PNT and
HTP, respectively). Their unit cells are characterized by the triclinic
space group P1 and contain two molecules. They are displayed in
Fig. 24.
PNT and HTP show very similar H-H bonds (see distances d1
and d2 in Fig. 24) connecting the molecules along the long molec-
ular axes. In contrast, the bonding between molecules in the other
two directions is very different in PNT and HTP. In the former, H
atoms are connected to C atoms (distances d3 and d4); while, in the
latter, S-S bonds are formed leading to a very different arrangement
of the molecules in the two crystals. Both PNT and HTP exhibit a
herringbone pattern with herringbone angles θ of 50◦. Three more
angles are used to describe the orientation of the molecules inside
the crystal: δ, the angle between the long molecular axes, χ1 and χ2
the angles between each long molecular axis and the reciprocal lat-
tice vector c∗ (which is perpendicular to lattice vectors a and b). In
PNT, the long molecular axes of the molecules are nearly parallel to
each other (δ is almost zero). This is very different in HTP for which
δ=25◦. The values of χ1 and χ2 are also very different in both cases.
The particular pi-stacking structure of HTP can be ascribed to
the sulfur atoms which prevent the edge-to-face interactions of the
molecular units of PNT. In fact face to face stacking, which is be-
lieved to be more efficient in transport that the herringbone one,
has been proven to be favored with added peripheral subsittuent
atoms. [47] Moreover a short S-S atoms distance results which can be
ascribed to the electrostatic intermolecular attraction between the
partial positive charge of the outer S atoms with the partial negative
charge of the central S atom of neighboring molecules. [47]
We employed Troullier-Martins pseudopotentials [164] and a plane-
wave expansion of the wavefunctions using an energy cutoff Ecut of
50 Ry. The Brillouin zone (BZ) was sampled using a 4×4×4 grid.
The exchange-correlation (XC) energy was approximated using the
the PBE [72] generalized gradient approximation functional with the
addition of the Grimme semiempirical D3 long-range dispersion
correction [165] combined with Becke-Jonson damping [166].
For the electronic band structures, the electronic properties rely-
ing on the DFT eigenvalues lead to a well known underestimation
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Table 3: Theoretical and experimental lattice parameters for the solid
phases of hexathiapentacene [ 47] and pentacene [ 151].
a (Å) b (Å) c (Å) α(◦) β(◦) γ(◦)
HTP
PBE 3.875 14.263 16.465 72.865 89.087 84.157
Expt. 3.894 14.334 16.551 72.458 88.886 84.169
PNT
PBE 6.231 7.656 14.427 76.862 88.087 84.451
Expt. 6.266 7.775 14.530 76.475 87.682 84.684
of the band gap in particular with semilocal functionals such as
PBE. MBPT calculations should in principle be performed. But this
task is very demanding and beyond the scope of our study. Hybrid
functionals have been proposed as a cheaper alternative approach to
cure the band-gap problem. In recent studies [167,168], it was pointed
that the inverse of the macroscopic dielectric constant provides a
"reasonable" value for the fraction of exact exchange to be included
in the hybrid functional. In organic crystals such as HTP and PNT,
the typical dielectric constant is of the order of 4 to 5, leading empir-
ically to 20 or 25% of exact exchange. This points to the well-known
B3LYP functional that contains 20% of exact exchange. In the spirit
of the single-shot G0W0 formalism, we have therefore performed a





nk + 〈ψPBEnk |VB3LYPxc −VPBExc |ψPBEnk 〉, (80)
assuming that the PBE ψPBEnk are very close to the B3LYP ones.
Notice that the use of B3LYP exchange-correlation (XC) functional
both for the solid and molecular phases of PNT and HTP permits
us to treat XC effects for consistency on the same footing for the two
phases.
4.2 molecular electronic properties
Table 4 reports all the computed observables for HTP and PNT
molecules together with the corresponding experimental data when
available.
The difference between theory and experiments is always under
8% showing the accuracy of the computational procedure adopted.
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Figure 24: Ball-and-stick representation of the unit cells of crystalline (a)
HTP and (b) PNT. In the upper panels, the top view is reported
parallel to the vector orthogonal to the two directions normal to
the molecules. In the lower panels, the side view is generated
such that one of the two molecules is in the plane. Various dis-
tances and angles (see text) are reported directly in the figure.
Only selected repeated images are reproduced in order to ease
the visual perception. The C, S, and H atoms are represented in
grey, yellow, and white, respectively.
For the absolute IP (or AE) values, the aug-cc-pVTZ basis had to
be used for the GW calculations. Indeed, they converge more slowly
with basis size as compared to ∆SCF DFT calculations. Explicit com-
parisons between the 6-31+G* and aug-cc-pVTZ GW values confirm
however that the (HOMO-LUMO) gap is converged within 10 meV
at the 6-31+G* level, indicating that occupied/unoccupied states are
affected very similarly by basis set changes.
With respect to the parent molecule the HTP shows an increase of
the ionization energies (IE) by 10% (∼0.6 eV for both the adiabatic
and vertical quantities) and a sensible rise of the electron affinities
(EA) up to 60% (about 0.86 eV for both vertical and adiabatic quanti-
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Table 4: Calculated observables for HTP and PNT molecules: adiabatic and
vertical electron affinities (EAA, EAV) and ionization energies (IEA,
IEV), quasi-particle corrected HOMO-LUMO gaps (Egap), molecu-
lar reorganization energies for holes and electrons (λh, λe). The
experimental data from HTP and PNT are from Refs. [ 47] and [
139]. All values are given in eV.
IEA IEV EAA EAV Egap Eopt Ebind λh λe
HTP
B3LYP 6.70 6.76 2.34 2.27 4.49 1.79 2.70 0.13 0.14
GW – 6.78 – 2.35 4.44 1.56 2.88 – –
Expt. – – – 1.61 – – –
PNT
B3LYP 6.12 6.16 1.48 1.41 4.75 1.91 2.84 0.09 0.13
GW – 6.42 – 1.48 4.95 1.84 3.11 – –






























Figure 25: Schematic representation of the electronic and optical proper-
ties of the HTP and PNT molecules. The vertical ionization en-
ergies (IEV) and electron affinities (EAV) are indicated by blue
and red lines, respectively, with the quasiparticle gap (Egap) rep-
resented by the solid arrows. The optical onsets (Eopt) are re-
ported using solid magenta lines and the exciton binding ener-
gies (Ebind) are indicated by the dashed arrows.
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ties). The quasi-particle gap (Egap) is consequently reduced by 5.5%
(0.26 eV). The optical absorption onset (Eopt) is found to be red-
shifted by about 6% (0.12 eV). The difference between this quantity
and the Egap provides an estimate of the exciton binding energy
(Ebind) which appears to be reduced by 5% (0.14 eV).
Since molecular reorganization energies are found to increase for
both holes and electrons after the substitution by S atoms, a wors-
ening of those transport properties depending of these particular
parameters could be expected.
The effect appears to be more pronounced for p-transport (λh
rises by 41%, 0.04 eV) than for n-transport (λe increases by only
8%, 0.01 eV).
4.3 molecular optical properties
Figure 26 displays the absorption spectra in the visible region (in
the energy range from 1.5 to 3.75 eV) of HTP and PNT as computed


























Figure 26: (Color online) Comparison between the computed TDDFT ab-
sorption cross section (in Mb) of molecular PNT (blue solid line)
and HTP (red solid line) as a function of energy (in eV).
For the energy-range considered, PNT shows only a very small
absorption peak (4.7 Mb) at 1.91 eV and results almost inactive in
the remaining part of the visible range. At variance with PNT, HTP
shows a redshift of the optical onset (with a reduction of -0.12 eV)
with an enhancing of this absorption structures, the amplitude of


























Figure 27: (Color online) Comparison between the computed TDDFT (red
solid line) and experimental (black crosses) absorption cross sec-
tion (in Mb) of molecular HTP as a function of the wavelength
(in nm). The experimental data are taken from Ref. [ 47].






























Figure 28: (Color online) Comparison between the computed TDDFT (blue
solid line) and BSE (blue dashed line) absorption cross section
(in Mb) of molecular PNT as a function of the energy (in eV).
which rises up to 18 Mb. A second small absorption peak (4.7 Mb
of amplitude) appears at the upper side of the visible region (more
specifically at 2.93 eV). The substituted compound shows his most




























Figure 29: (Color online) Comparison between the computed TDDFT (red
solid line) and BSE (red dashed line) absorption cross section
(in Mb) of molecular HTP as a function of the energy (in eV).
important absorption structure at the lower edge of the near UV
region. This structure presents a main peak (34.5 Mb of amplitude)
at 3.35 eV and a shoulder (13.9 Mb) at 3.46 eV.
With respect to the unsubstituted molecule, the HTP globally
presents an increasing of absorption in the visible region, due to
a combination of increased amplitude of the first absorption peak
and a new structure at the upper edge of the visible region. The
S-functionalized molecule also presents his most important absorp-
tion peak in the very near UV range of energies, in which pentacene
does not shows absorption peaks.
Figure 27 shows the comparison between our TDDFT calculated
spectrum and the experimental absorption spectrum of hexathia-
pentacene taken in solution with 1,12-dichlorobenzene at 100 ◦C [47].
We found good agreement in terms of the position of the main ab-
sorption peaks. The differences between the two plots (in particular
the redshift of the experimental curve with respect to the calculated
one) are mainly due to known effects of the solvent on the measure-
ments of the absorption spectra [169].
In case of Fig. 27 the comparison between the computed and ex-
perimental absorption peaks should be performed giving details on
the effective oscillator strengths which are proportional to the area
beneath the reported structures. Therefore in this case we have, for
the experimental peak (A), at 391.8 nm (3.16 eV) a calculated area
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530 Mb×nm (which corresponds to an oscillator strength by 0.2)
to be compared with theoretical peak at 369.1 nm (3.36 eV) with an
area by 455 Mb×nm (oscillator strength 0.17). On the other hand the
experimental peak (B) at 730.9 nm (1.7 eV) shows a calculated area
of 1613 Mb×nm (with an oscillator strength by 0.59) to be compared
with theoretical peak around 693.5 nm (1.79 eV) with 820 Mb×nm
area (oscillator strength 0.3).
Aside from the shift in the peak positions (22.7 nm for A and
37.4 nm for B) in the experimental case just discussed before, the
high energy structure for HTP shows a better comparison with the
computed value when considering the effective oscillator strength
(difference of 16 % in the case of A).
In Figs. 28 and 29 we have reported the comparison of the ab-
sorption spectra calculated within Time Dependent DFT and the
GW/BSE method in both cases using the basis set 6-31+G*.
In Fig. 28 the use of the GW/BSE produces a principal peak at 4.26
eV nearly coincident with that after TDDFT (aside a 21 % reduction),
and a blue shifted small structure at the onset around 2 eV.
In Fig. 29 the two peaks around 2.9 eV and 3.4 eV produced by the
two methods are nearly coincident. On the other hand the GW/BSE
scheme describes an absorption peak at the onset red shifted by 0.23
eV nearly unchanged. For this particular peak it could be demon-
strated that the above shift results negligible going from basis set
6-31+G* to AUG-cc-pVTZ.
4.4 bulk properties
The electronic band structures for crystalline solid HTP and PNT
calculated along high-symmetry lines of the BZ are presented in
Figure 30. The coordinates of the high-symmetry points in the re-




















The direct energy gaps in these high-symmetry points are re-
ported in Table 5. The fundamental gap is located at the A point
for PNT and at the Γ point for HTP. As expected, the calculated
PBE gap for PNT (0.73 eV) is considerably smaller than the exper-
imental gaps for solid PNT (Egap=2.2-2.4 eV) [105]. Using the B3LYP
functional, it reaches 1.6 eV which is a clear improvement but still
0.6-0.8 eV below the experimental value. Note that the calculated
GW [170] quasiparticle gap (1.9 eV) is also 0.3-0.5 eV too low. For
HTP, we are not aware of any measurement of the band gap nor
of any GW calculations. However, we expect that a similar trend
(EB3LYPgap < EGWgap < E
Expt.
gap ) also holds.
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(a)
(b)
Figure 30: Electronic band structure of the crystalline solid phases of (a)
PNT and (b) HTP at GGA-PBE level (see text) . The lowest con-
duction and highest valence bands are highlighted in red and
blue, respectively.
In the present case, the HTP molecular solid here calculated
presents energy bands which show differences with respect to the
PNT solid either in the energy gaps and in the dispersion with
respect to solid PNT. After present calculations within B3LYP for
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Table 5: Values of the direct energy transitions (from valence to conduc-
tion) at various high-symmetry points for HTP and PNT calcu-
lated using the PBE and B3LYP exchange-correlation functionals.
Previous PBE results from Ref. [ 105] are also reported for PNT.
All values are given in eV.
Γ Y Z B A D
HTP (this work)
PBE 1.03 1.16 1.04 1.06 1.15 1.15
B3LYP 1.95 2.11 1.96 1.99 2.09 2.09
PNT (this work)
PBE 0.91 1.29 0.92 1.02 0.73 0.74
B3LYP 1.80 2.26 1.81 1.92 1.60 1.61
PNT (from Ref. 105.)
PBE 0.89 1.29 0.92 1.03 0.71 0.72
the direct gaps solid HTP shows larger values (ranging from 0.1
to 0.5 eV) with respect to the solid PNT aside from point Y of
1STBZ (first Brillouin zone); in fact at this point solid HTP shows
a smaller band gap value by 0.15 eV with respect to solid PNT
(see Tab. 5). Therefore at the B3LYP level the lower onset energy
for optical absorption for solid PNT turns out to be 1,60 eV (direct
transition at point A of the 1STBZ) while for solid HTP comes out
to be 1,95 eV (direct transition at point Γ of the 1STBZ). Consider
that for the molecules (see Tab. 4 for the B3LYP case) the optical
onset results at lower energy for HTP molecule than for PNT cluster.
With respect to band dispersion 0.31 eV for PNT and 0.10 eV for
HTP for the lowest conduction band (LCB) and 0.26 eV and 0.13 eV
respectively for PNT and HTP highest valence band (HVB) result
(See Tab. 6). For these bands in the PNT case larger dispersions
result.
These effects can be ascribed to a combined action of the different
molecular packing and the sulfur substitution in HTP crystal.
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Table 6: Band dispersion of the highest valence band (HVB) and lowest
conduction band (LCB) of HTP and PNT molecular solids calcu-
lated within PBE along various high-symmetry directions (ΓX, ΓZ,
ΓB, ΓA, and ΓD) as well as in the full Brillouin zone (BZ). Previous
PBE results from Ref. [ 105] are also reported for PNT. All values
are given in eV.
ΓX ΓZ ΓB ΓA ΓD BZ
HTP (this work)
HVB 0.113 0.003 0.004 0.106 0.096 0.134
LCB 0.021 0.006 0.024 0.015 0.015 0.100
PNT (this work)
HVB 0.142 0.010 0.022 0.082 – 0.225
LCB 0.188 0.021 0.068 0.107 – 0.305
PNT (from Ref. 105.)
HVB 0.167 0.017 0.035 0.087 0.080 0.256
LCB 0.121 0.026 0.074 0.088 0.093 0.306
4.5 conclusions
We have presented a comparative investigation between the elec-
tronic properties of isolated molecules and the corresponding molec-
ular solids in the specific case of hexathiapentacene and pentacene
using state of the art computational techniques. We have studied
how molecular features are modified within the solid environment.
For the molecular phase using an all-electron code, we have com-
puted ionization energies, electron affinities, quasi-particle gap, opti-
cal absorption, and molecular reorganization energies for both holes
and electrons. We have found larger electron affinities and ioniza-
tion energies for HTP, as compared to its parent PNT molecule,
which gives rise to a reduction of the quasi-particle gap. The onset
energy of the optical absorption spectrum for the molecules is red-
shifted following functionalization and the same trend is found for
the exciton binding energy. The visible-near UV region of the HTP
molecular spectrum shows an enhancing of the absorption due to
the red-shift and increased amplitude of the first peak and due to
the new large structures in the very near UV.
For the corresponding PNT and HTP crystalline molecular solids,
we have observed that different molecular packing stacks and sulfur
substitution determine important differences in the electronic prop-
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erties of the two systems. We have found that the dispersion of the
bands shows differences in the two solids.
In the case of the molecular solids PNT, at the B3LYP level, shows
a smaller fundamental gap wit respect to HTP. This finding differs
from the gap ordering found for the HTP and PNT mlecules.
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A common key parameter for organic-based applications in devices
is the charge carrier mobility. [126] In this sense, Graphene Nano-
Ribbons (GNRs) are expected to reach the graphene limit of zero
band gap (extremely large mobilities) for sufficiently large widths.
The impact of using GNRs in thin-film nanoelectronics or organic
field-effect transistors, [171,172] besides improvements in device fab-
rication processes, is believed to depend not only on the intrinsic
charge carrier mobilities of the organic materials but also on the
relative positions of the interacting molecules, which is intimately
related to the supramolecular ordering of the samples.
In this Chapter we would like thus to address the behavior of
angular dibenzochrysene (DBC), compact dibenzochrysene (or an-
thanthrene, ANT), PYR as a smallest examples of GNRs and compare
the intrinsic efficiency of these materials for charge transport in the
hopping regime with respect to Pentacene (PNT), which can be con-
sidered as a benchmark in the field of organic semiconductors (in
particular as hole transporter). We will also perform a comparison
of transport performances of this PAHs with ther perfluorinated
derivatives: Perfluoro-Pentacene (PFP), Perfluoro-Dibenzochrysene
(PF-DBC) Perfluoro-Anthanthrene (PF-ANT) and Perfluoro-Pyrene
(PF-PYR).
5.2 computational framework
The interplay between electronic and vibronic interactions promotes
charge-transfer (CT) at room temperature in organic molecular semi-
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conductors. The widely applied idealized mechanism known as
Marcus theory [113,173], (as we have seen in Sect. 2.4) describes CT
as a self-exchange hole(electron)-transfer chemical reaction between
the molecules.
The non-adiabatic transfer rate, kCT, is used to quantitatively an-
alyze these properties. According to the weak-coupling regime, the
rate critically depends on two parameters that can be extracted from
quantum-mechanical calculations (see Ref. 110,174,175 and Sect. 2.4
for the complete explanation) the intramolecular coupling, or reor-
ganization energy (λ), and the electronic coupling between adjacent
molecules, or transfer integral (t). The form of the rate is described











The strategy to compute the internal reorganization energy λ uses
the so-called four-point method [176,177], previously seen in the Sect
2.4, which requires the separate optimization of the geometry of
the neutral (En) and charged molecules (Ec) and the single-point
calculations of the neutral molecule at the charged geometry (E(c)n )
and of the charged molecule at the neutral geometry (E(n)c ):
λ = λ1 + λ2 = (E
(c)
n − En) + (E(n)c − Ec)
The contribution to λ from the reorganization of the surrounding
medium after the arrival of the charge (the so-called external contri-
bution to the reorganization energy) has been calculated, and found
to be of little significance for closely related molecules [178] and will
thus be thereby neglected.
Furthermore, the mobilities not only depend on the intrinsic elec-
tronic properties of the materials but also on the dimeric interac-
tions between neighboring molecules. [179] It is possible to use a co-
facially stacked dimeric nanostructure to approximate the expected
solid packing. For this purpose we have choosen two values of the
dimer distance: the equilibrium distance between the two molecules
and the distance of 3.5 Å which is is the typical distance of a thin-
film packing (greater than the experimental interplanar distance of
graphite (3.35 Å)) as suggested by Sancho-Garcia et al. in Ref. [ 147].
The equilibrium distance for a certain dimer is determined calculat-
ing at which distance of two facially stacked molecules, the energy
of the dimer is at minimum.
The transfer integral t is thus calculated for the two distances
(optimized one and 3.5 Å) by the method known as energy splitting
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in dimer [180] to obtain a simple yet reliable [125,181] estimate of the
electronic coupling for cofacial dimers using the Eq. 59 previously





Both the molecular reorganization energy λ and the transfer integral
t play an important role in the calculation of the mobilities within
the Marcus theory. Since λ coefficient enters in the argument of an
exponential, it has a stronger influence in the hopping rate and, as
a consequence, on the mobility.
Tab. 7 shows the values of λ and t for all compounds here consid-
ered calculated at the dimer equilibrium distance and at the fixed
distance of 3.5 Å. For the λ coefficients we can see that the values
λh λe th te deq t’h t’e
[eV] [eV] [eV] [eV] [Å] [eV] [eV]
PNT 0.092 0.13 0.213 0.229 3.80 0.342 0.361
PYR 0.15 0.21 0.223 0.219 3.80 0.355 0.346
ANT 0.11 0.15 0.245 0.240 3.73 0.350 0.342
DBC 0.12 0.16 0.233 0230 3.75 0.345 0.339
PFP 0.23 0.24 0.255 0.287 3.45 0.234 0.265
PF-PYR 0.34 0.99 0.261 0.265 3.45 0.240 0.244
PF-ANT 0.26 0.27 0.266 0.268 3.45 0.245 0.247
PF-DBC 0.26 0.25 0.262 0.283 3.45 0.241 0.261
Table 7: Molecular reorganization energies for holes and electrons (λh and
λe), transfer integral at the equilibrium distance for holes and elec-
trons (th and te), values of equilibrium distances for the dimers
(deq) and transfer integral at fixed distance of 3.5 Å (t′h and t
′
e) .
for the holes are always smaller with respect to the electron cases
aside from PF-DBC in which a small inversion results. For the un-
substituted systems we found large differences between electrons
and holes λ(with differences in the range 33÷ 41 %) while for the
perfluorinated ones the differences appear small (4%) with the ex-
ception of PF-PYR which shows a λe nearly tripled with respect to
λh.
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Figure 31: Electrons hopping rate KCT for all studied compounds, cal-
culated as function of the absolute temperature (T). Colored
crosses curves identify pure molecules (black for PNT, red for
ANT, green for DBC and blue for PYR); typeface squares curves
correspond to the perfluorinated ones.
For the transfer integral t of the perfluoro-compounds, calculated
at the equilibrium distance of the dimer, the values for electrons are
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always larger than those for the holes (differences always under 13
%). In the case of the pure molecules, for these parameters (aside
from PNT), the t values for the holes are larger than those for the
electrons (−1÷−2 %; +8 % for PNT). Same behavior we found for
the calculations at the distance of 3.5 Å with differences of the same
order of magnitude between electrons and holes parameters.
Generally if we make a comparison of the values obtained for the
transfer integrals t at the two different distances (equilibrium one
and fixed one), the pure PAHs (PNT, PYR, ANT and DBC) show
larger values for t′h and t
′
e with respect to th and te. Perfluorinated
molecules show the opposite behavior (t′h and t
′
e smaller with re-
spect to th and te). This could be considered as a consequence of
the reduction (in the case of pure systems) or the increase (for the
halogenated ones) of the intermolecular distance in the dimers.
Fig. 31 shows the electron hopping rates (Kct) calculated using the
values in Tab. 7 and the Eq. 58 (according to the Marcus semiclassi-
cal framework explained in Sect. 2.4). The temperatures range has
been chosen here according to what reported in [ 182].
Figure 32: Holes hopping rate KCT for all studied compounds calculated as
function of the absolute temperature (T). Colored crosses curves
identify pure molecules (black for PNT, red for ANT, green for
DBC and blue for PYR); typeface squares curves correspond to
the perfluorinated ones.
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PF-PYR shows a rather different behavior with respect to the
other compounds, with Kct almost 3÷ 6 order of magnitude lower
as compared with other molecules. This particular fact is due to
the large λ coefficient for this perfluorinated molecule (see Tab. 7).
We consider in Fig. 31-b a limited range for the hopping rates to
obtain a more clear vision of the hopping rate values for the other
molecules (with this choice the PF-PYR curve results out of range).
DBC and ANT show a behavior similar to PNT in the whole tem-
perature range but with consistent differences in terms of values of
Kct which results reduced from 27 % to 49 % in the case of DBC
and from 12 % to 30 % in the case of ANT in comparison with
PNT. A clear grouping of the pure compounds and the perfluori-
nated ones results with the only exception of the pure PYR which
shows the lowest performance with respect to the other unsubsti-
tuted molecules here considered. In all cases the perfluorination de-
termines a lowering of the electron hopping rate within the temper-
atures range here considered.
The Fig. 32 shows the holes hopping rates (Kct) calculated within
the same framework of the electronic ones. In this case the ANT
shows a very similar behavior with respect to PNT (with differ-
ences under 15 %) and even slightly better in for T>280 K (+6 %
at T=400 K).
Comparing Fig. 32 with Fig. 31-a and Fig. 31-b we can see that, in
both cases for pure and perfluorinated molecules, each curve for the
holes is higher with the corresponding one for the electrons. This is
a clear manifestation that, either in the pure state or in the perflu-
orinated one, for the molecules here considered, the hole mobility
plays a dominant role.
Differently from the case of electrons, the hole hopping rate for
pure PYR is the lowest in between all the pure systems but remains
above the values for all the perfluorinated molecules in the consid-
ered temperature range.
In Fig. 33 we report the holes mobilities for different molecules
normalized with respect to the mobility of pentacene. The ratio of
the charge carriers mobilities (holes or electron) for two different
compounds (in this case DBC, ANT, PYR and corresponding perflu-
orinated, indicated with X, and PNT), can be obtained, according















This equation provides a simple direct comparison between exper-
imental mobility values and theoretical charge transfer rates ob-
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Figure 33: Relative holes mobilities (normalized with respect to PNT) cal-
culated as function of the absolute temperature (T). Colored
crosses curves identify pure molecules (red for ANT, green for
DBC and blue for PYR); typeface squares curves correspond to
the perfluorinated ones.
tained for the various molecules. From the Fig. 33 it is clear that
the only compound which presents a comparable hole mobility is
the ANT which shows a better performance (+2.3 %) at T=400 K. In
general the perfluorinated molecules present always a worsening in
the relative mobility if compared with the PNT. PYR and PF-PYR
molecules show the worst behavior in terms of relative hole mobil-
ity respectively in relation to pure and perfluorinated candidates we
considered in this work.
In Fig. 34 shows the electron mobilities normalized with respect
to the mobility of PNT. Also in the case of Fig. 34-b PF-PYR curve
has been set out of the range, to obtain a better visualization of the
curves relative for the other molecules.
For these carriers too, we found the best performance in the case
of ANT which is lower by about 15 % in particular at high tempera-
tures.
For the electron relative mobility the PYR presents a very poor
performance with respect to the other PAHs with a relative mobility
similar (and in one case lower) than those of the fuoro-substituted
systems.
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(a)
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Figure 34: Relative electrons mobilities (normalized with respect to PNT)
calculated as function of the absolute temperature (T). Colored
crosses curves identify pure molecules (red for ANT, green for
DBC and blue for PYR); typeface squares curves correspond to
the perfluorinated ones.
PF-PYR shows the worst performance with a relative mobility
from 3 to 7 orders of magnitude lower with respect to that other
molecules.
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Figure 35: Relative mobilities for holes (red) and electrons (blue) calcu-
lated at the equilibrium distance and at T=293,15 K=20 ◦C
The histograms in Fig. 35 highlight the relative mobilities for the
holes and the electrons with respect to PNT at the room temperature
(T=20 ◦C=293,15 K). For all the PAHs is confirmed their hole trans-
porter nature. For these molecules best performance is showed by
the ANT but even in this case the value of mobility remains under
the value of PNT.
For the perfluorinated systems, aside from PYR, the electrons mo-
bilities perform better than the holes ones. This fact confirms the
well known transition from p-type to n-type semiconductor after
fluorination [183], with values of electron relative mobilities always
below 40%.
In the case of PF-PYR the relative electron mobility result too low
to be visible in Fig. 35
We have also performed calculations for the same quantities (hop-
ping rates and relative mobilities for holes and electron) in the case
of dimer intermolecular distance d=3.5 Å
Fig. 36 and 37 report the behavior of electrons KCT as a function
of temperature, calculated at the distance of 3.5 Å. The second plot
is a magnification with the curve of PF-PYR out of the range.
For the electrons KCT the Figures 36 and 37 shows an increase of
values for all pure molecules which appear from 2 to 2.5 times larger
with respect to the same quantities for the optimized distance, and a
moderate lowering in the case of functionalized PAHs by about 15 % .
For the pure molecules this behavior is essentially a consequence of
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(a)
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Figure 36: Electrons hopping rate KCT calculated at dimer distance of 3.5
Å (b) in comparison with the same quantities calculated at deq
(a), as function of the absolute temperature (T). Colored crosses
curves identify pure molecules (black for PNT, red for ANT,
green for DBC and blue for PYR); typeface squares curves cor-
respond to the perfluorinated ones.
the increase of the transfer integral t due to the reduction of cofacial




Figure 37: Magnification of electrons KCT plot calculated at dimer distance
of 3.5 Å (b) in comparison with the same quantities calculated
at deq (a), as function of the absolute temperature (T). Here PF-
PYR curve is out of the range)
Colored crosses curves identify pure molecules (black for PNT,
red for ANT, green for DBC and blue for PYR); typeface squares
curves correspond to the perfluorinated ones.
3.80 Å to 3.5 Å). On the other hand the small reduction reported for
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the fluoro-compounds of is due to the limited decrease of t caused
to the raise of the dimer distance from 3.45 Å to 3.5 Å.
Fig. 38 reports the trend of KCT for the holes at the same distance
(3.5 Å) and we can see the same behavior found for the electrons.
Even for the holes the hopping rate presents a large raise for the
original molecules (same order of the increase of electrons) and a
small lowering for the halogenated ones (even in this case of the
same order of the reduction previous encountered for the negative
carriers). These facts are mainly ascribable to the same reasons seen
above for the electrons. Figures 39 and 40illustrate the behavior of
the electron relative mobility (respect to PNT) calculated with the
parameters at the distance of 3.5 Å using the Eq. 81. Compared with
the calculations at the equilibrium distances the mobility shows a
reduction for DBC (−9.5 %) and an increasing for PYR (+4 %) and
ANT (+5 %) but even after this increasing, the mobility of ANT
(which shows the best performance) remains under the mobility of
PNT. We found, instead, large worsening of electron mobility for
the pefluorinated compounds with lowering by about 64 % for PFP,
PF-ANT, PF-DBC and 58 % for PF-PYR.
In Fig. 41 we can see the trend for the holes relative mobility at
the distance of 3.5 Å. Also in this case we found a large reduction
for fluoro-substituted compounds (-66 % for all fluorinates) and a
smaller reduction for DBC (-12 %) and ANT (-18 %), while the val-
ues for PYR remains almost unchanged. Also for the holes mobility,
the ANT shows the best response in terms of mobility but even in
this case its value remains under the PNT one.
These behaviors are a consequence of the fact that the reduction
of the dimer distance from deq to 3.5 Å enhances even the hopping
rate of PNT which remains higher with respect to the new values




We have performed a systematic comparison for pure and perfluo-
rinated PAHs relatively to the values of carriers hopping rate (KCT)
and relative mobilities (respect to PNT) for holes and electrons. All
the observables are calculated at equilibrium distance (deq) and at
the fixed distance d = 3.5 Å for the corresponding dimers in a range
of temperatures from 150 K to 400 K.
We found that for all molecules and for both holes and elec-




Figure 38: Holes hopping rate KCT calculated at dimer distance of 3.5 Å (b)
in comparison with the same quantities calculated at deq (a), as
function of the absolute temperature (T). Colored crosses curves
identify pure molecules (black for PNT, red for ANT, green for
DBC and blue for PYR); typeface squares curves correspond to
the perfluorinated ones.
in terms of KCT essentially due to the large increasing of molecu-
lar reorganization energies (λe and λh) after the substitution. This
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Figure 39: Relative electrons mobilities (normalized with respect to PNT)
calculated at dimer distance of 3.5 Å, as function of the ab-
solute temperature (T). Colored crosses curves identify pure
molecules (red for ANT, green for DBC and blue for PYR); type-
face squares curves correspond to the perfluorinated ones.
behavior is also confirmed going from deq to 3.5 Å in the dimer dis-




Figure 40: Magnification of relative electrons mobilities plot (normalized
with respect to PNT) calculated at dimer distance of 3.5 Å, as
function of the absolute temperature (T). Here PF-PYR curve is
out of the range.
Colored crosses curves identify pure molecules (red for ANT,
green for DBC and blue for PYR); typeface squares curves cor-
respond to the perfluorinated ones.
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(b)
Figure 41: Relative holes mobilities (normalized with respect to PNT) cal-
culated at dimer distance of 3.5 Å, as function of the absolute
temperature (T). Colored crosses curves identify pure molecules
(red for ANT, green for DBC and blue for PYR); typeface
squares curves correspond to the perfluorinated ones.
two different distances, we found an important increase of KCT at
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3.5 Å dimer distance for the pure systems and a slight reduction for
the halogenated ones after the transition to the fixed distance.
The relative holes mobilities, evaluated at deq, results for almost all
compounds lower with respect to PNT; the only compound which
presents a comparable hole mobility is the ANT which presents a
mobility of the order of +2 % larger then that of PNT (but just at
temperatures higher with respect to the room temperature). For the
electrons relative mobility (in the same conditions) we found always
a worsening as compared with that of PNT.
The same quantities, but evaluated at d = 3.5 Å present a worsen-
ing for all compounds (except for electrons in the case of PYR and
ANT, for which the curves remain almost unchanged).
In general at fixed distance, none of the compounds under study
presents better mobility as compared to PNT, despite the growth
of their respective KCT. The performance of compounds with large
aromatic core (ANT and DBC) in comparison with PNT, suggests that
systems with even larger conjugated core (e. g.large circumacenes)
than ANT and DBC could obtain better performances with respect to
PNT even in the presence of fluorination.

6
C O N C L U S I O N S
In this Thesis we used different computational techniques to per-
form a systematic comparative study, focused on the effects of chem-
ical substitutions or functionalizations on the electronic, optical and
charge-transport properties of several Polycyclic Aromatic Hydro-
carbons (PAHs) systems. More specifically, we have extensively stud-
ied the effects of partial or total substitutions with electronegative
atoms (F, Cl, S) and the addition of Tri-Isopropylsilylethynyl (TIPS)
groups.
In the case of molecular systems we used the hybrid exchange-
correlation functional B3LYP in conjunction with a gaussian local-
ized basis set as implemented in the all-electrons code NWChem.
We computed Electron Affinity (EA), Ionization Energy (IE), Quasi-
Particle (QP) gap, exciton binding energies, and molecular reorgani-
zation energies for both holes and electrons considering the effects
of partial sulfur substitution (Hexathiapentacene, HTP) and com-
plete halogenation and addition of TIPS groups (for Dibenzochry-
sene (DBC) and Anthanthrene (ANT)).
For HTP we found larger EA and IE as compared to its parent
molecule PNT and a reduction of the QP gap. We observed the same
behavior in the case of halogen substitutions for both DBC and ANT.
Following TIPS functionalization the same molecules show a rise of
EA and a lowering of IE. In both compact and angular molecules,
the above trends reflect a general reduction of the quasi-particle
gap upon chemical modification.
The effect of substitution with electron withdrawing atoms (F, Cl,
S) and functionalization with large steric hindrance groups (TIPS)
gives rise to a redshift of the onset energy in the optical absorp-
tion spectra for all the systems considered. In addition, substituted
molecules display more structured spectra in terms of higher inten-
sities (TIPS) and number of transitions occurring in the visible/near-
UV range (F, Cl). Analogous behavior is also observed in the case of
HTP.
After chemical modifications charge-transport properties of both
holes and electrons appear to worsen for all the investigated com-
pounds due to the increase of the molecular reorganization energies.
In the case of pure and perfluorinated PAHs this is confirmed by the
computed mobilities for both carriers with respect to PNT.
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Moreover we studied the crystalline molecular solids of PNT and
HTP using the Abinit code which is based on ionic pseudopoten-
tials and a plane-waves expansion of the electronic wave-functions.
The ground-state electronic properties have been determined using
the PBE exchange-correlation functional. On the other hand the one
particle electronic excitations have been calculated either at the PBE
level and within a perturbative B3LYP scheme. By comparing the
results for PNT and HTP we could also estimate quantitatively the
effect of sulfur substitution on molecular packing.
Overall, the predictions of the ground and excited-state electronic
properties for the isolated molecules and the crystalline solids here
presented could be used as a term of reference for possible future
research plans focused on substituted and functionalized organic
compounds.
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