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Abstract. The register function (or Horton-Strahler number) of a binary tree is a well-known combinatorial parameter.
We study a reduction procedure for binary trees which offers a new interpretation for the register function as the
maximal number of reductions that can be applied to a given tree. In particular, the precise asymptotic behavior of
the number of certain substructures (“branches”) that occur when reducing a tree repeatedly is determined.
In the same manner we introduce a reduction for simple two-dimensional lattice paths from which a complexity
measure similar to the register function can be derived. We analyze this quantity, as well as the (cumulative) size of
an (iteratively) reduced lattice path asymptotically.
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1 Introduction
Binary trees are either a leaf or a root together with a left and a right subtree which are binary trees. It is
well-known that the generating function counting these objects with respect to the number of inner nodes
is given by
B(z) =
1−√1− 4z
2z
=
∑
n≥0
1
n+ 1
(
2n
n
)
zn.
Thus, the nth Catalan number Cn = 1n+1
(
2n
n
)
counts the number of binary trees with n inner nodes.
By simple algebraic manipulations, it is easy to verify that B(z) fulfills the identity
B(z) = 1 +
z
1− 2zB
( z2
(1− 2z)2
)
.
However, as we will see in Section 2, we can justify this identity from a combinatorial point of view as
well, and the most important part of this combinatorial interpretation is a reduction procedure for binary
trees.
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The aim of this paper is to analyze the binary tree reduction with a focus on the structures that emerge
when repeatedly reducing a given tree. After the aforementioned introduction of the reduction in Sec-
tion 2, we discover an inherent connection to a very well-known branching complexity measure of binary
trees: the register function.
Sections 2.1 and 2.2 deal with the analysis of the number of r-branches and the number of all branches
within trees of given size, where an r-branch can be thought of a local structure in a binary tree that
survives exactly r reductions.
In Section 3, we switch our attention from binary trees to two-dimensional lattice paths. As we will see,
the generating function of these objects fulfills a similar functional equation as the generating function
for binary trees—and its combinatorial interpretation strongly depends on a reduction process as well.
The remainder of Section 3 is devoted to analyzing the lattice path reduction. In particular, Section 3.1
investigates fringes of lattice paths, which play a similar role as branches with respect to binary trees.
On a general note, we used the open-source mathematics software system SageMath [16] in order to
perform the computationally intensive parts of the asymptotic analysis for each of the quantities investi-
gated in this paper. Furthermore, the proofs and many details are omitted in this extended abstract; they
can be found in the full version.
2 Tree Reductions and the Register Function
As mentioned in the introduction, we want to find a combinatorial proof for the following proposition.
Proposition 2.1. The generating function counting binary trees by the number of inner nodes, B(z) =
1−√1−4z
2z , fulfills the identity
B(z) = 1 +
z
1− 2zB
( z2
(1− 2z)2
)
. (1)
Proof (Sketch): The central idea of this proof is to consider a reduction of a binary tree t, which we write
as Φ(t):
First, all leaves of t are erased. Then, if a node has only one child, these two nodes are merged; this
operation will be repeated as long as there are such nodes. Finally, the nodes without children are declared
to be leaves.
Observe that this reduction is only defined for trees t that have at least one inner node. The various
steps of this operation (which was introduced in [19]) are depicted in Figure 1. The number attached to
the nodes will be explained later.
It can be shown that the generating function
z
1− 2zB
( z2
(1− 2z)2
)
counts all binary trees that can be reduced at least once. Thus, the functional equation (1) can be inter-
preted combinatorially as follows: a binary tree is either just , or it can be reduced at least once.
Remark. Note that (1) can be used to find a very simple proof for a well-known identity for Catalan
numbers:
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Fig. 1: Illustration of the compactification Φ: in the first tree, the leaves are deleted (dashed nodes) and nodes with
exactly one child are merged (gray overlay). The second tree shows the result of these operations. Finally, in the last
tree all nodes without children are marked as leaves.
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Comparing the coefficients of zn+1, (1) leads to
Cn+1 = [z
n+1]
∑
k≥0
Ck
z2k+1
(1− 2z)2k+1 =
∑
k≥0
Ck[z
n−2k]
∑
j≥0
2j
(
2k + j
j
)
zj
=
∑
0≤k≤n/2
Ck2
n−2k
(
n
2k
)
,
which is known as Touchard’s identity [14, 17].
With this interpretation in mind, (1) can also be seen as a recursive process to generate binary trees by
repeated substitution of chains. This process can be modeled by the generating functions
B0(z) = 1, Br(z) = 1 +
z
1− 2zBr−1
( z2
(1− 2z)2
)
, r ≥ 1. (2)
By construction, Br(z) is the generating function of all binary trees that can be constructed from  with
up to r expansions—or, equivalently—all binary trees that can be reduced to  by applying Φ up to r
times.
As it turns out, these generating functions are inherently linked with the register function (also known
as the Horton-Strahler number) of binary trees. In order to understand this connection, we introduce the
register function and prove a simple property regarding the compactification Φ.
The register function is recursively defined: for the binary tree consisting of only a leaf we have
Reg() = 0, and if a binary tree t has subtrees t1 and t2, then the register function is defined to be
Reg(t) =
{
max{Reg(t1),Reg(t2)} for Reg(t1) 6= Reg(t2),
Reg(t1) + 1 otherwise.
In particular, the numbers attached to the nodes in Figures 1 and 2 represent the register function of the
subtree rooted at the respective node.
Historically, the idea of the register function originated (as the Horton-Strahler numbers) in [8, 15]
in the study of the complexity of river networks. However, the very same concept also occurs within
a computer science context: arithmetic expressions with binary operators can be expressed as a binary
tree with data in the leaves and operators in the internal nodes. Then, the register function of this binary
expression tree corresponds to the minimal number of registers needed to evaluate the expression.
There are several publications in which the register function and related concepts are investigated
in great detail, for example Flajolet, Raoult, and Vuillemin [5], Kemp [9], Flajolet and Prodinger [4],
Louchard and Prodinger [10], Drmota and Prodinger [1], and Viennot [18]. For a detailed survey on the
register function and related topics see [13].
We continue by observing that the compactification Φ is a very natural operation regarding the register
function:
Proposition 2.2. Let t be a binary tree with Reg(t) = r ≥ 1. Then Φ(t) is well-defined and the register
function of the compactified tree is Reg(Φ(t)) = r − 1.
As an immediate consequence of Proposition 2.2 we find that Φ can be applied r times repeatedly to
some binary tree t if and only if Reg(t) ≥ r holds. In particular, we obtain
Φr(t) =  ⇐⇒ Reg(t) = r. (3)
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With (3), the link between the generating functions Br(z) from above and the register function becomes
clear: Br(z) is exactly the generating function of binary trees with register function ≤ r.
In order to analyze these recursively defined generating functions an explicit representation is conve-
nient. As it turns out, the substitution z = u(1+u)2 =: Z(u) is a helpful tool in this context.
In particular, it can be shown that applying z 7→ z2(1−2z)2 corresponds to u 7→ u2, which helps to find
the explicit representation
Br(z) =
1− u2
u
r∑
j=0
u2
j
1− u2j+1 .
Note that at this point, we could obtain the generating function for binary trees with register function
equal to r simply by computing the difference Br(z)− Br−1(z) for r ≥ 1. These functions can be used
to study the asymptotic behavior of the average register function value.
However, as these results are well-known (cf. [5]), we will continue in a different direction by studying
the number of so-called r-branches.
2.1 r-branches
The register function associates a value to each node (internal nodes as well as leaves), and the value at
the root is the value of the register function of the tree. An r-branch is a maximal chain of nodes labeled
r. This must be a chain, since the merging of two such chains would already result in the higher value
r+ 1. The nodes of the tree are partitioned into such chains, from r = 0, 1, . . .. The goal of this section is
the study of the parameter “number of r-branches”, in particular, the average number of them, assuming
that all binary trees of size n are equally likely.
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Fig. 2: Binary tree with colored r-branches
This parameter was the main object of the paper [19], and some partial results were given that we are
now going to extend. In contrast to this paper, our approach relies heavily on generating functions which,
besides allowing us to verify the results in a relatively straightforward way, also enables us to extract
explicit formulæ for the expectation (and, in principle, also for higher moments).
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A parameter that was not investigated in [19] is the total number of r-branches, for any r, i.e., the sum
over r ≥ 0. Here, asymptotics are trickier, and the basic approach from [19] cannot be applied. However,
in this paper we use the Mellin transform, combined with singularity analysis of generating functions, a
multi-layer approach that also allowed one of us several years ago to solve a problem by Yekutieli and
Mandelbrot, cf. [11]. The origins of singularity analysis can be found in [6], and for a detailed survey see
[7].
For reasons of comparisons, let us mention that the value of register function in [19] are one higher than
here, and that n generally refers there to the number of leaves, not nodes as here.
According to our previous considerations, after r iterations of Φ, the r-branches become leaves (or,
equivalently, 0-branches). The bivariate generating function allowing us to count the leaves of the binary
trees is vB(zv).
The proofs of the statements in this section, together with SageMath worksheets containing the corre-
sponding computations, can be found in the full version of this paper.
Theorem 1. Let r ∈ N0 be fixed. The expected number of r-branches in binary trees of size n and the
corresponding variance have the following asymptotic expansions:
En;r =
n
4r
+
1
6
(
1 +
5
4r
)
+
1
20n
(
4r − 1
4r
)
+
1
12n2
(5 · 16r
21
− 7 · 4
r
10
+
97
210 · 4r
)
+O(n−3), (4)
Vn;r =
4r − 1
3 · 16r n−
2 · 16r − 25 · 4r + 23
90 · 16r −
13 · 64r − 14 · 16r + 7 · 4r − 6
420 · 16rn +O(n
−2). (5)
Of course, the expected number of r-branches can also be computed explicitly by using Cauchy’s
integral formula. This yields the following result:
Proposition 2.3. The expected number of r-branches in binary trees of size n is given by the explicit
formula
En;r =
n+ 1(
2n
n
) ∑
λ≥1
λ
[(
2n
n+ 1− λ2r
)
− 2
(
2n
n− λ2r
)
+
(
2n
n− 1− λ2r
)]
. (6)
2.2 The total number of branches
So far, we were dealing with fixed r, and the number of r-branches in trees of size n, for large n. Now we
consider the total number of such branches, i.e., the sum over r ≥ 0, which was not considered in [19].
First, to get an explicit formula, the results from Proposition 2.3 can be summed.
Corollary 2.4. The expected number of branches in binary trees of size n, denoted as En, is given by the
explicit formula
En =
n+ 1(
2n
n
) n+1∑
k=1
(2− 2−v2(k))k
[(
2n
n+ 1− k
)
− 2
(
2n
n− k
)
+
(
2n
n− 1− k
)]
,
where v2(k) is the dyadic valuation of k, i.e., the highest exponent ν such that 2ν divides k.
While it is absolutely possible to work out the asymptotic growth from this explicit formula, at it was
done in earlier papers [5, 9], we choose a faster method, like in [4]. It works on the level of generating
functions and uses the Mellin transform together with singularity analysis of generating functions [7, 12].
The following theorem describes the asymptotic behavior for the expected number of branches in a
binary tree.
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Theorem 2. The expected value of the total number of branches in a random binary tree of size n admits
the asymptotic expansion
En =
4n
3
+
1
6
log4 n−
2ζ ′(−1)
log 2
− γ
12 log 2
− 1
6 log 2
+
43
36
+ δ(log4 n) +O
( log n
n
)
,
where
δ(x) :=
1
log 2
∑
k 6=0
Γ
(χk
2
)
ζ(χk − 1)(χk − 1)e2piikx
is a 1-periodic function of mean zero, given by its Fourier series expansion.
Remark. Note that the value of the derivative of the zeta function is given by ζ ′(−1) = − 112 − logA ≈−0.1654211437, where A is the Glaisher-Kinkelin constant (cf. [2, Section 2.15]).
Remark. The occurrence of the periodic fluctuation δ where the argument is logarithmic in n is actually
not surprising: while this phenomenon is already very common in the context of the register function,
fluctuations appear very often in the asymptotic analysis of sums.
While this multi-layer approach enabled us to analyze the expected value of the number of branches
in binary trees of size n, the same strategy fails for computing the variance. This is because the random
variables modeling the number of r-branches are correlated for different values of r—and thus, the sum
of the variances (which we compute by our approach) differs from the variance of the sum.
This concludes our study of the number of branches per binary tree. In the next section, we analyze
a quantity that has similar properties as the register function, but is defined on simple two-dimensional
lattice paths.
3 A Similar Recursive Scheme Involving Lattice Paths
Recall that the register function describes the number of compactifications of a binary tree required in
order to reduce the tree to a leaf. By defining a similar process for simple two-dimensional lattice paths,
a function that plays a similar role as the register function is obtained.
Simple two-dimensional lattice paths are sequences of the symbols {↑,→, ↓,←}. It is easy to see that
the generating function counting these paths (without the path of length 0) is
L(z) =
4z
1− 4z = 4z + 16z
2 + 64z3 + 256z4 + 1024z5 + · · · .
Proposition 3.1. The generating function L(z) = 4z1−4z fulfills the functional equation
L(z) = 4L
( z2
(1− 2z)2
)
+ 4z. (7)
Remark. It is easy to verify this result by means of substitution and expansion. However, we want to give
a combinatorial proof—this approach also motivates the definition of a recursive generation process for
lattice paths, similar to the process for binary trees from above.
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=⇒ =⇒ =⇒
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Fig. 3: Repeated application of the reduction ΦL on a path with compactification degree 2
Proof (Sketch): While we leave the detailed proof to the full version of this paper, we still want to
introduce a lattice path reduction which plays an analogous role as the binary tree reduction in the proof
of Proposition 2.1.
We consider the reduction ΦL, which acts on any given lattice path ` with length ≥ 2 as follows:
First, the path needs to be modified such that it starts horizontally and ends vertically. This is done by
rotation to the right of the entire path and/or the very last step, respectively.
Then, the horizontally starting and vertically ending path is reduced by replacing each pair of successive
horizontal-vertical path segments in the following way:
• If a segment starts with→ and the first vertical step is ↑, replace it by↗,
• if a segment starts with→ and the first vertical step is ↓, replace it by↘,
• if a segment starts with← and the first vertical step is ↓, replace it by↙,
• and if a segment starts with← and the first vertical step is ↑, replace it by↖.
Rotating the resulting path by 45◦ in order to obtain a path with horizontal and vertical steps then yields
ΦL(`). It can be shown that this reduction corresponds to the right-hand side of (7).
The process described in the proof of Proposition 3.1 allows us to assign a unique number to each lattice
path:
Definition. Let ` be a simple two-dimensional lattice path consisting of at least one step. We define the
compactification degree of `, denoted as cdeg(`) as
cdeg(`) = n ⇐⇒ ΦnL(`) ∈ {↑,→, ↓,←}.
Remark. The parallels between the compactification degree and the register function are obvious: both
count the number of times some given mathematical object can be reduced according to some rules until
an atomic form of the respective object is obtained. Therefore, both functions describe, in some sense, the
complexity of a given structure.
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In the remainder of this section we want to derive some asymptotic results for the compactification
degree, namely the expected degree of a lattice path of given length as well as the corresponding variance.
Analogously to our strategy for (1), we want to interpret (7) as a recursive generation process as well
and therefore set
L=0 (z) = 4z, L
=
r (z) = 4L
=
r−1
( z2
(1− 2z)2
)
, r ≥ 1.
With the help of the substitution z = Z(u) the generating function can be written explicitly as
L=r (z) = 4
r+1 u
2r
(1 + u2r )2
. (8)
The coefficients of this function can be extracted explicitly by applying Cauchy’s integral formula.
Proposition 3.2. The number of two-dimensional simple lattice paths of length n that have compactifica-
tion degree r is given by
[zn]L=r (z) = 4
r+1
∑
λ≥0
λ(−1)λ−1
[(
2n− 1
n− λ2r
)
−
(
2n− 1
n− λ2r − 1
)]
.
In fact, by studying the substitution z = Z(u) closely, the asymptotic behavior of the coefficients of
L=r (z) can be extracted as well.
We turn to the investigation of the expected compactification degree. Let Ln denote the set of simple
two-dimensional lattice paths of size n. Consider the family of random variablesXn : Ln → N0 modeling
the compactification degree of the lattice paths of length n under the assumption that all paths are equally
likely. The following results are immediate consequences of Proposition 3.2.
Corollary 3.3. The probability that a lattice path of length n has compactification degree r is given by
the explicit formula
P(Xn = r) =
[zn]L=r (z)
4n
= 4r+1−n
∑
λ≥0
λ(−1)λ−1
[(
2n− 1
n− λ2r
)
−
(
2n− 1
n− λ2r − 1
)]
,
and the expected compactification degree for paths of length n is given by
EXn =
∑
k≥1
8k(2v2(k) − 1)
[(
2n− 1
n− k
)
−
(
2n− 1
n− k − 1
)]
. (9)
Remark. The formula for P(Xn = r) is very similar to the results for the classical register function
obtained by Flajolet (cf. [3]). It is likely that applying the techniques that were used in [10] could be used
to determine expansions for arbitrary moments.
The following theorem characterizes the asymptotic behavior of the expected compactification degree
and the corresponding variance.
Theorem 3. The expected compactification degree of simple two-dimensional lattice paths of length n
admits the asymptotic expansion
EXn = log4 n+
γ + 2− 3 log 2
2 log 2
+ δ1(log4 n) +O(n
−1), (10)
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and for the corresponding variance we have
VXn =
pi2 − 24 log2 pi − 48ζ ′′(0)− 24
24 log2 2
− 2 log pi
log 2
− 11
12
+ δ2(log4 n)
− γ + 2− 3 log 2
log 2
δ1(log4 n) + δ
2
1(log4 n) +O
( 1
log n
)
(11)
where δ1(x) and δ2(x) are 1-periodic fluctuations of mean zero whose Fourier coefficients can be given
explicitly.
3.1 Fringes
We define the rth fringe of a given lattice path ` of length ≥ 1 to be ΦrL(`), i.e. the rth fringe is given by
the rth reduction of the path. In particular, if ` can be reduced r times, we call the length of ΦrL(`) the
size of the rth fringe. Otherwise, we say that this size is 0.
The rth fringes of positive size can then be enumerated by the bivariate generating function
Hr(z, v) =
∑
` path
cdeg(`)≥r
v|Φ
r
L(`)|z|`|
where |`| denotes the length of a lattice path.
It can be shown that Hr(z, v) fulfills the recursion
H0(z, v) =
4zv
1− 4zv , Hr(z, v) = 4Hr−1
(( z
1− 2z
)2
, v
)
, r ≥ 1,
which can be used to find the explicit representation
Hr(z, v) =
4r+1u2
r
v
(1 + u2r )2 − 4u2rv .
The generating function Hr(z, v) can now be used to derive the asymptotic behavior of the expectation
ELn;r and the variance V
L
n;r of the size of the rth fringe, where all paths of length n arise with the same
probability.
Theorem 4. Let r ∈ N0 be fixed. The expectation and variance of the rth fringe size of a random path of
length n have the asymptotic expansions
ELn;r =
n
4r
+
1− 4−r
3
+O(n3θ−nr ) (12)
and
V Ln;r =
4r − 1
3 · 16r n+
−2 · 16r − 5 · 4r + 7
45 · 16r +O(n
5θ−nr ), (13)
where θr = 42+2 cos(2pi/2r) > 1. If additionally r > 0, then for the random variables Yn;r modeling the
rth fringe size of lattice paths of length n we have
P
(
Yn;r − En;r√
Vn;r
≤ x
)
=
1√
2pi
∫ x
−∞
e−w
2/2 dw +O(n−1/2),
i.e. the random variables Yn;r are asymptotically normally distributed.
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As we have the generating function Hr(z, v) in an explicit form, the expected value can also be ex-
tracted explicitly by means of Cauchy’s integral formula.
Proposition 3.4. For given r ∈ N0, the rth expected fringe size of a random path of length n is given by
the explicit formula
ELn;r = 4
r+1−n∑
λ≥1
2λ3 + λ
3
[(
2n− 1
n− 2rλ
)
−
(
2n− 1
n− 2rλ− 1
)]
.
Analogously to our investigations concerning branches in binary trees, we also study the asymptotic
behavior of the expected fringe size, i.e. the sum over the size of the rth fringes for r ≥ 0. Like the
compactification degree, this parameter can also be interpreted as a complexity measure for lattice paths.
Corollary 3.5. The expected fringe size ELn of a random path of length n can be computed as
ELn =
1
12 · 4n
n∑
k=1
(
2k3(2− 2−v2(k)) + k(2v2(k)+1 − 1))[(2n− 1
n− k
)
−
(
2n− 1
n− k − 1
)]
.
The following theorem quantifies the asymptotic behavior of ELn :=
∑
r≥0E
L
n;r.
Theorem 5. Asymptotically, the behavior of the expected fringe size ELn for a random path of length n is
given by
ELn =
4
3
n+
1
3
log4 n+
5 + 3γ − 11 log 2
18 log 2
+ δ(log4 n) +O
( log n
n
)
, (14)
where δ(x) is a 1-periodic fluctuation of mean zero with Fourier series expansion
δ(x) =
∑
k 6=0
2
3
√
pi log 2
Γ
(3 + χk
2
)(
2ζ(χk − 1) + ζ(χk + 1)
)
e2kpiix.
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