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використання, а не застосування сили [2, с.99-100]. 
 З огляду на вищезазначений перелік злочинів приватного обвинувачення можемо зробити 
висновок, що у вчинюваних протиправних діяннях присутнє кримінальне насильство, а саме 
фізичне, яке і є основним способом вчинення злочину. 
 У разі вчинення стосовно потерпілої особи будь-якого з цих злочинів, дані кримінальні 
правопорушення підпадають під категорію проваджень приватного обвинувачення. В такому 
випадку, головними підставами для відкриття провадження, буде факт вчинення злочину (тобто 
застосування кримінального насильства до потерпілої особи) та волевиявлення особи яка була 
піддана фізичному насильству. 
 Для відкриття провадження волевиявлення потерпілої особи повинно виявлятись у 
активних діях, а саме звернення до органів досудового розслідування (правоохоронних органів), 
які засвідчують факт вчинення злочину та реєструють відповідне звернення до Єдиного реєстру 
досудових розслідувань протягом 24 годин. При чому, звернення може мати як письмову форму 
(заява) так і усну, яка фіксується до протоколу прийняття заяви про вчинене кримінальне 
правопорушення або таке, що готується. 
 Особливістю проваджень приватного обвинувачення є те, що у разі застосування 
злочинцем насильства стосовно потерпілої особи, де остання не здійснить активних дій для 
притягнення правопорушника до відповідальності, даний злочин залишиться без уваги 
правоохоронних органів, а кривдник – без покарання, оскільки сам факт вчинення злочину та 
волевиявлення потерпілого являються головними ознаками даного виду обвинувачення. Для 
підтвердження розглянемо декілька судових справ. 
У справі №392/881/16-к від 12.08.2016, злочин передбачений ч.1 ст.125 КК України, де 
вказано, що серед існуючих доказів присутня заява потерпілої особи, а саме: «протоколом 
прийняття заяви про вчинене кримінальне правопорушення від 23 травня 2016 року, відповідно 
якому громадянка ОСОБА_2 заявила про те, співмешканець ОСОБА_4 наніс їй тілесні 
ушкодження» [3]. Тобто, в даному випадку рушійною силою для відкриття провадження було 
волевиявлення потерпілої, яке виразилось у поданні заяви про вчинене кримінальне 
правопорушення.  
Ще однією цікавою відмінністю даного провадження приватного обвинувачення є 
можливість підтримувати державне обвинувачення в суді потерпілим. Дане право може бути 
реалізовано потерпілою особою яка зазнала кримінального насильства у випадках відмови 
прокурора від підтримання державного обвинувачення. Відповідна можливість передбачена у 
Кримінально-процесуальному кодексі України, а саме у ст.340 КПК.  
Отже, нами було встановлено, що кримінальне насильство виражається у багатьох формах, 
а саме у фізичному та психічному, яке може перетворитись у злочин. І більшість таких злочинів 
підпадають під сферу дії інституту приватного обвинувачення яке є особливим видом 
обвинувачення та має свої особливості. Як правило, вчинювані злочини не мають великої 
суспільної небезпечності але є порушенням основоположного права людини – право на життя та 
здоров’я. Саме тому ми приділили увагу цьому питанню зі сторони проваджень приватного 
обвинувачення, оскільки даний вид проваджень надає якомога більше прав потерпілим для 
захисту свого порушеного права. 
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Анотація. Розглянуто загрозу штучного інтелекту та наслідки його виходу з-під 
контролю.         
Abstracts. Considered the threat of artificial intelligence and the consequences of it is release 
from control.         
В наш час досить актуальним є питання про проблеми визначення ролі та місця штучного 
інтелекту (artificial intelligence) в системі суспільних правовідносин, які захищаються 
кримінальним правом, зв’язок інформаційної безпеки з дослідженнями штучного інтелекту та їх 
результатами, можливість і доцільність визнання штучного інтелекту. Саме поняття  штучного 
інтелекту - це вивчення та розробка  автономних систем, яка імітує рішення людиною складних 
завдань в процесі його життєдіяльності.  
Актуальність цієї теми пояснюється тим, що досягнення у розвитку штучного інтелекту 
можуть бути використані для вчинення злочинів, в тому числі в сфері інформаційних відносин, 
або сам він може являти безпосередню загрозу охоронюваним правам та законним інтересам 
людини, суспільства та держави. Сьогодні людство недостатньо розвинене для спілкування з 
штучним інтелектом і будь-які спроби створити заздалегідь приречені на провал, і в найближчому 
майбутньому призведуть  до створення псевдонауки. За даними видання Technology Review  через 
60 років штучний інтелект стане значною загрозою для людства. До 2022 року він буде мислити 
приблизно на 10% як людина, до 2040 року – на 50 %, до 2075 року – процеси мислення 
неможливо буде відрізнити від людських.     
У перспективі розвиток  штучного інтелекту  є найбільшою загрозою існування суспільства, 
хоча одні з перших  форм штучного інтелекту  виявилися дуже корисними. Найближчим часом  є 
побоювання, що розумні машини, які можуть виконувати завдання, що до сьогодні виконувалися 
людьми,  призведуть до безробіття  мільйонів людей. Навколо проблеми штучного інтелекта на 
сьогодні зосереджено багато суперечок . Визнання можливості штучного розуму видається чимось 
таким, що принижує людську гідність. Однак, не доцільно поєднувати питання можливості 
штучного розуму з питанням про розвиток і вдосконалення людського розуму. Слід звернути 
увагу  на те, що  сам штучний інтелект передбачає сукупність проблем, які пов'язані з 
небезпеками, що виникають в результаті його розробки. Перш за все, слід зазначити  про можливу 
втрату стимулів до творчої праці в результаті масової комп'ютеризації або використання машин у 
сфері мистецтв. До того ж  існує проблема повязана з  існуванням машин і програм, які здатні в 
процесі роботи самонавчатися, підвищувати ефективність пристосування до зовнішніх факторів. 
Велика ймовірність того, що почнуть  з'являтися машини, які матимуть змогу володіти рівнем 
пристосовності і надійності, що необхідність людині втручатися в процес відпаде і почнуть  
проявлятися деградаційні процеси у здібностях людини до нездатності прийняття управління на 
себе у випадку непоправної ситуації. [1, 124]        
Слід наголосити на тому, що основна небезпека бере початок  від впровадження технологій 
штучного інтелекту в інтернет-мережі. Саме  роботи зможуть розпочати війну, випускаючи 
фейкові новини та прес-релізи, підробляючи облікові записи електронної пошти та маніпулюючи 
інформацією. Як приклад, слід навести приблизну ситуацію, в якій штучний інтелект може робити 
інвестиції в оборонну промисловість, а потім поширювати дезінформацію, щоб спровокувати 
війну. [2]      
Безсумнівно, це прогрес і крок вперед , який дозволить  вирішити ряд проблем, полегшить 
життя людини, допоможе керувати і розпоряджатися великою кількістю інформації. Існує інша  
низка можливих негативних наслідків втілення штучного інтелекту в життя людства. Одним з них 
являється повна заміна людини технологіями, надрозвинутість штучного інтелекту, придушення 
людської самоідентифікації, а саме жахливе це випадок помилки системи, що може призвести до 
глобальних катастроф. Саме автоматизація і технічний прогрес впливають на життя людей в будь-
якому місті, в  подальшому майбутньому на це буде впливати і розвиток штучного інтелекту. У 
великих містах працівники  зайняті розумовою працею та аналітикою, а ці сфери найменш 
піддатливі загрозі заміни. У  мало населених містах це негативно вплине на можливість 
працювати.  Загальновідомо, що штучний розум найкраще підходить для вивчення космосу, 
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глибин океану або земного ядра, тобто те, що не підходить ні для людей, ні для звичайних машин. 
Інтелект в свою чергу може підлаштуватися під ситуацію без загрози шкоди здоров’ю. Будь-які 
експерименти та випробування за допомогою штучного інтелекту будуть відбуватися куди 
швидше і дешевше, ніж це може зробити людина. Жодне виробництво світу не є повністю 
автоматичним, так як машина не здатна оцінити результат своїх дій. Штучний інтелект зможе не 
тільки без проблем керувати великою кількістю заводів по всьому світу, одночасно без зупинок і 
перерв, але ще і контролювати оцінку якості. Це дозволить в рази здешевити виробництво. Також 
можна буде налагодити роботу на шкідливих і небезпечних об’єктах, де велика смертність і 
травмонебезпечність. На разі роботи  починають віднімати у нас робочі місця, навіть в США 
понад 250 000 роботів виконують роботу, призначену для людей. В східних країнах, де 
виробляють 90% світової техніки, роботизовані системи стають більш схожими на людей і 
починають розуміти нашу поведінку. [3]         
В наш час вже є приклади ситуацій, коли штучний інтелект виходить    з-під людського 
контролю. Керівництво соціальної мережі Facebook змушене було відключити свою систему 
штучного інтелекту, після того як чат-боти почали спілкуватися на власній, неіснуючій мові, яку 
люди не змогли розшифрувати. Робототехніка та її програмне забезпечення стають більш 
складним. Людство  поділятиме  середовище свого існування зі штучним інтелектом. Штучні 
біологічні об’єкти невдовзі складно буде відрізнити один від одного, віртуальні світи стануть 
більш захоплюючими, ніж реальне оточення. Ймовірно, що жодна країна не відмовиться від 
досліджень штучного інтелекту, якщо сподіватиметься на певні переваги та відчуватиме страх 
перед конкурентами. Він може виявитися небезпечнішим, ніж будь-яка сучасна зброя.  
Як підсумок вищенаведеного, є підстави до таких  висновків: достатньо навіть недбалості 
при дослідженні у сфері штучного інтелекту. Необхідно ввести державний контроль за 
впровадження таких технологій. Дослідження в сфері робототехніки та отримані результати вже 
сьогодні впливають на життя сучасного суспільства. Можливість створення  небезпечного 
штучного інтелекту  для життя і здоров’я суспільства здійсниться в найближчі десятиріччя.[4, 80] 
Отже, людство не є готовим до зустрічі з штучним інтелектом, і не буде готовим навіть через 
декілька десятиріч. Внаслідок, здатності до саморозвитку він перетвориться в суперінтелект, 
спробувавши використати людей проти їх волі, лише забажавши залишитися єдиним інтелектом 
навкруги. Таким чином,  людству необхідно навчитися контролювати штучний інтелект досить 
жорстко. 
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