Introduction
This paper considers some questions of inverse spectral theory for the matrix Hill's equation
−Y + Q(x)Y = λY, Y ∈ C K , λ ∈ C, Q(x) = Q(x + 1). (1)
The K × K matrix function Q : R → M K (C) is assumed to have J ≥ 0 continuous derivatives. The basic Floquet theory may be described as in the scalar case. For each λ ∈ C the equation (1) has a 2K dimensional space of solutions on which translation by 1 acts linearly. The Floquet multipliers ξ k (λ) are the eigenvalues of this linear map.
Introduce the K × K matrix solutions C(x, λ), S(x, λ) of (1) With respect to the basis given by the columns of C(x, λ) and S(x, λ) the 2K × 2K matrix
represents the translation operator. The Floquet variety F Q consists of the pairs (λ, ξ) ∈ C 2 satisfying the characteristic polynomial det(ξI − Ψ 1 (λ)) = 0. Hill's equation (1) will have periodic, respectively antiperiodic, eigenvalues λ n where at least one of the multipliers ξ k (λ n ) is 1, respectively −1. In the scalar case (K = 1) the set M(Q) is usually defined to be the set of potentials having the same periodic and antiperiodic spectra as Q. By the Wronskian identity the determinant of the translation map is 1, so the eigenvalues in the scalar case may be described using the discriminant ∆(λ) = C(1, λ) + S (1, λ), which is just the trace of the translation map. The periodic and antiperiodic eigenvalues are respectively the roots of ∆ − 2 and ∆ + 2.
Since the discriminant is an entire function with order of growth 1/2 [9, p. 20], Hadamard's Theorem [1, p. 206] implies that ∆(λ) may be recovered up to a constant factor from the periodic or antiperiodic eigenvalues. The constant may also be determined [9, p. 22] . Thus in the scalar case being isospectral for periodic eigenvalues is equivalent to having the same set of Floquet multipliers for all λ ∈ C. This Floquet isospectrality is the condition we will consider in the matrix case.
The development of the elaborate and beautiful inverse spectral theory for the scalar Hill's equation [5, 10, 11, 13] received a strong impetus from the discovery [8] that solutions of the KdV equation with initial data Q evolve in M(Q). As in the scalar case, the matrix equation
, and spatially periodic solutions of the nonlinear evolution equation lead to Floquet isospectral operators L(t).
Except for [2] , which considers spectral theoretic characterizations of constant matrix potentials, it appears that almost none of the inverse spectral theory for the matrix Hill's equation has been developed. The main goal of this work is to establish the compactness result for M(Q) contained in Theorem 1.1. To be precise about the differentiability of the potentials, define The limited results currently available for matrix potentials contrast sharply with the detailed analyses of the scalar case. More refined compactness results were used already in [8] . Generalizing earlier results for finite gap potentials, McKean and Trubowitz [11] proved that the set of C ∞ scalar potentials with a fixed periodic spectrum is a product of (generally infinitely many) circles. By an explicit construction, this result is extended to potentials in L 2 [0, 1] in [3] . Alternate methods [6] provided a similar result for potentials with a square integrable derivative. In [7] the L 2 potentials are given a global set of coordinates which simultaneously exhibit all isospectral sets as products of circles. A thorough analysis of isospectral sets for potentials in L 2 [0, 1] with a variety of generalized periodic boundary conditions is in [12] .
Preliminary results
Estimates describing solutions of the equation (1) as |λ| → ∞ may be established using techniques commonly seen in the scalar case. Except for some minor notational changes, and the rearrangement of some terms which do not commute in the vector case, our estimates and their proofs are very similar to those appearing in [4] . The reader may consult this reference for the proofs of Lemma 2.1 and Lemma 2.2.
We begin by establishing some notational conventions. For λ ∈ C let ω = √ λ, the root chosen continuously for −π < arg(λ) ≤ π and positive for λ > 0. The imaginary part of ω is denoted by ω. A element Y ∈ C K will have the usual norm
and a K × K matrix Q will have the operator norm
The K × K identity matrix is I K , and the zero matrix is 0 K . Estimates for solutions of (1) may be developed by using the model equation −Y = λY . This equation has a basis of 2K solutions which are the columns of the K × K diagonal matrix valued functions cos(ωx)I K , ω −1 sin(ωx)I K . By using the variation of parameters formula a solution of (1) satisfying
K , may be expressed as a solution of the integral equation
Differentiation with respect to x gives 
It will be notationally convenient to define
and for j ≥ 3 the coefficients satisfy the recursion relations
The function Y (x, λ) has a similar expansion obtained from that of Y (x, λ) by termwise differention.
Lemma 2.2. Under the hypotheses of Lemma 2.1 there are
.
From the computed initial coefficients and the recursion relations we can see that half of the coefficients vanish. 
Lemma 2.3. If j is odd, the coefficients
C(1, λ) = cos(ω)I K + 2 −1 ω −1 sin(ω)Q 0 (3) −2 −2 ω −2 cos(ω) 1 0 Q(t) t 0 Q(s) ds dt + O(ω −3 e | ω| ), S(1, λ) = ω −1 sin(ω)I K − 2 −1 ω −2 cos(ω)Q 0 +2 −2 ω −3 sin(ω) 2Q(0) − 1 0 Q(t) t 0 Q(s) ds dt + O(ω −4 e | ω| ), C (1, λ) = −ω sin(ω)I K + 2 −1 cos(ω)Q 0 +2 −2 ω −1 sin(ω) 2Q(0) + 1 0 Q(t) t 0 Q(s) ds dt + O(ω −2 e | ω| ), S (1, λ) = cos(ω)I K + 2 −1 ω −1 sin(ω)Q 0 −2 −2 ω −2 cos(ω) 1 0 Q(t) t 0 Q(s) ds dt + O(ω −3 e | ω| ).
Trace of the Floquet matrix
The above expansions may be used to develop asymptotic expressions for trΨ 1 (λ). Since the trace is independent of the selected basis, the coefficients of these expansions depend only on the set of Floquet eigenvalues. An analysis of these coefficients provides the proof of Theorem 1.1. It will be convenient to assume that the matrix
Of course a simple linear change of variables reduces (1) to this case when Q 0 is similar to a diagonal matrix.
Rather than working directly with Ψ 1 (λ) it is easier to consider the similar matrix
whose entries have a more uniform description in the style of (3). We may write (1, λ) . Using the subscripts C, S to indicate the source function C(x, λ) or S(x, λ), we find that
,
It will be convenient to introduce the following notation:
For the following calculations it is assumed that Q(x) has 5 continuous derivatives on R, so that Q (j) (0) = Q (j) (1) for j = 0, . . . , 5. The first few terms in the expansion of Ψ(λ) are 
and
Proof. The function trΨ(λ) depends only on the Floquet multipliers. Taking the trace of (3.a) gives
By virtue of the elementary integral formulas
2 , the coefficients tr(ψ A j ) and tr(ψ B j ) may be recovered from trΨ(λ) by recursively computing
Consequently, the traces of ψ Such estimates imply that the magnitudes of the entries of matrix potentials Q(x) with the same Floquet variety are uniformly bounded, and form an equicontinuous family, which establishes compactness of the closure in the space of continuous matrix valued potentials with the norm sup 0≤x≤1 Q(x) .
