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Towards optimization techniques on
diffeological spaces by generalizing
Riemannian concepts
Nico Goldammer∗ and Kathrin Welker†
Abstract
Diffeological spaces firstly introduced by J.M. Souriau in the 1980s are
a natural generalization of smooth manifolds. However, optimization tech-
niques are only known on manifolds so far. Generalizing these techniques
to diffeological spaces is very challenging because of several reasons. One of
the main reasons is that there are various definitions of tangent spaces which
do not coincide. Additionally, one needs to deal with a generalization of a
Riemannian space in order to define gradients which are indispensable for op-
timization methods. This paper is devoted to a suitable definition of a tangent
space in view to optimization methods. Based on this definition, we present
a diffeological Riemannian space and a diffeological gradient, which we need
in an optimization algorithm on diffeological spaces. We give examples for
these novel objects. Moreover, in order to be able to update the iterates in
an optimization algorithm on diffeological spaces, we present a diffeological
retraction and the Levi-Civita connection on diffeological spaces.
Key words. Diffeological space, manifold, smooth space, Riemannian metric,
tangent space
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1 Introduction
The goal of all optimization processes is either to minimize effort or to maximize
benefit. Optimization techniques are used for example in logistics, control engi-
neering, economics and the finance market. Furthermore, the use of optimization
in machine learning becomes of greater interest, see, e.g., [32]. There are also
several theoretical problems that we can formulate as minimization problems on
smooth manifolds like the singular value decomposition in the linear algebra or
finding geodesics on shapes (cf. [1, 13, 40]). Theoretical and application problems
are highly influenced by each other, e.g., application problems in machine learning
lead to new theoretical approaches in the theory [32].
Often, optimization problems are posed on Euclidean spaces [6] but there are
also several problems that are not posed on an Euclidean space, e.g., the maxi-
mization of the Rayleigh quotient on the sphere to find the largest eigenvalue of
a symmetric matrix [35]. In many circumstances, optimization problems share
∗Helmut-Schmidt-University / University of the Federal Armed Forces Hamburg, Holsten-
hofweg 85, 22043 Hamburg, Germany nrathai@hsu-hh.de
†Helmut-Schmidt-University / University of the Federal Armed Forces Hamburg, Holsten-
hofweg 85, 22043 Hamburg, Germany welker@hsu-hh.de
1
the same structure, the structure of a smooth Riemannian manifold. In the finite-
dimensional case, optimization problems on Euclidean spaces can locally be thought
of problems on smooth Riemannian manifolds because smooth Riemannian man-
ifolds are isometrically embedded in some Euclidean space [31]. However, in this
case, it is possible that the dimension of the manifold is smaller than the dimen-
sion of the Euclidean space. Optimization techniques on manifolds can exploit the
underlying manifold structure. Thus, many traditional optimization methods on
Euclidean spaces have been extended to smooth Riemannian manifold. For exam-
ple, the steepest decent method, conjugate gradient method and Newton method
are formulated on Riemannian manifolds in [3, 29]. Advanced techniques like BFGS
quasi-Newton, FletcherReeves nonlinear conjugate gradient iterations or DaiYuan-
type Riemannian conjugate gradient method were fist consider by Gabay [10] and
Udriste [36] and have been extended in [4, 25, 26, 41].
There are also various disciplines which study infinite-dimensional optimization
problems. As examples, we mention optimal control [9] calculus of variations [5] or
shape optimization [28]. In [25], the method of steepest descent as well as a Newtons
method are introduced on infinite-dimensional manifolds. It also provides a BFGS
quasi-Newton method as well as the convergence of a Riemannian FletcherReeves
conjugate gradient iteration. Moreover, in recent work, it has been shown that
shape optimization problems can be embedded in the framework of optimization on
shape spaces (cf., e.g., [27, 38]). Finding a shape space and an associated metric is
a challenging task and different approaches lead to various models. There exists no
common shape space suitable for all applications. In principal, a finite-dimensional
optimization problem can be obtained for example by representing shapes as splines.
However, the connection of shape calculus with infinite-dimensional spaces [8, 16, 30]
leads to a more flexible approach. One possible approach is to define shapes as ele-
ments of a Riemannian manifold as proposed in [20, 21]. In [22], a survey of various
suitable inner products is given, e.g., the curvature weighted Riemannian metric
and the Sobolev metric. From a theoretical point of view this is attractive be-
cause algorithmic ideas from [2] can be combined with approaches from differential
geometry.
Not every space of interest is equipped with a Riemannian manifold structure.
For example, a quotient of Riemannian manifolds that does not inherit the Rieman-
nian manifold structure is not a Riemannian manifold. If the space of interest is
not equipped with a Riemannian manifold structure, the question arise what to do
if we want to optimize on this space. In general, we do not have a tangent space
of a non-manifold shape space. However, we need tangent spaces in order to define
a gradient or a covariant derivative. Additionally, objects like tangent spaces and
gradients are also needed since they form the basic ingredients for even the simplest
optimization techniques like the method of steepest decent. This paper addresses
exactly the question above what to do if we want to optimize on a space which is not
a Riemannian manifold. In particular, we concentrate on special objects necessary
for optimization techniques on spaces which are not manifolds. We concentrate on
the so-called diffeological spaces, firstly introduced by J.M. Souriau in the 1980s –
see [11].
Diffeological spaces can be seen as a generalization of smooth manifolds. There
are other concepts of generalization of smooth spaces, e.g., Chen, Frlicher or Sikorski
spaces. We refer to [33] for these various concepts an their comparison. Diffeologi-
cal spaces are stable under almost every operation like taking subsets and forming
quotients, co-products or products. Thus, diffeological spaces are one of the gener-
alizations which include infinite-dimensional manifolds, manifolds with corners as
well as a variety of spaces with complicated local behavior. In consequence, a dif-
feology defines a smooth structure on nearly any space. In the last decades, a lot
of concepts were generalized to diffeological spaces like vector spaces, cohomology,
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orbifolds, tangent spaces or tangent bundle (cf. [7, 14, 15, 18, 34]). In order to
formulate the method of steepest descent on a diffeological shape space, we need
various objects like gradients or retractions not defined on diffeological spaces so far.
One of the main aim of this paper is the definition of a diffeological gradient. The
formulation of such a definition is very challenging due to the several definitions of
diffeological tangent spaces which do not coincide. There are at least six different
definitions of diffeological tangent spaces (cf. [7, 14, 15, 18, 34, 37]). Some of those
are very general [34] or based on category theory [7]. Since optimization meth-
ods deal with directional derivatives, we need to choose a tangent space definition
related to some generalizations of directional derivatives. We generalize the usual
setting of tangent spaces by considering paths through a point. For our definition of
tangent spaces, we give the example of real valued polynomials in one variable de-
noted by Poly(R). Moreover, we define a diffeological Riemannian space including
a diffeological gradient using our definition of a tangent space. Finally, we define a
diffeological retraction and generalize the definition of a Levi-Civita connection.
This paper is structured as follows. In section 2, we give a brief introduction into
diffeological spaces. Section 3 clarifies the difference between diffeological spaces
and smooth manifolds (cf. subsection 3.1) and gives an idea of an optimization
algorithm on diffeological spaces (cf. subsection 3.2). The necessary tools to gener-
alize optimization techniques from manifolds to diffeological spaces are defined in
section 4. In particular, we present a diffeological gradient and related objects like
a diffeological tangent space and diffeological Riemannian space (subsection 4.1).
In particular, we give two examples for a diffeological tangent space. Moreover, a
diffeological retraction as well as a diffeological Levi-Civita connection is presented
in subsection 4.2. We end this paper with a conclusion and outlook in section 5.
2 A brief introduction into diffeological spaces
In this section, we define diffeologies and related objects, which we need for the
next sections. To make the paper self-contained, we provide most of definitions and
lemmas from [14] although some of them are not new. For a detailed introduction
into diffeological spaces we refer to [14].
We start with the definition of a diffeology, with which a diffeological space is
equipped, and plots, which are the elements of a diffeology. Roughly speaking, a
diffeological space is a non-empty set together with a set of parametrizations which
have to satisfy three axioms.
Definition 2.1 (Parametrization, diffeology, diffeological space, plots). Let X a
non-empty set. A parametrization in X is a continuous map U → X, where U is
an open subset of Rn. A diffeology on X is any set DX of parametrizations in X
such that the following three axioms are satisfied:
(i) Covering: Any constant parametrization Rn → X is in DX .
(ii) Locality: Let P be a parametrization in X, where dom(P ) denotes the domain
of P . If for all r ∈ dom(P ), there is an open neighborhood V of r such that
the restriction P|V ∈ DX , then P ∈ DX .
(iii) Smooth compatibility: Let p : Up → X be an element of DX , where Up denotes
an open subset of Rn. Moreover, let ϕ : U ′ → Up be a smooth map in the usual
sense, where U ′ denotes an open subset of Rm. Then p ◦ ϕ ∈ DX holds.
A non-empty set X together with a diffeology DX on X is called a diffeological
space and denoted by (X,DX). The parametrizations p ∈ DX are called plots of
the diffeology DX . If a plot p ∈ DX is defined on Up ⊂ R
n, then n is called the
dimension of the plot and p is called n-plot.
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Note that a diffeology as a structure and a diffeological space as a set equipped
with a diffeology are distinguished only formally. Every diffeology on a set contains
the underlying set as the set of non-empty 0-plots. In consequence, we do not differ
between a diffeological space and a diffeology. In the literature, there are a lot
of examples of diffeologies, e.g., the diffeology of the circle, the square, the set of
smooth maps, etc.
Given a diffeologyDX on a space X , we notice that DX is just a subset of the set
of all parametrizations of X . Thus, we are able to compare diffeologies of the same
space by a subset relation. If D′ is another diffeology on X such that DX ⊂ D
′, we
say that DX is finer than D
′. Equivalently we say that D′ is coarser than DX if
D′ ⊂ DX .
In the following we consider maps between diffeological spaces. Since we want
to preserve structure, we consider special maps between diffeological spaces, the
so-called smooth maps.
Definition 2.2 (Smooth map between diffeological spaces, diffeomorphism). Let
(X,DX), (Y,DY ) be two diffeological spaces. A map f : X → Y is smooth if for
each plot p ∈ DX , f ◦ p is a plot of DY , i.e., f ◦DX ⊂ DY . If f is bijective and if
both, f and its inverse f−1, are smooth, f is called a diffeomorphism. In this case,
X is called diffeomorphic to Y .
The stability of diffeologies under almost all set constructions is one of the most
striking properties of the class of diffeological spaces, e.g., the subset, quotient,
functional or powerset diffeology. In the following, we concentrate on the subset as
well as the sum diffeology. They occur naturally if we handle diffeological spaces.
Afterwards, we define the space C∞(X,Y ) as well as a diffeology DC∞(X,Y ).
Every subset of a diffeological space carries a natural subset diffeology, which is
defined by the pullback of the ambient diffeology by the natural inclusion. For two
sets A,B with A ⊂ B, the (natural) inclusion is given by ιA : A→ B, x 7→ x. The
pullback is defined as follows:
Definition and Lemma 2.3 (Pullback). Let X be a set and (Y,DY ) be a diffeo-
logical space. Moreover, f : X → Y denotes some map.
(i) There exists a coarsest diffeology of X such that f is smooth. This diffeology
is called the pullback of the diffeology DY by f and is denoted by f
∗(DY ).
(ii) Let p be a parametrization in X. Then p ∈ f∗(DY ) if and only if f ◦ p ∈ DY .
The construction of subset diffeologies is related to so-called inductions.
Definition 2.4 (Induction). Let (X,DX), (Y,DY ) be diffeological spaces. A map
f : X → Y is called induction if f is injective and f∗(DY ) = DX , where f
∗(DY )
denotes the pullback of the diffeology DY by f .
Now, we are able to define the subset diffeology.
Definition and Lemma 2.5 (Subset diffeology). Let (X,DX) be a diffeological
space and let A ⊂ X be a subset. Then, A carries a unique diffeology DA, called
the subset or induced diffeology, such that the inclusion map ιA : A → X becomes
an induction, namely, DA = ι
∗
A(DX). We call (A,DA) the diffeological subspace of
X.
Remark 2.6. For convenience of the reader, we often write [p : Up → X,u 7→ p(u)]
instead of only p, where p : Up → X,u 7→ P (u) is a map. Sometimes we only write
[p : Up → X ] or [p : u 7→ p(u)] if the other objects are obvious.
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If a family (Xi, DXi)i∈J of diffeological spaces is given, we are able to define a
natural diffeology on
∐
i∈J
Xi := {(i, xi) | i ∈ J, xi ∈ Xi}.
The diffeologyD∐
i∈J Xi
is given by the set of parametrizations that are locally plots
for some Xi, i.e.,
[p : r 7→ (ir, p(r))] ∈ D∐
i∈J Xi
⇔ ∀r ∃i ∃V (r) : ir′ = i for all r
′ ∈ V (r) and p|V ∈ DXi .
We call the diffeology D∐
i∈J Xi
the sum diffeology.
For the set of smooth functions there is a natural diffeology, the so-called func-
tional diffeology, on which we concentrate now. LetX , Y be two diffeological spaces.
We denote the set of all smooth functions between X and Y by C∞(X,Y ) . The
map
ev : C∞(X,Y )×X → Y, (f, x) 7→ f(x)
defines the evaluation map. Every diffeology on C∞(X,Y ) for which the evaluation
map is smooth is called a functional diffeology. Then, p : Up → C
∞(X,Y ) is a plot
if and only if the map Up×X → Y, (u, x) 7→ p(u)(x) is smooth, which is equivalent
to the fact that Up×Uq → Y, (up, uq) 7→ p(up)(q(uq)) is a plot of Y for all q ∈ DX .
We call this diffeology the standard functional diffeology.
Finally, we consider quotients of diffeological spaces by some relations and their
diffeology. Let (X,DX) be a diffeological space and ∼ be an equivalence relation
on X . Then, the quotient set X/∼ carries a unique diffeologcial sturcture DX/∼.
The space (X/∼, DX/∼) is called the diffeological quotient of X by the relation ∼.
A parametrization p : Up → X/∼ is a plot if p is locally equal to a plot of X , i.e.,
for all u0 ∈ Up exist V ⊂ Up open and q ∈ DX such that p(u) = q(u) for all u ∈ V .
Now, we are familiar with the basics in diffeologies such that we can handle the
concepts in the next sections.
3 Optimization techniques on diffeological spaces
Diffeological spaces can be seen as generalizations of manifolds. In subsection 3.1,
we clarify how we consider diffeological spaces as a generalization of manifolds.
However, manifolds can be generalized in many ways. In [33], a summary and
comparison of possibilities to generalize smooth manifolds are given. We end this
section with an optimization algorithm on manifolds in subsection 3.2 in order
to clarify which objects for an optimization algorithms on diffeological spaces are
needed.
3.1 Differences between diffeological spaces and manifolds
In this subsection, we figure out the main differences between diffeological spaces
and manifolds. We consider manifolds as special diffeological spaces. For simplicity,
we concentrate on finite-dimensional manifolds. However, it has to be mentioned
that infinite-dimensional manifolds can also be understood as diffeological spaces.
This follows, e.g., from [17, Corollary 3.14] or [19].
Given a smooth manifold, there is a natural diffeology on this manifold consisting
of all parametrizations which are smooth in the classical sense. This yields the
following definition.
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Definition 3.1 (Diffeological space associated with a manifold). Let M be a finite-
dimensional (not necessarily Hausdorff or paracompact) smooth manifold. The dif-
feological space associated with M is defined as (M,DM ), where the diffeology DM
consists precisely of the parametrizations of M which are smooth in the classical
sense.
Remark 3.2. If M,N denote finite-dimensional manifolds, then f : M → N is
smooth in the classical sense if and only if it is a smooth map between the associated
diffeological spaces (M,DM )→ (N,DN ).
In order to characterize the diffeological spaces which arise from manifolds, we
need the concept of smooth points. For a diffeological space (X,DX), a point x ∈ X
is called smooth if there exists an open subset U ⊂ X which is open with respect
to the topology of X and contains x such that (U,DU ) is diffeomorphic to an open
subset of Rn, whereDU denotes the subset diffeology. The concept of smooth points
is quite simple. Let us consider the coordinate axes, e.g., in R2. All points of the
two axis with exception of the origin are smooth points.
Now, we are able to formulate the following theorem, which connects manifolds
and diffeological spaces, firstly introduced and proved in [39].
Theorem 3.3. A diffeological space (X,DX) is associated with a (not necessarily
paracompact or Hausdorff) smooth manifold if and only if each of its points is
smooth.
This theorem clarifies the difference between manifolds and diffeological spaces.
Roughly speaking, a manifold of dimension n is getting by glueing together open
subsets of Rn via diffeomorphisms. In contrast, a diffeological space is formed by
glueing together open subsets of Rn with the difference that the glueing maps are not
necessarily diffeomorphisms and that n can vary. However, note that manifolds deal
with charts and diffeological spaces deal with plots. A system of local coordinates,
i.e., a diffeomorphism ϕ : U → U ′ with U ⊂ Rn open and U ′ ⊂ X open, can be
viewed as a very special kind of plot U → X which induces an induction on the
corresponding diffeological spaces.
Remark 3.4. Note that we consider smooth manifolds which do not necessary have
to be Hausdorff or paracompact. If we understand a manifold as Hausdorff and para-
compact, then the diffeological space (X,DX) in Theorem 3.3 has to be Hausdorff
and paracompact. In this case, we need the the concept of open sets in diffeological
spaces. Whether a set is open depends on the topology under consideration. In the
case of diffeological spaces, openness depends on the D-topology, which is a natural
topology and introduced in [14] for each diffeological space. Given a diffeological
space (X,DX), the D-topology is the finest topology such that all plots are continu-
ous. That is, a subset U of X is open (in the D-topology) if for any plot p : Up → X
the pre-image p−1(U) ⊂ Up is open. For more information about the D-topology we
refer to the literature, e.g., [14, Chapter 2, 2.8] or [7].
3.2 Towards optimization algorithms on diffeological spaces
In the following, we would like to give an idea of an optimization algorithm on
diffeological spaces. For this purpose, we consider the steepest descent algorithm 3.5
on Riemannian manifolds.
Algorithm 3.5 (Steepest descent method on Riemannian manifolds). Let M be a
complete Riemannian manifold with Riemannian structure g and Levi-Civita con-
nection ∇. The exponential map is denoted by exp: TM → M, ξ 7→ exppξ, where
p is the foot of ξ. Further, let f ∈ C∞(M) and the gradient of f at m ∈ M be
denoted by (gradf)m.
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(0) Select p0 ∈M , compute G0 = −(gradf)p0 , and set i = 0.
(1) Compute λi such that
f(exppiλiGi) ≤ f(exppiλGi) ∀λ ≥ 0.
(2) Set
pi+1 = exppiλiGi,
Gi+1 = −(gradf)pi+1
and i = i+ 1 and go to (1).
Remark 3.6. In algorithm 3.5, it is assumed that the Riemannian manifold needs
to be complete with Riemannian structure g and Levi-Civita connection ∇. The
completeness of a Riemannian manifold results in a global exponential map. In
general, the exponential map is then defined by the Levi-Civita connection. How-
ever, if we consider infinite-dimensional Riemannian manifolds it is not always the
case that the exponential map is a local diffeomorphism; there might even not be
any exponential map at all [23]. Moreover, if it exists, the exponential map is an
expensive operation in optimization strategies. Therefore, it is often approximated
and replaced by a so-called retraction mapping.
The aim of the paper is to generalize the necessary objects in algorithm 3.5 from
manifolds to diffeological spaces in order to get the steepest descent algorithm on
diffeological spaces. First, we notice that a complete Riemannian manifold with
a Riemannian structure is required. Thus, we also need equivalent concepts on a
diffeological space. In addition, a gradient as well as an exponential map need to
be specified on diffeological spaces. As mentioned in remark 3.6, the exponential
map is generally not a local diffeomorphism in infinite-dimensional manifolds and,
additionally, an expensive operation in optimization techniques. Thus, we mainly
concentrate on a retraction mapping in this paper. Since—assuming its existence—
an exponential map can be defined by using a Levi-Civita connection (cf. [12] for the
usual setting), we also have a brief look on a Levi-Civita connection in this paper.
Finally, we recognize that algorithm 3.5 works with smooth maps f : M 7→ R. In the
steepest descent method on manifolds, we usually do not need smooth functions but
due to the nature of diffeological spaces, only maps that are smooth in a diffeological
sense are of interest. Smooth functions between diffeological spaces are already
defined in section 2. The next section focuses on the remaining objects.
4 Necessary objects for diffeological optimization
In order to extend optimization techniques from Riemannian manifolds to diffeo-
logical spaces we need to transfer concepts known on manifolds into a diffeological
setting. One of the main aims of this section is the definition of a diffeological
gradient. The definition of a diffeological gradient is very challenging because of
the several definitions of tangent spaces that do not coincide. For example, some
of those are very general [34], based on category theory [7] or based on the idea of
charts [18].
In subsection 4.1, we set up a scheme of a diffeological Riemannian space com-
bined with a diffeological gradient based on specific tangent spaces suitable for
optimization methods. Subsection 4.2 presents a diffeological retraction and the
Levi-Civita connection on diffeological spaces in order to be able to update the iter-
ates in an optimization algorithm. The investigations of the Levi-Cevita connection
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with view on the existence and uniqueness are beyond the scope of this paper. In
general, the existence of a Levi-Civita connection and, thus, also of the exponential
map is not guaranteed in infinite-dimensional manifold. Therefore, we focus on a
diffeological retraction instead of the exponential map.
4.1 Definition of a diffeological gradient
In order to define a diffeological gradient, we need a brunch of definitions, e.g., vector
spaces, tangent spaces and tangent bundles. First, we concentrate on a diffeological
tangent space in subsection 4.1.1 and subsection 4.1.2. Afterwards, we generalize the
concepts of vector and tangent bundles from manifolds to diffeological spaces and
concentrate on a diffeological Riemannian space (subsection 4.1.3). With all these
concepts we are able to define a diffeological gradient at the end of subsection 4.1.3.
4.1.1 Diffeological tangent space
The definition of a diffeological tangent space is a challenging task because there
does not exist a general diffeological tangent space. For example, there are two
algebraic motivated definitions in [7], a definition that concentrates on multilinear
algebra in [14], a definition that is derived from the tangent spaces of the domains
of the plots and a very general definition in [34]. It is an open question if some of
those tangent space definitions are equivalent. However, we know that not all of
them are equal to each other. For example, the two tangent spaces introduced in
[7] do not coincide.
Since optimization methods deal with directional derivatives, we need a tangent
space definition related to some generalizations of directional derivatives. Thus,
with view on optimization techniques, we need a novel definition of a tangent space.
In the following, we define a diffeological tangent space by generalizing the usual
setting of tangent spaces by considering paths through a point and discuss its prop-
erties.
A tangent space in the sense of a manifold is a vector space and has some
important properties. Since the diffeological tangent space is a generalization, we
first need to generalize the concepts of vector spaces to diffeological spaces. We
introduce the so-called diffeological K-vector spaces, where K ∈ {R,C}. In [14], a
diffeological space (E,DE) is called a diffeological K-vector space if E is a K-vector
space and addition in E as well as scalar multiplication with elements in K are
smooth if we equip K with the standard diffeology. The set of linear maps between
two diffeological K-vector spaces E and F is denoted by L(E,F ). In contrast to
manifolds, linear maps between diffeological K-vector spaces are not consequently
smooth (cf., e.g., [14]). Thus, we denote the set of smooth linear maps between E
and F by L∞(E,F ). We have
L∞(E,F ) = L(E,F ) ∩ C∞(E,F ).
For every K-vector space E, there exists a diffeology on E such that E becomes a
diffeological K-vector space. This diffeology is called the fine diffeology. The fine
diffeology trivializes the set of linear functions. To be more precisely, if E and F
are diffeological K-vector spaces and E is equipped with the fine diffeology, then
L∞(E,F ) = L(E,F ). (4.1)
Next, we concentrate on derivatives of smooth maps from a diffeological space
into the real numbers. Since a map from a diffeological space into another one
is generally not differentiable in the Euclidean sense, we focus on the plots of the
source space.
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In order to define a tangent space TxX at x ∈ X for a smooth manifold X , one
can consider the set of all paths that maps 0 to x and identify two of these paths with
each other if their derivative coincide in 0. Then, an element in TxX is a residue
class [γ] for γ : R → X such that γ(0) = x. Moreover, the directional derivative
of a function f : X → R in direction v is given by the derivative ∂(f◦γ)(t)∂t |t=0 for
γ : R → X such that γ(0) = x and γ′(0) = v. Similar to directional derivatives on
manifolds or to the definition of a tangent space on a manifold, we consider paths
from R into the diffeological space X that pass through an element x ∈ X . We
denote the set of all smooth paths in a diffeological space X by
Paths(X) := {α ∈ C∞(R, X)}
and the set of all paths in X centered at x ∈ X by
Pathsx(X) := {α ∈ C
∞(R, X) | α(0) = x}.
Since Pathsx(X) is a subset of C
∞(R, X), Pathsx(X) equipped with the functional
diffeology is a diffeological subspace of C∞(R, X). Now, we can define the so-called
path derivative inspired by the usual directional derivative.
Definition 4.1 (Path derivative). Let X be a diffeological space and α ∈ Pathsx(X).
The path derivative in direction α is defined by
dα : C
∞(X,R)→ R, f 7→ dα(f) :=
∂
∂u
(f(α(u))|u=0 ∈ R. (4.2)
One calls dα(f) the path derivative of the function f ∈ C
∞(X,R) in direction α.
Inspired by the definition of a tangent space of a manifold, it would be natural
to define a diffeological tangent space at a point x as the set of all path derivatives
through x, where two paths are identified by each other if their derivative coincide
in 0. Unfortunately, we are generally not able to derive an element in Pathsx(X),
i.e., a (diffeological) smooth function from R into a diffeological space X . Thus,
we need a concept of a tangent space without such an identification. For this, we
introduce a first tangent cone of a diffeological space X at x ∈ X by
C˜xX := {dα | α ∈ Pathsx(X)},
which is firstly defined in [37]. In the following, we say p : Up → C˜xX with Up
denoting an open subset of Rn is a plot if it is locally equal to dγ for a plot γ of
Pathsx(X). The diffeology that is given by these plots is called the tangent cone
diffeology.
In order to obtain a diffeological tangent space from the tangent cone C˜xX , we
consider the span of the tangent cone as follows:
• An element in span(C˜xX) is a finite sum of elements in C˜xX that are multi-
plied by a scalar.
• A plot of span(C˜xX) isgiven by a mapping
U → span(C˜xX), u 7→
n∑
i=1
λi(u)pi(u)
with U ⊂ Rn denoting an open subset with n ∈ N, λi : U → R is smooth and
pi : U → C˜xX is a plot of C˜xX .
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The diffeology introduced on spanC˜xX is defined in [37] and called the weak diffe-
ology. Equipped with the weak diffeology, span(C˜xX) becomes the finest possible
diffeological vector space, such that DC˜xX ⊂ Dspan(C˜xX). Therefore, in [37], the
(diffeological) tangent space of X at x is defined by
T˜xX := span{C˜xX}. (4.3)
Similar to the usual setting on smooth manifolds, for x ∈ X the tangent map of a
smooth map f : X → Y between two diffeological spaces X,Y is given by
T˜xf : T˜xX → T˜f(x)Y, dα 7→ df◦α,
which is a smooth map (cf. [37]). Thanks to the definition of the tangent map we
are able to find an identification of elements in Pathsx(X) similar to the one on
manifolds.
Definition 4.2. Let X be a diffeological space, x ∈ X and α, β ∈ Pathsx(X). We
define the relation ∼ by
α ∼ β ⇔ T˜0α = T˜0β.
With the identification in definition 4.2, we are now able to define a tangent
space that is more similar to the definition of a tangent space on manifolds than
the tangent space given in (4.3). In order to define it, we need a novel version of
the tangent cone.
Definition 4.3 (Tangent cone). Let X be a diffeological space and x an element in
X. Then the tangent cone is defined by
CxX := {dα | α ∈ Pathsx(X)/∼}.
A parametrization p : Up → CxX is a plot if and only if p(u) = dq(u) holds
locally for a plot q : Uq → Pathsx(X)/∼. Now, we can define the diffeological tangent
space analogue to T˜xX .
Definition 4.4 (Diffeological tangent space). The tangent space of a diffeological
space X in x ∈ X is defined by
TxX := span(CxX). (4.4)
The cotangent space of TxX is the space of smooth functionals of TxX, in symbols
T ∗xX := L
∞(TxX,R).
We have the following diffeomorphism:
Theorem 4.5. Let X be a diffeological space and x ∈ X. The diffeological tangent
spaces TxX and T˜xX are diffeomorphic.
Proof. Thanks to the quotient diffeology, a parametrization p : Up → CxX is a plot
if and only if p(u) = dr(u) holds locally for a plot r of Pathsx(X). Thus, p is a plot of
CxX if and only if p is a plot of C˜xX . This gives that C˜xX and CxX coincide.
Thanks to theorem 4.5, we know that the diffeological tangent spaces defined
in (4.3) and (4.4) are equal to each other. However, in contrast to TxX , where an
element dα ∈ TxX is given by exactly one element in Pathsx(X)/∼, an element in
T˜xX can generally be obtained by more than one element in Pathsx(X).
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4.1.2 Examples of diffeological tangent spaces
In the previous subsection, the diffeolgocial tangent space is defined. This subsection
is devoted to two examples of diffeological tangent spaces. The first one is the axis in
R2 equipped with the subset diffeology. The set of polynomials in one real variable
is the second example. We prove that there is a natural diffeology on this set of
polynomials and that the tangent space at a point is given by R∞.
Example 1: The cross. We consider the set
X := {(x, y) ∈ R2 | xy = 0} (4.5)
in R2. If we equip X with the subset diffeology of R2, we obtain
CxX = {rdα | r ∈ R and α : R→ R
2 is smooth in the Euclidean sense}.
From this follows that the tangent space at x ∈ X is just the usual R2 with the
standard diffeology.
Example 2: Polynomials. We consider the set M of all polynomials from R
to R. In order to define a diffeology on M , we first need to equip this set with a
topological structure.
Definition 4.6 (Final topology). Let a set X, a family of topological spaces Xi
and functions fi : Xi → X be given. The final topology on X is the finest topology
such that the function fi are continuous.
For simplicity, we denote the set of polynomials of degree lower or equal n by
Mn := Polyn(R) := {P ∈M | deg(P ) ≤ n} ⊂M,
where deg(P ) denotes the degree of a polynomial P .
We equip M with the final topology through the natural inclusions fi : Mi →M.
We also know thatMn ⊂M ⊂ C
∞(R) and, thus,Mn andM are naturally equipped
with the subset diffeology inhered by the functional diffeology on C∞(R). In [14],
we find the following result, which we use to obtain the tangent space of M .
Lemma 4.7. If Mn = Polyn(R) is equipped with the functional diffeology, there
exists a diffeomorphism between Mn and R
n+1. In other words,
Mn ≃ R
n+1
in a diffeological sense.
Since dα(f) =
d
dt (f(α(t)))|t=0 for f ∈ C
∞(M), we investigate α in a neighbor-
hood at 0 ∈ R. Let K ⊂ R be compact with 0 ∈ K. Then, α|K : K → M is
a compact subset of M because α|K is continuous. In the following, we consider
compact subsets of M .
Lemma 4.8. Let C be a compact subset of M . Then, there exists an n ∈ N such
that C ⊂Mn.
Proof. Let x ∈M . Then, x is given by
x(y) =
∑
n∈N0
xny
n,
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where (xn)n∈N denotes the sequence of all coefficients of x. We define the sets
Ur := {x ∈M | |xn| < r ∀n ∈M}
which form an open covering of M with Un ⊂ Um for m > n. Since C is compact,
there exists an R ∈ N such that
C ⊂
R⋃
r≥0
Ur = UR.
We also define the map
χ : N→ R+, n 7→ sup
x∈C
|xn|.
Then, we get
0 ≤ χ(n) ≤ R ∀n ∈ N
because C ⊂ UR.
Now, we assume that there exists a sequence (ηn)n∈N such that ηi < ηi+1 and
0 < χ(ηi) for all i ∈ N. We define
Vr := {x ∈M | |xηj | <
1
2χ(ηj) ∀j > r}
which also form an open covering of M and satisfy Vn ⊂ Vm for m > n. In a
consequence, we know that there exists an R such that K ⊂ VR. Thus,
|xηj | <
1
2χ(ηj) =
1
2 sup
x∈C
|xηj | ∀ j > R and ∀x ∈ C.
This contradicts to the definition of the supremum. We deduce that there exists an
n ∈ N such that for all x ∈ C we have deg(x) ≤ n.
With the notation
Fn := {α|K : K → R
n | α ∈ Pathsx(M)/∼}
for a compact subset K of R with 0 ∈ K◦ we get the following result for the tangent
cone of the set M of all polynomials from R to R.
Lemma 4.9. The identity CxM =
⋃
n>deg(x){dα | α ∈ Fn} holds.
Proof. For dα with α ∈ Pathsx(M)/∼ it is only relevant how α behaves at 0. There-
fore, we consider a compact set K ⊂ R such that 0 ∈ K◦ and restrict α to K. This
leads to
CxM = {dα|K | α ∈
Pathsx(M)/∼}.
Since α is continuous, we obtain that α(K) is compact. We can identify α|K by a
map from K ⊂ R into Rn for some n ∈ N due to lemma 4.8. Thus, we get
CxM = {dα | α ∈ F},
where F :=
⋃
n>deg(x) Fn.
In the proof of lemma 4.9, we notice that α|K : K → M can bee seen as a map
α|K : K → R
n for some natural number n. In consequence, we are able to consider
the Euclidean derivative of α|K near zero. This consideration leads to the next
lemma.
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Lemma 4.10. The set {dα | α ∈ Fn} consists of directional derivatives, i.e.,
{dα | α ∈ Fn} ≃ R
n.
Proof. We define
φ : Rn → {dα | α ∈ Fn}, v 7→ d[t7→tv+x]
and show that φ is a diffeomorphism, i.e., φ is bijective and both, φ and φ−1, are
smooth.
Bijectivitiy of φ. The map φ is surjective due lemma 4.9 and the fact that
α ∼ [t 7→ tα′(0) + x] holds. Moreover, φ is injective because φ−1 : dα 7→ α
′(0) is
surjective.
Smoothness of φ. The map φ is obviously linear. Thus, φ is smooth by equation
(4.1) since Rn is fine (cf. [14]).
Smoothness of φ−1. Let P : UP → {dα | α ∈ Fn} be a plot of {dα | α ∈ Fn}.
By the subset diffeology, P is a plot of CxM with values in {dα | α ∈ Fn}. Thus,
P is locally equal to dQ for a plot Q of Fn. We identify dα ∈ CxM with d[tv+x] for
v = α′(0). Then, for every Q(u), there exists a vector vu = (Q(u))
′(0) such that
dQ(u) = d[t7→tvu+x].
Since Uq →M, u 7→ Q(u) is smooth, the map R→M, t 7→ tvu + x is also smooth.
Due to the equality
[u 7→ vu] = [u 7→ φ
−1(dQ(u))]
the map u 7→ φ−1(dQ(u)) is smooth. We obtain the smoothness of φ
−1 because
u 7→ Q(u) is a plot {dα | α ∈ Fn}.
We obtain the following result for the tangent cone by applying lemma 4.10.
Lemma 4.11. CxM ≃ R
∞ holds for the tangent cone of the set M of all polyno-
mials from R to R.
Since the tangent cone is obviously a diffeological vector space, we obtain with
definition 4.3 and definition 4.4 the tangent space of the set of all polynomials from
R to R.
Theorem 4.12. The tangent space at x in M is given by
TxM ≃ CxM ≃ R
∞.
4.1.3 Diffeological Riemannian space
The diffeological Riemannian space is very important for generalizing optimization
techniques on manifolds. For example, a diffeological gradient is necessary for for-
mulating the steepest descent method on a diffeological space. In order to define
a diffeological Riemannian space and a diffeological gradient, we first need to gen-
eralize the concepts of vector and tangent bundles from manifolds to diffeological
spaces.
First, we clarify the meaning of a bundle, fiber and pre-bundle in a diffeological
setting (cf. [24]). For a diffeological space B, a bundle over B is a diffeological
space E together with a subduction pi : E → B. We consider the bundle pi : E → B.
The fiber over b ∈ B is the set Eb := pi
−1(b). Let (Eb)b∈B be a collection of sets.
Let us consider E := ∪b∈BEb and the map pi : E → B such that pi(Eb) = b. We
call (E,B, pi) a pre-bundle with fibers Eb. A bundle diffeology DE for E is any
diffeology, such that pi∗(DE) = DB.
13
Now, we are able to define a diffeological vector bundle and a weak vector bundle
diffeology. A diffeological bundle, where each fiber has the structure of a diffeological
vector space, is called diffeological vector bundle. If (E,B, pi) denotes a pre-bundle,
where B denotes a diffeological space and the bundle diffeology is denoted by DE ,
the weak vector bundle diffeology on E is generated by plots of the form
u 7→
n∑
i=1
λi(u)pi(u)
for n ∈ N, λ : U → R smooth and pi ∈ DE such that pi ◦ pi = . . . = pi ◦ pn. As
mentioned, e.g., in [37], the weak vector bundle diffeology is the finest vector bundle
diffeology generated by DE .
In order to define a diffeological tangent bundle of a diffeological space X we
consider the tangent cone bundle of X . It is defined as the union of all tangent
cones, i.e.,
CX :=
⋃
x∈X
CxX.
Let DCX be the set of parametrizations p : Up → CX of CX which are locally of
the form u 7→ dγ(u) for a smooth γ : U → Paths(X). Then, the set DCX is a bundle
diffeology for CX . Since we have the diffeological tangent cone bundle (CX,DCX),
we are able to define the diffeological tangent bundle (TX,DTX). The diffeological
tangent bundle of a diffeological space X is given by
TX :=
⋃
x∈X
TxX.
Together with the weak vector bundle diffeology generated by DCX denoted by
DTX , (TX,DTX) is a diffeological vector bundle (cf., e.g., [37]). The generating
plots of DTX are given by
U → TX, u 7→
n∑
i
λi(u)dγi(u),
where n ∈ N, λi : U → R smooth and γi : U → Paths(X) with γ1(u)(0) = . . . =
γn(u)(0) .
Now, we have all tools that we need to define a diffeological version of a Rieman-
nian space with which we are able to specify the diffeological gradient. We start
with the definition of a diffeological Riemannian space and a diffeological Rieman-
nian metric.
Definition 4.13 (Diffeological Riemannian space). Let X be a diffeological space.
We say X is a diffeological Riemannian space if there exists a smooth map
g : X → Sym(TX,R), x 7→ gx
such that
gx : TxX × TxX → R
is smooth, symmetric and positive definit and
TxX → T
∗
xX, dα 7→ gx(dα, ·) (4.6)
is an isomorphism. Then, we call the map g : X → Sym(TX,R), x 7→ gx a diffeo-
logical Riemannian metric.
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We define a gradient similar to gradients on Riemannian manifolds.
Definition 4.14 (Diffeological gradient). Let X be a diffeological Riemannian
space. The diffeological gradient grad f of a function f ∈ C∞(X) in x ∈ X is
defined as the solution of
gx(grad f, dα) = dα(f).
Remark 4.15. For a diffeological Riemannian space X the gradient gradf is
unique for every f ∈ C∞(X) since the map given in (4.6) is an isomorphism.
We conclude this section with an example. For convenience only, we consider
our first example, the cross X defined in (4.5). As seen above, the tangent space
of X at x ∈ X is given by R2 with the standard diffeology on R2. That means
P : UP → R
2 is a plot if and only if P is smooth in the usual sense. This in mind
we notice that TxX is a diffeological Riemannian space. Indeed, the mapping gx
is equal to the usual scalar product on R2 for every x ∈ X . Consequently, gx is
smooth, symmetric, positive definit and satisfy
TxX
∼
−→ T ∗xX , v 7→ 〈v, ·〉.
Furthermore, we notice that
g : X → Sym(TX ,R), x 7→ gx
is smooth. Thus, we are able to define a gradient on TxX , which is the usual
gradient in the Euclidean space R2.
4.2 Towards updates of iterates: Diffeological Levi-Civita
connection and diffeological retraction
In algorithm 3.5, to locally reduce an optimization problem on a manifold to an
optimization problem on its tangent space, we need the concept of the exponential
map, and its approximation, the so-called retraction. If we consider Riemannian
manifolds, it is not guaranteed that the exponential map is a local diffeomorphism;
there might even not to be any exponential map at all [23]. However, for a Rieman-
nian manifold there exists an exponential map if there is a Levi-Civita connection on
that manifold (cf. [12]). Thus, we define a diffeological version of a Levi-Civita con-
nection, which should lead—assuming its existence—to a diffeological exponential
map.
Definition 4.16 (Levi-Civita connection). Let X be a diffeological space with dif-
feological Riemannian metric g, tangent space TxX at x ∈ X and tangent bundle
TX. We define
Γ(TM) := {X : X → TX | X (p) ∈ TpX for p ∈ X}.
A diffeological Levi-Civita connection of X is a map
∇ : Γ(TX)× Γ(TX)→ Γ(TX), (X ,Y) 7→ ∇XY
with the following properties:
(i) For f ∈ C∞(X), X ,Y ∈ Γ(TX) the equation
(∇fXY) (p) = f(p) (∇XY) (p)
holds for all p ∈ X.
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(ii) For f ∈ C∞(X), X ,Y ∈ Γ(TX) the equation
(∇X (fY)) (p) = Tpf(X (p))Y(p) + f(p) (∇XY) (p)
holds for all p ∈ X.
(iii) For X ,Y,Z ∈ Γ(TX) the equation
Z(p)(g(X ,Y)) = gp((∇ZY)(p),Y(p)) + gp(X (p), (∇ZY)(p))
holds for all p ∈ X.
(iv) For f ∈ C∞(X) the equation
(∇XY −∇YX )(p) = X (p)(Y(f)) − Y(p)(X (f))
holds for all p ∈ X, wherein X (f) respectively Y(f) are given by
X (f) : M → R, q 7→ X (q)(f).
Since the exponential map is an expensive operation in optimization strategies,
one often approximates it by a so-called retraction. Thus, we concentrate on the
concept of a retraction. For a diffeological space X with tangent space TxX at
x ∈ X we consider the tangent space
T0(TxX) = {dγ | γ ∈ Pathsx(TxX)/∼}
at 0 ∈ TxX . We start with a definition such that we assign a path in X to an
element in x ∈ X . For this, we define a smooth map x : R → X, t 7→ x for a
diffeological space X and an element x ∈ X . By definition, we have x ∈ Pathx(X).
Thus, we are able to consider dx ∈ TxX . If f ∈ C
∞(X), then
dx(f) =
∂
∂u
f(x(u)) =
∂
∂u
f(x) = 0.
In consequence, dx = d0 holds. The following lemma which leads to the definition
of a diffeological retraction.
Lemma 4.17. If X is a diffeological space and x ∈ X, then the map
Ψ: X → Pathsx(X), x 7→ x
is smooth.
Proof. Let p : Up → X be a plot of X . For a plot q : Uq → X the map
Up × Uq → R, (u, v) 7→ Ψ(p(u))(q(v))
is smooth because Ψ(p(u))(q(v)) = p(u) holds. In consequence, Ψ◦p is a plot for the
functional diffeology of C∞(X) with values in Pathsx(X). Thus, Ψ is smooth.
Definition 4.18 (Diffeological retraction). Let X be a diffeological space and Ψ: X →
Pathsx(X), x 7→ x. A diffeological retraction of X is a smooth map R : TX → X
such that the following conditions hold:
(i) R|TxX (0) = x
(ii) Tdx(R|TxX )|Ψ(TxM)(ddα) = dα
Now, we have clarified all objects in algorithm 3.5 and, thus, reach the aim of
this paper.
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5 Conclusion and outlook
In this paper, the initial question ’What if we want to optimize on a space that
is not a Riemannian manifold?’ is answered by going towards optimization tech-
niques on diffeological spaces. Concentrating on the method of steepest descent
on Riemannian manifolds, this paper discusses the necessary objects for a steepest
descent method on diffeological spaces. We notice that we need a diffeological ver-
sion of a Riemannian structure, a diffeological gradient as well as an exponential
map. In order to define a diffeological Riemannian space, the diffeological concept
of a tangent space fitting to optimization methods is needed. This paper gives a
novel definition of a diffeological tangent space based on the tangent space defini-
tion in the Euclidean case that concentrates on paths. Moreover, a diffeological
Riemannian space is defined. With the help of a diffeological Riemannian struc-
ture, a diffeological gradient is specified which is the key object of the optimization
algorithm. Two examples are considered in this paper. First, it is shown that the
tangent space of the axis in R2 is R2. Thus, the Riemannian structure as well as the
diffeological gradient are the same as in the Euclidean case. The second example
covers the set of all polynomials from R to R. We prove that the tangent space at
any point is given by R∞. This paper ends with a diffeological generalizations of a
Levi-Civita connection and the definition of a diffeological retraction.
In the future, the Levi-Civita connection needs to be investigated , e.g., with
view on its existence. It is possible to define an exponential map on a smooth
manifold using a Levi-Civita connection (cf., e.g., [12]). Therefore, we need to
check if we obtain similar results in a diffeological setting. Since we have a lack of
identification options compared with smooth manifolds, it is a challenging task to
show such a statement. Thus, it is also left for future work to investigate other ways
defining a diffeological exponential mapping and also its first order approximation,
the retraction. After all, it would be important to implement the steepest descent
algorithm in the diffeological setting. However, this can only be done after the
investigations of a retraction mapping. The authors address these questions in
future work.
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