Abstract. In order to find approximate solutions of Volterra and Fredholm integrodifferential equations by collocation methods it is necessary to compute certain integrals that determine the required algebraic systems. Those integrals usually can not be computed exactly and if the kernels of the integral operators are not smooth, simple quadrature formula approximations of the integrals do not preserve the convergence rate of the collocation method. In the present paper fully discrete analogs of collocation methods where non-smooth integrals are replaced by appropriate quadrature formulas approximations, are considered and corresponding error estimates are derived. Presented numerical examples display that theoretical results are in a good accordance with the actual convergence rates of the proposed algorithms.
Introduction
In the present paper we study the convergence behaviour of fully discrete analogs of collocation methods for the numerical solution of initial or boundary value problems of the form where n ∈ N = {1, 2, . . .}, α ij , β ij ∈ R = (−∞, ∞) (i, j = 1, . . . , n) and a i , f : [0, b] → R (i = 0, 1, . . . , n − 1) are some continuous functions. The kernels K i (i = 0, . . . , n) are assumed to be m times continuously differentiable with respect to s on the set ∆ = {(t, s) : 0 ≤ t ≤ b, 0 ≤ s ≤ b, t = s} (1.3) and they satisfy on this set for j = 0, 1, . . . , m the estimates where c is a positive constant, −∞ < ν < 1 and m ∈ N. For example, the kernels in the form . If all kernels are identically equal to 0 above the diagonal t = s (i.e. K i (t, s) ≡ 0 for s > t and for all i ∈ {0, 1, . . . , n}), then we have a Volterra integro-differential equation, otherwise we have a Fredholm integro-differential equation. In case of a Volterra integro-differential equation it is sufficient to require that the functions K i,p (i = 0, . . . , n, p = 1, 2) are m times continuously differentiable with respect to s on the triangle {(t, s) : 0 ≤ s ≤ t ≤ b}. The problems of the form (1.1), (1.2) arise in many applications (see, e.g., [1, 3] and references therein).
We use a reformulation of the problem (1.1), (1.2) and introduce a new unknown function v = u (n) . We assume that from all solutions of the linear homogeneous differential equation u (n) = 0 only u = 0 satisfies the conditions (1.2), which is equivalent to the invertibility of the matrix Z with the elements
Then the nonhomogeneous equation
with boundary conditions (1.2), has a unique solution u(t) = (Jv)(t), t ∈ [0, b], where the operator J has a representation
Here the vector c = (c 1 , . . . , c n ) ′ is defined by c = −Z −1 Ψ d, where Ψ = (β i,j ) and the components of the vector d = (d 1 , . . . , d n )
′ are given by
We also define the following operators:
We see that J n v = v and J i (i = 0, . . . , n − 1) are bounded linear operators from L ∞ (0, b) into C[0, b] and that for piecewise polynomial functions v the functions J i v can be computed exactly.
Using u (n) = v and (1.5), the problem (1.1), (1.2) may be rewritten as a linear operator equation of the second kind with respect to v:
A popular class of methods for solution of weakly singular integro-differential equations is the class of piecewise polynomial collocation methods using nonuniform grids (see, e.g., [1, 2, 3, 7, 8, 12] ). In order to apply these methods it is necessary to compute certain integrals that determine the linear systems to be solved. Unfortunately those integrals usually cannot be computed exactly and even when analytic formulas exist, their straightforward application may be numerically unstable in the case of highly nonuniform grids (see [5] ). Therefore it is of great practical and theoretical interest to consider methods (so called fully discrete methods), where the integrals are computed by quadrature formulas. If the kernels of the integral operators are not smooth, then it is not easy to define a quadrature approximation to the system integrals so that the order of convergence of the original collocation method is preserved. One way of coping with this difficulty is to use for approximating the integral operators additional graded grids that take into account the singularities of the kernels. Such methods for solution of weakly singular integral equations are proposed and investigated in [4, 6, 11] . In the present paper we propose fully discrete analogs of collocation methods to solve integro-differential equations with weakly singular kernels. Here we use results from [6] .
In Section 2 of the present paper we introduce an algorithm of a collocation method for solving (1.1), (1.2) . In Section 3 we construct a fully discrete analog of this algorithm and in Section 4 derive estimates for the difference of approximations obtained by the exact collocation method and by the fully discrete collocation method (Theorem 1). Theorem 1 together with the convergence rate estimates for the exact collocation methods enable us to estimate the errors of the approximations computed by the fully discrete collocation method. In the last section the obtained theoretical results are verified by some numerical experiments.
Collocation Method
For a given N ∈ N let Π N = {t 0 , . . . , t N : 0 = t 0 < t 1 < . . . < t N = b} be a partition (a grid) of the interval [0, b] (for the ease of notation we suppress the index N of t j = t 
Here π m denotes the set of polynomials of degree not exceeding m and
m (Π N ) may have jump discontinuities at the interior points t 1 , . . . , t N −1 of the grid Π N .
We define m ≥ 1 collocation points in every subinterval
where η 1 . . . , η m are some fixed parameters which do not depend on j and N and satisfy 0 ≤ η 1 < η 2 < . . . < η m ≤ 1 .
We look for an approximate solution u N of the problem (
is determined by the following collocation conditions:
Here J 0 and T are defined by (1.5) and (1.6), respectively. If
The convergence of such collocation method for solving (1.1), (1.2) is investigated in [8] . In order to obtain a high-order convergence a special graded grid reflecting the possible singular behavior of the solution is used.
A Fully Discrete Collocation Method
For determining v N from (2.2) it is necessary to compute integrals which usually cannot be computed exactly. In order to discretize the integrals in (2.2) we introduce a set of points Σ M = {s j : j = −M, . . . , M } where
M > 1 is a natural number and r 1 ≥ 1 is a real number that determines the nonuniformity of Σ M at zero. Basically, this grid, shifted to be centered at the current value of t, is the grid on which we can approximate our integrals with nonsmooth kernels well. But since our integrands may have discontinuities at the points in Π N , we refine the integration grid with respect to those points. More precisely, for given t ∈ [0, b] we divide the interval [0, b] into subintervals with the points
Let us number the points in X t in the increasing order, i.e., X t = {x p : p = 0, 1, . . . , p 1 }, where
Additionally, we choose a quadrature formula
with knots 0 ≤ ξ 1 < · · · < ξ m1 ≤ 1 and weights ω 1 , . . . , ω m1 . We denote
and approximate the integrals
where ν < 1 as (1.4) and
(3.4) Our fully discrete collocation method is as follows: we look for an approximate solutionũ N of (1.1), (1.2) 
Convergence of the Fully Discrete Collocation Method
We obtain the following estimates for the errors of the quadrature approximationsB i of the integral operators B i . 
Assume also that the quadrature formula (3.2) is exact for all polynomials of degree µ where µ ≥ k − 1 and that the kernels K i , (i = 0, . . . , n) are µ − k + 2 times continuously differentiable with respect to s on the set ∆ (see (1.3) ) and satisfy on this set for j = 0, . . . , µ − k + 2 the estimates (1.4) with ν < 1.
Then, for r 1 ≥ 1 as (3.1) and for i = 0, . . . , n, we have
where c does not depend on t, M , N and the form of Π N , the function Ω M is defined by 
where
and (B ip )(t) is defined by (3.4). Since the quadrature formula (3.2) is exact for all polynomials of degree µ and w is on each interval
Thus for any such polynomial we get an estimate
where c is a positive constant not depending on t and p. For values p such that
which, together with the well-known estimate for Taylor expansion
s=σ and the estimates (4.5) and (1.4) with j = µ − k + 2 ≥ 1 > −ν gives us
where c 1 does not depend on p and
Since
where c 3 does not depend on M and t.
In a similar way we get the same estimates for ∆ 1 (t) (see [6] ). Using (3.1) and (1.4) we obtain (see [6] ) min{b,t+s1} max{0,t−s1}
and so from (4.3) the estimates (4.1) for 0 ≤ ν < 1 follow. Repeating the steps of the corresponding part of the proof of Theorem 1 in [6] we can prove the estimates (4.1) also for ν < 0. ⊓ ⊔ We derive sharper estimates for the errors of the approximationsB i J i v of the integrals B i J i v for i = 0, . . . , n. Proof. Note that since Π N ⊂ X t and v ∈ S (−1)
for any t ∈ [0, b] (see [8] ).
m−1 (Π N ) and the estimate (4.6) follows from Lemma 1 immediately. Consider the case 0 ≤ i < n. We use the equality
where φ ∈ S (−1)
By the well-known estimate for the error of Taylor expansion, we obtain
Since (J i v) (n−i) = v and 0 < x p − x p−1 ≤ r 1 b/M (p = 1, . . . , p 1 ) we get
m+n−i−1 (X t ) we estimate by (4.1) and (4.8)
In order to estimate the norm of (B i −B i )φ, we write φ = n−i−1 j=0 φ j , where
m−1 (X t ) for j ≤ m − 1, we have according to (4.1) the estimate
. . , n − j − 1, and in case of n − j > m we have
then we obtain
From (4.7), (4.9) and (4.10) the estimate (4.6) follows. ⊓ ⊔ Lemma 2 enables us to estimate easily the difference of solutions of the exact collocation method (2.2) and the fully discrete collocation method (3.5). 
where c is a constant not depending on M and N and the form of Proof. Define a piecewise polynomial interpolation operator P N :
where t jk (k = 1, . . . , m, j = 1, . . . , N ) are defined by (2.1). Then we can represent conditions (2.2) and (3.5) as operator equations
respectively. It is well known that P N is a sequence of uniformly bounded operators satisfying
In the same way as in the proof of Theorem 4.1 of [8] we obtain that there exists an integer N 0 such that for every N ≥ N 0 equation (4.14) possesses a unique solution v N ∈ S (−1) m−1 (Π N ) and
where c does not depend on N . Let's denote the space of piecewise polynomial functions S
norm by E N and consider (4.14) and (4.15) as equations in E N . It follows from (4.6) that
Using equality
and inequality (4.16) we get that there exists M 0 ∈ N such that for every M ≥ M 0 and N ≥ N 0 operator (I − P NT ) is invertible in E N , equation (4.15) possesses a unique solutionṽ N ∈ E N and
where c does not depend on M and N . It follows from (4.14) and (4.15) that
On the basis of (4.6), (4.16) and (4.17) we obtain from this that for M ≥ M 0 and N ≥ N 0
where c and c 1 do not depend on M and N . This together with boundedness of J i (i = 0, . . . , n) yields the estimate (4.11). The estimate (4.12) follows from the equalitieŝ
⊓ ⊔ Theorem 1 tells us that for any collocation method we can choose appropriate M depending on N , an appropriate quadrature formula (3.2) and a suitable value for the nonuniformity parameter r 1 so that the convergence rate of the fully discrete collocation method is of the same order as the convergence rate of the collocation method.
Remark 1.
If in the integral equation (1.1) the kernels K i (t, s) ≡ 0 for i = 0, . . . , p where p < n, then the assertions of Theorem 1 are valid when we replace the assumption 2) with the assumption that quadrature formula (3.2) is exact for all polynomials of degree µ ≥ m + n − p − 2.
Numerical Experiments
Let us consider the following boundary value problem:
The forcing function f is selected such that
is the exact solution. Actually, this is a problem of the form (1.1), (1.2) where
It is easy to check that the kernel K 0 satisfies the conditions (1.4) with ν = 1/2 and arbitrary j ∈ N 0 . Problem (5.1), (5.2) is solved numerically by collocation method (2.2) and by fully discrete collocation method (3.5) . At that grid points
with even N , r = 2 and collocation points (2.1) with m = 2 and Gaussian parameters η 1 = (3 − √ 3)/6, η 2 = 1 − η 1 are used. Then from the results of [8, 9, 10] we get for sufficiently large N the estimates 
with the grid points {t j }, defined by the formula (5.3). In Tab. 5.1 we also present the ratios 
N ε The corresponding ratios should be equal̺ . The results in Tab. 5.1 are calculated using the second expression ofB 0 w in formula (3.3) . Although the kernel K 0 in this example satisfies estimates (1.4) with ν = 1/2 > 0 and it is not bounded at t = s, we can also use the first expression ofB 0 w in (3.3) (since 0 and 1 are not among the knots of the quadrature formula). This version of the method converges nearly with the same rate although the absolute values of the errors are somewhat smaller.
The numerical results presented in Tab. 5.1 show that in general the derived theoretical error estimates express the actual convergence rate of the collocation method and the fully discrete collocation method well enough. We note, that a good choice of M is M = 2N .
