In order to obtain better learning results in supervised learning, it is important to choose model parameters appropriately. Model selection is usually carried out by preparing a finite set of model candidates, estimating a generalization error for each candidate, and choosing the best one from the candidates. If the number of candidates is increased in this procedure, the optimization quality may be improved. However, this in turn increases the computational cost. In this paper, we focus on a generalization error estimator called the regularized subspace information criterion and derive an analytic form of the optimal model parameter over a set of infinitely many model candidates. This allows us to maximize the optimization quality while the computational cost is kept moderate.
Introduction
The goal of supervised learning is to estimate an unknown function from training samples. If a good approximation of the target function is obtained, we can predict output values for unseen input points. This is called the generalization ability. The level of the generalization ability is usually measured by a distance between learned and target functions, which is referred to as the generalization error.
So far, various supervised learning methods have been developed, e.g., ridge learning [5] . Most of the learning methods contain model parameters such as the ridge parameter and the choice of the model parameters is crucial for better performance. Ideally, we want to choose the model parameters so that the generalization error is minimized. However, since the target function is unknown, we can not directly choose the model parameters as such. In practice, we use an estimator of the generalization error instead.
The regularized subspace information criterion (RSIC) [9] is a generalization error estimator for kernel models 1 and is shown to work well in practice. However, RSIC involves the optimization of additional tuning parameters, which is computationally rather expensive. In this paper, we derive an analytic form of the optimal model and tuning parameters over sets of infinitely many candidates. This maximally enhances the optimization quality, while the computational cost is kept moderate. Through simulations with artificial and benchmark data sets, we show that the new method tends to give comparable generalization performances with less computational costs.
Formulation of Supervised Learning
In this section, we briefly formulate the supervised learning problem (see the paper [12] for more detail).
Let us consider the problem of approximating a function from training samples. Let f (x) be the learning target function, which is a real-valued function defined on D ⊂ R d and belongs to a reproducing kernel Hilbert space H [2] . We denote the reproducing kernel of H by K(x, x ). Let {(x i , y i )} n i=1 be training samples, where x i ∈ D is an input point and y i ∈ R is an output value. We assume that the output value y i is degraded by i.i.d. Gaussian noise i with mean zero and variance σ 2 :
Let f (x) be a learned function obtained from the training samples. The goal to obtain the best approximation to the target function in terms of the following generalization error.
where f 2 is subtracted for making the following discussion simple. We employ the following kernel model for learning [6] .
where α = (α 1 , α 2 , . . . , α n ) are parameters to be learned and denotes the transpose.
Note that this form is known to be a minimizer of some regularized functional in H [6] . We focus on learning the parameter vector α in a linear fashion, i.e., α is obtained by
where y = (y 1 , y 2 , . . . , y n ) and L is an n-dimensional matrix which is independent of the noise
. We call L the learning matrix. Consequently, the problem of learning f (x) is converted into the problem of learning L. Since the generalization error G includes the unknown learning target function f (x), we can not directly learn L such that G is minimized. A standard approach to coping with this problem is to employ an accessible estimator of the unknown generalization error G. In the next section, we review existing methods for estimating G.
Generalization Error Estimators
In this section, we briefly review the generalization error estimators called the subspace information criterion (SIC) [11, 10] and its extension the regularized SIC (RSIC) [9] .
Subspace Information Criterion
Let S be the subspace of H spanned by {K(x,
where
. . , α * n ) are unknown optimal parameters. Then the expected generalization error G can be expressed as follows [10] .
where E is the expectation over the noise { }
Since α * is unknown in Eq.(6), we replace it by a linear unbiased estimator α u . Namely, with some n-dimensional matrix R u , α u is given as
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where † denotes the Moore-Penrose generalized inverse [1] . Using α u , we can express E G as
The subspace information criterion (SIC) is defined as the right-hand side of Eq.(9) with the expectation operator E removed:
For any L, SIC is an unbiased estimator of E G:
The papers [11, 10] proposed choosing the learning matrix L that minimizes SIC from a set L of candidates of L:
Regularized Subspace Information Criterion
SIC is unbiased, but can have large variance. The regularized SIC (RSIC) can ease this problem [9] . Let α r be some linear regularized estimator of α * :
where R is an n-dimensional matrix which is independent of the noise { } n i=1 . We call R the reference matrix, since α r is used as a reference.
A major reason why SIC can have large variance would be the instability of α u . A basic idea of RSIC is to replace the unbiased estimator α u with a biased but more stable estimator α r :
where the notation RSIC[L; R] means that it is a functional of L with a 'parameter' matrix R. In RSIC, the parameter matrix R should be determined appropriately. The paper [9] proposed using the following criterion for optimizing R:
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where the notation J[R; L] means that it is a functional of R with a parameter matrix L. Now we want to determine R so that the above J is minimized. However, J includes unknown G, so it can not be directly calculated. Let S and T be
Then an unbiased estimator of E J is given as follows [9] .
which satisfies, for any R and L,
The paper [9] proposed using the above J instead of J for determining R. Learning L based on RSIC and J is carried out as follows. First, a set L of candidates of L and a set R of candidates of R are prepared. For each L ∈ L, R is optimized within R:
4 Existing Methods for Determining L When we learn L using SIC or RSIC, we have to determine the set L from which L is searched and the set R from which R is searched. The largest possible set is R n , but it is generally too broad to be searched from. Conventionally, we form the set L and the set R based on some learning criterion. In this section, we briefly review popular choices of the learning criterion.
Existing Method 1 (E1)
Ridge learning [5] determines the parameter α so that the regularized squared error is minimized.
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where η is a non-negative scalar called the ridge parameter. A minimizer of the above regularized squared error is given by
where I is the identity matrix. When RSIC is employed, we have to optimize the reference matrix R in addition to the learning matrix L. Here, we use ridge learning also for R:
where ν is a non-negative scalar. Now the problem of choosing R and L is reduced to the problem of choosing the ridge parameter ν and η. The paper [9] proposed determining the ridge parameter η based on RSIC as follows. First, a finite set of candidate values of η and a finite set of candidate values of ν are prepared. For each η, ν is optimized based on J. Then η is optimized based on RSIC using the chosen ν. We refer to this procedure as E1. The computational complexity of E1 with respect to the number of model candidates is O(|L||R|), where |L| and |R| are the size of the sets L and R respectively. The procedure E1 has been shown to work well, given that the sets L and R are rich enough [9] .
Existing Method 2 (E2)
In the procedure E1, R and L are chosen from a finite set of candidates. In order to improve the optimization quality of R and L, it is desirable to increase the number of candidates. However, this in turn increases the computational complexity. To cope with this problem, the paper [12] proposed an efficient model selection procedure based on RSIC, where the best learning matrix L is analytically obtained under a certain condition. This analytic approach maximally enhances the optimization quality and at the same time it keeps the computational cost reasonable.
It appears to be difficult to have an analytic solution if the set R and L are determined based on ridge learning (23) and (24) since the target parameters η and ν are included in the matrix inverse. The paper [12] instead employed shrinkage learning: determine the parameter α so that the following quantity is minimized.
where δ is a non-negative scalar called the shrinkage parameter. A minimizer of the above quantity is given by the following learning matrix.
We also employ shrinkage learning for R: 7 where κ is a non-negative scalar. Now the problem of choosing R and L is reduced to the problem of choosing κ and δ. Let κ (δ) and δ be
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Then δ is given as follows [12] .
By this expression, we can compute the optimal value of δ analytically. We refer to this procedure as E2. The computational complexity of E2 is O(1) with respect to |L| and |R|.
Proposed Method for Determining L
In the previous section, we reviewed existing RSIC-based methods of determining L. As we experimentally show in Section 6, E1 works excellently in terms of the generalization error, but it is computationally less efficient. On the other hand, E2 is computationally very efficient, but it works poorly in terms of the generalization error. A reason for the poor performance of E2 is shrinkage learning-its regularization effect is rather limited. Although ridge learning works better, it is hard to derive an analytic form of the optimizer since the ridge parameter is included in the matrix inverse. In this section, we propose a new learning method that is more powerful than ridge learning, but it still allows us to obtain an analytic form of the optimizer.
Adaptive Ridge Learning in Kernel Eigenspace
. . , d n be the eigenvalues of K and let u 1 , u 2 , . . . , u n be the associated normalized eigenvectors. Let 
where {λ j } n j=1 are non-negative scalars. Adaptive ridge learning in kernel eigenspace contains n independent ridge parameters {λ j } n j=1 . If
Then a minimizer of Eq. (37) is given by
Proposed Method (P)
Here, we derive an analytic form of the optimal {λ i } n i=1 that minimize RSIC for any fixed R.
Let s, t, W , and p i be
Then we have the following theorem.
is given by
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A proof of this theorem is given in A. By Theorem 1, the optimal value of {λ i } n i=1 can be analytically calculated for any fixed R.
To further optimize R, we employ shrinkage learning for R:
where γ is a non-negative scalar. Then we have the following corollary.
Corollary 1 When Eq.(46) is used for R, Eq.(45) can be expressed as
∞ otherwise.
(47d) A proof of this corollary is given in B.
Now we derive an analytic form of the optimal γ. Let
J defined by Eq.(18) is a criterion which measures the goodness of γ for a fixed L.
However, L (γ) given above depends on γ. Therefore, determining γ by J(γ; L (γ) ) may not be appropriate. Here, we propose using the following J E (γ) for measuring the goodness of γ.
which is the average of J over L (γ ) .
Let A i,j , B i , A, and B be
Then γ is given by
A proof of this theorem is given in C. By Eqs. (47) and (56), we can analytically compute the optimal ridge parameters { λ
. We refer to this procedure as P. The computational complexity of P is O(1) with respect to |L| and |R|.
Simulations
In this section, we experimentally compare the accuracy and computation time of the existing and proposed methods.
Toy Data Set
First, we illustrate how the proposed method works using a simple artificial simulation.
Let f (x) = sinc(x) and we employ the Gaussian reproducing kernel Hilbert space [8] as H, where the reproducing kernel is given by
Note that the sinc function is included in the above Gaussian reproducing kernel Hilbert space [3] . We take training input points
independently following the uniform distribution on (−π, π).
are taken independently following the normal distribution with mean zero and variance σ 
That is, small/large samples and low/high noise level. For each of the above case, we repeat the simulation 1000 times by changing
. In the experiments, σ is treated as unknown variable and is estimated by
With some abuse, we call the followingḠ the generalization error through this section. ]. Therefore, |L| = |R| = 10. Note that all matrices L, R, and K appeared in the current setting have common eigenvectors. This means that all the methods can be implemented quite efficiently, i.e., once eigendecomposition of K is carried out in advance, all the methods can be computed very efficiently. We implemented all the methods in this way. The computation of the Moore-Penrose generalized inverse was often numerically unstable, so we discarded eigenvalues less than 0.02.
Mean and standard deviation of the generalization error obtained by each method are described in the upper area of Table 1 . The ratio of mean generalization error among the methods is also described in the table for better comparison. '+' ('−') signifies that P gives a significantly better (worse) result by the t-test [4] at the significance level 1%. The table also contains the ratio of mean computation time among the methods.
The computational complexity of E1 is O(|L||R|) while that of P is O(1). Thus P is theoretically 100 times faster than E1 in computation. Table 1 shows that practical computation time of P is approximately 20 times faster than E1, which is rather consistent with the theoretical value. The generalization error of P is comparable to that of E1.
The computational complexity of P and E2 are both O(1). Table 1 shows that although they have the same computational complexity, P required a few times more computation time than E2. We conjecture that this is mainly due to the computation of Eqs. (47) and (56). The generalization error of P is better than E2 in all case. Especially, when the noise level is high (σ 2 = 0.09), the generalization error is highly improved. The above results show that, in this illustrative simulations, P is much faster than E1 while the generalization performance is comparable; compared with E2, P is a few times slower but the generalization performance is much better.
Benchmark Data Sets
Here, we apply the proposed method to more realistic data sets and evaluate their behavior. We use 10 benchmark data sets provided by DELVE [7] : Abalone, Boston, Bank-8fm, Bank-8nm, Bank-8fh, Bank-8nh, Kin-8fm, Kin-8nm, Kin-8fh, and Kin-8nh.
For convenience, every attribute is normalized to [0, 1] . n randomly selected samples {(x i , y i )} n i=1 are used for training. We evaluate the generalization performance by the 2 Note that the current setting theoretically yields KK † = I (i.e., K −1 exists) with probability one [8] . However, in practice, K is almost always degenerated numerically and therefore Eq.(59) is still valid.
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mean squared test error:
denote the test samples which are not used for training. Other setting is the same as Section 6.1. The simulation is repeated 100 times, randomly selecting the training set {(x i , y i )} n i=1 in each trial. We test n = 100 and 800 (400 for the Boston data set since it contains only 506 samples).
Mean and standard deviation of the generalization error obtained by each method are described in the lower half of Table 1 . The table shows that, irrespective of n, E1 gives the best performance for most of the data sets; P is slightly inferior to E1 in terms of the generalization performance, but is much better than E2. When n = 100, the computation time of P is approximately 20 times faster than E1 and is a few times slower than E2. However, when n = 800, the computation time of P gets relatively slow. Therefore, P would be particularly useful in small sample cases.
Conclusions
In this paper, we proposed a new learning method called adaptive ridge learning in kernel eigenspace and derived an analytic form of the optimal ridge parameters. We experimentally showed that for some toy and benchmark data sets, the proposed method is computationally more efficient than the existing method with grid search, while the generalization performance is kept rather comparable. In particular, our experiments highlighted that the proposed method is useful when the number of training samples is small.
A Proof of Theorem 1
By Eqs. (14), and (39), RSIC(λ 1 , λ 2 , . . . , λ n ; R) is expressed as Conditions Results
This implies that the minimizer of RSIC(λ 1 , λ 2 , . . . , λ n ; R) with respect to λ i is the minimizer of h i (λ). When d i = 0, the first derivative of h i (λ) is given by
Below, we give a proof depending on d i , s i and p i (see Table 2 ).
is an arbitrary value in [0, ∞). 
Since
where strict equality holds if and only if λ i =λ i , we have λ
By summarizing the above results (see Table 2 ), we have Eq.(45).
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B Proof of Corollary 1
When R is of the form of Eq.(46), p i is expressed as
s i = p i = 0 implies s i = σ = 0, which concludes the proof.
C Proof of Theorem 2
Let
When R is of the form of Eq.(46), Eqs.(16) and (17) are expressed as 
where r (γ) 
Then Eq.(50) is expressed as
where "const." denotes a constant that does not depend on γ. The first derivative of J E (γ) is given by By summarizing the above results (see Table 3 ), we have Eq.(56).
Conditions Results
A > B
