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THE POLYHARMONIC DIRICHLET PROBLEM AND PATH COUNTING
THOMAS HANGELBROEK AND AARON LAUVE
Abstract. The purpose of this article is to provide a solution to the m-fold Laplace equation
in the half space Rd+ under certain Dirichlet conditions. The solutions we present are a series
of m boundary layer potentials. We give explicit formulas for these layer potentials as linear
combinations of powers of the Laplacian applied to the Dirichlet data, with coefficients determined
by certain path counting problems.
1. Introduction
In this article we consider a class of polyharmonic Dirichlet problems in the half-space Rd+ :=
Rd−1 × [0,∞). Specifically, for m > d/2, we consider{
∆mu(x) = 0, for x ∈ Rd+;
λku = hk, for k = 0, . . . ,m− 1.
(1.1)
where the m boundary conditions are given by
λku(x) :=
{
∆
k
2u(x1, . . . , xd−1, 0), for k even,
− ∂∂xd∆
k−1
2 u(x1, . . . , xd−1, 0), for k odd.
(1.2)
Our interest is to describe solutions to (1.1) with m simple boundary layer potentials. Specifically,
we seek solutions of the form
u(x) =
m−1∑
j=0
∫
∂Rd+
gj(y)kj(x, y)dσ(y) (1.3)
where the kernel kj(x, y) : R
d × ∂Rd+ → R is defined as kj(x, y) := λj,yφ(x − y) and φ is a
fundamental solution to ∆m in Rd. In this case, we wish to find the auxiliary functions g =
(gj)
m−1
j=0 , defined on R
d−1 ∼ ∂Rd+. The motivation for this comes from approximation theory, and
is discussed below in Section 1.1.
The problem (1.1) is a longstanding one in the theory of elliptic PDE. In 1905, a closed for-
mula for the Green’s function for the complementary problem (with ∆mu = f and homogeneous
boundary data hk = 0) was presented by Boggio in [10, Eqn. (48)]. This Green’s function can be
extended to the half space without much difficulty (see [39, Eqn. (3.1)] for instance), and from
there a Poisson kernel can be obtained by taking suitable high order derivatives of the Green’s
function (of course, general constant coefficient elliptic boundary value problems of all kinds have
Poisson kernels via [3, Eqn. (2.1)]). This problem and its variants (in bounded regions, with
alternative boundary values, etc.) continue to receive much attention (we mention [5, 14, 34, 39]
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as a very abbreviated list of recent works). For an introduction to this vast topic and many other
related ones we direct the reader to the recent monograph of Gazzola, Grunau and Sweers [22].
Requiring the solution of (1.1) to take the form (1.3) converts this problem into an integral
equation. We seek to match the Dirichlet data h = (hk)
m−1
k=0 with boundary values of the boundary
layer potentials
∑m−1
j=0
∫
Rd−1
gj(y)λj,yφ(x − y)dσ(y). In short, we wish to solve Vg = h where V
is an m×m matrix of integral operators on Rd−1. We note that this set up has been considered
in planar domains for m = 2 by Chen and Zhou [12, Chapter 8] and Costabel and Dauge [13].
Our goal is to solve this system explicitly for modest assumptions on the Dirichlet data h.
The solution involves using Fourier analysis to recast this as a multiplier problem, and to identify
the matrix symbol of the multiplier equation. Namely, we consider the Fourier transform ĥ(ξ) =
µ(ξ)ĝ(ξ) where µ = σ(V) : Rd−1 → Cm×m is a Fourier multiplier. This multiplier can be factored
µ(ξ) = D1(ξ)MD2(ξ) as a product of simple diagonal multipliers D1 and D2 (having entries that
are, essentially, integral powers of |ξ|), and a matrix of constant entries M.
The invertibility of the system hinges on the matrix M, which is shown to have a checkerboard
pattern: zeros in the odd entries (i.e., Mij = 0 when i + j is odd) and a two-block structure in
the even entries. These blocks are Hankel matrices B and C of binomial coefficients and Catalan
numbers, respectively. At this point our second objective emerges: the entries in either block
count minimal lattice paths in certain planar graphs. In the Catalan case, these are Dyck paths;
for the binomial block we have different but related paths.
Developing a connection to these lattice paths allows interesting observations about the fun-
damental matrix M. In particular, its minors count certain non-intersecting paths in slightly
modified graphs—these are easily shown to be positive, and thus the underlying matrix is totally
non-negative (B and C are totally positive). Moreover, the path counting perspective easily reveals
that the determinant of M is a power of 2 (hence M is invertible, hence ĝ is uniquely determined
from ĥ). The problem of determining the inverse of M (for all m) is a challenging combinatorial
problem, but essential for obtaining the closed form solution g. A solution to this problem can
be phrased in terms of path counting, but finding it by this method proves quite difficult. We
determine explicit formulas for the entries of M−1 by other means.
1.1. Motivation. The motivation for this problem comes from surface spline approximation and
interpolation, introduced in the 1970’s by Duchon [17] and Meinguet [36] and further developed
by many others. This is an approach to multivariate approximation where elementary functions
are constructed by taking linear combinations of scattered translates of the fundamental solution
φ for ∆m in Rd, perhaps adding a polynomial term of low degree,
sΞ(x) =
∑
ξ∈Ξ
Aξφ(x− ξ) + p(x).
This is an appealing methodology because such elementary functions can be constructed and
evaluated directly (without imposing additional structure like triangulations or grids).
One reason for the popularity of this method is its effectiveness in treating scattered data:
as an example, consider (zξ)ξ∈Ξ sampled from a continuous function f on the set Ξ ⊂ R
d (i.e.,
zξ = f(ξ) for some unknown target function f). One can attempt to match f by a function of
the form sΞ
1 for instance, by interpolation: solving the linear system sΞ(ξ) = zξ for ξ ∈ Ξ. (By
1Note that in this example the set of centers Ξ and the set of sampling points coincide—this is not strictly
necessary.
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now the reader may have remarked that we require m > d/2—one reason for this is to ensure
that such an interpolation problem is well-posed, since m > d/2 implies that φ is continuous.)
When d = 2 and m = 2, this is known as thin plate spline interpolation, because of the
connection of the bi-Laplacian to the elasticity theory for idealized thin plates. In this case,
the interpolation problem can be viewed as fixing the position of a thin plate at some points
(ξ, zξ) ∈ Ξ × R in space—the value of the interpolant sΞ(x) gives the height of this plate at the
point x ∈ R2. Likewise, the Dirichlet problem (1.1) in this case can be viewed as a clamped plate
problem: position and outer normal derivative of an idealized plate are fixed by the boundary
values hk along R×{0}; ∆
mu = 0 encodes the elasticity constraints; and the value of the solution
u(x) gives the displacement of this plate at x ∈ R2 (see [12, Chapter 8] or [22, Chapter 1] for a
discussion of the thin plate model).
A major challenge for this approximation method deals with negative boundary effects, occur-
ring when the points Ξ lie within a region Ω –in other words, on one side of the boundary ∂Ω.
In this case, the error between the approximant and the target function in a neighborhood of the
boundary is larger than elsewhere. As the spacing of Ξ becomes finer in Ω, the rate of decay of
this error can be quantified; it is substantially slower than in the interior of Ω. A satisfactory
method for understanding and overcoming the boundary effects for thin plate spline approxima-
tion (m = 2, d = 2) was treated in [26], where a new approximation scheme was developed using
an integral representation for smooth functions that uses a minimal number of boundary layer
potentials. This representation takes the form
f(x) =
∫
Ω
∆2f(y)φ(x− y)dy +
∫
∂Ω
(N3f(y)λ0,yφ(x− y) +N2f(y)λ1,yφ(x− y)) dσ(y) + p(x),
with φ the fundamental solution for ∆2 in R2, p a polynomial of degree at most 1, and N2 and
N3 are pseudodifferential operators on the boundary.
2
Developing higher order and higher dimensional versions of such representations are necessary
to create more general (higher order, higher dimensional) approximation schemes. These repre-
sentations, in turn, follow from considering the structure of solutions to the Dirichlet problem for
arbitrary spatial dimensions d ≥ 2 and orders m > d/2.
Finally, the study of the polyharmonic Dirichlet problem is closely related to a number of
other applications. The problem of transfinite interpolation (see, e.g., [7]), modifies the basic
interpolation setup to treat (non-discrete) data on curves and surfaces. Dirichlet problems for
polyharmonic and other equations often play a key role in image inpainting in digital image
analysis [8]. The solution of polyharmonic Dirichlet problems on rectangular regions underly the
signal and image processing approach considered Saito and his colleagues, [45, 40]. Kounchev
has developed polyspline approximation (using piecewise polyharmonic functions with prescribed
smoothness conditions), which has been used to treat a variety of problems in numerical analysis,
approximation theory and wavelet theory. For an introduction, we cite the manuscript [29], which
has a substantial bibliography (although by now this subject has grown considerably).
1.2. Solution. Under suitable conditions (i.e., smoothness, decay and vanishing moment condi-
tions to be elaborated in the following sections) on Dirichlet data h, the Dirichlet problem has
2This representation should be compared to “Green’s representation” from potential theory. The crucial differ-
ence is the presence of extra boundary integrals involving higher order derivatives of the kernel φ (and therefore
use kernels that are more singular).
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solution g with
gj =
√
−∆d−1
m−1∑
k=0
k+j∈2Z
(M−1)j,k(∆d−1)
m−1−(j+k)/2hk ,
where ∆d−1 =
∑d−1
ℓ=1
∂2
∂x2ℓ
is the Laplacian on Rd−1. We note that the auxiliary boundary functions
with odd indices depend only on the odd boundary values hk and likewise, the even gj depend
only on boundary data hk with even indices k. Moreover, the coefficients (M
−1)j,k have simple,
explicit formulations which are given in Section 7.
1.3. Outline. We have organized this article in the following way. In Section 2, we set some basic
notation and discuss some background from analysis. In Section 3 we analyze the boundary layer
potentials, their regularity and their frequency representation. In this section we make conditions
on the auxiliary functions g that permit the boundary layer potential solution (1.3) to have a
manageable Fourier transform. Section 4 is concerned with understanding the boundary values of
the boundary layer potential solution—the main result in this section is the identification of the
matrix symbol of the operator V mapping auxiliary boundary functions g to boundary data h.
Section 5 relates coefficients from this symbol to the problem of counting paths in certain graphs,
and shows that various properties of the symbol can be related to counting non-intersecting paths.
Section 6 presents our main results, which includes the closed form representation of the map from
Dirichlet data h to boundary functions g. Section 7 is concerned with inverting the binomial and
Catalan matrices that form the blocks B and C of M. This involves computing their LDLT
(Cholesky) decompositions and providing a closed form formula for the triangular matrix L−1.
Section 8 treats the Riesz transform. We demonstrate that the Riesz transform of a function with
many vanishing moments decays rapidly. Although this is well known for compactly supported
functions, we must extend this result to treat functions with algebraic decay. The final section
treats two extensions of the method we’ve presented, treating problems with different boundary
conditions, and different elliptic, constant coefficient differential operators.
2. Background and basic assumptions
Points in Rd. We denote the inner product of two points x, y ∈ Rd by 〈x, y〉 and the Euclidean
norm of x ∈ Rd by |x|. The ball of radius ρ centered at c ∈ Rd is denoted B(c, ρ). Often we
identify the hyperplane ∂Rd+ with R
d−1, and for an integral of f : Rd → C taken with respect
to surface measure on ∂Rd+ we simply write
∫
Rd−1
f(y)dσ(y). We frequently make use of the
decomposition x = (x′, xd) ∈ R
d with xd ∈ R and x
′ the projection onto Rd−1.
Multi-integers. For a multi-integer α = (α1, . . . , αd) ∈ N
d, we denote the size |α| =
∑d
j=1 αj (this
should not be confused with the Euclidean norm |x| of x ∈ Rd—the context will make clear what
is the proper meaning of | · |). These are used to denote monomials, xα =
∏d
j=1 x
αj
j and partial
derivatives Dα =
∏d
j=1
∂αj
∂x
αj
j
.
Spaces of functions. The space span|α|≤L x
α consisting of polynomials of degree L or less is denoted
by ΠL = ΠL(R
d). For a measurable subset Ω ⊂ Rd and 1 ≤ p ≤ ∞, Lp(Ω) indicates the Banach
space of (equivalence classes of) functions for which
∫
Ω |f(x)|
pdx < ∞ (or ess sup |f(x)| < ∞ in
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case p =∞.) For an open set Ω, 1 ≤ p ≤ ∞ and k ∈ N, the Sobolev space W kp (Ω) = {f ∈ Lp(Ω) |
for |α| ≤ k, Dαf ∈ Lp(Ω)} is the subspace of Lp(Ω) for which all distributional derivatives of
order k or less are also in Lp(Ω). When p = ∞, we prefer the space C
k(Rd) of functions having
continuous partial derivatives of order k.
Given ǫ > 0, the function f is Ho¨lder continuous with exponent ǫ at a point x if the pointwise
Ho¨lder coefficient [f ]ǫ,x := sup|y−x|≤1
|f(y)−f(x)|
|y−x|ǫ is finite. For non-integer s > 0, the Ho¨lder space
Cs(Rd) consists of the functions f ∈ Ck(Rd) with k = ⌊s⌋ so that for each multi-index |α| = k,
Dαf is Ho¨lder continuous with exponent ǫ = s− k. The Ho¨lder seminorm of f is denoted by
|f |Cs(Ω) :=
{
max|α|=k supx∈Ω |D
αf(x)|∞ , for s = k ∈ Z
max|α|=k supx∈Ω [D
αf ]ǫ,x , for s /∈ Z.
Spaces simultaneously capturing smoothness and decay. On top of these classical functions spaces
which capture smoothness, we need also to encode decay properties of the function. We can
describe basic assumptions on the Dirichlet data with the help of a family of Banach spaces: for
J > 0 and s, δ ≥ 0, define LsJ,δ = L
s
J,δ(R
d) to be the class of functions f ∈ Cs(Rd) for which
‖f‖Ls
J,δ
:= sup
0≤σ≤s
sup
ρ≥0
(
(1 + ρ)J+σ
(
log
(
e+ ρ
))δ
|f |
Cσ
(
Rd\B(0,ρ)
)) (2.1)
is finite.
It is not hard to see that if s1 < s2 then L
s2
J,δ ⊂ L
s1
J,δ. Likewise if J1 < J2 then L
s
J2,δa
⊂ LsJ1,δb
(this holds regardless of δa and δb). When s = 0, we simply write LJ,δ = L
s
J,δ. For f ∈ LJ,δ, the
estimate
|f(x)| ≤ ‖f‖LJ,p(1 + |x|)
−J
(
log
(
e+ |x|
))−δ
holds. Moreover, when J ≥ d+L (assuming δ > 1 in the case of equality J = d+L), the integrals
〈f, p〉 =
∫
Rd
f(x)p(x)dx for p ∈ ΠL are well-defined.
Fourier transform and multipliers. We define the Fourier transform for L1(R
d) functions as
f̂(ξ) :=
∫
Rd
f(x)e−i〈x,ξ〉dx,
and extend to tempered distributions in the usual way. In a similar way, we denote the inverse
Fourier transform of an L1 function g by g
∨(x) = (2π)−d
∫
Rd
g(ξ)ei〈x,ξ〉 dξ. For functions of suffi-
cient smoothness and rapid decay, the inversion theorem gives that f(x) = (2π)−d
∫
Rd
f̂(ξ)ei〈x,ξ〉 dξ.
We make use of a class of linear operators called multiplier operators. The study of such op-
erators, which include convolution and constant coefficient differential operators, is an important
and enduring aspect of harmonic analysis. For our purposes, these are linear operators defined as
f 7→ (2π)−d
∫
Rd
µ(ξ)f̂(ξ)ei〈x,ξ〉 dξ.
The function µ : Rd → C is referred to as the symbol. For an operator v, the symbol is denoted
by σ(v) = µ.
Of particular interest are operators with a matrix symbol. This is the obvious generalization
to vector valued functions g = (g1, . . . , gM ) ∈ L1(R
d,CM ) of the previous concept. In this case,
we consider an operator V with matrix symbol σ(V) = (µk,j) : R
d → CN×M . In other words,
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for j = 1 . . .M and k = 1 . . . N , each entry of the symbol is µk,j : R
d → C, and the operator is
g 7→ Vg =
(
(2π)−d
∑M
j=1
∫
Rd
µk,j(ξ)ĝj(ξ)e
i〈x,ξ〉dξ
)
k=1,...,N
.
3. Boundary Layer Potential Operators
We seek solutions to (1.1) comprising m boundary layers using the potential function φ, where
φ(x) = φm,d(x) := Cm,d
{
|x|2m−d log |x|, for d even and 2m ≥ d,
|x|2m−d, otherwise
is a fundamental solution of ∆m in Rd. This result, and the precise value of the constant Cm,d
for which ∆mφm,d = δ can be found in [6, (2.11)]. We note that ∆
jφm = φm−j .
Our goal is to write the solution of (1.1) in the form
u(x) = Tg(x) :=
m−1∑
j=0
∫
∂Ω
gj(y)λj,yφ(x− y) dσ(y). (3.1)
We begin our analysis of the solution Tg by considering its constituent functions, the boundary
layer potentials
∫
Rd−1
gj(y)λj,yφ(· − y)dσ(y). We express such functions in two key ways. First,
we consider them as integral operators applied to functions supported on Rd−1:
Vjgj(x) :=
∫
Rd−1
gj(y)kj(x, y) dσ(y) with kj(x, y) := λj,yφ(x− y).
Second, we consider them as the convolution of φ with distributions supported on ∂Rd+, which
leads to their characterization via the Fourier transform.
3.1. Boundary layer potential operators. One observes, via a direct computation, that as
|x−y| → 0, kj(x, y) = O(|x−y|
2m−d−j log |x− y|). Indeed, we can compute Dβφ(x) explicitly, as
indicated by the following formula (this has already been observed in [10, Eqn. (51)] and perhaps
earlier). For any multi-index β, a direct computation shows that
Dβφ(x) = p2m−d−|β|(x)
(
log |x|2
)
+ q2m−d−|β|(x), (3.2)
where pγ and qγ are homogeneous functions of degree γ. From this, it follows that |D
βφ(x)| .
|x|2m−d−|β|(1+ log |x|). In fact, if d is odd or if |β| > 2m− d, the homogeneous function p2m−d−|β|
vanishes. This leads to the following key observation.
Lemma 3.1. For a multi-index α, with |α| > 2m − d, the derivative Dαφ(x) is homogeneous of
degree 2m − d − |α|. In particular, there is a constant C (depending on m,d and α) so that for
|x| > 0,
|Dαφ(x)| ≤ C|x|2m−d−|α|.
For a compactly supported distribution T , the convolution φ ∗ T (x) is well-defined for x /∈
supp(T ). In this case, we have the following corollary.
Corollary 3.2. If f is a compactly supported function and satisfies moment conditions f ⊥
ΠL(R
d) with L > 2m− d, then as |x| → ∞,
|φ ∗ f(x)| ≤ O(|x|2m−d−L).
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At this point we state the first of two restrictions on the domain of Vj which will be used later.
Condition 3.3 (Decay). For j = 0, . . . ,m−1 we assume gj is continuous and there are constants
C > 0 and δ > 2 so that
|gj(y)| ≤ C(1 + |y|)
1+j−2m
(
log(e+ |y|)
)−δ
.
In other words, we assume gj ∈ L2m−j−1,δ for j = 0, . . . ,m− 1. This condition, in conjunction
with formula (3.2), ensures that
∫
Rd−1
gj(y)λj,yφ(x− y)dσ(y) is well-defined.
Lemma 3.4. For a family of functions g = (gj)
m−1
j=0 satisfying Condition 3.3, Tg ∈ C
m−1(Rd)
and satisfies ∆mTg = 0 in Rd+ as well as R
d
−.
Proof. The smoothness on φ away from the origin and the decay condition on gj × kj(x, ·) =
gj×λjφ(x−·) ensures that Vjgj is C
∞ in each open half space. Likewise, the fact that ∆mφ(x) = 0
for x 6= 0 and that ∆mλj,yφ(x−y) = λj,y∆
mφ(x−y) ensures that each Vjg ism-fold polyharmonic
in both half spaces.
The bounds obtained from (3.2) show that Vjgj extends to C
2m−j−2
(
Rd), since
DβVjgj(x) =
∫
Rd−1
gj(y)D
β
xλj,yφ(x− y)dσ(y) =
∫
Rd−1
gj(y)λj,yD
β
xφ(x− y)dσ(y).
The first step involves dominated convergence, justified by the fact that |gj(y)λj,yD
β
xφ(x− y)| is
integrable: the product decays rapidly, thanks to Condition 3.3 while λj,yD
β
xφ(x − y) is locally
integrable, since j + |β| ≤ 2m− 2. 
In summary, it follows that Tg satisfies ∆mTg = 0, and is sufficiently smooth near the boundary
to have well-defined boundary values λjTg, j = 0, . . . ,m− 1.
3.2. Fourier characterization of the boundary layer potentials. The alternative represen-
tation of Tg is to think of it as a convolution of φ with a distribution supported on Rd−1, i.e.,
Tg = φ ∗ µg. We adopt this view in order to give a Fourier description of the boundary layer
potential operators.
This idea is most easily illustrated for the initial (j = 0) term V0. In this case, for a given g
we have V0g(x) =
∫
Rd−1
g(y)λ0,yφ(x− y) dσ(y) = 〈φ(x− ·), g ⊗ δ〉, where g ⊗ δ is the distribution
defined by γ 7→ 〈γ, g⊗ δ〉 =
∫
Rd−1
g(x′)γ(x′, 0)dx′. For the higher order boundary layer potentials,
we apply Λj , the natural extension of the boundary operator λj . Correspondingly, Λ
∗
j = ∆
j
2 when
j is even and Λ∗j =
∂
∂xd
∆
j−1
2 when j is odd. In this case, the individual boundary layer potential
operators are
Vjg(x) =
∫
Rd−1
g(y)λj,yφ(x− y) dσ(y) =
〈
Λj
(
φ(x− ·)
)
, g ⊗ δ
〉
=
〈
φ(x− ·),Λ∗j
(
g ⊗ δ
)〉
.
In other words, Vjg = φ ∗
(
Λ∗j
(
g ⊗ δ
))
.
Formal calculation. This leads to a standard calculation of the symbol of the operator Vj , which
we now present formally. (In the interest of presenting a self-contained exposition, we present a
slightly more direct approach below.) This can be simplified with the usual formula expressing a
convolution as the inverse Fourier transform of a product:
Vjg = φ ∗
(
Λ∗j
(
g ⊗ δ
))
=
([(
Λ∗j
(
g ⊗ δ
))]∧
φ̂
)∨
.
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The first factor can be expressed as σ(Λ∗j )(ξ)(g⊗δ)
∧(ξ). The symbol of the differential operator is
simply σ(Λ∗j )(ξ) = i
j|ξ|j when j is even and σ(Λ∗j )(ξ) = i
j |ξ|j−1ξd when j is odd, while the Fourier
transform of the distribution g ⊗ δ is (g ⊗ δ)∧(ξ) = ĝ(ξ1, . . . , ξd−1). The Fourier transform of φ is
a tempered distribution, leading to a distributional description of Vj . However, when considering
test functions having a Fourier transform supported away from the origin, φ̂(ξ) = (−1)m|ξ|−2m.
This line of reasoning results in a distributional version of the formula (3.5) shown below. In
order to obtain the pointwise formula, and to demonstrate that it is valid for a larger class of
functions, we perform the following direct calculation.
Direct calculation. The Fourier transform of the tempered distribution φ, restricted to test func-
tions γ with supp(γ̂) ⊂ Rd \ {0}, can be represented by (−1)m|ξ|−2m. This is nearly sufficient for
our purposes—we need to give a slightly more careful description of the behavior of the pseudo-
function (−1)m|ξ|−2m near the origin. The singular behavior at the origin can be treated by
modifying the kernel ei〈x,ξ〉 to force a high order zero (see [23, Chapter 4.4] or [33]). By sub-
tracting the Taylor polynomial of ei〈x,ξ〉 of degree 2m − d multiplied by a smooth, compactly
supported cut-off function ψ equalling 1 in a neighborhood of the origin, we obtain the kernel
E(x, ξ) = ei〈x,ξ〉 − ψ(ξ)
∑2m−d
ℓ=0
(i〈x,ξ〉)ℓ
ℓ! .
Lemma 3.5. Given ψ ∈ C∞c (R
d) where ψ(ξ) = 1 for |ξ| ≤ 1, there is a polynomial p ∈ Π2m−d(R
d)
(depending on φ and ψ) so that
Dαφ(x) = (−1)m
i|α|
(2π)d
∫
Rd
ξα
|ξ|2m
ei〈x,ξ〉 − ψ(ξ) 2m−d−|α|∑
ℓ=0
(i〈x, ξ〉)ℓ
ℓ!
dξ +Dαp(x). (3.3)
Proof. It is not difficult to see that φ2 := (−1)
m(2π)−d
∫
Rd
|ξ|−2mE(·, ξ)dξ is a continuous function,
which exhibits polynomial growth. It serves as a fundamental solution for test functions in
D2m−d+1, the space of compactly supported C
∞ functions γ for which γ̂(ξ) = O(|ξ|2m−d+1) near
the origin. Indeed, for such γ, a direct calculation reveals φ2∗γ(x) =
(−1)m
(2π)d
∫
Rd
γ̂(ξ)|ξ|−2mei〈x,ξ〉dξ.
By this observation, the Riemann-Lebesgue lemma applies and φ2∗γ vanishes at∞. By Corollary
3.2, the solution φ ∗ γ also decays. Because w := (φ2 − φ) ∗ γ is a tempered distribution solving
∆mw = 0, its Fourier transform is supported at the origin, and u must therefore be a polynomial.
Because u vanishes at ∞, it must be trivial, and 〈φ2, γ〉 = 〈φ, γ〉 for all γ ∈ D2m−d+1. By [33,
Proposition 2.6], φ = φ2 + p for some p ∈ Π2m−d. The lemma follows by dominated convergence,
differentiating under the integral. 
To simplify the convolution of Λ∗j (g ⊗ δ) with φ, we force ĝ (and therefore (g ⊗ δ)
∧) to have a
high order zero at the origin.
Condition 3.6 (Vanishing moments). For j = 0, . . . ,min(m − 1, 2m − d), we assume there is
C > 0 and τ > 1 so that |ĝj(ξ
′)| ≤ C|ξ′|2m−j−d
∣∣log |ξ′|∣∣−τ holds in a neighborhood of the origin.
It is clear that Condition 3.6 and Condition 3.3 together ensure that gj ⊥ Π2m−d−j(R
d−1).
From this, it follows that for p ∈ Π2m−d the integral
∫
Rd−1
gj(y)Λjp(x− y)dσ(y) vanishes, as does∫
Rd−1
gj(y)
∑2m−d−j
ℓ=0
(i〈x−y,ξ〉)ℓ
ℓ! dσ(y).
Note that Vjgj(x) = (−1)
j
∫
Rd−1
gj(y
′)(Λjφ)
(
x − (y′, 0)
)
dy′, where Λj =
∑
|β|=j bβD
β is a
homogeneous operator of order j. A direct calculation with the identity (3.3) and Fubini’s theorem
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gives the Fourier description of the boundary layer potential alluded to earlier (we write ξ = (ξ′, ξd)
at this point):
Vjgj(x
′, xd) = (−1)
m+j
∑
|β|=j
ij
(2π)d
∫
Rd
bβξ
β
|ξ|2m
ei〈x,ξ〉
(∫
Rd−1
e−i〈y
′,ξ′〉gj(y
′) dy′
)
dξ
= (−1)m+j
∑
|β|=j
ij
(2π)d
∫
Rd
bβξ
β
|ξ|2m
ĝj(ξ
′)ei〈x,ξ〉 dξ. (3.4)
Observe that |ξ|2m = (ξ2d + |ξ
′|2)m = |ξ′|2m(1 + (ξd/|ξ
′|)2)m. Integrating first with respect to
ζ := ξd/|ξ
′|, and then with respect to ξ′, we can simplify (3.4). For even values of j, this becomes
Vjgj(x) =
(−1)j/2+m
(2π)d
∫
Rd−1
(∫
R
ei|ξ
′|xdζ
|ζ2 + 1|
2m−j
2
dζ
)
ĝj(ξ
′)ei〈x
′,ξ′〉
|ξ′|2m−j−1
dξ′.
For odd j, we have
Vjgj(x) =
(−1)(j−1)/2+m
(2π)d
∫
Rd−1
(∫
R
iζei|ξ
′|xdζ
|ζ2 + 1|
2m−(j−1)
2
dζ
)
ĝj(ξ
′)ei〈x
′,ξ′〉
|ξ′|2m−j−1
dξ′.
For general j, we write the boundary layer potential (regardless of parity) as
Vjgj(x) = (2π)
−d
∫
Rd−1
(∫
R
τj(ζ)e
i|ξ′|xdζdζ
)
ĝj(ξ
′)ei〈x
′,ξ′〉
|ξ′|2m−j−1
dξ′, (3.5)
with
τj(ζ) :=
(−1)
j
2
+m
∣∣1 + ζ2∣∣ j2−m, for j even,
(−1)
j−1
2
+miζ
∣∣1 + ζ2∣∣ j−12 −m, for j odd.
Our goal is to represent the boundary values of the boundary layer potentials. To this end, we
assume that ĝj(ξ
′) has the following behavior as |ξ′| → ∞.
Condition 3.7 (Smoothness). For j = 0, . . . ,m− 1,
∫
Rd−1
|ĝj(ξ
′)|(1 + |ξ′|)j−mdξ′ <∞ .
Condition 3.7 allows partial derivatives to pass inside the integral in (3.5) of Vj . In this case
we use the fact that σ(Λk)(ξ) = (−1)
k/2|ξ|k when k is even and σ(Λk)(ξ) = −i(−1)
k−1
2 |ξ|
k−1
2 ξd
when k is odd. We arrive at the following lemma.
Lemma 3.8. Let g satisfy Conditions 3.3, 3.6 and 3.7. For k, j = 0 . . . ,m − 1, the kth order
differential operator Λk applied to the jth boundary layer potential satisfies
ΛkVjgj(x) =
∫
Rd−1
(∫
R
ωk,j(ζ)e
i|ξ′|xdζdζ
)
ĝj(ξ
′)ei〈x
′,ξ′〉
|ξ′|2m−j−k−1
dξ′,
where
ωk,j(ζ) :=
(−1)m
(2π)d

(−1)
j+k
2
∣∣1 + ζ2∣∣ j+k2 −m , for j, k both even,
−(−1)
j+k
2 ζ2
∣∣1 + ζ2∣∣ j+k−22 −m , for j, k both odd,
(−1)
j+k−1
2 (iζ)
∣∣1 + ζ2∣∣ j+k−12 −m , for j + k odd.
We note that, since k + j ≤ 2m− 2, each function ωj,k is in L1(R).
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4. Boundary values of the boundary layer potentials
In this section, we begin our analysis of the solution Tg by considering its boundary values.
4.1. The matrix-valued kernel. Since the boundary layer potentials Vjgj admit smooth ex-
tensions to functions in C2m−j−2(Rd−1 × [0,∞)) we may simply look for solutions of the system
of integral equations
V

g0
g1
...
gm−1
 :=

λ0[V0g0 + V1g1 + · · ·+ Vm−1gm−1]
λ1[V0g0 + V1g1 + · · ·+ Vm−1gm−1]
...
λm−1[V0g0 + V1g1 + · · ·+ Vm−1gm−1]
 =

h0
h1
...
hm−1
 . (4.1)
We remark that the operator V can be viewed as an integral operator with matrix valued kernel,
Vg(x) =
∫
Rd−1
K(x, y)g(y)dσ(y). (4.2)
The entries of the kernel are
(
K(x, y)
)
k,j
= (λk)x(λj)yφ(x − y), and each entry gives rise (as a
scalar kernel) to an operator vk,j = λkVj . Furthermore, each such entry has behavior around the
diagonal of order O
(
|x− y|(2m−d)−(j+k)
∣∣log |x− y|∣∣), and since k + j ≤ 2m − 2, each is locally
integrable on Rd−1. In other words,
vk,jg(x) = λkVjg(x) = λk
∫
Rd−1
g(y)λj,yφ(x− y)dσ(y) =
∫
Rd−1
g(y)λk,xλj,yφ(x− y)dσ(y).
4.2. Fourier characterization of the matrix-valued kernel. Another way of viewing the
operator V is through the Fourier transform. In this case, we use Lemma 3.8 and dominated
convergence to obtain vk,jgj = limxd→0ΛkVjgj(x). This is
vk,jgj(x) =
∫
Rd−1
(∫
R
ωk,j(ζ)dζ
)
ĝj(ξ
′)ei〈y,ξ
′〉
|ξ′|2m−j−k−1
dξ′. (4.3)
Letting
∫
R
ωk,j(ζ)dζ = (2π)
−(d−1)(−1)
j+k−2m
2 Mk,j we observe the symbol of the multiplier vk,j is
σ(vk,j)(ξ
′) = (−1)
j+k−2m
2 Mk,j|ξ
′|(j+k+1)−2m. (4.4)
It follows that
Mk,j = (2π)
−1

∫∞
−∞(1 + ζ
2)(j+k)/2−mdζ, for j, k both even,
−
∫∞
−∞ ζ
2 (1 + ζ2)(j+k)/2−(m+1)dζ, for j, k both odd,
0, for j + k odd.
(4.5)
We can compute the coefficients of these explicitly as products of dyadic integers with either
(middle) binomial coefficients bj :=
(
2j
j
)
or numbers 4bj−1 − bj, which are multiples of the ubiq-
uitous3 Catalan numbers cj :=
(2j
j
)
−
( 2j
j+1
)
(see Section 5). Indeed, using the binomial identities( 2p
p−1
)
=
( 2p
p+1
)
and
(p
q
)
=
(p−1
q−1
)
+
(p−1
q
)
, one readily shows that 4bj−1 − bj = 2cj−1.
3Richard Stanley’s webpage http://www-math.mit.edu/∼rstan/ec/catadd.pdf now lists more than 180 differ-
ent combinatorial structures counted by the Catalan numbers.
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Proposition 4.1. The operators vk,j : g 7→
∫
Rd−1
g(y)λk,xλj,yφ(x− y)dσ(y) are multiplier opera-
tors, having symbol σ(vk,j)(ξ
′) = (−1)(j+k−2m)/2Mk,j |ξ
′|j+k+1−2m, where
Mk,j =

21+j+k−2m bm−(j+k)/2−1, for j, k both even,
−2j+k−2m cm−(j+k)/2−1, for j, k both odd,
0, for j + k odd.
(4.6)
Proof. This follows from (4.4) by a direct calculation. In the first case, the integrand is odd and
integrable, hence its integral is zero.
The second and third cases exploit the fact that ζ2+1 = (ζ − i)(ζ + i), or more precisely, that∫ ∞
−∞
1
(1 + ζ2)M
dζ =
2πi
(M − 1)!
[(
d
dζ
)M−1 1
(ζ + i)M
]
ζ=i
= π22−2M
(
2M − 2
M − 1
)
.
The second case (j and k both even) follows by taking M = m− n/2. To handle the third case,
observe that
ζ2
(1 + ζ2)M
=
1
(1 + ζ2)M−1
−
1
(1 + ζ2)M
. Thus∫ ∞
−∞
ζ2
(1 + ζ2)M
dζ = π22−2(M−1)bM−2 − π2
2−2MbM−1
= π22−2M (4bM−2 − bM−1) = π2
2−2M × 2cM−2.
The third case now follows by taking M = m+ 1− n/2. 
5. Path Counting and Invertibility of the Matrix Symbol
In this section we show that the matrix symbol M considered in Proposition 4.1 is invertible
by giving an explicit formula for its determinant (Proposition 5.2). We arrive at the formula by
counting non-intersecting paths in certain graphs associated to M.
We perform a sequence of elementary transformations on M to uncover the combinatorics at
play. First, we remove the powers of 2 and −1 appearing in (4.6) by pre- and post-multiplying
by diagonal matrices, M 7→ D1MD2, where
D1 = diag
(
2m−j 2odd(j)−1
)
j
and D2 = diag
(
2m−j (−1)odd(j)
)
j
.
Here j runs from 0 to m−1 and the function odd(j) returns 1 if j is odd and 0 otherwise. (E.g.,
one could put odd(j) := ⌈j/2−⌈(j−1)/2⌉⌉.) The result is a matrix populated with zeros, middle
binomial numbers and Catalan numbers in a checkerboard pattern. Next, we permute its rows
and columns to arrive at the convenient block-diagonal form
M˜ =
(
B 0
0 C
)
,
where B and C are Hankel matrices (constant on anti-diagonals), populated with binomial num-
bers and Catalan numbers, respectively.
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Definition 5.1. For n ≥ 1, define binomial and shifted binomial matrices by
B(n) := (bj+k)j=0...n−1,k=0...n−1 and B
′(n) := (bj+k+1)j=0...n−1,k=0...n−1 .
For n ≥ 1, define Catalan and shifted Catalan matrices by
C(n) := (cj+k)j=0...n−1,k=0...n−1 and C
′(n) := (cj+k+1)j=0...n−1,k=0...n−1 .
For example,
B(3) =
1 2 62 6 20
6 20 70
 , B′(3) =
 2 6 206 20 70
20 70 252
 and C(3) =
1 1 21 2 5
2 5 14
 .
We have
M˜ =

(
B(n+ 1) 0
0 C′(n)
)
, for m = 2n+ 1 odd,(
B′(n) 0
0 C(n)
)
, for m = 2n even.
(5.1)
Clearly, M is invertible for all m ≥ 1 if and only if the B,B′,C,C′ are invertible for all n ≥ 1.
Using a computer algebra system to compute determinants, we find some surprising patterns:
detB : 1, 2, 4, 8, 16, 32, . . . (5.2)
detB′ : 2, 4, 8, 16, 32, 64 . . . (5.3)
detC : 1, 1, 1, 1, 1, 1, . . . (5.4)
detC′ : 1, 1, 1, 1, 1, 1, . . . . (5.5)
Many techniques have been developed in the combinatorics community to deal with Hankel matri-
ces; see [30, 31]. We prove the identities (5.2)–(5.5) using one of these techniques (path counting)
in Sections 5.2 and 5.3. They give the following result.
Proposition 5.2. Let M = (Mj,k) be the m × m matrix in Proposition 4.1. Then det(M) =
(−1)⌊m/2⌋2m
2
.
Proof. To produce M˜ from D1MD2, the rows and columns of M are permuted by “deshuffling” the
even and odd indices, then reversing their relative order, e.g., (0123456 . . . ) 7→ (0246 . . . , 135 . . . ) 7→
(. . . 6420, . . . 531). This amounts to an orthogonal transformation (·) 7→ P (·)P T and thus does
not change the determinant.
Turning to the diagonal matrices D1 and D2, we have
detD1 = 2
⌊m2/2⌋ and detD2 = 2
(m+12 )(−1)⌊m/2⌋. (5.6)
Indeed, the exponent of 2 in detD1 is
0 + 2 + 2 + 4 + 4 + · · · + (m− 1) + (m− 1) = 4
(
1 + · · ·+
m− 1
2
)
=
m2 − 1
2
when m is odd, and
1 + 1 + 3 + 3 + · · ·+ (m− 1) + (m− 1) = 4
(
1 + · · · +
m
2
)
−m =
m2
2
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whenm is even. This is the same as ⌊m2/2⌋. The exponent of 2 in detD2 is simpler: 1+2+· · ·+m.
Here, −1s occur in the odd positions along the diagonal (indexing by 0 ≤ j < m).
We next consider the block matrix M˜. The identities (5.2)–(5.5) give det(M˜) = 2⌊m/2⌋ for all
m ≥ 2.
Finally, we analyze the total contributions of M˜, D1 and D2 to the exponent of 2 in detM.
Since m(m− 1)/2 is an integer, we may write
⌊m2/2⌋+
(
m+ 1
2
)
− ⌊m/2⌋ = ⌊m(m− 1)/2 +m/2⌋+m(m+ 1)/2 − ⌊m/2⌋
= m(m− 1)/2 + ⌊m/2⌋ +m(m+ 1)/2 − ⌊m/2⌋ = m2,
from which the result follows. 
5.1. Path counting with determinants. Consider the following situation. A taxi cab picks
up a passenger in town at the street corner labeled o in Figure 1 and is directed to proceed to the
street corner labeled d. How many shortest routes are there from o to d? The answer is 10, as
d
o
Figure 1. Count the shortest routes.
one can readily count. Note that each route has five steps and is uniquely determined by when
the eastward steps are taken. We have the following generalization.
Lemma 5.3. If the taxi must travel i blocks east and j blocks north, then there are
(
i+j
i
)
shortest
routes.
Now suppose there are n taxi cabs originating from distinct corners o0, . . . , on−1 and destined
for distinct corners d0, . . . , dn−1. Given a permutation σ ∈ Sn, an n-path of type σ is the pairing
of taxis and destinations oi ↔ dσ(i) together with a choice of shortest route for each cab. We might
ask: How many different n-paths are there such that no two taxis’ paths share an intersection?
(See Figure 2.)
The answer to the question in Figure 2 is 15, which also happens to be the determinant of the
matrix ((3+2
3
) (2+2
2
)(
2+1
2
) (
3+1
3
)),
whose (i, j)-th entry is the number of shortest routes from origin oi to destination dj . This
coincidence is a special case of a theorem first discovered by Karlin and McGregor [27], rediscovered
by Lindstro¨m [32] and popularized by Gessel and Viennot [24]. To properly state it, we first need
a bit more notation.
A directed graph G is a pair of finite sets (V, E), where E ⊆ V × V. The elements v ∈ V are
called vertices and the elements (v,w) ∈ E are called (directed) edges. A path of length k from
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o0
d0
o1
d1
(a) a non-intersecting 2-path.
o0
d0
o1
d1
(b) an intersecting 2-path.
o0
d0
o1
d1
(c) another intersecting 2-path.
Figure 2. How many non-intersecting 2-paths?
one vertex o of G to another d is a sequence of edges e1e2 · · · ek satisfying: (a) the origin of e1 is
o; (b) the destination of ei is the origin of ei+1 (for all 1 ≤ i < k); and (c) the destination of ek
is d. (One such path is shown in Figure 1; edges point north or east.) A graph is acyclic if there
is no (positive-length) path from any v ∈ V to itself. Given n origin and destination vertices,
{oi}, {di} ⊆ V, an n-path in G is defined as in the preceding lattice path discussion; it is non-
intersecting when no vertex of G is used twice. A choice of origin and destination vertices is called
non-permutable if all non-intersecting n-paths are forced to pair oi with di (for all 0 ≤ i < n).
Theorem 5.4. Let G be a directed acyclic graph with designated origin and destination nodes
{oi} and {di} (0 ≤ i < n), and let A be the n × n matrix whose (i, j)-th entry is the number of
paths in G from oi to dj . If G is non-permutable, then the number of nonintersecting n-paths is
equal to the determinant of A.
Sketch of Proof. We illustrate the key idea of the proof before turning to its application (cf.
Figure 3). First, label each edge of G. Now, instead of counting the paths from oi to dj , sum
the corresponding path monomials to build a matrix A˜. (Setting all variables equal to 1 gives
the matrix A in the theorem.) The idea is to use the permutation definition of determinant,
a b
c d
e f
u
v
w
x
y
z
(a) an intersecting 2-path.
a b
c d
e f
u
v
w
x
y
z
(b) another intersecting 2-path.
Figure 3. A˜(G) =
(
ucd+ awd+ aby uve+ ucx+ awx
cd ve+ cx
)
.
det A˜ =
∑
σ ∈ Snsgn(σ)a0σ(0)a1σ(1) · · · an−1σ(n−1). Notice that the determinant of A˜ sees any
intersection within an n-path twice: once with sgn(σ) = +1 and once with sgn(σ) = −1. Hence
the only terms surviving in det A˜ come from non-intersecting n-paths. 
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If the number of non-intersecting n-paths in a graph G can be computed by inspection, then
the theorem provides a simple way to compute detA. We now apply this technique to compute
the determinants of B(n), B′(n), C(n) and C′(n) for all n ≥ 1.
5.2. Middle binomial path counting. Let Gn be the triangular lattice with 2n−1 vertices on
the diagonal. Arrange the origin and destination vertices in opposite directions along the diagonal,
starting from the center. Orient lattice edges northward and eastward, as in the taxi discussion,
and let there be two edges northward from the main diagonal; see Figure 4(a). The n-paths in
Gn are in 1-1 correspondence with n-paths in a square lattice; see Figure 4(c).
o0
o1
o2
d0
d1
d2
(a) a non-intersecting 3-path.
o0
o1
o2
d0
d1
d2
(b) an intersecting 3-path.
o0
o1
o2
d0
d1
d2
(c) the intersecting 3-path, unfolded.
Figure 4. How many non-intersecting 3-paths?
Figure 4(c) makes it clear that A(Gn) is populated with middle binomial numbers. Specifically,
Aij = bi+j. That is, A(Gn) = B(n). Figure 4(a) makes it clear that there are precisely 2
n−1
distinct non-intersecting n-paths. Conclude that detB(n) = 2n−1.
The fact that detB′(n) = 2n is now easy to see. Let G′n be as above, except having 2n vertices
on the diagonal. Again arrange the n origin and destination vertices along the diagonal. Since o0
and d0 no longer overlap, we get an extra factor of 2 in the determinant.
5.3. Catalan path counting. Consider the triangular lattice Tn with n+1 vertices on the di-
agonal; see Figure 5. Among the many things the Catalan numbers are known to count are the
distinct lattice paths between the southwest and northeast corners of Tn [42, Exercise 6.19(h)]—
commonly known as Dyck paths. These are counted by cn =
(2n
n
)
−
( 2n
n+1
)
using a reflection trick
of Aebly [2, 20, 21, 28]. Briefly, the binomial coefficient
(
2n
n
)
counts paths in the square grid from
(0, 0) to (n, n). The paths that cross the diagonal are removed from the count by identifying them
with paths from (0, 0) to (n+1, n) that end in a vertical step
( 2n
n+1
)
.4
Let Gn = T2n−1, where we arrange n origin and n destination vertices along the diagonal, as
done in Section 5.2, it is plain to see that A(Gn) is populated with Catalan numbers. Specifically,
Aij = ci+j. That is, A(Gn) = C(n). There is precisely one non-intersecting n-path with this
configuration. See Figure 6(a). Appealing to Theorem 5.4, we conclude that detC(n) = 1.
4Recall that
(
2n+1
n+1
)
=
(
2n
n+1
)
+
(
2n
n
)
. The first summand accounts for paths ending in a vertical step (there are
still n+1 horizontal steps to take); the second for paths ending in a horizontal step.
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3
st
ep
s
Figure 5. There are five Dyck paths in T3, so c3 = 5.
Remark. This result has been proven many times over. The path counting proof was given at least
as early as [43], though it also appears in [9, 35]. A proof resting on the Cholesky decomposition
of C has also been discovered many times. See [4, 38, 41]. The latter approach is useful for
determining an explicit description of C−1, which we do in Section 7.
The fact that detC′(n) = 1 is now easy to see. Let G′n = T2n where we again arrange the n
origin and destination vertices along the diagonal as in Section 5.2. Even though o0 and d0 no
longer overlap, there is still no room for exotic non-intersecting n-paths. See Figure 6(b).
o0
o1
d0
d1
(a) the non-intersecting 2-path in G2.
o0
o1
d0
d1
(b) the non-intersecting 2-path in G′2.
Figure 6. Catalan 2-paths.
5.4. Path counting corollaries. The path counting approach can be used for more than com-
puting determinants. (Though the complexity of the applications below is certainly sub-optimal.)
5.4.1. Inverse of M. In principle, the path counting approach can also be used to give an explicit
description of M−1. (As remarked earlier, we follow an alternate approach in Section 7, debarking
from the Cholesky decompositions of B,B′,C,C′.)
From (5.1) and the factorization M˜ = P D1MD2 P
T , the only difficulty in computing the
inverse of M arises when computing the inverses of B,B′,C,C′. These may be computed using the
path counting method by appealing to Cramer’s Rule. Consider C = C(n).(
C−1
)
j,k
= (−1)j+k
detCk,j
detC
,
where Ck,j is the C with row k and column j deleted. The entries of Ck,j count paths in the
same graph that governs C. The new wrinkle is that one of the origins and destinations have
been deleted, opening up the possibility for more non-intersecting paths. In each case however
(B,B′,C,C′), the modified graph with n − 1 origins and destinations is still non-permutable, so
Theorem 5.4 applies. See Figure 7 for two examples when n = 3.
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o1
o2
d0
d1
(a) deleting {o0, d2} yields
(
C(3)−1
)
2,0
= 1.
o0
o2
o3
o4
d0
d1
d3
d4
(b) deleting {o1, d2} yields
(
C(5)−1
)
2,1
= −183.
Figure 7. Inverting C.
Unfortunately, the combinatorics involved in enumerating the non-intersecting paths in this
new situation can be substantially more difficult. (In Figure 7(b), we draw the beginning and
ending portions of the paths that are forced. The reader may verify that there are 183 ways
to connect the paths.) A direct and explicit computation of the non-intersecting paths in such
graphs—even in the well-studied case of Dyck paths—remains elusive. (The authors in [9, 35]
essentially give up after considering the cases j, k ∈ {0, 1}.) See [43, Chapˆıtre 4] and [15, 24] for
further steps in this direction.
5.4.2. LDU factorization of M. We recount a seldom used fact from matrix theory. Suppose
an invertible n × n matrix A = (aij) has a factorization A = LDU , with L and U lower- and
upper-triangular, respectively, with 1s along the diagonal, and D a diagonal matrix. Given
tuples of indices α, β ⊆ {0, 1, . . . , n−1}, let Aα,β = (aij)i∈α,j∈β. Also, let [k] := (0, 1, . . . , k) and
[k] + j := (0, . . . , k, j). Then we have
Lij =
detA[j−1]+i,[j]
detA[j],[j]
, Djj =
detA[j],[j]
detA[j−1],[j−1]
and Ujk =
detA[j],[j−1]+k
detA[j],[j]
.
That is, the entries of L,D and U are ratios of minors. So if these again correspond to non-
permutable directed graphs, Theorem 5.4 applies. This is certainly the case for our B,B′,C,C′.
In contrast to Paragraph 5.4.1, the resulting counting problems are even manageable here.
5.4.3. Totally positive matrices. (A prelude to Section 9.) There is a generalization of Theorem
5.4 to graphs with edges labeled by nonnegative real numbers, where paths are counted with
weights (the product of the edge labels on the path).5 A fact dating back to [11] has come into
fashion recently, with the advent of cluster theory [19].
Theorem 5.5. An n × n matrix A = (aij) is totally nonnegative if and only if there exists a
planar, edge-labeled, directed, acyclic graph G, with fully non-permutable choice of n origins and
destinations, so that aij equals the weighted sum of paths from i to j in G.
5In fact, this more general result follows from the proof of Theorem 5.4 sketched above.
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Recall that a matrix is totally positive (nonnegative) if all of its minors detAα,β are positve
(nonnegative). (Here α, β are thought of as subsequences of (0, 1, . . . , n−1).) By fully non-
permutable we mean that for every subsquence (i1, i2, . . . , ir) of (0, 1, . . . , n− 1) (with r ≤ n), the
origin and destination choices {oi1 , . . . , oir} and {di1 , . . . , dir} are non-permutable.
An immediate corollary is that our matrices B,B′,C,C′ are totally positive, and that M˜ is totally
nonnegative. (This is not the case for D1MD2, however.)
Remark. If A is Hankel, then a result of [37, Theorem 4.4] says that for total positivity (nonnega-
tivity), it is enough to check that A and its lower-left (n−1)× (n−1) submatrix are both positive
definite (semidefinite) matrices. This can be checked for our binomial and catalan matrices as
well. We revisit this approach in Section 9.1.
6. Boundary Layer Potential Solution
Consider the operator V as a product V = A1MA2, where M is the matrix of Proposition
4.1, while A1 and A2 are both multiplier operators on R
d−1, possessing symbols (σ(A1)(η))j,k =
(−1)(k−m)/2|η|k−mδj,k and (σ(A2)(η))j,k = (−1)
(j−m)/2|η|1+j−mδj,k. (Here δj,k is the Kronecker
delta.) Since A1, A2 have diagonal symbols, they are easily inverted, and the inverse of each is
a “decoupled” operator. To illustrate this, we consider, respectively, the jth entries of A−11 f and
A−12 f , where f = (f0, . . . , fm−1) is a vector of test functions:(
A−11 f
)
k
=
{
(∆d−1)
nfk, for 2n = m− k,
−i
√
−∆d−1 (∆d−1)
nfk, for 2n+ 1 = m− k
and(
A−12 f
)
j
=
{
i(∆d−1)
nfj , for 2n+ 1 = m− j,√
−∆d−1 (∆d−1)
nfj, for 2n = m− j.
In the ‘odd’ cases, we have employed the operator
√
−∆d−1 = R ·∇, whereR = ∇(−∆d−1)
−1/2 =
(Rℓ)
d−1
ℓ=1 is the ensemble of Riesz transforms, Rℓ, defined via the Fourier symbol as R̂ℓf(η) =
i ηℓ|η| f̂(η).
It follows that as a (formal) solution of the system of boundary integral equations, we should
take g = A−12 M
−1A−11 h. In the previous section it was observed that M
−1 exists and has the
same checkerboard structure as M. It follows that the solution g only involves pairs of indices j, k
between 0 ≤ j, k ≤ m− 1 for which both are odd or even. Consequently, the operator
√
−∆d−1
is a common factor throughout the solution.
In other words, we have auxiliary functions of the form
gj :=
√
−∆d−1
m−1∑
k=0
k+j is even
(M−1)j,k∆
m−1−(j+k)/2
d−1 hk. (6.1)
We note that functions gj are well-defined for boundary data h satisfying hk ∈ C
2m−1−k+ǫ(Rd−1).
Indeed, each gj ∈ C
j(Rd−1). What is perhaps less obvious is that one can ensure decay of the
functions gj by imposing decay and moment conditions on the functions h. By assuming, roughly,
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that hk ∈ L
2m−1−k+ǫ
k,4 and hk ⊥ Πk+1−d, we have gj ∈ L
j
2m−j−1,2 and gj ⊥ Π2m−j−d. This brings
us to our main theorem.
Theorem 6.1. Let the functions h = (hk) satisfy the following three conditions:
(1) there is ǫ > 0 so that each hk ∈ C
2m−k−1+ǫ(Rd−1);
(2) there are constants δ > 4 and C > 0 so that for each k = 0, . . . ,m − 1, and for all
s ∈ [0, 2m − k − 1 + ǫ] and ρ > 0,
|hk|Cs(Rd\B(0,ρ)) ≤ C(1 + ρ)
−(k+s)
(
log(e+ ρ)
)−δ
;
(3) for all 0 ≤ j < min(m, 2m− d),(
m−1∑
k=0
(M−1)j,k(∆d−1)
m−1−(j+k)/2hk
)
⊥ Π2m−j−d−1(R
d−1). (6.2)
If g = (gj) is defined as in (6.1), then the function u = Tg =
∑m−1
j=0 Vjgj as defined in (3.1) is
the solution of the polyharmonic Dirichlet problem (1.1).
Proof. We proceed by demonstrating that the functions g0, . . . , gm−1 satisfy the three conditions
introduced in Section 3.
Condition 3.3 (Decay): We consider each function Fℓ,j,k :=
∂
∂xℓ
(∆d−1)
m−1−(j+k)/2hk, because each
gj is a linear combination of functions RℓFℓ,j,k.
Condition (1) ensures that each Fℓ,j,k ∈ C
j+ǫ(Rd−1). Condition (2) states that hk ∈ L
2m−k−1+ǫ
k,δ ,
which guarantees that Fℓ,j,k ∈ L
j+ǫ
2m−j−1,δ. Therefore, for |α| ≤ j, the estimate |D
αFℓ,j,k(y)| ≤
C(1+|y|)1+j−2m−|α|
(
log(e+|y|)
)−δ
holds. We note that, becausem > d/2, each Fℓ,j,k ∈W
j
2 (R
d−1).
Because the Riesz transform from Cj+ǫ(Rd−1) ∩W j2 (R
d−1) to Cj(Rd−1) is bounded—this is
demonstrated in (8.1) below—we have that
gj =
d−1∑
ℓ=1
Rℓ
m−1∑
k=0
(M−1)j,kFℓ,j,k ∈ C
j(Rd−1).
Condition (3)indicates that for fixed j and ℓ, the function
∑m−1
k=0 (M
−1)j,kFℓ,j,k annihilates
polynomials of degree 2m− j − d (with ΠJ = {0} if J < 0). We are now in a position to
apply Lemma 8.4 (a basic result about decay of Riesz transforms—proved in Section 8), with
J = 2m− j − d and N = d− 1. We observe that for each j and |α| ≤ j,
|Dαgj(y)| ≤
d−1∑
ℓ=1
∣∣∣∣∣DαRℓ
m−1∑
k=0
(M−1)j,kFℓ,j,k(y)
∣∣∣∣∣ ≤ C(1 + |y|)j+1−2m−|α|(log(e+ |y|))2−δ (6.3)
holds and Condition 3.3 is satisfied.
At this point, we note that Lemma 3.4 applies; Tg ism-fold polyharmonic in Rd+, and, moreover,
is sufficiently smooth that the boundary values λkTg are well-defined for k = 0 . . . m− 1.
Condition 3.7 (Smoothness): The decay of gj and its derivatives demonstrated in (6.3) shows that
gj ∈W
j
2 (R
d−1). Using Cauchy-Schwarz, we get the inequalities∫
Rd−1
|ĝj(η)|(1 + |η|)
j−mdη ≤ C
(∫
Rd−1
∣∣∣ĝj(η)(1 + |η|)j−(m−d/2)∣∣∣2 dη)1/2 ≤ C‖gj‖W j2 (Rd−1).
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From this, Condition 3.7 follows.
Condition 3.6 (Moments): Take 0 ≤ j ≤ min(m−1, 2m−d). If J := 2m−d−j ≥ 0, then the decay
of gj demonstrated in (6.3) ensures that gj and | · |
Jgj are in L1(R
d−1) and that ĝj ∈ C
J(Rd−1).
The orthogonality condition (6.2) ensures that gj ⊥ ΠJ which implies that D
αĝj(0) = 0. At this
point we observe that |ĝj(ξ
′)| = o(|ξ|J ).
Because δ > 4, it is not difficult to show that, for |α| = J , the functions Dαĝj are continuous
with log-Ho¨lder continuity: the modulus of continuity of Dαĝj satisfies ω(D
αĝj , h) ≤ | log h|
3−δ .
It follows that ĝj(ξ
′) ≤ C|ξ′|J
∣∣log |ξ′|∣∣−τ with τ = δ − 3 for ξ′ in a neighborhood of 0. 
7. Inverting the matrix symbol M
We have seen thatM is real symmetric positive definite, and hence has a Cholesky decomposition
M = L ·LT , where L is lower triangular. In this section, we extend the work of Radoux and Shapiro
to give formulas for the entries of M−1 by computing L−1 explicitly. The following observations
about matrix inversion will be useful in what follows and are stated without proof.
Lemma 7.1. Let X be the n×n matrix with 1s on the first subdiagonal and zeros elsewhere. Let
L = 1+X and K = 1−X. We have:
(1) Xk has 1s along the k-th subdiagonal and zeros elsewhere. In particular, X is nilpotent of
index n, i.e., Xk 6= 0 for k < n and Xn = 0.
(2) The inverse for L is given by the formula L−1 = 1 − X + X2 − X3 + · · · + Xn−1. In
particular, L−1 is a lower-triangular checkerboard matrix of +1s and −1s, with +1s along
the diagonal.
(3) The inverse of K is given by the formula K−1 = 1+X +X2+ · · ·+Xn−1. In particular,
K−1 is a lower-triangular matrix of 1s.
7.1. Inverting Catalan Hankel matrices. In [38], Radoux produces an explicit description of
the Cholesky decomposition of C(n) by introducing what we call here semi-Catalan numbers
cn,k :=
(
2n
n+ k
)
−
(
2n
n+ k + 1
)
.
The semi-Catalan numbers satisfy a number of algebraic identities. We list a sampling from [38]
that will be useful in what follows:
cn,0 = cn, cn,n = 1 and cn,k = 0 for k 6∈ [0, n], (7.1)∑
k≥0
(−1)kcn,k = 0, (7.2)
∑
k≥0
cn,k =
(
2n
n
)
. (7.3)
We also need a few standard binomial coefficient facts, which we call the factorial, Pascal and
(Pascal-) hook identities, respectively:(
p
q
)
=
p
q
(
p− 1
q − 1
)
,
(
p
q
)
=
(
p− 1
q
)
+
(
p− 1
q − 1
)
and
(
p+ 1
q
)
=
q∑
i=0
(
p− q + i
i
)
. (7.4)
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Let S(n) = (cj,k)0≤j,k<n be the lower-triangular matrix of semi-Catalan numbers. For example,
S(3) =

1
1 1
2 3 1
5 9 5 1
 .
Radoux shows that C(n) = S(n) · S(n)T and finds formulas for the entries of S(n)−1 and C(n)−1.
Proposition 7.2. For 0 ≤ j, k < n, we have(
S(n)−1
)
j,k
= (−1)j+k
(
j + k
j − k
)
, (7.5)
(
C(n)−1
)
j,k
= (−1)j+k
n−1∑
i=max{j,k}
(
i+ j
i− j
)(
i+ k
i− k
)
. (7.6)
Similar results for C′, B and B′ follow from Proposition 7.2 and Lemma 7.1, as we now see.
7.2. Inverting shifted Catalan matrices. In [41], Shapiro finds the Cholesky decomposition
of C′(n). He defines what we call here shifted semi-Catalan numbers
c′n,k :=
k + 1
n+ 1
(
2n+ 2
n− k
)
,
and proves that the lower triangular matrix S′(n) = (c′j,k)0≤j,k<n satisfies C
′(n) = S′(n) · S′(n)T .
He does not develop shifted equivalents of (7.5) and (7.6), so we do this here. We need two
lemmas.
Lemma 7.3. For all 0 ≤ k ≤ n, the shifted semi-Catalan numbers satisfy c′n,k = cn,k + cn,k+1.
Proof. We use the identity (
n
k
)
=
n
n− 2k
[(
n− 1
k
)
−
(
n− 1
k − 1
)]
, (7.7)
which may be deduced from the factorial and Pascal identities (7.4). We have
c′n,k =
k + 1
n+ 1
(
2n + 2
n− k
)
=
k + 1
n+ 1
2n+ 2
2n+ 2− 2(n − k)
[(
2n+ 1
n− k
)
−
(
2n+ 1
n− k − 1
)]
= 1 ·
[(
2n
n− k
)
+
(
2n
n− k − 1
)
−
(
2n
n− k − 1
)
−
(
2n
n− k − 2
)]
=
(
2n
n+ k
)
−
(
2n
n+ k + 1
)
+
(
2n
n+ k + 1
)
−
(
2n
n+ k + 2
)
= cn,k + cn,k+1 . 
Thus we may write S′(n) = S(n) · (1 + X), where X is the matrix with 1s along the first
subdiagonal and zeros elsewhere. As a consequence, we get the following formulas.
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Corollary 7.4. For 0 ≤ j, k < n, we have(
S′(n)−1
)
j,k
= (−1)j+k
(
j + k + 1
j − k
)
(7.8)
(C′(n)−1)jk = (−1)
j+k
n−1∑
i=max{j,k}
(
i+ j + 1
i− j
)(
i+ k + 1
i− k
)
. (7.9)
Proof. Write S′(n)−1 = (1 +X)−1S(n)−1. Using Lemma 7.1(2) and (7.5), we see that the (j, k)
entry of S′(n)−1 takes the form
n−1∑
i=0
(−1)j+i(−1)i+k
(
i+ k
i− k
)
= (−1)j+k
j∑
i=k
(
i+ k
i− k
)
= (−1)j+k
j−k∑
i=0
(
2k + i
i
)
.
Now use the hook identity (7.4) with (p, q) = (j+ k, j− k) to get the advertised quantity in (7.8).
Now (7.9) follows by expanding C′(n)−1 =
(
S′(n) · S′(n)T
)−1
using (7.8). 
7.3. Inverting middle binomial Hankel matrices. In [38], Radoux also finds the Cholesky
decomposition of B(n). More precisely, he builds polynomial generalizations of our B(n) and
decomposes these. Briefly, he defines a family of polynomials
bn,k(x) := cn,k + cn,k+1x+ · · · + cn,nx
n−k ,
and populates a lower-triangular matrix with them. For our purposes, we may simply set x = 1
above and speak about the matrix R of semi-binomial numbers6 bi,j := bi,j(1). For example,
R(4) =

1
2 1
6 4 1
20 15 6 1
 .
These R(n) =
(
bj,k
)
0≤j,k<n
and the diagonal matrices D(n) = diag (1, 2, . . . , 2) give the desired
Cholesky decomposition, B(n) = R(n) ·D(n) · R(n)T .
Formulas for the inverse of R, and hence B, may thus be deduced from those for C and S, as
we now recount. We observe a simple identity that will be useful in what follows.
bn,k = cn,k + bn,k+1. (7.10)
Proposition 7.5. For 0 ≤ j, k < n, we have(
R(n)−1
)
j,k
= (−1)j+k
[
2
(
j + k
j − k
)
−
(
j + k − 1
j − k
)]
, (7.11)
(
B(n)−1
)
j,k
=
δj0δk0
2
+
(−1)j+k
2
n−1∑
i=max{j,k}
[
2
(
i+ j
i− j
)
−
(
i+ j − 1
i− j
)][
2
(
i+ k
i− k
)
−
(
i+ k − 1
i− k
)]
.
(7.12)
6Note that bn,0(1) = bn =
(
2n
n
)
, cf. (7.3), which justifies our choice of name.
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Proof. First, note by (7.10) that
R(n) = S(n)
(
1+X +X2 + · · ·+Xn−1
)
,
where X is the matrix having 1s along the first subdiagonal and zeros elsewhere. Thus, we may
use Lemma 7.1(3) to write the (j, k) entry of R(n)−1 = R(n; 1)−1 = (1−X)S(n)−1 as(
S(n)−1
)
j,k
−
(
S(n)−1
)
j−1,k
= (−1)j+k
[(
j + k − 1
j − k − 1
)
+
(
j + k
j − k
)]
.
Finally, we use Pascal’s identity (7.4) to rewrite this formula as it appears in (7.11).7
We next turn to B(n). The specific form of (7.12) combines (7.11), the Cholesky decomposition
and the fact that D(n)−1 = diag
(
1, 12 ,
1
2 , . . . ,
1
2
)
. Simply observe that the general formula
(B(n)−1)j,k = (−1)
j+k
n−1∑
i=max{j,k}
1
2
[
2
(
i+ j
i− j
)
−
(
i+ j − 1
i− j
)][
2
(
i+ k
i− k
)
−
(
i+ k − 1
i− k
)]
holds for (j, k) 6= (0, 0). In case (j, k) = (0, 0), the factor 12 for the summand i = 0 should be re-
placed by 1. As the quantity
[
2
(i+j
i−j
)
−
(i+j−1
i−j
)] [
2
(i+k
i−k
)
−
(i+k−1
i−k
)]
=
[
2
(0
0
)
−
(−1
0
)] [
2
(0
0
)
+
(−1
0
)]
equals 1 in this case, this is accomplished by adding an extra 12 to the sum. 
7.4. Inverting shifted middle binomial Hankel matrices. We now develop the shifted
analogs of (7.11) and (7.12). Note that by construction, B′(n) is the top-right n × n subma-
trix of B(n+1). We may thus begin with the Cholesky decomposition of B(n) and work towards
one for B′(n). We have
B(n+1) =

b0 b1 · · · bn
b1 b2 · · · bn+1
...
...
. . .
...
bn bn+1 . . . b2n−2
 =

b0,0
b1,0 b1,1
...
...
. . .
bn,0 bn,1 · · · bn,n


1
2
. . .
2


b0,0 b1,0 · · · bn,0
b1,1 · · · bn,1
. . .
...
bn,n
 ,
which gives a factorization (L,D, U˜) of B′(n) that is nearly the factorization we seek. E.g.,
B′(3) =
b1 b2 b3b2 b3 b4
b3 b4 b5
 =
b0,0b1,0 b1,1
b2,0 b2,1 b2,2
1 2
2
b1,0 b2,0 b3,0b1,1 b2,1 b3,1
b2,2 b3,2
.
We aim for a standard Cholesky decomposition (R′,D′,R′T ), with R′ a lower uni-triangular
matrix. As a preview of the final outcome, the relationship between R′ and R will resemble the
relationship between S′ and S announced in Lemma 7.3, namely b′n,k = bn,k + bn,k+1 for most
n and k. We arrive at the Cholesky decomposition in four steps: pulling the lower-triangular
bits out of U˜ (Steps 1–3) and passing them to L (Step 4). In Steps 1–3, we index the rows and
columns of U˜ as they are found in B(n+1), so, e.g., the top-left position of U˜ has index (0, 1).
Step 1: Rescaling the first row. Notice that the top-left entry of U˜ is b1,0 = 2. Let us rescale this
zeroth row (dividing by two).
7Why do we choose to write 2
(
j+k
j−k
)
−
(
j+k−1
j−k
)
instead of
(
j+k−1
j−k−1
)
+
(
j+k
j−k
)
? Consider the case j = k = 0. There
is some disagreement, e.g., among computer algebra packages, about the value of
(
−1
−1
)
+
(
0
0
)
. On the other hand,
the value of 2
(
−1
0
)
−
(
0
0
)
is considerably less contentious.
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Step 2: Initial reduction. We perform our first row reduction, pivoting on the top-left position
(0, 1) of U˜ . Since b1,1 = 1, we simply subtract the zeroth row of U˜ from the first row.
Step 3: Subsequent reductions. As it happens, the (k−1, k) position of U˜ will be the pivot position
for the k-th step in the row-reduction process (k > 0). Moreover, just as in Step 2, the reduction
amounts to simply subtracting the new (k−1)-st row from the current k-th row. Keeping track
of all reductions that have come before, our assertion may be summarized as follows.
Lemma 7.6. For all k > 0, the semi-binomial numbers bk,j satisfy
1
2
bk,0 +
k∑
j=1
(−1)jbk,j = 0.
Proof. Multiply the identity by two, then apply (7.10) and (7.2), in that order. 
For example,
b3,0 − 2b3,1 + 2b3,2 − 2b3,3 = (b3,0 − b3,1)− (b3,1 − b3,2) + (b3,2 − b3,3)− (b3,3 − b3,4)
= c3,0 − c3,1 + c3,2 − c3,3
= 0.
At the end of the reduction process, U˜ is upper uni-triangular. Let us now reindex and relabel
its entries, since they are the shifted semi-binomial numbers we seek, U˜ =
(
b′j,i
)
0≤i,j<n
.
Step 4: Combining the lower triangular factors. What remains is to slip the (inverse of the) matrix
that records our performed row operations pastD, and combine it with the lower-triangular matrix
L. We have
B′(n) =

b0,0
b1,0 b1,1
b2,0 b2,1 b2,2
...
. . .


1
2
2
. . .


2
1/2 1
1 1
. . .
. . .


1 b′1,0 b
′
2,0 · · ·
1 b′2,1
1
. . .

=

b0,0
b1,0 b1,1
b2,0 b2,1 b2,2
...
. . .


1
1/2 1
1 1
. . .
. . .


2
2
2
. . .


1 b′1,0 b
′
2,0 · · ·
1 b′2,1
1
. . .

=

b′′0,0
b′′1,0 b
′′
1,1
b′′2,0 b
′′
2,1 b
′′
2,2
...
. . .


2
2
2
. . .


b′0,0 b
′
1,0 b
′
2,0 · · ·
b′1,1 b
′
2,1
b′2,2
. . .
 .
Note that the entries b′′j,k and b
′
j,k appearing above are equal. Indeed, both describe uni-triangular
arrays of numbers, and any such decomposition (L,D,U) of a symmetric matrix must have L =
UT . Performing the column operations indicated in the displayed equation above, we deduce a
simple formula for the shifted semi-binomial numbers b′j,k:
b′j,0 = bj,0 +
1
2
bj,1 and b
′
j,k = bj,k + bj,k+1 (for k > 0).
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With R′ in hand, we are ready to compute the inverse of B′.
Corollary 7.7. For 0 ≤ j, k < n, we have(
R′(n)−1
)
j,k
= (−1)j+k
[
2
(
j + k + 1
j − k
)
−
(
j + k
j − k
)]
, (7.13)
(
B′(n)−1
)
j,k
= (−1)j+k
n−1∑
i=max{j,k}
1
2
[
2
(
i+ j + 1
i− j
)
−
(
i+ j
i− j
)][
2
(
i+ k + 1
i− k
)
−
(
i+ k
i− k
)]
.
(7.14)
Proof. We write R′(n) in (1, n−1)-block-triangular form, and compute its inverse in blocks. Most
of the steps proceed by analogy with Corollary 7.4, using Lemma 7.1(2) and (7.11). The computa-
tions for the first column are a bit more intricate, but ultimately simplify to a uniform expression:
(
R′(n)−1
)
j,k
=
j∑
s=0
(−1)s(−1)j−s+k
[
2
(
j − s+ k
j − s− k
)
−
(
j − s+ k − 1
j − s− k
)]
.
The hook identity (7.4) yields (7.13), and (7.14) then follows from the Cholesky decomposition
B′ = R′ · diag (2, 2, . . . , 2) · R′T . 
8. Decay of Riesz transforms
In this section we address the decay of Riesz transforms, which is key to the proof of Theorem
6.1. There is a vast literature concerning decay properties of Riesz transforms of functions, often
by way of determining weights w : Rd → [0,∞) for which the Riesz transforms are bounded on
Lp(w), 1 < p <∞ (absent extra restrictions, like moment conditions, these are the Muckenhoupt
weights). The article [1] identifies weights for which the Rj, when restricted to functions with
vanishing moment conditions, are bounded on Lp(w). A recent article that investigates decay of
Riesz transforms of wavelet systems is [44].
We are concerned with establishing pointwise decay of Riesz transforms. To this end, we work
with spaces LJ,δ, which are more restrictive than those used by Adams in [1]. The main goal
of this section is the basic decay result Lemma 8.4. It can be developed from scratch with little
effort, however we could not find a suitable result in the literature. For the sake of completeness,
we include it here.
8.1. Riesz transforms. The jth Riesz transform can be expressed on C1(RN ) ∩ L1(R
N ) as
Rj : f 7→ cN limǫ→0+
∫
RN\B(0,ǫ)
yjf(·−y)
|y|N+1
dy for some positive constant cN . Thus it is a convolution
operator Rjf = f ∗rj using the tempered distribution rj(y) := cNp.v.(yj/|y|
N+1) (cf. [25, Section
4.1.4] for a discussion). Because rj is smooth on R
N\{0}, this implies that for compactly supported
h, each Rjh is C
∞ outside of supph.
If f is in Cǫ(RN ) ∩ Lp(R
N ), with p <∞, then |Rjf(x)| is controlled by ‖f‖p + [f ]ǫ,x, since
|Rjf(x)| ≤
∣∣∣∣∣
∫
RN\B(0,1)
yjf(x− y)
|y|N+1
dy
∣∣∣∣∣+
∣∣∣∣∣limǫ→0
∫
B(0,1)\B(0,ǫ)
yj
(
f(x− y)− f(x)
)
|y|N+1
dy
∣∣∣∣∣ .
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Here, we have used the fact that y 7→ f(x)
yj
|y|N+1
is odd and that y 7→
yj
|y|N+1
lies in Lp′
(
RN\B(0, 1)
)
for p′ > 1. Indeed, for k ≥ 0 and f ∈ Ck+ǫ(RN ) ∩W kp (R
N ), if |α| ≤ k then
|DαRjf(x)| ≤ C
(∫
RN\B(0,1)
|Dαf(x− y)|
|y|N
dy + |f |
C|α|+ǫ
(
B(x,1)
)) (8.1)
for some constant C depending on ǫ and N .
8.2. Riesz transform of compactly supported functions. For f ∈ L1(R
N ) with compact
support, the estimate |DαRjf(x)| ≤ cN‖f‖1
(
dist(x, supp(f))
)−(N+|α|)
holds for x sufficiently far
from supp(f).
When f is compactly supported and has many vanishing moments, Rjf exhibits a faster rate
of decay. Specifically, for f ⊥ ΠL and x far from supp(f), |D
αRjf(x)| = O(|x|
−(L+N+1+|α|)) at
∞.
Lemma 8.1. Assume f is bounded, has compact support and satisfies f ⊥ ΠL(R
N ). For a
multi-index α there is a constant C depending on L, |α| and N so that
|DαRjf(x)| ≤ C ‖f‖∞
(
diam
(
supp(f)
))L+N+1
dist
(
x, supp(f)
)−(L+N+1+|α|)
.
Proof. Fix x /∈ supp(f). Let P be the Taylor polynomial of degree L to the function y 7→
(Dαrj) (x − y), centered at some x (assume it is near to the support of f). Thus, we have
(Dαrj) (x − y) = P (y) + EL(y) with EL the remainder from Taylor’s theorem. One can estimate
this remainder by taking partial derivatives of order L+ 1 of Dαrj noting that, by homogeneity,
|Dβrj(x)| ≤ C|x|
−(N+|β|) for x 6= 0 and C depending on N and β. Consequently,
|EL(y)| ≤ C
∫ 1
0
|x− y|J+1
|x− x+ t(x− y)|L+N+|α|+1
(1− t)Jdt.
The lemma follows from the fact that DαRjf(x) = cN 〈f, EL〉 . 
8.3. Decomposition. Recall the space LsJ,δ(R
N ) introduced in (2.1). In this subsection, we
develop a simple moment preserving decomposition of a function into pieces supported on dyadic
balls. Given δ ≥ 0 and J = L + N , with L ∈ N, we show that a function f ∈ LsJ,δ(R
N ) having
L vanishing moments (i.e., f ⊥ ΠL) can be decomposed into a number of compactly supported
terms and a (globally supported) tail: f = f0+ f1+ · · ·+ fk−1+ f˜k. For this decomposition, each
term fℓ has support in B(0, 2
ℓ) and satisfies fℓ ⊥ ΠL. Finally, each term obeys the estimates
given below in Lemma 8.3.
It is likely that the kind of decomposition we are after can be accomplished by using an atomic
decomposition or a suitable expansion in wavelets (see, e.g., [44]). We avoid this machinery and
develop a moment preserving decomposition from scratch.
Assume f ∈ LsJ,δ(R
N ). For R > 1 we split the function f into two parts f = fa+fb. This is done
simply by truncating with a smooth cut-off: the compactly supported part fa(x) := f(x)ψ(x/R)
has supp(fa) ⊂ B(0, R) and satsifies
|fψ(·/R)|Cσ(RN ) ≤ C sup
γ≤σ
Rγ−σ|f |Cγ(RN ). (8.2)
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The tail fb(x) :=
(
1− ψ(x/R)
)
f(x) satisfies, for σ ≤ s and for ρ ≥ 0,
|fb|Cσ(RN\B(0,ρ)) ≤ C‖f‖Ls
J,δ
(RN ) (R+ ρ)
−(J+σ) (log(e+max(R, ρ)))−δ. (8.3)
In other words, ‖fb‖LsJ,δ(RN ) ≤ C‖f‖L
s
J,δ(R
N ).
We consider a family of smooth functions (Φβ)|β|≤L, supported in B(0, 1/2) and dual to the
monomials:
∫
B(0,1/2) x
γΦβ(x)dx = δβ,γ . Let cβ,R(f) :=
∫
RN
xβfb(Rx) dx and note that this equals
R−(N+|β|)
∫
RN
xβfb(x)dx. Applying the radial decay of fb from (8.3), we obtain
|cβ,R(f)| ≤ C‖f‖LJ,δ(RN )R
−J
(
log(e+R)
)1−δ
. (8.4)
Let PRf(x) :=
∑
|β≤L cβ,R(f)Φβ (x/R) . It follows that
∫
p(x)PRf(x)dx =
∫
p(x)fb(x)dx for all
p ∈ ΠL. It is not hard to see that for any σ ≥ 0,
|PRf |Cσ(RN ) ≤ C‖f‖LJ,δ(RN )R
−(J+σ)
(
log(e+R)
)1−δ
, (8.5)
with the constant C depending on the family (Φβ)|β|≤L and σ.
The scaled truncation operator is
TRf := ψ (·/R) f + PRf.
This is simply the truncation by the cut-off function ψ (·/R), plus a projection which preserves
the original moment conditions.
Lemma 8.2. For R ≥ 1 and f ∈ LJ,p(R
N ), f − TRf annihilates polynomials of degree L. More-
over, supp(TRf) ⊂ B(0, R) and
|f − TRf |Cσ(RN ) ≤ C‖f‖Ls
J,δ
(RN )R
−(J+σ)
(
log(e+R)
)1−δ
.
Proof. We note that supp(TRf) ⊂ supp(fa)∪supp(PRf) ⊂ B(0, R). The bounds follow from (8.3)
and (8.5). 
We can iterate applications of the operator TR, obtaining initially f0 := T1f and a complemen-
tary part f˜1 := f − f0. For an integer ℓ ≥ 1,
fℓ := T2ℓ(f˜ℓ) and f˜ℓ+1 := f˜ℓ − fℓ,
so that for any k ≥ 1, we can write f = f0 + f1 + · · · + fk−1 + f˜k, with a compactly supported
component
∑k−1
ℓ=0 fℓ. Indeed, each fℓ is supported in B(0, 2
ℓ), so the sum of the first k terms is
supported in B(0, 2k−1).
The tail can be written as f˜k = f˜k−1 − T2k−1 f˜k−1 =
(
1 − ψ(·/2k−1)
)
f˜k−1 − P2k−1 f˜k−1. The
first term has support in RN \ B(0, 2k−2) while the second is supported in B(0, 2k−2). Because
f˜k−1 = f˜k−2 = · · · = f outside of B(0, 2
k−1), this leads to the expression
f˜k =
(
1− ψ
(
·/2k−1
))
f − P2k−1 f˜k−1.
Because the difference f−f˜k−1 has support in B(0, 2
k−2), it is in the kernel of P2k−1 . Consequently,
P2k−1 f˜k−1 = P2k−1f, and the tail can be computed directly from f in one step:
f˜k =
(
1− ψ
(
·/2k−1
))
f − P2k−1f = f − T2k−1f. (8.6)
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It is worth noting that on the punctured ball |x| ≥ 2k−1 the tail is simply f˜k(x) = f(x), while on
the annulus 2k−2 ≤ |x| ≤ 2k−1 the tail is f˜k(x) =
(
1− ψ
(
x/2k−1
))
f(x).
Lemma 8.3. Suppose δ > 1, J = L + N and f ∈ LsJ,δ(R
N ) satisfies the moment condition
f ⊥ ΠL. For |x| ≤ 2
k and fℓ, f˜ℓ as above,∣∣fℓ∣∣Cσ(RN ) ≤ C‖f‖LsJ,p(RN ) k1−δ 2−k(J+σ). (8.7)
Likewise, for |x| ≤ 2k−1, ∣∣f˜k∣∣Cσ(RN ) ≤ C‖f‖LsJ,p(RN ) k1−δ 2−k(J+σ), (8.8)
while for |x| > 2k−1, f˜k(x) = f(x).
Proof. The second inequality follows from (8.6) and Lemma 8.2. In fact, in the punctured space
of radius 2k−2, we have that
|f˜k|Cσ
(
RN\B(0,2k−2)
) ≤ ∣∣(1− ψ(·/2k−1))f ∣∣
Cσ
(
RN\B(0,2k−2)
) ≤ C‖f‖LsJ,p(RN ) k−δ 2−k(J+σ).
The inequality (8.7) follows from the fact that fk = T2k(f˜k) = ψ(·/2
k)f˜k + P2k f˜k. Because the
kernel of P2k includes the range of P2k−1 , we have fk = ψ(·/2
k)f˜k + P2k
[(
1− ψ(·/2k−1)
)
f
]
. Both
terms can be estimated by the estimate on f˜k. The first by using (8.2) and the second term can
be estimated with the help of (8.5) followed by (8.3). 
8.4. Riesz transform estimates for globally supported functions. Using the moment pre-
serving decompostion in conjunction with Lemma 8.1 and (8.1) we can estimate the size and
decay of a smooth function satisfying decay and moment conditions.
Lemma 8.4. Let L be a non-negative integer, δ > 2 and assume f ∈ LsJ,δ(R
N ) with J = L+N
satisfies the moment condition f ⊥ ΠL. Then for |α| ≤ s we have
|DαRjf(x)| ≤ C‖f‖Ls
J,δ
(RN )(1 + |x|)
−(J+|α|) (log(e+ |x|))2−δ ,
with the constant C depending only on L, δ, s and N .
Proof. Fix k > 1 and let 2k ≤ |x| < 2k+1.
For ℓ < k we apply Lemma 8.1 to fℓ, noting that supp(fℓ) ⊂ B(0, 2
ℓ) implies diam(supp(fℓ)) ≤
2ℓ+1 and dist(x, supp(fℓ)) ≥ 2
k−1, while (8.7) gives ‖fℓ‖∞ ≤ C‖f‖LsJ,δℓ
1−δ2−ℓJ . Thus,
|DαRjfℓ(x)| ≤ C‖f‖LsJ,δℓ
1−δ2−ℓJ × 2(ℓ+1)(J+1) × 2(1−k)(J+|α|+1)
≤ C‖f‖Ls
J,δ
ℓ1−δ|x|−(J+|α|).
Summing this gives |DαRj
∑k−1
ℓ=0 fℓ| < C‖f‖LsJ,δ |x|
−(J+|α|)(log |x|)2−δ .
Applying (8.1) to the tail f˜k gives
|DαRj f˜k(x)| ≤ C
(∫
RN\B(0,1)
|Dαf˜k(x− y)|
|y|N
dy + |f˜k|C|α|+ǫ
(
B(x,1)
)) .
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We can estimate the Ho¨lder seminorm by C‖f‖LsJ,δ(RN )k
1−δ2−k(J+|α|+ǫ) directly from (8.8). The
integral is split in two parts. For |y| > 2k+2, we have that |y|/2 ≤ |y − x|, and we obtain∫
RN\B(0,2k+2)
|Dαf˜k(x− y)|
|y|N
dy ≤ C
∫
RN\B(0,2k+2)
‖f‖Ls
J,δ
|y|−(J+|α|)(log |y|)−δ|y|−Ndy
≤ C‖f‖LsJ,δk
1−δ2−k(J+|α|).
The final inequality follows from (8.8) and by bounding the interior integral, over y ∈ B(0, 2k+2),
by ∫
B(0,2k+2)\B(0,1)
|Dαf˜k(x− y)|
|y|N
dy ≤ C‖f‖Ls
J,δ
∫ 2k+2
1
k1−δ2−k(J+|α|)r−1dr
≤ C‖f‖Ls
J,δ
k2−δ2−k(J+|α|),
where we have employed the uniform estimate ‖Dαf˜k‖∞ ≤ C|f |LsJ,δk
1−δ2−k(J+|α|), which follows
from (8.8). 
9. Concluding Remarks
In this section we make some generalizations of the approach to solving Dirichlet problems
presented here. We begin by considering a second natural family of boundary operators. After
another detour through path counting, we finish by considering a generalization of the underlying
elliptic differential operator.
This is meant to demonstrate two things. First, that the previous method can be extended
to other settings where determining auxiliary functions g from Dirichlet data h can be tied to
solving a path counting problem. Second, that the operators selected in (1.2) are exceptional in
the sense that the resulting path counting problem yields a nice solution.
9.1. Alternative boundary conditions. We now consider a polyharmonic Dirichlet problem
using the (perhaps more natural) family of boundary differential operators λj where
λju(x1 . . . xd−1) = (−1)
j ∂
j
∂xjd
u(x1, . . . , xd−1, 0). (9.1)
In this case, we again seek a solution of the form
∑m−1
j=0
∫
Rd−1
gj(α)λj,αφ(x−α)dα (using the new
boundary operators). To do so we consider the resulting system of integral equations h = Vg.
To solve this system, we consider the symbol σ(V) of the operator V, repeating the calculations
of Sections 3 and 4. Each entry vk,j has symbol (when restricted to g satisfying suitable decay,
moment and smoothness conditions - the details of this are left to the reader)
σ(vk,j)(ξ
′) =
(−1)(j+k)/2
2π
(∫
R
ζj+k
(1 + ζ2)m
dζ
)
|ξ′|j+k+1−2m.
The solution of the problem follows along the same lines as before. The symbol of the operator
V is σ(V) =
(
σ(vk,j)
)
k,j
= A1(ξ
′)MA2(ξ
′) with A1 and A2 exactly as before. The matrix M has
a checkerboard pattern, since Mk,j =
∫
R
ζj+k(1 + ζ2)−mdζ = 0 when j + k is odd. The matrix
M is invertible and the entries of its inverse provide the formulas for the auxiliary functions
gj =
√
−∆d−1
∑m−1
k=0 (M
−1)j,k∆
m−1−(j+k)/2
d−1 hk.
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The matrix M can be restructured into two blocks as in Section 5. These two blocks are
essentially the same—they come from a single family of symmetric Hankel matrices. In short, we
have
M˜ =
(
H1 0
0 H2
)
, with H1 = (aj+k)0≤j,k≤⌊m−1
2
⌋ and H2 = (aj+k+1)0≤j,k≤⌊m−2
2
⌋,
where
an =
∫
R
ζ2n
(1 + ζ2)m
dζ .
The matrices H1 and H2 are totally positive. This follows easily from from [37, Theorem 4.4],
which states that a Hankel matrix is totally positive if and only if both it and its lower, left-hand
submatrix (removing the top row and rightmost column) are positive definite.
9.2. More on path counting. (We continue the discussion begun in Section 5.4.3, as promised.)
In the preceding examples—and the one that follows—we know by Theorem 5.5 that there exists
a directed acyclic graph G so that minors of M˜ may be computed by path counting. In fact, there
is a constructive way to arrive at such a graph, which we now illustrate.
Suppose A = (ai,j)0≤i,j<n is a totally positive matrix. One constructs a “planar network” of
vertices and labeled (weighted) directed edges, illustrated for n = 3 in Figure 8 and below, with
n origin and destination vertices chosen. Only the diagonal edges and central horizontal edges
carry non-unity weight. All edges are oriented eastward. (The reader should observe that the
choices made for the oi and dj are non-permutable, and indeed remain so for any subsequences
(oi1 , . . . , oir) and (dj1 , . . . , djr) of the chosen vertices.)
z2
y1
x0
z0
z1
z3
z4
y0
y2
d2o2
d1o1
d0o0
Figure 8. A labeled planar network with three non-permutable origins and destinations.
To properly assign values to the weights xi, yj , zk, we evidently must solve the following system
of equations:
a0,0 = z2, a0,1 = z2z3, a0,2 = z2z3z4,
a1,0 = z1z2, a1,1 = z1z2z3 + y1, a1,2 = z1z2z3z4 + y1y2 + y1z4,
a2,0 = z0z1z2, a2,1 = z0( a1,1 ) + y0y1, a2,2 = z0( a1,2 ) + y0
(
y1y2 + y1z4
)
+ x0.
Now, the zi are clearly uniquely determined (and nonzero), since A is totally positive. Thus one
can solve for, say, y1 as well (using the equation for a1,1). If y1 < 0, we are sunk (as the definition
we have taken in Section 5.4.3 requires that all weights are nonnegative). However, we are lucky:
y1 is the ratio of minors (a0,0a1,1 − a1,0a0,1)/a0,0, which is nonnegative by the total positivity
of A. Similarly, y0 will be a ratio of (a product of) minors of A. We leave further analysis of
this example to the reader. The obvious extension to larger n amounts to a constructive proof of
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Theorem 5.5 for totally positive matrices. (See [18, Ch. 2] for a discussion of Whitney’s bidiagonal
factorization and the extension to totally nonnegative matrices.)
Unfortunately, the planar networks produced from the above construction are not necessarily
as “elegant” as the directed graphs presented in Section 5, even when the entries of A are integers.
We illustrate with the H1 from Section 9.1, taking m = 5 and first scaling by 2
m−1/π.
70 10 610 6 10
6 10 70
 ←→
70
32/7
256/5
3/5
1/7 1/7
3/57/5 7/5
d2o2
d1o1
d0o0
The appearance of binomial coefficients in the modifiedH1 above suggests an alternative approach
along the lines of the grid graphs in Section 5. We leave this search to the reader.
9.3. Alternative elliptic differential operator. We now consider a boundary value problem
of the form {
Lmu(x) = 0, for x ∈ R
d−1 × R+;
λku = hk, for k = 0, . . . ,m− 1,
(9.2)
where Lm is a constant coefficient elliptic operator of the form Lm =
∏m−1
j=0 (∆ − r
2
j ), and the
numbers 0 < r20 < r
2
1 < · · · < r
2
m−1 are positive, distinct real numbers. In this case, we utilize
the Dirichlet operators (9.1) of the previous example and again consider a solution of the form∑m−1
j=0
∫
Rd−1
gj(α)λj,αφ(x− α)dα, this time using a fundamental solution φ for Lm.
In this case, (−1)mφ̂(ξ) > 0, and the operators vk,jg = λk
∫
Rd−1
g(α)λj,αφ(· − α)dα can be
expressed as
vk,jg(x
′) =
ij+k(−1)m
(2π)d
∫
Rd
ξj+kd ĝ(ξ
′)ei〈x
′,ξ′〉
(|ξ|2 + r20) . . . (|ξ|
2 + r2m−1)
dξ.
For odd j + k, this yields vk,j = 0. Otherwise, we have the symbol
8
σ(vk,j)(ξ
′) =
1
2
m−1∑
ℓ=0
(|ξ′|2 + r2ℓ )
j+k−1
2∏
ν 6=ℓ(r
2
ν − r
2
ℓ )
.
The symbol of V is checkerboard and Hankel. In this case, we make no attempt to factor the
symbol, although we permute the rows and columns to make use of the checkerboard Hankel
structure:
˜σ(V)(ξ′) =
(
H1(|ξ
′|) 0
0 H2(|ξ
′|)
)
, with (H1(t))ν,µ = aν+µ(t) and (H2(t))ν,µ = aν+µ+1(t),
8This may come as a surprise to some readers. We note that the symbol can be expressed as a divided difference:
σ(vk,j)(ξ
′)) = [r20 , r
2
1 , . . . , r
2
m−1](|ξ
′|2 + ·)
j+k−1
2 (see [16, Chapter 4 (7.7)]). Because this functional annihilates
polynomials of degree m− 1, the behavior of σ(vk,j)(ξ
′) as |ξ′| → ∞ is O(|ξ′|j+k+1−2m), the same rate of decay as
observed in the previous examples.
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where
an(t) =
1
2
m−1∑
ℓ=0
(t2 + r2ℓ )
j+k−1
2∏
ν 6=ℓ(r
2
ν − r
2
ℓ )
.
For each t ≥ 0, H1(t) and H2(t) are totally positive (as easily determined using [37, Theorem
4.4]), and so there is a planar network, with weights depending on t, governing the combinatorics
of this situation as well.
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