We determine the asymptotic behavior of the tails of the steady state velocity distribution of a driven granular gas comprising of particles having a single component scalar velocity. A pair of particles undergo binary inelastic collisions at a rate that is proportional to a power of their relative velocity. Each particle is driven through dissipative collisions with a wall and additive noise. For inelastic collisions with the wall, we show analytically that the tails of the velocity distribution are primarily determined by the noise statistics, and calculate analytically all the parameters characterizing the velocity distribution in terms of the system parameters. Surprisingly, we find logarithmic corrections to the leading stretched exponential behavior. For elastic collisions with the wall, we show that for a range of parameters, inter-particle collisions lead to a universal tail for the velocity distribution.
I. INTRODUCTION
Granular systems are ubiquitous in nature. Examples include sand, powders, grains, interstellar objects like asteroids and so on. Composed of macroscopic particles, the combination of inelastic collisions and external driving results in granular systems exhibiting complex phenomena such as size segregation, pattern formation, jamming, memory effects, shocks, etc. [1] [2] [3] [4] [5] [6] [7] . Being far from equilibrium, a general theory to understand granular systems has been lacking. However, a class of systems for which theoretical progress has been possible are dilute granular matter, also known as granular gases. In addition to exhibiting complex macroscopic behavior, granular gases have been a testing ground for both kinetic theory as well as for simple solvable models.
When isolated, a portion of the kinetic energy of the granular gas is dissipated in each collision, and the constituent particles eventually form clusters leading to strong spatial inhomogeneities [3, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . However, when driven homogeneously the system reaches a steady state that is homogeneous in space [20, 21] . The single particle velocity distribution of such driven granular gases has been the subject of many different studies [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . Experiments [21, [24] [25] [26] [27] [28] [29] [30] [31] [32] as well as numerical studies [20, [35] [36] [37] have observed distributions that exhibit an overpopulation at the tails as compared to the gaussian distribution. Interestingly, a number of experiments proposed a universal tail for the steady state distribution having a form P (v) ∼ exp(−a|v| β ), with β = 3/2 [21, 27, 29, 33] . On the other hand, there were several other experiments that that observed tails with varying stretched exponential exponent β that depends on the parameters of the driving [26, 28, 30] . Numerical simulations have been equally inconclusive. While some simulations of a homogeneously driven inelastic gas in three dimension in the limit of large inelasticity observe β = 3/2 [35] , other simulations of two-dimensional granular gases find a range of exponents that depend on the driving parameters [20, 36] . More recent molecular dynamics simulations of a uniformly heated granular gas with solid friction show that the steady state velocity distribution approaches a Gaussian (β = 2) for large velocities [37] . Finding the asymptotic behavior of the velocity statistics from experiments and direct simulations is challenging due to poor sampling near the tails, making it difficult to unambiguously determine β.
In the homogeneous limit, the analysis may be simplified by integrating out or ignoring the spatial degrees of freedom. The velocity distribution may then be studied either using kinetic theory [38] where molecular chaos is assumed to break BBGKY hierarchy, or by analyzing simple microscopic models like the inelastic Maxwell model [11, 39] , where the collision rate between particles is assumed to be the same for all pairs of particles. Within kinetic theory, the tail of the velocity distribution may be determined by linearizing the Boltzmann equation [40] . When the rate of collision of a pair of particles is proportional to their relative velocities and the driving is described by a diffusive term, it was shown that the velocity distribution for large velocities |v| v rms , is a stretched exponential with exponent β = 3/2 [40] , independent of spatial dimension. One-component Maxwell gases, with constant rate of collision and diffusive driving (d v/dt = η where η is gaussian white noise), may be solved exactly to yield an exponential decay for the velocity distribution with β = 1 [41] [42] [43] . These two results are special cases of the more general model where a pair of particles with relative velocity v collide with rate | v| δ , wherein the Boltzmann equation with diffusive driving may be analyzed to yield β = (2 + δ)/2 [44] . For a review on results obtained from kinetic theory, see Ref. [45] .
However, a system with diffusive driving does not reach a steady state, as the velocity of the center of mass does a random walk leading to the linear divergence of total energy with time [46] . Hence the steady state solutions for diffusive driving is valid only on the center of mass frame.
A more realistic driving scheme is the dissipative driving, which models the inelastic collision of a particle with velocity v with a vibrating wall as v = −r w v + η, where v is the new velocity, r w is the coefficient of restitution and η uncorrelated random noise taken from a distribution Φ( η) [46] . For r w ∈ [0, 1], the system reaches a steady state at long times [46] . The one-component model with inelastic driving has been recently studied in detail [47] for noise distributions that has the asymptotic behavior Φ(η) ∼ exp(−b|η| γ ) for η 2 η 2 φ . By studying the moment equations numerically [47] , it was shown that for inelastic collisions with the wall (r w < 1), the velocity distribution P (v) ∼ exp(−a|v| β ), is non-universal with β = γ, while for elastic collisions with the wall (r w = 1), β = min(γ, 1). Thus, β is universal (independent of noise) only when the collisions with the wall are elastic and γ ≥ 1. One could also make predictions about the coefficient a. It was observed numerically that a = b for γ < 1 and a = b for γ > 1. All these results were based on numerical analysis and restricted to the case δ = 0, corresponding to the Maxwell gas. The exact form of a is known for the Maxwell gas only for two cases: one, for inelastic driving (r w < 1) and γ = 2 when a = b(1 − r 2 w ) [46] , and other, for elastic driving (r w = 1) and γ ≥ 1 when a = ω * , where ω * is the solution for 1 = λ d f (ω), with λ d , the rate of driving and f (ω) = e −iωη Φ , the characteristic function of the noise distribution [47] . We note that, for both diffusive driving as well as dissipative driving, all exact results have been limited to the case δ = 0.
In this paper, for the one-component inelastic gas driven homogeneously through dissipative as well as elastic wall collisions, we carry out an exact analysis of the equations satisfied by the moments of the velocity for a general collision kernel, corresponding to arbitrary δ. To our knowledge, this is the only solution that exists for non-zero δ. We determine the different parameters of the velocity distribution in terms of the asymptotic behavior of the noise distribution Φ(η) that is characterized by the parameters γ, b, andχ through Φ(η) ∼ |η|χ exp(−b|η| γ ) for large |η|. Surprisingly, we find the presence of logarithmic corrections to the leading stretched exponential decay. In addition, the distribution depends strongly on whether the collisions with the wall is elastic or inelastic. In particular, for large velocities (v 2   v 2 ), we assume that the leading behaviour for the velocity distribution is a stretched exponential. We show that, within this assumption, a self-consistent solution for the equations satisfied by the moments of the velocity may be found. Though we are unable to show the uniqueness of our selfconsistent solution, we believe that the heuristic results, thus obtained, are exact. Our results are summarised below. We show that asymptotically, the velocity distribution decays as
where
whereδ = max [δ, 0] . For r w = 1, corresponding to elastic collisions with the wall, we show that when δ ≤ 0,
where N 2 is the second moment of the noise distribution, and λ c and λ d are rates for collision and driving respectively [see Sec. II for a precise definition of rates], and ω * is the solution for 1
being the characteristic function of the noise distribution [47] . For r w = 1 and δ > 0, we show that ln P (v) = −a|v|(ln |v|)
When γ ≤ 1 and δ > 0, the velocity distribution is asymptotically same as that of the noise distribution. The remainder of the paper is organized as follows. In Sec. II, we define the model precisely. Section III contains a detailed analysis of the equation satisfied by the various moments of the velocity distribution. This analysis allows us to obtain a precise characterization of the asymptotic behavior of the distribution. The analytical results for δ = 0, thus obtained, are compared with results from numerical analysis in Sec. IV. Section. V contains a summary and discussion of the results.
II. MODEL
Consider N particles, labeled i = 1, . . . , N , of equal mass, each having a one-component velocity denoted by v i . The velocities evolve through both momentumconserving inelastic collisions among particles as well as external driving. Particles i and j collide at a rate 2λ c |v i − v j | δ /(N − 1). The factor 2/(N − 1) is included so that the total rate of collision of the N (N − 1)/2 pairs is proportional to N . For Maxwell gases the collision rate is independent of the relative velocity, i.e., δ = 0, while for hard sphere gases the collision rate is proportional to the relative velocity, i.e., δ = 1. In a collision, momentum is conserved and the velocities are modified according to
where the unprimed and primed ( ) velocities refers to the pre-and post-collision velocities. Also,
where r ∈ [0, 1) is the coefficient of restitution, such that α ∈ [1/2, 1). The two limits r = 1 (α = 1) and r = 0 (α = 1/2) correspond to elastic and maximally dissipative collisions respectively. Each particle is driven at rate λ d . When driven, the new velocity of a particle is given by
where r w ∈ [0, 1] is the coefficient of the restitution for particle-wall collisions, and the noise η mimics stochasticity in driving. This model of driving, introduced earlier [46] , is motivated by experimental systems, where driving is usually through collisions with a vibrating wall.
In such a wall-particle collision event, the velocity of a particle i, v i and that of the wall, v w change to v i and v w respectively according to
Considering v w ≈ v w , for a massive wall, rearranging and replacing (1 + r w )v w by a noise η results in Eq. (10) .
It may be shown that, except when r w = −1, the system reaches a steady state at large times. For the Maxwell gas, it may be shown analytically by obtaining the exact time evolution of the total energy [46] . For a general collision kernel, the existence of steady state may be seen through Monte Carlo simulations for both onecomponent gas [46] , as well as two-component gas [48] . Since the stochasticity does not arise from a sum of many events, there is no compelling reason for the distribution for noise to be a gaussian. For example, in experiments with sinusoidally oscillating wall driving the particles, if the collision times are assumed to be random, Φ(η) ∼ (c 2 − η 2 ) −1/2 , with η ∈ (−c, c) [48] . This corresponds to the asymptotic behaviour of the noise being Φ(η) ∼ exp(−a|η| γ ) with γ = ∞. To incorporate the general case where the tails of the noise distribution may differ from a gaussian, we could consider noise distributions which decay either as a stretched exponential or as a power law or faster than a stretched exponential (for example exp[−e |η| ]). However, we find that the power law tail and distribution decaying faster than stretched exponential may be considered as a special case of the stretched exponential case [γ = 0 and γ = ∞ respectively in Eq. (11)] for large values of η. For these reasons, we consider a set of noise distributions Φ(η) whose leading order asymptotic behaviour are stretched exponentials:
where · · · Φ denotes average with respect to Φ(η).
III. ANALYSIS OF MOMENTS FOR ARBITRARY δ
Let P (v, t) denote the probability that a randomly chosen particle has velocity v at time t. Its time evolution is described by the master equation:
where we have used product measure for the joint distribution P (v 1 , v 2 ) = P (v 1 )P (v 2 ) due to lack of correlations between velocities of different particles, arising from the fact that pairs of particles collide at random. Note that this is true only in the steady state and that for diffusive driving, the system does not reach a steady state due to diverging correlations between particles [46] . The first two terms on the right hand side of Eq. (12) describe the loss and gain terms due to inter-particle collisions. The third and fourth terms on the right hand side describe the loss and gain terms due to driving. The equation obeyed by the different moments may be obtained by multiplying Eq. (12) by v 2n and integrating over all velocities. In the steady state, after setting time derivatives to zero, we obtain
where N 2k = η 2k Φ is the (2k) th moment of the noise distribution, and · · · denotes averaging with respect to the steady state velocity distribution.
We analyze Eq. (13) for large n. For large n, the left hand side of Eq. (13) is dominated by the first term when δ ≥ 0, and by the second term when δ < 0. Also, since 1/2 ≤ α < 1, the terms α 2n and (1 − α) 2n are negligibly small, and we may rewrite Eq. (13) as
and x ∼ y means that x/y = O(1). The first and second terms on the right hand side of Eq. (14) arise due to driving and inter-particle collisions respectively. We will assume that the velocity distribution is asymptotically a stretched exponential:
The large moments may be computed using the saddle point approximation (see Appendix A) to give
where n 1 and where x = k/n, k, n 1. A similar analysis shows that the moments of the noise distribution Φ(η) [as in Eq. (11)] has the asymptotic behavior
The (2n) th moment of velocity diverges exponentially with n. Thus, each term in the right hand side of Eq. (14) is exponentially large, and the sums can be replaced by the largest term with negligible error. This largest term may belong to either the first or second sum. By keeping in Eq. (14) only the terms due to inter-particle collision, we obtain
whose self-consistent solution for β will be denoted by β c . Likewise, we denote by β d the self-consistent solution of β for the equation obtained by dropping the collision term in Eq. (14):
(21) Clearly, the true solution for β is
We now determine β c and β d .
A. Analysis of the collision term
We first analyze Eq. (20) , that arises from keeping terms due to inter-particle collisions, and show that the only possible solution is β c = ∞. Let k = xn, where 0 ≤ x ≤ 2. The summation on the right hand side of Eq. (20) may now be converted into an integral, k → n dx. Approximating the factorials by the Stirling's approximation, and on replacing the left hand side by using Eq. (17), Eq. (20) reduces to
where we have also substituted the terms in the right hand side of Eq. (20) with the asymptotic form for the moments in Eq. (18) . The function f (x) is given by
Also, in Eq. (23), we have dropped the correction terms involving Ψ, as they will not be relevant for the analysis that follows for determining β c . For large n, the integral is dominated by the region around x * , the value of x for which f (x) is maximized. From f (x * ) = 0, we obtain
For β c > 1, x * is a local maximum while for β c < 1, x * is a local minimum and f (x) is maximized near the endpoints x = 0 and x = 2. When β c = 1, f (x) is either identically zero when α = 1/2 or linear in x with positive slope ln(
Consider first β c > 1. Then, doing the saddle point integration about x * , Eq. (23) reduces to
We now show that
It is then straightforward to show that x * ≥ 2α. Substituting into Eq. (27) , and using α < 1, we obtain
Now, comparing the exponential terms in Eq. (26) , the left hand side is exponentially larger than the right hand side, and the only possible solution is
Thus, if we assume that β c > 1, then it implies that β c = ∞. Consider now the second case when β c ≤ 1. Now f (x) is maximised at the endpoints (except when α = 1/2, β c = 1), and we examine Eq. (20) for k = 2, 2n − 2. However, both these terms are exponentially smaller than the left hand side due to presence of the terms α 2n or (1 − α) 2n , and hence no solution is possible. When α = 1/2 and β c = 1, then f (x * ) = 0. From Eq. (26), the left hand side is exponentially larger than the right hand side and hence this is not a valid non-trivial solution.
We, thus, conclude that β c = ∞, as in Eq. (29), is the only possible solution.
B. Analysis of driving term
We now determine β d by analyzing Eq. (21) , that was obtained from Eq. (14) by dropping the collision term and retaining the driving term. Let k = xn, where 0 ≤ x ≤ 1.
The summation on the right hand side of Eq. (21) may now be converted into an integral, k → n dx. Approximating the factorials by Stirling's approximation, and on replacing the moments on the left and right side of Eq. (21) by using Eq. (17), we obtain
where the function g(x) is given by
We consider the three possible cases β d > γ, β d < γ, and β d = γ separately.
In this case, the integrand of Eq. (30) is dominated by the term n 2nx(
) . Clearly, this term is maximized when x = 1. This corresponds to the term k = n in Eq. (21), such that
Comparing with Eq. (19), we immediately obtain β d = γ. However, this contradicts our assumption that β d > γ, and hence no solution is possible for this case.
Case 2: β d < γ
We now consider the case β d < γ. If no valid solution is found for this case, then the only remaining solution is β d = γ. Thus, if a valid solution is found, then the actual solution for β d will be the smaller of this value and γ. When β d < γ, the term n 2nx(
) in the integrand of Eq. (30) is maximized when x = 0, which corresponds to the term k/n → 0. However, this does not imply that the largest term in the sum in Eq. (21) corresponds to k = 1. Rather, it could be at some k * that scales with n as k * ∼ n ζ , where ζ < 1. To do a more detailed analysis near k = 0, we rewrite Eq. (21) as
First consider the ratio between the first two terms, t 2 /t 1 , which after rearrangement is equal to
Clearly, if β d < 1, then t 2 t 1 for large n. Thus, for β d < 1 it is possible to replace the sum on the right hand side of Eq. (33) by the first term t 1 , which results in:
Using Eq. (17) to replace the moments of velocity in Eq. (36), we obtain:
When r w = 1, the right hand side is exponentially smaller than the left hand side and Eq. (37) does not have a valid solution. However, when r w = 1, by comparing the powers of n on both sides of Eq. (37), we obtain β d = 1+δ/2. Since, this analysis is valid only for β d < 1, we obtain the constraint that δ < 0. When δ = 0 and r w = 1, the velocity distribution may be determined exactly [46, 47] . For γ ≥ 1, β d = 1, and a = ω * , where ω * is the solution for 1 = λ d f (ω), with λ d being the rate of driving and f (ω) = e −iωη Φ being the characteristic function of the noise distribution. We can, thus, summarise these results:
where the minimum criterion arises from our assumption β d < γ, with the constant a given by
Now consider the ratio in Eq. (35) when β d > 1. From Eq. (35), it is clear that t 2 t 1 for large n. To find k * for which t k * is the largest term, we consider the scaling k ∼ n ζ with ζ < 1. Doing a change of variables k = yn ζ and converting the sum in Eq. (33) to an integral, we obtain
where the function h(y) is give by
Note that the function h(y) has a term proportional to ln n in addition to an n-independent term. Since the term proportional to ln n is also linearly proportional to y, h(y) is maximized at y = 0 or y = ∞ depending on the sign of the coefficient. But both of these solutions imply that there is no nontrivial solution for ζ. The only other option is that the coefficient of ln n is identical to zero, enabling us to determine ζ:
For this value of ζ, the function h(y) is largest when
Expanding about y * and doing a saddle point integration, Eq. (40) may be simplified to
where we have replaced the left hand side of Eq. (40) using Eq. (17). It is clear that no self-consistent solution for Eq. (44) is possible unless r w = 1 and ζ = 0. Else, the right hand side is always (due to r 2n w term and the last term) either exponentially smaller or larger than the left hand side. However, from Eq. (42), we know that ζ > 0, since we have assumed that β d > 1. Therefore, there is no self-consistent solution possible for Eq. (44) .
This analysis shows that when r w < 1, a solution satisfying β d < γ is not possible. However, it raises the intriguing possibility of such a solution when r w = 1 and β d = 1 (corresponding to ζ = 0). In this case, we would expect that k * scales as some power of ln n. Such scaling would, in turn, introduce logarithmic corrections to the velocity distribution. In the remainder of this section, we show that such a self-consistent solution may indeed be found for δ > 0, thus extending the result in Eq. (39) to any δ.
To this end, let
The large moments of velocity may be determined by generalizing the calculation in the Appendix A to give
Consider now the ratio of two consecutive t k [see Eq. (34)] with r w = 1. Substituting for the asymptotic forms from Eq. (47) and Eq. (19), we obtain in the limit n, k 1, and k/n → 0:
The stationary point k * satisfies t k * +1 ≈ t k * . Clearly k * has the form
Substituting into Eq. (48) and equating to 1, we obtain
The moment equation [Eq. (33)] with t k , as in Eq. (34), now reduces to
For k n, it is straightforward to obtain from Eq. (47) that
Substituting into Eq. (52), replacing the factorials by Stirling's approximation, and using the asymptotic form Eq. (19) for N 2k * , we obtain
Comparing the leading order term (powers of n), it is clear that θ has to be equal to one for a power law to appear on the right hand side. Then, comparing the powers of n, we obtain
From Eq. (50), when θ = 1, we obtain
To summarize, for elastic collisions with the wall (r w = 1), we obtain for δ > 0, logarithmic corrections to the leading behaviour, as described in Eq. (45), with ξ given by Eq. (57). This is valid when γ > 1. For γ < 1, β d = γ. 
where the function g(x) is now given by
For large n, the main contribution to the integral in Eq. (58) is from the region around x * , the value of x at which g(x) is maximum. The solution to g (x * ) = 0 is
The second derivative g (x
is negative only for γ > 1. x * is a local minimum when γ < 1, while for γ = 1, g(x) is linear in x. Thus, for γ ≤ 1, g(x) takes on its maximum value at the endpoints x = 0 or x = 1.
First, consider the case when γ ≤ 1. Then the maximum corresponds to term k = 1 or k = n in Eq. (21) . To determine which of these is the larger one, we take the ratio of the k = n term to the k = 1 term. This ratio is proportional to r −2n w n 2/γ−2 showing that the k = n term is the largest. Keeping only the k = n term, Eq. (21) reduces to
(62) where the asymptotic form for N 2n has been obtained from Eq. (19) . A solution is possible only when the correction term Ψ(x) = χ ln |x|. We then immediately obtain
This solution is valid provided there exists no solution satisfying β d < γ, as for r w = 1 [see Sec. III B 2]. Now, consider the case γ > 1. Then x * maximizes g(x) and Eq. (58) simplifies to
The coefficient a as well as the correction term Ψ may now be determined. Equating the terms exponential in n, we obtain
Substituting from Eq. (61) and solving for a, we obtain
Note that when γ = 2, Eq. (66) reduces to a = b(1 − r 2 w ) as obtained in Refs. [46, 47] .
To determine the correction term Ψ, we proceed as follows. For a as given in Eq. (66), Eq. (64) simplifies to
First, we assume that Ψ(y) ∼ y β with β < β d . However, it is straightforward to check that Eq. (67) is not satisfied for this form of Ψ since x * = 0. Consider now Ψ(y) = −a (ln y)
τ . For large n, Eq. (67) may be written as
The terms proportional to e a γ −τ (ln n) τ are equal on both sides of Eq. (68). However, the leading subleading terms can be matched only if
Equating the subleading terms with the power law corrections, we immediately obtain
C. Solution for β
The solution for β may now be found from Eq. 
IV. NUMERICAL SOLUTION FOR δ = 0
In this section, we study the moment equations numerically and confirm some of the analytically obtained results. We limit our analysis to the case δ = 0, corresponding to Maxwell gas, when the moment equations have a simpler form that is amenable to numerical analysis. We follow the same procedure as that used in Ref. [47] , where β was determined numerically. We briefly summarize the procedure below. When δ = 0, the moment equation Eq. (13) simplifies
where N i is the i-th moment of the noise distribution, and
This relation expresses a moment in terms of lower order moments. Thus, by knowing M 0 = 1, higher order moments may be obtained by iteration.
We will consider normalized stretched exponential distributions for the noise distribution Φ(η):
for which the moments are
Consider now the velocity distribution as derived in this paper [see Eq.
(
2 ). For this distribution, from Eq. (17) with δ = 0, it is straightforward to show that the ratio of consecutive moments has the form
(75) By measuring ∆ n for large n, it was shown in Ref. [47] that β = γ. Here, we focus on determining a and a 1 numerically and comparing with Eq. (1). In Fig. 1 , we show the variation of the numerically computed
with ln n/n. The data for each γ > 1 lie on a straight line which when extrapolated to infinite n gives the numerical estimate for a. Figure 2 compares the numerically obtained value with the analytically obtained expression, and we find an excellent agreement. Now, we determine the constant a by assuming that the expression for a is exact. In that case, we define
such that a = a (n) + O(1/ ln n). The variation of a (n) with 1/ ln n is shown in Fig. 3 . For large n, the variation is linear. By extrapolating to infinite n, we obtain a . The extrapolation may be done using a linear 
V. SUMMARY AND CONCLUSIONS
In summary, we derived analytical results for the asymptotic behavior of the velocity distribution for a driven inelastic granular gas with one-component scalar velocity. Each pair of particles undergo inelastic collisions as described in Eq. (8), at a rate that depends on the relative velocity ∆v as |∆v| δ . Each particle is driven at a constant rate as described in Eq. (10), which mimics inelastic collisions with a wall, and is characterized by the coefficient of restitution r w . To perform our analysis of the moment equation, we assume that the leading asymptotic behaviour of the velocity distribution is a stretched exponential. We then obtain self-consistent solutions that are consistent with this assumption. We obtain analytical results for arbitrary coefficients of restitution, arbitrary δ, as well as generic noise distributions characterized by a stretched exponential exponent γ [see Eq. (11)]. The main results obtained in this paper are summarized in Eqs. (1)- (7). For inelastic collisions with the wall (r w < 1), the statistics of the velocity distribution are non-universal in that the stretched exponential exponent β is determined solely by the noise distribution. For elastic collisions with the wall (r w = 1), the distribution is universal, provided γ > min[ 1] . In addition to the stretched exponential exponent β, we also determined the different coefficients that describe the asymptotic behavior of the velocity distribution. Surprisingly, we find the presence of logarithmic corrections to the leading stretched exponential behavior. These corrections could be confirmed through a numerical solution of the exact moment equations for the special case δ = 0. We note that there are no exact results for models where δ = 0.
When the collisions with the wall are elastic, then the solution for the stretched exponential exponent β is equal to (2 + δ)/2, provided δ ≤ 0 and is equal to 1 for δ > 0 albeit with additional logarithmic corrections. The results for r w = 1 depend sensitively on the values of γ and δ and are summarized in Fig. 5 . The expression for β = (2 + δ)/2, when −2 < δ ≤ 0, is identical to that obtained in kinetic theory. However, while this result continues to also hold for positive δ in kinetic theory, our calculations show that β = 1 for δ > 0 with logarithmic corrections. Thus, the kinetic theory result of β = 3/2 for δ = 1 (ballistic motion) cannot be obtained from the solution presented in the current paper. However, if we had incorrectly truncated the expression for moments of noise in Eq. (33) to only the first term, then the kinetic theory result would be recovered. In terms of the master equation for the velocity distribution, the difference between kinetic theory result and our results can be traced to the diffusive driving term in kinetic theory, that is obtained by truncating the Taylor expansion of the last term in Eq. (12) , in terms of derivatives of the velocity distribution P (v), up to only the second derivative. However, it may be shown that this truncation is not valid when δ > 0, and maximal term in the Taylor expansion is a term corresponding to a higher order derivative [see Appendix B for details of this analysis].
There is, however, a special limit in which the kinetic theory results may be recovered. Consider Eqs. (33), (34) , and (35) taken. Then N 4 /N 2 → 0, and Eq. (33) may be truncated by keeping only the first term on the right hand side. For a sensible limit we need to take λ d → ∞ keeping λ d N 2 fixed. For this special limit, we then obtain, for r w = 1, the kinetic theory result β = (2 + δ)/2.
This special limit was also considered in Ref. [49] , where the driving mechanism (see Eq. (10)), in the limit of diffusive driving, was shown to be an OrnsteinUhlenbeck when the noise distribution is a gaussian [49] . In particular, the limit taken was r w → ±1 such that (1 ± r w )λ d → Γ, and N 2 → 0, λ d → ∞ keeping λ d N 2 fixed. We note that in Ref. [49] , only the case r w → −1 was considered, but it is straightforward to see that the derivation goes through for r w → 1 also. For nongaussian noise, as considered in the current paper, the derivation still goes through because in this limit, central limit theorem ensures that the noise arising from repeated driving (λ d → ∞) is a gaussian. On including the dominant term arising from collisions, the resultant master equation for the steady state velocity distribution has the form
where c 1 and c 2 are constants. It is straightforward to see that, by balancing the second and third terms and ignoring inter-particle collisions, one obtains β = 2 [45, 50, 51] . On the other hand, when r w = 1, then Γ = 0, and on balancing the first and third terms, one obtains β = (2 + δ)/2 as in kinetic theory [44] . The analysis of the moment equation was performed under the assumption that the leading asymptotic behaviour of the velocity distribution is a stretched exponential. We then obtain self-consistent solutions that are consistent with this assumption. Thus, we are unable to show that the solutions that we obtain are unique, as there may be other self-consistent solutions with a different ansatz for the velocity distribution. However, the results that we obtain are in excellent agreement with the numerical results for the case δ = 0. Thus, we believe that the results obtained in the paper may well be exact.
The results for the one component driven granular gas obtained in this paper suggest that the velocity distribution is determined mostly by the noise distribution and hence the hope for a universal distribution is misplaced. However, the one-component gas is different from a granular gas in higher dimensions as now the possibility of collisions which are not just head on are allowed. In a recent paper, we have shown that, by extending the above analysis to a two-component system, the velocity distribution becomes universal with β = 2 albeit with logarithmic corrections [48] .
Appendix A: Large moments of the velocity distribution
We determine the behavior of large moments when the velocity distribution has the asymptotic form:
where v −β Ψ(|v|) → 0 for |v| → ∞. The aim is to determine the moment
2 for large n and k. In the limit k ∝ n, we change variables to k = xn with 0 ≤ x ≤ 1, to obtain
Rescaling the integration variables v 1 , and v 2 as v 1 = n 1/β t 1 and v 2 = n 1/β t 2 , Eq. (A2) simplifies to
where,
The integral in Eq. (A3) may be evaluated using the saddle point approximation by maximizing f (t 1 ) and g(t 2 ) with respect to t 1 and t 2 . Setting df (t 1 )/dt 1 = 0 and dg(t 2 )/dt 2 = 0, we obtain the solution t * 1 and t * 2 to be
and
Doing the saddle point integration in A3, we obtain
where the extra factor of n appears in the denominator of the left hand side of Eq. (A8) because of the twodimensional saddle point integration.
In a similar way one can find the asymptotic form for
for large n. Consider the equality,
As we are interested in the large n, the moments are dominated by values of |v|. In this limit it is possible to approximate, |v − v 1 | ≈ |v|, and Eq. (A9) reduces to
Doing a transformation, v = n 1/β t as before, we obtain Doing a saddle point integration with respect to t, by maximizing f (t), one obtains, 
where we have substituted, the maximal value of f (t),
The same calculation may be used to determine the asymptotic behavior of the noise distribution. Considering the noise distribution with the form as in Eq. 
then In this appendix, we analyse the terms [the last two terms] of Eq. (12) arising from driving -which we denote by I -for elastic wall collisions (r w = 1):
by Taylor expanding the term in the integrand, and using the solution for the velocity distribution that we have obtained in the paper to identify the most dominant term in the expansion. Integrating over v 1 , we obtain
Taylor expanding P (v − η) about η = 0 and integrating over η, Eq. (B2) reduces to
We now determine the dominant term in this expansion, given that P (v) has the asymptotic behaviour as given in Eqs. (1)- (7).
From Eqs. (1)- (7), the velocity distribution has the asymptotic form ln P (v) ∼ −a|v| β (ln |v|) θ , |v| → ∞,
where θ > 0 for γ > 1, δ > 0, and θ = 0 otherwise. Thus,
The asymptotic form for the moments of η is given in Eq. (19) . Using these asymptotic forms, we obtain the ratio of successive terms in Eq. (B3) to be
We now analyse Eq. (B6) for different cases. Case I -δ ≤ 0: From Eq. (3), we know that θ = 0 and β = min 2+δ 2 , γ . When δ < 0, then β < 1. Thus, for large v, the ratio in Eq. (B6) is much smaller than 1 for small k. Also, for γ > 1, the ratio decreases with k. Thus, the truncation at the first term is valid, and the expression for β may be obtained from the continuum equations. However, when γ < 1, it is possible that the expansion may break down as there could be contribution from large derivatives. Indeed, from comparing with our analytic solution, for γ < 1 + δ/2, the Taylor expansion about small η breaks down. When δ = 0, then β = 1. For γ > 1, the most dominant term in the expansion, determined by t k+1 /t k = 1, is a k * that is independent of v. Then, it is straightforward to show that β = 1 is a consistent solution. Thus, while the dominant term in the expansion is not the first term, the result obtained from the continuum equations do not change.
Case II -δ > 0: Now, for γ > 1, the solution of t k * +1 /t k * = 1 is given by k * ∝ [(ln |v|) θγ γ−1 . Now, k * depends on v, and it is clear that truncating the Taylor expansion at the first term will lead to a wrong results. In fact, truncating at the first term gives β = (2+δ)/2, while we have derived, without making any approximations, β = 1.
