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ABSTRACT
In scattering problems, commonly used techniques are surface and volume integral equations.
Discrete dipole approximation (DDA) is an alternate and useful discretization technique to
solve these problems where the continuum scatterer is replaced by a set of polarizable dipoles.
It is an alternative to volume integral equations and produces a dense matrix equation to
be solved. Computationally, the method requires the solution of large dense systems of
linear equations, and various iterative methods have been employed in the literature for
the purpose. In this work, two distinct methods are proposed that can reduce the cost of
computation.
The first method to reduce the computation time of the solution is using matrix decom-
position methods. The idea in this method is using randomized algorithms for low rank
approximating of matrices. When implemented using special kinds of random matrices, the
computational complexity of the multilevel solver is comparable to that of the fast multipole
method. These methods, however, require visiting every entry of the interaction matrix at
least once, thereby incurring a computational bottleneck of O(N2). They are error control-
lable and a greater error margin can reduce the computation time.
The second method to reduce the computational complexity is the fast multipole method
(FMM). This is based on the factorization of the Green’s function and is useful only in those
cases where the Green’s function of the system can be decomposed into a product of special
functions. The decomposition of the free space Green’s function is well known using the
addition theorem. However, in more complicated cases, this factorization is extremely com-
plicated. In the case considered in this thesis, however, the scattering problem is formulated
using the free space Green’s function and can be sped up using the FMM also, which requires
much less computational time than the matrix decomposition method.
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CHAPTER 1
INTRODUCTION
1.1 A Brief History of the Problem
The problem of scattering by multiple spheres has been studied for quite some time now.
It began in the early 1860s [2] when a mathematical theory required for the boundary
value problem (BVP) of scattering of an electromagnetic incident on a sphere was solved in
closed form using separation of variables. Although Clebsch was a pure mathematician by
profession, he was proficient with the elastic-solid theory of light and had published many
papers on the topic. All this was before the famous paper by Maxwell in 1864 [3]. Clebsch
sought the solutions to the scalar wave equation and showed how to construct solutions by
superimposing an infinite series of terms of what we now know as the spherical Bessel and
spherical harmonics (associated Legendre functions). This had never been done before and
he had worked out the representations of the spherical Bessel functions. Clebsch also solved
the vector wave equation using very tricky transformations and discovered the representation
functions that we now call the Debye potentials used for the analysis of curved inhomogeneous
media problems [4]. Clebsch however died in 1872 before Maxwell’s equations were generally
accepted.
Later Lorentz proposed the solution for the reflection and transmission of an electromag-
netic wave incident on a translucent sphere [5]. In 1871, Lord Rayleigh was interested in the
scattering of light by particles in the earth’s atmosphere and this was the first time that the
sphere was conceived as the simplest model for a scatterer. He published the exact solution
for the scattering of sound by a sphere in 1872 [6]. He had sought the expansion of the e
ikr
r
in terms of Legendre polynomials and worked out the expansion. By 1881, after Maxwell’s
equations were accepted, he solved the problem of scattering of electromagnetic waves by a
dielectric cylinder whose radius is small as compared to wavelength.
These were some of the major developments in the field of scattering by single sphere and
cylinder. Another notable milestone was developed by Mie where the scattering solution by
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a sphere whose size was comparable to the wavelength of the incident wave was solved in
closed form.
The problem of scattering by multiple spheres was derived by Bruning and Lo [7] by in-
cluding the multipole expansions in their derivations. However, due to insufficient computing
power, their calculations were limited to a few spheres. There were also many simplifica-
tions with the spheres lying along the z-axis where the simplified addition theorems were
applicable.
The problem discussed primarily in this thesis is to develop a method to speed up the
matrix vector product for problems for the discrete dipole approximations technique. The
discrete dipole approximation technique (DDA) is a general method to compute the scatter-
ing and absorption of electromagnetic waves by particles of arbitrary shape and geometry.
It was initially prosed by Purcell and Pennypacker [8] who first replaced a geometry by a
set of dipoles. These dipoles interact with each other in reaction to the incident field and
give rise to a system of linear equations which is solved to obtain the dipole polarizations.
The scattered quantities are obtained from these polarizations. The DDA was further pop-
ularized by Draine and coworkers [1] who further showed that the DDA equations can be
obtained from integral equations by dividing the scatterer into small cubical sub-volumes.
The only difference between the two approaches is that while the integral equation approach
is much better to obtain insight on improving the method, the method of placing the dipoles
is physically clearer.
The DDA approximation is based on the fundamental principle that the “physically mean-
ingful” internal fields or their direct derivatives, i.e. polarizations, play an important role
in the scattering process. The DDA is a popular method in the light scattering community
and has been reviewed by many authors. There have been extensive reviews by Draine [9],
Wreidt [10], Chiappetta [11] and Mishchenko [12].
Some of the most studied aspects of the DDA method are techniques to speed up the
solution time of the linear system of equations so obtained. Previously, this system was
studied only based on the conjugate gradient method to solve the system. However, since it
was an O(N2) system, further methods are sought to speed up the computation. Lumme and
Rahola [13] applied the quasi-minimal residual (QMR) method to this problem and proved
a gain in performance. The most time-consuming part of the technique is the matrix-vector
product. In this problem, Goodman and Drine [14] applied the fast Fourier transform (FFT)
to speed up the matrix vector product in regular cubic geometries. There have also been
techniques where the fast multipole method [15], [16], [17], was applied to the discrete dipole
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approximation problem to compute the matrix vector product.
The randomized algorithm for matrix decomposition was first proposed in 2006 by Rokhlin
[18]. These were techniques that helped to compute the singular value decomposition or the
QR decomposition of a given matrix with less complexity than the standard techniques to
compute them such as the modified Gram-Schmidt approach. These methods further provide
the advantage of being fail-proof which is not the case with Gram-Schmidt orthogonalization,
where the method fails if the two columns of a matrix are almost parallel to each other
and hence need some other preconditioning methods to stabilize the QR decomposition.
The original paper is very intensive mathematically. However, the same ideas have been
explained lucidly in a more extensive review paper by Nathan Halko [19] which serves as a
good introduction to the subject of randomized algorithms for subspace projection.
1.2 Organization of the Thesis
Chapter 2 covers the basic formulation of the discrete dipole approximation and the final
matrix equation is derived. The physical meaning of the discrete dipole approximation
method is also discussed.
Chapter 3 covers the multilevel matrix decomposition algorithm that was studied by
Michielssen [20], Kapur [21] and Seo [22] on which the algorithm formulation is based on.
Chapter 4 covers the formulation of the fast randomized algorithms for matrix decompo-
sitions.
Chapter 5 covers the formulation of the algorithm to speed up the discrete dipole approx-
imation problem using the randomized techniques and other ideas from linear algebra.
Chapter 6 discusses the randomized matrix decomposition based integral equation solver
and its corresponding computational complexity.
Chapter 7 covers another method to speed up the matrix vector product known as the
fast multipole method.
Chapter 8 discusses some results analyzing the discrete dipole approximation method, the
randomized matrix decomposition method and the fast multipole method.
Chapters 9 and 10 conclude the thesis and suggest future work that may be done to extend
this algorithm to more physically meaningful problems.
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The overreaching purpose of this study is to propose a new algorithm to study small
particle scattering problems using randomized matrix projection methods. A reduced com-
putational complexity is expected and the final speed should be comparable to that of the
multilevel fast multipole algorithm (MLFMA).
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CHAPTER 2
THE DISCRETE DIPOLE APPROXIMATION
2.1 Introduction
Given a target of arbitrary geometry, we seek to calculate its scattering and absorption
properties. While the exact solutions for fields scattered by highly symmetric bodies such
as spheres, spheroids or infinite cylinders are known, for all other methods, approximations
are needed. The DDA is one such method. Simply stated, the DDA is an approximation
technique that replaces the continuum target by a finite array of polarizable points. These
points acquire dipole moments in response to the incident field and also interact with each
other. This method is also called the coupled dipole approximation. The theoretical basis
for this can be found in [1].
Nature also provides the physical interpretation of the DDA. It was shown by Lorentz that
the properties of a dielectric object are directly related to the polarizations of the individual
atoms of which it was composed, with a particularly simple and exact relationship, the
Clausius-Mossotti relationship. We may expect that just as the continuum representation of
a solid is appropriate on length scales that are large as compared to the inter-atomic spacing,
the target can be approximated by an array of dipoles that are large as compared to the
inter-dipole separation. For the scattering by a finite array of dipoles, the problem can be
solved exactly. However, in the case of replacing a continuum target by an array of N point
dipoles, the specification of the positions of each of the individual dipoles (j = 1, 2 · · ·N)
and the dipole polarizabilities αj is needed to obtain the scattered field. For spherical
particles, the polarizabilities are scalars and for nonspherical objects they are tensors. For
a monochromatic incident wave, a self-consistent solution of the polarizabilities are Pj is
obtained and once the polarizabilities are found, the scattering cross sections are computed.
Also, the extension of this method for anisotropic materials is also possible by treating αj
as a tensor, and this method can also be easily extended to treat materials with non-zero
magnetic susceptibility, although for most the effects may be negligible.
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The DDA is one particular method of discretization for solving Maxwell’s equations in
the presence of a target. It is also treated as a general discretization mechanism for the
method of moments formulation. There is also a close resemblance between the DDA and
the volume integral equation (VIE). The main disadvantage of the DDA is the handling of
the target boundaries, since the geometry of the DDA is limited by the interdipole distance
d; for targets with a large permittivity, the accuracy of the method for a given number of
dipoles suffers, but it can be improved by increasing the number of dipoles, usually at the
cost of higher computation time.
2.2 Specification of Dipole Array
Each dipole may be thought of as representing the polarizability of a particular sub volume
of target material. If we want to represent a geometry, there are methods proposed where the
boundaries are placed by a number of closely spaced weaker dipoles to satisfy the boundary
conditions. However, when the density of dipoles is uniform throughout the scatterer, the
FFT is used to speed up the computation. This is so only when the dipoles are placed on a
uniform periodic lattice.
For the discrete dipole approximation problem, once the positions of the dipoles are spec-
ified, the polarizabilities also need to be specified. Some of the well-known polarizabilities
are the Clausius- Mossotti relation where
αj =
3d3
4pi
j − 1
j + 2
(2.1)
where j is the dielectric function of the target material at the position rj. As the interdipole
distance tends to 0 (kd→ 0), the relation is exact for an infinite lattice.
2.3 Electromagnetic Mixing Formula
Consider the mixture shown below where there are spherical inclusions with permittivity i
and the background is e. Let the fraction of volume occupied by the inclusions be f , then
the volume of the host phase is 1− f . Now, the relation between the volume averaged field
and flux density is
〈D〉 = eff〈E〉 (2.2)
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The average flux density can then be written by weighting the fields with the corresponding
volume fractions.
〈D〉 = fiEi + (1− f)eEe (2.3)
〈E〉 = fEi + (1− f)Ee (2.4)
If we assume that Ee is constant, we see that
eff =
fiA+ e(1− f)
fA+ (1− f) (2.5)
where A is the ratio between the internal and external electric field
Ei = AEe (2.6)
If we however assume that
A =
3e
i + 2e
(2.7)
we get the Maxwell-Garnett formula
eff = e + 3fe
i − e
i + 2e − f(i − e) (2.8)
which is the Maxwell-Garnett mixing formula. If we are interested only in the field outside
the particle, the problem can be replaced by an equivalence where the whole particle is
filled with a constant permittivity instead of the inhomogeneity, where we have an electric
dipole source. The dipole moment p has a relation to the external electric field through the
polarizability α
p = αE (2.9)
It is the simplest measurement of the response to an incident electric field. In the above
case discussed, due to the dielectric contrast between the inclusion and the environment, we
can treat the electric field inside the sphere as constant, uniform and static. Since we are
considering only spherical shapes, it is parallel to the external field.
Ei =
3e
i + 2e
Ee (2.10)
Hence, the dipole moment can be written as
p = (i − e) 3e
i + 2e
EeV (2.11)
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Hence, the polarizability can be written as
α = V (i − e) 3e
i + 2e
(2.12)
where V is the volume of the sphere. Another observation with respect to the Maxwell-
Garnett formula is that it satisfies the limiting processes for the vanishing inclusion phase.
f → 0 =⇒ eff → e (2.13)
f → 1 =⇒ eff → i (2.14)
2.3.1 Validity Criteria
The discrete dipole approximation is valid for the large wavelength approximation where
kd ≤ 1; that is, the size of the object is very small with respect to the wavelength and the
distance between the particles must be small enough so that the target shape is described
satisfactorily. If the effective radius aeff of the target volume V is given by
aeff =
(
3V
4pi
)1/3
=⇒ N ≥ 4pi
3
(kaeff)
3 (2.15)
For larger targets, large number of dipoles are required to represent the target.
2.4 Scattering Problem
Let us consider a problem as shown in Figure 2.1. The dipoles are placed so that the
scattering by a sphere can be approximated by the scattering by the dipoles in accordance
with the discrete dipole approximation.
8
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Figure 2.1: Position of dipoles for the approximation of sphere
2.4.1 A Succinct Derivation of Electric Field Integral Equation
To derive the basic electric field integral equation needed for the simulation of the discrete
dipole scattering, we start from Maxwell’s equations given by
∇× E = iωB (2.16)
∇×H = J− iωD (2.17)
∇ ·D = ρ (2.18)
∇ ·B = 0 (2.19)
For the electrodynamic regime, the independent equations are the first two equations and
they can be simplified to obtain the vector wave equation
∇×∇× E(r)− k2E(r) = iωµJ(r) (2.20)
We now define the homogeneous dyadic Green’s function G(r, r′) to satisfy the equation
∇×∇× G¯(r, r′)− k2G¯(r, r′) = I¯δ(r− r′) (2.21)
whose solution is given by
G¯(r, r′) =
(
I¯ +
∇∇
k2
eik·(r−r
′)
|r− r′|
)
eik|r−r
′|
4pi|r− r′| (2.22)
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After we have defined the Green’s function, we can now define the electric field from equations
(20) and (21) as the spatial convolution, which is
E(r) =
∫
Ω
G¯(r− r′) · J(r′)dr′ (2.23)
where r is the point at which we want to measure the field, which is given by the summation of
the fields due to all the points on the domain Ω. Hence, we can treat r’ as the source point.
Consider a problem where a plane wave (constant phase wave) is incident on a perfectly
conducting body (metal) as shown in Figure 2.2.
Figure 2.2: Plane wave incident on a sphere
After the plane wave is incident on the sphere, if we observe the field at any point in
the space around the sphere, we can say that the total field is the sum of the incident and
scattered fields. The reason we are able to sum the two fields is that when two photons in
free space come towards each other, they pass though the other as if the other photon did
not exist. This is because there is no charge or mass in the EM wave that allows the two
waves in free space to interact with each other. If we had the incident and scattered wave in
a material medium, then there would be an interaction between the incident and scattered
wave due to the medium of interaction.
Here, to solve the problem numerically, we need to convert the problem into a matrix
equation. The unknowns of the linear system of equations are the currents at discrete points
on the sphere. These discrete points are the triangles on the sphere by which it has been
discretized. In this example, let us consider the sphere to consist of N triangles that describe
the surface of the sphere. We know from the above argument that
Etot = Einc + Esca (2.24)
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Figure 2.3: System of dipoles [1]
From equation (21), the above equation can be written as
Etot = Einc + iωµ
∫
Ω
G¯(r, r′) · J(r′)dr′ (2.25)
Now, the above describes the system with one sphere. Let us now consider a system with N
spheres where there are N such spheres with a plane wave incident on the system.
2.4.2 Small Particle Scattering Formulation
Consider scattering by N small particles as shown in Figure 2.3 [23]. The total field is given
by
E(r) = Einc(r) + iωµ
N∑
i=1
∫
vi
G¯0(r, r
′) · Ji(r′)dr¯′ (2.26)
If we focus our attention on the j-th particle, then the field around the j-th particle is
E(rj) = Einc(rj) + iωµ
N∑
i=1
∫
vi
G¯(rj, r
′) · Ji(r′)dr′ (2.27)
Here, P is the polarization of the current in the ith element. For small particles, we can
make the approximation that
Ji(r
′) = −iωPiδ(r′ − ri) (2.28)
Hence, the above becomes
E(rj) = Einc(rj) +
N∑
i=1
ω2µG¯(rj, ri) ·Pi (2.29)
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We can make the dipole approximation that
Pi = α¯i · E(ri) (2.30)
where α¯i is the polarizability of the i
th particle. (2.29) after multiplying by α¯i becomes
Pj = Pj,inc +
N∑
i=1,i 6=j
ω2µα¯j · G¯(rj, ri) ·Pi j = 1, · · · , N (2.31)
The above constitutes N equations and N unknowns, Pi, i = 1, · · · , N . It can also be written
as
α¯j · E(rj) = α¯jEinc(rj) +
N∑
i=1,i 6=j
ω2µα¯j · G¯(rj, ri) · α¯i · E(ri) (2.32)
where the matrix system is nonsymmetric. The above is equivalent to
[D¯− A¯] · e = einc (2.33)
It can be solved iteratively.
The above system of equations is to solve for the electric field on each particle. The vector
that we are seeking is of size 3N × 3N (where N is the number of dipoles) because the
electric field for each particle has x, y and z coordinates.
2.5 Accelerating the Matrix Vector Product
When solving the above system of equations iteratively, there needs to be an original vector
that is assumed and the matrix vector product is computed till convergence is achieved.
However, this process has O(N2) complexity. There is hence a need for accelerating the
matrix vector product by factoring the Green’s function into various other factors and com-
puting the matrix vector product iteratively. This is the fast multipole algorithm (FMA) [15]
that is further described in Chapter 7. However, the main aim of this thesis is to propose
an algorithm that relies mainly on the power of linear algebra to compute the matrix vec-
tor products in a multilevel fashion. The final computational complexity is slightly more
than that of FMA. However, the direct solver formulation can be used when the Green’s
function of the system is complicated and the factorization is not possible via the addition
theorem [24].
12
CHAPTER 3
DIRECT SOLVER FORMULATION USING
SINGULAR VALUE DECOMPOSITION
This technique uses the fact that large parts of the integral operator matrix are numerically
low rank. Consequently, the singular value decomposition is an extremely efficient tool
for compression of the integral operator matrix. It is claimed in the paper that using the
method of sampling and identifying the most dominant columns of a matrix, the complexity
is O(R2N), where R is the rank of the matrix (R N). But classical techniques to calculate
the QR decomposition of a matrix are stated to be O(N2R).
This chapter introduces the idea of a multilevel algorithm that can be used to compute
the matrix vector product in a speedy manner and can be modified to apply the randomized
reduced rank approximations to get the SVD or QR decomposition of the sub-matrix and
calculate the matrix vector product x→ A¯x.
3.1 Formulation of the Problem
Consider the integral equation defined by
φ(x) =
∫
R′
g(x, x′)σ(x′)dR′ (3.1)
where φ(x) is the known quantity and σ is the unknown to be solved for and G(x, x′) is the
Green’s function. For example, in the case of a standard capacitance problem, φ(x) is the
potential, σ is the surface charge density and R ranges over the surfaces of the conductors.
G(x, x′) is the scalar free space Green’s function with
g(x, x′) =
1
4pi|x− x′| (3.2)
To solve such a problem, we first discretize the domain and reduce the integral equation into
a matrix equation. If we use first order collocation methods, the domain R is divided into
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regions {R1, R2, R3 · · ·RN} with σ assumed to be piecewise constant over each region. We
can then reduce the integral equation to
φ(xi) =
N∑
j=1
(∫
Ri
g(xi, x
′)dR′j
)
σ(xj) (3.3)
The matrix element is defined as
aij =
∫
Rj
g(xj, x
′)dR′j, 1 ≤ i, j ≤ N (3.4)
This algorithm does not assume any specific type of discretization and does not depend on
the Green’s function, and it is assumed that the problem is reduced to the matrix equation.
The matrix A is of size N ×N and for added convenience, we assume that N is a power of 2.
3.2 Rapid Matrix Solution
To solve the system A¯σ = φ via direct Gaussian elimination methods, the memory cost is
O(N2) while the computational cost is O(N3). If iterative solvers are used, the cost reduces
to O(N2) for both memory and computation. Faster solvers such as the fast multipole
method further reduce the cost to O(N logN). This method also has a cost of O(N logN)
and has the added advantage that it is kernel independent.
3.3 The Simple Idea
The simple idea of the algorithm (and other fast methods such as the FMM) is the fact that
the typical green’s function varies smoothly at a distance. Consider the physical picture
described below and illustrated in Figure 3.1
Suppose the groups X and Y are defined as X = {x1, x2 · · ·xN} and Y = {y1, y2 · · · yN},
consisting of groups of points in R3. The interaction matrix H¯ is defined between them,
such that the influence of Y on X can be computed by multiplication of the n × n matrix
B¯ = {bij} = {H (xi, yj)} with a vector. Direct evaluation would require O(N2) operations
while if d is large, the numerical rank of B¯ is small compared to N. Intuitively, we can claim
that the influence of yj is very similar to the influence of its neighbors, resulting in nearly
14
XY
dxi
yi
Figure 3.1: Physical setup of the 2 groups of basis functions
linearly independent columns.
We can now take this fact to our advantage by using the SVD of B¯ given by
B¯ = U¯Σ¯V¯† (3.5)
where
U¯U¯† = V¯†V¯ = I¯ (3.6)
and Σ = Diag{σ1, σ2, σ3 · · · σN} with σ1 ≥ σ2 ≥ · · ·σr 6= 0 ≥ σr+1 = · · · = σN = 0 for a rank
deficient matrix with the rank r ≤ N . B¯ can now be represented by the reduced singular
value decomposition as
¯˜B = U¯(:, 1 : r)Σ¯(1 : r, 1 : r)V¯†(1 : r, :) (3.7)
as defined by the MATLAB notation of submatrices. Also,
‖B¯− ¯˜B‖ ≤  (3.8)
for a specified tolerance value .
Given the SVD of the matrix B¯ (or
¯¯˜
B), we can compute the matrix-vector product in
(2n + 1)r operations by multiplying the vector in turn by V¯†(1 : r, :), Σ¯(1 : r, 1 : r) and
U¯(:, 1 : r) and when r  n, the computation of the matrix vector product is efficient. The
use of SVD to represent B¯ requires no prior knowledge of the function H and this added
flexibility does not reduce the compression achieved. If we use a sampling technique for the
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interaction of each of the groups, substantial compression is achieved. Alternatively, instead
of SVD, we can compute the QR decomposition of B¯.
3.4 Ordering
In order to construct a low rank approximation for the matrix B, we can perform a direct
low rank approximation. If the matrix is of size m × n and is rank deficient with a rank r,
the QR decomposition can be constructed with a complexity of O(mnr). However, it will
be much more beneficial if the low rank approximation can be performed in a multilevel
fashion.
The physical meaning can be interpreted as follows: Given two groups of sources, we choose
the most dominant sources from both the groups contributing to the overall interaction
matrix between the groups. Given the multilevel nature of the algorithm, we can perform
the same procedure at each level. If a given group can be represented by a rank that is less
than the sum of the individual ranks of the sub-matrices of the given group, we can conclude
that the amount of information needed to represent a larger group is less than when the
same information about the group is represented individually by the sub-groups. We can
use this as the criterion to move from one level to the next.
Following this example, we can represent the 1D case of calculating the surface current by
a perfectly electric conducting cylinder, given the Green’s function of the form H20 (k‖x−x′‖)
as the rank map given in Figure 3.2. As we can see, the levels where the parent box has
a higher rank than the sum of the ranks of the child boxes are represented by the parent
box itself. In such cases, the memory requirement drops from O(N2) to O(N logN). This
method can be used efficiently for the capacitance extraction problem and this method is
claimed to be much more efficient than the FASTCAP [25]
3.5 Compression in O(N 2) Time
The algorithm to recursively divide the matrix into various sub-matrices that are low rank
is described here.
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Figure 3.2: Rank map for a one-dimensional Helmholtz kernel (N = 2048)
Algorithm 1 Recursively divide the global matrix into low rank sub-matrices
If the dimension “n” of the sub matrix B¯ is less than a small fixed number “b”, then
1. Use Gram-Schmidt procedure to obtain an orthonormal column basis to a user spec-
ification . If the size of the basis “r” is greater than n/2 then B¯ is simply stored as
the dense matrix.
2. Else, let Q¯ be the n× r matrix whose columns are the basis. Compute R¯ = Q¯†B¯
If n is at least b, then construct the representation of the four sub-matrices of B¯ namely,
B¯(1 : n/2, 1 : n/2), B¯(1 : n/2, n/2+1 : n), B¯(n/2+1 : n, 1 : n/2)andB¯(n/2+1 : n, n/2+1 :
n). If the child matrices are all low rank, then represent them by the QR decomposition
1. Construct the QR decomposition of B¯ via merging (as shown below)
2. If the rank of the submatrix B¯ is less than the sum of the individual child matrices,
represent B¯ by QR. Else represent B¯ by the child matrices.
If the sub matrix is not low rank, the represent B¯ by the four children.
Figure 3.3: The merging procedure
3.6 Matrix Vector Product
Computing the final matrix vector product can be performed via the procedure described
below. When this method is compared to the FMM, for a smaller number of solutions, the
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Algorithm 2 Merging process to reconstruct the parent submatrix
Let the 4 child matrices be B¯11, B¯12, B¯21 and B¯22 represented by Q¯1R¯1, Q¯3R¯3, Q¯2R¯2 and
Q4R4 respectively (see Figure 3.3).
This algorithm first combines B¯11 and B¯21 together and B12 and B¯22 together separately
and further combines the previously combined matrices. We now consider the combining
of B¯11 and B¯21 represented by Q¯1R¯1 and Q¯2R¯2, where Q¯1, R¯1, Q¯2 and R¯2 have the
dimensions n × r1, r1 × n, n × r2 and r2 × n respectively and Q¯1 and Q¯2 are both
orthogonal.
Since we need to combine the 2 matrices and Q¯1 and Q¯2 are both reduced to their ranks,
we have to use R¯1 and R¯2 to combine the matrices. Since we seek Q¯12 R¯12 =
[
Q¯1R¯1
Q¯2R¯2
]
and
R¯12 is not square, we need to make R¯12 orthogonal so that R¯12R¯
†
12 = I¯ =⇒ R¯−112 = R¯†12
enabling us to calculate Q¯12 =
[
Q¯1R¯1
Q¯2R¯2
]
R¯†12.
Perform Gram-Schmidt orthogonalization of the rows of R¯1 and R¯2 and calculate Q¯12 by
the above formula.
The Gram-Schmidt orthogonalization on the rows of R¯1 and R¯2 enables us to further
compress the R¯12 matrix to a desirable low rank.
This process can be performed thrice, twice vertically and once horizontally, to get the
final QR decomposition of B¯ .
This process takes a complexity of O(R2N) while the Gram-Schmidt procedure takes
O(N2R) to calculate the QR decomposition of the parent matrix B¯ of size N ×N
Algorithm 3 Matrix Vector Product
Let B¯ be the matrix of size N ×N , x be the input vector, y be the output vector.
If B¯ is densely represented, perform y = B¯x
If B¯ is low rank, perform y = U¯(V¯x)
If B¯ is represented as combination of 4 sub matrices,
B =
[
B1 B3
B2 B4
]
(3.9)
then y(1 : n/2) = B¯1x(1 : n/2) + B¯3x(n/2 + 1 : n) and y(n/2 + 1 : n) = B¯2x(1 :
n/2) + B¯4x(n/2 + 1 : n)
FMM is more advantageous while this can be amortized during a large number of computa-
tions.
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3.7 Compression in Subquadratic Time
At each leafy level, when we construct the matrix QR decomposition, we use O(N2) oper-
ations. This problem can be alleviated by sampling the points and interpolating the final
QR from the QR decomposition of the sampled points. In this procedure, deterministic
sampling is used. Using Rokhlin’s idea [18], the O(R2N) can be reduced to O(RN log(R)).
This method implemented with the incremental building of the impedance matrix [26], [22]
can provide a significant compression to the matrix and expedited matrix vector products.
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CHAPTER 4
INTEGRAL EQUATION - QR DECOMPOSITION
METHOD
While solving the traditional scattering problem using EFIE, the impedance matrix obtained
is dense and hence solving the problem for a large number of elements causes lots of problems
in terms of storage and computational complexity, both with an order of (O(N2)). Hence,
apart from physics based approaches to expedite the computation process such as the fast
multipole algorithm, numerical linear algebra techniques can also be exploited to obtain the
approximate solution within a certain tolerance limit. Reduced rank approximation is one
such idea that helps to reduce the complexity of memory and matrix-vector multiply to
O(N3/2).
The reduced rank approximation can be applied using the fact that the impedance matrix
is rank-deficient. It exploits the property that in many applications where the Green’s
function is of the form e
ikr
r
, the far field values become very similar. We can hence extract
the linearly independent columns to approximately span the column space of the original
matrix and perform expedited computations [22], [26].
4.1 Mathematical Preliminaries
Any matrix A¯ can be written in the form
A¯ = U¯Σ¯V¯† (4.1)
where
Σ¯ =
σ1 0 ... 00 σ2 ... 0
0 0 ... σN
 (4.2)
and σ1 > σ2 > · · · > σN . In case of reduced rank approximations, when the desired rank is
“k” (say), σ1 > σ2 > · · · > σk and σk+1 = · · ·σN = 0. Also, U¯ spans the column space of A¯
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Group 1 - M 
Transmitters
Group 1 - N Receivers
Figure 4.1: Diagram showing the grouping of the basis functions into M transmitters and
N receivers
with the same number of columns as non-zero singular values while V¯ spans the null space
of A¯ with the dimension as the number of zero singular values. Now, for a full rank matrix,
all the singular values are non-zero. Hence the QR decomposition of A¯ is defined as
A¯m×n = Q¯m×nR¯n×n (4.3)
and for a rank deficient matrix,
A˜m×n = Q¯m×rR¯r×n (4.4)
such that
‖A¯− A˜‖ ≤  (4.5)
4.2 Physical Meaning for IE-QR Algorithm
Consider Figure 4.1 showing two groups of basis functions with “M” and “N” sources re-
spectively. The dual rank SVD is the ranking of the transmitters and the receivers until
the tolerance value is met; i.e., extract the most dominant transmitter and receivers from
the individual groups respectively. First, an arbitrary receiver is chosen and the transmitter
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having the greatest influence on the receiver is chosen. Next, the receiver that is most influ-
enced by this, apart from the originally chosen receiver, is calculated and at each stage the
matrices Q¯ and R¯ are constructed columnwise, till the tolerance criterion is met.
4.3 Dual Rank IE-SVD Algorithm Structure
The dual rank, IE-SVD algorithm is based on the rank deficiency feature of the integral
equation for well-separated groups of basis functions. Now, the local impedance matrix
Z¯i,jm×n due to groups i and j is factorized into the matrices Q¯
i,j
m×r and R¯
i,j
r×n, where m and
n are the number of transmitting and receiving groups respectively and r is the rank of the
interaction matrix.
The impedance matrix Z can be written as
Zi,jm×n = [z1z2 · · · zn] =

v1
v2
·
·
vm
 ≈ Q¯
i,j
m×r · R¯i,jr×n (4.6)
We see that zp is the column due to the p
th basis function in the transmitting group and vq
is the row vector due to the qth basis function in the receiving group. The information is
stored as Qi,j and Ri,j where i, j = 1, 2, 3 · · ·Ng, i 6= j and the selfterms stored as Zi,i, i =
1, 2 · · ·Ng are computed directly via integral equation formulation and Ng is the number of
basis functions.
By using the dual rank IE-QR algorithm, the impedance matrix describing the system
can be approximated by the orthogonal matrix Q¯m×r and R¯r×n where r columns of Q¯m×r
are generated to approximately span the column space of Zm×n and r columns of R¯r×n are
the expansion coefficients of the columns of Q¯ and the remaining (n− r) columns of R are
generated by solving r equations extracted from (4.6).
The advantage of this method is that it does not require any prior knowledge of Zm×n and
storing Q¯ and R¯ instead of Z¯ helps to improve the memory requirements and reduce the
complexity of the matrix assembly and matrix-vector multiply.
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4.4 Algorithm Description
The dual rank IE SVD (or equivalently IE-QR) algorithm, can be divided into 4 states:
1. Grouping
2. Initialization
3. Construction of Q¯ via dual ranking iterative procedure
4. Computation of R¯ via LU decomposition
4.4.1 Grouping
The grouping of the basis functions can be done by a procedure carried out in the fast
multipole method. The single level IE-SVD method process starts by grouping the number
of unknowns into Ng groups where Ng ∝
√
N . The grouping may be done in such a manner
that the basis functions in the same group are geometrically clustered.
4.4.2 Initialization
A tolerance value δ is chosen and set r = 1. Select the initial receiver I1 = 1 and compute
the row vector vI1 = [z11z12 · · · z1n]. This step has a numerical complexity of O(N). r is the
rank of the Q¯ matrix, and is incrementally increased till the tolerance condition is satisfied.
4.4.3 Construction of Q via Dual Rank Iterative Procedure
The algorithm described here will form a QR factorization for the non-self coupling impedance
matrix Z¯m×n with “M” transmitters and “N” receivers without assembling the entire ma-
trix. The algorithm chooses a random receiver and constructs the corresponding row of the
impedance matrix. Next, the transmitter which has the maximum influence on the receiver
is calculated. The influence of this transmitter on the other receivers is removed via the
modified Gram-Schmidt procedure and the corresponding column is constructed and fit into
the Q¯m×r matrix. At every iteration, a new column of the impedance matrix is constructed
and is orthogonalized with respect to the previous columns of the Q¯m×(r−1) matrix. The
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receiver index is now chosen as the unit that receives the maximum influence of the set of
transmitters identified up to the previous iteration combined and is chosen as the input to
the new iteration.
Algorithm 4 Selection of Transmitter
if (r = 1) then
mi = [vI1 ], i = 1 · · ·n, where vI1 is the ith entry of row vector v.
Choose J1 such that |mJ1| = maxi(|mi|). Numerical Complexity : O(n)
else
From n r × 1 column vectors from vI1 , vI2 · · · vIn :
mi = [vI1 , vI2 · · · vIr ]T and i = 1, 2 · · ·n
Perform modified Gram-Schmidt (MGS) procedure onM =
[
mJ1 ,mJ2 , · · ·mJr−1
]
based
upon J1, J2 · · · Jn such that {mJ1 ,mJ2 , · · ·mJr−1} = MGS{mJ1 ,mJ2 , · · ·mJr−1}. Complex-
ity is O(r(r − 1)2)
Find the component of mi orthogonal to {mJ1 ,mJ2 · · ·mJr−1}, i.e.
m′i = mi −
∑r−1
j=1〈mi,mJj〉mJj . Complexity is O((n− r)(r − 1)r)
Choose Jr such that ‖m′Jr‖ = ‖maxi/∈J m′i‖. Complexity is O(n− r)
end if
Algorithm 5 Updating Q matrix
From the column vector ZJr . Complexity is O(m)
if r = 1 then
Q¯:,I =
zJ1
‖zj1‖
and R¯11 = ‖zJ1‖
else
Perform modified Gram-Schmidt on zJr based on q1, q2 · · · qr−1 where qk is the kth
column of Q such that
Q = {q1, q2 · · · qr−1, qr} = MGS{q1, q2 · · · qr−1, zJr}. Complexity is O(m(r − 1))
end if
Algorithm 6 Checking convergence
Find Component of zJr orthogonal to each column of qi, i = 1, 2 · · · r − 1 such that
q′r = zJr −
∑r−1
i=1 〈zJr , qi〉qi. Complexity is O(m(r − 1))
if ‖q
′
r‖
‖zJr‖ ≤ δ then
end iterations
else
Select the next receiver
end if
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Algorithm 7 Selection of the Receiver
Form m 1× r row vectors from q1, q2 · · · qr : ni = [q1(i), · · · qr(i)]
Choose Ir+1 such that ‖nIr+1‖ = maxi/∈I(‖ni‖), i = 1, 2, · · ·m and I = {I1, · · · Ir}. Com-
plexity is O(m)
From next row vector vIr+1 . Complexity is O(n)
Algorithm 8 Solving for R
Construct and solve for column j of R, cj where j = 1, 2, · · ·n; j /∈ J :
vIi,j =
∑r
k=1 = Q¯Ii,kcj(k), i = 1, 2, · · · r
Compute the remaining columns of R via LU factorization.
4.5 Computational Complexity
The computational complexity of the algorithm can be calculated via the theory of onion
rings. Let us consider the domain to be uniformly divided into a uniform mesh (and uniformly
distributed) with a size of h = λ
m
. Now, each group can be considered to be at the center
as the transmitting group and the other groups are arranged around it in an “onion ring”
fashion. Now, if we consider there are N receiving groups around each transmitter, we can
calculate the radius of the circle that encloses each group as
nh2 = pia2 (4.7)
where a is the radius of the circle surrounding the group.
a =
√
nh2
pi
(4.8)
From a philosophy similar to the fast multipole method, we can make the following hypothesis
Hypothesis 1 The total rank of coupling between the transmitter at the center a the ith
group at the receiving end is proportional to ka
where k is the wave number and a is the radius of the group. The physical meaning of the
above is that if we consider two groups separated by 1 buffer zone with one group being bigger
than the other (say, is in the parent level or higher) , the amount of information contained is
much greater in the bigger group and hence has a higher rank interaction matrix than that
describing the smaller system.
The local impedance matrix can be written as a product of the 2 matrices Q¯m×r and R¯r×n
with the total cost of computing this product as (m+ n)× r ≈ 2nr.
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The CPU time of calculating 1 interaction between the transmitter and the receiver is
CPU(i) = 2nka (4.9)
Suppose that for a given transmitter at 1 level, there are “I” receivers (may have different
buffer distances) and a total of N receivers (just like an onion ring) then
Nh2 = pi(Ia2) =⇒ I = λ
√
N
ma
√
pi
(4.10)
The total CPU time is
CPU = CPU(i)× I = 2nka λ
√
N
ma
√
pi
∝ N (4.11)
Since there are Ng =
√
N groups in total, the total complexity is
N
√
N = N3/2 (4.12)
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CHAPTER 5
FAST RANDOMIZED MATRIX DECOMPOSITION
ALGORITHMS
5.1 Introduction
The compositional approach to matrix computations remains a fundamental part in any
scientific computing application. The recent developments in computer hardware have, how-
ever, rendered the classical algorithms inadequate, especially in large data and data mining
problems where the matrices are extremely large and classical methods spend a lot of extra
computation when the imprecision of the data limits the resolution of the output.
This chapter deals with methods that rely on randomized algorithms to perform matrix
factorizations. They are often faster than the classical algorithms and more robust. While
applying randomized methods to obtain the matrix decompositions, randomized sampling is
used to get the columns that contribute most to the action of the matrix; i.e., we identify
the subspace that spans most of the space of the original matrix and compress the original
matrix into this subspace. Deterministically, the reduced matrix is manipulated to get the
final matrix decomposition.
In case of finding the k dominant components in an SVD, a dense matrix of size m × n
requires O(mnk) operations, while a randomized approach requires O(mnlog(k)) operations.
For a sparse matrix, the number of operations needed is the same as the Krylov subspace
method but requires only a constant number of passes over the entire matrix. This method is
faster and more robust and is accurate up to a given machine tolerance and hence allows the
user to trade accuracy for speed. When combined with classical methods, these algorithms
have detailed theoretical guarantees.
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5.1.1 Comparison with Monte Carlo Methods
Classical Monte Carlo techniques are highly sensitive to the random number generator and
typically produce output with low and uncertain accuracy. In contrast, the algorithms
discussed here are relatively insensitive to the quality of randomness and produce highly
accurate results. The probability of failure is a user specified parameter that can be rendered
negligible (say 10−15) with a nominal impact on the computational resources.
5.2 Approximation by Low-Rank Matrices
The roaster of standard matrix decompositions includes the pivoted QR factorization, eigen-
value decomposition or the singular value decomposition (SVD), all of which expose the range
of the matrix. The truncated versions of these are used to define the low rank approximation
of matrices.
A¯m×n = B¯m×kC¯k×n (5.1)
where k is the numerical rank of the matrix and is much less than the dimensions of the
matrix. This allows one the matrix to be stored inexpensively and allows to perform the
matrix vector product effectively.
In case of QR decomposition (such as the modified Gram Schmidt method), B¯ will be
orthogonal and C¯ the coefficient matrix. In SVD, the low rank approximation can be written
as
A¯m×n = U¯m×kΣ¯k×kV¯
†
k×n (5.2)
where U¯U¯† = V¯†V¯ = I
For the low rank approximation, we first construct a subspace with a reduced number
of basis vectors and restrict the matrix to the subspace. We can now perform SVD/QR
decompositions on the new restricted matrix.
Let Q¯ be the matrix of the basis vectors of the restricted subspace. Now,
A′k×n = Q¯
†
k×mA¯m×n (5.3)
Since the row rank is equal to the column rank of the matrix, the row rank of A′ is also k.
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When we perform the SVD of the matrix A′k×n
A′k×n = U¯′k×kΣ¯
′
k×kV¯
′†
k×n (5.4)
Comparing equations (5.2) and (5.4), we get that V¯′, V¯ and Σ¯, Σ¯′ belong to the same space
receptively while U¯′ belongs to the subspace of U¯. Hence to project U¯′ back to the space of
U¯, we set
U¯m×k = Q¯m×kU¯′k×k (5.5)
This procedure assumes that the orthogonal matrix Q¯ describing the subspace is avail-
able. The idea used to compute Q¯, using randomized schemes such as random sampling, is
presented in the next section and consequently the final matrix decomposition using deter-
ministic methods. In practice, since Q¯ has very few columns, this method is very efficient.
We can also avoid explicitly forming A¯′ = Q¯†A¯ via subtler techniques and in some cases, it
is not necessary to visit the input matrix A¯ during the final decomposition. These classes of
algorithms are called single pass algorithms.
5.3 Randomized Algorithms
To restrict the matrix into its subspace, we need to compute the orthogonal matrix describ-
ing the subspace (Q¯m×k). This begins by describing approximation problems that these
algorithms target and finally motivating a random sampling technique with a heuristic ex-
planation that leads to the prototype algorithm.
The problem of finding the subspace basis matrix can be classified into the fixed precision
approximation problem and the fixed rank approximation problem. In the fixed precision
problem, we seek an orthogonal matrix of rank Q¯ of rank k = k() for some fixed precision
 such that
‖A¯− Q¯Q¯†A¯‖ ≤  (5.6)
where the norm is the L2 .
The SVD furnishes an optimal answer to solve the fixed precision problem. If σj is the j
th
largest singular value of A¯, the error in the reduced rank approximation is given as
min
rank(X¯)≤j
‖A¯− X¯‖2 = σj+1 (5.7)
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A more convenient method to solve the low rank approximation problem is the fixed rank
approach where the desired rank is assumed in the beginning. However, in the fixed rank
problem, we also assume a certain oversampling parameter p and we seek to construct a
matrix Q¯ of rank k + p columns such that
‖A¯− Q¯Q¯†A¯‖ ≈ min
rank(X¯)≤k
‖A¯− X¯‖ (5.8)
Although p = 0 will be the ideal scenario, it is essential to use the oversampling parameter
p which is crucial to the computational methods needed to solve the fixed rank problem. In
some cases, the assumed rank k may not be the best reduced rank to represent the range
of the matrix. Hence, the over sampling parameter is introduced to compute the error
‖A¯− Q¯Q¯†A¯‖ as the orthogonal matrix is being incrementally computed column by column.
5.3.1 Linear Independence of Random Vectors in RN
Intuitively, the probability of choosing a zero vector is 0. Aside from the zero vector, we
can choose any other vector and due to symmetry, this can be applied to all nonzero vectors
on the plane. Let us choose a vector
(
a
0
)
where a 6= 0. Now for any vector to be linearly
dependent on the chosen vector, we need the second coordinate to be 0. This happens with
a probability of 0.
We can also interpret this geometrically. For choosing any two vectors to be linearly
dependent, we need the two vectors to be along the same line. When the dimension of the
space is greater than 1, the number of vectors chosen along this line will be negligibly small
as compared to the number of vectors along any other part of the plane (negligible in a
sense made precise by measure theory) and giving us an intuitive picture of the probability
of choosing 2 random vectors on RN to be linearly independent as 1.
5.4 Intuition
Any function in infinite dimensions can be thought of as a matrix of the same dimension.
This idea is used extensively in quantum mechanics. Now, similar to the definition of the
range of the function, we can treat the range of the matrix as the space it maps to when
applied to any vector.
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To attempt to obtain the range of the matrix, we seek a basis with exact rank (k, the rank
the original matrix has to reduce to). When a random vector ω is drawn, it gets mapped to
the range of A¯ as y = A¯ω. The precise distribution of the random vector is unimportant for
now. y can be treated as a random sample from the range of A¯. If this process is repeated
k times, we can get
y(i) = A¯ω(i) , i = 1, 2, 3 · · · k (5.9)
Now, owing to randomness, these random vectors are likely to be linearly independent and do
not fall into the null space of A¯. As a result, the vectors y(i) are also linearly independent.
Hence they can be treated as the basis to describe the range of the matrix A¯. To get a
orthonormal basis spanning the range of A¯, we need to perform orthogonalization of the
sample vectors.
However, there are cases where the vectors do not span the range of A¯ if exactly k vectors
are used. Hence, a slightly greater number of samples are used.
Suppose, A¯ = B¯ + E¯ where B¯ is a rank k matrix and E¯ is a small perturbation; we fix a
small number p such that
y(i) = A¯ω(i) = B¯ω(i) + E¯ω(i) , i = 1, 2, 3 · · · k + p (5.10)
Here the perturbation E¯ pushes the sample outside the range of B¯ and prevents it from
spanning only in the range of B¯. The vectors finally produced by this approach have a
greater chance of spanning the entire range of A¯ albeit with a slightly greater number of
samples.
The above explanation can be translated to the following proto- algorithm.
Algorithm 9 Proto-algorithm to solve the fixed rank problem
Given an m×n matrix A¯, and a target rank k and an oversampling parameter p, compute
a m × (k + p) matrix Q¯ whose columns are orthonormal and whose range approximates
the range of A¯
Draw a random n× (k + p) test matrix Ω¯
Form the product Y¯ = A¯Ω¯
Construct the orthogonal matrix Q¯ from the subspace projected matrix Y¯
This randomized approach has many advantages over the regular methods.
1. To obtain the low rank singular value decomposition of the matrix A¯, the regular
approach takes O(mnk), whereas using randomized approach requires O(mn log(k) +
(m+ n)k2)
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2. In solving the eigenvalue problem, traditional Krylov subspace methods such as Lanc-
zoz or Arnoldi take O(kTmult + (m + n)k2) where Tmult is the cost of the traditional
matrix vector multiply. Randomized methods also use the same amount of operations
but with the added advantage that the extra amount of effort needed to stabilize the
traditional techniques is not needed in the randomized method. Also, the randomized
methods allow the matrix products to be performed in parallel.
In studying the total error bound on the above algorithm, we introduce the following
theorem [18].
Lemma 5.4.1 Suppose k,l and n are positive integers with k < l ≤ n and Y¯ is a com-
plex n×l matrix, there exists a complex n×k matrix; Q¯ whose column are orthonormal
and a complex k × l matrix Z¯ such that ‖Q¯Z¯− Y¯‖ ≤ σk+1.
Proof Let us define the SVD of Y¯ as
Y¯ = U¯Σ¯V¯† (5.11)
where U¯ is the n × l matrix whose columns are orthonormal, V¯ is a complex l × l
matrix whose columns are orthonormal and Σ¯ is a real diagonal l × l matrix whose
entries are non-negative such that
Σj,j = σj (5.12)
for j = 1, 2, · · · l − 1, l and the Σj,j is σj and is the jth greatest singular value of Y¯.
Now, define Q¯ to be the leftmost n× k block of U¯ and P¯ be the rightmost n× (l− k)
block of U¯ so that
U¯ =
(
Q¯|P¯) (5.13)
Also define Z¯ to be uppermost k× l block of Σ¯V¯† and X¯ be the lowermost (l− k)× l
block of Σ¯V¯† so that
Σ¯V¯† =
(
Z¯
X¯
)
(5.14)
Combining the above equations,
‖Q¯Z¯− Y¯‖ = ‖Q¯Z¯− (Q¯|P¯)
(
Z¯
X¯
)
‖ (5.15)
= ‖Q¯Z¯− Q¯Z¯− P¯X¯‖ = ‖P¯X¯‖ (5.16)
If we define the spectral norm ‖B¯‖ to be the greatest singular value of B¯, we can
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conclude that the minimum error would be σk+1 [27]
Theorem 5.4.2 E‖A¯ − Q¯Q¯†A¯‖ ≤
[
1 + 4
√
k+p
p−1 ·
√
min{m,n}
]
σk+1 where E denotes
the expectation value with respect to the random test matrix and σk+1 is the (k + 1)th
singular value of A¯
The proof can be found in [28]. For a low rank approximation, the minimum error is
equal to σk+1. The above theorem states that the error in the approximation produced
is a polynomial factor of the theoretical minimum.
In the case of getting the probability with which this error is met, the following algo-
rithm comes into play [18].
Theorem 5.4.3 ‖A¯− Q¯Q¯†A¯‖ ≤
[
1 + 9
√
k + p ·√min{m,n}]σk+1
The probability that the error is satisfied is at least 1−3 ·p−p under very mild assump-
tions of p (the oversampling parameter). This can give us a good estimate of satisfying
the error bound with an almost deterministic probability.
5.5 Randomized SVD
Suppose we seek the reduced rank SVD, the most straightforward way to do so, is
to construct the full SVD and truncate the same. However, this method is not the
most efficient as its complexity is O(mnmin{m,n}). A better method is to compute a
partial QR factorization and postprocess it to obtain the partial SVD via the method
described next.
5.5.1 Converting One Factorization to Another
Suppose we have the matrix A¯ and its partial factorization B¯ and C¯ such that
‖A¯− B¯C¯‖ ≤  (5.17)
and B¯ and C¯ have a rank k. This procedure allows us to compute the factorization
of a larger matrix using the smaller factorization of smaller product matrices. To
obtain the reduced rank SVD for a m × n matrix with a desired rank k, the most
accepted methods can compute in O(mnk) . However, using the randomized SVD
described below, the computational complexity can be reduced to O(mn log(k)) The
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Algorithm 10 Converting from one partial factorization to another
Given a matrix A¯ and the smaller matrices B¯ and C¯ both of which have a rank k such
that ‖A¯− B¯C¯‖ ≤ 
The QR factorization can be computed in 3 steps.
(a) Compute the QR factorization of B¯ such that B¯ = Q¯1R¯1
(b) From the expression, ‖A¯− Q¯1R¯1C¯‖ ≤ 
(c) Form the product D¯ = R¯1C¯
(d) Compute the QR factorization D¯ = Q¯2R¯
(e) Form the product Q¯ = Q¯1Q¯2
(f) Hence, the matrix A¯ can be factorized as ‖A¯− Q¯R¯‖ ≤ 
Algorithm 11 Randomized SVD
Given an m× n matrix A¯ and a target rank k, a rank 2k SVD.
Stage A
(a) Generate a n× 2k Gaussian test matrix A¯
(b) Form Y¯ = A¯A¯†A¯Ω¯ by multiplying alternatively with A¯ and A¯†
(c) Construct Q¯ that spans the range of Y¯
Stage B
(a) From B¯ = Q¯†A¯
(b) Compute SVD of the smaller matrix B¯ = U˜Σ¯V¯†
(c) Set U¯ = Q¯U˜
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computational complexity of this method is
TrandSV D = 4kTmult +O(k2(m+ n)) (5.18)
where Tmult is the flop count for the matrix vector multiply with A¯ or A¯
†
5.6 Randomized Methods for Approximating the Range
The most basic method to implement the proto-algorithm outlined in section 5.4 is to draw
a random test matrix Ω¯ from a standard distribution, i.e. each element of the matrix is a
Gaussian random variable with mean 0 and variance 1. The total number of flops required
Algorithm 12 Randomized Range Approximation
Given an m× n and a target rank l we need an m× l orthonormal matrix Q¯ whose range
approximates A¯
1. Draw the n× l Gaussian random matrix Ω¯
2. Form he m× l matrix Y¯ = A¯Ω¯
3. Obtain the orthogonal basis for the reduced space using QR decomposition of Y¯ such
that Y¯ = Q¯R¯
by the algorithm is
Tmult ≈ lnTrand + lTmult + l2m (5.19)
where Trand is the cost of generating the Gaussian random matrix and Tmult is the cost of
multiplying A¯ by a vector. The algorithm also tells us that this method is especially efficient
if we can adopt a fast method to perform the matrix vector product. An important aspect
to note is that when the matrix Y¯ has a really low rank, a stable method to compute the QR
decomposition is needed. Modified Gram-Schmidt, Householder or Given’s rotation method
work well for such a case. This method is appropriate for approximating sparse or structured
matrices. Another important point to note is that the performance of this method depends
very little on the random matrix generated.
5.6.1 Number of Samples Needed
Previously, it was argued that there must be a certain oversampling parameter needed to
obtain the low rank approximation to meet the tolerance limit. The number of total samples
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and the need for oversampling are elucidated as follows:
1. In case of very large matrices, oversampling is needed.
2. If the singular spectrum of the matrix is decaying rapidly, oversampling is not needed
as the ratio of the least to greatest singular value is likely to be less than the tolerance
value.
3. Gaussian matrices succeed with little oversampling but are not always the most cost
effective option. The structured random matrix, such as the structured Fourier ran-
dom transform (SRFT) matrix, may require substantial oversampling but still yield
computational gains.
The computational bottleneck of the algorithm is the computation of the matrix prod-
uct A¯Ω¯ and hence it will pay to draw a larger number of samples because the user
can take advantage of the fact that the matrix multiplication can be performed via
block-wise techniques or parallel processors. If it leads to an unstable Y¯, the ortho-
normalization of the columns can identify this pitfall and produce a stable basis matrix
Q¯
5.6.2 Stopping Criterion
The error between the original and the approximated matrix is used as the stopping criterion
‖A¯− Q¯Q¯†A¯‖ =  (5.20)
This method can be performed almost for free. To be precise, let us suppose that A¯ is an
m× n matrix with  being the computational tolerance. We seek an integer l such that, for
the m× l orthogonal matrix Q¯,
‖I− Q¯(l)(Q¯(l))†A¯‖ ≤  (5.21)
where the size of l may be slightly larger than the originally intended rank k.
Algorithm 13 Iterative construction of the orthogonal basis
for i = 1,2,3
Draw an n× 1 Gaussian vector ω(i) and set Y¯(i) = A¯ω(i)
Compute ˜q(i) =
(
I− Q¯(i−1)(Q¯(i−1))†) y(i)
Normalize q(i) = ˜q(i)/‖ ˜q(i)‖
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The validity of the algorithm to compute the error bound really quickly is described by
the theorem below
Theorem 5.6.1 Let B¯ be a real m × n matrix. Fix a positive integer r and a real number
α > 1. Draw an independent family {ω(i) : i = 1, 2, · · · r} of standard Gaussian vectors.
Then
‖B¯‖ ≤ α
√
2
pi
max
i=1,2,···r
‖B¯ω(i)‖ (5.22)
with a probability of at least α−r
The above fixes a bound on the error with each incoming random vector. Setting B¯ =
(A¯− Q¯Q¯†A¯), the error can be computed.
5.6.3 Randomized scheme to obtain the spectral norm of the matrix
In calculating the approximation of the matrix via single pass methods, it is not advisable
to compute the exact approximation error of the matrix and the error between the original
and approximated matrix given by the formula  = ‖A¯− Q¯Q¯†A¯‖. The norm is the 2-norm
or spectral norm defined as the nonnegative square root of the maximum eigenvalue of A¯†A¯.
This quantity is also known as the maximum singular value of the matrix(σ1).
To compute this value, SVD for the matrix is to be computed. For a matrix full rank A¯
of size m×n, the number of operations needed to perform SVD is O(mn2). Hence, theorem
5.6.1 gives us a method to get an idea of the matrix norm using O(mn) operations (namely,
the matrix vector multiply and the calculation of the norm of the matrix) with a very high
probability.
Proof Of Theorem 5.6.1
Theorem 5.6.1 refers to the intuitive idea that if ‖A¯‖ is small, then ‖Ax‖ is rarely not small.
When we apply A¯ to a series of random Gaussian vectors, x1, x2 · · · xk, we can estimate A¯
with a very high probability and respectable accuracy.
The proof begins with two lemmas stated below.
Lemma 5.6.2 Suppose that µ is a positive real number, k,m and n are positive integers, A¯
is a complex m × n matrix and x(1), x(2) · · ·x(k) are n × 1 independent random vectors with
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each entry being a Gaussian random variable of mean 0 and variance 1, then
P
(‖A¯x(j)‖
‖x(j)‖ < µ‖A¯‖∀j = 1, 2, · · · k − 1, k
)
= P
(‖A¯x‖
‖x‖ < µ‖A¯‖
)k
(5.23)
The lemma states that the probability that the ‖A¯‖ is greater than the ratio ‖A¯x(j)‖‖x(j)‖ for k
randomly chosen Gaussian vectors is independent of the random vectors chosen.
Proof of 5.6.2
The probability of 2 dependent random variables is given by P(A&B) = P(A)P(A|B).
Hence, the probability that the ratio ‖A¯x
(j)‖
‖x(j)‖ will be less than the ‖A¯‖ for all k random
vectors will be the intersection of all the events happening together.
P
(‖A¯x(j)‖
‖x(j)‖ ≤ µ‖A¯‖∀j = 1, 2, 3 · · · k − 1, k
)
= P
(
k⋂
j=1
( ‖A¯‖
‖x(j)‖
)
≤ µ‖A¯‖
)
(5.24)
Since the random vectors generated are independent of each other, the probability is given
by
P
(
k⋂
j=1
( ‖A¯‖
‖x(j)‖
)
≤ µ‖A¯‖
)
=
k∏
j=1
P
(‖A¯x(j)‖
‖x(j)‖ ≤ µ‖A¯‖
)
∀j = 1, 2, 3 · · · k − 1, k (5.25)
All the vectors are distributed by the same distribution, hence,
P
(‖A¯x(j)‖
‖x(j)‖ < µ‖A¯‖
)
= P
(‖A¯x‖
‖x‖ < µ‖A¯‖
)
∀j = 1, 2, · · · k − 1, k (5.26)
Combining (25) - (27), we can prove the lemma.
Lemma 5.6.3 Suppose that µ is a real number with 0 < µ < 1 and m and n are positive
integers, A¯ is a complex m × n matrix and x is a n × 1 random vector with the entries
distributed as independent Gaussian variables with mean zero and variance one
P
(‖A¯x(j)‖
‖x(j)‖ < µ‖A‖∀j = 1, 2, 3, · · · k − 1, k
)
≤ (0.8µ√n)k (5.27)
Combining the above 2 lemmas we get:
Lemma 5.6.4 Suppose that µ is a real number with 0 < µ < 1 and m and n are positive
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integers, A¯ is a complex m × n matrix and x is a n × 1 random vector with the entries
distributed as independent Gaussian variables with mean zero and variance one then
P
(‖A¯x(j)‖
‖x(j)‖ ≤ µ‖A¯‖∀j = 1, 2, 3 · · · k − 1, k
)
≤ (0.8µ√n)k (5.28)
5.6.4 Example
Suppose A¯ is a complex m× n matrix such that
‖A¯‖ ≥ 80√n (5.29)
Now, to ascertain that ‖A¯‖ has a norm greater than , we apply A¯ to 6 random Gaussian
vectors of mean 0 and variance 1. We can check the negation on the initial claim i.e. whether
at least one of the numbers ‖A¯x
(i)‖
‖x(i)‖ , i = 1, 2, · · · 6 is greater than  (setting µ = 180√n). Plugging
into the formula above, we see that
P
(‖A¯x(j)‖
‖x(j)‖ < ∀j = 1, 2, 3, · · · k − 1, k
)
≤ 10−12 (5.30)
Hence, the probability that at least one of the quantities is greater than  is almost 1.
Physically, this means that if ‖A¯‖ is large, the likelihood that at least one of the ratios is
also large is almost sure. If ‖A¯‖ is small, the likelihood that all the quantities are also small
is also almost guaranteed.
Computationally, this makes a lot more sense because in case of calculating the spectral
norm, and SVD is required, i.e. for an m×n matrix of full rank, the complexity is O(mn2).
However, if we can estimate the norm via the procedure outlined above, the maximum cost
is the matrix vector multiply (O(mn)). The adaptive range finding algorithm is illustrated
below.
In case of dealing with matrices whose singular values decay slowly, the idea is to multiply
the matrix A¯ by itself to get the matrix of the form B¯ = (A¯A¯†)qA¯ where q is a small integer.
When the operations are performed on B¯, the singular values change from
σj(B¯) = σj(A¯)
2q+1 (5.31)
The algorithm can be modified by replacing A¯ by B¯, but this operation requires 2q + 1
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Algorithm 14 Adaptive Range Finding Algorithm
Given an m × n matrix A¯, a tolerance  and an integer r , the algorithm computes an
orthonormal matrix Q¯ such that (I − Q¯Q¯†A¯) ≤  with a probability of at least 1 −
min{m,n}10−r
1. Draw standard Gaussian vectors ω1, ω2 · · ·ωr of size n× 1
2. For i = 1, 2, · · · r, compute y(i) = A¯ω(i)
3. j=0
4. Q¯(0) = [], the m× 0 empty matrix
5. While max{‖y(j+1)‖, ‖y(j+2)‖, · · · ‖y(j+r)‖} > /(10√2/pi)
6. j = j+1
7. Overwrite y(j) by (I− Q¯Q¯†)y(j)
8. q(j) = y(j)/‖y(j)‖
9. Q¯(j) = [Q¯(j−1)q(j)]
10. Draw a standard Gaussian vector ω(j+r) of length n× 1
11. y(j+r) = (A¯− Q¯Q¯†A¯)ω(j+r)
12. For i = (j + 1), (j + 2) · · · (j + r − 1)
13. Overwrite y(i) by y(i) − q(j)〈q(j), y(i)〉
14. end for
15. end while
16. Q¯ = Q¯j
operations.
5.7 Technique for General Dense Matrices
The same randomized technique can be applied to obtaining the approximate rank-l factor-
ization of general dense m × n matrix in roughly O(mn log(l)) as opposed to O(mnl) [28].
This is based on the observation that the bottleneck of the computation is the computation
of the matrix-matrix product A¯Ω¯ where Ω¯ is a standard Gaussian matrix. Instead of using
this matrix, the key idea is to use a structured random matrix that allows us to compute
the product in O(mn log(l))
The simplest case can be conceived is the subsampled random Fourier transform (SRFT)
of the form
Ω¯ =
√
n
l
D¯F¯R¯ (5.32)
where D¯ is a n×n diagonal matrix whose entries are independent random variables uniformly
distributed over a complex unit circle; i.e., a complex number is randomly chosen as the
diagonal entry as long as its magnitude is 1. F¯ is a n× n unitary discrete Fourier transform
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(DFT) whose entries are fpq = n
−1/2e−2pii(p−1)(q−1)/n for p, q = 1, 2, 3 · · ·n and R¯ is an n× l
matrix that has l columns drawn randomly without replacement from the columns of the
n× n matrix.
When Ω¯ is defined, we can compute Y¯ = A¯Ω¯ via subsampled Fourier transform and the
final basis matrix for the subspace of the matrix can be computed in
Tstruct ≈ mn log(l) + l2n (5.33)
If l is substantially larger than the numerical rank k the orthogonalization can be performed
in O(kln) because the sample matrices are almost linearly independent. For a standard
Gaussian matrix usually the oversampling parameter is 10 or 20 columns extra.
Algorithm 15 Fast Randomized Range Finder
Given an m × n matrix and an integer A¯, an integer l, this scheme computes an m × l
orthogonal matrix Q¯ whose range approximates A¯
1. Draw an n× l SRFT test matrix Ω¯
2. Form the product Y¯ = A¯Ω¯ using subsampled FFT
3. Form the basis of the matrix Y¯ = Q¯R¯ using modified Gram Schmidt.
5.8 Stage B : Construction of Standard Factorization
Once we have constructed the orthogonal basis matrix Q¯ whose range captures the span of
A¯ such that
‖A¯− Q¯Q¯†A¯‖ ≤  (5.34)
we need to perform standard factorization that approximates A¯.
To accomplish this, the idea described in Algorithm 11 is used; i.e., any low rank factoriza-
tion can be manipulated into standard low rank factorizations. If the low rank factorization
is available such that Y¯ = C¯B¯, we see that B¯ = Q¯ and C¯ = Q¯†A¯.
The simplest solution is to perform computations based on the matrix B¯ and re-project
the standard factorization into the space of the original matrix A¯.
This method requires O(mnk) for a general dense matrix. This method is well suited for
problems where the matrix vector product is computed in a fast manner. This method has
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Algorithm 16 Direct SVD
Given matrices A¯ and Q¯ such that the error bound holds, the algorithm computes A¯ ≈
U¯Σ¯V¯† where U¯ and V¯ are orthonormal and Σ¯ is a non negative diagonal matrix.
1. Form the matrix, B¯ = Q¯†A¯
2. Compute SVD of the small matrix B¯ = ˜¯UΣ¯V¯†
3. Form the orthonormal matrix U¯ = Q¯ ˜¯U
a strong advantage over QR decomposition as it can be easily parallelized at step 1, while
step 2 and 3 take O(k2n) and O(k2m) respectively.
5.8.1 Post processing via Row Extraction
Given a matrix Q¯ such that we can obtain a rank - k factorization, given by
A¯ = X¯B¯ (5.35)
where B¯ is an k× n matrix, we can compute the matrix approximation without performing
any matrix matrix products. The drawback is a slightly larger error than the initial error.
This technique requires interpolative decomposition (ID) which is defined as a method that
chooses a subset of rows or columns of a matrix so that the span of the matrix is completely
covered. To construct the ID of a matrix Q¯ of size m × n and rank k, we seek a subset of
the matrix Q¯(J,:) where the index J marks the k rows of Q¯ and X¯ is an m× k matrix whose
entries are bounded in magnitude by two and contains the k × k identity as a submatrix
X¯(J,:) = Ik such that
Q¯ = X¯Q¯(J,:) (5.36)
A¯ = Q¯Q¯†A¯ = X¯Q¯(J,:)Q¯†A¯ (5.37)
Since X¯(J,:) = Ik, we see that A¯(J,:) ≈ Q¯(J,:)Q¯†A¯ and we can obtain the factorization by
setting B¯ = A¯(J,:)
This method requires O(k2(m+n)) flops. The algorithm to perform SVD via row extrac-
tion is described below.
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Algorithm 17 SVD via Row Extraction
Given matrices A¯ and Q¯ such that the error bound is satisfied, a factorization is needed
such that A¯ = U¯ΣV¯†
1. Compute the ID such that Q¯ = X¯Q¯(J,:)
2. Extract A¯(J,:) and compute QR factorization A(J,:) = R¯
†W¯†
3. Form the product Z¯ = X¯R¯†
4. Compute the SVD Z¯ = U¯Σ¯ ˜¯V †
5. Form the orthonormal matrix V¯ = W¯V˜
5.9 Single Pass Algorithms
The deterministic techniques to compute the low rank approximations for the matrices such
as the ones described above are all multi-pass methods i.e. they require multiple passes over
the entire matrix. These methods are not suitable for cases where the matrix is too large to
be stored. Hence, single pass methods are preferred where only one pass over the matrix is
needed to construct an approximate basis, but also a complete factorization.
For motivation, let us begin with the case that A¯ is Hermitian. From the basic proto
algorithm, we draw a random test matrix Ω¯, form a simple Y¯ = A¯Ω¯ and then construct
the basis Q¯ for the range of Y¯. It turns out that the matrices Ω¯, Y¯ and Q¯ contain the
information we need to approximate A¯.
To see why, let us now define, B¯ = Q¯†A¯Q¯. Multiplying by Q¯†Ω¯, we get B¯Q¯†Ω¯ =
Q¯†A¯Q¯Q¯†Ω¯. The relationships A¯Q¯Q¯† and A¯Ω¯ = Y¯ show that B¯ must satisfy
B¯Q¯†Ω¯ = Q¯†Y¯ (5.38)
Since all three matrices Ω¯, Q¯, Y¯ are available, we can obtain Y¯. Then, the low rank factor-
ization can be converted to eigenvalue decomposition via familiar techniques. This procedure
requires O(k2n) flops. If A¯ is not Hermitian, we can design single pass algorithms where we
Algorithm 18 Eigenvalue decomposition in one pass
Given a Hermitian matrix A¯, a random test matrix Ω¯ and an orthonormal matrix Q¯ that
satisfies Y¯ = Q¯Q¯†Y¯, the approximate eigenvalue decomposition A¯ ≈ U¯ΛU¯† is computed
1. Use standard least squares to find an Hermitian matrix B¯approx that satisfies the
equation B¯approx(Q¯
†Ω¯) ≈ Q¯†Y¯
2. Compute the eigenvalue decomposition B¯approx = V¯ΛV¯
†
3. Form the product U¯ = Q¯V¯
modify the initial stage of the approximation framework to construct bases for the ranges of
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A¯ and A¯†.
1. Generate random vectors Ω¯ and ˜¯Ω
2. Compute Y¯ = A¯Ω¯ and ˜¯Y = A¯† ˜¯Ω in a single pass over A¯
3. Compute the QR factorization Y¯ = Q¯R¯ and ˜¯Y = ˜¯Q˜¯R
From Q¯ and Q¯† the matrix A¯ ≈ Q¯Q¯†A¯ ˜¯Q ˜¯†Q is the original matrix while the reduced matrix
is B¯ = Q¯†A¯ ˜¯Q. It is also found that
Q¯†Y¯ = Q¯†A¯Ω¯ ≈ Q¯†A¯ ˜¯Q ˜¯†QΩ¯ = B¯ ˜¯†QΩ¯ (5.39)
Analogously, the calculation shows
˜¯Q† ˜¯Y ≈ B¯†Q¯† ˜¯Ω (5.40)
Now, the reduced matrix B¯approx can be determined by finding a minimum residual solution.
5.9.1 Randomized Algorithm for Matrix Decomposition
In the algorithm proposed by [18], the SVD of a non Hermitian matrix is described. Here,
the error requirements are relaxed and are polynomial factors of the minimum possible error.
An analysis of the probability with which this method works is detailed in [18].
5.10 Cost Analysis
The cost of the algorithm detailed above is analyzed step by step.
1. Compute Y¯ costs O(mn log(l))
2. Compute ˜¯Y costs O(mn log(l))
3. Compute Q¯ costs O(l2n)
4. Compute ˜¯Q costs O(l2m)
5. Compute W¯ costs O(km log(l))
6. Compute B¯ costs O(kln)
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Algorithm 19 SRFT Based Fast Randomized Matrix Decomposition Algorithm
Suppose that k,m and n are positive integers with k < min{m,n} and A¯ is a complex m×n
matrix, the SVD of A¯ is
‖U¯Σ¯V¯†‖ ≤
√
max{m,n}σk+1 (5.41)
Here, k is the target rank and we choose a number l that is near k such that l < min{m,n}.
1. Compute the l × n product matrix Y¯ = RA¯ where R is a l ×m SRFT matrix.
2. Similarly, compute the l × m product matrix Y¯ = R˜A¯† where R is a l × n SRFT
matrix.
3. Compute the reduced rank QR decomposition to obtain the n× k orthogonal matrix
Q¯ such that Y¯†(n×l) = Q¯(n×k)R¯(k×l)
4. Compute the reduced rank QR decomposition to obtain the n× k orthogonal matrix
Q¯ such that Y˜†(m×l) = Q˜(m×k)R˜(k×l)
5. Form the basis for the row space of Y¯ and apply the random matrix to the orthogonal
row space matrix to get the reduced row space such that W¯(l×k) = Ω¯(l×m)Q˜(m×k)
6. Form the product B¯(l×k) = Y¯(l×n)Q¯(n×k)
7. Solve the least squares problem for k × k matrix X¯ such that B¯(l×k) = W¯(l×k)X¯(k×k)
8. Compute the SVD of X¯ such that X¯ = U¯XΣ¯(V¯X)†
9. Compute the m× k product matrix U¯ = PU¯X
10. Compute the n× k product matrix V¯ = Q¯V¯X
7. Compute X¯ costs O(k2l)
8. Compute SVD of X¯ costs O(k3)
9. Compute U¯ costs O(k2m)
10. Compute V¯ costs O(k2n)
Summing up the costs, the total cost of SVD is
TSV D = O(mn log(l) + l2(m+ n)) (5.42)
The above estimate works when the oversampled rank is close to the actual reduced rank
and valid up to l = k + 10.
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CHAPTER 6
RANDOMIZED MATRIX DECOMPOSITION BASED
INTEGRAL EQUATION SOLVER
6.1 Introduction
Based on the ideas described previously, we can develop an integral equation solver. The core
acceleration of the algorithm is from the randomized algorithms for low rank approximation
of matrices. These can be incorporated into the matrix equation formulated using the discrete
dipole approximation. This algorithm proposed reduces the computation time significantly
when the off diagonal submatrices of the interaction matrix (8.1) are low rank, which is so
in the physical problem under consideration.
If the dipoles are described by small spheres, α¯ becomes a scalar α. We observe that
due to the grouping of charges, the submatrix describing the interaction of the group with
another far away is low rank. This can be explained from Weyl’s identity which states that
the scalar Green’s function can be expanded in the Fourier domain of kx, ky and kz which
are the spatial wave numbers in each direction [4].
eikr
r
=
∞∫
−∞
∞∫
−∞
dkxdky
ei(kxx+kyy+kz |z|)
kz
(6.1)
where
kz =
√
k20 − k2x − k2y (6.2)
When k20 < k
2
x + k
2
y, kz is imaginary and only the propagating spectrum of the source group
reaches the target group far away. This causes the low ranked nature of the matrix.
Apart from the low rank off diagonal sub-matrices, we observe that the dimensions of the
matrices are
[D¯− A¯]3N×3N · E3N×1 = [Einc]3N×1 (6.3)
where N is the number of dipoles approximating the scatterer. The unknowns are the electric
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fields on each dipole. Once the electric fields are obtained, we can compute the electric field
of each dipole in the far field (only Eθ and Eφ survive). To verify the solution, we use the
Maxwell Garnett formula described in the next section to calculate the effective permittivity
due to all the small spheres which is then used as the argument in the Mie series solution.
If the two calculations (numerical and Mie series) are in good agreement, the model can be
considered to be physically valid.
6.2 Single Level Matrix Decomposition Based Integral Equation
Solver
Given the integral equation formulation (8.1), we can now apply the matrix decomposition
methods to compute the inverse of the matrix. Let us define the matrix to be inverted
A¯(m+n)×(m+n) to have the form
A¯ =
[
D¯1 O¯1
O¯2 D¯2
]
(n+m)×(n+m)
(6.4)
The above matrix A¯ describes the interaction between two groups of m
3
and n
3
particles
having m and n unknowns respectively. As illustrated earlier, the off diagonal sub matrices
are low rank. We can hence use the fast randomized matrix decomposition algorithms with
the SRFT matrix on the off diagonal submatrices to obtain the equation[
D¯1 Q¯1S¯1
Q¯2S¯2 D¯2
][
x1
x2
]
=
[
b1
b2
]
(6.5)
where x1 and x2 are the vectors containing the m and n unknowns for the electric fields
on each of the individual particles in the two groups respectively. Computing the inverse
of the matrix A¯ naively has a computational complexity of O((m + n)3). However, we can
gain significantly in the computational complexity if we can express the matrix A¯ in terms
of the individual submatrices. To do so we make use of the Sherman-Morrison-Woodbury
formula [29]
(A¯ + U¯V¯?)−1 = A¯−1 − A¯−1U¯(¯I + V¯?A¯−1U¯)V¯?A¯−1 (6.6)
If we set A¯ = I¯, we can get
(¯I + U¯V¯?)−1 = I¯− U¯(¯I + V¯?U¯)V¯? (6.7)
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Hence, setting, A¯ = (¯I + U¯V¯?) , we get
A¯−1 = (¯I− U¯(¯I + V¯?U¯)V¯?)B¯ (6.8)
where U¯, V¯ and B¯ are formulated in terms of the smaller matrices. The sub matrices are
given as
U¯ =
[
D¯−11 Q¯1 0
0 D¯−12 Q¯2
]
(6.9)
V¯? =
[
0 S¯1
S¯2 0
]
(6.10)
B¯ =
[
D¯−11 0
0 D¯−12
]
(6.11)
From the above formulation, we see that instead of computing the inverse of the matrix
directly which has a O(N3) complexity, smaller inverses are used to compute the same
giving a significant computational complexity reduction.
6.3 Computational Complexity Calculation
To calculate the total computational complexity, the calculation can be divided into various
stages of the single level algorithm. Given an input matrix A¯m×n we seek to calculate A¯−1n×m
using fast methods. The stepwise computational complexity calculation is given below.
1. Calculation of QR decomposition using fast randomized methods with SRFT random
matrices - O(mn log(k) + k2n)
2. Computing D¯−11 and D¯
−1
2 - O(k(m3 + n3))
3. Compute D¯−11 Q¯1 and D¯
−1
2 Q¯2 - O(k(m2 + n2))
4. Compute (¯I + V¯?U¯)−1 - O(k2(m+ n)) +O(k3)
5. Total cost Ttotal = O(mn log(k) + k2n+ k(m3 + n3) + k(m2 + n2) + (k2(m+ n)) + k3)
when k << {m,n}, the complexity reduces to
Ttot = O(k(m3 + n3)) (6.12)
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This is much less than the cost of inversion of the matrix. The multilevel solver can be further
computed based on a simple recursion formula which formulates the diagonal submatrices
as sub-submatrices that have low rank off diagonal elements. These methods provide a
computational complexity of O(N log2N) [29].
6.4 Multilevel Matrix Decomposition Method Integral Equation
Solver
Based on the single level solver, we can now design a multilevel solver for the integral
equation (8.1). Like the previous section, we can now consider the sub matrices of the
diagonal elements further as
[
D¯21 O¯21
O¯22 D¯22
]
O¯11
O¯12
[
D¯23 O¯21
O¯24 D¯24
]

[
x1
x2
]
=
[
b1
b2
]
(6.13)
We set the matrices as
D¯11 =
[
D¯21 O¯21
O¯22 D¯22
]
(6.14)
and
D¯12 =
[
D¯23 O¯21
O¯24 D¯24
]
(6.15)
We define
X¯ = (¯I− U¯C¯V¯†) (6.16)
such that
A¯−1 = X¯B¯ (6.17)
Now, applying the single level solver
D¯−111 = X¯11B¯11 (6.18)
D¯−112 = X¯12B¯12 (6.19)
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We can get the first level solution such that
A¯−1 = X¯2B¯2 (6.20)
where
B¯2 =
[
X¯11B¯11 0
0 X¯12B¯12
]
(6.21)
Hence, we can get the 2nd level solution as
A¯−1 = X¯2X¯1B¯1 (6.22)
where
X¯1 =
[
X¯11 0
0 X¯12
]
(6.23)
B¯1 =
[
B¯11 0
0 B¯12
]
(6.24)
We can therefore get a recursion formula for the multilevel solver.
6.5 Computational Complexity Calculation
Let N be the size of the matrix A¯ and let the indices of levels used in the multilevel solver
be r = 1, 2, 3 · · ·R such that the number of diagonal and off diagonal blocks belonging to
level r is 2r. Let nr be the average block size on level r such that
nr =
n1
2r − 1 (6.25)
Let kr be the average rank of the off diagonal blocks. To compute the computational com-
plexity, there are 2 stages, namely:
1. Computation of column skeletons
2. Compression steps
For each off diagonal block, we apply randomized algorithms to compute the column skeleton
at each level r = 1, 2, 3, · · ·R. For each block, the cost is
trandom ∼ n2r log(kr) + k2rnr (6.26)
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If kr is small, trandom ∼ n2r. Hence, the total cost for all pr blocks (prnr = N) is
tr ∼ n2rpr ∼ Nnr (6.27)
Hence, for all R levels,
T1 ∼
R∑
r=1
tr ∼
R∑
r=1
Nnr ∼
R∑
r=1
N2
2r
(6.28)
For the single level solver, the computational complexity calculation using the randomized
matrix decomposition algorithm is calculated by
tr ∼ k2rnr + n2rkr + n3r ∼ n3r (6.29)
The total cost per level with pr boxes such that pr = 2pr−1 is
tr−1 ∼ pr−1n3r ∼ prn3r ∼ Nn2r (6.30)
The cost of compression comes from the expression of the diagonal matrices given by
tdia ∼ k2r+1nr+1 + kr+1nr+1 log(nr+1) + k3r+1 (6.31)
Considering only the dominant terms in the above expression,
tdia ∼ k2r+1nr+1 + kr+1nr+1 log(nr+1) (6.32)
Hence, the total compression cost for level r is
tr ∼ pr(k2r+1nr+1 + kr+1nr+1 log(nr+1)) (6.33)
tr ∼ N(k2r+1 + kr+1 log(nr+1)) (6.34)
Hence, combining the algorithm for r = 1, 2, 3 · · ·R− 2
tr ∼
R−2∑
r=1
N(k2r+1 + kr+1 log(nr+1)) (6.35)
If we estimate that kr ≤ c log(n1)γr−1, where γ is a constant and γ < 0.95. Then,
T2 ∼
R−2∑
r=1
(k2r+1 + kr+1 log(nr+1)) (6.36)
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T2 ∼
R−2∑
r=1
N(log(n1))
2(γ2r) + log(n1)(γ
r) log(nr+1) (6.37)
T2 ∼ N(log(N))2
R∑
r=1
(γ2r) + log(n1)(γ
r) log(nr+1) (6.38)
T2 ∼ N(log(N))2
R−2∑
r=1
(γ2r) ∼ N(log(N))2 (6.39)
Hence, the total cost of computation is
Ttot = T1 + T2 ∼ N2 +N(log(N))2 (6.40)
Thus we observe in this method that even when implemented using SRFT matrices, there
is an O(N2) computational bottleneck which still needs to be overcome. However, for eigen
value problems, these methods do not require any preconditioner to stabilize the algorithm.
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CHAPTER 7
THE FAST MULTIPOLE ALGORITHM
The fast multipole method (FMM) was first introduced in 1987 by Vladimir Rokhlin and
Leslie Greengard [15]. This was a method to accelerate the matrix vector product for elec-
trostatic problems. Later Chew [30] and other researchers were able to modify the algorithm
to solve electrodynamic problems in three dimensions. The full fast multipole algorithm is
rather complicated and has a computational complexity of O(N logN) for electrodynamic
scattering problems. However, for the FMM formulation to solve the scattering problem, the
solution is proposed for the surface integral equations. However, since the DDA is a volume
integral equation, different expansions need to be used than those found in [31]. The key
aspect of the fast multipole method is the factorization of the Green’s function to accelerate
the matrix-vector product.
7.1 Multipole and Local Expansion
To develop the formulation for calculation of the electric field and the dipole moments of the
individual dipoles, we first use the addition theorem that factorizes the Green’s function into
the outgoing and the incoming wave. Here, the matrix-vector products should be viewed as
the process where given the initial guess vector x for the electric field for each of the dipoles,
A¯x computes the combined field of all the other dipoles at all the dipole positions. The
electric field and the dipole moment of the a dipole given by
pi = k
3α¯iEi (7.1)
In section 2.4.2, the k3 is absorbed into the α¯ term. Hence it is important to note the
distinction between the α¯ terms of the two sections. The vector potential generated by an
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oscillating dipole at a position ri is given by [32]
φ(ri) = −ikpi e
ik|r−ri|
|r− ri| (7.2)
and the corresponding electric field is given by
E(r) =
i
k
∇×∇× φ(r) (7.3)
The addition theorem gives us the factorization of the Green’s function as
eik|r−ri|
|r− ri| =

4piik
∞∑
n=0
m∑
m=−n
h
(1)
n (kr)jn(kri)Y
m
n (θ, φ)[Y
m
n (θi, φi)]
∗ if r ≥ ri
4piik
∞∑
n=0
m∑
m=−n
h
(1)
n (kri)jn(kr)Y
m
n (θ, φ)[Y
m
n (θi, φi)]
∗ if r < ri
x (7.4)
where h
(1)
n is the Hankel function of first order and jn(kr) is the spherical Bessel function
and Y mn are the spherical harmonics. Another requirement for the fast multipole method is
the multipole expansion which is used to evaluate a point away from the origin, and a local
expansion that is valid when the dipoles are farther away from the origin than the evaluation
point.
The multipole coefficients of a collection of Nd dipoles are given by
Mnm =
Nd∑
i=1
pijn(kri)[Y
m
n (θi, φi)] (7.5)
The multipole expansion of the potential in terms of the coefficients is given by
φ(r) = 4pik2
∑
nm
Mnmh
(1)
n Y
(
nm)(θ, φ) (7.6)
The local coefficients are given by
Lnm =
Nd∑
i=1
pih
(1)
n (kri)[Y
m
n (θi, φi)] (7.7)
and the local expansion of the coefficients are given by
ψ(r) = 4pik2
∑
nm
LnmjnY
(
nm)(θ, φ) (7.8)
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In practice, however, the summations are evaluated from n = 1 · · ·N and m = −n · · ·n. For
the multipole expansion, N must be greater than kR where r = max ri while for the local
expansion, N must be greater than R1 where kR1 is the maximum distance at which ψ(r)
can be evaluated. Now, given the potential in terms of the multipoles, the electric field can
also be calculated. If we set γ = h
(1)
n (kr)Y mn (θ, φ),
E(r) = 4piik
∑
nm
{Mnm · ∇∇γ + k2γMnm} (7.9)
where
∇∇γ =

∂2γ
∂r2
∂
∂r
(
1
r
∂γ
∂θ
)
1
sin(θ)
∂
∂r
(
1
r
∂γ
∂φ
)
∂
∂r
(
1
r
∂γ
∂θ
)
1
r2
∂2γ
∂θ2
+ 1
r
∂γ
∂r
1
r2
∂
∂θ
(
1
sin(θ)
∂γ
∂φ
)
1
sin(θ)
∂
∂r
(
1
r
∂γ
∂φ
)
1
r2
∂
∂θ
(
1
sin(θ)
∂γ
∂φ
)
1
r2 sin2(θ)
∂2γ
∂φ2
+ 1
r
∂γ
∂r
+ cos(θ)
r2 sin(θ)
∂γ
∂θ

(7.10)
The electric field due to the local potential can be computed similarly.
7.2 Translations
In the FMA, we need to translate the origin of the multipole or local expansion and also
switch between the local and multipole expansions. The translations have to be based on
addition theorems and use the Clebsch-Gordan coefficients Cj1j2jm1m2m3 . The Clebsch-Gordan
coefficients are defined as
Cmµpnν = (−1)min−v+p
√
4pi(2n+ 1)(2v + 1)
2p+ 1
Cvnp000C
vnp
µ,−m,µ−m (7.11)
To translate the origin to the multipole expansion centered at (r0, θ0, φ0), we use the expan-
sion
M′nm =
∞∑
v=0
v∑
µ=−v
Mvµ
∑
p
Cmµpnν jp(kr0)Y
µ−p
p (θ0, φ0) (7.12)
To switch between the multipole and local expansion, we use the expansion
L′nm =
∞∑
v=0
v∑
µ=−v
Mvµ
∑
p
Cmµpnν h
(1)
p (kr0)Y
µ−p
p (θ0, φ0) (7.13)
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To translate the origin of the local expansion, we get
L′nm =
∞∑
v=0
v∑
µ=−v
Lvµ
∑
p
Cmµpnν jp(kr0)Y
µ−p
p (θ0, φ0) (7.14)
where p ranges from n+ v, n+ v − 2 · · ·max(|m− µ|, |n− v|).
7.3 Diagonalization
Since the transformations above are expensive to compute, we need to use the diagonal form
of the translation operator. The principle tool is defined by
φ(s) = lim
r→∞
[φ(a + rs)e−ikrkr] (7.15)
where a is the center of expansion and s is a unit vector. The multipole expansion for the
truncated far field signature is given by
φa,N(s) = 4pik
2
N∑
n=0
n∑
m=−n
MnmY
m
n (θ, φ)/i
n+1 (7.16)
where θ , φ are the spherical coordinates of s. Hence, the far field signature function for
translation is given by
φb(s) = e
ik(b−a)sφa(s) (7.17)
The far field behavior of the local expansion is given by
ψa,N ′(s) = 4pik
2
N ′∑
n=0
n∑
m=−n
LnmY
m
n (θ, φ)/i
n+1 (7.18)
and the far field signature function can be transformed into ψa,N ′(s) by
ψa,N ′(s) = ML(s, c− b)φb,N(s) (7.19)
where
ML(s, r) =
L∑
n=0
(2n+ 1)inh(1)n Pn(s · rˆ) (7.20)
where Pn is the Legendre polynomial and rˆ is the unit vector in the direction of r.
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7.4 Algorithm Implementation
The algorithm below describes an economical way of computing the interactions between
the dipoles. While the near interactions are computed directly, the distant interactions are
computed by the truncated multipole and local expansions. A succinct way of describing the
interactions is by computing the multipole expansions of each of the far boxes, translating
the multipole expansions into the center of the target box and transforming the translated
multipole expansion into the local expansion. The number of terms used in the multipole
expansion is independent of the geometry and size of the particle [33]. In the algorithm
described below, non-diagonalized translation formulas are used. However, for the actual
implementation, diagonalized translation formulas need to be used. If the above algorithm
Algorithm 20 Fast Multipole Algorithm
Divide the dipoles into the octree. If any box contains more than s dipoles, then it is
subdivided into 8 child boxes.
If the box is childless, form the multipole expansions using (7.5). If the box is a parent
box, use (7.12) to translate the origin of the multipole expansions of each child to the
center of the parent and add the expansions (7.6) to get the multipole expansions of each
parent box.
For a childless box, compute the interactions between the dipoles within the box and also
the interactions with the dipoles of the adjacent childless boxes.
For each box, convert the multipole expansions of the far-field boxes into an expansion
about the box using (7.13) and add them up using (7.8).
For each childless box b, compute the electric field due to the multipole expansions of all
descendants of b′s colleagues whose parents are adjacent to b but are not adjacent to b
themselves using (7.9).
If the multipole expansion of box b′ was used at box b during stage 5, solves for the local
coefficients of b at the center of b′ using (7.7).
For each parent box b shift the center of the local expansion obtained in Stage 4 and 6 to
the center of b′s children using (7.14).
For each childless box, calculate at all the dipole positions the electric field due to the
local expansion from stage 7 and add the contributions from stage 3 and 5 to get the full
electric field caused by all the other dipoles.
uses the diagonal form of expansion of the translation operators, the acceleration is much
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greater.
This chapter has shown an efficient way of computing the matrix vector products arising
in the discrete-dipole approximation. It is a recipe for using an efficient iterative method
for calculating the matrix-vector products using a fast algorithm. The previous chapters
showed the computation of the accelerated matrix-vector products using direct linear algebra
solvers while the fast multipole method does not form the matrices explicitly and hence is
an O(N logN) algorithm.
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CHAPTER 8
RESULTS
In this chapter, we discuss the some results that have been achieved relevant to the problem
statement. The results presented are implemented in 3 separate sections. The three parts
discussed are the basic implementation of the discrete dipole approximation, analysis of the
randomized matrix decomposition algorithm and the analysis of the fast multipole method.
However, the individual acceleration methods have not been implemented into the scattering
model.
8.1 Discrete Dipole Approximation for Scattering Problems
To validate the discrete dipole approximation to calculate the scattered field model, we solve
for the test case of scattering by a sphere. This model will validate the model because the
scattering solution is known using Mie series.
The system of particles for approximating the sphere as a group of interacting dipoles is
described in Figure 8.1.
The matrix equation to describe the incident field on each of the interacting dipoles is
given by
α¯j · E(rj) = α¯jEinc(rj) +
N∑
i=1,i 6=j
ω2µα¯j · G¯(rj, ri) · α¯i · E(ri) (8.1)
Since each of the dipoles are approximated by spheres, the polarizability α¯ is a scalar. The
system of equations has a size of 3N × 3N , where N is the number of interacting dipoles.
Once the electric fields on each of the dipoles are known, the scattered field from the sphere
can be calculated by a vector addition of the θ and φ components of the electric fields as
they are the components that survive in the far field. The total scattering cross section is
calculated as
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Figure 8.1: System of Dipoles
σRCS = lim
r→∞
|Esc|2
|Einc|2 (8.2)
The RCS is similarly computed using the Mie series solution which is essentially a summation
of Hankel functions as the scattered field.
The computed RCS using the DDA and Mie series is shown below. In the DDA approxi-
mation, the sphere has been approximated by 356 small spheres of radius 3µm each with an
incident wavelength of 10m. The range of calculation is in the long wavelength regime.
As we can see clearly in Figure 8.2, there is a good agreement between the calculated and
closed form Mie series solution.
8.2 Analysis of Randomized Matrix Decomposition Methods
In this section, we discuss the implementation of the randomized algorithms for matrix
decomposition. The example that has been selected for this implementation is the eigenvalue
problem to discuss the accuracy of the eigenvalues obtained using these algorithms [28].
The technique used here is the randomized power iteration method to demonstrate greater
accuracy at the cost of higher computational complexity. In situations where it is critical to
achieve near-optimal approximation errors, one can increase the oversampling beyond our
standard recommendation l = k + 5 all the way to l = 2k without changing the scaling of
the asymptotic computational cost.
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Figure 8.2: The RCS for scattering from a sphere using the discrete dipole approximation
compared against Mie series solution
Algorithm 21 Algorithm : Randomized Power Iteration
Given an m∗n matrix A and integers l and q, this algorithm computes an m∗ l orthonormal
matrix Q whose range approximates the range of A.
Draw an n ∗ l Gaussian random matrix Ω¯.
Form the m ∗ l matrix Y¯ = (A¯A¯∗)qA¯Ω¯ via alternating application of A¯ and A¯†.
Construct an m ∗ l matrix Q¯ whose columns form an orthonormal basis for the range of
Y¯ , e.g., via the QR factorization Y¯ = Q¯R¯.
Note: This procedure maybe vulnerable to round-off errors
The test case begins with a 30 ∗ 30 pixel grayscale image. The intensity of each pixel is
represented as an integer in the range 0 to 256. We form for each pixel i a vector x(i) ∈ R25
by gathering the 25 intensities of the pixels in a 55 neighborhood centered at pixel i (with
appropriate modifications near the edges). Next, we form the 900 ∗ 900 weight matrix Y¯
that reflects the similarities between patches:
w˜i,j = exp−‖xi − xj‖2/σ2 (8.3)
where the parameter σ = 50 controls the level of sensitivity. We obtain a sparse weight
matrix W¯ by zeroing out all entries in W¯ except the seven largest ones in each row. The
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object is then to construct the low-frequency eigenvectors of the graph Laplacian matrix
L¯ = I¯− D¯−1/2W¯D¯−1/2 (8.4)
where D¯ is the matrix with the diagonal values dii = Σ¯jwij. These are the eigenvec-
tors associated with the dominant values of the eigenvalues of the auxiliary matrix A¯ =
D¯−1/2W¯D¯−1/2.
Next, we illustrate the results of using the two-stage approach to approximate the eigen-
values of A¯. In Stage A, we construct a basis for A¯ using algorithm which is the stage
A method for the hermitian matrix with σ = 100 samples for different values of q. In
Stage B, we apply the Hermitian variant of the algorithm described above to compute an
approximate eigenvalue decomposition. Figure 8.3 shows the approximate eigenvalues and
the actual eigenvalues of A¯. Once again, we see that the minimal exponent q = 0 produces
miserable results, but the largest eigenvalues are quite accurate even for q = 1.
We see that as the exponent value increases, the expected singular values get closer and
closer to the true singular values. This shows that we can use the randomized matrix
decomposition algorithms for computation of the singular values and eigenvalues.
8.3 Analysis of the Fast Multipole Method
The third stage of implementation of the fast algorithm. The fast multipole method has
been implemented for the translation of point to point.
The first stage of the implementation of the fast multipole method is the translation of a
single source to the field point placed far away from the source point. The fast multipole
method is based on the idea that a group of sources seen far away from a field point can
be approximated using a single source. This is done using either the multipole expansion or
the plane wave expansion. For a point radiating in space, the field is shown in Figure 8.4.
However when 2 dipole sources are radiating; close to each other, the radiation pattern is
seen as in Figure 8.5.
Hence, we see that far away, the sources cannot be distinguished from each other, and they
can be treated as one source. This is the idea behind the fast multipole method. However,
in the near field, we can easily distinguish the 2 sources radiating, hence, we need to consider
the direct interaction between the source and field points if they are in the near field of each
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Figure 8.3: Expected singular values as the value of the exponent increases. They become
more and more accurate at higher computational cost
.
other.
The same is not the case with Helmholtz operators, where the phase information is also
propagated as shown in Figures 8.6 and 8.7. During the implementation of the fast multipole
method, since we are calculating the interactions in the long wavelength regime, we can study
the error between the actual interaction and the multipole interaction between the source
and field points.
In the static regime, the error of interaction between the actual and aggregation-translation
calculated values between points located at (0.4999, 0.0, 0.0) and (1.0, 0.4999, 0.4999) in Fig-
ure 8.8. The error of multipole expansions decreases algebraically versus the number of
multipoles, which is not fast. Unless the source and the field point are far away from each
other, many multipoles are needed to get a good convergence. Consider the multipole physics
for translation operations: the residual error is proportional to the largest residual multipole.
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Figure 8.4: Radiation of a single source in the static regime
Figure 8.5: Radiation of a two dipole source in the static regime
If the multipole expansion term is P , the error should be decided by 1/cP+1, where c satisfies
the inequality
ρt > (c+ 1)a, c > 1 (8.5)
where a is the group size and is the translation distance [30]. In case of the mid-frequency
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Figure 8.6: Radiation of a dipole in the dynamic regime
Figure 8.7: Radiation of two dipoles in the dynamic regime
MLFMA, the free space Green’s function is given by
eik|(D+d)|
|(D + d)| = ik
∞∑
l=0
(−1)l(2l + 1)jl(kd)hj(kD)Pl(dˆ · Dˆ) (8.6)
where jl(x) is the spherical Bessel function of the first kind, hj(x) is the spherical Hankel
function of the first kind and Pl(x) is the Legendre polynomial, and d < D. The Green’s
65
Figure 8.8: Relative error of multipole expansion
function can further be diagonalized by using a plane wave integration given by
eik|(D+d)|
|(D + d)| =
ik
4pi
∫
dΩeik·dTL(Ω,D) (8.7)
where
∫
dΩ is the integral over a unit sphere and
TL(Ω,D) =
L∑
l=0
il(2l + 1)h
(1)
j Pl(kˆ · Dˆ) (8.8)
Discretization of the integral results in a diagonal matrix.
The error of the mid-frequency MLFMA is controlled by the number of multipoles L in the
translator and the buffer zone. The error as a function of multipoles is shown in the Figure
8.9. As we can see from the figure that the relative error for a point to point translation is
lowest when the number of multipoles is 12.
The error in the MLFMA is controlled by the truncation number L in the translator and
the buffer zone. Due to the computer’s limited precision, L cannot be infinitely large and
we need an estimate for L to get the best possible accuracy. A good estimation of this error
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Figure 8.9: Relative error with varying number of multipoles
is using the excess bandwidth equation [30].
L ≈ kd+ 1.8d2/30 (kd)(1/3) (8.9)
where d0 = log(1/). This method is very effective for mid-frequency applications since the
accuracy could reach 10−5 when the size of the box is large as compared to wavelength.
However, when the frequency is low, even the best excess bandwidth equation could not
improve the error too much.
In Figure 8.10, the worst error of the scalar Green’s function computed using the MLFMA
is tested for different box sizes. The source and field points are placed as described above.
It is seen that when L is increasing, at the beginning, the relative error decreases and then
increases. When the box size is smaller than the wavelength, the error will become bigger.
So obviously the mid frequency MLFMA is not practical for low frequency applications.
Figure 8.11 shows the error plot for 50 random sources using SVD and excess bandwidth
equations for 3D MLFMA at a field point located at (2.000, 1.0, 1.0).
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Figure 8.10: Relative error vs truncation number for different box sizes
Figure 8.11: Error for 50 random sources using SVD and excess bandwidth equations for
3D MLFMA
The above analysis of the fast multipole method is essential in describing the algorithm in
Chapter 7. The integration of DDA with the FMA or the randomized matrix decomposition
is yet to be finished.
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CHAPTER 9
CONCLUSION
In this thesis, the discrete dipole approximation has been discussed. This is a method that
is alternative to the volume integral equation with the two differing only by discretization
mechanism. The final matrix equation is dense and the DDA is valid because it mimics
the actual scattering mechanism. To alleviate the cost of solution, fast methods are needed
to speed up the matrix vector product or reduce the cost of computing the inverse. These
are two classes of acceleration algorithms that are either based on the factorization of the
Green’s functions or the matrix decomposition methods based solely on the entries of the
interaction matrix.
The matrix decomposition methods, which are based on the randomized methods for ma-
trix decomposition, are useful when the Green’s function of the system cannot be computed
in closed form and its factorization in terms of the addition theorem is very hard to compute.
It has to then be computed numerically. These fast matrix decomposition algorithms have
a computational cost greater than that of the fast multipole method for free space Green’s
functions. They are kernel independent and also have an advantage over the adaptive cross
approximation method, in the aspect of being error controllable.
Another class of methods to reduce the cost of computation is the fast multipole method. It
is a kernel dependent method and when applied to scattering problems such as the discrete
dipole approximation method, offers a computational complexity of O(N) [34] which is
theoretically the least complexity that can be achieved. This acceleration method is not
good for those problems that have Green’s functions differing from that of free space.
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CHAPTER 10
FUTURE WORK
A main component of the future work to be implemented includes the integration of the
above analyzed algorithms into the actual discrete dipole approximation. Once finished,
however, an analysis has to be carried out to determine which algorithm is numerically
better. In some problems where the FMM might require preconditioners, the randomized
matrix decompositions are useful as they require no such preconditioners.
Another place to test the validity of the method is in the scattering of inhomogeneous
media scattering problems where DDA can be integrated with either ACA or matrix decom-
position methods. It will be useful to compare the two numerical linear algebra methods for
solving the problem.
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