ABSTRACT. Invariants of links in S3 are developed using a modification of the Massey product of one-dimensional classes in the cohomology of certain groups. The theory yields two types of invariants, invariants which depend upon a collection of meridians, or basing, of a link, and invariants which do not.
INTRODUCTION
Invariants of links in S3 are developed using a variation of the Massey product of one-dimensional classes in the cohomology of groups. A basing of a link is a set consisting of exactly one meridian of each component of the link. We obtain a collection of invariants, which depend upon a basing of the link, and a refinement of these which do not. The link invariants are compared with Milnor's II-invariants [8, 9] . Porter [10] and Turaev [16] were the first to prove Stallings' conjecture [13] linking the II-invariants and Massey products. For two component links, an infinite family of the based invariants is independent of the basing. These invariants, for two component links such that the linking number of the components is zero, may be equivalent to the Sato-Levine-Cochran invariants [1, 2, 12] .
The present point of view has other implications. It has led to an algebraic means of calculating the invariants and a computer program which does so [15] . Invariants, with no indeterminacy, can be defined for disk links, and the indeterminacy of the invariants for links can be studied as one closes disk links and forms links. An "infinite" invariant may exist when certain of the finite invariants are zero. The effect, on the invariants, of certain alterations of the link may be tractable.
The paper contains four sections. In § 1, a variant of the Massey product of one-dimensional classes in the cohomology of certain groups is shown to contain exactly one element. In §2, the theory of § 1 is applied to link groups.
The resulting invariants of links are compared with Milnor's invariants in §3. In §4, an infinite family of the based invariants of two component links is shown to be independent of the basing. Most of this work is part of the author's Ph.D. thesis. He thanks his advisor, Professor Jerome Levine, for his guidance.
THE MASSEY PRODUCT INY ARIANTS
The invariants are defined using a modification of the Massey product. Definition 1.1 [5, 7] . Let (SJf, J) be a differential graded algebra, q > 1 , and c I ' ... ,c q E HI (SJf) . A defining system, for the Massey product of (c I Defining systems for the Massey product of a particular ordered set may not exist, or the Massey product may contain more than one element [5, 7] . In the bar resolution of certain groups, with appropriate coefficients, the defining systems can be restricted so that the Massey products of particular ordered sets contain a unique element. This gives rise to the invariants. Definition 1.2 [3] . Let q be a positive integer. A coefficient system is a collection of ring homomorphisms, h ikj : Rik Q9 R kj ---+ Rij (1:::; i < k < j :::; q + 1) , such that the diagrams below commute.
Ri/
Let 9l be a coefficient system. U(9l, q+ 1) denotes the group of upper triangular (q+ 1) x (q+ 1) matrices, {(ai)la ij E R ij , and a ii = I}. The multiplication is matrix multiplication using the h ikj . Let U(9l, q + 1) denote the group of equivalence classes of elements in U under the relation M == M' if and only if mij = m;j for all (i ,j) i-(1 ,q + 1). Thus, U = Ujcenter(U). One may consider an element of U to be a "matrix" with the upper right-hand entry unspecified.
Let G be a group, q > 1, and for 1 :::; i:::; q, let u i E H1(G,Z).
Dwyer [3] shows that defining systems for the Massey product of (u 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use with coefficients in Z, are in one-to-one correspondence with homomorphisms, 
We establish the formula for a homomorphism from a free group to U(Z, q), given the values of the homomorphism on the generators of the group. The formula utilizes the following symbols. F = (XI' ... ,x n ) is the free group on {XI"'" x n }· Z[[tl"'" t n ]] is the power series ring in n noncommuting variable with integer coefficients. .L:
is the Magnus homomorphism defined by Xi ~ 1 + ti . Lemma 1.4 [10] . 
I (n)
The Massey product invariants of a group are defined relative to a subset. 
M is a defining system for the massey product of (c\ ' ... ,c q ), with coefficients in Rv(C), which is zero on V}.
The subsets Tv(C) contain exactly one element provided V satisfies a certain condition. The lower central series G I ::) G 2 ::) ... ::) G k ::) ... of G is defined by G = G I , and
If H is a subgroup of G, and d is an integer, G~dH is the normal subgroup of G generated by 1 ,g2 E G,h E H, and dlk} [13] . 
, and this quotient of subgroups of A is generated by {r/qll SiS m} U A q .
Proof. Statement I follows from condition 2 of the definition, with q = 2. 
L (a;:r1(C 1 )··· a;:rl(Cq))(I)m(J : h(aq+r. (w)));
IEI(n)q 3. 
The proof is by induction on q. Let q = 2 , and let M be a defining system
= L (a;:rl (c1)a;:} (c 2 ))(I)m(I : h(a 2 +rJw))).

IEI(nlz
The last equality follows from Lemma 1.5. See [9] or §2 for a proof of 1, and see §4 for a proof of 2. Tv (C) is a based invariant of a link, as it generally depends upon the choice of meridians. One eliminates this dependence by increasing the indetermi- 
. ,v;} freely generate HI(G,Z/d) and HI(G,Z/d), respectively, over
Z/d. Let I = (II' ... ,lq) denote (vl~' ... , v,:) .and WE H2(G,Z/d)}. 2. a v (!) is the image of Tv(!) in H2(G,Z/Av(!)). Definition 1.12. Subsets U = {u l , ... ,un} and V = {VI'''' ,V n } of G are conjugate if, VU i E U, :Jg i E G such that Vi = giuigi-I .
Theorem 1.13. If U and V are conjugate, and U and V satisfy M(d), then for all IE I(n), Av(!) = Au(!)' and a v (!) = a u (!)'
This theorem follows from two lemmas. For I ::; i < j ::
and w E H2(G,Z/d)}, and define 
If this is the case, and
V n } areconjugatesubsets of G, and M is semizero on U for I, then M is semizero on V for I.
Proof. Let M be semizero on V for I. Since, for each 1
, deleting rows 1 through i-I and rows j + 1 through q + 1 , and deleting columns 1 through i-I and columns j+ 1 through q+ 1 defines a homomorphism, <I>ij: U(Z, q+ 1) ~ U(Z ,j-i+ 1) . Precisely, (<I>ij(B))51 = bs+ i -1 ,i+l-l' <I>ij is defined similarly for the matrix groups with coefficients in a coefficient system.
Therefore, M is semizero on U for I. Theorem 1.13 follows from these two lemmas.
THE INVARIANTS FOR LINK GROUPS
In this section Milnor's construction of the /I-invariants is outlined, and one sees that any collection of meridians of a link group satisfies M(O). As any two collections of meridians are conjugate, the a-invariants, defined above, are independent of the basing. The based invariants are shown to be invariants of based P.L. I -equivalence, while the link invariants are invariants of smooth cobordism and P.L. isotopy. J. Milnor defines the ;tI-invariants [8, 9] . Let L be an n-component link, and for each 1 ::; i ::; n , let r, be the number of crossings over the ith component in some projection of L. Then G, the fundamental group of the complement of L, has a presentation of the form (xi} Iw 'j ; 1 ::; i ::; n, 1 ::; j ::; r,) , where
(Xl' V ) represents a meridian-longitude pair of the ith component [11] . Let J lrl F be the free group (x,), and let A be the free group (Xl"'" xn)' For q ;:: 2, Milnor defines homomorphisms nq: F --+ A, so that
2. for each q, the following diagram commutes: One inducts on q. For q = 2 , the result follows by the naturality of the cup 0* 1*
product. By induction, Rvo(1 (C)) = RVI(1 (C)). Denote this coefficient
system by 9t . Stallings' theorem [13] implies that
is an isomorphism for all q > 1 . Thus a defining system yO:
for CO induces the commutative diagram: GO I~l~ G -2-U(9t, q + 1). 
I;IY
(a(l),w) == -(a(/),w) (modA(/)), and (-I)q(a(I),w) == 71(1)
II
Iq Iq
(mod~(I)) .
Each of the 71(I) compares with a a(/')
, where l' is a cyclic permutation of I, since the 71-invariants are invariant under cyclic permutation of the indices, and 71(i, i , ... ,i) = 0 for all 1 ~ i ~ n [9] . The a-invariants are not, in general, invariant under cyclic permutation of the indices, and thus, there are links and sequences for which ~ is a proper divisor of A. We present two links which are distinguished by a( 1 ,2,3, 1 ,4), although they have identical 71-invariants for sequences of lenght less than or equal to 5. Stallings [13] conjectured that there is a relationship between the 71-invariants and Massey products. Porter [10] and Turaev [16] were the first to prove this. The proof of Theorem 3.1 utilizes a refined expression of ~ and several lemmas. As above, let G = 7[1 (s3 -L). We refer to the pre-
, and r > 0 .
is a proper subsequence of I}. Lemma 
For all I, ~(I) =~' (I) .
Proof. Induct on q. For q = 2 , the lemma is true by definition. Assume the lemma for indexing sequences of length less than q. Proof. In this section we show that for two component links certain of the Tv, using the appropriate group, are independent of the basing V. Lv, for these invariants, only depends upon the linking number of the components. If this linking number is zero, Lv = 0, and these invariants may be related or equivalent to the Sato-Levine-Cochran invariants [1, 2, 12] . The invariants are defined using the fundamental group of the manifold obtained by surgery on one of the components.
Proof that (a(I),wi) projects onto (-1)qJi(I). h: H 2 (G)
Let L be a link in S3 with components K( and K 2 . Let W be the complement of K2 in the manifold obtained by zero-framed surgery on Since L has only two components, w is independent of the choice of the 
Tv (Ik) is independent of V .
The proof quotes the following lemma. The proof of statement 2 requires a definition and some lemmas. 1":
be a homomorphism such that the diagram below commutes.
~U(Z/L(Ik;,2k+2)
A P~r J1/J1. 
Proof of 1. For g E c'9, let g = a 2 k+2+r(g). Statement 1 follows from the fact that y', Y~ , and Y~ are zero on m l . =<1>2 2k+l oY~(ml-lm;ml)
0,
Proof of the lemma. Proof. Induct on n. Lemma 4.8 covers the cases n = ± 1 . Let 1 n be a defining system for Ik which is zero on V n . Then, for n > 0, The proof of 2 utilizes the lemma below. ---- Assume the lemma is true for 0 :::; s < q :::; 2k -1 . Let r = q + 1 , and let I = (2, 1, ... , 1 ) .
---- 
