Results for estimating the convergence rate of non-stationary distributed consensus algorithms are provided, on the basis of qualitative (mainly topological) as well as basic quantitative information (lower-bounds on the matrix entries). The results appear to be tight in a number of instances and are illustrated through simple as well as more sophisticated examples. The main idea is to follow propagation of information along certain spanning trees which arise in the communication graph.
and guaranteed convergence rates. J. Tsitsiklis et al. also provided important qualitative contributions to this subject [29, 30, 4] , as well as L. Moreau [25] . See also [2] for further nonlinear results. In particular, the role of connectivity of the communication graph in the convergence of consensus has been recognised and finely analysed.
As noticed in different manners by the preceding authors, arguments based on graph theory are more powerful and seem to catch in a more natural way the essence of the problem, rather than computations based on linear algebra techniques (although the study of stochastic matrices offer nowadays, undoubtedly, quite strong results). We are in perfect harmony with the opinion that vision in terms of graph is central to understand the agreement issues. However, it appears that some dynamical aspects which have been so far disregarded can be exploited to really gain a tighter understanding of how rapidly consensus can be reached. Our attempt here is to provide a consequent step toward integration of the temporal aspects of information transit. We are thus led to further elaborate and exploit tools for description of the connectivity emergence in the communication graphs.
Our purpose in this paper is to provide several criteria to estimate quantitatively the contraction rate of a set of agents towards consensus, in a discrete time framework. Using the language of dynamical system, the problem is here of estimating the second largest Lyapunov exponent of an infinite product of matrices (see also [5] for links with some joint spectral radius). To the best of our knowledge, previous results are centrally based on the existence of a lower bound of the nonzero entries associated to such matrices, and most of them on the existence of self-loops, see [7] and the surveys in [5, 26] (see however the contributions in [29, 30] where the assumption on self-loops is relaxed). On the contrary, we attempt here to follow more closely the spread of the information over the agent population, along the one or more spanning-trees. Ensuring a lower bound to the matrix entries of the agents already attained by the information flow along the spanning-tree, rather than the nonzero contributions as classically, permits to obtain tighter estimates with weaker assumptions. The setting used here applies indifferently to leader-follower or to leaderless networks.
More precisely, the main idea is to examine the birth and rise of spanning-trees in the network. Distinguishing between different sub-populations, of agents already touched by spanning-tree and agents not yet attained, and using lower bounds on the influence of the former ones, one is able to establish rather precise convergence estimates. Due to the nature of the assumptions, the latter possess some innate robustness with respect to parametric uncertainties.
The paper is organized as follows. In Section 2 the main technical tool for carrying out estimates over a finite horizon of the contraction rate of a linear stochastic system is stated, based on ad hoc linear difference inequalities. This technique is further elaborated and the problem formulation as well as links to the underlying topological nature of the problems are elucidated in Section 3. This Section contains the definition of appropriate connectivity notions. In particular, a notion of sequential connectivity turns out to be central to our developments.
The remaining Sections are devoted to the statement and demonstration of the main results. Section 4 deals with the problem of contraction estimates when information follows a single spanning-tree (or at least one such spanning-tree with a certain guaranteed strength exists in the underlying graph). Delays are dealt with in the following Section 5. The most original results are in Section 6, where it is shown by means of a fairly general technique, how multiple spanning-trees can be used to derive tight estimates of the contraction rate. Last, conclusions are reported in Section 7.
For better readbility, various examples are reported in the text, to illustrate the application of the results and to demonstrate the powerfulness of the method. Also, some involved proofs have been put in Appendix.
Notation In the sequel, N stands for the set of natural integers (including zero), ⌊x⌋ designates the integer value of a real number x. For any set N , we denote |N | or card N its cardinality. Generally speaking (Latin or Greek) upper case letters indicate matrices, and lower case letters are used to signal scalar numbers and vectors. Graphs and sets are distinguished by calligraphic letters.
We call integer interval any set obtained as the intersection of a usual interval with the set N. When the context is clear, in particular when talking about time values, the integer intervals are denoted as the classical ones: for example, [0, T ] . = {t ∈ N : 0 ≤ t ≤ T }. For p, q positive integers, we denote as usual I p and 0 p×q , the identity and zero matrices. The transposition of matrices is denoted T . By definition, (row) stochastic (resp. sub-stochastic) matrices are square matrices with nonnegative components, whose row sums are equal (resp. at most equal) to 1. Their spectrum is ordered by nonincreasing modulus magnitude: for M stochastic in R n×n , 1 = λ 1 (M ) ≥ |λ 2 (M )| ≥ . . . |λ n (M )|.
Last, we introduce the matrix sets M p×q . By definition, M p×q . = M ∈ R p×q : M ≥ 0 and ∀i = 1, . . . , p, M i,1 + · · · + M i,q ≥ 1 .
In (1) and everywhere in the paper, matrix ordering is meant componentwise: M ≥ 0 stands for M i,j ≥ 0 for all i, j.
A fundamental lemma
Consider the following time-varying linear system:
Here, the set N is a finite or countable index set, and the x k constitute a collection of scalar functions defined on N. Let I be a finite or countable index set and, for any t ∈ N, a collection of subsets N i (t) of N , i ∈ I. We first state and prove a central technical result.
Lemma 1. Assume that:
• for all k, l ∈ N , for all t ∈ N, γ k,l (t) ≥ 0, and
does not depend upon k;
• for all k ∈ N , for all t ∈ N, sets N k,j (t), j ∈ I, are given, such that
Let maps c i,j (t), i, j ∈ I, and C(t) be such that:
Define the functions:
Then, for any t, T ∈ N, for any i ∈ I,
where, by definition, 1 i , i ∈ I, is such that: 1 T i ∆ N (t) = ∆ N ,i (t), and 1 = i∈I 1 i .
The vector 1 in the statement is made up of a column of 1 (otherwise said, 1 T i 1 = 1, for any i ∈ I). In finite dimension, the vector 1 i is the i-th vector of the canonic basis. By convention, we put i∈∅ c i = 0 and inf i∈∅ c i = +∞. A proof of Lemma 1 is given in Appendix.
Remark 1. Notice that formula (5) may involve infinite summations in the products of infinite-dimensional matrices. As the coefficients of the matrices C(t) are nonnegative and bounded by γ(t), uniform convergence of the series of terms indeed occurs on any bounded time interval, therefore the notation has a univocal meaning.
Generally speaking, condition (3) deals with sets N j (t) that are not pairwise disjoint: in such a case, it is necessary to decide beforehand, when l ∈ N j (t) ∩ N j ′ (t) for j = j ′ , how to attribute each term γ k,l (t)x l (t) of the sum in the right hand side of (2), to a unique set 2 N j (t). This is made here by introducing the subsets N k,j (t) of N j (t), which are disjoint for distinct values of j. Indeed, N k,j (t) is to be understood as the set of those indexes l in N j (t) whose contribution γ k,l (t)x l (t) to the evolution of x k is considered as originating from N j (t). Of course, when the sets N i (t) are themselves disjoint, the natural choice is N k,j (t) = N j (t) for all k ∈ N and all t ∈ N, and Lemma 1 particularises to a simpler result, which is now stated.
Corollary 2. Assume that:
Let c i,j (t), i, j ∈ I, and C(t) be such that:
Then the conclusion of Lemma 1 holds.
Preparation for application to consensus algorithms
We now consider the problem of convergence of the consensus algorithm described by the following system:
toward a common value; that is, the global asymptotic stability of the diagonal set {x : ∀k, l ∈ N , x k = x l }. As usual, (7) may be written in matrix form, as
We consider scalar systems, although extension to multidimensional systems is possible. As in Section 1, the set N is finite or countable, and the functions x k map N to R. We assume in all the sequel that ∀k, l ∈ N , ∀t ∈ N, γ k,l (t) ≥ 0, and ∀k ∈ N ,
In other words, the matrices (γ k,l (t)) (k,l)∈N ×N are stochastic. Our goal in the remaining of the paper is to quantify the convergence speed of the set {x k (t) : k ∈ N } when t → +∞ toward a consensus value. We first introduce vocabulary adequate to measure the latter. 2 One could also decompose the terms γ k,l (t)x l (t) as γ j k,l (t)x l (t) + γ j ′ k,l (t)x l (t) with γ j k,l + γ j ′ k,l ≡ γ k,l , γ j k,l , γ j ′ k,l ≥ 0, and associate the first, resp. second, term, to N j (t), resp. N j ′ (t). This supplementary degree of freedom does not seem useful here.
Definition 1 (Agent set diameter). The quantity
is called the diameter of the agent set at time t.
In what follows, ∆(x(t)) plays the role of a Lyapunov function to study convergence to an agreement. Although the latter depends upon the state, we frequently abbreviate the notation in ∆(t) if no misinterpretation is possible.
Definition 2 (Contraction rate). We call contraction rate of system (7) the number ρ ∈ [0, +∞] defined as:
The number ρ is indeed the second largest Lyapunov exponent of the dynamical system (7) . Some notions and definitions necessary to describe pertinent aspects of the communication between the agents are now introduced, based on some elementary tools of algebraic graph theory.
Definition 3 (Communication graph). We call communication graph (of system (7) ) at time t the directed graph defined by the ordered pairs (k, l) ∈ N × N such that γ k,l (t) > 0.
In the present context, we use indifferently the terms "node" or "agent". Definition 4 (Neighbors). Given a graph A and a nonempty subset L ⊆ N , the set Neighbors(L, A) of neighbors of L is the set of those agents k ∈ N \ L for which there exists at least one element l ∈ L such that (k, l) ∈ A. When L is a singleton {l}, the notation Neighbors(l, A) is used instead of Neighbors({l}, A).
A key property, namely weak connectivity, has been shown to influence crucially the evolution of finite systems of agents linked by time-varying communication graphs (see [23, 25] , but also [8] , where the weakly connected sequences are called "repeatedly jointly rooted").
Definition 5 (Connectivity and weak connectivity). A node k ∈ N is said to be connected to a node l ∈ N on a directed graph A defined on N , if there exists a path joining k to l in A and respecting the orientation of the arcs. Given a sequence of directed graphs A(t), t ∈ N, the node k ∈ N is said connected to the node l ∈ N on an integer interval I ⊆ N if k is connected to l for the graph t∈I A(t).
A graph A is called weakly connected [23] if there is a node k ∈ N connected to all other nodes l ∈ N . A sequence of graphs A(t), t ∈ N, is called weakly connected across an integer interval I ⊆ N if the graph t∈I A(t) is weakly connected (that is, if there is a node connected across I to all other nodes). A subgraph connecting an agent to all the other ones is called a spanning-tree.
The fundamental result found by Moreau states that uniform global asymptotic stability of the set of common equilibria is equivalent to the existence of an integer T > 0 such that the sequence of graphs is weakly connected on any interval of length T [23, 25] . Exponential estimates may be obtained too, see the survey part of [5, 26] , and [7, 8] . As a matter of fact, there is no specific difficulty to check the validity of both these results, with the weaker assumption that the graph sequence is weakly connected on every integer intervals [t p , t p+1 ], p ∈ N, where the t p define a strictly increasing sequence such that lim sup i→+∞ t p+1 − t p ≤ T .
In order to obtain more precise estimates of the decay rate toward consensus value, it is reasonable to introduce some minimal time taken by the information to cover the graph -while the preceding connectivity notions were not concerned with the ordering of the arcs constituting the tree. We thus introduce in the sequel some notions useful to quantify the minimal time for information spread. The latter play a central part in the contraction rate estimate to be stated later.
Definition 6 (Sequential connectivity of finite graph sequences). A finite sequence of T graphs with common nodes A 1 , A 2 , . . . , A T (T ∈ N) is said to be sequentially connected if there exist a node k ∈ N and iterations given by:
When we want to emphasise the "root" node, we denote N t by N t (k), meaning that the iteration departs from node k.
The sets introduced in Definition 6 are crucial to understand the principle of the method developed in the present paper. For each t = 1, . . . , T , the set N t contains agents already in N t−1 and agents having a neighbour in N t−1 at time t: they are all agents which have been attained at most at time t by the settling of the spanning-tree rooted in k.
We now introduce a derived notion for infinite sequences of graphs.
Definition 7 (T -sequential connectivity). An infinite sequence of graphs A(t), t ∈ N, is said Tsequentially connected if there exists a strictly increasing integer sequence t p , p ∈ N, fulfilling
and such that for all i ∈ N, the graph sub-sequence
is sequentially connected.
Remark that the property is by definition monotone with respect to T , viz.
T -sequential connectivity ⇒ (T + 1)-sequential connextivity.
Moreover, T -sequential connectivity is invariant with respect to finite time shifts, namely A(t) is Tsequentially connected iff for all q ∈ N, A(t+q) is again T -sequentially connected. Similarly, T -sequential connectivity is invariant with respect to deletions and/or substitutions of finitely many graphs in a sequence, thus conferming that the property is truly an asymptotic definition. Notice the proximity of the definitions of sequential connectivity proposed here, with the notion of weak connectivity; the central difference being that the former one takes into account explicitly the time scheduling of the information transit.
For latter use in the study of the asymptotics of consensus algorithm in presence of delays (bounded by a constantτ ), we now introduce a last definition.
Definition 8 (Strong (T,τ )-sequential connectivity). Letτ ∈ N. An infinite sequence of graphs is said strongly (T,τ )-sequentially connected if there exists a strictly increasing integer sequence t p , p ∈ N, fulfilling (9) and such that for all p ∈ N, the (τ + 1) graph sub-sequences A(t p + pτ + τ ), . . . , A(t p+1 + pτ + τ − 1), τ = 0, 1, . . . ,τ are sequentially connected.
The following result links the different connectivity properties defined above and provides mutual bounds between the different connectivity time constants.
Proposition 3.
Any T -sequentially connected sequence of graphs is weakly connected on the integer intervals [t p , t p+1 ], p ∈ N. Reciprocally, given an increasing sequence t p fulfilling (9), any sequence of graphs defined on a set of n agents that is weakly connected on the intervals [t p , t p+1 ], p ∈ N, is (n − 1) 2 T -sequentially connected.
Any strongly (T,τ )-sequentially connected sequence of graphs is T -sequentially connected. Reciprocally, any T -sequentially connected sequence of graphs is strongly (2T − 1,τ )-sequentially connected for any nonnegative integerτ .
Proof. The first statement is straightforward. We show next the converse part. For each p in N, let h p denote any of the agents connected to all the other ones over the union of graphs tp+1−1 t=tp A(t) (such an h p always exists because of weak connectivity). Consider the sequence h p , h p+1 , . . . h p+(n−1) 2 −1 (of length (n−1) 2 ). Since (n−1) 2 = (n−1)+(n−2)(n−1), it becomes obvious that at least one agent appears (n−1) times or more along the above sequence. Let us denote this agent by k and [t p l , t p l +1 ], l = 1, . . . , n − 1 the corresponding time intervals. Remark that for large enough i, [t p , t p+(n−1) 2 ] ⊆ [t p , t p + (n − 1) 2 T ], due to (9) .
Define N tp l , l = 0, . . . , n − 1, by N tp 0 . = {k} and
The set N tp 0 being a singleton, it suffices to show that the sequence N tp l is increasing, in order to deduce that |N tp n−1 | = n = |N |, and so N tp n−1 = N . The latter property will then imply the existence of a sequential spanning-tree in [t p0 , t pn−1 ] (included in [t p , t p +(n−1) 2 T ] for large enough i), and consequently the claimed proposition that the sequence of graphs is (n − 1) 2 T -sequentially connected. Let l ∈ {0, 1, . . . , n − 1}, let us thus establish that N tp l N tp l+1 , provided that N tp l = N . By assumption, agent k is connected (non-sequentially) to all other agents at least on the n − 1 different time integer intervals [t p l , t p l+1 ]. Thus, there exists t ∈ {1, . . . , t p l+1 − t p l } such that the graph A(t p l + t) contains a link originating in N tp l and terminating outside. This implies that, for this value of t,
In view of (10), one thus deduces that N tp l N tp l+1 . This achieves the proof of the first part of Proposition 3.
The direct sense of the second part is straightforward. Concerning the reverse one, first notice that any sufficiently large integer interval of length 2T −1 contains at least one complete integer interval of the form [t p , t p+1 ]. Consequently, for a T -sequentially connected sequence of graphs, a complete sequential spanning-tree gets completed at least on every (sufficiently large) interval of length 2T − 1. In other words, the sequence is strongly (2T − 1,τ )-sequentially connected.
A paradigmatic result: propagation of a unique spanning-tree
A first, exemplary, application of Lemma 1 is now given, describing the elementary mechanism which permits to quantify contraction along a spanning-tree.
Lemma 4. Let the finite sequence of communication graphs A(t), . . . , A(t + T − 1) of system (7) be sequentially connected, and let N 0 , . . . , N T be the sets corresponding to the spanning-tree (see Definition 6) . Assume that, for any τ = t, . . . , t + T − 1 and any k ∈ N ,
for a given map α :
Then
Besides sequential connectivity, it is thus assumed in Lemma 4 that, when an agent is in N τ −t (and thus is attained by the spanning-tree at most at time τ ), then at time τ the total weight in the right-hand side of (7) of its neighbours from N τ −t−1 (which have been previously attained by the spanning-tree), including possibly itself, is at least α(τ ), until completion of the tree. This is thus an hypothesis on the relative value of the two "feeding weights", internal and external to the spanning-tree.
Proof of Lemma 4. For any k ∈ N τ −t+1 we have
where by assumption
it turns out that ∆ 1 (t) = 0 (N 0 is a singleton, the root of the spanning-tree), and ∆ 1 (t + T ) = ∆(t + T ) (when the spanning-tree has run entirely the graph, at time t + T ). Inequality (5) in Lemma 1 applied with |I| = 1, C(τ ) . = α(τ ) thus yields:
as claimed in the statement. This achieves the proof of Lemma 4.
The main result of Section 3 is now presented. Direct consequence of Lemma 4, it provides an estimate of the contraction rate.
Theorem 5. Let the sequence of communication graphs of system (7) be T -sequentially connected. Accordingly, denote t p the corresponding increasing sequence of spanning-tree completion (see Definition 7) ; N p,t−tp , t = t p , t p + 1, . . . , t p+1 , the sets corresponding to the spanning-tree connecting sequentially the graph sub-sequences A(t p ), . . . , A(t p+1 − 1), p ∈ N (see Definition 6); and T the corresponding set
Assume existence of a map α : T → [0, 1] such that, for any (p, t) ∈ T , for any k ∈ N ,
Then the contraction rate of system (7) as defined in Definition 2 verifies:
Notice that, with the definition adopted in (13) , there is indeed, for each t ∈ N, a unique p ∈ N such that (p, t) ∈ T .
An important feature is that self-loops (γ k,k > 0) are not mandatory here, contrary to other previous contributions, see [4, 25, 5] . This assumption is loosened up in [29, 30] for some, but not all, agents. Example 2 below presents an example where this is further weakened. In particular, this feature permits to model leader/follower evolutions as well as leaderless networks within a unified framework.
Similarly, no positive uniform lower bound on the nonzero coefficients of Γ(t) is required: requirement (14) is sensibly weaker than the usual one in the literature, see [7, 8, 26] and Example 3 in the sequel.
Proof of Theorem 5. One first states a monotonicity result for the diameter of the agent set along the solutions of (7) . Lemma 6. For any trajectory of (7), one has, for any t ∈ N,
Proof. The proof of Lemma 6 comes from the fact that, the matrices Γ(t) being stochastic, the map t → sup k∈N x k (t) (resp. t → inf k∈N x k (t)) is non-increasing (resp. non-decreasing).
One deduces directly from (12) that 
From the fact that ∆(t) is nonincreasing, one then gets
(notice that the logarithmic expressions are not positive, due to the non-increasingness of ∆ along time). Now,
The conclusion is then immediate from the definition of ρ given in Definition 2.
The next result is a specialisation of Theorem 5 for constant α.
Corollary 7. Let the sequence of communication graphs of system (7) be T -sequentially connected. Assume the existence of a constant map α in [0, 1] satisfying (14) . Then
The previous results extends similar estimates found previously (see [4, 7, 8] ), as α does not have to bound from below the components of the matrices Γ(t).
Proof of Corollary 7. Applying Theorem 5 with constant α yields for every p ∈ N:
One has successively used the fact 1. that the map f (T )
We now provide several examples of systems with n = 3 agents, in order to illustrate the two previous results.
valid for any t ∈ N. Notice that the previous formula may provide a contraction rate smaller than 1 in cases where however lim inf t→+∞ γ k,l (t) vanishes for some i, j. When α is constant, Corollary 7 applies, and leads to:
The following numerical experiment has been achieved. A set of one thousand couples of stochastic matrices Γ(1) and Γ(2) are generated randomly (uniform law on [0, 1] is used for each coefficients, and the rows are afterward normalised), and the best estimates for α(1), α(2) fulfilling the conditions above are then computed. The actual contraction rate ρ (which is the square-root of the maximal absolute value of the second largest eigenvalues |λ 2 (Γ(2)Γ(1))|, see [26, Proposition 1] ) is then compared to the upper boundρ deduced from Theorem 5 (that is 1 − α(1)α(2)). The corresponding histogram is represented in Figure 1 . Example 1 shows that, although not tight, the bound may provide reasonable estimates. Notice however that the previous comparison test is achieved only with 2-periodic systems (characterised by the second eigenvalue λ 2 (Γ(2)Γ(1))), although Theorem 5 requires no specific assumption on the general time dependence. An attempt to take into account the occurrence of several spanning-trees is proposed below (Section 6).
Example 2. We consider here a simple 2-periodic 3-agent system whose evaluation is not possible by the methods presented by previous works. For t ∈ N, we let
The matrices Γ(2t + 1) being deprived of any self-loop, the criteria from [4, 25, 5] cannot be applied. Considering that the system is 2-sequentially connected (with N 1 p,0 = {1}, N 1 p,1 = {1, 2}), use, as in Example 1, of Corollary 7 with α = 1/2 yields an estimate of the contraction rate as (1 − 1/4) 1/2 , that is √ 3/2 ≃ 0.87. On the other hand, using as previously the second eigenvalue argument [26] , of the product Γ(2t + 1)Γ(2t) is equal to 5/8 ≃ 0.79.
Notice that the same estimate holds for every unsteady systems defined by stochastic matrices Γ(t) such that
In the previous formula, the inequalities are to be interpreted componentwise.
Example 3. As another comparison, consider the stationary system with n = 3 agents given by:
for fixed ε ∈ [0, 1/3]. For ε = 1/3, we obtain the equal neighbour averaging model corresponding to complete graph [26] . Spectral analysis argument shows that the actual value of the contraction rate ρ is equal to 1/3 − ε. Taking into account the fact that the coefficients are greater or equal to min{1/3, 2/3 − ε, ε} = ε, methods in [7, 8, 26] yield an upper estimate of ρ equal to 1 − ε 2 , or even 1 − ε ≥ 2/3 (taking into account the fact that the system under study is neighbor shared [7, 8] and adapting [7, Lemma 2 and Theorem 1] to systems whose nonzero coefficients are at least ε). Arguing that the system is 1-sequentially connected and applying Corollary 7 with α = 1/3, gives an estimate of ρ equal to 2/3, which is better than the results obtained by the other methods.
Example 4. As a last illustration of Theorem 5, an elementary time-varying 2-agent system is provided, for which no uniform-in-time lower bound on the nonzero coefficients of the state matrices exists. This is a situation excluded from the previously published criteria. Let
This is a special instance of Example 1. A new spanning-tree is completed on each unitary integer interval, and Theorem 5 (with α = 1) yields a null contraction rate. Indeed, finite-time convergence does occur, as
Bounded delays
Delays may occur in the information transfers between the agents. We show here how this may be taken into account in the present framework. Consider, instead of (7), the system
Here, the delays τ k,l are maps defined for all t in N and taking on values in [0,τ ], whereτ ≥ 0 is a fixed integer. We make, as in Section 3, the assumptions contained in (8) . Then, a straightforward adaptation of the proof of Lemma 6 allows to prove the following estimate.
Lemma 8. Assume the hypotheses of Lemma 6 hold. Then, for the system with delays described by (17), one has:
instead of (12).
For delay system (17), the contraction rate definition has to include the complete state (x(t), x(t − 1), . . . , x(t −τ )). The diameter of the agent set at time t is then max τ ∈[0,τ] ∆(t − τ ), and the contraction rate introduced in Definition 2 writes as
With the help of Lemma 8 and upon adequate connectivity assumptions, one may obtain quantitative stability results for system (17) , such as the following one, which constitutes the main result of Section 5.
Theorem 9. Let the sequence of communication graphs of system (17) be strongly (T,τ )-sequentially connected. Accordingly, denote t p the corresponding increasing sequence of spanning-tree completion (see Definition 8) ; N τ p,t−tp , t = t p , . . . , t p+1 , τ = 0, . . . ,τ , the sets corresponding to the (τ + 1) spanningtrees connecting sequentially the graph sub-sequences A(t p + pτ + τ ), . . . , A(t p+1 + pτ + τ − 1), p ∈ N, τ ∈ {0, . . . ,τ }; and T the set defined in (13) . Assume the existence of maps α τ : T → [0, 1], such that, for any (p, t) ∈ T , any τ ∈ {0, . . . ,τ } and any k ∈ N ,
Then the contraction rate of system (17) as defined in (18) verifies:
In the case where α is constant, (20) yields
to be compared to (16) . Notice that this upper bound on the convergence speed is non-increasing with respect toτ , coherently with the intuition.
Proof of Theorem 9. Lemma 8 allied to strong (T,τ )-sequential connectivity enables to claim that, for any p ∈ N, for any τ ∈ [0,τ ],
One thus obtains
Arguing by induction then yields:
for any p ∈ N. Appealing to the fact that the map t → max{∆(t − τ ) : τ ∈ [0,τ ]} is nonincreasing then permits to claim that max{∆(t − τ ) : τ ∈ [0,τ ]} ≤ max{∆(⌊t/(T +τ )⌋(T +τ ) − τ ) : τ ∈ [0,τ ]} and to achieve the proof of formula (20) .
Example 5. We present a numerical experiment similar to the one shown in Example 1, with system of three agents with random dynamics, subject to a total of 3 × 3 = 9 delays randomly chosen in the set {0, 1, 2} (and thus the maximal delayτ is equal to 2). The system is thus represented as an extended difference equation  
The scalar numbers γ k,l (t) are the coefficients of the matrix Γ(t) as in Example 1. A sampling of thousand 2-periodic systems is generated, and the contraction rate is estimated and compared to the actual value. Analogously to the results depicted in Figure 1 , comparison of the actual value ρ . = |λ 2 (Γ(2t + 2)Γ(2t + 1))| 1/2 with the estimateρ . = (1 − α(2t + 1)α(2t + 2)) 1/4 is shown in Figure 2 . Again, this example is limited to 2-periodic 40-45% 45-50% 50-55% 55-60% 60-65% 65-70% 
Communication graphs spanned by several spanning-trees
When several spanning-trees emerge in the communication graph (either simultaneously, or successively), the previous analysis may happen to be conservative. We now face the issue of how to tackle this feature. An extension of the notion of sequential connectivity introduced in Section 3 is first constructed.
Definition 9 (Sequential connectivity of finite graph sequences by multiple spanning-trees).
A finite sequence of T graphs with common nodes A 1 , A 2 , . . . , A T is said to be sequentially connected by m spanning-trees (m ∈ N) if there exist nodes k 1 , k 2 , . . . , k m ∈ N and iterations given by:
Similarly we define the property for infinite graph sequences:
Definition 10 (T -sequential connectivity by multiple spanning-trees). An infinite sequence of graphs A(t), t ∈ N, is said T -sequentially connected by m spanning-trees if there exists a strictly increasing integer sequence t p , p ∈ N, fulfilling (9) and such that for all p ∈ N, the graph sub-sequence
is sequentially connected by m spanning-trees.
The following result extends Lemma 4. As the latter, it is directly deduced from Lemma 1, so detailed proof is omitted. Lemma 10. Let the finite sequence of communication graphs A(t), . . . , A(t + T − 1) of system (7) be sequentially connected by m spanning-trees, and let N j 0 , . . . , N j T be the sets corresponding to the j-th spanning-tree (see Definition 9) . For each k ∈ N , consider sets N k,j t ⊆ N j t such that j = j ′ ⇒ N k,j t ∩ N k,j ′ t = ∅. Assume the existence of maps α i,j : [0, T − 1] → [0, 1] such that, for any τ = t, . . . , t + T − 1, any j ∈ I and any k ∈ N ,
for given maps α i,j : [0, T − 1] → [0, 1]. Then A(t) . = (α i,j (t)) (i,j)∈I×I is a sub-stochastic matrix in R m×m and
The sets N j (t) generalise the notion introduced in Section 4: here, each set N j (t) is constituted by agents attained at most at time t by the j-th spanning-tree. Assumption (21) fixes a lower bound α i,j to the total weight experienced by each agent in N i t+1 from agents considered in N j t . When an agent is already member of different sets N j t , it is necessary to decide to which of them is attributed its influence: this is the reason why sets N k,j t are introduced.
Remark 2. When in the statement of Lemma 10 the sequential spanning-trees corresponding to two distinct values of i, i ′ are identical, then the products 1 T i A(t+T −1) . . . A(t)1 and 1 T i ′ A(t+T −1) . . . A(t)1 are equal -at least if the α i,j (t) are chosen identical for all j ∈ I.
On the other hand, different choices in the attribution of arcs to one or another of the m developing spanning-trees (that is on the definition of the sets N k,j t ) may lead to different choices for these coefficients, and consequently to different estimates. In this respect, adding virtual sequential spanning-trees may allow to improve the convergence speed estimate, see Example 6 below.
We now come to the key result of Section 6, which is also the most powerful of the paper.
Theorem 11. Let the sequence of communication graphs of system (7) be T -sequentially connected by m spanning-trees. Accordingly, denote t p the corresponding increasing sequence of spanning-tree completion (see Definition 10); N j p,t−tp , t = t p , . . . , t p+1 , the sets corresponding to the m spanning-trees connecting sequentially the graph sub-sequences A(t p ), . . . , A(t p+1 − 1), p ∈ N (see Definition 9); and T the set defined in (13) . Furthermore, for each k ∈ N , consider sets N k,j p,t−tp ⊆ N j p,t−tp such that j = j ′ ⇒ N k,j p,t−tp ∩ N k,j ′ p,t−tp = ∅, and assume the existence of maps α i,j : T → [0, 1], (i, j) ∈ I × I, such that, for any (p, t) ∈ T , any j ∈ I and any k ∈ N ,
Then A(p, t) . = (α i,j (p, t)) (i,j)∈I×I is a sub-stochastic matrix in R m×m and the contraction rate of system (7) as defined in Definition 2 verifies:
Notice that bounded delays may be considered too, as done in Section 5. This feature is not detailed here.
Proof of Theorem 11. Due to the fact that the sets N k,j (t) are pairwise disjoint for different values of j, one has, for any i ∈ I, any t ∈ N,
for any k ∈ N i p,t−tp+1 . This proves the first part of the statement. As in the proofs of Theorems 5 and 9 above, it suffices essentially to establish (22) when t is a multiple of T . Applying Lemma 1 on an integer interval [pT, (p + 1)T ] yields:
Here,
x k (t) .
By assumption, the existence of the m spanning-trees means that: ∆ N ,i (pT ) = 0 and ∆ N ,i ((p + 1)T ) = ∆((p + 1)T ), i ∈ I .
One thus deduces that, for all i ∈ I,
Thus,
, which immediately leads to formula (22) in the case where t is a multiple of T , and subsequently to the general case by the argument indicated above. Example 6. We come back to the analysis of Example 3, now with the help of Theorem 11. One may distinguish three spanning-trees occurring on each time interval of unit length (in other words, the system is "1-sequentially connected by 3 spanning-trees"), with root at each of the agents. With this point of view, I = N = {1, 2, 3} and t p = p. With the notation of Theorem 11, one may put:
This is the simplest case, where the sets N j p,0 are pairwise disjoint (see the remark made before Corollary 2), so one takes N k,j p,0 . = N j p,0 , j = 1, 2, 3 . We now form the functions α i,j as defined in the statement of Theorem 11, and the corresponding matrix A. By definition, one should have for any i, j ∈ {1, 2, 3} (see (23) ):
where Γ = (γ i,j ) (i,j)∈I×I is given in Example 3 above. One thus takes Applying then formula (22) leads to an estimate of the actual contraction rate equal to 1 − 1/3 + min{1/3, 2/3 − ε} + min{1/3, ε} = 1/3 − ε .
In this example, the method ensuing from Theorem 11 thus generates the exact value of the contraction rate ρ.
Considering now only the two first spanning-trees (with N j p,0 = {j}, N j p,1 = N = {1, 2, 3} for all p ∈ N and all j ∈ {1, 2}; then α i,1 = 1/3, α i,2 = min{1/3, 2/3 − ε} = 1/3, i = 1, 2) gives a worse estimate, namely 1/3. Similarly, considering the first and third, or the second and third, spanning-trees yields 2/3 − ε. These estimates are different, tighter than 2/3, the value obtained in Example 3 when considering a unique spanning-tree, but not optimal.
We refine further in the sequel the analysis of systems spanned by several spanning-trees, and examine respectively in Sections 6.1 and 6.2 the cases of spanning-trees propagating consecutively and simultaneously. Figure 3 : Matrices A obtained in Example 7 (case n < q).
Successive spanning-trees
We now consider the case where the several emerging spanning-trees have common root and possess certain order property. We mean by this that the dates at which each spanning-tree reach an agent are interlaced independently from the agent. Otherwise said, the "wavefronts" corresponding to each spanning-tree spread in a concentrical manner. Up to renaming, one may label 1 the first spanning-tree, 2 the next one and so on . . . , and the order property simply reads (reasoning on each interval [t p , t p+1 ], we omit the index p):
∀j, j ′ ∈ I, ∀t = 0, . . . , T − 1, j ≤ j ′ ⇒ N j ′ t ⊆ N j t , and thus, by construction, the following inequalities hold, for any t ∈ [pT, (p + 1)T ]:
It is thus systematically more fruitful to attribute any contribution in the right-hand side of (7) to the set N i with largest index i to which it belongs -because the corresponding estimate is tighter. In particular, it is beneficial to choose α i,j ≡ 0 for i < j, thus leading to lower-triangular matrices A in Theorem 11.
We provide now an illustration of this configuration.
Example 7. For a fixed scalar γ ∈ [0, 1], consider the time-invariant system of n agents described by
The corresponding matrix Γ is lower-triangular and admits, apart from 1, a unique eigenvalue, namely 1 − γ, with degree n − 1. The actual value of the contraction rate is thus ρ = 1 − γ.
For any positive integer q, one may consider that the communication graph is spanned by q distinct spanning-trees, departing from agent 1 at time 0, then 1, 2 and so on, up to q − 1, and attaining agent n at time n − 1, n, up to n + q − 2. The duration of this process is thus T . = n + q − 2, and the system may be seen as "T -sequentially connected by q (distinct) spanning-trees". Coherently with the previous notations, we consider the sets N i p,t , i ∈ I . = {1, . . . , q}, defined by:
for t = 0, . . . , n − 1, {1, . . . , n} = N for t = n − 1, . . . , n + q − 2, and N i+1 p,t+1 = N i p,t for i = 2, . . . , q − 1 .
Following the progression of each spanning-tree, one shows that one may take for A (in R q×q ) the formulas depicted in Figure 3 (see also in Appendix the details of the proof of Lemma 12 below). Let us explain these formulas. From t = 0 to t = n − 1, the first spanning-tree spreads from agent 1 to agent n; for the elements of the latter, the right-hand side of the state equation is composed by element already touched by the information flow (with coefficient γ) and some newly touched element, which consequently does not contribute to the right-hand side. We may therefore choose, N 1,1 p,t = N 1 p,t and N 1,j p,t = ∅ for j = 2 . . . q. This gives rise to the identities α 1,1 (t) = γ and α 1,j (t) = 0 for j ∈ I \ {1} for t = 0, . . . , n − 2. At time t = n − 1, one has N 1 p,t = N and the expansion of this set is completed, so all the terms in the right-hand side come from inside N 1 p,t . Thus, again by letting N 1,1 p,t = N and N 1,j p,t = ∅ for t = n − 1, . . . , n + q − 3 and j = 2 . . . q, one has α 1,1 (t) = 1 and α 1,j (t) = 0. The second spanning-tree departs from the root at t = 1, therefore letting N 2,2 p,0 = N 2 p,0 and N 2,j p,0 = ∅ yields α 2,2 (t) = 1 and α 2,j (t) = 0 for j ∈ I \ {2} for t = 0. Then at t = 1, N 2 p,t = {1} and N 2 p,t+1 = {1, 2} = N 2 p,t ∪ N 1 p,t \ N 2 p,t . More precisely, the corresponding right-hand side comprises two terms as before: a contribution, with coefficient γ, due to agents already attained by the second spanning-tree, plus a term, with coefficient 1 − γ, due to a term coming from an agent not yet touched by the second tree, but already by the first one. We let N 2,1 p,1 = {2}, N 2,2 p,1 = {1}, N 2,j p,1 = ∅ for j = 3 . . . q; this explains that for t = 1 one has: α 2,1 (t) = 1 − γ, α 2,2 (t) = γ and α 2,j (t) = 0 for j ∈ I \ {1, 2}. Similarly, we define N 2,1 p,t = {t + 1}, N 2,2 p,t = {1 . . . t} and N 2,j p,t = ∅ for t = 2 . . . n where the second spanning-tree in turn is completed. Again one obtains α 2,1 (t) = 1 − γ, α 2,2 (t) = γ and α 2,j (t) = 0 for j ∈ I \ {1, 2}. Then for subsequent ts, we let N 2,2 p,t = N and N 2,j = ∅ for j = 2. So that indeed α 2,2 (t) = 1 and α 2,j (t) = 0 for j = 2.
Last, the other spanning-trees appear one by one, and share with their predecessor the same relation than the second one with the first one. This explains the formulas given, until completion of the q-th one, at time t = T . The analysis conducted above leads overall to the matrices shown in Figure 3 , which corresponds to the case n < q (the first spanning-tree is completed at t = n, before the departure of the q-th spanning-tree, at t = q). The case n ≥ q is similar.
For the case of n = 3 agents, formula (22) in Theorem 11 then yields the following estimates, denoted ρ q :
• for q = 1 (corresponding to the method of Theorem 5):
• for q = 2:
• for q = 3:
whence:
The values obtained approximates the exact value 1 − γ with increasing precision, as seen in Figure  4 . These successive improvements are of course consequence of a richer and richer analysis, including more and more settling spanning-trees.
The question of the limiting behaviour when q goes to infinity is of course intriguing: is the exact value found asymptotically? It turns out that the answer is positive, as stated now in the general case of a system with n agents. Lemma 12. The value ofρ q is given by the following formula:
Consequently,ρ q tends towards ρ = 1 − γ when q → +∞, and more preciselỹ
A proof of Lemma 12 is presented in Appendix. The calculations have been checked independently by the authors, using symbolic computation tool.
Although presently limited to special class of examples, Lemma 12 is rather promising: it establishes that tight estimates may be accessed to, when employing large number of settling spanning-trees in the analysis. Extensions are in progress to cover more general cases.
Concomitant spanning-trees
The example previously shown exploit drastically the fact that the different spanning-trees indeed occur one after another. We show here that, otherwise, the techniques of Theorem 11 may provide deceivingly weak results.
Example 8. To illustrate this, we consider a system with n = 6 agents, T -sequentially connected for T = 5. For fixed γ ∈ (0, 1/2), the latter is defined by taking stochastic matrices such that: The information transfers are schematised on Figure 5 . The agents are numbered with Arabic numbers and the Roman numbers describe the different stages of the spanning completion. Only the communications with guaranteed coefficient γ are represented. For simplicity, the self-loops are omitted. The deduced estimate isρ 2 = 1 − γ 5 1/5 . The important point is that it is systematically looser than the previous one. Indeed, the previous formula could have been obtained by taking into account only one of the two spanning-trees, say the "right branch", where the signal circulates in the order 1-2-4-6-5-3. Otherwise said, there would no difference in evaluating the graph similarly schematised, shown on Figure  6 . How to take into account the crossing of the two spanning-trees, a case explicitly discarded in Section 6.1? A general idea is to introduce new "populations". However, this is not so easy, as the fundamental I  II  II  III  IV  IV  V V III lemma is hardly adapted (it is here useful to recall that the diameter of the union of two sets is at most equal to the sum of the diameters of these two sets, if their intersection is non-void).
Along these lines, one may propose an idea for improvement ofρ 2 . Let
. This is just, in fact, the population considered in the one-spanning-tree method leading toρ 1 . We are then allowed to take:
As
the estimate obtained via Theorem 11 is
which verifies:ρ 1 ≤ρ 3 ≤ρ 2 for γ ∈ [0, 1]:ρ 3 does not overpass the precision ofρ 1 .
A careful examination of the previous example shows why no improvement could be obtained: the diameters of the three sets are equal up to the third stage, and the form of the difference inequalities involved forbid the two components fed with by the third one, to become larger than the latter.
However, notice that this paradoxical behaviour is also resulting of the value of the coefficients. The next example indicates that the method proposed in Example 8 can indeed provide better estimates. In other words, the transmission along the "left branch" in Figure 5 occurs with a least coefficient than the right one. This modifies both the evolution of the diameters of N 1 and N 3 , and one now has to modify the values of A by taking
instead of those given in (26) . Using the notations of Example 8 yields the two contraction rate estimates
In particular, when η ≤ γ (1 + 2γ(1 − γ)) 1/2 (a quantity located in [0, 1/3] for γ ∈ [0, 1/2]), then theρ ′ 3 is smaller than the estimateρ ′ 1 , obtained by considering a single spanning-tree.
Conclusion
Several tools for estimating the convergence rate to consensus in multiagents systems were introduced and illustrated through simple examples. The criteria are based on topological as well as basic quantitative information. In accordance to previous results, consensus is reached provided that information can flow at least along some spanning tree from one agent to all of the others. A key quantity, in this respect, appears to be a lower bound on the total weight of the agents located upstream along the information flow for any chosen spanning tree. More general criteria are also provided in which tighter estimates are allowed, provided that more spanning trees are simultaneously taken into account.
These techniques are, in general, based on the idea of considering a decomposition of the overall population into subsets which influence each other in some quantifiable ways. Natural candidates for this partition appear to be the agents already attained by the information flows along the spanning trees. There seem to be technical difficulties in trying to consider other kinds of partitions, as in general, neither the diameter of an union of sets, nor of an intersection of sets, is related to the diameters of the two sets. However, it maybe possible to consider the set of agents attained by one ore more spanning-trees and then the set of agents attained in the reverse order. We leave this as an interesting open question for future research.
The method presented here provides results which are rather tight and inherently robust due to the qualitative nature of the assumptions. It is especially interesting to develop tools for quantitative estimates based on the consideration of simultaneous trees as arising from a single tree which gets repeated through time, as in Example 6. Again this will be topic of further investigations.
A Appendix -Proof of Lemma 1
Define
in such a way that the quantities previously defined in the statement verify:
First of all, notice that, due to the nonnegativity of the coefficients γ k,l (t), identity (2) implies, for any t ∈ N and for any k ∈ N ,
Taking the supremum and arguing similarly for the lower bounds, we obtain:
In particular,
Also, due to the fact that N i (t) ⊆ N , it comes:
and
in such a way that, for nonnegative T ,
This formula permits to complete the proof of Lemma 1.
B Appendix -Proof of Lemma 12 1. One verifies directly that, for any t = 0, . . . , n + q − 3,
where e i is the i-th vector of the canonical basis in R q and δ i≤t≤i+n−1 is 1 (resp. 0) if the condition written in index is fulfilled (resp. violated). Let us first establish the following factorisation formula:
where the matrix B(t) is obtained from A(t) by replacing γ on the diagonal by 1, and 1 − γ by
that is simply:
In formula (32) and below, diag is used to define diagonal matrices. Formula (32) will be proved by induction on the positive integer q. Notice that strictly speaking, the matrices A, B ∈ R q×q depend upon q (and n), but for simplicity we omit here any explicit indication of this dependence. Indeed, for q = 1, A(t) = γ for 0 ≤ t ≤ n + q − 3 = n − 2, and A(n − 2) . . . A(0) = γ n−1 ; while for q = 2, n + q − 3 = n − 1 and (Notice that B(0) = I 2 and B(t) = 1 0 ξ 1 for t = 1, . . . , n − 1).
Assume now that (32) is true at order q − 1 and consider order q. Due to the particular structure of the matrices A and B, which are null except terms on the diagonal and the sub-diagonal, one has
and similarly for B(t). In the previous identities and in subsequent formulas, the products are noncommutative: the convention is that t is decreasing from the left factor to the right one. Now, it is easy to identify the right-hand sides of the two identities (33) with a product of n + (q − 1) − 3 = n + q − 4 matrices A (resp. B) corresponding to the index q − 1 (the last term in the right-hand product in (33a), resp. the first term in the right-hand product in (33b), is equal to diag{I q−1 ; 0}, resp. diag{0; I q−1 }, and can be suppressed). Using the induction hypothesis at order q − 1, one shows that diag{I q−1 ; 0} n+q−3 t=0 A(t) diag{I q−1 ; 0} = γ n−(q−1) diag{1; . . . ; γ q−2 ; 0} diag{I q−1 ; 0} n+q−3 t=0 B(t) diag{I q−1 ; 0} diag{γ q−2 ; . . . ; 1; 0} = γ n−(q−1) γ −1 diag{I q−1 ; 0} diag{1; . . . ; γ q−1 } n+q−3 t=0 B(t) diag{γ q−1 ; . . . ; 1} diag{I q−1 ; 0} = γ n−q diag{I q−1 ; 0} diag{1; . . . ; γ q−1 } n+q−3 t=0 B(t) diag{γ q−1 ; . . . ; 1} diag{I q−1 ; 0} .
One establishes similarly that diag{0; I q−1 } n+q−3 t=0 A(t) diag{0; I q−1 } = γ n−q diag{0; I q−1 } diag{1; . . . ; γ q−1 } n+q−3 t=0 B(t) diag{γ q−1 ; . . . ; 1} diag{0; I q−1 } , and this is indeed sufficient, due to the structure of the matrices A and B mentioned earlier, to prove that (32) is true at order q. This achieves the proof of (32) by induction.
One now estimates the matrix-product
Each term of this product is a lower-triangular matrix, so Π shares the same property. The fact that the canonical basis is orthonormal implies that, for any i > j, i, j ∈ {1, . . . , q}, it holds:
= ξ i−j card (t j+1 , . . . , t i ) ∈ [j, j + n − 2] × · · · × [i − 1, i + n − 3] ∩ N i−j : t j+1 < · · · < t i , and also that the diagonal terms are equal to 1. The previous formula just means that, for a term in e i e T j to emerge from the product, it should be the result of the product (e i e T i−1 ) · (e i−1 e T i−2 ) . . . (e j+1 e T j ) ,
where each of the term between parentheses comes from a certain matrix A(t) -the rest of the factors coming from identity matrices. Conversely, all products of different type vanishes. In order to evaluate the quantities Π i,j previously defined, notice that the change of variables
yields:
card (t j+1 , . . . , t i ) ∈ [j, j + n − 2] × · · · × [i − 1, i + n − 3] ∩ N i−j : t j+1 < · · · < t i = card (t ′ j+1 , . . . , t ′ i ) ∈ ([j, j + n − 2] ∩ N) i−j : t ′ j+1 ≤ · · · ≤ t ′ i .
3.
We now compute explicitly the value of the function F (m, n) defined on N × N as:
F (m, n) . = card (t 1 , . . . , t m ) ∈ ([1, n] ∩ N) m : t 1 ≤ · · · ≤ t m .
Clearly, F (1, n) = n, F (2, n) = n(n + 1) 2 .
Considering separately the cases where t 1 = 1, t 1 = 2, . . . , t 1 = n, one finds the following induction relation:
On the other hand, let G(m, n) . = m + n − 1 m = (m + n − 1)! m!(n − 1)! , one has:
G(1, n) = n 1 = n, G(2, n) = n + 1 2 = n(n + 1) 2 .
Independently, it is known that n m = n − 1 m 
4.
The value of F found before is now used to estimate Π and nextρ q . We deduce from what precedes that, for i > j, Π i,j = ξ i−j F (i − j, n − 1) = ξ i−j i − j + n − 2 i − j = ξ i−j i − j + n − 2 n − 2 .
Recall that Π i,i = 1 and Π i,j = 0 for i < j. From the fact that the matrix Π above is lower-triangular, one finds out by application of Theorem 11 that 1 −ρ n+q−2 q = max i=1,...,q 1 i A(n + q − 3) . . . A(0)1 = 1 q A(n + q − 3) . . . A(0)1 .
From (32) and the previous computations, one thus deduces
Thus,ρ . This achieves the proof of the first equality in the statement of Lemma 12.
5.
To show the identity of the two expressions in Lemma 12, notice that
On the other hand, one shows easily that 1 (n − 2)! d n−2 dδ n−2
This permits to deduce the identity of the two expressions in the statement.
6. Last, we show the limiting property expressed in Lemma 12. From the last formula, one may see that, for every n ≥ 2:ρ q = n+q−2 P n (q, δ)δ q , where P n is a polynomial in q and δ = 1 − γ of degree n − 2 with respect to both variables. Henceforth, taking the limit for q → +∞ yields the estimate: lim q→+∞ρ q = lim q→+∞ n+q−2 P n (q, δ)δ q = δ = 1 − γ , which corresponds to the true value of the converging rate. Indeed, n+q−2 P n (q, δ) = e ln Pn(q,δ)/(n+q−2) = e [(n−2) ln q+ln(1+O(q))]/(n+q−2) , as P n is of degree n − 2 in q. The asymptotic expansion announced in the statement is thus proved, and this achieves the proof of Lemma 12.
