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Abstract
In this paper, we give the following two different partial answers to the same
conjecture:
(i) As is well known, a homogeneous Reinhardt domain in C∗ coincides with
C∗. Generalizing this fact, we show that a pseudoconvex homogeneous Rein-
hardt domain in (C∗)n coincides with (C∗)n itself.
(ii) We classify Liouville foliations which are defined on pseudoconvex Rein-
hardt domains containing the origin in C3. From this, when the preceding
domains are homogeneous, we classify these domains by means of algebraic
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1.1 Holomorphic equivalence problem
Poincaré showed that there is no holomorphic isomorphism of the polydisc
B1 × B1 to the unit ball B2 in C2 (cf. [6]). This is in sharp contrast to the
Riemann mapping theorem in one complex variable. Sunada and Shimizu
generalized the Poincaré example. In order to state their results, we need
two notions.
First, a holomorphic automorphism (zi) 7→ (wi) of (C∗)n, where C∗ is the
set of non-zero complex numbers, is called an algebraic automorphism if its
components are given by Laurent monomials, that is, they are of the form
(1.1) wi = αi zi
ai1 · · · znain , i = 1, · · · , n ;
where (aij) ∈ GL(n,Z) and (αi) ∈ (C∗)n. The group of all algebraic auto-
morphisms of (C∗)n is denoted by Autalg((C
∗)n). This is a 2n-dimensional
Lie group with respect to the compact-open topology, and its identity com-
ponent is the multiplicative group (C∗)n which acts on Cn by the rule that
α · z := (α1z1, · · · , αnzn)
for every α = (α1, · · · , αn) ∈ (C∗)n and every z = (z1, · · · , zn) ∈ Cn. Sup-
pose that D and D′ are domains in Cn and a holomorphic isomorphism
ϕ : D → D′ is induced by an algebraic automorphism Φ of (C∗)n, that is,
ϕ = Φ in D∗ = D ∩ (C∗)n. Then ϕ is said to be an algebraic isomorphism
and the two domains D, D′ are called algebraically equivalent.
Secondly, suppose that a domain D in Cn is stable under rotations about
the coordinate axes, that is, α · z ∈ D for every α ∈ U(1)n ⊂ (C∗)n and
every z ∈ D, where U(1) is the one-dimensional unitary group. Then D is
called a Reinhardt domain. For example, the polydisc and the unit ball are
Reinhardt domains.
Theorem1.1. (Sunada [12]). If two bounded Reinhardt domains in Cn
containing the origin are holomorphically equivalent, then there exists an
algebraic isomorphism between them induced by an algebraic automorphism
(zi) 7→ (wi) of (C∗)n of the form
(1.2) wi = αizσ(i), i = 1, · · · , n ;
where σ is a permutation of the indices and (α1, · · · , αn) ∈ (C∗)n.
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There is no algebraic isomorphism of the form (1.2) between the polydisc
and the unit ball in C2. Hence, by the above theorem, they are not holo-
morphically equivalent. In other words, Theorem 1.1 includes the Poincaré
example. Moreover, Shimizu [8] removed the assumption, that is, that the
domains contain the origin, from Theorem 1.1:
Theorem1.2. If two bounded Reinhardt domains in Cn are holomorphi-
cally equivalent, then they are algebraically equivalent.
If two Reinhardt domains contain the origin, then every algebraic isomor-
phism between them must be of the form (1.2). Hence, Theorem 1.2 implies
Theorem 1.1 as a corollary and gives a partial answer in the bounded case of
the following problem:
Holomorphic equivalence problem. If two Reinhardt domains D
and D′ in Cn are holomorphically equivalent, then are they also algebraically
equivalent?
Unfortunately, in the unbounded case, or when log D∗ and log(D′)∗ con-
tain a complete straight line (see Section 2.1), we know little. This is because,
in such a case, we cannot use the following theorem:
Cartan’s theorem (cf. [1]) Let D be a bounded domain in Cn. Then
Aut(D), which is the holomorphic automorphism group of D, has the struc-
ture of a Lie group with respect to the compact-open topology and acts as a
Lie transformation group on D.
For this reason, Shimizu [9], [10] introduced the notion of Liouville folia-
tion (cf. Definition 2.4) and obtained the following result: For a pair (a, b) of
non-negative constants with (a, b) 6= (0, 0) and positive constant r, we define
an unbounded Reinhardt domain Da, b(r) in C
2 by
Da, b(r) := {(z, w) ∈ C2 | |z|a|w|b < r}.
For example, in the case of b = 0, the domain Da, b(r) is considered to be
{(z, w) ∈ C2 | |z|a < r}.
Theorem1.3. If Da, b(r) and Du, v(s) are holomorphically equivalent,
then they are algebraically equivalent under an automorphism of C2 given by
(z, w) 7→ (αz, βw) or (z, w) 7→ (γw, δz),
where α, β, γ, δ are non-zero complex constants.
5
Note that the proof of Theorem1.3 yields the classification of the Liouville
foliations which are defined on unbounded pseudoconvex Reinhardt domains
containing the origin in C2 (cf. Theorem 4.1).
1.2 Conjecture
Related to the holomorphic equivalence problem, we have the problem of
determining canonical forms of homogeneous Reinhardt domains. Here, a
complex manifold M is said to be homogeneous if Aut(M) (that is, the holo-
morphic automorphism group of M) acts on M transitively. If a Reinhardt
domain is bounded, then the following result has been shown [8].
Theorem1.4. Let D be a bounded Reinhardt domain in Cn. If D is
homogeneous, then D is algebraically equivalent to the direct product Bn1 ×
· · · × Bnk of balls, where Bni denotes the unit ball in Cni.
For the general case, canonical forms of homogeneous Reinhardt domains
are conjectured to be as follows:
Conjecture. For every homogeneous Reinhardt domain D in Cn, there
exist k positive integers n1, · · · , nk (k may be 0) and non-negative integers
l,m such that D is algebraically equivalent to the direct product Bn1 × · · · ×
Bnk × Cl × (C∗)m.
Theorem 1.4 means that this conjecture is true when D is bounded. Note
also that this conjecture includes the remarkable assertion that every ho-
mogeneous Reinhardt domain is pseudoconvex. However, for when D is
unbounded, no proof has yet been reported. For that reason, under the
additional condition that D be pseudoconvex, Shimizu and Kimura gave a
partial answer for the unbounded case [11]:
Theorem1.5. Let D be a pseudoconvex Reinhardt domain in (C∗)n. If
D is homogeneous, then D coincides with (C∗)n.
On the other hand, in the case of n = 2, it follows from Corollary 4.2
herein that the conjecture is true if D is pseudoconvex and contains the
origin. Note that the condition that D contain the origin conflicts with the
condition of Theorem 1.5 that D contain no coordinate hyperplanes.
The purposes of this paper consist of giving the proof of Theorem 1.5, and
generalizing Theorem 4.1 herein to the three-dimensional case which implies
the same dimensional generalization of Corollary 4.2.
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2 Preliminaries
2.1 Covering tube domain
Suppose that D is a Reinhardt domain and D∗ is defined by D ∩ (C∗)n. If
D is pseudoconvex, then we can explicitly construct a universal covering of
D∗ which is a useful tool for investigating D.
A tube domain TΩ is a domain in C
n defined by TΩ = Ω+
√
−1Rn, where
Ω is a domain in Rn and is called the base of TΩ. Now, consider a mapping
log : (C∗)n → Rn defined by
log(z1, · · · , zn) = (−(2π)−1 log |z1|, · · · ,−(2π)−1 log |zn|).
We make each Reinhardt domain D in Cn correspond to a tube domain TΩ
in Cn such that Ω = log D∗. Then, TΩ is a covering manifold of D
∗. Its
covering map $ : TΩ → D∗ is the restriction of a natural covering map
$ : Cn → (C∗)n defined by
$(ζ1, · · · , ζn) = (exp(−2πζ1), · · · , exp(−2πζn)).
Its transformation group G(TΩ/D
∗) is given by {ση|η ∈ Z}, where ση is a
translation of Cn: ση(ζ) = ζ + η for ζ ∈ Cn.
It is well known that the following relationships between pseudoconvexity
of D and convexity of log D∗ hold (cf. [4]):
Proposition 2.1. Let D be a Reinhardt domain in Cn. Then D is
pseudoconvex if and only if the following hold:
(1) log D∗ is convex,
(2) D is relatively complete, i.e., for every j = 1, · · · , n, if D ∩ Hj 6=
φ, then D̂j ⊂ D, where Hj = {(z1, · · · , zn) ∈ Cn|zj = 0} and D̂j =
{(z1, · · · , αzj, · · · , zn)| (z1, · · · , zn) ∈ D, α ∈ B1}.
In particular, if D contains the origin, then D must be complete.
Therefore, if D is pseudoconvex, then $ : TΩ → D∗ is the universal
covering of D∗. Indeed, since Ω = log D∗ is convex, Ω is simply connected,
and so is TΩ.
2.2 Lifting of an algebraic isomorphism.
Suppose that D and D′ are Reinhardt domains in Cn, ϕ : D → D′ is an
algebraic isomorphism, and Φ : TΩ → TΩ′ is a lifting of ϕ, where TΩ and TΩ′
7
denote the covering tube domains of D and D′, respectively. We will discuss
the relationship between ϕ and its lifting Φ.
Let GL(n,Z) n Cn be the group of all complex affine transformations
of Cn whose linear parts belong to GL(n,Z). Let Φ be any element of
GL(n,Z) n Cn of the form Φ(ζ) = Aζ + α, where A = (aij) ∈ GL(n,Z)




−2παizai11 · · · zainn , i = 1, 2, · · · , n.
The mapping ρ : GL(n,Z) n Cn → Autalg((C∗)n) assigning ϕ to Φ is a
surjective group homomorphism, whose kernel is given by {ση|η ∈ Z}. Then,
the following holds:
(2.1) $ ◦ Φ = ρ(Φ) ◦ $
for every Φ ∈ GL(n,Z) n Cn, where $ : Cn → (C∗)n is the covering map.
From (2.1), we see that ρ(Φ)(D) = D′ if and only if Φ(TΩ) = TΩ′ . Con-
sequently, we have the following result:
Proposition 2.2. Let D and D′ be Reinhardt domains in Cn. Then,
for every algebraic isomorphism ϕ : D → D′, its lifting Φ : TΩ → TΩ′ ∈
GL(n,Z) n Cn is uniquely determined up to an element of {ση|η ∈ Z}, and
vice versa.
In particular, if D contains the origin, then every algebraic isomorphism
ϕ : D → D′ must be of the form (1.2). Therefore, its lifting Φ : TΩ → TΩ′
is the composition of a permutation of the coordinates and a translation of
Cn.
2.3 `(D)
Suppose that D is a pseudoconvex Reinhardt domain in Cn, and set Ω =
log(D∗). By Proposition 2.1, Ω is convex in Rn. Hence, we have the maximal
affine subspace A(D) of Ω, which is uniquely determined, and have the linear
subspace V (D) in Rn which consists of all translations of A(D). Then, we
set
`(D) := dimR V (D).
The integer `(D) between 0 and n associated with D represents the essential
size of D. In fact, there exists an affine transformation f of Rn such that
f(Ω) = Ξ(1) × R`,
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where ` = `(D), and Ξ(1) is a convex domain in Rn−` containing no complete
straight lines (cf. [4]). Now, we write f(ξ) = Aξ + a for ξ ∈ Rn, where
A ∈ GL(n,R), a ∈ Rn, then f naturally gives rise to an affine transformation
of Cn, that is, f(η) = Aη + a for η ∈ Cn. As a consequence, we have
f(TΩ) = Tf(Ω) = TΞ(1)×R` = TΞ(1) × TR` = TΞ(1) × C`,
and hence TΩ is holomorphically equivalent to TΞ(1) ×C`. In particular, when
`(D) = 0, we may assume that f is an element of GL(n,Z) n Rn, and we
have
f(Ω) = Ξ(1) ⊂ {(ξ1, · · · , ξn) ∈ Rn| ξi > 0, i = 1, · · · , n}.
Hence, by Proposition 2.2, the domain D∗ is algebraically equivalent to a
bounded Reinhart domain in (C∗)n (cf. [4]).
Proposition 2.3. Suppose that D is a Reinhart domain in Cn. If D is
pseudoconvex, then the tube domain TΩ of D
∗ is holomorphically equivalent to
TΞ (1) ×C `(D), where Ξ(1) is a convex domain in Rn−` containing no complete
straight lines. In particular:
(1) If `(D) = 0, then D∗ is algebraically equivalent to a bounded Reinhardt
domain.
(2) If `(D) = n, then D∗ coincides with (C∗)n.
2.4 Liouville foliation
The notion of Liouville foliation was introduced by Shimizu (see [9], [10]) in
order to analyze unbounded Reinhardt domains and look for their holomor-
phic automorphism groups.
For a complex manifold M , let f1, · · · , fm be bounded holomorphic func-
tions on M and g1, · · · , gn be bounded plurisubharmonic (briefly, psh) func-
tions on M . Then, a map ϕm,n := (f1, · · · , fm, g1, · · · , gn) on M is called a
Liouville map.
Definition 2.4. Let M be a complex manifold. A collection F =
{Σα}α∈A of subsets of M is called a Liouville foliation on M if the following
conditions are satisfied :
(L1) If α1 6= α2 , then Σα1 ∩ Σα2 = φ ;
(L2) ∪
α∈A
Σα = M ;
(L3) Any bounded psh function on M takes a constant value on each Σα ;
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(L4) For every α1, α2 ∈ A with α1 6= α2, there exist a pair (m,n) of non-
negative integers and a Liouville map ϕm,n on M such that the constant values
of ϕm,n on Σα1 and Σα2 are different. Then, we say that ϕm,n separates Σα1
and Σα2 .
By condition (L3), any Liouville map on M takes a constant value on
each Σα. In addition, if we can choose all integers n to be 0 in (L4), then we
may replace psh function by holomorphic function in (L3).
Definition 2.5. Let E be a subset of a complex manifold M . Then a
collection FE = {Σ′β}β∈B of subsets of E is called a sub-Liouville foliation on
E if all conditions in Definition 2.3 are satisfied when we replace Σα by Σ
′
β.
Suppose M = E t E ′, i.e., the disjoint union of E and E ′, and suppose
that E ′ has a sub-Liouville foliation FE′ = {Σ′′γ}γ∈C . If any Σ′β ∈ FE and
any Σ′′γ ∈ FE′ are separated by some Liouville map on M , then we see that
F = FE t FE′ is a Liouville foliation on M .
Note that each subset of M has at most one structure of sub-Liouville
foliation (cf. [9], [10]):
Proposition 2.6. Let M be a complex manifold and E be a subset of
M . If F1 = {Σα}α∈A and F2 = {Σ′β}β∈B are two sub-Liouville foliations on
E, then they coincide, that is, there exists a bijection τ : A → B such that
Σα = Σ
′
τ(α) for every α ∈ A.
The following lemma is easily proved by using the notion of Liouville
foliation, but it is important for deciding the canonical forms of Reinhardt
domains.
Lemma 2.7. Let E ×C` and E ′ ×C`′ be two domains in Cn, where E
and E ′ are domains in Cn−` and Cn−`
′
, respectively, that are holomorphically
equivalent to bounded domains. Suppose that there exists a biholomorphic
mapping Φ of E × C` onto E ′ × C`′. Then ` and `′ coincide. Moreover, if
each point w ∈ Cn = Cn−` × C` is written as
w = (w(1), w(2)), w(1) ∈ Cn−`, w(2) ∈ C`,
then Φ : E × C` → E ′ × C`′ has the form
w = (w(1), w(2)) 7→ (Φ(1)(w(1)), Φ(2)(w)),
where Φ(1) : E 3 w(1) 7→ Φ(1)(w(1)) ∈ E ′ gives a biholomorphic mapping of E
onto E ′.
10
Next, we define the dimension of a Liouville foliation F = {Σ} on a
Reinhardt domain D in Cn.
If Σ is the real submanifold of D, then Σ is said to be non-singular. On the
other hand, suppose that there exists C∞-map f = (f1, · · · , fp) : D → Rp
such that
Σ = {z = (z1, · · · , zn) ∈ D|f(z) = 0}.
If {z ∈ Σ | df(z) = 0} 6= φ and Σ \ {z ∈ Σ | df(z) = 0} is the finite disjoint
union of real submanifolds Σk of D, k = 1, · · · , q, then Σ is called quasi-
singular. We call the number
max { dim Σk | k = 1, · · · , q}
the dimension of Σ.
Definition 2.8. Let D be a Reinhardt domain in Cn. Suppose that D
has a Liouville foliation F = {Σα}α∈A, and set
F ′ := {Σα ∈ F |Σα ∩ D∗ 6= φ}.
If all elements of F ′ are non-singular and have the same dimension m, then
the number m is called the dimension of F , and is denoted by dimF .
3 Some Reinhardt domains in (C∗)n
In this section, we prove Theorem 1.5 according to [11]. Let D be a pseu-
doconvex homogeneous Reinhardt domain in (C∗)n. Then, D coincides with
(C∗)n if and only if `(D) = n. Therefore, suppose `(D) < n, and we shall
derive a contradiction.
If `(D) = 0, then D is algebraically equivalent to a bounded Reinhardt
domain. By Theorem 1.4, every homogeneous bounded Reinhardt domain is
algebraically equivalent to the direct product D′ := Bn1 × · · · ×Bnk of balls,
which contains the origin. Hence, there exists a holomorphic isomorphism of
D onto D′ induced by an algebraic automorphism (zi) 7→ (wi) of (C∗)n of the
form wi = αizτ(i), i = 1, · · · , n, where τ is a permutation of {1, 2, · · · , n} and
(α1, · · · , αn) ∈ (C∗)n. Consequently, D contains the origin, which contradicts
the assumption D ⊂ (C∗)n.
Now we suppose 0 < `(D) < n, and set k = n − `(D). We divide the
proof into four steps.
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Step 1. Let TΩ be the covering tube domain of D and let Γ := {ση|η ∈ Zn}
be its covering transformation group. We denote by ϕ̃ ∈ Aut(TΩ) a lifting of
ϕ ∈ Aut(D). The set G of all liftings ϕ̃ forms a subgroup of Aut(TΩ) and is
given as the normalizer of Γ in Aut(TΩ). Since the covering transformation
group Γ is isomorphic to the additive group Zn, for every ϕ̃ ∈ G there exists
a unique A ∈ GL(n,Z) such that
(3.1) ϕ̃ ◦ ση ◦ ϕ̃−1 = σAη.
From this, we have a linear representation ρ of G on GL(n,Z) such that
G 3 ϕ̃ 7→ A ∈ GL(n,Z). By assumption, Aut(D) acts on D transitively.
Therefore, G acts on TΩ transitively.
Next, we shall see what influence a permutation of coordinates has on
the linear representation ρ of G. We consider a linear transformation of Cn
represented by a matrix Pτ := (δτ(i)j) ∈ GL(n,Z), where τ is a permutation
of {1, 2, · · · , n}. Then, the universal covering $ : TΩ → D is replaced by
the covering Pτ ◦ $ ◦ P−1τ : TPτ (Ω) → Pτ (D), and a lifting of Pτ ◦ ϕ ◦ P−1τ ∈




−1m) = ϕ̃(ζ) +
√
−1Am
for every ζ ∈ TΩ and every m ∈ Zn. Hence, we have
Pτ ◦ ϕ̃ ◦ P−1τ (ζ +
√
−1m) = Pτ ◦ ϕ̃ (P−1τ (ζ) +
√
−1P−1τ (m))





= Pτ ◦ ϕ̃ ◦ P−1τ (ζ) +
√
−1PτAP−1τ m
for every ζ ∈ TPτ (Ω) and every m ∈ Zn. Consequently, the linear represen-




Step 2. We would like to represent the domain Ω = log(D) in Rn as
simply as possible. By means of a linear transformation L on Rn induced
by a suitable permutation of coordinates, we make V (D) parallel to some
coordinate axes.
For simplicity, write ` := `(D). Since dim V (D) = `, there exists a
basis {v1, · · · , v`} of V (D) over R. We write V := (v1, · · · , v`), which is an
n× ` matrix consisting of column vectors v1, · · · , v`. As rank V = `, doing a
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where V (1) is a k×` matrix and V (2) is a non-singular `×` matrix. Moreover,
by means of elementary transformations to column vectors of V if necessary,





























Writing Ξ := LΩ, we have
(3.4) Ξ = Ξ(1) × R`,
where Ξ(1) is a convex domain in Rk containing no complete straight lines.
If we consider L as a linear transformation of Cn, then
L(TΩ) = TL(Ω) = TΞ = TΞ(1) × Cl,
and Φ := L ◦ ϕ̃ ◦ L−1 ∈ Aut(TΞ) satisfies
Φ(w +
√
−1Lm) = Φ(w) +
√
−1LAm(3.5)
for every w ∈ TΞ and every m ∈ Zn. Indeed, by (3.2),
Φ(w +
√
−1Lm) = L ◦ ϕ̃ ◦ L−1(w +
√
−1Lm)
= L ◦ ϕ̃ (L−1w +
√
−1m)






Note that LGL−1 acts on TΞ transitively.
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Step 3. We consider a holomorphic automorphism:










∈ TΞ(1) × C`,
where w(1), Φ(1)(w) ∈ TΞ(1) and w(2), Φ(2)(w) ∈ C`. Since Ξ(1) is a convex
domain in Rk containing no complete straight lines, TΞ(1) is holomorphically
equivalent to a bounded domain in Ck. Hence, Lemma 2.7 implies that
the first component Φ(1) depends only on w(1) and Φ(1) : TΞ(1) 3 w(1) 7→
Φ(1)(w(1)) ∈ TΞ(1) is a holomorphic automorphism.
We shall next see a more precise form of Φ(1). For every A = ρ(ϕ̃) with







where A(1) is a k×k matrix, and A(2), A(3), A(4) are k×`, `×k, `×` matrices,
respectively. Note that the matrix L defined by (3.3) is independent of A.
We will later see that A(1) is an element of GL(k,R). Set
(3.7) L(1) := (Ik,−V (1)), (LA)(1) := (A(1), A(2)).
Then, by (3.5), Φ(1) satisfies
(3.8) Φ(1)(w (1) +
√
−1L (1)m) = Φ(1)(w (1)) +
√
−1(LA) (1)m
for every w(1) ∈ TΞ(1) and every m ∈ Zn. In particular, setting
m = t(m1, · · · , mk, 0, · · · , 0),
and writing m(1) := t(m1, · · · ,mk), by (3.7) we have
L(1)m = m(1), (LA)(1)m = A(1)m(1).
Hence, (3.8) implies
(3.9) Φ(1)(w (1) +
√
−1m (1)) = Φ(1)(w (1)) +
√
−1A (1)m (1)
for every w (1) ∈ TΞ (1) and every m (1) ∈ Zk, and by [11, Lemma 2.2] the
matrix A(1) is non-singular. Therefore, by [11, Proposition 2.2], we see Φ(1) ∈
GL(k,R) nCk, that is, there exist B(1) ∈ GL(k,R) and β(1) ∈ Ck such that
(3.10) Φ(1)(w(1)) = B(1)w(1) + β(1).
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Substituting (3.10) into (3.9) yields B(1)m(1) = A(1)m(1) for every m(1) ∈ Zk.
Consequently, we see that B(1) = A(1), or
(3.11) Φ(1)(w(1)) = A(1)w(1) + β(1) for every w(1) ∈ TΞ (1) .




acts on TΞ(1) transitively.
In (3.11), we can decompose Φ(1) into real and imaginary components,
since A(1) ∈ GL(k,R). Namely, we can write
w(1) =: ξ(1) +
√
−1 η(1), β(1) =: a(1) +
√
−1 b(1),
where ξ(1), η(1), a(1), b(1) are elements of Rk. Then, we have
Φ(1) (w (1)) = A (1)ξ (1) + a (1) +
√
−1 (A (1)η (1) + b (1))
and the real component
(3.12) Re Φ(1) (ξ (1)) := A (1)ξ (1) + a (1)
gives an affine automorphism of the domain Ξ(1). Then, H(1) :=
{
Re Φ(1)|Φ(1) ∈ G(1)
}
acts on Ξ(1) transitively.
Step 4. We see that in (3.12) the translational part a(1) is uniquely
determined by the linear part A(1):
Lemma 3.1 If A (1)ξ (1) + a (1) and A (1)ξ (1) + b (1) are elements of H(1),
then a (1) = b (1).
Proof. By the assumptions, we have
A (1)(Ξ (1)) + a (1) = Ξ (1), A (1)(Ξ (1)) + b (1) = Ξ (1).
Since Ξ (1) − a (1) = A (1)(Ξ (1)), it follows that
Ξ (1) + (b(1) − a(1)) = (Ξ (1) − a(1)) + b(1) = A (1)(Ξ (1)) + b(1) = Ξ (1).
Since Ξ (1) is a convex domain containing no complete straight lines, this can
only happen when b(1) − a(1) = 0.
Note that in (3.6), A (1) is the k × k principal matrix of LA, where L ∈
GL(n,R) is the fixed matrix determined by the domain D and A ∈ ρ(G) ⊂
GL(n,Zn). By Lemma 3.1, we have a surjection of ρ(G) onto H(1). Since
ρ(G) is at most countable, so is H(1). This contradicts the fact that H(1)
acts on Ξ(1) transitively, and the proof of Theorem 1.5 is completed.
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4 Some Reinhardt domains in C2
Let D be a unbounded, proper, pseudoconvex Reinhardt domain containing
the origin in C2. By Proposition 2.1, D must be complete. Furthermore,
by Proposition 2.3, we have `(D) = 1. Hence, there exists non-negative real
constants a, b with (a, b) 6= (0, 0) such that D is algebraically equivalent to
Da, b := {(z, w) ∈ C2| |z|a|w|b < 1}.
Therefore, D may be identified with Da, b. We define the number associated
with D as
δ(D) := dim{a, b}Q,
where {a, b}Q is the linear subspace generated by a and b over Q. The
number δ(D), either 1 or 2, plays a specific role in the classification of the
Liouville foliation which is defined on a Reinhardt domain D. Note that,
by the last part of Section 2.2, both `(D) and δ(D) are algebraic invariants.
The following classification is substantially due to Shimizu [9], [10]:
Theorem 4.1. Suppose that D is an unbounded, proper, pseudoconvex
Reinhardt domain containing the origin in C2. Then the Liouville foliation
F on D is as follows.
(1) If δ(D) = 1, then we may assume that (a, b) is a primitive element of the
free module Z2.
(i) if ab = 0, then we may assume without loss of generality (a, b) = (1, 0),
and D may be identified with B1 × C. The foliation F on D consists of
Σζ := C × {ζ}, ζ ∈ B1.
Since F ′ = F \ Σ0, we have dimF = 2.
(ii) if ab 6= 0, then the foliation F on D consists of
Σζ := {(z, w)| zawb = ζ }, ζ ∈ B1.
Since F ′ = F \ Σ0, we have dimF = 2, and Σ0 = {(z, w)| zw = 0 } is
quasi-singular.
(2) If δ(D) = 2 and b/a = c /∈ Q, then D may be identified with D1,c. The
foliation F on D consists of
Σt := {(z, w)| |z||w|c = t }, t ∈ I := {t ∈ R| 0 ≤ t < 1}.
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Since F ′ = F \ Σ0, we see dimF = 3, and Σ0 = {(z, w)| zw = 0 } is quasi-
singular.
Let ϕ be a holomorphic automorphism of D, and F be a Liouville foliation
on D. Since ϕ(F) is also a Liouville foliation on D, they must coincide by
Proposition 2.6. Therefore, if F has both singular and non-singular elements,
then D is not homogeneous. From this and Theorem 4.1, the following holds.
Corollary 4.2. Let D be a Reinhardt domain as in Theorem 4.1. If D
is homogeneous, then D is algebraically equivalent to the product B1 × C.
5 Some Reinhardt domains in C3
From now on, all the Reinhardt domains are unbounded, proper, pseudocon-
vex, and containing the origin in C3, unless otherwise noted.
5.1 δ(D)
First, we define δ(D) in the case of three-dimensional complex space. By
Proposition 2.3, we have
`(D) = 1, 2.
If `(D) = 2, then, since D is complete, there exists a triplet (a1, a2, a3)
of non-negative real constants such that D is algebraically equivalent to a
Reinhardt domain
(5.1) Da1, a2, a3 = {(z1, z2, z3) ∈ C3| |z1|a1 |z2|a2 |z3|a3 < 1},
where we may assume a1 6= 0 without loss of generality. Set ~π := (a1, a2, a3),
and define δ(D) by
δ(D) := dim{a1, a2, a3}Q.
If `(D) = 1, then, without loss of generality, the group of translations
V (D) may be generated by a vector
~l = (−l1,−l2, 1),
and we define δ(D) by
δ(D) := dim{−l1,−l2, 1}Q .
Note that a pair (`(D), δ(D)) associated with D is an algebraic invariant,
as in the case of C2.
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5.2 Main Theorem
As mentioned at the end of Section 1.2, one purpose of this paper is to prove
the following theorem, which is a generalization of Theorem 4.1 to the case
of C3.
Theorem 5.1. The dimension of a Liouville foliation F which is defined








Except for the cases of `(D) = 1, ~l = (0, 0, 1) and `(D) = 2, ~π = (1, 0, 0),
which are the exceptional types of (`(D), δ(D)) = (1, 1) and (2, 1), respec-
tively, the Liouville foliation F has both singular and non-singular elements.
Theorem 4.1 implies that the notion of non-singular is equivalent to the
notion of quasi-singular in the case of C2. In the following, we shall see that
the two notions also coincide in the case of C3.
If (`(D), δ(D)) = (1, 2), then we do not know whether the Liouville folia-
tion F has a dimension in the sense of Definition 2.8. However, investigating
the cases of (`(D), δ(D)) = (1, 1) and (2, 1) in detail, we have the following
corollary as a partial solution to the conjecture.
Corollary 5.2. If a Reinhardt domain D is homogeneous, then D is
algebraically equivalent to either B1 × B1 × C or B2 × C or B1 × C2.
6 Domains of Section 5 with `(D) = 2
Since `(D) = 2, a Reinhardt domain D is of the form (5.1):
Da1, a2, a3 = {(z1, z2, z3) ∈ C3| |z1|a1 |z2|a2 |z3|a3 < 1},
where (a1, a2, a3) is a triplet of non-negative real constants with a1 6= 0.
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6.1 Case of δ(D) = 1
Since δ(D) = 1, we may assume that (a1, a2, a3) is a primitive element of Z
3.
Case 1. If a1a2a3 6= 0, then for every ζ ∈ B1, we define Σζ by
Σζ := {(z1, z2, z3) ∈ C3| za11 za22 za33 = ζ},
and then F = {Σζ}ζ∈B1 satisfies conditions (L1) and (L2).
(1) If ζ ∈ B∗1 , then, since (a1, a2, a3) is primitive, there exists an algebraic




















Hence, ϕ(Σζ) = {ζ} × (C∗)2, that is, Σζ is algebraically equivalent to (C∗)2.
Therefore, Σζ is non-singular and has dimension 4.
(2) If ζ = 0, we have
Σ0 = {(z1, z2, z3) ∈ C3| z1z2z3 = 0},
which is quasi-singular and has dimension 4.
Hence, by Riemann’s removable singularities theorem, any bounded holo-
morphic function on D takes a constant value on each Σ, that is, F satisfies







separates any pair of elements of F . Therefore, F also satisfies (L4) and so
is a Liouville foliation on D.
Case 2. If only one element of {a1, a2, a3} equals 0, then, without loss of
generality, we may assume a1a2 6= 0, a3 = 0. Therefore, D is of the form
Da1, a2, 0 = {(z1, z2, z3) ∈ C3| |z1|a1 |z2|a2 < 1}.
In little change from case 1, we have the Liouville foliation F = {Σζ}ζ∈B1
defined by
Σζ := {(z1, z2, z3) ∈ C3| za11 za22 = ζ} for ζ ∈ B1.
(1) If ζ ∈ B∗1 , then Σζ is algebraically equivalent to C∗ × C, which is
non-singular and has dimension 4.
(2) If ζ = 0, then Σ0 = {(z1, z2, z3) ∈ C3| z1z2 = 0}, which is quasi-
singular and has dimension 4.
Any pair of elements of F are separated by a bounded holomorphic func-






Case 3. If a2 = a3 = 0, then D is of the form
Da1, 0, 0 = {(z1, z2, z3) ∈ C3| |z1| < 1} = B1 × C2.
Hence,
Σζ = {ζ} × C2, ζ ∈ B1
can be pieced together to give a Liouville foliation F on D. Any element
Σ ∈ F is non-singular and has dimension 4.
6.2 Case of δ(D) = 2
Since a1 6= 0, we may replace (a1, a2, a3) with (1, b, c), where b and c are
non-negative real constants. In addition, since δ(D) = 2, without loss of
generality, we may assume c /∈ Q and either
(i) b ∈ Q or
(ii) b /∈ Q and b/c ∈ Q.
In either case, D is algebraically equivalent to
D1, b, c = {(z1, z2, z3) ∈ C3 | |z1||z2|b|z3|c < 1}.
Case 1. Suppose b ∈ Q and c /∈ Q. In order to decide a Liouville foliation
on D, we need the following lemma, which is a straightforward generalization
of a lemma in [10].
Lemma 6.1. Suppose that b, c are given as above and α is a complex
constant ξ + η
√
−1 (ξ, η ∈ R). Let Πα be the complex hyperplane defined by
Πα := {(w1, w2, w3) ∈ C3 |w1 + bw2 + cw3 = α}.
Then, the image of Πα under the covering map $ : C
n → (C∗)n is dense in
the set
Σξ := {(z1, z2, z3) ∈ (C∗)3 | |z1||z2|b|z3|c = e−2πξ}.
Proof. Write w2 = u + v
√
−1 and w3 = x + y
√
−1. Then we have
$(Πα) = {(ζ1, ζ2, ζ3) |x, y, u, v ∈ R}, where





−1 − b(u + v
√




























the following hold: 
ζ1 = ρu, x · ev exp(2πcy
√
−1 ),
ζ2 = exp(−2πu) exp(−2πv
√
−1 ),




Fix real parameters u, v, x of Πα, and consider the real line Lu, v, x which is
a subset of a complex hyperplane Πα and the two-dimensional torus Tu,v,x =
{(τ1, τ2, τ3) | (e1, e2) ∈ T = U(1)2}, where
τ1 = ρu,v · e1,
τ2 = exp(−2πu) exp(−2πv
√
−1),
τ3 = exp(−2πx) · e2.
(6.2)
Then we see
(6.3) Πα = t
u, v, x∈R
Lu,v,x, Σξ = t
u, v, x∈R
Tu,v,x.
It follows from (6.1) and (6.2) that $(Lu,v,x) ⊂ Tu,v,x. Hence, by (6.3), the
proof will be complete once we show
$(Lu,v,x)
− = Tu,v,x.










ϕ(e1, e2) = (τ1 · ev, τ2, τ3).
Then we have $(Lu,v,x) = ϕ ◦ ι(R). Since ϕ is a homeomorphism of T onto
Tu,v,w, the following holds:
$(Lu,v,x)
− = ϕ(ι(R)−).
On the other hand, with respect to the periods of ι,
2πc/ − 2π = −c /∈ Q.
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Consequently, ι(R)− = T , that is, $(Lu,v,x)
− = Tu,v,x.
Now, we look for the Liouville foliation F of D1,b,c with c /∈ Q. For each
ρ ∈ I := {t ∈ R | 0 ≤ t < 1}, we define Σρ by
Σρ := {(z1, z2, z3) ∈ C3 | |z1||z2|b|z3|c = ρ}.
Since a family F = {Σρ | ρ ∈ I} satisfies conditions (L1) and (L2), we shall
see F also satisfies condition (L3).
(1) If ρ > 0, then Σρ is non-singular of dimension 5, and Σρ ⊂ D∗1,b,c ⊂
D1,b,c. The logarithmic image of D
∗
1,b,c is
Ω1,b,c = {(x1, x2, x3) ∈ R3 | x1 + bx2 + cx3 > 0},
and the universal covering of D∗1,b,c is TΩ1,b,c .
It suffices that for every bounded psh function u on D1,b,,c and any two
points p, q of Σρ we show u(p) = u(q). Choosing a point p̃ (w̃1, w̃2, w̃3) of a
fiber $−1(p), set
α := w̃1 + bw̃2 + cw̃3,
and consider the complex hyperplane Πα given by
Πα := {(w1, w2, w3) ∈ C3 |w1 + bw2 + cw3 = α},
which is a subset of the covering space TΩ1,b,c . Then, by Lemma 6.1, $(Πα)
is a dense subset of Σρ containing the point p.
On the other hand, u ◦$ |Πα may be considered a bounded psh function
on C2. Now, we need the following theorem (cf. [7], [4]):
Liouville’s Theorem Every plurisubharmonic function on Cn which is
bounded above must be constant.
From this, u ◦$ |Πα takes a constant value, that is, u is constant on $(Πα).
Hence, since a psh function u is upper semicontinuous,
u(p) = lim sup
$(Πα)3p1→q
u(p1) ≤ u(q).
In the same way, we have u(p) ≥ u(q), and, consequently, u(p) = u(q).
(2) If ρ = 0, then the following holds:
Σ0 =
{
{(z1, z2, z3) | z1z2z3 = 0 }, when b 6= 0;
{(z1, z2, z3) | z1z2 = 0 }, when b = 0.
22
In either case, Σ0 is quasi-singular of dimension 4, and any bounded psh
function on D1,b,c takes a constant value on Σ0.
Finally, any pair of elements of F are separated by the bounded psh
function ϕ(z1, z2, z3) := |z1||z2|b|z3|c on D1,b,c. Therefore, D1,b,c has a Liouville
foliation F .
Case 2. Suppose b /∈ Q, c /∈ Q and b/c ∈ Q. This case is the same as case
1 except for the possibility that b = 0 because Lemma 6.1 also holds when
b /∈ Q.
6.3 Case of δ(D) = 3
From Section 6.2,
b /∈ Q, c /∈ Q, and b/c /∈ Q.
Note that the condition b/c /∈ Q has no influence on Lemma 6.1. Therefore,
we have the same results in this case as seen in case 2 for δ(D) = 2.
7 Domains of Section 5 with `(D) = 1
We first recall a fact mentioned following Theorem 1.1: Let D and D′ be
Reinhardt domains. Since D contains the origin, every algebraic isomorphism
ϕ : D → D′ must be of the form (1.2). Therefore, its lifting Φ : TΩ → TΩ′
is the composition of a permutation of the coordinates and a translation of
Cn, where Ω and Ω′ are logarithmic images of D∗ and (D′)∗, respectively.
7.1 Fundamental Reinhardt domains
For a Reinhardt domain D, we may assume that the group of translations
V (D) of the maximal affine subspace A(D) of log(D∗) is generated by
~l = (−l1,−l2, 1)
with a suitable permutation of the coordinates, if necessary (cf. Section
5.1). Then, there exists a convex domain Ξ in the x1x2-plane containing no
complete straight lines such that
(7.1) log D∗ = Ξ ⊕ {~l }R.
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We will show in Section 7.3 that, if (l1, l2) = (0, 0), then the case of either
B1 × B1 ×C or B2 ×C occurs in Corollary 5.2. Hence, we exclude the case
described in Section 7.3 and suppose
(7.2) (l1, l2) 6= (0, 0).
Note that since D is complete, we have
(7.3) l1 ≥ 0 or l2 ≥ 0.
If Ξ is a sector in the x1x2-plane, then a Reinhardt domain D is called
fundamental. The vertex of a sector Ξ may be made the origin by a suitable
translation of the x1x2-plane, if necessary. Since D is complete and Ξ contains
no complete straight lines, Ξ may be spanned by two vectors
~m := (1,−m, 0) and ~n := (−n, 1, 0),
where m ≥ 0, n ≥ 0, and ordered pairs (~m,~n) constitute a a right-handed






= 1 − mn > 0,
and we have
(7.4) mn < 1.
By (7.1) and the two outer products
~l × ~m = (m, 1, l1m + l2), ~n ×~l = (1, n, l1 + l2n),
log D∗ is represented by
{(x1, x2, x3) ∈ R3 |mx1 +x2 +(l1m+ l2)x3 > 0, x1 +nx2 +(l1 + l2n)x3 > 0 }.
For simplicity, instead of the above, we only write
log D∗ : mx1 + x2 + (l1m + l2)x3 > 0, x1 + nx2 + (l1 + l2n)x3 > 0.
Then, the image of log D∗ by the canonical projection $ : C3 → (C∗)3 is
given by
D∗ : 0 < |z1|m|z2| |z3|l1m+l2 < 1, 0 < |z1| |z2|n|z3|l1+l2n < 1.
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Consequently, since D is complete, we have
D : |z1|m|z2| |z3|l1m+l2 < 1, |z1| |z2|n|z3|l1+l2n < 1,
where
(7.5) l1m + l2 ≥ 0, l1 + l2n ≥ 0, (l1m + l2, l1 + l2n) 6= (0, 0).
To see this, suppose to the contrary that l1m + l2 = l1 + l2n = 0. Then
(7.2) implies mn−1 = 0, which contradicts (7.4). Note that by (7.5), for the
projection ~l′ = (−l1,−l2, 0) of ~l, the two ordered pairs (~l′, ~m) and (~n, ~l′) form
generalized right-handed systems. Conditions (7.2), (7.3), and (7.5) imply
l1 > 0 or l2 > 0.
Summarizing the preceding arguments, we have the following lemma:
Lemma 7.1. If D is a fundamental Reinhardt domain, then there exist
three vectors ~l = (−l1,−l2, 1), ~m = (1,−m, 0), and ~n = (−n, 1, 0) with the
following properties:
(1) l1 > 0 or l2 > 0;
(2) m ≥ 0 , n ≥ 0, mn < 1;
(3) l1m + l2 ≥ 0, l1 + l2n ≥ 0, (l1m + l2, l1 + l2n) 6= (0, 0).
In addition, the following hold:
(4) D is represented by
(7.6) |z1|m|z2| |z3|l1m+l2 < 1, |z1| |z2|n|z3|l1+l2n < 1;
(5) V (D) is generated by ~l on R;
(6) the sector component Ξ of log(D∗) is spanned by ~l and ~m.
Conversely, for any real constants l1, l2,m, n with (1), (2), and (3), a
Reinhardt domain D given by (7.6) is fundamental and satisfies (5) and (6).
The fundamental Reinhardt domain D mentioned above is denoted by
Dm,n(~l), or by only Dm,n.
7.2 Classification of fundamental Reinhardt domains
In order to investigate a Liouville foliation on a fundamental Reinhardt do-
main D, we classify all of the fundamental Reinhardt domains given by (7.6).
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For any non-negative integer k, the signature of k is defined by
sign(k) := +, if k > 0; sign(k) := 0, if k = 0.
The signature of D, or of defining expression (7.6), is defined as
sign(D) := (sign(m), sign(l1m + l2); sign(n), sign(l1 + l2n)).
We will construct a sub-Liouville foliation on D0 := D\D∗, which is denoted
by F0(D) (simply, F0), so that F0 depends on the signature sign(D). If two
signatures coincide by a suitable permutation of the coordinates, then we
choose either of them. However, note that we cannot treat l1, l2 and m,n
equally, because whether l1 and l2 are rational plays a specific role in the
forms of a sub-Liouville foliation F0 and a sub-Liouville foliation on D∗,
which is denoted by F∗(D) (simply, F∗). In addition, note that replacing z1
with z2 implies replacing l1 with l2.
From this, except for the case of δ(D) = 2, we may classify fundamental
Reinhardt domains as follows.
Type Zero-signature Defining expression (7.6)
O none |z1|m|z2| |z3|l1m+l2 < 1, |z1| |z2|n|z3|l1+l2n < 1
Ia m = 0 |z2| |z3|l2 < 1, |z1| |z2|n|z3|l1+l2n < 1
Ib l1m + l2 = 0 |z1|−l2/l1 |z2| < 1, |z1| |z2|n|z3|l1+l2n < 1
IIa m = n = 0 |z2| |z3|l2 < 1, |z1| |z3|l1 < 1
IIb m = l1m + l2 = 0 |z2| < 1, |z1| |z2|n|z3|l1 < 1
IIc l1m + l2 = n = 0 |z1|−l2/l1 |z2| < 1, |z1| |z3|l1 < 1
III m = l1m + l2 = n = 0 |z2| < 1, |z1| |z3|l1 < 1
A sub-Liouville foliation F∗ will be constructed so that the logarithmic
image of each element of F∗ is a subset of a line parallel to ~l. Therefore,
m and n have no influence on F∗ except for the case of δ(D) = 2, and
so by increasing them a little if necessary, we may assume that they are
rational numbers. Note that when we consider F0, we must increasing them
to maintain its type.
If a Reinhardt domain D is not necessary fundamental, then set










where Ξ is the logarithmic image of D∗. We may assume that Ξ is contained
in a sector with a vertex which is the origin by a suitable translation. Hence,
m and n are finite and independent of the choice of translations. Then the
sub-Liouville foliations F∗ and F0 on D are induced by F∗ and F0 on Dm,n
as follows:
(1) F∗(D) = F∗(Dm,n)|D∗,
(2) F0(D) = F0(Dm,n).
(1) is trivial. Since D0 = D0m,n implies (2), for (2) to hold, it suffices that
Sm,n := {(x1, x2) | x2 > −mx1, x1 > −nx2}
be a minimal sector containing Ξ. For the family {Si}i∈I of the sectors
containing Ξ, set




Then it is easy to see that Sm,n = S, and S is minimal.
Therefore, we may investigate Dm,n instead of D from the viewpoint of
the structures of the Liouville foliation defined on D.
7.3 Case of (l1, l2) = (0, 0)
In this subsection, we assume that a Reinhardt domain D is homogeneous.
Since we have
log D∗ = Ξ × {~l}R, ~l = (0, 0, 1),
there exists a complete Reinhardt domain E in C2 containing the origin such
that
D = E × C, log(E∗) = Ξ.
Since Ξ contains no complete straight lines, by the fact mentioned in Section
2.3, for some ϕ̃ ∈ GL(2,Z) n R2, the following holds:
ϕ̃(Ξ) ⊂ {(x1, x2)| x1 > 0, x2 > 0}.
Hence, there exists a ϕ ∈ Autalg((C∗)2), and ϕ(E∗) is a bounded domain in
(C∗)2. Thus, by Riemann’s removable singularities theorem, ϕ has a holo-
morphic extension to E. However, since E contains the origin, ϕ : (z1, z2) →
(w1, w2) is of the form
w1 = α1zσ(1), w2 = α2zσ(2),
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where α1, α2 ∈ C∗ and σ is a permutation of {1, 2}. Therefore, E is also alge-
braically equivalent to a bounded domain in C2. From this and Lemma 2.7,
since D is homogeneous, so is E. Hence, by Theorem 1.4, E is algebraically
equivalent to either
B1 × B1 or B2.
Consequently, D is algebraically equivalent to either
B1 × B1 × C or B2 × C.
7.4 Case of δ(D) = 1
First, we construct a sub-Liouville foliation F∗ on D∗, which is independent
of the type of D. In this case, all exponents of (7.6) are rational numbers, so
we may assume
D : |z1|a1 |z2|a2 |z3|a3 < 1, |z1|b1|z2|b2 |z3|b3 < 1,
where ai, bi, i = 1, 2, 3 are non-negative integers and (a1, a2, a3), (b1, b2, b3)
are primitive elements of Z3. Then, we have
D∗ : 0 < |z1|a1 |z2|a2 |z3|a3 < 1, 0 < |z1|b1 |z2|b2 |z3|b3 < 1.














Since (a1, a2, a3) is primitive, there exists an algebraic automorphism ϕ :
























3 = ζ1 with ϕ is given by
(7.8) w1 = ζ1.






































3 ) ∈ A
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gives a holomorphic isomorphism of (C∗)2 onto A.
By substituting the expression of ϕ−1(ζ1, ·, ·) for B : zb11 zb22 zb33 = ζ2 and
setting







Since (n2, n3) 6= (0, 0), the greatest common divisor g(> 0) of the pair (n2, n3)
such that
n2 = m2g, n3 = m3g
exists, and (m2,m3) is a primitive element of Z




g = ζ−n11 ζ2.
Therefore, by setting
(7.10) ( ζ−n11 ζ2 )
1/g = ηi, i = 0, 1, · · · , g − 1,
we define subsets of Σζ1,ζ2 as follows:




3 = ηi ; i = 0, 1, · · · , g − 1.
From (7.8)–(7.11), we have
Σζ1,ζ2 = ti=o,··· ,g−1Σiζ1,ζ2 .
Now, since (m2,m3) is primitive, there exists an algebraic automorphism
ψ : (wi) → (ξi) of (C∗)3 of the form









The image of Σiζ1,ζ2 with ψ ◦ φ ∈ Autalg((C
∗)3) is given by
ξ1 = ζ1, ξ2 = ηi.
Hence, Σiζ1,ζ2 is algebraically equivalent to C
∗, where ζ1, ζ2 ∈ B∗1 and i =
0, 1, · · · , g − 1. Consequently, if we set
F∗ := {Σiζ1,ζ2 | ζ1, ζ2 ∈ B
∗
1 , i = 0, 1, · · · , g − 1},
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then F∗ satisfies conditions (L1), (L2), and (L3) of a sub-Liouville foliation
on D∗.
We shall see that F∗ satisfies condition (L4). For some positive integer ν
with νg − n1 > 0, we define Laurent monomials f1 and f2 as follows:


















ν · (zc11 zc22 zc33 )m2(zd11 zd22 zd33 )m3 .
Then, it follows from (7.11) that
f1(z1, z2, z3) = ζ1, f2(z1, z2, z3) = (ζ1)
νηi,
and so
|f2(z1, z2, z3)|g = |ζ1|νg|ζ−n11 ζ2| = |ζ1|νg−n1 |ζ2|
on every Σiζ1,ζ2 . Since νg − n1 > 0, both f1 and f2 are bounded on D
∗,
and they have separate holomorphic extensions to D by means of Riemann’s
removable singularities theorem. Obviously, any pair of the elements of F∗
are separated by a Liouville map (f1, f2).
If D has a Liouville foliation F , then
dimF = 2,
because Σiζ1,ζ2 is algebraically equivalent to C
∗.
Next, we look for a sub-Liouville foliation F0 on D0 = D \ D∗ type by
type, and construct a Liouville foliation F = F∗ t F0 on D.
Case 1. Suppose that D is O type. we may assume
D : |z1|a1 |z2|a2 |z3|a3 < 1, |z1|b1 |z2|b2 |z3|b3 < 1,
where all of the exponents are positive integers. As D0 = D\D∗ is the union
of three coordinate hyperplanes, set
Γ3 : z1z2z3 = 0.
Then the collection consisting of a single element
F0 = {Γ3}
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on D separates every element Σiζ1,ζ2 of F
∗ and Γ3. Therefore, F = F∗ t F0
is a Liouville foliation on D.
Case 2. Suppose that D is Ia or Ib type. In the case of Ib type, permute z1
and z3. Then, both of them may be expressed by
D : |z2|a2 |z3|a3 < 1, |z1|b1 |z2|b2 |z3|b3 < 1,
where all the exponents are positive integers.
If (z1, z2, z3) ∈ D0 and z2z3 6= 0, then
z1 = 0, 0 < |z2|a2 |z3|a3 < 1.
Therefore, set





Γ2 : z2z3 = 0,
where ζ ∈ B∗1 , and define F0 by
F0 = {Γ1ζ , Γ2| ζ ∈ B∗1}.
In the same way as in Section 6.1, case 1, (1), we can show that Γ1ζ is
algebraically equivalent to C∗. Hence, we see that F0 satisfies conditions










of bounded holomorphic functions on D separates any pair of the elements
of F0, and separates any pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0. Therefore,
F = F∗ t F0 is a Liouville foliation on D.
Case 3. Suppose that D is IIa or IIc type. In the case of IIc type, permute
z1 and z3. Then, both of them may be expressed by
D : |z2|a2 |z3|a3 < 1, |z1|b1 |z3|b3 < 1,
where all of the exponents are positive integers.
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Suppose (z1, z2, z3) ∈ D0, z3 6= 0 and (z1, z2) 6= (0, 0). Then, depending
on whether z1 = 0 or z2 = 0, we have either
0 < |z2|a2 |z3|a3 < 1 or 0 < |z1|b1 |z3|b3 < 1.
Therefore, set










Γe : z3 = 0 or (z1, z2) = (0, 0),
where ζ ∈ B∗1 , and define F0 by
F0 = {Γ1ζ , Γ1ζ , Γ
e | ζ ∈ B∗1}.
As in Section 6.1, case 1, (1), we see that F0 satisfies conditions (L1), (L2),








of bounded holomorphic functions on D takes a constant value (ζ, 0) on Γ1ζ ,
a constant value (0, ζ) on Γ1ζ , and a constant value (0, 0) on Γ
e. Hence, this
Liouville map separates any pair of the elements of F0, and separates any
pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0. Therefore, F = F∗ t F0 is a Liouville
foliation on D.
Case 4. Suppose that D is IIb type. We may assume
D : |z2| < 1, |z1|b1 |z2|b2 |z3|b3 < 1,
where all of the exponents are positive integers.
If (z1, z2, z3) ∈ D0 and z2 6= 0, then
z1z3 = 0, 0 < |z2| < 1.
Therefore, set
Γ1 : z2 = 0;
Γ2ζ : z1z3 = 0, z2 = ζ,
where ζ ∈ B∗1 , and define F0 by
F0 = {Γ1, Γ2ζ | ζ ∈ B∗1}.
32
Obviously, F0 satisfies conditions (L1), (L2), and (L3) of a sub-Liouville






of bounded holomorphic functions on D separates any pair of the elements
of F0, and separates any pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0. Therefore,
F = F∗ t F0 is a Liouville foliation on D.
Case 5. Suppose that D is III type. We may assume
D : |z2| < 1, |z1|b1 |z3|b3 < 1,
where all of the exponents are positive integers. Suppose (z1, z2, z3) ∈ D0. If
z1z3 6= 0, then
z2 = 0, 0 < |z1|b1 |z3|b3 < 1.
If z1z3 = 0, then we have |z2| < 1. Therefore, set





Γ2η : z1z3 = 0, z2 = η,
where ζ ∈ B∗1 and η ∈ B1, and define F0 by
F0 = {Γ1ζ , Γ
2
η | ζ ∈ B∗1 , η ∈ B1}.
As in Section 6.1, case 1, we see that F0 satisfies conditions (L1), (L2), and






of bounded holomorphic functions on D separates any pair of the elements
ofF0, and separates any pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0. Therefore,
F = F∗ t F0 is a Liouville foliation on D.
The next theorem follows from the above.
Theorem7.1. Let D be a Reinhardt domain in C3 with (`(D), δ(D)) =
(1, 1) and ~l be parallel to no coordinate axes. Then, D can be identified with
fundamental Reinhardt domain
Dm,n(~l) : |z1|a1 |z2|a2 |z3|a3 < 1, |z1|b1 |z2|b2 |z3|b3 < 1
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from the viewpoint of the structures of the Liouville foliations defined on
them, where all of the exponents are non-negative integers.
The sub-Liouville foliation F∗ on D∗ is given by
F∗ := {Σiζ1,ζ2 | ζ1, ζ2 ∈ B
∗
1 , i = 0, 1, · · · , g − 1},
and the sub-Liouville foliation F0 on D0 is given by the following, according
to its type:
If D is O type, then F0 = {Γ3};
If D is Ia or Ib type, then F0 = {Γ1ζ , Γ2| ζ ∈ B∗1};
If D is IIa or IIc type, then F0 = {Γ1ζ , Γ1ζ , Γe | ζ ∈ B∗1};
If D is IIb type, then F0 = {Γ1, Γ2ζ | ζ ∈ B∗1};
If D is III type, then F0 = {Γ1ζ , Γ2η | ζ ∈ B∗1 , η ∈ B1}.
Regardless of type, F = F∗ t F0 is a Liouville foliation on D. Therefore,
we have
dimF = 2.
Moreover, the dimension and the singularity of an element of F0 are classified
as follows :
4-dimensional 2-dimensional
non-singular Γ1 : z2 = 0 Γ
1





Γ2 : z2z3 = 0 Γ
2
ζ : z1z3 = 0, z2 = ζ
quasi-singular Γ3 : z1z2z3 = 0
Γe : z2 = 0 or z1 = z3 = 0
7.5 Case of δ(D) = 3
We may assume
D : |z1|m|z2| |z3|κ < 1, |z1| |z2|n|z3|λ < 1,
where κ = l1m + l2, λ = l1 + l2n, mn < 1 and dim{−l1,−l2, 1}Q = 3.
First, we construct a sub-Liouville foliation F∗ on D∗, which is inde-
pendent of the type of D. Set I = [ 0, 1). For every pair (ρ1, ρ2) with
ρi ∈ I∗ = (0, 1), i = 1, 2, we define a subset Σρ1,ρ2 of D∗ by
(7.12) Σρ1,ρ2 : |z1|m|z2| |z3|κ = ρ1, |z1| |z2|n|z3|λ = ρ2,
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and set
F∗ = {Σρ1,ρ2 | ρ1, ρ2 ∈ I∗}.
Then, F∗ satisfies conditions (L1) and (L2) of a sub-Liouville foliation on
D∗. We shall see that F∗ satisfies condition (L3). By setting |z3| = et and
solving (7.12) with respect to |z1| and |z2|, we have
|z1| = (ρ−n1 ρ2)
1














(7.13) |z1| = R1e−l1t, |z2| = R2e−l2t, |z3| = et.
For every fixed t, (7.13) represents a three-dimensional torus T 3(t) and Σρ1,ρ2




Note that since a continuous surjection









is a local diffeomorphism, Σρ1,ρ2 is a four-dimensional real manifold.
Now, we consider the complex affine line L in C3 given by
L : t(w1, w2, w3) =
t(−l1,−l2, 1)w + t(α1, α2, α3),
where αi = ai +
√
−1 bi, i = 1, 2, 3 are complex numbers such that
(7.14)

a1 = −1/2π log R1 − l1t0;
a2 = −1/2π log R2 − l2t0;
a3 = t0,
and t0 is an arbitrary real constant.
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Set w = x +
√
−1y. Looking for the image of L under the canonical
projection $ : C3 → (C∗)3, we have








e−2πw3 = e−2π(x+t0) · e−2π(y+b3)
√
−1.
Hence, for every fixed t, if we take x as xt := −(t0 + t/2π), then by (7.13)
$(L|xt) ⊂ T 3(t).
Now, we need the following theorem (cf. [3]):
Kronecker’s Theorem Let θ1, θ2, θ3 be linearly independent real num-
bers on Z and α1, α2, α3 be arbitrary real numbers. Then, for every pair (T, ε)
of positive numbers, there exist a real number t and integers n1, n2, n3 such
that
t > T and |tθi − ni − αi| < ε, i = 1, 2, 3.
From this and the assumption dim{−l1,−l2, 1}Q = 3, by moving the variable
y on R, we see $(L|xt)− = T 3(t), and, consequently,
$(L)− = Σρ1,ρ2 .




3) and q to be two arbitrary points of Σρ1,ρ2 . Then,
there exists a real number T such that
(7.15) |z01 | = R1e−l1T , |z02 | = R2e−l2T , |z03 | = eT .
Hence, there exists a complex affine line L ⊂ TΩ with p ∈ $(L), where TΩ is





the fiber $−1(p), whose coordinates satisfy
(7.16) Re (w0i ) = −1/2π log |z0i |, i = 1, 2, 3.
If we take bi = Im (αi) as Im (w
0
i ), then by (7.15) and (7.16), the equation






3) is equivalent to the following:
(7.17)

a1 = −1/2π log R1 + l1T/2π,
a2 = −1/2π log R2 + l2T/2π,
a3 = −T/2π.
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Therefore, if we set t0 = −T/2π in (7.14), then (7.17) holds.
Consequently, in the same way as in Section 6.2, case 1, (1), we can show
that u(p) = u(q) for every bounded psh function u on D. Thus, F∗ satisfies
condition (L3), and a Liouville map
( |z1|m|z2| |z3|κ, |z1||z2|n|z3|λ )
on D separates any pair of the elements of F∗, and therefore F∗ is a sub-
Liouville foliation on D∗.
Next, we look for a sub-Liouville foliation F0 on D0 = D \ D∗ type by
type, and construct a Liouville foliation F = F∗ t F0 on D.
Case 1. Suppose that D is O type. We may assume
D : |z1|m|z2| |z3|κ < 1, |z1| |z2|n|z3|λ < 1,
where κ = l1m + l2, λ = l1 + l2n. This case is the same as case 1 in Section
7.4, that is, a sub-Liouville foliation on D0 is given by
F0 = {Γ3}, Γ3 : z1z2z3 = 0,
and a bounded psh function
|z1|m|z2| |z3|κ
on D separates every element of F∗ and Γ3. Then, F = F∗tF0 is a Liouville
foliation on D.
Case 2. Suppose that D is Ia or Ib type. Since −l2/l1 /∈ Q, being Ib type is
the same as being Ia type. Hence, we may assume
D : |z2| |z3|l2 < 1, |z1| |z2|n|z3|λ < 1.
If (z1, z2, z3) ∈ D0 and z2z3 6= 0, then
z1 = 0, 0 < |z2| |z3|l2 < 1.
Therefore, set
Γ1ρ : z1 = 0, |z2| |z3|l2 = ρ;
Γ2 : z2z3 = 0,
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where ρ ∈ I∗, and define F0 by
F0 = {Γ1ρ, Γ2 | ρ ∈ I∗}.
In the same way as in Section 6.2, case 1, (1), we can show that every Γ1ρ
satisfies condition (L3). Thus, a Liouville map
( |z2| |z3|l2 , |z1| |z2|n|z3|λ )
on D separates any pair of the elements of F0, and separates any pair (Σ, Γ)
with Σ ∈ F∗ and Γ ∈ F0. Therefore, F = F∗ tF0 is a Liouville foliation on
D.
Case 3. Suppose that D is IIa or IIc type. Since −l2/l1 /∈ Q, being IIc type
is the same as being IIa type. Hence, we may assume
D : |z2| |z3|l2 < 1, |z1| |z3|l1 < 1.
Suppose (z1, z2, z3) ∈ D0, z3 6= 0 and (z1, z2) 6= (0, 0). Then, depending on
whether z1 = 0 or z2 = 0, we have either
0 < |z2| |z3|l2 < 1 or 0 < |z1| |z3|l3 < 1.
Therefore, set
Γ1ρ : z1 = 0, |z2| |z3|l2 = ρ;
Γ1ρ : z2 = 0, |z1| |z3|l1 = ρ;
Γe : z3 = 0 or (z1, z2) = (0, 0),
where ρ ∈ I∗, and define F0 by
F0 = {Γ1ρ, Γ1ρ, Γe | ρ ∈ I∗}.
As in case 2, we see that F0 satisfies conditions (L1), (L2), and (L3) of a
sub-Liouville foliation. In addition, a Liouville map
(|z2| |z3|l2 , |z1| |z3|l3)
on D takes a constant value (ρ, 0) on Γ1ρ, a constant value (0, ρ) on Γ
1
ρ, and a
constant value (0, 0) on Γe. Hence, this Liouville map separates any pair of
the elements of F0, and separates any pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0.
Therefore, F = F∗ t F0 is a Liouville foliation on D.
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Case 4. Suppose that D is IIb type. We may assume
D : |z2| < 1, |z1||z2|n|z3|l1 < 1.
If (z1, z2, z3) ∈ D0 and z2 6= 0, then
z1z3 = 0, 0 < |z2| < 1.
Therefore, set
Γ1 : z2 = 0;
Γ2ζ : z1z3 = 0, z2 = ζ,
where ζ ∈ B∗1 , and define F0 by
F0 = {Γ1, Γ2ζ | ζ ∈ B∗1}.
Obviously, F0 satisfies conditions (L1), (L2), and (L3) of a sub-Liouville
foliation. In addition, a Liouville map
(|z2|, |z1||z2|n|z3|l1)
on D separates any pair of the elements of F0, and separates any pair (Σ, Γ)
with Σ ∈ F∗ and Γ ∈ F0. Therefore, F = F∗ tF0 is a Liouville foliation on
D.
Case 5. Suppose that D is III type. We may assume
D : |z2| < 1, |z1||z3|l1 < 1.
Suppose (z1, z2, z3) ∈ D0. If z1z3 6= 0, then
z2 = 0, 0 < |z1||z3|l1 < 1.
If z1z3 = 0, then we have |z2| < 1. Therefore, set
Γ1ρ : z2 = 0, |z1||z3|l1 = ρ;
Γ2η : z1z3 = 0, z2 = η
where ρ ∈ I∗ and η ∈ B1, and define F0 by
F0 = {Γ1ρ, Γ2η | ρ ∈ I∗, η ∈ B1}.
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As in case 2, we see that F0 satisfies conditions (L1), (L2), and (L3) of a
sub-Liouville foliation. In addition, a Liouville map
(|z2|, |z1||z3|l1)
on D separates any pair of the elements of F0, and separates any pair (Σ, Γ)
with Σ ∈ F∗ and Γ ∈ F0. Therefore, F = F∗ tF0 is a Liouville foliation on
D.
Theorem7.2. Let D be a Reinhart domain in C3 with (`(D), δ(D)) =
(1, 3). Then, D can be identified with fundamental Reinhardt domain
Dm,n(~l) : |z1|m|z2| |z3|κ < 1, |z1| |z2|n|z3|λ < 1
from the viewpoint of the structures of the Liouville foliations defined on
them, where κ = l1m + l2, λ = l1 + l2n.
The sub-Liouville foliation F∗ on D∗ is given by
F∗ := {Σρ1,ρ2 | ρ1, ρ2 ∈ I∗},
and the sub-Liouville foliation F0 on D0 is given by the following, according
to its type:
If D is O type, then F0 = {Γ3};
If D is Ia or Ib type, then F0 = {Γ1ρ, Γ2| ρ ∈ I∗};
If D is IIa or IIc type, then F0 = {Γ1ρ, Γ1ρ, Γe | ρ ∈ I∗};
If D is IIb type, then F0 = {Γ1, Γ2ζ | ζ ∈ B∗1};
If D is III type, then F0 = {Γ1ρ, Γ2η | ρ ∈ I∗, η ∈ B1}.
Regardless of type, F = F∗ t F0 is a Liouville foliation on D. Therefore,
we have
dimF = 4.
Moreover the dimension and the singularity of an element of F0 are classified
as follows:
4-dimensional 3-dimensional 2-dimensional





7.6 Case of δ(D) = 2
We may assume
D : |z1|m|z2| |z3|κ < 1, |z1| |z2|n|z3|λ < 1,
where κ = l1m + l2, λ = l1 + l2n, mn < 1.
Since dim{−l1,−l2, 1}Q = 2, at least one of l1 or l2 is an irrational num-
ber. Hence, by noting that replacing z1 with z2 implies replacing l1 with l2,
we may assume
l1 /∈ Q,
and there exist rational numbers q and r such that
(7.18) l2 = l1q + r.
As in (7.12), we set
(7.19) Σρ1,ρ2 : |z1|m|z2| |z3|κ = ρ1, |z1| |z2|n|z3|λ = ρ2,
where ρ1 and ρ2 are elements of I
∗. From (7.18) and the expression (7.13) of
(7.19), we have





Therefore, if nq + 1 6= 0, then






1−mn , |z1| |z2|n|z3|λ = ρ2;
and if q + m 6= 0, then






1−mn , |z1|m|z2| |z3|κ = ρ1.
First, we construct a sub-Liouville foliation F∗. We start by clarifying
the relationship between the case of nq + 1 6= 0 and the case of q + m 6= 0:
If nq + 1 6= 0, then by increasing n a little to preserve the sign of nq + 1 if
necessary, we may assume that n is a rational number. Hence,
λ = l1 + l2n = (nq + 1)l1 + nr /∈ Q.
If nq + 1 = 0, then by q = −1/n,
q + m = −1/n + m 6= 0.
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Increasing m a little to preserve the sign of q+m if necessary, we may assume
that m is a rational number. Hence,
κ = l1m + l2 = (q + m)l2 + r /∈ Q.
Consequently, each case is the same as the other. Therefore, without loss of
generality, we may assume
(7.23) nq + 1 6= 0 and λ /∈ Q,
and it suffices that we consider only the case of (7.21).
Next, we look for a condition on the numbers q, r and l1 such that a
function z−q1 z2 z
r
3 induces a bounded holomorphic function on D.
Proposition 7.3. In order for numbers m,n (m ≥ 0, n ≥ 0,mn < 1) to
exist with the properties
(i) κ = l1m + l2 = l1m + l1q + r ≥ 0, λ = l1 + l2n = l1 + l1nq + rn ≥ 0,
(ii) nq + 1 ≥ 0, −q − m ≥ 0,
the necessary and sufficient condition is
(7.24) ( q ≤ 0, r > 0 ) or ( q ≤ 0, r = 0, l1 > 0 ).
Proof. Suppose l1 > 0. If n > 0, then (i) implies
q ≥ −m − r/l1, q ≥ −1/n − r/l1.
Since −1/n < −m, we have
q ≥ −m − r/l1.
This is also true when n = 0. On the other hand, (ii) implies
−1/n < q ≤ −m,
but if n = 0, then this means q ≤ −m. Hence, we have
−1/n < q ≤ −m ≤ q + r/l1.
For there to exist m,n such that the previous inequality holds, it is necessary
and sufficient that
q ≤ 0, r/l1 ≥ 0, hence q ≤ 0, r ≥ 0.
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Suppose l1 < 0. Then, n > 0 follows from λ ≥ 0. Hence, (i) implies
q ≤ −m − r/l1, q ≤ −1/n − r/l1, hence q ≤ −1/n − r/l1.
On the other hand, (ii) implies −1/n < q ≤ −m. Thus, we have
q + r/l1 ≤ −1/n < q ≤ −m.
For there to exist m,n such that the previous inequality holds, it is necessary
and sufficient that
q ≤ 0, r/l1 < 0, hence q ≤ 0, r > 0.
This completes the proof.
Consider again (7.21). Since q and r are rational numbers, for a suitable
positive integer a, raising (7.20) to the ath power gives
|z1|a1 |z2|a2 |z3|a3 = ρ,




1−mn and (a1, a2, a3) is a primitive element of Z
3.
Note that since a1/a2 = −q, from (7.23), n(−a1/a2) + 1 6= 0 or
(7.25) a2 − na1 6= 0.
Hence, we have
Σρ1, ρ2 : |z1|a1 |z2|a2 |z3|a3 = ρ, |z1| |z2|n|z3|λ = ρ2;
and so, for every θ ∈ I, setting






3 = ρ e
2πθ
√
−1, |z1| |z2|n|z3|λ = ρ2
gives a partition of Σρ1, ρ2 .
Next, we show that any bounded psh function on D takes a constant
value on each Σρ1, ρ2, θ. Since (a1, a2, a3) is primitive, there exists an element
A =




(7.26) det A = a1(b2c3 − b3c1) + a2(b3c1 − b1c3) + a3(b1c2 − b2c1) = ±1.
43






































p1 = b2c3 − b3c2, p2 = a3c2 − a2c3, p3 = a2b3 − a3b2,
q1 = b3c1 − b1c3, q2 = a1c3 − a3c1, q3 = a3b1 − a1b3,
r1 = b1c2 − b2c1, r2 = a2c1 − a1c2, r3 = a1b2 − a2b1,




















Substituting this into |z1| |z2|n|z3|λ = ρ2 implies
ρm1 |w2|m2 |w3|m3 = ρ2,
where
m1 = p1 + nq1 + λr1,m2 = p2 + nq2 + λr2,m3 = p3 + nq3 + λr3.
Then, we have
(7.27) m3/m2 =: c /∈ Q.
Indeed, if we consider
det
(
p2 + nq2 r2
p3 + nq3 r3
)
= (p2 + nq2)r3 − (p3 + nq3)r2
= p2r3 − p3r2 + n(q2r3 − q3r2),
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we see that the following hold:
p2r3 − p3r2 = (a3c2 − a2c3)(a1b2 − a2b1) − (a2b3 − a3b2)(a2c1 − a1c2)
= a2 {a1(b3c2 − b2c3) + a2(b2c3 − b3c1) + a3(b2c1 − b1c2)} ,
q2r3 − q3r2 = (a1c3 − a3c1)(a1b2 − a2b1) − (a3b1 − a1b3)(a2c1 − a1c2)
= −a1 {a1(b3c2 − b2c3) + a2(b2c3 − b3c1) + a3(b2c1 − b1c2)} .
By (7.25) and (7.26),
det
(
p2 + nq2 r2
p3 + nq3 r3
)
= ±(a2 − na1) 6= 0.
Hence, it follows from (7.23) that m3/m2 is an irrational number.
Consequently, we have
ϕ( Σρ1, ρ2, θ ) : w1 = ρ e
2πθ
√
−1, |w2||w3|c = (ρ−m1ρ2)
1
m2 ,
and the set Σρ1, ρ2, θ is a three-dimensional real manifold. By (7.27), as in
Section 6.2, case 1, we see that any bounded psh function on D takes a
constant value on each ϕ( Σρ1, ρ2, θ ), or on each Σρ1, ρ2, θ.
Next, looking for a sub-Liouville foliation on D∗, set
F∗ = {Σρ1, ρ2, θ | ρ1, ρ2 ∈ I∗, θ ∈ I}.
Then, the collection F∗ satisfies conditions (L1), (L2), and (L3), and so we
shall see that F∗ also satisfies (L4) in the following case (1).
(1) Suppose that l1 and l2, with l2 = l1q + r, satisfy (7.24). Further suppose
that the numbers m and n defined by (7.7) satisfy conditions (i) and (ii) of
Proposition 7.3. It follows that nq + 1 > 0,−q − m ≥ 0. This implies






1−mn < 1 on every Σρ1,ρ2 .
Since D∗ = t
ρ1,ρ2∈I∗
Σρ1,ρ2 , by Riemann’s removable singularities theorem, we
have






3 , |z1| |z2|n|z3|λ )
is a Liouville map on D, and separates every pair of the elements of F∗.
Hence, F∗ is a sub-Liouville foliation on D∗.
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3 is not nec-
essarily bounded on D. Therefore, we introduce an equivalence relation on
Σρ1,ρ2 so that the two subsets Σρ1,ρ2,θ1 and Σρ1,ρ2,θ2 of Σρ1,ρ2 are equivalent
if and only if any bounded psh function on D takes the same constant value
on both. We denote by
Σα, α ∈ Aρ1,ρ2
the union of all Σρ1,ρ2,θ of an equivalence class, where Aρ1,ρ2 is the index set
given by this equivalence relation. Any such set Σα is a real manifold, but
its dimension is unknown. By noting that every pair ( Σρ1,ρ2,θ, Σρ′1,ρ′2,θ′ ) with
(ρ1, ρ2) 6= (ρ′1, ρ′2) are separated by a Liouville map
( |z1|m|z2| |z3|κ, |z1| |z2|n|z3|λ ),
we see that a collection
F∗ = {Σα |α ∈ Aρ1,ρ2 , ρ1, ρ2 ∈ I∗}
is a sub-Liouville foliation on D∗.
Next, we look for a sub-Liouville foliation F0 on D0 = D \ D∗ type by
type, and construct a Liouville foliation F = F∗ t F0 on D. Here, we must
also consider the case of l2 ∈ Q, but by the following argument, we will see
that the classification table given in Section 7.2 is still effective.
First, note that, depending on whether D is O, IIb, or III type, D has
the same sub-Liouville foliation on D0 = D \ D∗ as case 1, case 4, or case 5
of Section 7.5, respectively.
Case 1. Suppose that D is Ia type. We may assume
D : |z2| |z3|l2 < 1, |z1| |z2|n|z3|λ < 1.
If l2 is a rational number, then D is said to be I
1
a type. Otherwise, D is said
to be I2a type.
(1) Suppose that D is I1a type. Then, D may be given by
D : |z2|a2 |z3|a3 < 1, |z1| |z2|n|z3|λ < 1,
where a2, a3 are positive integers. As in Section 7.4, case 2, if we set





Γ2 : z2z3 = 0,
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where ζ ∈ B∗1 , and set
F0 = {Γ1ζ , Γ2| ζ ∈ B∗1},




on D separates any pair of the elements of F0, and separates any pair (Σ, Γ)
with Σ ∈ F∗ and Γ ∈ F0.
(2) Suppose that D is I2a type. As in Section 7.5, case 2, if we set
Γ1ρ : z1 = 0, |z2| |z3|l2 = ρ;
Γ2 : z2z3 = 0,
where ρ ∈ I∗, and set
F0 = {Γ1ρ, Γ2 | ρ ∈ I∗},
then F = F∗ t F0 is a Liouville foliation on D.
The Ib-type case is the same as the Ia-type case.
Case 2. Suppose that D is IIa type. We may assume
D : |z2| |z3|l2 < 1, |z1||z3|l1 < 1.
By the assumption mentioned at the beginning of Section 7.6, exponent l1
is an irrational number. If l2 is rational, then D is said to be II
1
a type.
Otherwise, D is said to be II2a type.
(1) Suppose that D is II1a type. Then, D may be given by
D : |z2|a2 |z3|a3 < 1, |z1| |z3|l1 < 1,
where a2, a3 are positive integers. As in Section 7.4, case 3 and Section 7.5,
case 3, if we set





Γ1ρ : z2 = 0, |z1||z3|l1 = ρ;
Γe : z3 = 0 or (z1, z2) = (0, 0),
where ζ ∈ B∗1 , ρ ∈ I∗, and set
F0 = {Γ1ζ , Γ1ρ, Γe | ζ ∈ B∗1 , ρ ∈ I∗},
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on D takes a constant value (ζ, 0) on Γ1ζ , a constant value (0, ρ) on Γ
1
ζ , and a
constant value (0, 0) on Γe, Hence, this Liouville map separates any pair of
the elements of F0, and separates any pair (Σ, Γ) with Σ ∈ F∗ and Γ ∈ F0.
Therefore, F = F∗ t F0 is a Liouville foliation on D.
(2) Suppose that D is II2a type. Since the exponents l1, l2 are irrational
numbers, this case is the same as the case in Secton 7.5.
The IIc-type case is the same as the IIa-type case.
Theorem7.4. Let D be a Reinhart domain in C3 with (`(D), δ(D)) =
(1, 2). Then, D can be identified with a fundamental Reinhardt domain
Dm,n(~l) : |z1|m|z2| |z3|κ < 1, |z1| |z2|n|z3|λ < 1
from the viewpoint of the structures of the Liouville foliations, where κ =
l1m+ l2, λ = l1 + l2n. Since δ(D) = 2, we may assume l1 /∈ Q and there exist
rational numbers q, r such that l2 = l1q + r.
If l1, q, r satisfy (7.24) and the numbers m and n defined by (7.7) satisfy
conditions (i) and (ii) of Proposition 7.3, then the sub-Liouville foliation on
D∗ is given by
F∗ = {Σρ1,ρ2,θ | ρ1, ρ2 ∈ I∗, θ ∈ I}.
Otherwise, we have
F∗ = {Σα |α ∈ Aρ1,ρ2 , ρ1, ρ2 ∈ I∗}.
On the other hand, the sub-Liouville foliation F0 on D0 is given by the
following according to its type:
If D is O type, then F0 = {Γ3};
If D is I1a type, then F0 = {Γ1ζ , Γ2| ζ ∈ B∗1};
If D is I2a type, then F0 = {Γ1ρ, Γ2| ρ ∈ I∗1};
If D is Ib type, then this is the same as the Ia-type case;
If D is II1a type, then F0 = {Γ1ζ , Γ1ρ, Γe | ζ ∈ B∗1 , ρ ∈ I∗};
If D is II2a type, then F0 = {Γ1ρ, Γ1ρ, Γe | ρ ∈ I∗};
If D is IIb type, then F0 = {Γ1, Γ2ζ | ζ ∈ B∗1};
If D is IIc type, then this is the same as the IIa-type case;
If D is III type, then F0 = {Γ1ρ, Γ2η | ρ ∈ I∗, η ∈ B1}.
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Regardless of type, F = F∗ t F0 is a Liouville foliation on D. In addition,
if l1, q, r satisfy (7.24) and the numbers m and n defined by (7.7) satisfy
conditions (i) and (ii) of Proposition 7.3, then
dimF = 3.
Otherwise, the dimension is unknown. Moreover, the dimension and the
singularity of an element of F0 are classified as follows:
4-dimensional 3-dimensional 2-dimensional






By the arguments of Section 7.3 and Theorem 7.1, 7.2, and 7.4, the proofs
of Theorem 5.1 and Corollary 5.2 are complete.
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