Abstract-Millimeter wave (mm-wave) communication is expected to be widely deployed in fifth generation (5G) wireless networks due to the substantial bandwidth available for licensed and unlicensed use at mm-wave frequencies. To overcome the higher path loss observed at mm-wave bands, most prior work focused on the design of directional beamforming using analog and/or hybrid beamforming techniques in large-scale multipleinput multiple-output systems. Obtaining potential gains from highly directional beamforming in practical systems hinges on sufficient levels of channel estimation accuracy, where the problem of channel estimation becomes more challenging due to the substantial training overhead needed to sound all directions using a high-resolution narrow beam. In this paper, we consider the design of multi-resolution beamforming sequences to enable the system to quickly search out the dominant channel direction for single-path channels. The resulting design generates a multilevel beamforming sequence that strikes a balance between minimizing the training overhead and maximizing beamforming gain, where a subset of multilevel beamforming vectors is chosen adaptively to maximize the average data rate within a constrained time. We propose an efficient method to design a hierarchical multiresolution codebook utilizing a Butler matrix, i.e., a generalized discrete Fourier transform matrix. Numerical results show the effectiveness of the proposed algorithm.
I. INTRODUCTION
T HE use of millimeter wave (mmWave) bands is considered a key technology for future wireless cellular communications due to the tens of GigaHertz of available licensed and unlicensed spectrum bands in the range of 20-100 GHz. The propagation properties of each of the mmWave bands are characterized by severe path loss and sparse scattering conditions [2] . Compared to the frequency bands used in most current wireless systems, directional beamforming design September 8, 2017 . This paper was presented at the IEEE Global Communications Conference, San Diego, CA, USA, December 2015 [1] . The associate editor coordinating the review of this paper and approving it for publication was R. J. Pirkl. using large-scale MIMO systems is crucial to overcome the higher path loss at mmWave bands [3] , [4] . Due to the radio frequency (RF) hardware limitations found in mmWave implementations, there is growing interest in the design of channel estimation and precoding algorithms [5] . To reduce hardware complexity, the works in [6] - [9] propose analog beam alignment techniques in which phase shifters or discrete lens arrays are employed. To provide increased multiplexing and beamforming gains while using a limited number of RF chains, [10] - [14] present the design of hybrid beam alignment using a combination of analog and digital beamforming.
Obtaining potential gains from highly directional beamforming using a large number of antennas hinges on a sufficient level of channel estimation accuracy. In large-scale MIMO, much of the prior work exploits a priori knowledge of the underlying channel statistics such as the channel covariance matrix and the spatial sparsity along with a specific antenna arrangement [15] - [20] . Without the prior information, which requires additional learning algorithms [16] , [21] - [23] , the problem of channel estimation in mmWave becomes more challenging because narrow pencil beams capable of supporting high beamforming gain should be aligned to dominant channel directions located randomly within a cell.
To tackle the problem of channel estimation in a mmWave system, there has been some work on channel estimation using a hierarchical multi-resolution beam codebook design [8] , [10] , [11] , [24] . When the angles of departure or arrival (AoDs/AoAs) of the base station and the user are divided into multiple partitions, the beamforming vectors are sounded at increasing angular resolution to further divide either azimuth or elevation angular regions of interest. Ideally, the beamforming vectors should have beamwidths that grow narrow as the search level increases.
Since the entire area spanned by a beam pattern is bounded given a fixed transmit power, a wide beamwidth beamformer (i.e., low angular resolution) has relatively lower mainlobe directivity gain than a narrow beamwidth beamformer capable of supporting high angular resolution. Therefore, the probability of successfully estimating the AoA/AoD ranges of the previous level becomes lower and lower, and the initial estimation of angular partition can be the bottleneck to minimize the beam misalignment probability.
Most prior work on multilevel beamforming [8] , [10] , [11] , [24] is premised on similar estimation performance at each training stage, which is possible at high signal-to-noise ratio (SNR). When the total signal power used for the training period is large, power allocation can improve the estimation performance during early training stages [11] , which requires an increased dynamic range for the power amplifiers. Since the performance achievable using a multilevel beamforming framework is closely related to both the training overhead and the beamforming gain, it is critical to understand how to design the multi-resolution beamforming sequences to maximize the data rate performance.
In this paper, we consider the design of a multilevel beamforming sequence that properly allocates a multi-resolution codebook to the training phase using a fixed signal power. Given a set of multi-resolution codebooks, a subset of the available codebooks is adaptively selected to maximize the average data rate within a constrained time. We propose an efficient method to design a hierarchical multi-resolution codebook utilizing a Butler matrix, i.e., a generalized discrete Fourier transform (DFT) matrix.
This paper is organized as follows: The system model and background are described in Section II. Section III describes the proposed multilevel beamforming sequence design method. A DFT-based codebook design is discussed in Section IV. Numerical results are provided in Section V, followed by conclusions in Section VI.
Notation Vectors and matrices are written in boldface with matrices in capitals. and a denote the smallest integer greater than or equal to a and the largest integer less than or equal to a, respectively. E{·} represents statistical expectation. N, R, and C denote the sets of natural, real, and complex numbers, respectively.
II. SYSTEM MODEL AND BACKGROUND

A. System Setup
We consider a mmWave MISO link composed of a uniform linear array (ULA) 1 of N t transmit antennas and a single receive antenna. We assume block transmission with K successive symbols for one block where the block length K is smaller than the channel coherence time, and K p out of K channel uses are set aside for channel sounding. For a unitnorm transmit beamforming vector f k ∈ C N t , the received signal y k ∈ C N r at a discrete symbol time k is given by
where h ∈ C N t denotes the channel vector, z k denotes a zeromean Gaussian noise z k ∼ CN (0, σ 2 z ), P denotes the transmit power, and s k ∈ C denotes either a pilot symbol sent during the training period (i.e., 1 ≤ k ≤ K p ) or a data symbol sent during the data transmission period (K p < k ≤ K ) with E{|s k | 2 } = 1. The transmit symbol s k is beamformed with a rank-one beamformer f k as shown in Fig. 1 . Here, we assume that the transmitter is equipped with N R F RF chains for digital precoding and N t N R F phase shifters for analog beamforming, which will be discussed in Section IV. In (1), the transmitter sounds K p beamforming vectors and chooses one of these vectors for data transmission (i.e., one of the K p vectors is used as the beamforming vector for K p < k ≤ K ) according to its selection criteria (e.g., maximization of SNR or thresholdbased detection), referred to as hard beam alignment in [8] .
Transmission over mmWave frequencies using narrow transmit and receive beams can limit the multipath components of the effective mmWave channel [25] . Thus, we adopt a geometric-based channel model with L scatterers [26] where the channel vector h for a ULA is given by
where u t (·) denotes the transmitter steering vector in the normalized steering phases, i.e.,
where j = √ −1, λ is the carrier wavelength, and d is the antenna spacing which is assumed to be half-wavelength spacing with d = λ/2. For the possible physical angles φ t ∈ (−π/2, π/2) that cover the entire (one-sided) spatial horizon, we define the spatial frequency θ t ∈ (−1, 1) as θ t = sin(φ t ) [27] where there is a one-to-one mapping between θ t and φ t . Denote the complex small-scale fading gain of the -th subpath by g , and we model {g } as a sequence of independent and identically distributed (i.i.d.) complex Gaussian, i.e., g ∼ CN (0, σ 2 g ). 2 2 Using a Gaussian fast-fading model may be invalid in mmWave communication due to directional beamforming and sparse scattering conditions. For precise channel modeling, the channel coefficient can be expressed using a set of random variables such as path gain, delay, phase, and scatterer angles [28] . We point out that the channel model (2) can be viewed as a simplified version of those in [28] by replacing the channel coefficient function in [28] with the random variable g , as both are ray-based channel models. Our modeling choice is made to approximate the randomness of the channel and to enable simple performance analysis, while leaving possible improvements for future work. Note that using narrow pencil beams enables compensation for the severe pathloss encountered at mmWave frequencies. Narrow pencil beams, however, require a very long sounding period. This lengthened sounding is needed because the number of beams required to cover a sector angel is large when the beamwidth is narrow.
B. Review of Prior Work on Multi-Resolution Beam Alignment
Much of the prior work considers a multi-resolution beam alignment framework [8] , [10] , [11] where the hierarchical multi-resolution codebook consists of M levels to achieve better angular resolution.
is designed to uniformly cover all the spatial frequency range (−1, 1) (i.e., one-sided physical angles (−π/2, π/2)) and to satisfy the relation card( Fig. 6 .) The beamwidth of each of the codewords in F m is given by
and satisfies ψ 1 > · · · > ψ M . Accordingly, the angular domains are partitioned into card(F m ) angular intervals for the m-th level codebook where we denote each angular interval covered by f 3 The codebook F m is designed to provide an approximately constant main-lobe beamforming gain over the angle interval, which is mathematically described as
where C m is a normalization constant that satisfies f At the m-th training stage, the system model of (1) can be rewritten as
where the pilot symbols are assumed normalized to unit power and omitted. From (6), the receiver selects a beam index v that achieves the largest received signal power given by
The beam index v in (7) which corresponds to f At training stage (m + 1), the angle interval of interest is set to AoD m+1 = AoD m,v and the V m+1 codewords required for probing AoD m+1 is selected from F m+1 . Considering the approximate beamforming patterns (i.e., constant main-lobe beamwidth over non-overlapping angular intervals), the value of V m+1 is given by
where ψ m = |AoD m,v | for 1 ≤ m < M given the constrained training period length K p = M m=1 V m within a block. An example of a multilevel beamforming framework with V 1 = V 2 = 3 and M = 2 is shown in Fig. 3 . Given AoD 1 , f (1) 2 is chosen at stage 1 and then higher-resolution beamformers f
on AoD 2 = AoD 1,2 are sounded at stage 2. Note that a multi-resolution beam alignment framework can be also applied to the receiver. In this set-up, the receiver can look in a small number of directions (i.e., low angular resolution) at the first training stage and then perform narrower beam refinement (i.e., high angular resolution) at the next training stage as in [8] , [10] , and [11] .
III. PROPOSED MULTILEVEL BEAMFORMING FRAMEWORK
In this section, we first explain the design of a single-level beam alignment sequence that use a single codebook chosen from a set of multilevel codebooks during the training period. We then extend the single-level beam alignment framework to design a multilevel beam alignment sequence where a subset of the set of multilevel codebooks used for channel sounding is selected adaptively to improve data rate performance.
A. Adaptive Single-Level Beam Alignment and Sequence Design
To estimate an AoD partition during the training period, the receiver selects the codeword achieving the largest received signal power as in (7). However, if the desired signal power is less than the uncertainty in the noise power at moderate-to-low SNR, the receiver cannot robustly detect the desired signal. In contrast to the previous methods explained in Section II-B, we do not use the expression in (7). Instead we employ a threshold technique that is adapted to the SNR.
In this subsection, we consider a single-level beam alignment in which a single codebook selected from {F m : 1 ≤ m ≤ M} is exclusively used during the training period. For the m th -level codebook F m , we replace the alignment decision in (7) with a hypothesis test given by
where G m := N t C m and the path gain |g| 2 may not be known a priori but follows a central chi-square distribution with 2 degrees of freedom, i.e.,
Here, ≤ L represents the number of paths within the corresponding beamwidth. 4 For tractability of the analysis, we consider the case of single dominant path channels (i.e., L = 1 in (2)), then we make some comments regarding the multi-path case.
Under a fixed signal power, the beamformer f
has a lower main-lobe directivity gain than f (m +1) v due to its broader beamwidth (ψ m > ψ m +1 ). Thus, the probability of successfully estimating the angular interval becomes lower as the index m decreases. However, using high-resolution beamforming vectors during the training period requires substantial training overhead due to its narrow beamwidth which can degrade the data rate performance. This tradeoff indicates that the index m specifying the codebook level F m used during the training period is a suitable design parameter.
Given F m , the codewords f
∈ F m selected to cover the sector of interest denoted by AoD 1 are sounded. The received signal y
Here, the variable V m is redefined as
as to represent the size of the subset of F m used to cover the angular interval AoD 1 . The training overhead becomes
In Fig. 4 , we illustrate the process of training and data transmission in a single-level beam alignment framework. We will formulate an optimization problem over the variable m where the objective is to maximize the average data rate. For the present model in (9) and (10), we adopt a Neyman-Pearson detector for f (m ) v given by [31] 
where the threshold is set to γ m = −σ 2 z ln(P F A ) given a target false alarm probability P F A , i.e., P F A = P y
If there are multiple codewords that satisfy (13) , the receiver selects the single codeword index among them that achieves the largest received signal power (i.e., the lefthand side of (13)). Suppose that a codeword in F m that covers the channel path is selected, then the received signal on the left-hand side of (13) can be rewritten as
where
n,v denote the desired signal and noise, respectively, i.e., x m ∼ CN (0, G m Pσ 2 g ) and z m ∼ CN (0, σ 2 z ), and the variables are assumed to be mutually independent. Here, i m denotes the selected codeword index from F m , and we omit the indices from x m and z m for a concise presentation. The magnitude of x m represents the instantaneous effective channel gain achievable after a decision H m 1 , and we operate as if |x m | = 0 for a decision H m 0 because there is no transmission. The beam misalignment analysis, similar to [8] and [11] , can be performed using the expressions of false alarm and miss detection probabilities of (13) . Intuitively, the probability of beam misalignment can be reduced by performing an exhaustive search at the highest angular resolution available from the codebook. However, this approach requires the largest training overhead K p , which can be detrimental to the data rate performance because the remaining K − K p channel uses are available for data transmission. Therefore, we aim to derive the average data rate as a performance metric and then design a beam alignment sequence that strikes a balance minimizing the training overhead and maximizing beamforming gain.
When a single propagation path is covered by a beamformer f
where the pre-log factor in (15) represents the cost of channel sounding within K channel uses. Note that since a signal is detected when the squared absolute value of the received signal is above the threshold, consideration of joint variations for the desired signal and noise is needed to provide an exact average data rate, i.e.,
where A 0 and A 1 denote mutually exclusive events described in terms of the random variables x m and z m (i.e.,
from a consideration of no transmission. To the best of the authors' knowledge, the integral in (16) does not admit a closed-form expression. Instead, we evaluate the average magnitude of the effective channel gain (i.e., |x m | 2 ) to obtain a reasonable criterion for approximating the expression of (16) . To gain a clear insight to the main factor, we now provide a simple expression for the desired signal power in the high SNR regime, 5 while an exact expression without any approximation is available in [32] .
Lemma 1:
The desired signal power in the high SNR regime (i.e., G m Pσ 2
follows from results in [32] . Note that the average signal power given H m 1 is characterized by the first term on the 5 Note that if the low SNR value (i.e., Pσ 2 g /σ 2 z ) dominates the performance, a narrow beam codebook is likely to be selected to increase the beamforming gain G m by the proposed algorithm (i.e., G m Pσ 2 g /σ 2 z 1). Numerical results (e.g., Fig. 8) show that there is no significant performance difference between the numerically estimated data rate and the analysis using high SNR approximation.
right-hand side of (17), which is the expected value of |x m | 2 integrated over (γ m , ∞), because the second term is negligible due to a small target false alarm rate and we numerically find that the magnitude of f σ 2 z ,P F A is less than 0.53σ 2 z for a set of admissible P F A ∈ (0, 1).
From Lemma 1, we know that the average signal power |x m | 2 for the event A 1 can be characterized by γ m and the distribution of |x m | 2 , which follows an exponential distribution with mean G m Pσ 2 g . To tackle the integral (16), we only consider the integral variable x m and integrate the instantaneous data rate (15) over (γ m , ∞) . Then, a modified data rate expression is given bŷ
where 
where K p andR m are defined in (12) and (19), respectively. Considering the integer constraint on the optimization variables, we tackle Problem 1 by exhaustive search. Due to space limitations, we omit the details of our algorithm for Problem 1. Instead, in the next subsection, we present an algorithm for a multilevel beam alignment sequence design that can be used to solve Problem 1.
Remark 1: By applying Alzer's inequality to the incomplete gamma function [34] ,R m in (19) can be lower bounded in a closed form given bŷ
where C is Euler's contant, i.e., C = 0.5772.... To reduce the computational complexity required for numerical calculation of (·, ·), we can use the lower bound of R m in (21) for a beam alignment sequence design. Simulation results in Section V show that the proposed algorithm using the lower bound in (21) performs very closely to those results obtained using the expression in (19) . Note that the proposed beam alignment design can be directly used for the multi-path case where the selected single codeword is expected to cover at least a single dominant path. Alternatively, the codeword indices that achieve the received signal power above the threshold value in (13) can be fed back to the transmitter to enable multi-stream transmission using the combined codewords, which requires additional feedback. Joint processing of the multiple training snapshots for the multi-path case is beyond the scope of the current paper.
B. Adaptive Multilevel Beam Alignment and Sequence Design
In this subsection, we focus on the design of a multilevel beam alignment sequence where a subset of codebooks (i.e., {F m : m F ≤ m ≤ m L }) can be used during the training period. Here, we define the indices specifying the codeword levels used at the first and last training stages as m F and
For m F ≤ m ≤ m L , the system model and the detection process at the m-th training stage can be described by replacing the index of the codebook in (10) and (13) with (m), respectively.
Given this, the training overhead becomes
where the variable V m corresponding to the codebook F m is redefined as
for m F < m ≤ m L . Here, AoD 1 denotes the sector angle to be searched at the first training stage. The overall process of training and data transmission is illustrated in Fig. 5 . As a result, we will optimize the codeword levels (m F , m L ) used during the consecutive training stages to maximize the average data rate, which will be shown shortly. We observe that the performance achievable by the multilevel beam alignment framework is dominated by the detection performance at the first stage because the codewords in F m F have relatively low directivity gain than those in
For the purpose of analysis, we assume that if a beamforming vector in F m F is properly selected, then a beamforming vector in F m for m F < m ≤ m L that covers the dominant channel path can be perfectly selected due to its relatively higher beamforming gain. We will refer to this assumption as (A.1). (As shown in Fig. 8 , the numerical result matches well with the analytic result that exploits (A.1). 6 From (14) and (A.1), if the codewords that cover the channel path are sequentially selected at each of the training stages, the (selected) received signal can be written as 
We then evaluate the (approximate) average throughput in the multilevel beamforming framework in semi-closed form given byR
, and the expectation in (24) is performed over |x m F | 2 ∈ (γ m F , ∞). Therefore, using the objective function in (25), we design a multilevel beam alignment sequence optimized over the variables (m F , m L ) that strikes a balance between minimizing the training overhead and maximizing beamforming gain.
Problem 2: Given the codebooks {F m : 1 ≤ m ≤ M} and (A.1), the level indices (m F , m L ) must be chosen to maximize (26) where K p andR m L m F are defined in (22) and (25), respectively. The corresponding algorithm is summarized in Algorithm 1 with reasonable computational complexity of O(M 2 ) as only three to five levels are typically used in the multilevel beamforming framework.
Remark 2: Similar to Remark 1, the expression of (25) can be lower bounded byR 
end if 10: end for 11: end for (In Step †, the notations follow those of (25) or (27) . Here, the breve notation denotes the output of the algorithm.)
A limitation of the proposed beam alignment method is that we mainly focus on a single data stream transmission for single-path channels. One way to enable multi-stream transmission for a MIMO system is to perform Algorithm 1 iteratively. At each iteration, only one codeword is selected, while subtracting the previously selected codeword from the codebook so as to select distinct codewords, similar to those in [11] .
IV. PROPOSED CODEBOOK DESIGN TECHNIQUE
Throughout the paper, we assumed that the beam pattern is approximated by constant directivity gain C m within the main-lobe beamwidth ψ m . There exist several beamforming and combining techniques for mmWave systems, e.g., analog beamforming, hybrid beamforming, and lens-based hybrid beamforming. Analog beamforming uses digitally controlled phase shifters to approximate the ideal beam pattern or to maximize received signal power [6] - [8] . Hybrid beamforming uses multiple analog beamformers or subarrays with linear combining so as to approximate the ideal beam pattern or to support spatial multiplexing and multiuser MIMO [10] - [12] , which needs more work to support simultaneous multiple beam transmission through RF beamforming. Another method is continuous aperture phased (CAP) MIMO [7] , [35] which enables beam steering and reconfigurable beamwidth implemented using a dielectric lens or discrete lens array (DLA).
In this paper, we focus on hybrid analog/digital beamforming structure when each of transmit antennas is wired to N R F N t RF chains. Considering many prior works on DFT-based codebooks in [7] , [27] , and [36] - [38] , we present an efficient method to design a multi-resolution codebook using the DFT vectors and its linear combining.
A. DFT-Based Multilevel Codebook Design
Considering the quantized spatial angles {θ n = −1 + (2n − 1)/N t : 1 ≤ n ≤ N t }, 7 the m-th level codebook F m can be designed by combining the array steering vectors 7 Uniform sampling of the spatial frequency θ n over (−1, 1) renders the steering vectors (3) to be orthogonal [27] . corresponding to the subset of quantized angles given by
where we introduce a new variable ω m to minimize the variation in the main-lobe directivity gain of the beam patterns of F m . main-lobe directivity gain as best as possible. Here, we assume that N m is a divisor of N t for simplicity. The array steering vector on the quantized angles {θ n } in (29) becomes a generalized DFT vector with offset −(1 + N t )/2, i.e.,
which is the n-th column of the Butler matrix [39] . We denote the number of combined vectors at level m by N m and the number of active RF chains by N R F , respectively. From (29), we need at least N R F = N m RF chains for combining the vectors. The codewords in (29) form ideal beam patterns over the quantized angles such that the codebook with arbitrary ω m ∈ R achieves the (constant) maximum beamforming gain N t /N m on the quantized angles {θ n }. For N t = 64, M = 3, and  {N 1 , N 2 , N 3 } = {8, 4, 1}, Fig. 6(a) shows the corresponding
whereθ := (29) is parameterized by the phase shift ω m , and we refer to this scheme as a phase-shifted DFT method. Optimizing the single parameter ω m is important to achieve constant main-lobe directivity gain as possible. An example of the codebook for ω m = 0 (i.e., a simple addition of the array steering vectors as used in [24] ) is shown in Fig. 6(b) . Especially at lower level codewords, there are a large number of null points within the main beamwidth and picking points near the boundary of beam patterns due to the overlapped DFT beam patterns on the continuous angles.
For the i -th codeword f (28), we evaluate a closed-form expression for the array response over the continuous angle θ in (31) , as shown at the top of this page, where u t (θ ) H u t (θ p ) represents the discrete Fourier transform using the p-th vector in (30) evaluated at the spatial location parameter θ . Given this, the array response magnitude can be described by a function f (33) , as shown at the top of this page. As a result, we focus on an exhaustive search for the proper phase shift ω m that minimizes the variation of the main-lobe directivity gain evaluated with f (m) i over the quantized version of main beam range given by
In order to reduce the search space for exhaustive search, we are interested in deriving properties of the objective function f (m) θ,i,ω m . 8 We used the term "quantized spatial domain" to refer to the case where the beamforming gain is evaluated at quantized angles (e.g., {−1 + (2n − 1)/N t : 1 ≤ n ≤ N t }) and those gains are interpolated over continuous angles (e.g., (−1, 1) ). The term "continuous spatial domain" is used to refer to the case where the beamforming gain is evaluated at continuous angles, i.e., finer angular resolution in (−1, 1) . (34), as shown at the top of this page, satisfies the following properties:
Theorem 1: Given the level m and 1
(P.1) for ω m , 2π-periodic and an even function at π( 
for any fixed index i ∈ {1, . . . , N t /N m }. Here, θ b ∈ R 2 b denotes the uniformly quantized points of the half of the main
using b bits where we set b = 9. Since the objective function of (34) can operate on the vector input θ b , the design parameter ω m is swept over the possible range to minimize the sample variance in (36) . Note that the proposed codebook structure can also be viewed in a way similar to the idea of path partitioning with a beamwidth available in [6] , [8] , [10] , [11] , and [27] . The main contribution of the proposed codebook is to provide an efficient way to design codewords capable of concentrating the maximal constant beam gain within the angular sector of interest. can be designed by using N m dominant eigenvectors of ∈ C N t ×N t , referred to as Slepian sequences [40] , given by = 1 2π
where u t (·) denotes the steering vector defined in (3) and ( p, q) element of in (37) is given by
Since the power of the filtered signal is approximately equal to the PSD value at θ , the auto-PSD estimation over the interval is given by
is the p-th dominant eigenvector of , referred to as the p-th dominant Slepian sequence. However, simulations of a codebook design using the Slepian sequences as the basis vectors and optimizing over a single phase-shift design parameter, ω m , similar to the codebook design for generalized DFT (Butler) beams, yielded distorted beamforming patterns. Thus, multi-dimensional optimization is needed to linearly combine Slepian sequences to achieve a maximal constant level of energy concentration over the sector of interest as best as possible. However, with respect to practical implementation, our proposed codebook using DFT beams according to (29) can be implemented via the well-known Butler matrix beamformer [39] in analog RF circuitry which, as discussed previously, can be implemented using millimeter microstrip technology [41] - [43] . In contrast, the values of the Slepian sequences are not constant magnitude and also their phase values are arbitrary, i.e., are not confined to a finite alphabet. The proposed design obtained from (36) yields good performance over the continuous angles as shown in Fig. 7  for {N 1 , N 2 , N 3 } = {8, 4, 1}, M = 3, and N t = 64. The proposed codebook has constant main-lobe directivity gain per beam similar to the ideal beam patterns in Fig. 6(a) . For the codebook design in Fig. 7(a) , we use at most N R F = 8 RF chains at the first level codebook because of N 1 = 8. in (27) for the same setup in Fig. 7(a) . To accommodate the case when we cover the same angular interval using a small number of RF chains, we can alternatively use a smaller number of (successive) antennas, denoted as N t < N t , with fixed half-wavelength spacing as to broaden the beam pattern. Similar to (29) , the codebook F m can be constructed by combining the array steering vectors of size N t × 1, which correspond to the uniformly sampled spatial angles (i.e.,
In comparison to the beam patterns in Fig. 7(a: Level 1) , Fig. 7(a ) shows the corresponding beam patterns obtained with N R F = N 1 = 4 and N t = 32. Although the estimation accuracy of the angular interval is restricted by the reduced number of antenna elements, the proposed beam patterns still yield reasonably good performance, which will be further demonstrated in Section V.
V. NUMERICAL RESULTS
In this section, we provide some numerical results to evaluate the proposed beam sequence design and the corresponding algorithm. Throughout the simulation, we fixed the noise power σ 2 z = 1 and the length of the block transmission K is set to be K ∈ {40, 100, 500}. The sector angle at the transmitter is given by AoD 1 ∈ {(−0.5, 0.5), (−0.77, 0.77)} (i.e., {(−30°, 30°), (−50°, 50°)}) and the angular interval at the receiver is set to the entire range of quantized angles. The performance was measured by averaging the numerically estimated data rate from using multilevel beam alignment for the channel model in (2), over 10 6 Monte Carlo runs. The false alarm probability for each AoD direction is set to P F A = 0.01 and the SNR is defined as σ 2 g P/σ 2 z to account for the propagation path gain and the transmit power. Note that the SNR values in the abscissa of each plot does not include the beamforming gain, which is substantial in a mmWave MIMO setting. Thus, in examining the results, it is important to look at SNRs significantly below 0 dB in consideration of path loss attenuation.
We consider a MISO system with N t = 64, M = 3, and AoD 1 = (−30°, 30°) where we adopt Laplacian distributed channel path angles with the mean angle μ φ = 0 and the standard deviation σ φ = 10 [44] . In Fig. 8 , we examine the data rate performance based on the proposed method along with the codebook shown in Fig. 7(a) (27) yield almost the same performance. Thus, the simpler algorithm with (27) can be used without much performance loss. For L = 1, simulation result without (A.1) matches well the analytic result, i.e., the result in (25) gives expressions for the average data rate for a single path channel L = 1. During simulation, the beam alignment sequence designed for a single path channel (i.e" L = 1) is also used for the case of multipath channels (e.g., L = 2 and 3). For L > 1, simulation results are obtained by choosing a single codeword that achieves the largest received signal power.
For the assessment of detection performance, we keep a log of the number of times that the received signal is above the threshold over the Monte Carlo runs. We show the detection performance when a single codebook level is exclusively used during the training period, i.e., (m F = m L = 1), (m F = m L = 2), and (m F = m L = 3) in Fig. 9 . The higher the codebook level, the higher the probability that the received SNR is above the threshold over all ranges of SNR. Since the use of higher codebook level requires large training overhead given a fixed block transmission length, a trade-off between minimizing the training overhead and maximizing beamforming gain needs to be considered for the selection of the codebook.
For purpose of comparison, we consider the case that the transmitter fixes the codebook levels
With the same setup used in Fig 8, we compared the data rate performance of the proposed method to those of others using the analytic result of (25) in Fig. 10 .
It appears that the proposed method using adaptively selected codebooks outperforms other methods. The optimized beamforming sequence obtained by Algorithm 1 is summarized in Table I . At low SNR, the proposed method selects the narrow beam codebook (i.e., exhaustive search) as to maximize the beamforming gain. For intermediate and high SNR values, the beam sequences of (m F = 2, m L = 3) and (m F = 1, m L = 3) are chosen to reduce the training overhead. In Fig 10(b) , it appears that the beam sequence of (m F = m L = 3) (i.e., exhaustive search) is selected up to SNR values around 4dB to maximize the beamforming gain because of its relatively large K (i.e., the training overhead is not a dominant factor in determining the data rate performance until SNR values around 4dB). As seen in the figure, using other combinations of codebooks, such
, do not provide a good trade-off because the beamforming gain obtained from those combinations is not sufficient (at least for the SNR values considered in the plot). When the angular regions of interest AoD 1 is increased given a fixed block transmission length K , the training overhead can become a dominant factor in determining the data rate performance as similar to decreasing K with a fixed AoD 1 . By comparing Figs. 10(a) and 10(b) , when the number of symbols within the channel coherence time K is large, using a fixed DFT codebook at the highest resolution can be a viable method. Because it can achieve a performance close to the adaptive scheme in a simple manner. Note that, without perfect beam alignment assumption, the channel coherence time depends on the Doppler spread as well as possible pointing errors resulting from the user movement, rotation, and blockage [28] , [45] . Thus, the directional beam pairs can be updated more frequently than once during the coherence time to maintain the link between the base station and the user. For the multi-carrier operation, the number of symbols within the channel coherence time is different ranging from hundreds to thousands of symbols corresponding to subcarrier spacing configurations. For example, considering a user velocity of 3km/h at 28GHz, the number of available symbols associated with 15kHz and 60kHz subcarrier spacing is 192 and 771 symbols, respectively. Therefore, the development of efficient beam alignment methods is an important problem in practice in order to support wide range of subcarrier configurations and user movement.
Next, we compare the performance of the proposed methods to those of several codebook design techniques [8] , [11] . For M = 3 and N t = 64, we considered the channel model with a number of path L = 1 and the AoDs are assumed to take continuous values, i.e., not quantized and uniformly distributed in AoD 1 given by AoD 1 = (−50°, 50°). Fig. 11 shows the beam patterns obtained by analog beamforming [8] (i.e., N R F = 1) and hybrid beamforming [11] where we set N R F = 4 and adopt enough phase quantization bits so that the phase quantization error on the performance is negligible. 9 These should be compared to that obatined with our proposed method in Fig. 7 . Given {N 1 , N 2 , N 3 } = {8, 4, 1}, the proposed codebook design (i.e., the phase-shifted DFT method shown in Fig. 7(a) ) needs at most N R F = 8 RF chains because of N 1 = 8. For a fair comparison in terms of N R F , we also considered a modified method where we replace the codebook in Fig. 7 (a: Level 1) by the codebook in Fig. 7 (a ) in order to maintain N R F = 4.
To evaluate the performance of the phase-shifted DFT method without beam sequence optimization, we first fix the number of codewords levels as M = 3 where m F = 1, m L = 3, and W m F = 1, marked (a) in Fig. 12 . Hybrid beamforming design achieves better performance than analog beamforming design due to the well-designed codebooks especially at level 1. For the fixed levels, the phase-shifted DFT method is superior to the other methods over the whole SNR range relative to data rate performance, even when we keep the same number of RF chains N R F = 4. Using more RF chains N R F = 8 in the phase-shifted DFT method yields slightly better performance than using N R F = 4 due to the different codebooks at level 1 shown in Fig. 7(a, a ) .
We investigate the performance of various methods, including analog, hybrid, and phase-shifted DFT beamforming, in conjunction with Algorithm 1. To specify the main-lobe directivity gain G m for each of codebooks, which is used for calculation ofR Fig. 12 show that the data rate performance is further enhanced especially at moderateto-low SNR due to beam sequence optimization. The methods for analog and hybrid beamforming yield similar performance up to the SNR around 0dB since only the codebooks at levels (2, 3) are used at low SNR and its beam patterns are comparable to each other shown in Fig. 11 . Similarly, the phase-shifted DFT methods that use N R F ∈ {4, 8} also show the same performance up to mid-range SNR.
VI. CONCLUSIONS
We considered multi-resolution beam alignment sequence design to improve the data rate performance achievable in mmWave systems. The resulting multilevel beamformer alignment design generates a beamformer sequence that counterbalances minimizing training overhead and maximizing beamforming gain. We then provided a phase-shifted DFT method that efficiently designs the multi-resolution codebook. The proposed codebook design and beam alignment sequence design provide an efficient means to improve the data rate performance in large-scale mmWave MIMO systems. 
for > 0. In (32), we consider the argument of the sin and exponential functions that correspond to θ given by 
Note from (40) that for each term in (39) derived at θ + , there is the same term with a negative sign derived at θ − . Then, we have 
