Multibeam multifocal multiphoton photon counting imaging in scattering media by Hoover, Erich Edgar
MULTIBEAM MULTIFOCAL MULTIPHOTON




A thesis submitted to the Faculty and the Board of Trustees of the Colorado School

















Multiphoton microscopy is an invaluable technique for the neurological community, allow-
ing for deep explorations within highly scattering tissues such as the brain. However, prior to
this research multiphoton microscopy was limited in its ability to rapidly construct volumet-
ric images deep within scattering specimens. This work establishes a technique that permits
such exploration through the application of multiple beams separated in both space and time,
where signal photons corresponding to those beams are demultiplexed through the use of a
field programmable gate array. With this system a number of improvements are provided
to research in scattering media, including the coveted ability to perform photon-counting
imaging with multiple beams. The ability to perform these measurements with multiple
beams permits unique quantitative measurements of fluorophores within living specimens,
allowing new research into dynamic three-dimensional behavior occurring within the brain.
Additionally, the ability to perform multimodal measurements without filtering allows for
unique avenues of research where the harmonic generation is indistinguishable from the two-
photon excited fluorescence. These improvements provide neuroscience researchers with a
large assortment of technological tools that will permit them to perform numerous novel
experiments within the brain and other highly-scattering specimens, which should one day
lead to significant advances in our understanding of complex neuronal activity.
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The ability to image within scattering media has been greatly enhanced by the intro-
duction of laser scanning microscopes. In particular, the ability to perform multiphoton mi-
croscopy – producing two-photon excited fluorescence (TPEF), second harmonic generation
(SHG), and third harmonic generation (THG) – using these microscopes permits researchers
to perform unique internal explorations deep (∼ 1 mm) within biological systems [1]. In
this work we have focused on designing and building a microscope for performing real-time
volumetric imaging deep within neurological tissue.
1.1 Multiphoton microscopy
Traditional single-photon microscopy has long been used for exploring biological systems;
however, such microscopes are insufficient for studying phenomena occurring deep within
scattering media. In single-photon microscopes, fluorophores outside of the sample plane are
excited, contributing to bleaching and background noise, and require the use of a confocal
pinhole to screen out these photons. Multiphoton microscopes instead use incident light
that is an integer multiple of the traditional single-photon wavelength and, therefore, require
multiple photons to be absorbed simultaneously for an excited photon to be emitted. While
these processes require a higher photon density than single-photon experiments, they do not
cause out-of-focus bleaching and allow imaging deeper within tissue by virtue of utilizing a
longer wavelength in the incident beam [2, 3].
It is also significant to note that many multiphoton microscopes scan the laser beam
and use a single-element detector (a photomultiplier tube or an avalanche photodiode),
whereas single-photon microscopes generally use a spatially-resolved detector (such as a
CCD camera). While this difference allows multiphoton microscopes to obtain a much
higher signal-to-noise ratio, such a detection scheme does experience slower image acquisition
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speeds. In order to mitigate this problem, a variety of “multi-focal” imaging schemes have
been developed over the years.
1.2 Multi-focal microscopy
Multi-focal microscopy was introduced to improve the image acquisition time of tra-
ditional laser scanning microscopes (LSMs). These systems improve the acquisition speed,
when compared to LSMs, through the application of additional laser foci within the specimen.
There are several methods for approaching the generation of these foci, with various advan-
tages and disadvantages. Common approaches to the problem involve the use of micro-lens
arrays [3–9], etalons [10], diffractive optical elements [11], or cascading beam splitters [12–16].
Since these techniques utilize closely spaced or overlapping beams, it is important to use a
spatially-resolved detector and temporally separate the arrival time of the beams in order to
avoid interference of the excitation beams [5–7, 13]. Interference reduces the axial sectioning,
and utilizing a spatially resolved detector diminishes the ability to image within scattering





Figure 1.1: The remote focusing technique: changing the axial focus of the microscope by
adjusting the divergence of the laser beam at the back of the objective.
While all of the different multi-focal systems produce demonstrable improvements to
data acquisition in the sample plane, they still do not fully perfect the issue of imaging
biological systems in three dimensions. Since the primary focus of these laser systems is to
image within living organisms, it is crucial to record data from more than a single plane
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in order to get an accurate picture of what is occurring within the organism. Typically,
this problem is resolved by alternating between scanning and moving the sample (or the
objective) in order to acquire an image from another plane. However, such a system leads
to slow image acquisition speeds (∼ 1 Hz) due to the mechanical nature of precisely moving
large objects in order to adjust the axial focus. This issue can be mitigated through the
application of the remote focusing technique introduced by Botcherby et al. [17–20]. This
technique involves imaging the stop of the objective to a remote location, such that changing
the beam divergence at that location also changes the sample depth where the beam focuses
(Figure 1.1).
S = 1−





75f 2 (3 + 8 cosα + cos 2α)
(1.1)
Incredibly, this technique provides aberration-free imaging over a large axial distance, as
described by the Strehl ratio found in Equation 1.1 from Botcherby et al. [18]. The Strehl
ratio is the ratio between the peak intensity at the detection plane over the diffraction-limited
theoretical peak intensity, which gives a good measure of the optical quality of an imaging
system. For our configuration (an acceptance angle α of 0.45 radians for 0.65 NA, an index
of refraction ratio n of ∼ 1.5 for glass/air interfaces, a wavenumber k of 6.053µm−1 for
1038 nm light, and a focal length f of 0.6 mm) this gives a ratio over 0.8 all the way up to an
axial distance of 200µm, with a ratio over 0.98 all the way up to 100 µm away (Figure 1.2).
This result indicates that our system experiences very little aberration, even when moving
a large distance from the ideal focus, giving us great confidence in our ability to measure
disparate axial planes with a great degree of accuracy. Therefore, when carefully combined
with a multi-focal microscope, the addition of the remote focusing technique permits us to
independently offset the axial focus of each beam, such that multiple lateral planes may be
imaged. Such a system, when combined with the appropriate photon counting electronics,
allows us to perform simultaneous, rapid, multi-layer imaging.
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Figure 1.2: Plot showing the Strehl ratio as the axial focal plane is moved further away from
the ideal working distance for a 0.65 NA objective operating at 1038 nm.
1.4 Photon counting
In multiphoton microscopy, it is traditional to employ a photomultiplier tube (PMT),
along with a pulse amplifier, in order to produce a strong analog signal corresponding to
the occurrence of incident photons on the PMT. Since these photons hit the detector very
rapidly, on the order of nanoseconds between photons, the resulting analog signal requires
an extremely fast analog to digital converter to electronically capture all of the photons. As
a result of the difficulty of accomplishing this task, a different approach has been taken by
the majority of researchers working with point detectors. In these systems the analog signal
is averaged, instead of attempting to capture enough of the waveform to count all of the
photons directly.
Averaging the signal from the PMT is virtually identical to conditioning a pulse width
modulation signal. By filtering the high frequency pulses from the PMT, a data acquisition
card will read a higher voltage the more pulses per unit time that are produced by the PMT.
However, since the pulses from the PMT are not always the same width or amplitude, this
leads to an imperfect representation of the original signal, as some photons will increase
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the average more than others. In addition, when utilizing photon counting, any counts
that occur when the light is turned off (dark counts) can be thresholded out, dramatically
improving the signal to noise ratio [21, 22]. While the averaging technique is elegant in its
simplicity, and much less expensive than traditional photon counting systems, this simplicity
comes at the cost of the ability to perform quantitative measurements of the exact number
of fluorophores within the focal volume.
Quantitative measurements are not always of primary concern in biological imaging, but
for some applications such measurements are crucial. For example, calculating the number
of calcium ions in a neuron is possible with photon counting, as the number of photons
measured by the detector can be calibrated to correspond to the exact concentration of the
fluorophore (usually GCaMP in the case of Ca+). This kind of calibration is not possible
when averaging is performed, as the shot-to-shot instability of the PMT signal means that
there is no longer a direct connection between the measured signal and the number of photons
incident on the detector [23]. So, provided that an experiment is operating in the photon
counting regime, it is always better to use photon counting as opposed to averaged detection,
since photon counting is valid for a broader set of techniques. However, if the probability is
large for more than one photon to be excited per laser pulse (if the experiment is not in the
photon counting regime), then it is not possible to accurately count the photons excited from
the sample – due to photon pile up. In many biological imaging applications we are in the
weak fluorescence limit, and photon counting is therefore the optimum detection modality.
For an excellent discussion into when analog integration or photon counting is appropriate
in multiphoton imaging, see the paper by Driscoll et al. [24].
1.4.1 History of photon counting
Photon counting has a long history in microscopy, evolving into a variety of different meth-
ods with various advantages and disadvantages. Since photon counting requires extremely
fast electronics (capable of processing signals at hundreds of megahertz), early photon count-
ing used analog techniques, such as the time to amplitude converter (TAC). A TAC is used in
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time-correlated single photon counting (TCSPC) to measure the time between the incident
pulse and the arrival of the emitted photon. Later, the gated photon counting technique
was introduced, permitting the digital differentiation of photons arriving at different times
after the incident sample pulse. This technique was then extended to produce the photon
counting histogram (PCH), which performs virtually the same measurement as TCSPC by
utilizing digital techniques rather than a time to amplitude converter [25].
Due to the complexity involved in photon counting, an innovative technique for “fixing”
averaging of the signal from the PMT was developed. By utilizing a discriminator and a
pulse shaper on a traditional averaging system, the resulting pulses are conditioned to have
virtually identical width and amplitude [23]. Performing averaging on this modified system
is therefore not as detrimental. Since the number of photons can be accurately extracted
from the averaged value on such a system, the appropriate fluorophore concentration can be
inferred from the averaged value. However, this technique does not permit any of the photon
timing information to be extracted, limiting the technique for many applications.
Combining these techniques with synchronized scan mirrors (or other beam deflecting
techniques) opened the door to performing laser scanning microscopy with a point detector.
Early systems designed to perform these measurements involved a great deal of custom elec-
tronics [21], but these systems were eventually commercialized and turned into more manage-
able, but expensive, turn-key systems. However, with the advent of field programmable gate
array (FPGA) technology and complex programmable logic devices (CPLD), these systems
are becoming inexpensive enough that laboratory researchers can build them on their own.
These programmable logic device technologies also permit novel customization of the pho-
ton counting system, allowing for unique techniques, such as spectral photon counting [22]
and demultiplexing photon counts from a single detector corresponding to multiple input
beams [26].
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1.4.2 Unique geometries enabled by photon counting
One of the major disadvantages of imaging detection is that it is necessary to spatially
filter the photons from the sample before placing them on the detector [27]. By utilizing
multiphoton microscopy and by switching to a point (non-imaging) detector, such as a PMT
or an avalanche photodiode, it is no longer necessary to spatially filter photons returning to
the detector. The implementation of a single-element detector is particularly useful when
imaging with low light levels. This advantage results since, with an imaged system, scat-
tered photons will be blocked by the filtering pinhole and, therefore, will not positively
contribute to the image contrast. Additionally, photons do not need to be “descanned” in
such a configuration, as is sometimes done in confocal microscopy [27], they can be detected
immediately after exiting the microscope. This is a useful feature, as the path back through
the scan system introduces significant additional losses. Additionally, imaging back through
the scan system assumes that all of the returned photons are from the focal volume. This
situation is not the case when imaging within highly scattering media, resulting in significant
background fog when deeper imaging is performed within the specimen.
While point detection can still be implemented with averaging the signal from a PMT,
there are several capabilities that are unique to photon counting. For example, in TCSPC
the delay between an incident pulse and the emitted photon is measured so there is no
way to perform this measurement without photon counting. Among other things, TCSPC
allows researchers to measure the fluorescence lifetime of different dyes, permitting the dif-
ferentiation of dyes even when their emission wavelengths are indistinguishable. The photon
counting histogram technique can be used to perform a similar measurement. PCH just
takes a slightly different approach by using a clock to divide up the time after the incident
pulse into histogram bins for storing the photon counts, rather than collecting all of the
precise measurements of the time between the incident pulse and the emitted photons and
post processing that data.
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Another technique unique to photon counting is the ability to electronically demulti-
plex the information from optically multiplexed beams. This “differential multiphoton mi-
croscopy” (DMM) technique works by utilizing beams with a time separation greater than
the fluorescence lifetime of typical dyes (several nanoseconds) and electronically distinguish-
ing which beam corresponds to the emitted photons. The technique has unique utility in
that it permits the nearly simultaneous acquisition of photons from different beams, allow-
ing for measurements from multiple layers, multiple polarizations, multiple lateral locations,
or multiple beam shapes. In our work we have concentrated on the development of this
particular technique, as it provides a variety of benefits for imaging within live neuronal
tissue.










Ti:Sapph, 70 fs pulses, 
23 MHz, 808 nm, 200 mW
Figure 1.3: System configuration for multiplexing the pulses from two beams. DM: de-
formable mirror; HWP: half wave plate; QWP: quarter wave plate; PBS: polarizing beam
splitter; SM: scan mirror.
Over the past six years, we have developed DMM to address the issue of imaging deep
within scattering media, while still permitting rapid imaging of biological processes. This
work began with an initial prototype that was only capable of slowly imaging two separate
planes, but that system demonstrated the feasibility of utilizing a Field Programmable Gate
Array (FPGA) for de-multiplexing multiple foci incident on a single-element detector [26].
In that simple demonstration system the beam of a 23 MHz Ti:Sapph oscillator was split
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into two beams and then recombined with a time delay between the pulses of the two beams
(Figure 1.3). With this relatively crude system we were able to successfully demonstrate
that our method for electronically demultiplexing photons resulting from the two beams was
tractable and, therefore, worthy of further investigation.








1038 nm, 18.6 MHz, 253 fs,
325-365 mW/output beam
Figure 1.4: Schematic representation of Yb:KGW oscillator layout. Gire-Tournois interfer-
ometer mirrors by GTI, and semiconductor saturable absorber mirror by SESAM. The laser
cavity footprint is 125 cm by 50 cm.
To expand upon our dual-focus work, we then developed a novel laser cavity for approach-
ing multi-focal foci generation, wherein a special laser cavity (Figure 1.4) was employed that
outputs beams that are both temporally and spatially separated [28]. Since this cavity design
delays the beams by several nanoseconds, it is still possible to use a single-element detec-
tor, thereby taking advantage of the speed improvements of a multi-beam system without
sacrificing image quality through the use of a spatially-resolved detector. This six beam
oscillator design adds significant capability and scalability to our multifocal approach. The
folded design minimizes the laboratory footprint, and the six beam output eliminates the
need for an external optical multiplexer. The beams are extremely energetic (up to 11 nJ
per pulse per beam), enabling deep penetration into highly scattering specimens. By virtue
of the oscillator geometry, the pulses of these beams are all delayed by 6 ns relative to one
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another. Such large delays are a result of the extended cavity design. In contrast, standard
oscillators produce only a single beam with energies on the order of 10-20 nJ, and the pulses
are spaced by 10 to 12 ns. Thus, splitting a beam from a standard oscillator to create six
individual beams would decrease the inter-pulse spacing to 1.6-2 ns; and, as a result of losses
in the external beam-splitter array, the per beam energy would also decrease. Optimisti-
cally assuming 90% throughput of the beam splitter/delay line array, such a system would
result in 1.5 to 3 nJ per beam. Notably, a tight inter-pulse spacing would negate the use
of most fluorophores, as the fluorescence lifetimes would exceed the inter-pulse spacing and
make single-element detection impossible. Therefore, a standard oscillator design limits the













Figure 1.5: Schematic representation of how the unidimensional PMT signal is decoded into
three dimensional image data. Timing from the reference signals (Burst CLK and Laser
CLK) is used to convert the PMT Signal into appropriate counter increments, while timing
information from the scan mirror system allows the storing of these counter values into
separate pixels.
While this new oscillator design allowed us to generate the space and time delayed beams
that we require for DMM, it rapidly became necessary to develop a significantly more robust
FPGA design that was capable of electronically demultiplexing the PMT signal from our
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system at a rate of 111 MHz. This issue was successfully overcome by designing the FPGA
to constantly have separate counters for each beam and by using a shift register to rapidly
switch the demux connected to the PMT signal between each of these individual counters
(Figure 1.5). With this design in place, we were able to demonstrate that the DMM technique
could be used to simultaneously demultiplex at least six beams of data, roughly the practical
limit imposed by the use of common fluorophores (exhibiting fluorescence lifetimes of 6-8 ns).
When compared to other multi-focal techniques, this system is also advantageous in that
the beams are spatially separated by several millimeters, allowing for manipulation of the
individual beams with little difficulty. These characteristics produce an extremely flexible
imaging system that is capable of simultaneously imaging specimens at multiple layers [26],
employing different excitation polarizations [29, 30], or different pulse shapes [31, 32]. As a
result of the myriad possible applications for this imaging technology, we have adopted the
moniker of “differential multiphoton microscopy” for this technique.
1.5.2 Simultaneous imaging of multiple axial planes
Since our goal is to image 3D dynamic behavior in biological systems, having an axial
offset between our beams is much more important to us than a lateral offset. So, after suc-
cessfully demonstrating a tractable multi-focal photon counting cavity design, we expanded
upon that same system by adding in the capability to perform remote focusing. With this
addition, our system was then able to simultaneously acquire multiple axially separated
focal planes [33]. In this configuration we implemented remote focusing on three of four
beams, permitting us to have the four beams axially separated for imaging, and then angu-
larly multiplexed to the back of the excitation objective using the optical system described
by Sheetz et al. [28] (a commonly employed technique for beam combining in multi-focal
microscopy [3–15, 28]). While this system supports a total of six beams, two beams were
retasked in order to permit their use in other experiments. With all of these changes in place,
we were then able to validate that the remote focusing technique effectively and efficiently
allows us to simultaneous image multiple axial planes within a living organism, opening the
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doorway toward real-time volumetric imaging of scattering specimens.
1.5.3 Simultaneous imaging at video rates
The ability to generate 3-D image volumes at video rates (30 Hz) is a monumental un-
dertaking, requiring immense care in the acquisition and recording of all collected data. For
a 256× 256 pixel scan area with four layers at 4 bits/pixel, this corresponds to a data rate of
3.75 MiB/s for 30 Hz volumes. After significantly revising our FPGA electronics to handle
data with only 4 bits/pixel, we were then able to achieve data rates of up to 17 MiB/s, per-
mitting us to move forward with our video-rate imaging project. After replacing one of our
scan mirrors with a polygonal mirror, allowing us the shorter scan times required to take
30 Hz images, we were able to successfully demonstrate the ability to construct 256 × 256
pixel images at 4 bits/pixel in under 33 milliseconds [34]. This modified detection hard-
ware demonstrated that we could both store and read pixels much faster than what we had
required for previous experiments, allowing us to consider additional imaging opportunities.
1.5.4 Simultaneous single-detector multi-modal imaging
Due to the increases in imaging performance we were able to achieve with our video-rate
imaging, we developed additional improvements to our FPGA electronics to allow for the
simultaneous collection of TPEF and harmonic signal data from a single detector. While we
had previously reduced the amount of time spent writing to memory, this improvement was
insufficient to support the simultaneous collection of both TPEF and harmonic data. By
modifying the electronics to preload the memory address for the following pixel (for both
reading and writing), allowing us to reduce the dead time between reads and writes, we
were then able to successfully store and retrieve both channels of data for each pixel fast
enough to simultaneously collect both signals (requiring a data rate of 7.5 MiB/s). Once
these changes were in place we designed an internal delay signal of approximately 1.15 ns
in order to separate the harmonic data from TPEF, thereby allowing us to demonstrate
simultaneous multi-modal collection of SHG and TPEF with a single detector [34]. This
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system showed that we are capable of imaging 256× 256 pixel scan area with four layers at
4 bits/pixel with both modalities at a 30 Hz “frame” rate, a remarkable accomplishment for
multiphoton imaging.
Throughout this research our quest has always been to improve single-element detection,
allowing us to further biological research deep within living organisms. Toward that end,
we have successfully demonstrated the ability to image multiple layers simultaneously, we
have shown that inexpensive FPGA systems can be used to decode data from multiple
beams in real-time, and we have proven the capability of such systems to separate out the
immediate response (the harmonic generation) from the “delayed” response (the fundamental
fluorescence). Amazingly, all of this has been achieved without degrading the ability of the
microscope system to work deep within scattering specimens. These capabilities represent a
significant contribution to multiphoton microscopy, permitting a variety of new avenues of
research within living systems.
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slit scanning microscopy in the meridional plane. Optics Letters, 34(10):1504–1506, 2009.
[21] W. Gil Wier, C. William Balke, Jeffrey A. Michael, and Joseph R. H. Mauban. A
custom confocal and two-photon digital laser scanning microscope. American Journal of
Physiology Heart and Circulatory Physiology, 278(6):H2150–2156, June 2000.
[22] Christof Buehler, Ki H. Kim, Urs Greuter, Nick Schlumpf, and Peter T. C. So. Single-
Photon counting multicolor multiphoton fluorescence microscope. Journal of Fluores-
cence, 15(1):41–51, January 2005.
[23] James B. Pawley. Fundamental limits in confocal microscopy. In James B. Pawley,
editor, Handbook of Biological Confocal Microscopy, chapter 2, pages 20–42. Springer
Science+Business Media, LLC, New York, New York, 3rd edition, 2006.
[24] Jonathan D. Driscoll, Andy Yi an Shih, Satish Iyenga, Jeffrey J. Field, G. Allen White,
Jeffrey A. Squier, Gert Cauwenberghs, and David Kleinfeld. Photon counting, censor cor-
rections, and lifetime imaging for improved detection in two-photon microscopy. Journal
of Neurophysiology, 105(6):3106–3113, 2011.
[25] Wolfgang Becker. Overview of photon counting techniques. In Advanced Time-
Correlated Single Photon Counting Techniques, chapter 2, pages 11–25. Springer-Verlag
Berlin Heidelberg, Germany, 2005.
[26] W. Amir, R. Carriles, E. E. Hoover, T. A. Planchon, C. G. Durfee, and J. A. Squier.
Simultaneous imaging of multiple focal planes using a two-photon scanning microscope.
Optics Letters, 32(12):1731–1733, 2007.
[27] Barry R. Masters, Peter T. C. So, and Enrico Gratton. Multiphoton excitation fluores-
cence microscopy and spectroscopy of in vivo human skin. Biophysical Journal, 72(6):
2405–2412, June 1997.
15
[28] Kraig E. Sheetz, Erich E. Hoover, Ramn Carriles, David Kleinfeld, and Jeff A. Squier.
Advancing multifocal nonlinear microscopy: development and application of a novel
multibeam Yb:KGd(WO4)2 oscillator. Optics Express, 16(22):17574–17584, 2008.
[29] Ramón Carriles, Kraig E. Sheetz, Erich E. Hoover, Jeff A. Squier, and Virginijus Barzda.
Simultaneous multifocal, multiphoton, photon counting microscopy. Optics Express, 16
(14):10364–10371, 2008.
[30] Eric Chandler, Erich Hoover, Jeff Field, Kraig Sheetz, Wafa Amir, Ramón Carriles, Shi-
you Ding, and Jeff Squier. High-resolution mosaic imaging with multifocal, multiphoton
photon-counting microscopy. Applied Optics, 48(11):2067–2077, 2009.
[31] Jeffrey J. Field, Ramón Carriles, Kraig E. Sheetz, Eric V. Chandler, Erich E. Hoover,
Shane E. Tillo, Thom E. Hughes, Anne W. Sylvester, David Kleinfeld, and Jeff A. Squier.
Optimizing the fluorescent yield in two-photon laser scanning microscopy with dispersion
compensation. Optics Express, 18(13):13661–13672, 2010.
[32] Guillaume Labroille, Rajesh S. Pillai, Xavier Solinas, Caroline Boudoux, Nicolas Olivier,
Emmanuel Beaurepaire, and Manuel Joffre. Dispersion-based pulse shaping for multi-
plexed two-photon fluorescence microscopy. Opt. Lett., 35(20):3444–3446, 2010.
[33] Erich E. Hoover, Michael D. Young, Eric V. Chandler, Anding Luo, Jeffrey J. Field,
Kraig E. Sheetz, Anne W. Sylvester, and Jeff A. Squier. Remote focusing for pro-
grammable multi-layer differential multiphoton microscopy. Biomed. Opt. Express, 2(1):
113–122, Jan 2011.
[34] Erich E. Hoover, Jeffrey J. Field, David G. Winters, Michael D. Young, Eric V. Chan-
dler, John C. Speirs, Jacob T. Lapenna, Susy M. Kim, Shi-you Ding, Randy A. Bartels,
Jing W. Wang, and Jeff A. Squier. Eliminating the scattering ambiguity in multifo-




ADVANCES IN MULTIPHOTON MICROSCOPY
An invited review paper submitted to Nature Photonics.
Erich E. Hoover *,1, Jeff A. Squier 1
2.1 Abstract
Multiphoton microscopy has enabled unprecedented dynamic exploration within living
organisms. A significant challenge in biological research is the ability to dynamically image
features deep within living organisms, permitting real-time analysis of cellular structure and
function. To make progress in our understanding of biological machinery, optical microscopes
need to be tools that are capable of rapid, targeted access at depth and with high resolution.
The basic architecture of a multiphoton microscope capable of such analysis is discussed,
along with technologies that are pushing the limits of phenomena that can be quantitatively
imaged.
2.2 Introduction
New windows in biological exploration are being opened through the ever vigilant de-
velopment of novel optical multiphoton microscopy (MPM) techniques. In this imaging
paradigm, near infrared femtosecond lasers are used to efficiently excite optical processes
that can only be accessed through the application of two (or more) photons. Two-photon
excitation fluorescence (TPEF) is one example of such a process [1], which is driven through
the simultaneous absorption of two near-IR photons by a single fluorophore. The probability
of triggering a multiphoton process, such as TPEF, is extremely unlikely to occur. Hence,
*Primary author and editor. Direct correspondence to ehoover@mines.edu.
1Center for Microintegrated Optics for Advanced Bioimaging and Control, and Department of Physics,
Colorado School of Mines, 1523 Illinois Street, Golden, Colorado 80401, USA.
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the interactions are restricted to the focal plane of the objective, where the beam intensity is
maximized, providing the optical sectioning necessary for non-perturbative analysis of living
systems.
Ever since its inception, MPM has permitted a variety of unique explorations inside
highly-scattering materials. These inquiries have included examining membrane potentials
on the single-molecule scale [2], non-invasive observation of embryo development [3], and
the simultaneous multi-plane imaging of calcium transportation in transgenic mice [4], to
name only a few. The capability to perform such explorations is a direct result of the
inherent optical sectioning of multiphoton microscopes [1, 5] and the reduction in photo-
bleaching outside of the imaging plane [1, 5–7]. Multiphoton microscopes also benefit from
the ability to utilize longer excitation wavelengths (700 nm and greater), which are both less
biologically harmful [6, 7] and can penetrate deeper into scattering tissues than confocal
techniques [7–11]. In addition, multiphoton microscopes can frequently take advantage of
endogenous contrast mechanisms inherent to many samples, permitting the exploration of
untreated specimens [3, 12–15].
As shown in Fig. 2.1, typical multiphoton microscopes are composed of a femtosecond
laser, a scanning system, a low-magnification high numerical aperture (NA) microscope
objective, and a detector. The signal light can be collected in the epi direction through the use
of wavelength-sensitive dichroics, which are highly transmitting at the excitation wavelengths
and reflective at the desired signal wavelengths. Often the specimen geometry will also enable
the placement of a second high NA optic after the specimen for simultaneous collection of
signal light in the forward detection. Single element detection, such as a photomultiplier
tube (PMT), is preferred when imaging through scattering media. In contrast to confocal
microscopes, MPM systems generally lack a detection pinhole and do not descan the signal
photons. This important distinction allows multiphoton microscopes to perform efficient,
deep explorations within scattering tissues [10, 16] by including data from multiply-scattered
signal photons [7, 9]. Just as with a confocal imaging system, MPM requires rastering the
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excitation laser in a two-dimensional plane in order to acquire an image cross-section. This
scanning behaviour is a defining characteristic of most MPM systems, and differs rather
significantly from more traditional “whole-field” microscopy platforms, which generally use
a two-dimensional detector such as a CCD camera to simultaneously collect data from the
entire imaging plane. Since whole-field detection comes at the cost of confining imaging to
within a few tens of microns of the surface of scattering samples, this speed vs. imaging














Figure 2.1: A typical multiphoton microscope fed by a near-IR laser. Typical
multiphoton systems utilise near-IR (700 − 1300 nm) and use a raster scanning system to
control the beam, either with “close coupled” scan mirrors or with image relayed scan mirrors
(SMx and SMy, as shown here). In this epi-detection configuration a dichroic (D) is used to
separate two-photon excited fluorescence from the excitation light and direct this fluorescence
to a Photomultiplier Tube (PMT).
One of the grand challenges since the inception of optical microscopy has been the gener-
ation of image contrast at the cellular level. By its very nature, the specimen under consid-
eration is thin (a few micrometers). These minimal path lengths provide little absorption,
path length differences, or scattering that can be effectively exploited to provide a detailed
view of the intricacies of the biological machinery. The application of femtosecond lasers as
the light source for the microscope has enabled the generation of an entirely new class of
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contrast mechanisms within such specimens. Remarkably with these lasers, intensities on
the order of tens of GW/cm2 can be generated with modest focussing (e.g., 0.65 NA) and
relatively low average powers (on the orders of milliwatts). At these intensities, material
within the immediate focal volume becomes polarized. In fact, the induced time-varying
polarization is significantly overdriven, resulting in new source terms that can be used to
visualize structure and function in an unprecedented fashion.
Today this nonlinear polarization can be generated with pulses as short as 10 fs, which
represents a pulse that consists of only 5 or 6 optical cycles [17–19]. This result is remarkable
given the complexity of the optical system that is necessary to actually deliver such broad-
band light to the specimen. The combination of scan optics and well-corrected high NA
optics pose significant challenges for producing a focal spot that is both diffraction-limited
in space and transform-limited in time. Whether a pulse of 100 fs or 10 fs is used as the
excitation source, it is desirable to achieve these space-time limits in order to optimize the
detected optical signals and get the most out of each pixel.
In addition to maximizing information content, imaging ever deeper is of great interest
to the biological community. As a result, a variety of approaches have been developed in
order to assist multiphoton microscopes to overcome depth limitations. Here, a number of
strategies and design constraints for imaging at depth are reviewed.
Finally, we survey multiple technologies that can be used to increase the frame rate and,
hence, the ability of the microscope to measure dynamics. From this perspective, by far the
most significant aspect of image contrast to be aware of is the issue of photon scarcity when
imaging rapidly (> 30 Hz frame rate, < 1 µs per pixel), as the number of laser pulses per
pixel dwell time and the excitation efficiency of the nonlinearity of interest become critical
issues that dictate image contrast.
After taking into account these disparate issues involved in generating image contrast,
MPM provides a set of dynamic tools for addressing a variety of problems. This review will
help facilitate an understanding of the strengths and limitations of many of the common
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MPM techniques, allowing the interested reader to utilize MPM to its full potential and
address a variety of real-world imaging tasks. The amount of technology being developed in
this regard is truly impressive and, as such, the scope of this review is limited. More than
ever, it is important to consult the literature when developing a multiphoton microscope for
specific applications [7, 20–24].
Figure 2.2: Multimodal image of a blood vessel in kidney tissue. SHG (blue), TPEF
(green) and CARS (red). Image courtesy of Dr. Eric Potma, University of California, Irvine.
2.3 Getting the most out of each pixel
There is an exquisite amount of information available at the focus of a multiphoton
microscope; however, optimizing image content is only possible through paying careful at-
tention to the production of a well-focused pulse from both a spatial wavefront and temporal
pulsefront perspective. Linear dispersion from the refractive optics in the microscope results
in, first, increasing the pulse duration and, second, asymmetrically distorting the pulse in
time [23, 24]. Most of these effects can effectively be pre-compensated through any number
of means, including prism pairs, dispersion-compensating mirrors, and active pulse shap-
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ing schemes. Work pushing the compensation to enable the production of extremely short
pulses (10 fs and less) is particularly exciting. As stated earlier, with careful attention to
the net dispersion of the microscope, pulse widths less then 10 fs can be produced at the
focus [17–19]. Invariably, as the pulse duration limits are advanced, researchers also push
the boundaries for new discoveries from both an imaging and basic light-matter interaction
perspective as well. Additionally, there is a pragmatic side to extending this limit, as the ex-
treme bandwidth of short pulses (> 100 nm) requires the engineering of a highly achromatic
imaging system. Designing for this constraint also benefits users who operate at longer pulse
durations (100 fs) but desire an efficient tunable microscope over tens and even hundreds of
nanometers. Furthermore, higher order dispersion compensation, even at these modest pulse
widths, can have a quantifiable increase in the detected photon yield [25].
Once diffraction-limited focal conditions are achieved, a remarkable number of multi-
photon processes become accessible. An enormous amount of information can be simulta-
neously detected at each image pixel, which typically encompasses a femtoliter volume of
the specimen. To date, the most commonly exploited nonlinear processes include absorptive
mechanisms, such as TPEF, and parametric processes, such as second harmonic genera-
tion (SHG), third harmonic generation (THG), and coherent anti-Stokes Raman scattering
(CARS). Used in combination, information about the microscopic environment is unveiled
that can be related to the chemical, structural, and operative mechanisms within living
systems.
2.3.1 Multimodal imaging
Lasers capable of simultaneously, efficiently exciting a broad range of these nonlinearities
are not prohibitively complex, as demonstrated by Chen et al. [26]. Chen’s system incor-
porates a femtosecond laser that pumps an optical parametric oscillator (OPO) in tandem.
The fundamental beam from the Ti:sapphire oscillator is tuned to 790 nm and is used to
drive the OPO, as well as provide an excitation source for TPEF and SHG imaging. The
OPO signal (1290 nm) and idler (2036 nm) beams perform several functions. The 1290 nm
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beam can be used for both SHG and THG imaging, while the frequency-doubled idler beam
(1018 nm) is used as the Stokes wavelength in conjunction with the main laser wavelength
(790 nm) to provide a pump for CARS that is tuned to the vibrational CH2 stretch suitable
for lipid detection.
Fig. 2.2, from the Potma group at University of California at Irvine, is an image of a
blood vessel in kidney tissue – an excellent example of a multimodal image that combines
these aforementioned contrast mechanisms. In this case the SHG signal (in blue) delineates
collagen, the TPEF signal (green) marks the elastin of the vascular wall in addition to
intracellular NADH, and the CARS signal (red) is detecting lipids in adipose cells. The
image was taken at 0.75 NA, with a pixel dwell time of 4µs, and the field-of-view shown in
the image is 300 by 300 micrometers.
2.3.2 Fluorescence lifetime
The environment can often be further explored, for example, by measuring fluorophore
lifetime(s). Additionally, lifetime measurements can provide a mechanism for discriminat-
ing between different fluorescent labels that may have spectrally similar signatures. Flu-
orescent lifetime imaging lends itself quite naturally to TPEF imaging as a result of the
three-dimensional confinement of the excitation. Time-correlated single photon counting
(TCSPC) is one of the most mature technologies for performing lifetime measurements, and
it is extremely well-suited to today’s multiphoton imaging platforms [27, 28]. In TCSPC,
the lifetime is determined through a histogram that is built up by detecting the arrival time
of individual signal photons collected by a fast detector (e.g., a PMT) and, hence, is suitable
for use even within scattering specimens.
Fig. 2.3 is an example of using lifetime measurements to discriminate between spectrally
similar fluorophores (courtesy of the Kleinfeld group at the University of California San
Diego) [29]. In this case, propidium iodide (PI) labelled cells and Texas Red® dextran (TR)
labelled vessels are indistinguishable when measuring the intensity of the TPEF signal alone.
This situation is particularly evident in Fig. 2.3a. However, if the image is reformulated based
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Figure 2.3: Illustrative fluorescence lifetime image with two similar fluorophores
and comparison to TPEF imaging. Fluorescence intensity and lifetime imaging of
propidium iodide (PI) labeled cells and Texas Red® dextran (TR) labelled vessels in a
mouse model. a, TPEF image shows that the two dyes are indistinguishable. Scale bar (at
right) is actual photon counts. b, Image is rescaled according to the measured fluorescent
lifetime - the PI-label and the TR-label are now spatially distinct. Scale bar (at right) is
nanoseconds. c, The images are combined, enabling facile detection of the two fluorophores.
The arrowhead points to a PI-labeled cell, the arrow, a TR-labeled vessel. Image from
Driscoll et al. [29].
upon the fluorescence lifetime (Fig. 2.3b), contrast between the labels becomes evident. A
final image based on fluorescent lifetime and photon counts renders a composite image that
enables unambiguous determination of the fluorophore and its targeted structure.
2.3.3 Pulse shaping
Notably, fluorophores can also be selectively excited or distinguished by altering the
shape of the excitation pulse [30–33]. The basis for many efforts to use pulse shape as a
contrast mechanism is the formative work of Meshulach and Silberberg [34]. For example,
by controlling the third order spectral phase of a broadband excitation pulse, Pillai et al.
[35] have demonstrated selective TPEF imaging in living Drosophila embryos. In this case,
phase-only control enables selective excitation of either endogenous fluorescence or enhanced
green fluorescence protein (eGFP) labelled bodies. Significantly, in this work the pulse shape
is altered at kilohertz rates and readily enables dynamic imaging.
24
New classes of contrast mechanisms can also be exploited if the pulse amplitude is altered,
instead of relying solely on phase control. For example, by reshaping the pulse such that a
high-intensity fast component resides on a slower low-intensity background component, with
each component consisting of equal areas, it becomes possible to measure the amount of two-
photon absorption (TPA) or self-phase modulation (SPM) that is accumulated by the pulse
at the focal plane [36–38]. This pulse shape is created by effectively masking out the central
frequency of the pulse in the spectral domain (i.e., digging a hole at the central wavelength
in the pulse spectrum). At focus, this spectral hole is refilled through TPA processes or
SPM. Fortunately, these two mechanisms can be distinguished, as the field at the replenished
frequency is 90 degrees out of phase for TPA, with respect to SPM. Significantly, endogenous
molecular tags such as melanin or hemoglobin [36], which are nominally transparent, can be
distinguished using TPA as the contrast agent, while neuronal activity can be tracked using
SPM [38].
2.4 Imaging deep
Compounding the challenge of generating image contrast in a thin specimen, such as a
cell, is trying to image cells and cellular function while embedded deep (hundreds of microm-
eters) within the organism. By switching to the longer wavelengths necessary to promote
efficient multiphoton excitation and detection (near-infrared, 750 to 1100 nm), gains in image
depths by factors of two or three times are rapidly realized in multiphoton systems when
compared to their traditional confocal counterparts. These wavelengths are intrinsically
more penetrating due to their increased scattering length, with the maximum wavelength
being limited by the absorption properties of the materials in the specimen. In neuronal
tissue, a common MPM application, this limit is set by the blood and water in the brain
and therefore limits the excitation wavelength to about 1300 nm [10].
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a b
Figure 2.4: Example of deep in vivo imaging through the use of longer excitation
wavelengths. 1280 nm light from an optical parametric oscillator is used to perform two-
photon excitation fluorescence imaging of mouse vasculature labeled with Alexa680-Dextran.
a, In vivo two-photon fluorescence images of cortical vasculature in mouse brain. 235 x-y
frames from 60µm above the cortical surface to 1110µm below are taken at a depth increment
of 5µm. The depth increments in the stack are 20µm from 1110 µm to 1490 µm and 30 µm
from 1490µm to 1670µm. 3D reconstruction is made in Image J software using the volume
viewer plug-in. Expanded 3D stacks are shown for the deepest sections (> 1130µm). b,
Fluorescence intensity as a function of imaging depth for the stack shown in a. Fluorescence
signal strength at a particular depth is represented by the average value of the brightest
1% of the pixels in the x-y image at that depth. From, “In vivo two-photon microscopy to
1.6-mm depth in mouse cortex” Demirhan Kobat, Nicholas G. Horton, Chris Xu, J. Biomed.
Opt. 16(10), 106014 (2011) [39].
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2.4.1 High energy lasers
Different strategies can be employed to push the imaging depth, which has now exceeded
1 mm. In order to maintain sufficient intensity at the focus when reaching significant depths
in scattering media, one of the primary tactics is to simply increase the energy of the exci-
tation pulse [40–42]. For example, using ∼ 150 fs pulses, amplified to the microjoule level
(at 200 kHz repetition rate) and centred at a wavelength of 953 nm, Theer et al. [16] used
TPEF to image GFP-labled neurons at depths of up to a millimetre within the sample. This
strategy functions as a result of the signal dependence on unscattered, or ballistic, excitation
light. As the focus is pushed deeper into the specimen, the excitation beam is depleted of
these ballistic photons, primarily as a result of scattering, and the excitation efficiency is sub-
sequently reduced. Increasing the pulse energy, therefore, results in more ballistic photons
at depth, but this approach has its limits.
In fact, it has been shown that in biological tissue the ballistic power decreases exponen-
tially with depth as a result of scattering [7]. Consequently, as the input power is increased
to counteract this effect, a new problem emerges. The beam intensity becomes sufficient that
tissue at the surface of the sample, outside of the perifocal region, can fluoresce. This out-of-
focus fluorescence results in undesired photons obscuring the features of interest and, once
again, limits the depth at which effective imaging can be performed [9]. It is this undesired
fluorescence that limited the amplified approach of Theer et al. [16], as at a depth of ∼ 1 mm
the features in their images became clouded. This loss of signal compared to the noise is not
a result of limited pulse energy, only 225 nJ out of the ∼ 3 µJ available (roughly 29% of the
available laser power) was used, but rather results from the out-of-focus fluorescence at the
surface of the specimen. Hence, alternative strategies are now actively being pursued.
2.4.2 Long wavelength excitation
One of the most effective tactics for imaging at depth exploits a key feature that made
nonlinear imaging so compelling in the first place – the use of longer excitation wavelengths.
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By moving away from 800 nm and shifting to 1280 nm, Kobat et al. [10, 39] have been able to
perform in vivo TPEF imaging in mouse cortex at depths as great as 1.6 mm (Fig. 2.4). The
improvement in depth that they have demonstrated is a result of the decreased scattering at
the 1280 nm wavelength generated from their Ti:sapphire pumped optical parametric oscil-
lator. This choice is significant, as it results in maintaining a high repetition rate (80 MHz)
pulse train with modest pulse energies (∼ 1.5 nJ), facilitating rapid imaging. While the use
of a longer wavelength slightly compromises the resolution, the benefits of improved depth
penetration [43] and facile multimodal detection [3, 44] makes the concession worthwhile for
many applications.
2.4.3 Imaging through GRIN lenses
The dual complications of reduced power as a function of depth and increased out-of-
focus background fluorescence can be completely obviated through the use of gradient index
(GRIN) lenses. This technique was demonstrated by Levene et al. [45] using needle-like
(320 µm diameter) gradient index lenses that can penetrate directly into the specimen and
perform in vivo multiphoton imaging at depths of several millimetres. Appropriately engi-
neered GRIN lenses effectively relay the focal plane of the microscope over tens of millimetres
(even centimetre) distances, as the lens is pressed into the tissue up to the layer of inter-
est. Using 0.6 NA GRIN lenses, Levene et al. achieved a circular field of view of 58 µm in
diameter and axially scanned over 95µm without having to shift the GRIN lens.
2.4.4 Photoactivatable fluorophores
Other creative approaches for imaging at depth, that are less invasive than GRIN technol-
ogy, include the incorporation of photo-activated fluorophores [46], as recently demonstrated
by Chen et al. [47]. In their technique the fluorophores remain in a dark state (i.e., a
non-fluorescent state) until optically triggered through multiphoton excitation. In this case
the ratio of the signal-to-background (S/B) fluorescence is improved by using one multi-
photon source, centred at 830 nm, to activate the fluorophores and a second source, centred
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at 920 nm, to produce TPEF signal from the activated sites. Essentially, using this multi-
photon activation strategy, a larger number of fluorophores are activated within the focal
plane compared to the out-of-focus regions, resulting in a measurable increase in the S/B
ratio. Indeed, starting with control samples that are engineered to mimic the fundamental
depth limits (where the S/B ratio equals unity), Chen et al. [47] have demonstrated S/B
ratios that have improved from essentially one to a value of 20 by using the photoactivation
approach. In general, customizing probes [48] with application to deep imaging, as briefly
discussed here, is a field in and of itself (see Extermann et al. [49] for an example of a
deep SHG probe, a completely different approach from the one discussed here) and further
elaboration is outside the scope of this review.
2.4.5 Photon counting
An additional complication, as the imaging depth is increased, is the scattering of the
signal photons. If the signal light is collected in a non-imaging modality using single ele-
ment detection, such as with a PMT, multiple scattering events en route to the detector
are not necessarily detrimental. Essentially, collecting scattered light at angles or in regions
beyond the cone of light defined by the excitation beam enforces the requirement of main-
taining high NA collection over a large field of view; hence, the drive toward high NA low
magnification objectives [50]. Having collected the light, it is often the case when working
in this regime, that there is, in fact, essentially less than one signal photon generated per
excitation pulse. In such a situation, it becomes beneficial to incorporate photon counting
detection in order to discriminate signal photons from background noise. Until recently,
this was considered prohibitive, given the repetition rates of the lasers, ranging from 70 to
100 MHz. However, with the advent of inexpensive, high-performance microelectronics, such
as field programmable gate arrays [51–54], implementation of photon-counting circuitry is
not only quite feasible, but very economical. Driscoll et al. [29] have shown that through
proper implementation of photon-counting, and by accounting for the censor period of the
detector, the signal-to-noise ratio is measurably improved. This improvement is sufficient to,
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in fact, extend photon counting to operate in the high emission rate regime where analogue
integration is generally thought to be required [29].
2.4.6 Adaptive optics
A final notable consideration for improving multiphoton imaging at depth is the incorpo-
ration of adaptive optical schemes. The breadth of innovation in terms of adaptive optical
correction is worthy of a review in and of itself and is only briefly considered here. One of
the most intriguing pathways for implementation of adaptive optics, with respect to deep
imaging, is to incorporate a system that is capable of rapidly adjusting the wavefront to
accommodate aberrations induced by both the optical delivery system and the specimen
without a direct assessment of the aberrated wavefront [55–61]. Rather than assessing the
wavefront directly, the image is corrected based on a metric(s) derived from the image(s) it-
self. This so-called “sensorless” approach has recently been analysed in detail by Facomprez
et al. [62], who have established a useful series of guiding principles that can be employed to
optimize adaptive optical strategies. Interestingly, they demonstrate that adaptive systems
incorporating this philosophy are compatible for use with biological systems, both in terms
of the speed at which correction can be implemented and the light levels that must be used
to achieve accurate correction.
2.5 High-speed imaging
Due to the raster scanning nature of most imaging systems in MPM and the limited
number of emitted signal photons available for constructing an image, accessing dynamic
behaviour in a three-dimensional volume has proven to be an interesting challenge. Several
different strategies for approaching rapid imaging are described here, but this is by no means
a comprehensive list. Each of these techniques comes with its own particular strengths
and weaknesses, which should be carefully weighed in order to adopt an optimal imaging
approach.
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Figure 2.5: An example of simultaneous multi-layer imaging achieved with remote
focussing. Four images of Drosophila melanogaster antennal lobe structure labeled with
red fluorescent protein. The images are separated axially by 7 µm in depth and were all
acquired simultaneously from a single-element detector. Image from Hoover et al. [63].
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2.5.1 Multifocal microscopy
One of the most widely used strategies for improving the frame rate in a MPM is the use
of multiple foci to parallelise the imaging process. Simply put, by distributing the excitation
light over multiple foci, the time required to scan the focal plane is reduced accordingly. For
example, when scanning linearly, two foci cover a fixed field of view in one half the time and
subsequent gains in the frame rate scale proportionately to the number of foci [64]. However,
as the density of foci increases, the axial resolution decreases as a result of constructive
interference between the foci. Fortunately, this problem may be easily overcome by delaying
each focal spot temporally with respect to its neighbours by an amount on the order of the
pulse duration (or slightly greater). In this way, the interference is entirely eliminated and
the axial resolution from a two-dimensional array of focal spots is equivalent to its single
focal spot counterpart [64–68]. Truly remarkable frame rates have been achieved through
this approach. Bahlmann et al. [69] have successfully exceeded frame rates of 600 Hz.
In a multifocal microscope, a single-element detector can no longer be used to collect
the excited photons from the sample, so it becomes necessary to use a camera [70]. The
necessity for a 2D detector stems from the implementation of a two-dimensional spatial
matrix of excitation foci within the sample. The emitted signal photons generated by this
matrix must be imaged to their conjugate positions onto the detector, as opposed to collecting
all of the photons in single-element detection. If the signal photons are scattered, they will
not be correctly mapped to the conjugate image position by the optical system, resulting
in a background haze in the images. This limitation can be mitigated somewhat by the
introduction of a segmented detector and through the utilization of descanned detection
(where emitted photons are detected after the scan system). Kim et al. [71] have successfully
established this strategy. In their configuration a multi-anode PMT is used to match the
coordinates of the foci within the sample such that each anode should receive the vast
majority of photons emitted from a particular focus [71]. This mode of operation permits
the mulitfocal microscope to operate in a similar fashion to that of a single focal spot, single-
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element detection system. Kim et al. have successfully demonstrated they could extend their
effective imaging depth for 64 foci from less than 30 µm to about 75µm in neuronal tissue [71].
2.5.2 High speed scan systems
Another important strategy in high speed imaging is simply to raster the beam as fast
as possible. As such, polygonal mirrors and resonant scanners hold an important place in
high-speed MPM, as these systems provide a way to rapidly image a 2D area at video rates,
30 Hz [72, 73], without losing the ability to explore deep within scattering tissue [74]. In such
systems practical image speeds are essentially dictated by the number of excitation pulses
per pixel dwell time. With lasers operating at repetition rates of 75− 100 MHz, pixel dwell
times on the order of 150 ns are needed to ensure ∼ 10 pulses per pixel. A second design
consideration in optimizing the frame rate for systems scanned in this manner involves the
scan’s “dead time.” In polygonal mirrors this problem results when the laser beam hits
the interface between mirror facets and, for resonant scan mirrors, from the nonlinear scan
region where the mirrors are accelerating and decelerating.
2.5.3 Acousto-optics and tunable lenses
While polygonal mirrors and resonant scanners can permit rapid imaging, they lack
flexibility in terms of their ability to target special features of interest within the field of view.
Acousto-optic deflectors (AODs) and tunable lenses have been introduced to permit this
freedom of imaging region selection, since the inertia of moving scan mirrors or the objective
is no longer an issue [75–77]. This capability allows researchers to choose the important
objects within a volume and only image those objects [78]. Such systems can dramatically
reduce the time spent imaging (allowing acquisition rates of up to 10 kHz [79]) and in living
specimens reduce the photodamage experienced by the specimen [80], since features that are
of no interest to the research at hand are not processed with the beam. This technique has
even been expanded to handle random-access imaging in three dimensions [79, 81], permitting
researchers to select multiple locations for imaging, even when these locations are not within
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the same lateral plane. These systems are the result of exquisite engineering efforts that
not only enable unprecedented access, but also compensate for the pulse dispersion and
wavelength dependence introduced by the AOD [74, 82] and/or the aberrations and loss of
effective numerical aperture introduced through the tunable lens [75, 83].
2.5.4 Spatio-temporal focussing
An alternative strategy for improving frame rate and potentially simplifying the micro-
scope is to use an extended geometry, such as a line cursor (as opposed to a point focus).
Historically, the very first video rate multiphoton microscope was based on just such an
approach [84]. The challenge with this method is that resolution is compromised along the
low numerical aperture dimension of the excitation source, though a technique known as
spatio-temporal focussing directly addresses this issue [85, 86]. Spatio-temporal focussing
involves directing the laser pulse through a spectrally dispersive element, such as a prism
or a diffraction grating, such that the beam is angularly dispersed as a function of wave-
length. This configuration produces a situation where the different frequencies that compose
the laser pulse are no longer overlapping spatially and, as a result, cannot add together
to produce a short transform-limited pulse in time. Through the application of an appro-
priately designed image relay system, these spatially separate frequencies can be made to
overlap, but only at the focus of the microscope objective. Consequently, the laser pulse is
transform-limited only at the focal plane. The out-of-focus light pulse not only exhibits an
extended spatial footprint (lowering the intensity), it is also “stretched” in time (which also
lowers the intensity). The combination of the pulse focussing and defocussing both from
a spatial and, now, a temporal point-of-view results in localizing the peak intensity, such
that extended source geometries can achieve an axial resolution that is equivalent to their
diffraction-limited single point counterparts [85–90]. In addition, since this is a whole-field
technique and, therefore, requires an imaging detector, it may not be well suited for working
deeper than about 250 µm within scattering media [91].
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2.5.5 Remote focussing
Finally, most high-speed imaging has focused on the ability to rapidly raster scan a lateral
image. Recent developments have lead to the “remote focussing” technique (Fig. 2.5), which
allows for rapidly scanning the beam axially [92, 93]. This technique, when combined with
a scan mirror system, permits novel access inside of biological systems, such as the ability
to image an x-z plane or perform high-speed 3D imaging [83, 94, 95]. Remote focussing
operates by modifying the divergence of the beam at the back of the excitation objective,
usually through imaging the objective’s stop to an upstream location, where a second “re-
mote” objective is used in conjunction with a mirror at its focus. It is this second, remotely
located, objective/mirror combination that produces the necessary divergence at the excita-
tion objective when the distance between the remote objective and the mirror is adjusted.
This configuration is similar to how a properly imaged scan relay system is designed, though
such a system operates on the angle at the back of the objective rather than the divergence.
This change in imaging paradigm is significant because moving the specimen requires expen-
sive stages and can introduce significant problems for “registering” real-world coordinates
in individual frames with any previously captured data. While moving the objective might
be considered as an alternative to translating the specimen, such an endeavour degrades the
image quality by moving away from the ideal objective position, and such movement can
introduce vibrations into the specimen that can negatively impact the image quality.
2.6 Conclusion
The landscape of multiphoton microscopy has grown enormously since the initial appli-
cation of two-photon excitation fluorescence microscopy by Denk et al. [1], and as such, no
single article can truly do justice to the broad range of new technologies and novel explo-
rations that have resulted. There are significant topics not addressed here, such as pushing
the resolution limits [96–99], spectrally resolved imaging [100] and multiphoton light sheet
microscopy [101], and the list goes on!
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The future for multiphoton microscopy looks bright from many perspectives. New ul-
trashort laser sources that operate reliably with exceptional ease are continuously being
developed. In this regard, a significant new benchmark has recently been achieved. An ul-
trashort laser, suitable for nonlinear microscopy can now be purchased at a price equivalent
to a high end microscope objective. Similarly, a broader class of optics are being optimized
with specific application to femtosecond laser excitation and detection. These optical sys-
tems have higher throughput and are designed with the intent of delivering diffraction-limited
focal spots, and transform-limited pulse durations. As such, we can envision future systems
that will continue to push the boundaries of imaging, further compelling studies that will
connect chemical and physiological processes to structure and function, enabling for the first
time a comprehensive picture of organisms from the atomic to the macroscopic level.
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CHAPTER 3
UTILISING ULTRAFAST LASERS FOR MULTIPHOTON BIOMEDICAL IMAGING
A chapter to appear in SUSSP66: Ultrafast Nonlinear Optics.
Erich E. Hoover *,1, Eric V. Chandler 1, Jeffrey J. Field1, Dawn N. Vitek 1,
Michael D. Young1, Jeff A. Squier 1
3.1 Abstract
This chapter covers the benefits and applications of ultrafast laser scanning microscopes
from a biomedical perspective. The basic architecture of a laser microscope is discussed,
including how to design a laser scanning system with lateral and axial control. Also in-
vestigated is the design of custom collection optics for optimizing the detection of emitted
photons and maximizing that emitted fluorescence in the presence of photobleaching. In
addition, this chapter addresses three techniques novel to the biomedical community. The
first is the technique of temporal focusing and its application toward wide-field imaging and
micromachining. Also investigated is the concept of photon counting in multiphoton mi-
croscopy and how this approach to imaging has become practical for every day use. Finally,
several different methods are revealed for implementing spectral imaging with a multiphoton
microscope platform.
3.2 Introduction
Laser scanning multiphoton microscopy is a powerful tool for producing high-resolution
(< 1µm laterally and axially), three-dimensional images in biological specimens. The utility
of the multiphoton approach is derived from several key advantages that include, but are by
no means limited to, these specific facts:
*Primary author, editor, and researcher. Direct correspondence to ehoover@mines.edu.
1Center for Microintegrated Optics for Advanced Bioimaging and Control, and Department of Physics,
Colorado School of Mines, 1523 Illinois Street, Golden, Colorado 80401, USA.
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1. The excitation is confined to the focal plane, limiting out-of-focus bleaching,
2. Near-infrared wavelengths are used for excitation, and these wavelengths tend to be
less damaging and deeper penetrating in biological systems.
3. No detection pinhole is required, meaning that scattered signal photons can still con-
tribute to the image contrast in a meaningful way.
4. Endogenous non-bleaching contrast mechanisms, such as second harmonic generation
(SHG) and third harmonic generation (THG), can be readily accessed.
These aspects of multiphoton imaging (and others) have made this technique the tool
of choice for the biological research community. As such, there has been a tremendous
amount of development in terms of the ultrafast optical technology that is employed in the
biological microscope. The intent of this chapter is not to provide a review of the field
(there are presently multiple review articles in the literature that provide a comprehensive
overview [1–6]); but rather, we highlight some of the very pragmatic aspects needed to design
a laser scanning multiphoton microscope (e.g., scan and collection optics and the effects of
bleaching), discuss a novel method for improving the sectioning in the limit of wide-fields
(spatio-temporal focusing), and finally, explore how to optimise detection in the limit of weak
signals (single molecule multiphoton spectroscopy and photon counting). This last point is
particularly exciting. By moving to a photon counting detection scheme, new design degrees
of freedom have been created. This freedom has made it possible to simultaneously image
multiple focal planes within scattering specimens for the first time.
3.3 Basic Microscope
3.3.1 System Architecture
The basic multiphoton imaging system is quite straight forward and essentially consists
of four components: 1) the laser source, 2) the scanning system, 3) the microscope platform,
and 4) the detection system.
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Starting with the first component, the laser, the most common ultrafast source for this
application is the Ti:sapphire laser, owing to its broad wavelength range (700-1100 nm) and
high average power capability (> 1 Watt). The tuning range is particularly desirable from the
point-of-view of being able to selectively excite different fluorophores when performing two-
photon excitation fluorescence (TPEF) imaging. In addition, the average power capability
can be usefully exploited in several ways. Given the average repetition rates of these lasers,
which is typically on the order of tens of megahertz (MHz), the per pulse energy translates
into tens of nanojoules (nJ). This energy makes it possible to image deeply (up to about a
millimetre) into scattering specimens, or quickly (30 frames per second and higher) – the
energy can be distributed over multiple focal points decreasing the scan time needed to
complete a field-of-view.
In terms of scanning (the second component), multiple strategies are used – the exact
choice being dependent upon the system being studied. The beam can be rastered across
the specimen (beam scanning); the specimen can be scanned about the excitation beam
(specimen scanning); or, in the case of non-scattering specimens, a wide-field approach can
be employed – which eliminates or requires minimal beam scanning. Sometimes several
of these approaches are combined together to create the most optimal exposure conditions
possible for exploring and studying the biological system under consideration. Basic beam
scanning for single and multiple beam geometries is discussed in Section 3.4, while a wide-
field approach using spatio-temporal focusing is detailed in Section 3.7.1.
The scanning system couples the ultrafast laser source to the microscope platform – the
third component. The platform can be a commercially available microscope or a home-built
unit. It provides delivery of the excitation light to the specimen and simultaneously collects
and routes the signal photons to the detection system. Often a pathway for separately
viewing the specimen with a white light source either through an eyepiece, a camera, or
both is incorporated. In the next section, we will explore the characteristics of the objective
– the most important component in the microscope platform.
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The fourth and final component of the multiphoton imaging system is the detector, which
is used to capture precious signal photons with the highest possible efficiency. Normally, a
single element detector is employed such as a photomultiplier tube (PMT). The PMT has
the desirable characteristics of good efficiency, high gain, and low noise. In Section 3.7.2
we discuss a relative new-comer to single element detection now being used in multiphoton
microscopy, namely photon-counting. This modality is particularly applicable for low signal-
light levels and, thanks to inexpensive technologies such as field programmable gate arrays,
is becoming increasingly straightforward to implement.
3.3.2 How to Read a Microscope Objective
A good starting point in the design of a multiphoton imaging system is the objective, and
as such, it is important to be able to read and understand the characteristics of the optic.
Figure 3.1: A 1.2 NA, 40X water immersion objective with correction collar (left) for use
with a cover slip, and a 0.80 NA, 40X water immersion objective that requires no cover slip
(right)
Fig. 3.1 depicts two different objectives for use under different imaging conditions. First,
note the band about the barrel of both objectives. The colour denotes the rough magnifica-
tion, the exact magnification being imprinted directly on the side of the objective. Different
coloured bands denote different magnifications and serve as a simple way of quickly identi-
fying the degree of magnification. The objective on the right has an additional white band
49
denoting that this objective can be used in water, and in this case, without a cover slip. The
marking located on the side of the barrel is used to indicate that no cover slip is necessary.
The ‘0’ indicates that the objective requires a zero thickness cover slip, while the infinity
sign denotes that this is an infinity-corrected objective. In other words, the lens will produce
the least abberated image when the image is at infinity. A second lens, known as a tube lens
must be used in conjunction with an infinity-corrected lens in order to create a real image.
The objective on the left has a similar marking on the side of the barrel: ∞/0.14− 0.18.
Again, the infinity sign denotes it is an infinity-corrected objective, but in this case, a cover
slip must be used in conjunction with the objective. For this objective the cover slip size
can range from 0.14-0.18 µm in thickness. The grooved correction collar must be adjusted
accordingly to match the desired thickness. Finally, the numerical aperture (NA) is always
recorded on the side of the objective. For the objective shown on the left, the NA is 1.2, and
for the objective on the right the NA is 0.80. The NA describes how tightly the excitation
beam will be focused and is key to determining the resolution that can be achieved with the
objective – the higher the NA, the better the resolution. Specifically, the NA is defined as:
NA = n sinα
where n is the index of refraction of the medium in which the beam is focused, and α is the
half angle of the cone of light (semi-aperture angle) produced at focus.
3.3.3 Focusing of Ultrashort Pulses with High NA Optics
As the contrast mechanisms in multiphoton microscopy all scale with the excitation
intensity to the power of two or greater, it is important to ensure a short pulse is created at
the focus of the objective to obtain efficient high-resolution imaging. Optimally, at focus the
pulse should be diffraction-limited in space and transform-limited in time in order to produce
the highest intensity. Complications often occur with refractive optics that prevent either
one or both of these conditions from being satisfied. For example, multi-element objectives
(and the scan optics) are sufficiently long, from an optical path length point-of-view, that
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there is significant dispersion. This dispersion causes the pulse to be stretched in time
(“chirped”) and become no longer transform-limited. This dispersion lowers the excitation
intensity and hence also the efficiency at which a particular nonlinearity is driven. There
are multiple strategies for addressing dispersion, all of which involve simply “pre-chirping”
the pulse. When pre-chirping, the pulse is pre-stretched with the opposite sign of chirp
compared to what is produced by the imaging system. The result of this is that at focus,
the system dispersion is effectively cancelled and a transform-limited pulse is produced.
Strategies for effective dispersion compensation and measuring the pulse-width at the focal
plane of the objective are well documented [4, 6] and will not be covered any further within
the context of this chapter. They are however an important consideration for the end-user
of any multiphoton imaging system, and as such should not be neglected in the final system
design and implementation.
3.4 Scan Optics
3.4.1 Design of a Basic Single Beam Scan System
The key principle behind the construction of a scan system for a laser scanning microscope
is the concept of the telecentric plane. A telecentric plane occurs where the back of the
objective is image relayed in the beam path (any location where the marginal rays and
the chief ray are parallel for all scan parameters). It is relatively easy to design such a
telecentric scan system by working backwards (from the objective toward the laser) with
an off-axis beam. Anywhere where the chief ray of this off-axis beam crosses the origin is
where the telecentric planes exist. All of the beam-modifying elements should be located
at these positions in order to produce a good scan system. The majority of scan systems
utilise galvanometric scan mirrors, due to their high optical throughput, but a variety of
other technologies exist and follow the same principle.
Fig. 3.2 shows the two most common telecentric scanning systems, though many other
valid configurations exist. While the majority of scanning systems put the true telecentric




Figure 3.2: Beam scanning system configuration – most scan setups put the telecentric plane
between the two scan mirrors and try to place the mirrors as close together as possible (a),
an ideal scan system has a telecentric plane at each scan mirror (b)
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a scan system where the telecentric plane is located between the two mirrors (Fig. 3.2(a)1)
a situation results where the centre of the beam does not perfectly hit the centre of the
mirror closest to the objective. This problem is exacerbated when a large tilt is applied to
the mirror further from the objective. An ideal scan system places a telecentric plane at
each mirror [7], relaying the plane from one mirror to the other, but comes at the cost of
two additional lenses (Fig. 3.2(b)2). This sacrifice is important for multifocal systems and
systems with axial beam scanning, since these techniques have beams that are not perfectly
on-axis going into the first scan mirror.







Figure 3.3: A simple two-beam ideal multifocal scan system.
In a multifocal scan system, the multiple beams need to be overlapped on the back of the
objective, which results in laterally separated beams at the focus. To produce such a system,
it is necessary to image relay the back of the objective through the scan mirror system,
thereby placing a telecentric plane at each scan mirror. With this configuration (Fig. 3.3)
it is possible to produce overlapped beams at the back of the objective by overlapping the
beams on the first scan mirror. While it is possible to build a multifocal scan system using
a single telecentric plane placed between the two scan mirrors, such a system will not scan
exactly the same size region for each beam and is consequently less desirable.
1This cross-reference appears as published, copy-editing should have changed this to Fig. 3.2(b).
2This cross-reference appears as published, copy-editing should have changed this to Fig. 3.2(a).
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It is important to note that not all multifocal systems are combined with an external
scan system. A rotating disk microlens array [8, 9] is a good example of such an alternative
system. In such a system the microlenses are placed so that rotation of the disk is designed
to reach the different regions of the focal plane, requiring fewer optics to produce the scan
system. However, this type of scan system does not produce a traditional square uniformly-
illuminated scan region and is therefore non-ideal for many imaging applications [9].


















Figure 3.4: A remote focusing system for adjusting the axial focal plane position.
Moving the axial position of the focal plane is another important issue to consider when
constructing a scan system. Traditional systems accomplish this task by either moving the
sample or the objective, which can be disruptive to the sample and does not permit rapid
scanning. These challenges can be overcome by utilising the remote focusing technique [10],
which relays the telecentric plane at the back of the objective to a secondary objective
focused onto a piezoelectric mirror (Fig. 3.4). This technique permits the rapid movement
of the axial position of the focal plane by adjusting the divergence of the beam at the back
of the objective through moving the piezo mirror back and forth.
Since the beam divergence can vary drastically depending on the piezo position, it is
important when constructing such a scan system to take into account the potentially large
size of the beam at all of the optics between the two objectives. Most optical systems are
designed to operate with collimated beams over the majority of the scan system, where a
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remote focusing system only has a collimated beam when the piezo mirror is exactly at the
focus of the matched objective. This situation places significant restrictions on the distance
between the different optical elements – a system with too much space between elements will
cause the beam to be clipped for some piezo positions.
3.5 Pragmatic Collection Optics
Since the 1960s, with the advent of computers, the task of lens design has greatly shifted.
A cursory examination of lens design books prior to the sixties [11, 12] will show the labo-
rious process involved in calculating the aberrations introduced by an optical system. Now,
computers can quickly and accurately calculate the Seidel coefficients and even other higher
order terms. Despite the great advantages which computers afford the design process, the
design of a custom optical element or system cannot simply be left to a computer. In the
computer’s attempt to optimise a set of variables on the target parameters, the design may
settle into local minima (of the merit function), which are not ideal and often non-physical.
It is still the role of the lens designer or optical engineer to find an appropriate and
promising initial optical configuration. In this section we will walk through the design of a
simple non-imaging optical component and demonstrate some of the key general principles
of optical design and also the advantage of custom optics for specific applications [13]. For
our design we wish to create a simple optical system that will collect endogenously produced
light from a sample and relay it to the active area of a point detector, such as a PMT.
3.5.1 Target Specifications
Our first-order system properties are:
 Object-space NA is 0.95 or greater,
 Field of view is 0.707 mm (a 0.5 mm × 0.5 mm square),
 Wavelength range is from 350 nm to 600 nm,
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 Front focal length is at least 0.5 mm, so as to collect through a cover slip (170 µm)
and still have at least a 150 µm working distance, and
 The total track (the distance from the focal plane to the detector) of the system is less
than 75 mm, in order to be comparable to a commercial objective.
Our imaging requirements are:
 The image-space spot-size is less than 4 mm for the geometric radius.
Other special considerations are:
 This system must include as few optical elements as possible, ideally 3 elements or less,
 At some point along the optical path the rays must be collimated to allow for interfer-
ence filters, and
 Only off-the-shelf lenses should be used.
3.5.2 Design Process
Optics literature, such as text books [14–17] and scholarly articles [18, 19], may provide
a good starting point that meets some of our design requirements [13]. One example of such
a system is called the substage condenser, which is used to relay light from a source in such
a way that it uniformly illuminates the sample and matches the cone of light defined by the
objective’s NA. The simplest condenser systems involve no lenses and instead utilise only
a concave mirror to illuminate the sample plane. Such a system can fill objectives of small
numerical aperture (about 0.25).
Substage condensers may contain any number of lenses, but one of the simplest demon-
strated designs is the Abbe two-lens condenser (Fig. 3.5), which can accommodate an objec-
tive with a numerical aperture up to 1.2 [15]. By reversing the design of the Abbe condenser,
so that it collects light generated at the specimen rather than focusing light into the spec-
imen, we have a good starting place for our initial design. In some ways we may consider
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this configuration to be a two-lens infinity-corrected objective. In order to focus this colli-
mated light onto the detection surface of a point detector, we require an additional singlet
to function as a tube lens.
Diaphragm
Figure 3.5: Schematic diagram of an Abbe two-lens condenser.
3.5.2.1 Lens Selection
Since we are not interested in designing custom lenses, it is important to have a suitable
set of lenses with which to experiment. We can narrow the number of possible lenses greatly
by eliminating those which are not suitable for ultraviolet wavelengths. Also, we wish to have
a short total track, as defined in the target specifications, so that the resulting custom optic
will fit in the same space as a commercial objective. In order to achieve these requirements
all of our optics must have a focal length of about an inch or less. In this case we are going
to use two plano-convex sapphire lenses with an inch focal length, one for the second lens in
the condenser and the other as the tube lens.
Choosing the first lens for our system is actually the most difficult. We want to balance
many of the properties of that first optic to achieve the highest possible NA, obtain a long
working distance, and be able to relay the light to the subsequent optic. The short focal
length would imply a small radius of curvature at least on one side of the optic. This limits
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the overall diameter of the optic, even though a large optical diameter helps to accommodate
a long working distance. If the NA is too high, rays that emanate from our sample at the
most extreme angles may reflect off the surface of our first optic. A solution to this would
be using a meniscus lens. However, a meniscus lens may not have a sufficiently short focal
length to relay the light to our next optic. Normally this is remedied by a series of meniscus
lenses which slowly bend the rays into a desired configuration, but we wish to avoid using
more than three lenses total. In this case we are going to use a bi-convex aspheric lens made
from B270 glass with a 12 mm focal length and an 18 mm diameter. This by no means
represents an exhaustive search of available lenses; however, such a setup will be shown to
be suitable for our design. Examining basic designs for objectives also provides us with a
better understanding and familiarity for what designs do and do not work. Many of these
considerations may be identified in Fig. 3.6. In this figure an initial optic with a small radius
of curvature is followed by a meniscus lens in order to gradually bend the light onto a pair
of achromats, providing good performance across a broad range of colours [15].
If a lens is found to be ultimately unsuitable, then we return to this step and try another
option, such as favouring something with a smaller diameter but a shorter focal length. It
is important to understand which parameters are going to be most important to meeting
the target specifications and which can be adjusted or sacrificed. Often times the best way
to gain a familiarity with what works is to try a variety of lenses and options. Fortunately,
computer aided design programs often contain lens catalogues from typical providers and
make it easy and straightforward to substitute different lenses into a simulated design.
3.5.2.2 Paraxial Design
As an initial attempt at the design, we can use the paraxial ray tracing equations for
thin lenses first and then try thick lenses. It is worth mentioning that there are obvious
and significant problems with this approach. Since we are designing a relatively small optic
in terms of total length relative to optic diameter, the thin lens approximation is poor.
Due to our requirement for a very high NA, the paraxial approximations for small angles
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Figure 3.6: Common oil immersion objective.
(sin θ ' θ) are also quite poor [20]. Despite these bad assumptions, we can still proceed, since
we simply wish to create a rough initial configuration that can be entered into a computer
design program. Once we have a rough configuration, we can adjust things a bit by eye and
then allow the software to create a more optimised configuration.
After plugging the numbers, the thin lens calculations give us a very simple design
(Fig. 3.7(a)). Unfortunately, it is obvious that the thin lens approximation does not give us
a clear picture of how the system should be constructed. However, the thick lens paraxial
approximation gives us a much more reasonable starting point, since we can start to see
some physically realisable distances between elements (Fig. 3.7(b)).
(a) (b)
Figure 3.7: Paraxial Designs for (a) A thin lens system and (b) A thick lens system.
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3.5.2.3 Computer Aided Design
Starting from the estimates produced from the thick lens paraxial design, we can now
enter the design into a computer aided program. Once these parameters are entered, we can
ray trace the system utilising real lenses (Fig. 3.8).
Figure 3.8: Initial Computer Aided Design
3.5.2.4 Optimisation
Now that our initial design is entered into the software we can optimise further by giving
the software some variables to adjust. The lens spacings and total track length are our only
variables that we can attempt to optimise. Optimising on these parameters, we can find
a good solution (Fig. 3.9(a)) by requesting that the software minimise the final spot size
(Fig. 3.9(b)) and collimate the rays between the condenser and tube lenses. Considering all
of the approximations made in our first order paraxial design, it is quite remarkable that
this design implemented with real lenses (Fig. 3.8) comes so close to our optimised design
(Fig. 3.9(a)).
Before we finish we can attempt to push the limits of this design to see how much of the
light we can really capture. We can explore this limit by increasing the numerical aperture




Figure 3.9: (a) Optimised Computer Design at 0.95 NA (b) Optimised Spot Size.
to take a look at water immersion of the objective (Fig. 3.10(b)), which demonstrates an
even better collimation than the air-immersion objective.
Finally, as a last check, we can test our design to ensure that it can handle the requisite
wavelength range and field of view. Fig. 3.11(a) shows that the rays still hit our target for all
desired wavelengths, even at the edge of our field of view, where Fig. 3.11(b) demonstrates




Figure 3.10: Computer Aided Design at 0.97 NA (a) Air immersion. (b) Water immersion.
3.5.3 Design Results
In review, Table 3.1 shows how we met or exceeded all of our target specifications. This
design is not really a condenser or a traditional objective; rather it may be considered a
measurement objective, since it is just designed to collect light and relay it to a PMT.
Whatever the case may be, it is a good example of pragmatic optics. Pragmatic optics
allows us to sacrifice many of the qualities of expensive optical components by realising




Figure 3.11: Final design with full spectrum and at extreme point on field of view (a) Worst
case layout. (b) Spot diagram for worst case layout.
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Table 3.1: Specification Target and Actual Values.
Target Value Design Value
Object Space NA 0.95 0.97
Field of View 0.707 mm 0.707 mm
Wavelength Range 350-600 nm 350-600 nm
Front Focal Length 0.50 mm 1.20 mm
Total Track <75 mm 70 mm
Image Spot Size <4 mm 1.753 mm
Number of Optical Elements 3 3
Collimation Needed Provided
Stock Lenses Needed Provided
attitude can potentially translate into a less expensive optic that offers a substantial gain in
performance.
3.6 Optimising Fluorescence Yield in the Presence of Bleaching
Photobleaching of fluorescent markers, a reduction in the flux of photons emitted by
a fluorophore during continual or repeated excitation, is an undesirable yet unavoidable
phenomenon in all forms of fluorescence imaging. Aside from the obvious disadvantage that
specimens, especially biological systems, cannot be viewed for arbitrary lengths of time,
photobleaching causes a reduction in the overall signal-to-noise ratio (SNR) in acquired
images. This reduction in SNR is responsible for a loss in spatial resolution as well, due
to the Poisson-statistical nature of photons [21]. Therefore, while photobleaching can be
useful in determining several parameters of a specimen, such as diffusion rates in fluorescence
recovery after photobleaching (FRAP) [22]; it is, in general, a limitation to most fluorescence
microscopy assays.
As we have already seen, two photon absorption (TPA) is limited to only the focal plane
of the excitation objective. Unlike confocal microscopy, in which linear fluorescence occurs
over the entire volume of the laser beam within the specimen, this limits the region of pho-
tobleaching to only the volume in which TPA occurs. The advantage of this localisation of
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photobleaching is that areas in a three-dimensional specimen that are not under excitation
experience no photobleaching prior to data collection (i.e., there is no out-of-focus photo-
bleaching). In contrast, confocal microscopes suffer from photobleaching in regions of the
specimen in which data is not being taken, resulting in significantly degraded images when
scanning a three-dimensional specimen. Unfortunately, this advantage of two-photon laser
scanning microscopy (TPLSM) does not come without a cost – several studies have shown
that rates of photobleaching in TPLSM are significantly increased as compared to confocal
microscopy [23, 24]. The result of this situation is that, although photobleaching is less
damaging from a three-dimensional imaging standpoint in TPLSM, the number of images
that may be acquired at a given axial plane is reduced in TPEF as compared to confocal
microscopy.
Despite the increased rate of photobleaching occurring under TPA, the numerous ad-
vantages of TPLSM (e.g., whole-field detection, increased penetration, etc.) make it an
extremely useful tool for studying a myriad of systems, especially biological samples. As
such, a large body of research has been accumulated in the past decade aimed at reducing
rates of photobleaching under TPLSM. While some studies aim to improve the photostabil-
ity of certain fluorophores, a more global approach is to manipulate the excitation source in
the hope that any improvement in photobleaching rates will apply to many fluorescent tags.
Photostability in TPLSM has been studied by manipulation of the femtosecond pulse trains
in terms of their energy [24–26], repetition rate [25, 27], and shape [26, 28, 29]. In order
to understand what parameters of a femtosecond pulse train are relevant to photobleaching
rates and fluorescence yield, it is useful to examine the mathematical form of TPEF.
3.6.1 The Mathematics of Two-Photon Excited Fluorescence
Two-photon excitation occurs by the nearly simultaneous (within ∼10−16 s; [30]) absorp-
tion of two photons to promote a fluorophore from its ground singlet state, S0, to the first
excited singlet state, S1. This transition is represented schematically in a Jablonski diagram
shown in Fig. 3.12, which displays several energy levels of a hypothetical fluorophore and
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some of the photokinetic pathways available to the molecule. Both the spatial and temporal
coherence of the excitation source play a large part in TPA rates for a fluorophore. As-
suming a spatially homogeneous and unchanging concentration of fluorophores, as well as
spatio-temporal decoupling of the femtosecond pulse, the time-averaged fluorescence mea-
sured in TPEF in the absence of stimulated emission and self-quenching can be expressed
as Equation 3.1 [31]:
〈F (t)〉 = 1
2




where φ is the fluorescence collection efficiency, η2 is the fluorescence quantum efficiency of
the dye, C is the concentration of the dye, σ2 is the two-photon absorption cross section, I0(t)
is the temporal intensity envelope of the pulse, S(r) is the spatial intensity of the excitation
pulse, and V is the illuminated sample volume. The quantity g, which is a measure of the
second-order temporal coherence of the excitation source, is defined as shown in Equation 3.2:










]2 = gpf τ , (3.2)
where f is the repetition rate of the laser oscillator, I0(t) is the temporal intensity envelope, τ
is the full-width at half-maximum (FWHM) of the temporal intensity envelope, and gp is the
shape factor, a unitless quantity that is only dependent upon the shape of the laser pulse.
Equation 3.2 clearly shows that the temporal intensity envelope is of critical importance
to the TPEF signal through the so-called gain factor, g, also referred to as the TPEF
efficiency [32].
To visualise the effect that g has on the strength of TPA in a fluorophore, let us assume
a Gaussian-intensity pulse in the temporal domain. It is well known that spectral dispersion
acquired from linear optics (e.g., lenses, dichroics, and objectives) causes distortions away
from transform-limited (TL) pulse shapes in the focal plane and can stretch the duration
of the excitation pulse significantly. By applying various amounts of spectral phase, one










Figure 3.12: A simplified Jablonski diagram illustrating the singlet (Sn) and triplet (Tn)
states of a hypothetical fluorophore, as well as photokinetic pathways. Here the variables ki
represent transition rates for two-photon excitation (TPE), fluorescence (f), phosphorescence
(p), and inter-system crossing (ISC). Dashed arrows represent photobleaching pathways from
the various energy manifolds within the fluorophore
function of bandwidth as well as second-order dispersion, also called group-delay dispersion
(GDD), for a Gaussian pulse centred at 800 nm. As one can clearly see, the shorter the pulse
is in time, the better the TPA efficiency is and therefore the more fluorescence photons one
can measure.
It is interesting to compare g and gp as spectral dispersion is added to the pulse. In
this case, we will assume a constant bandwidth of 25 nm and a repetition rate of 21.7 MHz,
typical for an extended-cavity Titanium:Sapphire (Ti:Al2O3) oscillator. Fig. 3.14 shows τ ,
g, and gp for a Gaussian pulse as GDD and third-order dispersion (TOD) are varied. It is
interesting to note that for both cases g is maximal when the pulse is shortest, i.e. when
GDD and TOD are zero, while gp is maximal when GDD=0 but not when TOD=0. Since
gp is only a measure of how good the pulse shape is, ignoring temporal duration, one can
conclude that a Gaussian pulse with approximately 20,000 fs3 of TOD is better at exciting


































Figure 3.13: Second order temporal coherence, or TPA efficiency, for a Gaussian pulse
centred on 800 nm with varying amounts of GDD and spectral bandwidth. Note that the
shortest pulse (largest bandwidth and TL) produces the largest value for g, and that spectral
dispersion of the excitation pulse causes a significant reduction in TPE efficiency
offsets this improvement in shape.
The best shape factor is clearly unity, which is possible only when I20 (t) = I0(t). An
example of such a pulse is the square pulse (Equation 3.3):
Isq(t) =

0 t < −τ/2
1 −τ/2 ≤ t ≤ τ/2
0 t > τ/2
, (3.3)
implying that the greater the slope of the pulse, the better the shape factor will be. Clearly,
by minimising the duration of the square pulse to be infinitesimal, we qualitatively arrive
at a Dirac-delta function, δ(t), for the optimal pulse shape, a pulse that is not realisable in
practise due to its infinite peak intensity. Clearly then, the closest one can get to realising a
Dirac-delta pulse in practise is to produce a TL pulse, which optimises the efficiency of TPEF.
Put simply, a TL pulse is optimal for TPA efficiency because the peak intensity of such a
pulse is higher than that of a stretched pulse of the same bandwidth. The ramifications of this
scenario are that the probability for the fluorophore to absorb two photons simultaneously






Figure 3.14: Variation in g & gp for a Gaussian pulse as a function of TOD and GDD. The
effect of GDD is shown in (a) and (b), while TOD is shown in (c) and (d). Note that the
noise in these simulations is due to quantisation noise in the numerical determination of the
temporal pulse duration.
A more qualitative picture can be used to understand this principle. Intensity is typically
measured in units of W/cm2. However, using the expression for the energy of a photon,
E = ~ ω, where ~ is Planck’s constant divided by 2π, and ω is the frequency of the photon,
one finds the result in Equation 3.4 [33]:
1 mW = λ× 5× 1012 photons nm−1 s−1. (3.4)
This result means that it is physically correct to think of intensity as a measurement of
the flux of photons through a given cross-sectional area. If we now consider two pulses
that have the same spectrum, but differ in that one is TL and the other is stretched, we
know from Parseval’s theorem that both pulses must have the same energy, and thus the
same number of photons per pulse. What differs between the pulses is the peak flux of these
excitation photons. Because the TL pulse has all fluorescence photons arriving in the shortest
possible duration, the photon flux is greater, and thus there is a higher probability that the
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fluorophore will simultaneously absorb two photons as compared to the stretched pulse. This
leads to an increased fluorescence yield in a non-bleaching sample as the pulse duration is
decreased. Mathematically, we see that this qualitative argument is verified by the inverse
relationship between the average fluorescence and the pulse duration (cf. Equations 3.1 &
3.2).
3.6.2 Fluorescence Yield and Photobleaching
In a bleaching specimen, increased intensity also leads to increased photobleaching rates [24].
This situation results since additional channels for photobleaching are available when fluo-
rescent molecules are in the various excited singlet and triplet states (cf. Fig. 3.12). Thus
as a fluorophore is more efficiently excited to a higher energy state, the probability that
that molecule will undergo photobleaching is increased due to the various mechanisms for
photobleaching that become available, such as two-step photolysis [34].
In light of both these facts, what is the optimal pulse shape for exciting a sample that
will undergo photobleaching? Importantly, one must consider the operating regime in which
the imaging is to be carried out. In the case where thin preparations are to be imaged, it is
possible to reduce the excitation power and still achieve an acceptable SNR. This approach
has been shown to result in significant decreases in the rate of photobleaching at the expense
of fluorescence yield [24, 26]. In deep-tissue imaging, however, one is often power-limited [35],
meaning that no reduction in excitation power is possible without sacrificing penetration
depth into the specimen. In such a case, the optimal pulse shape for achieving fluorescence
yield is TL [29], which offsets the concurrent increase in bleaching rates. Recently, we
investigated photobleaching rates and fluorescence yield as a function of spectral dispersion
compensation for several fluorophores commonly used in TPLSM [29]. Our results indicated
that the instantaneous TPEF achieved with TL pulses was always greater than that of
unoptimised pulses, despite their increased bleaching rates, causing the SNR and thereby
the spatial resolution to be better with TL pulses.
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3.7 Novel Techniques
3.7.1 Temporally Focused Optics for Wide-field Imaging
Multiphoton imaging is traditionally performed with beam scanning or by using a mul-
tifocal system covering the sample area. In addition to these techniques, it is also possible
to utilise a novel spatio-temporal pulse shaping technique called simultaneous spatial and
temporal focusing (SSTF) to obtain wide-field multiphoton images [36, 37], making scanning
or multiplexing the laser beam unnecessary. Instead, the pulses are weakly focused in space
to illuminate a large area and modification to the temporal profile is used to achieve a good
focus. It is important to note that with traditional non-spatio-temporal focusing, the depth
resolution would be compromised. This limitation to the sectioning capability is overcome
by simultaneous temporal focusing as the pulses propagate to the focal plane. In practise,
SSTF is attained by spatially chirping the femtosecond laser pulses. A grating is used to
spatially separate the component frequencies of the pulse, resulting in an increase to the
pulse duration everywhere the frequencies no longer overlap in space. This grating is imaged
onto the sample such that all of the frequency components converge at a focal plane and,
by Fermat’s principle, the original pulse duration is reestablished. Using SSTF, Oron et al.
monitored two photon excitation fluorescence over an area of 100 µm2 with 4.5 µm FWHM
depth resolution [36]. In this experiment the lateral image resolution was 0.25 µm giving
approximately 100,000 effective pixels per image. Thus, an equivalent image obtained with
a multifocal or scanning beam system would need to cover roughly 100,000 positions.
More complex focusing arrangements in SSTF may be achieved by shaping the phase
and amplitude of the pulses. For example, the position of the temporal focus may be offset
by adding second order phase or group velocity dispersion (GVD) to the spatially chirped
pulses [38–40]. This dispersion can be achieved by several means – including a prism pair,
a dispersive optical fibre, or a liquid crystal array pulse shaper. Within a certain range,
the pulses remain transform-limited in time, and the temporal focal plane is linearly depen-
dent on the GVD. Such an SSTF system with an adjustable axial focal position has been
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demonstrated with a range of over 200 µm, or 17 times greater than the beam’s Rayleigh
length of 11.5 µm [38]. A potential application of this capability is remote axial scanning in
a fibre endoscope. While GVD controls the axial focal position, it has also been shown that
the lateral position of the SSTF focus is dependent upon the pulse’s linear phase [39]. In
addition, the shape of the illumination pattern on the sample may be adjusted by amplitude
shaping at the grating [41]. For example, illuminating the grating with a line-shaped beam
produces a line focus on the sample and illumination with an array of lines produces an
array of line-shaped foci on the sample. Amplitude patterning combined with phase shaping
has also been employed in order to generate multiple foci with independent axial and lateral
focal positioning [39].
3.7.1.1 Temporally Focused Optics for Micromachining Biological Samples
In addition to wide-field multiphoton imaging applications, SSTF improves the rate of
femtosecond laser micromachining, another multiphoton process. Many micromachining ap-
plications require a geometry where the beam must focus in the bulk or through a transparent
material; however, out-of-focus nonlinear interactions deplete the energy of the pulses and
may prematurely damage the material. Typically, this problem is overcome by increasing
the strength of the geometric focusing by using high NA optics. SSTF improves the ma-
chining rate by axially confining a larger interaction area, allowing machining at low NA.
For example, SSTF can be applied to performing a craniotomy [42]. In a craniotomy a por-
tion of the skull is removed and the viability of the sample is retained through continuous
immersion in a saline solution. Without SSTF, nonlinear interaction with the water layer
prohibits machining at low NA. With SSTF, we ablated a rat skull through ∼ 6 mm water
at 0.03 NA – a numerical aperture with an interaction volume orders of magnitude larger
than that achieved at 0.50 NA, a common choice for ablation through transparent materials
without SSTF. The 0.5 mm x 1 mm x 1 mm craniotomy is shown in Fig. 3.15 and was ab-
lated in ∼ 10 minutes with a 1 kHz laser. Another application of SSTF to femtosecond laser
micromachining is to employ amplitude shaping in order to vary the diameter of subsurface
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channels for microfluidic devices [43]. In summary, while SSTF began as a technique for
wide-field multiphoton imaging, it has since proved its flexibility for creative application to
many other areas.
3.7.2 Photon Counting
3.7.2.1 Why Photon Counting?
In multiphoton microscopy it is traditional to utilise a PMT along with a pulse amplifier
to produce a strong analog signal corresponding to the occurrence of incident photons on
the PMT. Since these photons come in very rapidly, on the order of nanoseconds between
photons, the resulting analog signal requires an extremely fast analog to digital converter in
order to electronically capture all of the photons. As a result of the difficulty of accomplishing
this task, a different approach has been taken by the majority of researchers working with
point detectors. In these systems the analog signal is averaged, instead of attempting to
capture enough of the waveform to count all of the photons directly.
Averaging the signal from the PMT is virtually identical to conditioning a pulse width
modulation signal. By filtering the high frequency pulses from the PMT, a data acquisition
card will read a higher voltage the more pulses per unit time that are produced by the PMT.
However, since the pulses from the PMT are not always the same width or amplitude, this
leads to an imperfect representation of the original signal, as some photons will increase the
average more than others. In addition, when utilising photon counting, any counts that occur
when the light is turned off (dark counts) can be thresholded out, dramatically improving
the signal to noise ratio [44, 45]. While the averaging technique is elegant in its simplicity,
and much less expensive than traditional photon counting systems, this simplicity comes at
the cost of the integrity of the collected data.
Data integrity is not always necessary in biological imaging, but for some applications it is
of crucial importance. For example, in photon counting it is possible to calibrate the number
of photons measured by the detector to the exact concentration of a fluorophore. This kind of
calibration is not possible when averaging is performed, as the shot-to-shot instability of the
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(a) Zoomed-Out View
(b) Top view (c) Tilted forward view
Figure 3.15: (a) Craniotomy in an excised rat skull performed using femtosecond laser ab-
lation with SSTF. For comparison, we show a traditional craniotomy performed with a
hand-held dental drill. (b) Top and (c) tilted-forward enlarged views of the femtosecond
laser craniotomy
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PMT signal means that there is no longer a direct connection between the measured quantity
and the number of photons incident on the detector [46]. So, provided that an experiment
is operating in the photon counting regime, it is always better to use photon counting as
opposed to averaged detection, since photon counting is valid for a broader set of techniques.
However, if the probability is large for more than one photon to be excited per laser pulse (if
the experiment is not in the photon counting regime), then it is not possible to accurately
count the photons excited from the sample – due to photon pile up. In many biological
imaging applications we are in the weak fluorescence limit, and photon counting is therefore
the optimum detection modality. For an excellent discussion into when analog integration or
photon counting is appropriate in multiphoton imaging, see the paper by Driscoll et al. [47].
3.7.2.2 History of Photon Counting in Multiphoton Microscopy
Photon counting has a long history in microscopy, evolving into a variety of different
methods with various advantages and disadvantages. Since photon counting requires ex-
tremely fast electronics, early photon counting used analog techniques, such as the time to
amplitude converter (TAC). A TAC is used in time-correlated single photon counting (TC-
SPC) to measure the time between the incident pulse and the arrival of the emitted photon.
Later, the gated photon counting technique was introduced, permitting the digital differen-
tiation of photons arriving at different times after the incident sample pulse. This technique
was then extended to produce the photon counting histogram (PCH), which performs vir-
tually the same measurement as TCSPC by utilising digital techniques rather than a time
to amplitude converter [48].
Due to the complexity involved in photon counting, an innovative technique for “fixing”
averaging the signal from the PMT was developed. By utilising a discriminator and a
pulse shaper on a traditional averaging system, the resulting pulses are conditioned to have
virtually identical width and amplitude [46]. Performing averaging on this modified system
is therefore not as detrimental. Since the number of photons can be accurately extracted
from the averaged value on such a system, the appropriate fluorophore concentration can be
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inferred from the averaged value. However, this technique does not permit for any of the
photon timing information to be extracted, limiting the technique for many applications.
Combining these techniques with synchronised scan mirrors (or other beam deflecting
techniques) opened the door to performing laser scanning microscopy with a point detec-
tor. Early systems designed to perform these measurements involved a great deal of custom
electronics [44], but these systems were eventually commercialised and turned into more man-
ageable, but expensive, turn-key systems. However, with the advent of field programmable
gate array (FPGA) technology and complex programmable logic devices (CPLD) these sys-
tems are becoming inexpensive enough that laboratory researchers can build on their own.
These programmable logic device technologies also permit novel customisation of the pho-
ton counting system, allowing for unique techniques, such as spectral photon counting [45]
and demultiplexing photon counts from a single detector corresponding to multiple input
beams [49].
3.7.2.3 Novel Geometries and Capabilities Enabled by Photon Counting
One of the major disadvantages of imaging detection is that it is necessary to descan or
spatially filter the photons from the sample before placing them on the detector [50]. By
switching to a point (non-imaging) detector, such as a PMT or an avalanche photodiode,
it is no-longer necessary to descan the returning photons (Fig. 3.16). This change can be
incredibly useful for imaging with low light levels, as the path back through the scan system
introduces significant additional losses. Additionally, imaging back through the scan system
assumes that all of the returned photons are from the focal volume. This situation is not
the case when imaging within highly scattering media, resulting in significant background
fog when deeper imaging is performed within the media.
While point detection can still be implemented with averaging the signal from a PMT,
there are several capabilities that are unique to photon counting. For example, in TCSPC
the delay between an incident pulse and the emitted photon is measured so there is no way




Figure 3.16: Geometric difference between imaging detection and point detection.
CCD: Charge-Coupled Device Camera; D: Dichroic; SM: Scan Mirror; SL: Scan Lens;
TL: Tube Lens; OBJ: Objective; PMT: Photomultiplier Tube
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researchers to measure the fluorescence lifetime of different dyes, permitting the differentia-
tion of dyes even when their emission wavelengths are indistinguishable. The PCH technique
can be used to perform a similar measurement. PCH just takes a slightly different approach
by using a clock to divide up the time after the incident pulse into histogram bins for storing
the photon counts, rather than collecting all of the precise measurements of the time between
the incident pulse and the emitted photons and post processing that data.
Another technique unique to photon counting is the ability to electronically demultiplex
the information from optically multiplexed beams. This differential multiphoton microscopy
technique works by utilising beams with a time separation greater than the fluorescence
lifetime of typical dyes (several nanoseconds) and electronically distinguishing the beam
corresponding to the emitted photons. This technique has unique utility in that it permits the
nearly simultaneous acquisition of photons from different beams, allowing for measurements
from multiple layers, multiple polarisations, multiple lateral locations, or multiple beam
shapes.











Figure 3.17: Photon counting system architecture. PMT: Photomultiplier Tube; PD: Pho-
todiode; PA: Pulse Amplifier; HSC: High-Speed Comparator (Discriminator); SMC: Scan
Mirror Controller; LN: Line Clock Signal; PXL: Pixel Clock Signal; PhC: Photon Counter.
Star (*): Only required for demultiplexing photon counting systems
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Photon counting is not very complicated, at least in principle. The general principle of
a photon counting system is to detect the edges of a PMT signal corresponding to single
photons and increment a counter every time such an edge is detected. In practise, photon
counting data signals are extremely rapid (up to a couple hundred megahertz for multiphoton
microscopes); and therefore, require a great deal of care to handle properly. A commonly
overlooked issue with signals at these frequencies is that every cable between the photon
counting components operates as an antenna. Due to this problem, it is necessary to use
well shielded cable (at least double shielded) to keep environmental signals from causing
extraneous noise to be interpreted as signal photons. One might suppose that this shielding
is only critical before the pulse amplifier; however, experience shows that due to the combi-
nation of high frequencies and high amplitudes, it is necessary to shield all of the PMT and
photodiode signals prior to the photon counting electronics.
The general architecture of a photon counting system is shown in Fig. 3.17. This figure
shows both the components necessary to construct a basic photon counting system and the
extra components required for an advanced demultiplexing system. Both systems require a
good PMT designed for photon counting; however, a Geiger-mode PMT is not ideal for such
systems, as these PMTs have a long dead time between pulses. A much better performing
system consists of a non-Geiger-mode photon counting PMT chained with a pulse amplifier
and a high-speed comparator (HSC). Such a PMT does not output enough current for the
pulses to be discriminated directly, hence the need for a pulse amplifier, but provides much
better pulse-pair resolution than a Geiger-mode PMT. In addition to the pulse amplifier,
a HSC is necessary to threshold the pulses and provide a clean logic signal to the photon
counting electronics. Together with these signal electronics, it is also necessary to synchronise
the photon counting system with the scan electronics (usually scan mirrors), so that a 2-D
image can be formed from the intensity readings. It is not strictly necessary to integrate
this step with the photon counting system (this task can be performed by a computer), but
properly integrating this step onto the photon counter means there will be no dead-time
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between pixels.
A more advanced demultiplexing photon counting system also requires timing signals
indicating when the different beams of the laser arrive at the sample. In order to consistently
pick out the same beams, two timing signals are necessary: a “start of burst” signal and a
“laser clock” signal. The start of burst signal indicates which of the laser clock pulses occurs
“first,” and the laser clock signal indicates when the counter should move on to the next
beam. It is important to note that without the start of burst signal, any interruption in the
laser clock signal would have a high probability of resulting in a re-ordering of the beams
from the perspective of the demultiplexing electronics. It is worth noting that for many
photon counting systems, the output of the photodiode can be tied directly to the photon
counting electronics; but for photodiodes with poor conversion, or photon counting systems
requiring a strong trigger signal, it becomes necessary to utilise additional HSCs to provide
the electronics with the appropriate trigger.
3.7.3 Spectrally Resolved Multiphoton Microscopy
The multiphoton microscopy methods presented to this point have focused on either gath-
ering volumetric information from a sample or improving signal-to-noise and/or spatial res-
olution. This section details the importance of spectrally resolved multiphoton microscopy,
as well as various techniques of collecting spectra and spectral imaging. Practical design
issues are stressed.
3.7.3.1 Spectroscopy
Spectroscopy, as applied to microscopy, involves examining the different colours emitted
from an excited sample. A simple example illustrates the utility of spectroscopy – the
spectrum of an atomic gas lamp enables mapping specific energy level transitions to given
spectral lines. The same is true for any fluorophore – an emission wavelength directly maps
to a transition from an excited state to the ground state or another, lower-energy excited
state. Unfortunately, complications abound in real systems, stemming from both the method
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of excitation and the physical system of the sample.
Practical considerations for spectroscopy include the following points. In linear excita-
tion, there is a slight difference between the emission and excitation energies, as shown in
Fig. 3.18(a), known as the Stokes shift. The proximity of the source and emission wavelengths
often limits observation of the emission spectrum at shorter wavelengths. Multiphoton spec-
troscopy circumvents the issue by pushing the excitation wavelength far from the emission
wavelength, enabling capture of the entire emission spectrum. In either case, filtering out the
source wavelength is critical, though certainly simpler in the multiphoton excitation method.
Dichroics, absorptive glass, or edge filters are the most common methods of separating source












Figure 3.18: Simplified energy level diagrams. (a) Indicates the Stokes shift, the difference
in energy between excitation and emission wavelengths for linear excitation. (b) Relaxation
from different vibrational levels within excited states contributes to broadening of the output
spectrum
The physical process of optical excitation and relaxation further complicate spectroscopy.
Each energy level possesses sub-levels generated by different vibrational and rotational
modes, as in 3.18(b). The small contributions to the transition energy from these sub-levels
broaden the emission wavelength well beyond the near-infinitesimal width from atomic gas
lamps. Broadening limits the efficacy of spectroscopy in two ways. Nearby transitions can
overlap, making it difficult or impossible to discern which transition is responsible for the
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fluorescence. More relevant to biological systems, broadening also increases the difficulty of
detecting small spectral shifts (shifts on the order of several nanometres). A fluorophore
will undergo a small spectral shift, if the nearby chemical environment (electron density)
changes. As an example, the fluorophore may be attached to a larger molecule that has
undergone a conformational shift, and the new electron densities force a slight alteration in
the excited state energy. An understanding of the fluorescence shift often provides insight
into the physical process responsible for the chemical change. Thus, a practical consideration
for any spectrometer is spectral resolution – the minimum difference in wavelengths that can
be resolved in a spectrograph.
3.7.3.2 Spectrometers
No single definitive technique or spectrometer dominates the field – each method pos-
sesses strengths suited for different situations. Spectral resolution is considered the most
critical, and the factors that determine it vary with each technique. Spectral range is of-
ten significant and is linked to spectral resolution for systems employing imaging detection
(given the set number of pixels available for detection). As with any optical detector, further
considerations are acquisition time, sensitivity, mechanical stability, and polarisation sensi-
tivity. Throughput, spectral resolution, and spectral range are often linked, so even within
a single spectrometer design, there is no single optimal solution.
Spectrometer calibration consists of two tasks. The first requires ensuring that when a
spectrum is taken, there is an accurate relationship between the pixel number and wave-
length. The second involves calibrating the wavelength dependent throughput of the device.
Wavelength calibration is best performed with an atomic gas lamp with well defined and
narrow peaks. When a spectrograph is taken on an imaging detector, each pixel is as-
signed a wavelength. When wavelength scanning is performed, a wavelength vs. position
(or voltage) mapping is obtained. The throughput of a spectrometer is often calibrated us-
ing a black-body lamp. These lamps have a broadband output in the visible, as well as a
convenient analytical expression for the output as a function of wavelength. Amplitude cali-
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bration accounts for any wavelength dependent losses in the system, including dichroic/filter
transmission, detector sensitivity, and any wavelength sensitivity of the dispersing element.
Grating-based spectrometers are the most familiar, and the simplest to understand. As
illustrated in Fig. 3.19, light enters the spectrometer through a small slit typically between
50 and 100 μm wide. The light is directed onto a grating, dispersed, and passed to a
detector. One key feature of this design is that the entrance slit is imaged to the detector;
thus, the entrance slit width is directly responsible for the spectral resolution. In the case
of a scanning spectrometer, an exit slit selects which small band of wavelengths pass to
the detector (typically a high-gain, single element detector), and rotating the grating scans
the different wavelengths across the detector. The portion of the spectrometer without the
camera is often referred to as a monochromator. In the case of an imaging spectrometer,
there is no exit slit, and all wavelengths are dispersed onto a multi-element detector such as






Figure 3.19: A simplified grating spectrometer. The entrance slit is imaged to the detector
by the curved mirror and determines the spectral resolution. Optional grating turret is
shown for grating substitution. In the case of a scanning spectrometer, the grating rotates
causing a different colour to be passed through the spectrometer’s exit slit to a non-imaging
detector
Practical design considerations for grating-based spectrometers include the following
points. Grating-based spectrometers are convenient for visible wavelengths, since gratings
83
are widely available in multiple blazes, groove densities, and sizes. Gratings are also ad-
vantageous, since they disperse light linearly; that is, the distance between different colours
separated from the central wavelength is directly proportional to the wavelength, unlike with
prisms. However, care must be taken in selecting the proper grating. The blaze angle tilts
the rulings with respect to the surface normal, forcing more energy into a particular order
(typically the first order). Blazed gratings are most efficient when angled to satisfy the
Littrow condition, where both the incident and diffracted light are normal to the grooves.
Unfortunately, gratings exhibit strongly wavelength-dependent and polarisation-dependent
efficiencies.
If a wide wavelength range is to be observed, grating substitution may be necessary to
maintain sufficient throughput. This is often achieved with multiple gratings on a rotating
turret in commercial systems. Groove density determines how much dispersion is applied;
for example, a grating with 1200 lines/mm will introduce twice as much dispersion as a
600 lines/mm grating. Additional dispersion improves spectral resolution for a set entrance
slit width but also limits the spectral range on an imaging detector. For a set number of
pixels on an imaging detector, twice the dispersion halves the wavelength range but doubles
the resolution. Less disperse gratings improve spectral range but suffer from mode overlap,
where shorter wavelengths of higher orders can overlap with longer wavelengths of lesser
orders. As an example, 300 nm light from the 2nd order of a grating will overlap with the
600 nm light from the 1st order [51].
Further, one might consider dialling down the entrance slit width to maximise spectral
resolution. However, the smaller the entrance slit width, the fewer signal photons reach the
detector. This is a significant concern for two-photon induced processes, where the cross-
section is already quite small and photon production is limited. Increasing the exposure
time is the obvious solution, but it is not feasible in mobile biological systems. High-gain
and high quantum efficiency detectors, such as PMTs for grating scanning spectrometers
and electron-multiplying CCDs (EMCCDs), help mitigate this problem.
84
3.7.3.3 Spectral Imaging
Spectral imaging adds an additional dimension to traditional confocal or multiphoton
imaging – each point in the sample is not only mapped, but a spectrum is also acquired.
This technique is often referred to as multi-spectral imaging. Spectral imaging typically falls
into one of two categories: wavelength scanning and spatial scanning. In the former, full
images are obtained for multiple narrow spectral ranges. In the latter, all wavelengths are
detected simultaneously, and the sample or beam is scanned [52]. A brief overview of the
most common techniques applicable to multiphoton microscopy and their advantages and
disadvantages follows.
The most recognisable wavelength scanning technique makes use of Fourier transform,
the most commonly encountered variety being the Fourier transform infrared (FTIR) spec-
trometer. In multiphoton microscopy, the output of the microscope is directed through an
interferometer into a CCD detector. The interference pattern intensity is recorded as a
function of path length, resulting in an interferogram [53, 54]. The transform of this inter-
ferogram results in the spectrum. Spectral resolution falls with increasing wavelength and
is typically 1% of the excitation wavelength [55]. Fourier transform imaging spectroscopy
(FTIS) requires high mechanical stability and algorithmic modifications for phase correction
and apodization [53–55].
Use of a liquid crystal tunable filter (LCTF) also enables rapid wavelength scanning. A
LCTF is a multistage Lyot polarisation interference filter, consisting of multiple polarisers,
each separated by a liquid crystal layer. The entire array is bounded by birefringent crystals.
The resulting apparatus acts as an electronically tunable interference filter for the output of
the microscope [52]. The key advantage is rapid wavelength selection; but limited spectral
range, low transmission, and sensitivity to temperature and polarisation limit the application
base [56].
To improve throughput, yet maintain electronic tunability, acousto-optic tunable filters
(AOTF) provide an alternative to other techniques. An acoustic wave sent into a medium
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results in a periodic modulation of its index of refraction, acting as a three-dimensional
sinusoidal phase grating. Light exiting the crystal at particular wavelengths is deflected at
an angle, and adjusting the acoustic wave frequency changes the grating frequency, selecting
which wavelengths are deflected [52]. Unfortunately, out of band rejection ratios of only 10-3
and post-processing (to improve image quality) reduce the efficacy of this technique [57, 58].
Most spatial scanning techniques – whether the beam is rastered across the sample, or
the sample itself is translated – use a grating-based spectrometer to obtain spectral images.
A minor variant of the grating-based spectrometer involves employing a multiple slit mask
and deconvolving the resulting image to obtain the spectrum [59]. The multi-slit approach
improves throughput over single-slit techniques. The spectral image itself must be assembled
in post-processing from individual spectra obtained from each spatial location.
3.8 Conclusion
The immense versatility of multiphoton microscopy has led to an increasing number of
biological researchers turning to multiphoton techniques. Particularly, the ability to image
deep within scattering tissue without causing out-of-focus bleaching has carved a significant
niche for multiphoton microscopes. In addition, the nature of multiphoton imaging per-
mits unique detection mechanisms that require less optics and no detection pinhole; thereby,
reducing the number of precious photons that are lost prior to the detector. These distinc-
tive characteristics also allow for the design of custom collection optics, further increasing
detection efficiency and dramatically improving image contrast.
Multiphoton microscopy also benefits from a variety of novel imaging techniques, placing
an even more powerful tool in the hands of the biologist. Among these techniques is the
unconventional ability to construct a non-multifocal wide-field multiphoton microscope, re-
alised through the use of spatio-temporal focusing. Additionally, the unrivalled capability to
implement a variety of different photon counting technologies gives multiphoton researchers
new avenues to explore previously inaccessible specimens. Furthermore, spectrally resolved
multiphoton microscopy furnishes researchers with the ability to explore the relaxation of
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different vibrational levels in an excited state, providing a unique spectral map of the spec-
imen.
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4.1 Abstract
We present the application of remote focusing to multiphoton laser scanning microscopy
and utilize this technology to demonstrate simultaneous, programmable multi-layer imaging.
Remote focusing is used to independently control the axial location of multiple focal planes
that can be simultaneously imaged with single element detection. This facilitates volumet-
ric multiphoton imaging in scattering specimens and can be practically scaled to a large
number of focal planes. Further, it is demonstrated that the remote focusing control can be
synchronized with the lateral scan directions, enabling imaging in orthogonal scan planes.
4.2 Introduction
The ability to image within scattering media has been greatly enhanced by the introduc-
tion of laser scanning microscopes. In particular, the ability to produce two photon excited
fluorescence (TPEF), second harmonic generation (SHG), and third harmonic generation
(THG) using these microscopes permits researchers to perform unique internal explorations
deep within biological systems [1].
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Multi-focal laser scanning microscopes were introduced to improve the image acquisition
time of laser scanning microscopes. These systems improve the speed of traditional laser
scanning microscopes through the application of additional foci within the sample specimen.
There are several methods for approaching the generation of these foci, with various advan-
tages and disadvantages. Common approaches to the problem involve the use of micro-lens
arrays [2–8], etalons [9], diffractive optical elements [10], or cascading beam splitters [11–15].
Since these techniques utilize closely spaced or overlapping beams, it is important to use a
spatially-resolved detector and temporally separate the arrival time of the beams in order to
avoid interference of the excitation beams [4–6, 12]. Interference reduces the axial sectioning,
and utilizing a spatially resolved detector diminishes the ability to image within scattering
specimens.
We previously reported on an alternative method for approaching multi-focal foci genera-
tion wherein a special laser cavity is employed that outputs beams that are both temporally
and spatially separated [16]. Since this cavity design delays the beams by several nanosec-
onds, it becomes possible to use a single-element detector, thereby taking advantage of the
speed improvements of a multi-beam system without sacrificing image quality through the
use of a spatially-resolved detector. When compared to other multi-focal techniques, this
system is also advantageous in that the beams are spatially separated by several millimeters,
allowing for manipulation of the individual beams with little difficulty. These characteristics
produce an extremely flexible imaging system that is capable of simultaneously imaging spec-
imens at multiple different layers [17], employing different excitation polarizations [18, 19],
or different pulse shapes [20, 21]. As a result of the myriad of possible applications for
this imaging technology, we refer to the general approach as “differential multiphoton mi-
croscopy”.
While all of the different multi-focal systems produce demonstrable improvements to data
acquisition in the sample plane, they still do not fully resolve the issue of imaging biological







Figure 4.1: Basic axial scanning microscope system. HWP: Half Wave-plate, PBS: Polarizing
Beam-splitter, QWP: Quarter Wave-plate, PM: Piezoelectric Mirror, L1,L2: Matched Lenses,
OBJ: Objective, Solid Beam: Normal (collimated) focus, Dotted Beam: Shallower focus,
Dashed Beam: Deeper focus
living organisms, it is crucial to record data from more than one sample plane in order to
get an accurate picture of what is occurring within the organism. Typically, this problem is
resolved by alternating between scanning and moving the sample or the objective in order
to acquire an image from another plane. However, the rate of image acquisition at different
depths can be further optimized through the technique of remote focusing, or changing the
beam divergence to change the sample depth, introduced by Botcherby et al. [22–25]. Our
multi-beam cavity design is well suited to exploit this technique, as we can readily adjust
the focal depth of each excitation beam and therefore acquire images from multiple planes
simultaneously.
In this work we demonstrate the viability of remote focusing by using 1) a dual focus
multiphoton differential laser scanning microscope, and 2) in conjunction with our novel
multi-beam oscillator [16], a four beam imaging system. To our knowledge, this is the first
multifocal laser scanning microscope architecture that can simultaneously image multiple
axially separated focal planes that are under electronic control through remote focusing.
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4.3 Dual focus differential laser scanning microscope system
4.3.1 Remotely controlling axial focus with a piezoelectric mirror
By adjusting the axial focus through changing the properties of the beam, rather than
mechanically moving the objective or the sample, remote focusing facilitates volumetric
imaging of living organisms. A similar imaging improvement was introduced to confocal
laser scanning microscopy with the introduction of galvanometric scanners by Åslund et
al. [26].
Whereas the improvement to scanning of the focal plane was achieved by changing the
angle of the collimated light entering the back of the objective, the key to adjusting the
position of the axial focus is to change the divergence of the beam at the back of the
microscope objective. As demonstrated for axial scanning by Botcherby et al. [24], this
scenario is most easily accomplished by imaging the plane at the back of the microscope
objective to a second identical objective with a 1:1 telescope (Figure 4.1). By focusing
the light of this “adjustment objective” onto a mirror attached to a piezoelectric actuator,
the position of the axial focus of the imaging objective can thereby be programmatically
controlled.
4.3.2 Experimental setup
Our dual focus scan system is shown in Figure 4.2. The input to this system is a Yb:KGW
laser that operates at a central wavelength of 1038 nm, a repetition rate of 56.5 MHz, pro-
duces 2.5 W average output power (45 nJ/pulse) and pulses ∼ 250 fs in duration [19]. The
remote focusing arm of this system uses a 0.65 NA aspheric lens (New Focus 5721-H-B) fo-
cused onto a zero-degree high reflector mirror attached to a piezoelectric actuator (Thorlabs
PAS080). The piezoelectric actuator is then driven by an open-loop piezo controller (Thor-
labs MDT694A) connected to a PC with a DAQ card (National Instruments PCI-6259) in
order to control the axial focal position. The second focus is shown as the reference arm, and
is delayed by approximately 8.8 ns (approximately half the repetition period of our 56 MHz
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Figure 4.2: Two beam remote focusing microscope layout. HWP: Half Wave-plate, PBS: Po-
larizing Beam-splitter, QWP: Quarter Wave-plate, AS: Asphere, PM: Piezoelectric Mirror,
L1: 250 mm Lens, L2: 500 mm Lens, SM: Scan Mirror, L3: 200 mm Lens, L4: 200 mm Lens,
OBJ: Objective
system) relative to the remote focusing arm. The second focus can act as a control. For
example, when the piezo is at the “zero” position it is used to ensure that the optics in the
adjustable arm are not adding significant aberrations to the remote focusing beam. As pre-
viously shown, we can image with both arms simultaneously [19]. This configuration enables
imaging at different depths, at different excitation polarizations, and in different modalities.
To satisfy the imaging constraints imposed by remote focusing, while still permitting
lateral scanning, a couple of steps are involved. First, the plane at the back of the New Focus
asphere is imaged with a 1:2 telescope to the telecentric plane between the galvanometric
scan mirrors (GSI Group, Inc SC2000). A 1:2 telescope was chosen for this configuration
in order to expand the laser beam to better fill the back of the microscope objective (Zeiss
A-Plan 40x/0.65). This choice allows for more effective use of the numerical aperture of the
objective at the cost of half of the axial movement range. However, since movement of the
piezo mirror actually results in twice that movement at the sample plane, this sacrifice places
us in a regime where the movement is approximately 1:1 (80µm for the PAS080 actuator). In
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other words, the spatial shift of the mirror on the piezoelectric mount is the same as the axial
shift of the focus. The second step is to image the telecentric plane between the scan mirrors
using a 1:1 telescope to the back of the microscope objective. This system is integrated
with an Olympus IX71 microscope platform, so the second lens of the telescope (L4) is the
tube lens of the microscope platform. While this system is slightly more complicated than a
traditional laser scanning microscope, in exchange for this complexity we gain control over
the axial position of the beam without having to move either the sample or the objective.
While this piezo setup can be used in a stand-alone fashion to select desired x-y imaging
planes, it can also be synchronized with the scan mirror hardware in order to image non-
standard geometries, such as the x-z plane. To demonstrate this capability, we created a
program for our scan mirror hardware to use an external digital synchronization signal to
trigger each x-axis scan, rather than to trigger each x-axis scan after each step of the y-axis.
This trigger is then driven by the DAQ card on our PC, permitting us to simultaneously
control both the piezo and the scan mirrors.
4.3.3 Consequences of utilizing an aspheric lens
An aspheric lens is used throughout this work. The primary motivation being that for
a multi-beam system the cost of implementing the remote focusing is significantly reduced.
However, aspheres do exhibit axial color. For the Yb:KGW laser design used here, ray-
tracing models indicate an axial offset that is below the diffraction limit over our maximum
laser bandwidth of 6 nm (centered at 1038 nm).
4.3.4 Imaging results
In order to demonstrate the axial characteristics of this system we modified our traditional
x-y scanning application to permit x-z scanning while leaving the sample stationary. In
other words, we have synchronized the remote focusing with a single lateral scan axis (the
x-axis), enabling us to rapidly capture image planes that are orthogonal to the traditional



























Figure 4.3: Combined x-y and x-z THG scan of features created through spatio-temporal
femtosecond micromachining in a fused quartz slide. THG images are limited to 300 photon
counts, while the white light image is shown in upper right.
imaging of complex structures fabricated in a 500 micrometer thick fused quartz slide through
spatio-temporal focused femtosecond laser micromachining [27–29]. These structures are
produced when the fabrication scan direction is coincident with the traveling wave created
by pulse front tilt, which is inherent to machining with spatio-temporal focused femtosecond
laser pulses [29].
An x-y THG image slice and an x-z THG image slice of the structures is shown in
Figure 4.3, with a corresponding x-y white light image of the region in the inset. The x-z
image slice clearly reveals the axial extent of the structure, and locates the structure relative
to the quartz surface, as evidenced by the image of the quartz-air boundary at the bottom
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Figure 4.4: Four beam remote focusing microscope layout. λ/2: Half Wave-plate, PBS: Po-
larizing Beam-splitter, λ/4: Quarter Wave-plate, AS: Asphere, PM: Piezoelectric Mirror,
L1: 400 mm Lens, L2: 100 mm Lens, L3: 40 mm Lens, L4: 40 mm Lens, L5: 35 mm Lens,
L6: 200 mm Lens, NDW: Neutral Density Wheel, SM: Scan Mirror, OBJ: Objective
of the x-z scan. The x-z image demonstrates the typical axial scan range achieved in the
dual focus system, which is effectively 80 micrometers. We characterized the focus over the
scan range using the axial THG response at an interface and found that the full width at
half maximum differs from the diffraction limited value of 6.9 micrometers (for 0.65 NA,
1039 nm) by at most 8% at the extreme of the axial scan. Notably, the resolution in the x-z
scan plane image is determined by this axial resolution of the system, while the x-y image
is determined by the lateral focus spot size.
It is worth noting that the x-z scan greatly simplifies locating optimal planes for x-y
imaging. Without x-z imaging it is generally necessary to step the axial position of the
stage while taking scans in order to find the planes where the features of interest are most
prominent. This time consuming process can be avoided with a simple x-z scan, which
readily shows the depths that correspond to the features of interest. The capability to
perform imaging in this manner also easily generalizes to arbitrary plane scanning, permitting
unique explorations within scattering specimens.
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4.4 Four beam differential laser scanning microscope system with remote fo-
cusing
4.4.1 Experimental setup
By utilizing remote focusing, we can effectively extend the imaging capability to four
focal planes by coupling the output of our multi-beam Yb:KGW laser [16] to the optical
system shown in Figure 4.4. This oscillator design adds significant capability and scalability
to our multifocal approach. The folded design minimizes the laboratory footprint, and the
six beam output eliminates the need for an external optical multiplexer. The beams are
extremely energetic (up to 11 nJ per pulse per beam), enabling deep penetration into highly
scattering specimens. By virtue of the oscillator geometry, the pulses of these beams are all
delayed by 6 ns relative to one another. Such large delays are a result of the extended cavity
design. In contrast, standard oscillators produce only a single beam with energies on the
order of 10-20 nJ and the pulses are spaced by 10 to 12 ns. Thus, splitting a beam from a
standard oscillator to create six individual beams would decrease the inter-pulse spacing to
1.6-2 ns and, as a result of losses in the external beam-splitter array, the per beam energy
would also decrease. Optimistically assuming 90% throughput of the beam splitter / delay
line array, such a system would result in 1.5 to 3 nJ per beam. Notably, a tight inter-pulse
spacing would negate the use of most fluorophores, as the fluorescence lifetimes would exceed
the inter-pulse spacing and make single-element detection impossible. Therefore, a standard
oscillator design limits the practical scalability of our multifocal approach and necessitates
a custom-built oscillator.
As shown on the left half of the system schematic (Figure 4.4), we have implemented
remote focusing on three of four excitation beams. The four beams are then angularly
multiplexed to the back of the excitation objective using the optical system described by
Sheetz et al [16]. This technique is commonly employed for beam combining in multi-focal
microscopy [2–14, 16].
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Each of the three adjustable beams uses a 0.65 NA asphere (New Focus 5721-H-B) focused
onto a zero-degree, high reflector (CVI Melles Griot TLM-1053-0-0643) that is attached to a
piezoelectric actuator (Thorlabs PAS100). Each actuator is connected to a separate channel
of a three axis open-loop piezo controller (Thorlabs MDT693A), which is adjusted manually.
The excitation objective is a 0.65 NA Zeiss A-Plan (40x/0.65).
4.4.2 Imaging results
Figure 4.5 illustrates the acquisition of four two photon excitation fluorescence (TPEF)
images all acquired simultaneously using the system shown in Figure 4.4. The maize spec-
imen used in these images has been engineered to express the Citrine variant of yellow
fluorescent protein (YFP), which is efficiently excited by the 1038 nm wavelength provided
by the Yb:KGW laser. The four focal planes are uniformly separated in the axial direction
by approximately 7µm. The angular multiplexing necessitates that each focal plane is off-
set laterally relative to one another, with the green circle shown in each image serving as a
guide for the relative lateral offset between any two images. Each of the individual excitation
beams measured 14 mW average power (18.6 MHz repetition rate), as measured after the ex-
citation objective, for all the images acquired in this and the following image series. This
beam power and pixel dwell time was adopted in order to be below the damage threshold of
the specimen and achieve a reasonable dynamic range in each frame. For this sample, and
these exposure conditions, we typically have a background of 2-3 photons per pixel with a
maximum signal of up to ∼ 800 photons in a pixel. To date we have achieved pixel dwell
times with this multifocal imaging system as short as 0.9 µs (∼ 60 frames/s for a 128x128
scan region). An important feature of our imaging system is that the pixel dwell time can
be conveniently changed to produce optimized images based on the damage threshold of the
specimen and the efficiency of the optical nonlinearity being employed to generate image
contrast.
To demonstrate the utility and simplicity of remote focusing, a single focal plane is varied
(upper left image) relative to the fixed focal position of the other three planes, Figure 4.5
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(Media 1). By tracking a key feature in the frame (such as that shown in the green circle)
it is clear that the axial position shifts into (and then out of) the same focal plane of each
of the other images as the focus is continuously varied.
Figure 4.6 (Media 2) is, once again, a four image series that is acquired simultaneously
with the focal planes uniformly offset by approximately 7 µm. In this series the offset is not
varied, but rather a time series is taken revealing dynamic behavior at four different levels.
The time steps in this series is ∼ 40 seconds, an example of four-dimensional imaging.
A limitation of the four beam system is the programmable depth. In this case we have
coupled the remote focusing system to a pre-existing optical system which optically multi-
plexes the beams together at the back of the excitation objective. As a result we had to
employ imaging systems with non-unity magnification, which results in limiting the maxi-
mum excursions that we can achieve to approximately 20 micrometers. In order to achieve
the full excursion depth (as demonstrated in our dual focus system, Section 2) it will be
necessary to redesign the optical multiplexer in conjunction with the remote focusing system
to ensure 1:1 image conditions throughout, thereby maximizing our axial scan depth.
4.5 Conclusion
Differential microscopy facilitates volumetric visualization by mitigating scattering am-
biguities common to traditional multifocal multiphoton imaging systems. The marriage of
differential microscopy with remote focusing, as demonstrated in this work, extends the util-
ity of both of these technologies by enabling three-dimensional volumes to be explored with
programmable control of the lateral and axial scan directions. For example, by synchronizing
the remote focusing direction with the x-scan direction we have demonstrated the acquisi-
tion of image planes orthogonal to the traditional lateral scan plane. To date we have scaled
remote focusing to a four beam system, enabling the simultaneous capture of entire image
volumes as a function of time – the first realization of fully programmable 4-D multiphoton
imaging. It is also possible to further generalize these conditions, such as by adding focal
planes or by rotating the scan planes to selectively target interesting features. Consequently,
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this technology holds significant promise as being an important new imaging tool for the
efficient exploration of biological phenomena.
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Figure 4.5: Single-scan excerpt from a video illustrating simultaneous acquisition of four
focal planes, the x and y axes are in microns and the intensity map is in photon counts.
This video (Media 1) demonstrates how the focal planes can be programmatically adjusted
by sweeping one of the focal planes through the range of the other three. A large dynamic
range is achieved by using a frame exposure time of 40 seconds, with an average per-beam
power of 14 mW in order to avoid damaging the specimen.
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Figure 4.6: Single-scan excerpt from a movie of a living corn maize specimen demonstrating
the simultaneous acquisition of four focal planes, the x and y axes are in microns and the
intensity map is in photon counts. In this video (Media 2) the focal planes are adjusted to a
static ∼ 7µm offset and a live sample is imaged over time. Each frame is captured with a 40
second exposure time, for a 14 mW per-beam average power, in order to produce significant
image contrast without harming the sample.
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CHAPTER 5
ELIMINATING THE SCATTERING AMBIGUITY IN MULTIFOCAL, MULTIMODAL,
MULTIPHOTON IMAGING SYSTEMS
An invited paper published in the Journal of Biophotonics.
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Eric V. Chandler 1, John C. Speirs1, Jacob T. Lapenna1, Susy M. Kim3, Shi-you Ding4,
Randy A. Bartels2, Jing W. Wang3, Jeff A. Squier *,1
5.1 Abstract
In this work we present how to entirely remove the scattering ambiguity present in exist-
ing multiphoton multifocal systems. This is achieved through the development and imple-
mentation of single-element detection systems that incorporate high-speed photon-counting
electronics. These systems can be used to image entire volumes in the time it takes to perform
a single transverse scan (four depths simultaneously at a rate of 30 Hz). In addition, this
capability is further exploited to accomplish single-element detection of multiple modalities
(two photon excited fluorescence and second harmonic generation) and to perform efficient
image deconvolution. Finally, we demonstrate a new system that promises to significantly
simplify this promising technology.
*Primary author, editor, and researcher. Direct correspondence to ehoover@mines.edu.
1Center for Microintegrated Optics for Advanced Bioimaging and Control, and Department of Physics,
Colorado School of Mines, 1523 Illinois Street, Golden, Colorado 80401, USA.
2Department of Electrical and Computer Engineering, Colorado State University, Fort Collins, Colorado
80523, USA.
3Section for Neurobiology, Division of Biological Sciences, University of California-San Diego, 9500 Gilman
Drive, MC 0368, LaJolla, CA 92093-0368, USA.
4National Renewable Energy Laboratory, 1617 Cole Boulevard, Golden, Colorado 80401, USA.
109
5.2 Introduction
The first demonstration of a real-time, video-rate multiphoton microscope was performed
with a system that extended the single focal point excitation source to a line cursor geom-
etry [1]. This design incorporated an elegant bilateral scanning system that was used to
effectively discriminate against scattering in one dimension – the direction orthogonal to the
line or slit length. With the line cursor geometry, rapid imaging rates are readily achieved.
In such a system the line sweeps out a two-dimensional field in the focal plane with a sin-
gle axis scan, and the multiphoton signal is simultaneously mapped to a two-dimensional
detector, such as a charge-coupled-device (CCD) camera.
However, it is worth noting that by moving to a line cursor geometry the image resolution
is compromised. In this configuration the beam now features both a high numerical aperture
(NA) and a low NA component. The high NA dimension maintains tight lateral resolution,
and the low NA dimension determines the axial (or z-axis) resolution. Consequently, the
sectioning is, in general, lower for a line cursor as opposed to a point focus.
In order to address this reduction in axial resolution, while maintaining high frame rates,
multifocal multiphoton systems were developed. In this geometry, multiple diffraction limited
focal spots are created through a variety of mechanisms. Microlens arrays were among
the very first devices used to split the ultrafast laser into a large number of diffraction-
limited focal spots. This array of foci is then rapidly scanned and the multiphoton signal
simultaneously mapped to a two-dimensional detector [2–8]. The basic strategy to bolster
high frame rates was to pack the focal plane with as many focal spots as could be reasonably
achieved for a given laser source (i.e., produce the maximum number of foci permitted by
the available laser power). What became immediately apparent, however, was that as the
density of focal spots increased, the axial resolution degraded. In such a situation the focal
spots interfere and the effective NA is lowered. Fortunately, when dealing with multiphoton
imaging, there is an additional design degree of freedom available that can be used to address
this issue: the laser pulse-width. If the individual focal spots are delayed in time by several
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times their pulse duration, then they cannot interfere and the resolution achieved with a
field of focal spots is then identical to that of a single diffraction-limited laser focus [4, 6].
While the resolution issue has been effectively addressed, the utility of multifocal systems
has primarily only been exploited in thin, relatively non-scattering specimens. Since two-
dimensional detectors must be incorporated, scattered signal light contributes to background
and inhibits imaging deeply or within highly scattering media. These scattered photons are
the source of the ambiguity, as signal location on a two-dimensional detector does not neces-
sarily correspond to the conjugate position on the specimen. Several effective solutions have
now been demonstrated for mitigating the scattering issue when using multifocal imaging
systems. For example, by descanning the multiphoton signal, one can significantly extend
the depth for which images with a reasonable signal-to-noise ratio can be collected [8, 9].
Our approach to addressing this issue has been to increase the time-delay between foci from
picoseconds to nanoseconds and move from integrated detection to photon counting. The
implication of this paradigm shift is that, for the first time, the scattering ambiguity is
entirely eliminated for multifocal systems.
This approach has enabled multiple focal planes to be imaged in a parallel process; and,
hence, entire volumes can now be captured in the time of a single transverse scan. Figure 5.1
is an example of an image volume captured in this manner. This image displays four different
focal planes separated in depth by seven micrometers, all captured simultaneously. In this
case, the signal is two-photon excited fluorescence (TPEF) from the antennal lobe of a fruit
fly (Drosophila melanogaster) genetically engineered to express a red fluorescent protein
(mtdTomato) in the projection neurons. Multiple glomeruli and cell bodies found in this
structure can be monitored and sampled simultaneously on four different planes. Notably,
the image contours presented in all images are not arbitrary units – they are given in actual
photon counts.
The utility of this imaging method has recently been further verified by Cheng et al., who
used this type of multifocal approach to measure neuronal activity from multiple focal planes
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Figure 5.1: Four images of Drosophila melanogaster antennal lobe, where the red fluorescent
protein (mtdTomato) has been targeted to projection neurons. The images are separated
axially by 7 µm in depth and were all acquired simultaneously. It is of interest to note that
different glomeruli and cell bodies, found on different planes, may be sampled simultaneously
with this approach. The field of view is 250 µm by 250 µm, and the number of photon counts
(which determine the intensity contours) is denoted on the right hand side of each image by
the scale bar. The excitation NA was 0.65, and the excitation wavelength was 1030 nm from
a Yb:KGW laser.
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inside a living mouse brain by recording TPEF from probes sensitive to calcium activity [10].
To date we have been able to image up to six focal planes, in multiple modalities (e.g.,
second and third harmonic generation imaging, along with TPEF) simultaneously [11]. In
addition, we have added remote focusing capability to the individual planes, providing real-
time repositioning of individual focal plane depths [12]. The remote focusing can be used
synchronously with the x-y scanners, enabling the focal plane to be rotated or tilted to
facilitate more selective viewing of features of interest. In this work, we describe a number
of new advancements that further push the capabilities of this new imaging technology. We
demonstrate for the first time:
1. a video-rate, photon-counting, multimodal, multifocal imaging system that includes
remote focusing;
2. simultaneous image capture using single element detection of multiple modalities with-
out the need for selective spectral filters;
3. the application of programmable gratings for multiphoton image deconvolution;
4. a multimodal, multiphoton line cursor excitation system that only requires single ele-
ment detection.
5.3 Video-rate multifocal multimodal photon counting imaging
5.3.1 Experimental setup
In our most recent work, we demonstrated that remote focusing [13] could be combined
with our multifocal, photon counting imaging system [12] to enable simultaneous imaging at
multiple depths in scattering specimens. The remote focusing capability makes it possible
to select, in real time, variable depths of feature interest. Further, by synchronizing the x
or y scanners with the remote focus, the focal plane can be rotated. We demonstrated this
capability by capturing image planes rotated 90 degrees with respect to the lateral focus.
In this system, the x-y scanning was achieved through a pair of galvanometric scanners.
113
This scan system limited the frame rate capability of the microscope, which was typically
operated at pixel dwell times on the order of 10 µs [14]. Here we demonstrate a new scan
system that pushes the pixel dwell time down by a factor of 50 and results in true video-rate
imaging, allowing us to capture four depths simultaneously at frame rates of 30 Hz. To
our knowledge this is the first demonstration of a multimodal, multifocal, photon-counting,
video-rate microscope with remote focusing capability.
Remote focusing
controlled output from
Multiple Beam, 18.6 MHz,












Figure 5.2: Four beam video-rate imaging system layout. L1: 400 mm Lens, L2: 100 mm
Lens, L3: 40 mm Lens, L4: 40 mm Lens, L5: 35 mm Lens, L6: 200 mm Lens, SM: Scan
Mirror, PM: Polygonal Mirror, OBJ: Objective
The improved frame rate was achieved by utilizing a polygonal mirror in place of the
traditional fast-axis galvanometric scan mirror [15], as shown in the system schematic in
Figure 5.2. For this work we have implemented the scan system using a Lincoln Laser MC-5
polygonal mirror and a GSI Group, Inc. SC2000 scan mirror. A HeNe laser is reflected
off the polygonal mirror and focused onto a photodiode to provide an electronic signal for
synchronizing the fast and slow scan axes. An Arduino microcontroller is used to control the
polygonal mirror rotation frequency to maintain phase-locked movement with the galvano-
metric scan mirror. Images are constructed by electronically demultiplexing the photons
detected by a Hamamatsu R7400U using the same photon counting method discussed in our
previous work [12].
A significant challenge in constructing a rapid imaging system is implementing electronics
that can communicate all of the collected data back to a computer in a timely fashion. To
address this issue we transitioned our hardware platform from an Altera DE2 board to an
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Altera DE3 system, providing us with access to USB 2.0 data-rates. In our previous work all
of our data was collected using LabVIEW and then rendered using either MATLAB® or
gnuplot. Due to the significant overhead incurred when processing data using LabVIEW,
we migrated our data collection over to the open-source µManager software [16]. By transi-
tioning to the DE3 platform and by writing a custom data collection plugin for µManager
we were then able to improve our data-rate from ∼ 1 MiB/s to ∼ 20 MiB/s (a frame rate of
320 Hz for 8-bit 256×256 images). This migration also gave us the ability to have integrated
real-time rendering provided by ImageJ, dramatically improving the usability of the system
for live data collection.
5.3.2 Imaging results
Images were collected utilizing a 0.2 microsecond pixel dwell time in order to facilitate
video-rate imaging at 30 Hz. This dwell time corresponds to a maximum possible signal of
∼ 4 counts per pixel per beam for our 18.6 MHz repetition rate. Data corresponding to
each of our individual four beams was collected simultaneously as 256 × 256 4-bit images,
resulting in a total acquisition of a 256×1024 frame at 30 Hz (requiring a sustained data rate
of 3.75 MiB/s). The resulting image (Figure 5.3) represents a summation of 900 individual
frames (corresponding to 30 seconds of data collection). For these experiments a laser with
an excitation wavelength of 1038 nm is used with an average power of 50 mW per beam,
as measured at the input of the microscope. The NA of both the excitation and collection
objectives is 0.65. For this test, second harmonic generation (SHG) is detected from corn
starch granules. The four beams are offset axially with respect to one another by 7 µm,
resulting in diminished signal as a function of depth through this thin test sample.
5.4 Simultaneous single-element multimodal detection
5.4.1 Experimental setup
We have recently demonstrated that photon-counting imaging is an effective method for
measuring fluorescence lifetimes [17]. With the improved data rates provided by the system
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Figure 5.3: Simultaneous multi-depth SHG images of a sample of corn starch granules.
Images were summed from a source data set composed of 900 frames of 256 × 1024 4-bit
data collected at 30 Hz. Image depth increases from left to right by 7 µm. The field of view
is 180 µm by 230 µm per image.












































Figure 5.4: Time-correlated single photon counting traces for Invitrogen F8831 fluorescent
microspheres (TPEF channel) and for corn starch granules (SHG channel).
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described in this work, we can push this one step further. We now have the capability to
measure fluorescence lifetimes simultaneously from multiple beams; and, as demonstrated in
the following images, the ability to discriminate between harmonic and fluorescence signals,
even when they are collected through the same detector without spectrally-specific filtering.
Figure 5.4 shows the impetus for this idea. In the figure, the time until emission for SHG
photons from corn starch granules and TPEF photons from 10 µm fluorescent microspheres
(Invitrogen F8831) are measured using time-correlated single photon counting (TCSPC).
(A different preparation of these same specimens is used in Figure 5.6). As expected, the
harmonic signal arrives and decays essentially instantaneously, within the impulse response
of the detection electronics. The fluorescence signal peaks at a measurable time delay with
respect to the harmonic signal and displays a characteristic long-lived decay curve. Hence,
through appropriate binning of the photon count as a function of time, we can discriminate
between these two signals. Harmonic signals are only present immediately following the
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Figure 5.5: Timing of the FPGA counter bins indicating where photons detected by the
photomultiplier tube (PMT) will be deposited. H1-H4 represent the harmonic bins for each
of the four beams (∼ 1.15 ns wide), and F1-F4 indicate the fluorescence bins (∼ 5 ns wide).
Since detection is operated in the photon-counting regime (variable detected events shown),
a maximum of one photon is expected per bin.
The optical configuration for our single-element multimodal detection is the same as that
discussed previously for our video-rate system. However, our field programmable gate array
(FPGA) designs required a major upgrade in order to separate harmonic data from fluo-
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rescence data. For this work we utilized a bin size for the harmonic data of approximately
1.15 nanoseconds, corresponding to a delay through 6 gates of the Stratix III FPGA used
by the DE3 board. Our previous designs relied on a clocking signal from the laser to enable
a different beam-specific counter, depending on which beam is active at the time [12]. Sep-
arating out the harmonic data involved adding an internally delayed version of this timing
signal to enable and disable an entirely separate set of counters meant specifically for the
harmonic data (Figure 5.5).
5.4.2 Imaging results
By imaging a mixed sample containing both fluorescent microspheres and corn starch,
we successfully demonstrated the ability of our photon counting electronics to differentiate
between a harmonic response and a TPEF response. Figure 5.6(a) shows data collected
with a 520 nm (SHG) interference filter in place to screen out the fluorescence channel,
resulting in a 30% reduction in the signal of interest; Figure 5.6(b) displays data collected
with a BG39 filter (for blocking only the excitation wavelength while allowing simultaneous
transmission of the SHG and TPEF signals), exhibiting both the fluorescence and the SHG
data; and Figure 5.6(c) shows a composite image of the data overlaying both channels of
data from Figure 5.6(b). This data is collected in the same manner as the video-rate data
discussed previously, except that an additional harmonic channel is also returned (requiring
a sustained data rate of 7.5 MiB/s).
5.5 Image deconvolution with multifocal systems
The ability to image multiple planes simultaneously lends itself to the idea that methods
developed for wide-field imaging for improving spatial content may now also be viable for
the mulitfocal multiphoton laser scanning microscope (MPLSM) geometries described here.
Structured illumination microscopy (SIM), sometimes referred to as patterned illumination
microscopy, is one such method [18–24]. SIM microscopy exploits spatial frequency mixing to
downshift undetectable spatial frequencies into the passband of a wide-field microscope. This
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(a) Fluorescent beads and corn starch with 520 nm in-
terference filter. Note that the reduction in counts as
compared to (b) is a result of the 30% transmission of
the filter.
(b) Fluorescent beads and corn starch with BG39 filter.
(c) False color overlapped im-
age of fluorescent beads (or-
ange) and corn starch (green)
imaged with a BG39 filter.
Figure 5.6: Images of a sample of fluorescent beads mixed with corn starch granules. Images
were summed from a source data set composed of 900 frames of 512×1024 4-bit data collected
at 30 Hz and are from one representative beam of the data (a 256×512 region, corresponding
to two channels representing 180 µm by 230 µm). (a) and (b) show the second harmonic
channel on the left and the TPEF channel on the right, and (c) shows these two channels
overlapped in a false color image.
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task is accomplished by projecting illumination patterns onto the specimen and detecting
the down-shifted high spatial frequency components that are filtered by the objective lens.
By appropriate data collection and reconstruction, the region of frequency space that is
“visible” to a microscope may be increased, thereby improving the spatial resolution of the
imaging apparatus. Moreover, by exploiting nonlinearities in photoresponse, the resolution
enhancement attainable is limited only by experimental parameters, such as the signal-to-
noise ratio (SNR) [20].
Despite the impressive spatial resolution attainable with wide-field SIM (WFSIM), the
nature of wide-field imaging limits the applicability of the technique to highly scattering
media. Since imaging is done via spatial registration with a CCD camera, WFSIM is very
susceptible to image quality degradation from the scattering of signal photons. When a signal
photon is scattered, it may be detected at a pixel other than the one conjugate to its location
in the specimen plane, resulting in significant blurring of the image [8, 25]. The upshot of
this effect is that highly scattering specimens, such as biological tissues, are restricted to
thin preparations (∼ 10 µm; [26]) to avoid image blurring that would offset the resolution
enhancement.
As we have already seen, the photon counting modality allows one to use whole-field
detection with multiple focal spots to eliminate the scattering ambiguity. To date, however,
no implementation of SIM has been demonstrated with the whole-field detection inherent
to MPLSM, although it has been suggested theoretically [27]. In this section, we present
multiphoton laser-scanning structured illumination microscopy (MPLS-SIM) as a method
for efficient image deconvolution. Ultimately, this work suggests that MPLS-SIM may be a
viable technique for achieving spatial resolution beyond that defined by the diffraction limit
of light in far-field multiphoton microscopy with whole-field detection. An advantage of this
technique, used in conjunction with a multifocal system, is its ability to collect many images




Two pulse trains from our six-beam Yb:KGd(WO4)2 laser oscillator [11], with a central
wavelength of 1038 nm and pulse width of 200 fs, was used as the excitation source for a
the MPLSM setup [28]. The two pulse trains are spatially separated with pulses temporally
delayed by 6 ns repeating at an oscillator frequency of 18.6 MHz. Using our previously
developed custom-built electronics [29], we are able to rapidly demultiplex a photon-counted
pulse train from a single photomultiplier tube (PMT) to obtain two images in a single scan
of the field of view (FOV). A polarizing beam splitter (PBS) and λ/2 waveplate were used
to combine the two beams with orthogonal polarization states into a single 37.2 MHz pulse
train.
Gratings were projected onto the specimen plane by modulating the polarization state of
each excitation beam with a 512 × 512-pixel nematic liquid-crystal spatial light modulator
(LC-SLM; Boulder Nonlinear Systems). The pulse trains were focused onto the face of the
LC-SLM, which was, in turn, image relayed to the focal plane of the excitation objective
(Figure 5.7). Since the birefringence of the LC-SLM depends upon the voltage applied to
each pixel, this device may be thought of as an array of tiny programmable waveplates,
allowing for accurate control of the polarization state of each pulse train in the specimen
plane. Sinusoidal patterns were applied to the LC-SLM with a custom MATLAB® GUI
(written in house), which oscillate between S and P polarization states. By rejecting one
polarization state with a PBS, we are able to modulate the excitation intensity as a function
of scan position within the specimen plane. This system allows for full programmable control
of the grating frequency kg in the imaging plane.
An example of dual gratings taken simultaneously is shown in Figure 5.8. The gratings
are visualized by projecting them onto an aqueous specimen of Rhodamine-6G in water and
utilizing the multifocal demultiplexing techniques described above to form two images of the
epi TPEF signal. Each image displayed in Figure 5.8 is a merged image of the response from









Figure 5.7: Experimental configuration for a multibeam MPLS-SIM system. An LC-SLM
is imaged to the specimen plane of the microscope, where the voltage applied to the device
modulates the polarization state of the excitation source. A polarizing beam splitter (PBS)
is used to reject one polarization state, thereby projecting a grating onto the specimen plane.
The nonlinear signal is collected in a whole-field scheme. While only a single beam at differing
scan angles is shown for clarity, in practice the single beam is two spatially overlapped pulse
trains to achieve multifocal imaging. All images in this section were taken with a 0.75 NA
objective.
is 180 degrees, the utility of the demultiplexing technique for fast image acquisition in highly
scattering media is clear: by appropriate tailoring of the input polarization state of multiple
beams, all images needed for SIM at a single angle can be collected simultaneously.
5.5.2 Example image deconvolution: Tag-RFP labelled crystalline cellulose
fibers
An example of the utility of image deconvolution with multiple gratings is shown in
Figure 5.9, which shows the second harmonic generation (SHG) signal collected in the epi
direction from crystalline cellulose fibers labeled with a monomeric red fluorescent protein
(mRFP). The image on the lower left is the summation of images collected with 6 grating di-
rections and 7 phase shifts using the MPLS-SIM technique, while the image on the upper left
was reconstructed with the deconvolution method. Data collection and image reconstruction
were based on methods previously described by Gustafsson and coworkers [18, 20, 30]. A
custom LabVIEW program that controls the imaging setup (written in house) was inter-
faced with the MATLAB® GUI for automated data collection for a given number of angles
and phase shifts. The number of phase shifts was determined prior to data collection by
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Figure 5.8: Simultaneously projected gratings at differing angles. Each image is a composite
of two images collected simultaneously with orthogonal polarization states. The result is two
gratings that are out of phase with one another. Here the images were collected by imaging
the TPEF signal from a bath of Rhodamine-6G. Scale bars are 5 µm.
projecting gratings on aqueous samples of Rhodamine-6G in water and counting the number
of peaks that could be seen in reciprocal space.
From Figure 5.9, it is evident that the spatial resolution in the MPLS-SIM image is
improved. As indicated in previous reports [27], this result is due to the slight increase in
content at higher spatial frequencies. The additional information can be seen in the right
column of Figure 5.9, where the spatial frequencies within the deconvolved image are shown
on a logarithmic scale. As compared to the reciprocal space of the conventional image, there
is a notable information gain at higher spatial frequencies.
5.5.3 Challenges in pushing MPLS-SIM image reconstruction forward
While there is a gain in the spatial resolution in the SHG images shown in Figure 5.9,
resolution enhancement in TPEF from the mRFP, which was collected simultaneously, did
not show significant improvement. Instead, we find several artifacts to the image recon-

































































Figure 5.9: Image deconvolution in second harmonic generation imaging of crystalline cel-
lulose fibers. The top images represent the conventional multiphoton image, formed by
summation of all images with projected gratings, while the lower row displays the decon-
volved MPLS-SIM image. Images on the left are in image space, while the Fourier domain
for each image is displayed in the right column. It is clear that in Fourier space, the MPLS-
SIM image contains additional information components that lie beyond the passband of our
multiphoton microscope. A lineout demonstrating this improvement is shown as an inset to
the lower left image.
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(data not shown). The result is ringing at high frequencies in real space that significantly
negatively impact the spatial resolution of the image. This ringing appears to be related
to photobleaching in the image collection process. When the first grating is projected onto
the specimen, the fluorophores within the sample plane are selectively photobleached along
the grating maxima. This changes the density of fluorophores available for imaging in sub-
sequent images. Therefore, each successive image taken with a projected grating contains
frequency mixing between the specimen and the gratings that were projected previously. Ef-
fectively, this process can be viewed as taking an image of a different specimen on each phase
shifted image, thereby resulting in significant cross-talk between information components in
reciprocal space, resulting in high-frequency components in the reconstructed image.
5.6 Single element detection using a line cursor excitation source
As stated in the introduction, the first real-time multiphoton imaging system incorpo-
rated a line cursor geometry [1]. This system used a 100 kHz repetition rate chirped pulse
amplification Ti:Al2O3 laser system as the excitation source and utilized a two-dimensional
detector. Here we demonstrate that it is possible, through spatial modulation of the beam,
to make the line cursor excitation compatible with single element detection, and that imag-
ing can be done using a Ti:Al2O3 oscillator system. While these results are preliminary,
they point the way to a new paradigm for rapid volumetric multiphoton imaging that will
ultimately prove straight-forward for the biological community to implement.
The schematic for this system is shown in Figure 5.10. The Ti:Al2O3 oscillator is an
extended cavity system operating at 23 MHz and 800 nm with a pulse duration of 70 fs and
pulse energies up to 20 nJ. This pulse energy and repetition rate are a good combination
for use with line cursor geometries to ensure sufficient peak intensity across the line focus
for multiphoton excitation. The output of the laser is up-collimated to 10 mm, and the
line cursor is created at an intermediate plane by a 10 mm focal length cylindrical lens. A
modulator placed at the focal plane of the cylindrical lens produces an intensity modulation
with a frequency that sweeps linearly across the line focus. The modulator uses a transmis-
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sion pattern shown in Figure 5.12 that, when spun at constant angular velocity of 100 Hz,
produces modulation frequencies centered at 18 kHz with a width of several kilohertz. The
chirped intensity modulation imposes modulation frequencies that are lower near the inner
disk radius, and higher modulation frequencies on the edge of the disk. The spatial vari-
ation in modulation frequency causes sequential points to be modulated at slightly higher
frequencies as a function of spatial position [31]. In this manner spatial location is selec-
tively encoded as modulation frequency. This encoding allows line spatial information to
be extracted from the electronic signal spectrum acquired from a single element detector,
such as a photodiode or PMT. As the modulation imposed on the excitation pulse train
is at a frequency much slower than fluorescent decay rates, the fluorescent yield adiabati-
cally follows the modulated excitation. Hence, the spatially-chirped intensity modulation of
the excitation beam is transfered to the fluorescence emission. Collection of the fluorescent
emission in either transmitted or epi configurations on a single element detector allows for
recovery of the fluorophore concentration across the modulated line cursor. The line image
is recovered through a straight-forward Fourier transform of the time-varying detected signal
– be it from TPEF or the fundamental excitation beam itself.
After the mask, the beam is directed through a single-axis scanner, and relayed to the
specimen plane. The excitation optic is a 0.75 NA objective. The TPEF signal is collected
in the epi direction by a PMT, and the fundamental is collected in transmission by a Si
photodiode. The scan time is adjusted as appropriate for the signal levels coming from the
specimen. In this case our multimodal detection is a nonlinear signal (TPEF) and a linear
signal (the light from the excitation beam).
Figure 5.12 shows images obtained with the system, and Figure 5.11 shows the mask used
to modulate the beam. The specimen shown in the left image series of Figure 5.12 was a
simple wire test grid immersed in Rhodamine-6G. The upper left image is the TPEF signal,
and the lower left image is created with the transmitted signal from the laser beam. The
right image shown in Figure 5.12 is a TPEF image of an onion layer dyed with Rhodamine-
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6G. The nucleus and cell walls can be resolved. The lateral image resolution for the system is
10 µm, which is substantially below the diffraction-limited resolution of the 0.75 NA objective
(∼ 0.65 µm). In these images, the resolution is limited by the mask. For this demonstration,
the pattern shown in Figure 5.11 was printed on a simple CD and only consists of low spatial
frequencies. The time varying diffraction pattern, created by rotating the mask, results in
substantially underfilling the objective, and hence severely limits the image resolution (and
hence the number of pixels within the image). This is in no way a fundamental limitation.
We are presently fabricating new masks that will result in a time-varying diffraction pattern
that will completely fill the objective and produce images that are limited in resolution by
the excitation objective NA. Finally, the non-uniformity in intensity of the line cursor is also
evident in the images – especially so in the TPEF image given its nonlinear dependence.
This is due to the nature of the Gaussian beam and can ultimately be accounted for in post
image processing – only raw data is shown here.
Figure 5.10: Spatially modulated, line cursor excitation multiphoton microscope schematic.
The excitation course is an extended cavity Ti:Al2O3 oscillator operating at 23 MHz.
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Figure 5.11: Mask pattern which is used to create the spatially chirped intensity modulation
on the excitation beam.
Figure 5.12: Upper left: TPEF image of test grid. Lower left: image of test grid created
from fundamental beam. For scaling, the center to center spacing of adjacent squares in
each of the images is 75 µm. Center: dark field image of an onion skin. The central portion
of this sample was used to create the TPEF image. Right: TPEF image of the onion skin.
The dark field image was taken with a separate microscope, resulting in the different sample
orientation and magnification apparent in the images. Approximately 9 nJ per pulse, as
measured in front of the microscope, was used to create the TPEF images.
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5.7 Conclusion
Multifocal imaging is an effective way of increasing the imaging throughput of multi-
photon microscopes. By shifting the detection to a photon-counting mode, the scattering
ambiguity that accompanied the multifocal approach can be entirely eliminated as single-
element detection becomes compatible with a multibeam imaging system. In this paper we
have extended the photon-counting capability and data transfer rates significantly. Specifi-
cally, the data rates have been increased by a factor of 20 and the pixel dwell time reduced
by a factor of 50. The result is a new technology that enables multiphoton microscopes to
capture entire image volumes dynamically. Multiple focal planes are captured in parallel
using a non-perturbative volumetric scanning process of the specimen.
As the data rates have increased, the potential has emerged for novel detection methods.
For instance, it is extremely interesting to have the capability to detect mulitple modali-
ties simultaneously, such as second harmonic generation and TPEF. To date, detection of
these signals has required the implementation of two separate detectors, multiple filters and
dichroics. We have shown that two such signals can be detected with a single detector with-
out the use of a frequency selective filter. While there is cross talk in this implementation, it
appears that there is sufficient selectivity to effectively discriminate between the two signals.
With the ability to rapidly accumulate images from multiple foci, it becomes interesting
to explore methods that would enable accurate image deconvolution throughout the specimen
volume. Here we have examined one method which involves writing gratings through the
use of a programmable spatial light modulator. The multifocal approach makes it possible
to write structured patterns at multiple angles and at multiple depths simultaneously, illus-
trating one possible method of rapid specimen volume characterization that could improve
our ability to more accurately extract spatial information.
Finally, we have begun exploring new methods for extending the excitation source ge-
ometry that could lead to further simplification in a microscope designed for rapid volume
characterization. We have shown that multimodal detection is possible using line cursor exci-
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tation sources that are spatially modulated. Importantly, this implementation retains single-
element detection capability and has the potential of high-speed volume imaging without the
need for specialized laser sources. This technology should, therefore, be quite straightforward
to implement into existing multiphoton imaging systems with minimal modification.
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We have made significant advancements in developing multiphoton technology over the
past six years and have managed to compose a comprehensive system for imaging within
highly scattering media. As time moves forward, these improvements will provide neuro-
science researchers with a dynamic array of technologies that will permit them to perform
unique explorations within the brain and other highly-scattering systems. However, there
are some limitations to this technology and science, fortunately, always has more work to be
done in pursuit of our never-ending quest for knowledge and understanding. Toward that
end, there are additional avenues of research that lead well from the work that we have
accomplished thus far, some of which are already being actively pursued and other projects
that are further in the future.
6.1 Limitations
While our multifocal photon counting technology has a great deal of versatility, there
are some limitations to the technique. The most significant of which is that the fluorescence
lifetime of the fluorophore used in an experiment limits how many beams can be used si-
multaneously. For example, a dye with a lifetime of 6 ns would ensure that we cannot pack
our beams any closer together than about 6 ns (limiting the system to roughly nine beams
for an 18.6 MHz laser). The other primary limiting factor is the response rate of the detec-
tion electronics, which sets the limit for the number of beams while working with harmonic
generation. When dealing with the signal photons from harmonic generation, which are in-
stantaneous processes, a PMT jitter of ∼ 500 ps permits packing together roughly 100 beams
(assuming an instantaneous response for all the other electronics). However, in practice we
find that such a system will have a totally jitter of approximately 1.3 ns, which only permits
about 50 beams to be multiplexed together. It is important to note, however, that at these
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rates it becomes necessary to purchase more expensive FPGAs with support for gigahertz
inputs, as the introductory models only support input frequencies of about 400 MHz.
6.2 Ongoing research
In addition to the published works associated with this project over the past few years,
there are two areas of investigation related to this project that have not yet been disseminated
to the scientific community. One of these projects is the demonstration of multi-color imaging
utilizing photonic crystal fibers, and the other is the presentation of the ability to image and
ablate tissue simultaneously. These projects have been successfully tested and have been
shown feasible, but are still undergoing development in preparation for publication.
6.2.1 Simultaneous single-detector multi-color imaging
Since we successfully demonstrated the ability to perform multimodal imaging with a
single-element detector, we have now moved on toward redesigning our optical system to
allow for simultaneous imaging with multiple wavelengths. In order to accomplish this task
we integrated nonlinear fibers into our setup (courtesy of the Bartels group, [1]) allowing
us to broaden the spectrum of one of the beams from our six-beam oscillator, such that we
can use that beam to excite specimens with other wavelengths. This feature is particularly
useful for working with fluorophores designed to operate at Ti:sapphire wavelengths (650-
1100 nm, most efficiently at about 800 nm), which compose the vast majority of fluorophores
used by the neuroscience community to date. In particular, we desire the ability to use an
inexpensive Yb:KGW laser to perform TPEF with GCaMP fluorophores, which requires an
incident wavelength of ∼ 930 nm [2]. For this project we have so far successfully produced the
broad-spectrum light needed to excite such a fluorophore, as measured by a spectrometer, and
are preparing to work with biologically relevant fluorophores in order to make publication-
quality images illustrating this capability.
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6.2.2 Simultaneous imaging and tissue ablation
One of the projects of great interest to biologists is to image the entire brain by performing
all-optical histology. To accomplish such a project, it is necessary to image the tissue up
to a few hundred micrometers in depth and then ablate the already imaged tissue, so that
imaging can be performed deeper within the brain without significantly degrading the image
quality. The National Ignition Facility (NIF) approached us to develop a system that is
capable of simultaneously imaging and ablating defects seen in their fusion pellets, a project
that is similar to our goals for working in biological material and a task that provided a
tractable way forward toward developing a system for simultaneous imaging and ablating
tissue in living organisms. To accomplish this goal we integrated our imaging technology
into a higher power laser (∼ 2 W), such that we would have sufficient power for ablating
both the NIF fusion pellets and for biological tissues. Unfortunately, the fusion pellets
provided by the NIF ablate at a lower threshold than even the most sensitive tissues that
we are accustomed to imaging in the lab. Therefore, the NIF’s desire to non-destructively
image their fusion pellets with THG could not be realized with the laser system that we had
designated for this task. This system has, instead, been retasked for imaging deep within
laser-etched glass slides, permitting the measurement of cuts resulting from a variety of
different parameters and allowing for the analysis of which parameters induce high-quality
ablation. Such a system is also well-suited for performing all-optical histology, a project
that we will no-doubt return to once we have finished characterizing the cuts from our glass
ablation system.
6.3 The way ahead
While nonlinear fibers can be used to transform a Yb:KGW laser into a system that can
operate at about 930 nm, an ideal solution would be to work with an inexpensive Ti:sapphire
laser system that is designed to operate at these wavelengths. A significant challenge with
Ti:sapphire systems today is their incredible cost, pushing researchers to use less expen-
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sive systems like Yb:KGW. However, recent developments in blue laser diode technology
are permitting the construction of inexpensive direct diode-pumped Ti:sapphire lasers. The
development of an inexpensive Ti:sapphire system capable of performing simultaneous imag-
ing of multiple planes would represent a significant step toward making our simultaneous
multi-layer imaging technology more accessible to neuroscience researchers.
6.4 Summary
We have made significant advancements in developing multiphoton technology over the
past six years and have successfully composed a comprehensive system for imaging multiple
layers simultaneously, at high speed, within highly scattering media. This technology repre-
sents a significant step forward for the neuroscience community, one that will permit them
to perform novel research into the inner workings of the brain. Such research will eventually
form the foundation of our understanding of our own thought processes, hopefully one day
leading to significant advances in treating neurological disorders.
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