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Chapter 1
Introduction
This thesis will be about the combination of three more or a less independent scientific topics (Algorithmic
Differentiation, Uncertainty Quantification and NonsmoothAnalysis) into an algorithm for Global Robust
Optimization. Here ”robust” is intended in the sense that the optimum found by the algorithm is not too
sensitive with respect to small changes in the parameters. This means that not the original function is
passed to the global optimization algorithm, but an ”relaxed” version of this function taking uncertainties
into account. A short summary of the story of this thesis is given next. Many parts of it are driven by the
application of Algorithmic Differentiation (AD), also known as Automatic Differentiation, in different
circumstances.
AD is a vastly evolving technique which is built on the background of applied mathematics and com-
puter science. The origins of AD go back to 1959 ([BKSF59]). But due to the back then rudimentary
computational infrastructure the revolutionary theoretic ideas did not work out in practice. With the up-
coming distribution of computer systems in the 1980’s a comeback of the ideas behind AD began (e.g. see
[Obl85], [CR84], [Car86] or [BBDM88]). The growing computer infrastructure and especially the work
of Andreas Griewank (see [BCC+91], [Gri92], [SGU96] or[GJM+99]) added to the further expansion of
AD. He also ran two first international scientific conferences, along with other collaborators in 1991 and
1996 ([GC91],[BBCG96]), which are repeated to this day every fourth year. In 2000 Griewank published
the first standard book on AD [Gri00], coveringmost of the achievements so far, whose second edition ap-
peared in 2008 [GW08] in collaboration with Andrea Walther. The continuous improvements and preva-
lence of high-performance computers is one reason for the still ongoing growth of the area of AD, because
they allow the exploitation of most features of its theory. Furthermore new areas of research concerning
AD are explored. These are for example the efficient exploitation of sparsity ([Var11],[GPW08],[PRB05]
or [GS12]), the utilization of parallelism in AD adjoint computations ([SNHU10]) or the detailed anal-
ysis of lower bounds for optimal Jacobian accumulation ([MN12],[CHL11]). In 2011 Uwe Naumann, a
former student of Griewank, published the first AD entry-level book [Nau12] which will ease its future
education significantly.
Next to symbolic and manual (by hand) differentiation AD is the only approach which provides accu-
rate (up to machine precision) derivatives of mathematical functionswhich are implemented in a computer
program (e.g. in C/C++ or Fortran). Other approaches such as Finite Differences (Numerical Differenti-
ation) only provide approximations.
Manual differentiation has the well-known problem that it gets enormous error-prone if the functions
become more and more complex. The growing complexity is also the main disadvantage of symbolic
differentiation because there is no optimization performed. Furthermore symbolic differentiation is only
applicable, if the function is given as “straight-line” single expression code. It fails if the function is given
by a more or a less complicated (C/C++ or Fortran) code. And this is the form in which most modern
7
8 CHAPTER 1. INTRODUCTION
Simulation representing the
function y = F (x)
Input data x ∈ Rn
Output data y ∈ Rm, often
m = 1
Figure 1.1: Structure of the propagation process
simulations are present. One has given input data which is normally based on a measurement. This data
is then taken as an entry of the simulation which is realized by the computer program and computes the
desired output. If we take for example the heat equation (simulating the heat conductivity of a bar), the
initial temperature at the ends of the bar serve as the input of the simulation modeling the heat expansion
at some inner points of the bar over the time. The temperature at these points then serves as the output of
the simulation. The structure of this process is given in Figure (1.1).
One of the most important questions is now: “How sensitive are these outputs with respect to changes
of the values of the inputs?” This question directly leads to the desire of the knowledge of the derivative
dy
dx
of the outputy with respect to the input x. If you want to compute such derivatives exactly by machine
precision for more sophisticated simulations (such as the mentioned heat equation or regression problems
(see Chapter 3.2)) AD is the method of choice.
This thesis is dealing with the application of AD in two important areas, namely uncertainty quantifi-
cation and the application of nonsmooth analysis in global optimization, and the subsequent combination
of both approaches to an algorithm for Global Robust Optimization. The structure of this work is as
follows.
Chapter 2 provides the required mathematical background needed for the following topics. In partic-
ular a detailed introduction to AD is provided as well as a summary of the required stochastic terms and
definitions.
Chapter 3 introduces to moments method, an approach to uncertainty quantification based on Taylor-
series. Uncertainty quantification is the theory about the estimation of the probability distribution of the
output of a simulation, under the assumption that the input distribution is known. Regarding Figure 1.1
this means that the input on the left hand side is assumed to be random according to a certain probability
distribution. Due to the simulation routine (function) in the middle the output becomes random, whose
distribution has to be specified.
Because of the presence of Taylor expansions, moments method makes extensive use of derivatives
(particularly of higher order). This makes the use of AD crucial. The formula developed in section 3.1
were already (amongst others) investigated in the PhD thesis “Uncertainty Estimation using the moments
method facilitated by Automatic Differentiation in Matlab” [Men10] by Marina Menshikova. This thesis
was especially driven by the fundamental works given in [CC05], [GG06] and [PFG08]. It was the first
detailed compendium who described the use of AD in uncertainty quantification by moments method in
detail. But by the limitations of the underlying software it was only able to provide AD by tangent-linear
mode. This thesis (up to my knowledge) provides the first software implementing Moment Method per-
forming derivative calculations in adjoint mode. This is advantageous for most applications (significantly
more inputs than outputs). The structure of uncertainty propagation is given in Figure 1.2 which is taken
from [Obe04].
In the same chapter the structure of the discrete differentiation of certain optimization algorithms
(namely steepest descent [BN10] and Newton’s method [BN11]) are observed. In explicit, I am interested
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Figure 1.2: Mathematical model of uncertainty propagation according to [Obe04]
in regression problems of the form
argmin
β
n−1∑
i=0
(
yi − f(xi;β0, . . . , βm−1)
)2
︸ ︷︷ ︸
=:Lf (y;β)
,
where the yi represent measured data at given points xi, i = 0, . . . , n − 1. Hence the minimization
process performed by some iterative optimization algorithm corresponds to the above simulation func-
tional F . The measured data vector (yi)i=0,...,n−1 represents our input vector x ∈ Rn (Please excuse
the clash of notation). The output y of the simulation is given by the “optimized” minimization result
βˆ =
(
βˆ0, . . . , ˆβn−1
)
. The structure of the differentiation by AD in this context is analyzed in detail and
enables the methods for uncertainty quantification introduced in chapter 3.
Chapter 4 then covers the topic of McCormick relaxations [McC76] and their corresponding subgra-
dients. Since McCormick relaxations are possibly nonsmooth, methods of usual analytic differentiation
(and hence AD routines) are not applicable at a first glance. Subgradients have to be used instead, which
are a structure observed in the field of Nonsmooth Analysis. [MCB09] at first connected this area to AD,
by showing that techniques similar to AD can also be used to propagate subgradients of McCormick
relaxations. But this approach was limited to the tangent-linear mode of AD. Since McCormick relax-
ations are mainly used in the area of Global Optimization (one output, and normally several optimization
parameters) an adjoint procedure is more appropriate. Such a method is developed in this thesis (see
also [BMN12]). Furthermore it is shown that by adjusting the “local derivatives” at nonsmooth points,
any AD tool can perform these calculations if the code for calculating the McCormick relaxations is
given. The software library modMC (in Fortran) is attached to this thesis which enables the calculation
of subgradients in both tangent-linear and adjoint mode.
As mentioned above McCormick relaxations and their subgradients are mainly used for Global Op-
timization problems. Chapters 3.1 and 3.2 introduced to a method of uncertainty quantification mainly
providing approximations for the mean E[Y ] = E[F (X)] and variance Var[Y ] of the simulation results.
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The last chapter is now about bringing these two areas together by providing an algorithm for Global
Robust Optimization which is capable of solving problems of the form
min
EX
E[F (X)] + α · Var[F (X)], such that :
xL ≤ E[X] ≤ xU .
Such problems are for example of interest in the area of aircraft design [PFG08].
Figure (1.3) describes the main structure and elements of this thesis from top to bottom. After the
reading of this thesis it will become fully understandable. Here I try to give a short summary.
I start with a functional F : Rn → Rm which as mentioned is given by some computer simulation
(e.g. an iterative optimization algorithm). This functional is intended either for an uncertainty quantifi-
cation or some global robust optimization. Nevertheless first and second order tangent-linear F (1,2) or
adjoint F
(2)
(1) derivatives of F are computed using AD. Consecutively these are used to compute approxi-
mations for the expectation E and Variance Var contained in the functional. This process is described in
chapter 3.
These are used to construct the “robust” functional y given byminEX E[F (X)] + α · Var[F (X)]︸ ︷︷ ︸
:=y
. The
minimization is performed by a special branch-and-bound algorithm using the McCormick relaxations
ycv and ycc. In parallel subgradients of the relaxations are computed in again either tangent linear,
(ycv)(1) and (ycc)(1), or adjoint mode, (ycv)(1) and (y
cc)(1). This is the topic of chapter 4. Chapter 5
concludes with our approach to robust optimization using the mentioned branch-and-bound algorithm to
compute the global robust optimum given by y∗.
11
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F(1)(X)
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Var (F (X)) E (F (X))
minEX E[F (X)] + α · Var[F (X)]︸ ︷︷ ︸
:=y
ycv ycc
(ycv)(1) (ycv)(1) (ycc)(1) (y
cc)(1)
Branch-and-Bound algorithm for the minimization
y∗
Chapter 3
Chapter 4 and 5
Figure 1.3: Main structure of the thesis
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Chapter 2
Mathematical Background
2.1 Stochastic Background and Principles
Many parts of this thesis are dealingwith (as the title suggests) uncertain incidents and their computability.
Therefore mathematical stochastics build an important basis for the forthcoming development. To make
this understandable I will use this chapter for a short introduction to its basics which are needed in the
following. Especially the notation used here will be used in the rest of this work. As the basic literature
source [Irl05] was used. But any other introductory text covers the same material.
In the nature of of any random event lies the possibility of several possible outcomes. All these
possibilities are summarized in a set called sample space which I as usual denote by Ω. Its elements ω
are called possible outcomes. “Any” subsetA ⊆ Ω is called an event. WithP(Ω) I denote the power set
of Ω (set of all subsets). An important class of subsets used in probability theory are σ-algebras. They
are defined as follows.
Definition 2.1.1 Let A ⊆ P(Ω). A is called a σ-algebra ofΩ if the following conditions hold.
1. Ω ∈ A.
2. A ∈ A⇒ Ac := (Ω \A) ∈ A.
3. Ai ∈ A, i ∈ I ,⇒ ∪i∈IAi ∈ A for all countable index sets I .
The pair (Ω,A) is then called a measurable space.
The basis of modern probability theory is now given in the following definition.
Definition 2.1.2 Let A be a σ-algebra on a sample space Ω. A mapping
P : A→ [0, 1]
is called probability measure, if it fulfills the so-called Kolmogorow-Axioms:
1. 0 ≤ P (A) ≤ 1, ∀A ∈ A.
2. P (Ω) = 1.
3. P
(∑
i∈NAi
)
=
∑
i∈N P (Ai), ∀ pairwise disjoint Ai ∈ A, i ∈ N (σ-additivity).
The triple (Ω,A, P ) is called probability space.
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Example 1. Lets have a look at the well known throw of a normal hexagonal cube. Then for a stochastic
modeling one can define Ω := {1, 2, 3, 4, 5, 6}. An appropriate σ-algebra is just P(Ω). If the cube is
“fair” all result can be assumed equiprobable leading to the probability measure PE({ω}) = 16 ∀ω ∈ Ω.
Hence an reasonable probability space modeling cube throws is given by
({1, 2, 3, 4, 5, 6},P(Ω), PE)

By Bn ⊆ P (Rn) the Borel sets in Rn are denoted. The Borel sets form a special σ-algebra in
P (Rn) that allow the definition of practical probability measures on the measurable space (Rn,Bn). For
a detailed discussion on this topic I refer to chapter 1 of [Bau92].
For the modeling of the uncertainty of the input data of a simulation random vectors are used. They
are formally defined as follows.
Definition 2.1.3 Let (Ω,A, P ) be a probability space. A mappingX : Ω→ Rn is called random vector
(random variable for n = 1) if
X−1(B) ∈ A, ∀B ∈ Bn.
Then the mapping
PX : Bn → [0, 1],with PX (B) := P (X−1(B)) (2.1)
is called the distribution ofX.
Note that this defines the new probability space
(
R
n,Bn, PX
)
.
Example 2. A hexagonal cube as in Example 1 is thrown as long until a six appears, but at most three
times. A possible sample space for this experiment is given by
Ω =
=:A︷︸︸︷
{6} ∪
=:B︷ ︸︸ ︷
{(1, 6) , (2, 6) , (3, 6) , (4, 6) , (5, 6)}
∪ {(ω1, ω2, ω3) |ω1, ω2 ∈ {1, 2, 3, 4, 5} and ω3 ∈ {1, 2, 3, 4, 5, 6}}︸ ︷︷ ︸
=:C
.
The corresponding probability measure (because the cube is fair) is given by
P ({ω}) =


1
6 , if ω = 6
1
36 , if ω ∈ B
1
216 , if ω ∈ C .
Because of |C| = 5 · 5 · 6 = 150 we have
P (Ω) = P (A) + P (B) + P (C) = 1.
This is why (Ω,P(Ω), P ) is a probability space. A random variableX is now defined as the the number
of times the dice is thrown in one run. Then the distribution ofX is given by
PX ({1}) = P (X−1 ({1})) = P (A) = 1
6
PX ({2}) = P (X−1 ({2})) = P (B) = 1
36
PX ({3}) = P (X−1 ({3})) = P (C) = 1
216
.

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Definition 2.1.4 Let (Ω,A, P ) be a probability space with random variables X1,. . . , Xn defined on it.
X0, . . . , Xn−1 are called stochastically independent if
P
(
n−1⋂
i=0
X−1i (Bi)
)
=
n−1∏
i=0
P
(
X−1i (Bi)
)
, ∀Bi ∈ B1, i = 0, . . . , n− 1. (2.2)
Example 3. Now we observe the throw of n ∈ N fair hexagonal cubes. The sample space is given
by Ω = {(ω1, ω2, . . . , ωn) |ω1, ω2, . . . , ωn ∈ {1, 2, 3, 4, 5, 6}} . By construction any single events are
equiprobable meaning that P ({ω}) = 16n , ∀ω ∈ Ω. Let the random variable X0, i ∈ {1, . . . , n}
represent the result of the i+ 1-th dice. Then
P
(⋂
X−1i (ωi)
)
= P ((X0, . . . , Xn−1) = (ω0, . . . , ω0))
=
1
6n
=
n−1∏
i=0
P ({Xi = ωi})
=
n−1∏
i=0
P
(
X−1i (ωi)
) ∀ω0, . . . , ωn−1 ∈ {1, . . . , n}
Hence the random variablesX0, . . . , Xn−1 are stochastically independent. 
Let t = (t0, . . . , tn−1) be an arbitrary vector in Rn. Then the “hypercube” ( − ∞, t0 ) × · · · ×
( − ∞, tn−1 ) ∈ Bn. This leads to the following definition which can be used to specify the whole
distribution of a random vectorX.
Definition 2.1.5 LetX be a random vector. Then the function
FX : Rn → [0, 1] , FX(t) := PX (( −∞, t0 )× · · · × ( −∞, tn−1 ))
is called distribution function ofX.
If there exists a continuous function fX
such that
∫
(−∞,t) f
Xdx :=
∫ tn−1
−∞ . . .
∫ t0
−∞ f
X ((x0, . . . , xn−1)) dx0 . . .dxn−1 I denote fX as the con-
tinuous density function ofX.
In the following I usually omit the random variable and simply write f or F . Furthermore I will always
assume the existence of a continuous density for a given random vectorX.
To describe the individual distribution of the componentsXi of a random variableX = (X0, . . . , Xn−1)
one can for example define the so calledmarginal densities for i = 0, . . . , n− 1 by
fXi (xi) :=
∫
Rn−1
f(x0, . . . , xn−1)dx0 . . . dxi−1dxi+1 . . . dxn−1.
This can be interpreted in a way that the influence of the other n− 1 random variables is averaged out by
the integral.
The next definition will give an overview of the most important properties (or characteristic values)
of random vectors which are dealt with for a major part of this work.
Definition 2.1.6 LetX = (X0, . . . , Xn−1) be a random vector defined on a probability space (Ω,A, P ).
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• The expected value vector E[X] ofX is defined by
E[X] =

 E [X0]...
E [Xn−1]

 =

 µ0...
µn−1

 (2.3)
where each component is given by
µi := E [Xi] :=
∫
R
xi f
Xi (xi) dxi. (2.4)
The expected value represents the average value the random variableX takes.
• The covariance matrix ofX is defined by
Cov (X) = [σi,j ]i,j=0,...,n−1 := [Cov (Xi, Xj)]i,j=0,...,n−1
where for i, j ∈ {0, . . . , n− 1}
Cov (Xi, Xj) := E [(Xi − E[Xi]) · (Xj − E[Xj ])] .
For i = j, σ2i := Cov (Xi, Xi) := Var (Xi) is called the variance of Xi. The variance measures
how strong a random variable fluctuates around its expected value.
• The skewness SXi of a random variableXi is defined by “the normalized third-moment”
SXi :=
E
[
(Xi − E[Xi])3
]
Var(Xi)
3
2
.
S(Xi) measures the asymmetry of the density function of Xi.
• The following “normalized fourth-moment”
KXi :=
E
[
(Xi − E[Xi])4
]
Var(Xi)2
.
of a random variable Xi is defined as the kurtosis of Xi. It is a measure of the concavity of its
density function.
The next example covers three main distributions which are often used to model measurement errors.
Example 4. (a) A random vector X is called normal or Gauss distributed with parameters µ ∈ Rn
and Σ ∈ Rn×n (X ∼ N (µ,Σ)) if its density function is given by
f(x) =
1(√
2π
)n |Σ| 12 · exp
(
−1
2
‖x− µ‖2Σ
)
, (2.5)
where ‖x− µ‖Σ := (x− µ)tΣ−1 (x− µ) denotes the “Mahalanobis”-distance of x and µ with respect
to Σ.
For a univariate normal distributed random variable (noted byX ∼ N (µ, σ)) (2.5) becomes
f(x) =
1√
2πσ
· exp
(
−1
2
(
x− µ
σ
)2)
,
An example plot can be found in Figure (2.1). The characteristic values from Definition 2.1.6 are given
by the following list.
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Figure 2.1: Density function of an univariate normal distributionX ∼ N (0.5, 1)
• E [X] = µ.
• Cov (X) = Σ.
• S (Xi) = 0, ∀i = 0, . . . , n− 1 and µ ∈ Rn,Σ ∈ Rn×n.
• K (Xi) = 3, ∀i = 0, . . . , n− 1 and µ ∈ Rn,Σ ∈ Rn×n.
(b) A random variableX is called exponentially distributed with parameter λ ∈ R (X ∼ Exp(λ)) if its
density function is given by (see also Figure (2.2))
fλ(x) =
{
λ · e−λx, if x ≥ 0
0, if x < 0
. (2.6)
A random vectorX is called exponentially distributed if each of its components has a marginal distri-
bution according to (2.6) (with possible different λi). The following list summarizes the characteristic
values of an exponential distribution.
• E(X) = 1
λ
.
• Var(X) = 1
λ2
.
• S (Xi) = 2.
• K (Xi) = 9.
(c) A random variableX is called uniform distributed on the interval [a, b] λ ∈ R (b > a) (X ∼ U[a, b])
if its density function can be written as
fλ(x) =
{
1
b−a , if a ≤ x ≤ b
0, else
(2.7)
implying that any value between a and b is equally likely (plot in Figure (2.3)).
In this case we have
• E(X) = a+b2 .
• Var(X) = 112 (b− a)2).
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Figure 2.2: Density function of an univariate exponential distributionX ∼ exp(λ) for different λ
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Figure 2.3: Density function of a continuous uniform distributionX ∼ U [a, b] for different intervals
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• S (Xi) = 0.
• K (Xi) = 1.8.

Remark 2.1.7 This Remark covers some issues that will be useful for the rest of this thesis.
1. Often the normal distribution is taken as a reference for the kurtosis. Hence it is normalized by
subtracting 3 and the excess kurtosis KexX = KX − 3 is defined. This can be thought of as a
measure “of how strong a certain distribution differs from a normal distribution”.
2. Basic properties of the expectation and covariance:
• E [aX + b Y ] = aE [X ] + bE [Y ] ∀a, b ∈ R. (Linearity)
• X ≡ a, for a ∈ R ⇒ E [X ] = a.
• E [X Y ] = E [X ] E [Y ], if X and Y are stochastically independent.
• Var(aX + b) = a2 Var(X), ∀a, b ∈ R.
• Var(X) = E[X2]− (E(X))2
• Var(X + Y ) = Var(X) + Var(Y ) + 2 · Cov(X,Y )
• Var(X + Y ) = Var(X) + Var(Y ), if X and Y are stochastically independent.
The next section provides an introduction into the second important basis of this thesis, (Global)
Optimization.
2.2 (Global) Optimization
Let f : X ⊂ Rn → R be a function given on a setX . Normally I will at least assume that f is continuous.
Many parts of this thesis deal with the optimization of such a function f . Here optimization will always
be treated as the minimization of f .
In local optimization a point x∗ ∈ X satisfying
f (x∗) ≤ f(x), ∀x in U (x∗)
is sought after, where U (x∗) is an open neighborhood of x∗.
In contrast a global optimum satisfies xˆ∗.
f (xˆ∗) ≤ f(x), ∀x in X.
As methods of local and global optimization play an essential role in many parts of this work, a short
introduction to the methods of both areas is given in the following. The setX is always assumed to be of
the form X = {(x1, . . . , xn) ∈ Rn |li ≤ xi ≤ ui, 1 ≤ i ≤ n}, for li, ui ∈ R ∪ {∞} ∪ {−∞}. Hence,
constraints on the input values will always be given by simple bounds.
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2.2.1 Local Minimization
As it is well known, a necessary criterion for a local minimum of a differentiable function f is the
vanishing of its gradient at x∗ (∇f (x∗) = 0).
If f is not differentiable, mainly interval intersection methods or the downhill simplex method (see
Chapter 10.1 in [PTVF92]) are used. Such methods play a minor role in this work. In Section 4.4.1 they
(namelyGolden Section Search and Powell’s method) are used to improve a branch-and-bound algorithm
for global optimization.
In the differentiable case of f mainly iterative methods using derivative information are applied to
converge to a solution x∗ satisfying ∇f (x∗) = 0. The two standard approaches steepest-descent and
Newton’s method play an essential role in Sections 3.2.1 and 3.2.2.
Steepest-descent is the simplest line-search algorithm using first derivatives. It iterates as follows:
xi+1 = xi − γi · ∇f (xi) , for i = 0, . . . , k,
where γi is the step size in the i−th iteration and x0 is a predefined starting value. It can be shown that
f (xi+1) ≤ f (xi) guaranteeing the descent in the method.
As a second-order method the Newton algorithm is used to find roots of f by iterations given by
xi+1 = xi −
[
∂2f(xi)
∂x2
]−1
· ∇f (xi) ,
where
[
∂2f(xi)
∂x2
]
denotes the (n×n)−Hessian matrix of f . As the computation of the inverse of a matrix
is more expensive than solving an equally sized linear system Newton’s method for solving minimization
problems is usually implemented as in Algorithm 1. While the repeated computation of the Hessian of
Algorithm 1Newton’s method for finding a local minimum of a unconstrainedmultidimensional function
f : Rn → R.
Input:
• starting point x0
• tolerance ǫ
Output:
• approximation to a local minimum x∗
• value at local minimum f(x∗)
1: i = 0
2: while ||∇f (xi) || > ǫ do
3: Compute∇f (xi) and
[
∂2f(xi)
∂x2
]
4: Solve the linear system for si: [
∂2f(xi)
∂x2
]
si = −∇f (xi) .
5: Perform Newton step:
xk+1 = xk + sk.
6: end while
f significantly increases the complexity of Newton’s method it provides quadratic convergence speed (if
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the starting point x0 is chosen well). Steepest-descent usually provides linear or much worse convergence
(depending on the condition number of the Hessian of f ).
2.2.2 Global Minimization
Global minimization is a much wider area. Here for a function f : X ⊂ Rn → R we search a point
x∗ ∈ X (if it exists) which satisfies
f (x∗) ≤ f(x), ∀x in X.
One approach is of course to apply techniques from Section 2.2.1 for several different starting values.
The results of every single localminimization can then be compared to identify the best value. Of course
there is normally no guarantee that the global optimum is found, but if the objective function doesn’t have
too many local minima and the starting points are chosen properly it is quite likely.
Global optimization is a wide range and it is doubtful that an optimal solution can be found. For
iterative (black-box) algorithms for example, so called ”No Free Lunch Theorems” where formulated and
proven (e.g black box approaches like evolutionary algorithms or simulated annealing) (see [WM97]) that
show that for any algorithm of this class objective functions can be found for which they are superior over
all other algorithms. Hence it does not exist an global optimization algorithm which is optimal for all
possible objective functions.
This fact leads to the huge range of different (global) optimization approaches discussed in math-
ematical optimization. And because of the Free Lunch Theorems and the numerous diverse classes of
optimization problems found in practice this is absolutely essential. An impression can be found by a
look at the index of the book [PRE02].
In this work I will consider an deterministic global optimization algorithm based on branch-and-
bound. It will be described in detail in Chapter 4.
Next we will have a look at Algorithmic Differentiation. It underlies all derivative calculation appear-
ing in the rest of this work.
2.3 Algorithmic Differentiation
This section is intended to serve as a brief description of Algorithmic Differentiation (AD), often referred
as Automatic Differentiation. It is an abbreviation of chapters 2 and 3 of [Nau12] and covers first as well
as higher-order models of differentiation.
A functionF : Rn → Rm,y = F (x) is givenwith inputs (or independent variables)x = (xi)i=0,...n−1
and outputs (or dependent variables) y = (yj)j=0,...m−1. F is assumed to be implemented as a computer
program (for example in C/C++ or Fortran) and to be as often continuously differentiable as needed. By
∇F (x) =
(
∂yj
∂xi
)j=0,...,n−1
i=0,...,n−1
I denote the Jacobian matrix of F . Usually the structure of the program behind F can be decomposed
into a sequence of assignments
vj = φj(vi)i≺j (2.8)
for j = n, . . . , n+ p+m− 1.
I refer to (2.8) as the single assignment code (SAC) of F , and I set xi = vi for i = 0, . . . , n − 1
and yj = vn+p+j for j = 0, . . . ,m − 1. The vj for j = 1, . . . , p are called intermediate variables. The
notation i ≺ j marks a direct dependence of vj on vi meaning that vi is an argument of the elemental
function φj . Any such elemental function is assumed be one of the following list.
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x0v0 x1v1 x2v2
sinv3 cosv4
+v5
∗v6
∗v7
Figure 2.4: Computational graph of F
1. binary addition: φ(x1, x2) = x1 + x2
2. binary multiplication: φ(x1, x2) = x1 · x2
3. unary elemental function: φ(x) = exp(x), sin(x), log(x), etc.
All functions F given by a SAC, can also be expressed in terms of directed acyclic graphs (DAGs).
The SAC (2.8) of F induces a directed acyclic graphG = (V,E)with vertices V = {0, . . . , n+p+m−1}
and edges (i, j) ∈ E ⇔ i ≺ j.
Example 5. Let F : R3 → R be, such that F (x0, x1, x2) =
(
sin(x0) · (x1 + cos(x2))
) · x2. The DAG
of this function, is given in Figure 2.4. It is based on the following SAC.
v0 = x0;
v1 = x1;
v2 = x2;
v3 = sin(v0);
v4 = cos(v2);
v5 = v1 + cos(v2);
v6 = v3 ∗ v5;
v7 = v6 ∗ v2;
y = v7;

There exist two main modes of AD, the tangent-linear and the adjoint mode. It, for instance, depends
on the dimensionality of the function to be differentiated which one is superior. In the next two sections
I give an overview of both models for first-order derivative models.
2.3.1 Tangent-Linear Model
The tangent-linear mode is the “simpler” one of our two differentiation modes. From a mathematical
point of view it is given by the following definition.
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Figure 2.5: Tangent-linear extension of the linearized DAG of F
Definition 2.3.1 [Nau12] The Jacobian ∇F = ∇F (x) induces a linear mapping ∇F : Rn → Rm
defined by
x(1) 7→ ∇F · x(1).
The function F (1) : R2·n → Rm, defined as
y(1) = F (1)
(
x,x(1)
)
≡ ∇F (x) · x(1)
is referred to as the tangent-linear model of F .
Normally I will use the (scalar product) notation
〈∇F (x) ,x(1)〉 := ∇F (x) · x(1).
The directional derivative y(1) can be regarded as the partial derivative of y with respect to an auxil-
iary scalar variable s, where
x(1) =
∂x
∂s
. (2.9)
By the chain rule , we have
y(1) =
∂y
∂s
=
∂y
∂x
· ∂x
∂s
= F (x) · x(1).
This leads us to linearized DAGs which also contain derivative information. The local partial derivative
associated with an edge of Figure 2.4 is attached to it. The linearized version of the DAG in Figure 2.4 is
given in Figure 2.5.
Given a DAG and the local partial derivatives of the SAC of the function F , the individual entries of
its Jacobian A = (ai,j) = ∇F (x) can be computed as
ai,j =
∑
pi∈[i→n+p+j]
∏
(k,l)∈pi
∂φl
∂vk
(vq)q≺l , (2.10)
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where [i→ n+ p+ j] denotes the set of all paths that connect the independent vertex i with the depen-
dent vertex n + p + j. As a direct consequence of the chain rule of differential calculus formula (2.10)
was firstly mentioned in [Bau74].
If the functionF is implemented in a computer program representing the structure of (2.8), its tangent-
linear model can be computed as in the following
Theorem 2.3.2 [Nau12] The tangent-linear model y(1) = F (1)
(
x,x(1)
)
of a program implementing
y = F (x), F : Rn → Rm, as in (2.8), is evaluated for given inputs x = (v0, . . . , vn−1) by the following
recurrence:
For j = n, . . . , n+ p+m− 1,
v
(1)
j =
∑
i≺j
∂φj
∂vi
· v(1)i , (2.11)
vj = φj(vi)i≺j .
All SAC statements are preceded by local tangent-linear models as defined in (2.3.1). The directional
derivative of y with respect to y is returned as
y(1) =
(
v
(1)
n+p, . . . , v
(1)
n+p+m−1
)
≡ ∇F (x) · x(1).
(2.11) is also called the forward mode of AD.
As stated in the above theorem, the forward mode computes projections∇F (x) ·x(1) of the Jacobian
matrix ∇F (x) ∈ Rm×n into some direction vector x(1) ∈ Rm. Hence, if we take
x(1) = ei =
(
eij
)
j=0,...,n−1 :=
{
1 if i = j
0 else
as the i-th Cartesian basis vector ei, the i- th column of∇F (x) is computed.
In [GW08] it is shown that the complexity of the computation of one such projection ∇F (x) · x(1)
together with the original function value F (x) is given by O(1) · Cost(F ), where Cost(F ) denotes the
complexity of computing the function value of F at x. Accordingly the computational effort required to
compute a dense Jacobian matrix∇F (x) at the point x is O(n) · Cost(F ).
Example 6. Applying the above to the function F : R3 → R, (x0, x1, x2) 7→
(
sin(x0) · (x1 +
cos(x2))
) · x2 introduced in Example 5 our tangent-linear code according to theorem (2.3.2) is given by
the following table.
v
(1)
0 = x
(1)
0 ; v0 = x0;
v
(1)
1 = x
(1)
1 ; v1 = x1;
v
(1)
2 = x
(1)
2 ; v2 = x2;
v
(1)
3 = cos(v0) · v(1)0 ; v3 = sin(v0);
v
(1)
4 = − sin(v2) · v(1)2 ; v4 = cos(v2);
v
(1)
5 = 1 · v(1)1 + 1 · v(1)4 ; v5 = v1 + v4;
v
(1)
6 = v5 · v(1)3 + v3 · v(1)5 ; v6 = v3 ∗ v5;
v
(1)
7 = v6 · v(1)2 + v2 · v(1)6 ; v7 = v2 ∗ v6;
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By successively seeding x(1) =

x
(1)
0
x
(1)
1
x
(1)
2

 with the Cartesian basis vectors in R3 and applying the above
SAC three times one obtains the Jacobian (transposed gradient)
∇F (x) =

 cos(x0) · (x1 + cos(x2)) · x2sin(x0) · x2
sin(x0) · (−x2 · sin(x2) + x1 + cos(x2))

T .
Direct application of Equation (2.10) gives for example
∂F
∂x2
=
∑
pi∈[v2→v7]
∏
(k.l)∈pi
∂φl
∂vk
=
[
∂v4
∂v2
· ∂v5
∂v4
· ∂v6
∂v5
· ∂v7
∂v6
]
+
∂v7
∂v2
= [− sin(v2) · 1 · v3 · v2] + v6
= [− sin(v2) · 1 · sin(v0) · v2] + [v3 · v5]
= [− sin(x2) · 1 · sin(x0) · x2] + [sin(x0) · (x1 + cos(x2))]
= sin(x0) · (−x2 · sin(x2) + x1 + cos(x2)).

The next section presents the adjoint (or reverse) mode of AD, which in contrary to the tangent-linear
approach is independent of the number of dependent variables, which for our future applications will be
advantageous.
2.3.2 Adjoint Model
The computational complexity of the adjoint model used to compute compute the whole Jacobian is given
by O(m) · Cost(F ). This can be seen by the following definition.
Definition 2.3.3 [Nau12] The Jacobian ∇F = ∇F (x) induces a linear mapping ∇F : Rm → Rn
defined by
y(1) 7→ ∇FT · y(1).
The function F(1) : R
n+m → Rm, defined as
x(1) = F(1)
(
x,y(1)
) ≡ ∇F (x)T · y(1)
is referred to as the adjoint model of F .
Hence, one needs to iterate over all Cartesian basis vectors in Rm in order to obtain the whole Jacobian.
In the scalar product notation the adjoint model is written as
〈
y(1),∇F (x)
〉
:= ∇F (x)T · y(1).
Adjoints are defined as partial derivatives of an auxiliary scalar variable t with respect to y and x
where
y(1) ≡ ∂t
∂y
and
x(1) ≡ ∂t
∂x
.
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[
y1 =
∂t
∂y
]
Figure 2.6: Adjoint extension of the linearized DAG of F
An illustration is given in Figure 2.6
For implementation issues the following theorem is given.
Theorem 2.3.4 [Nau12] For given adjoints of the dependent variables, reverse mode AD propagates
adjoints backward through the code as follows:
For j = n, . . . , n+ p+m− 1
vj = φj (vi)i≺j
for j = n+ p+m− 1, . . . , n
(
v(1)i
)
i≺j =
(
v(1)i
)
i≺j + v(1)j ·
(
∂φj (vi)i≺j
∂vk
)
k≺j
.
The v(1)j are assumed to be initialized to y(1)j for j = n+ p, . . . , n+ p+m− 1. A forward evaluation
of the SAC is performed to compute all intermediate variables whose values are required in reverse order
for the adjoint propagation. In the second part of (2.3.4) the elemental functions are processed in reverse
order.
The need of local partial derivatives in the reverse section yield the only disadvantage of the reverse mode,
since they all have to be stored in memory during the forward run. Depending on the complexity of the
function F this can lead to enormous memory requirements for the reverse mode. One approach to tackle
the problem given by memory bounds, present on any machine, is argument checkpointing by Call Tree
Reversal ([GW08]). For details I also refer to Chapter 2.3 of [Nau12].
Example 7. The adjoint code according to Theorem (2.3.4) for our example function F : R3 →
R, (x0, x1, x2) 7→ y =
(
sin(x0) · (x1 + cos(x2))
) · x2 is given by
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Forward section:
v0 = x0;
v1 = x1;
v2 = x2;
v3 = sin(v0);
v4 = cos(v2);
v5 = v1 + v4;
v6 = v3 ∗ v5;
v7 = v2 ∗ v6;
Reverse section:
v(1)7 = y(0);
v(1)6 = v(1)6 + v(1)7 · v2;
v(1)2 = v(1)2 + v(1)7 · v6;
v(1)5 = v(1)5 + v(1)6 · v3;
v(1)3 = v(1)3 + v(1)6 · v5;
v(1)4 = v(1)4 + v(1)5 · 1;
v(1)1 = v(1)1 + v(1)5 · 1;
v(1)2 = v(1)2 + v(1)4 · (− sin(v2)) ;
v(1)0 = v(1)0 + v(1)3 · cos(v0);
x(1)2 = v(1)2;
x(1)1 = v(1)1;
x(1)0 = v(1)0;
By simply seeding y(0) = 1 and running the above SAC only once, one obtains the complete gradient
of F in x(1)0 = cos(x0) · (x1+cos(x2)) ·x2, x(1)1 = sin(x0) ·x2 and x(1)2 = sin(x0) · (−x2 · sin(x2)+
x1 + cos(x2)). 
A detailed description of the adjoint model in particular concerning its implementation can be found
in [Nau12] or [GW08].
2.3.3 Higher-Order Models
The last two sections introduced the tangent-linear and the adjoint model of AD for first order derivatives.
By the reapplication of the same ideas AD enables furthermore the computation of derivatives of higher
order. The recursive application of the tangent-linear mode results in higher-order tangent-linear code.
If the sequence of AD applications includes at least one use of the adjoint mode you call the result a
higher-order adjoint code. Any combination is possible. Thus, for example a second-order adjoint
model can be developed by forward-over-reverse, reverse-over-forward or reverse-over-reverse mode. In
[Nau12] (see for example the Table 3.3 on page 128) it is shown that the application of reverse only makes
sense for the “first-order differentiation”. Hence, in the following the term “higher-order adjoint model”
will always denote a model for computing higher-order derivatives by forward-over-. . . -over-forward-
over-reverse-mode.
Higher-order derivatives can be represented by tensors. The (p + 1)-th derivative of a function F :
R
n → Rm is a (p + 1)-tensor T ∈ Rm×np . The following definition describes a consistent notation for
calculations with symmetric tensors.
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tangent-linear
〈T,v1,v2〉 ≡ 〈〈T,v1〉 ,v2〉 ∈ Rm×np−2
〈T,v1,v2,v3〉 ≡ 〈〈〈T,v1〉 ,v2〉 ,v3〉 ∈ Rm×np−3
...
〈T,v1,v2, . . . ,vp〉 ≡ 〈〈. . . 〈〈T,v1〉 ,v2〉 , . . . 〉 ,vp〉 ∈ Rm
adjoint
〈v1,u, T 〉 ≡ 〈v1, 〈u, T 〉〉 ∈ Rnp−1
〈v2,v1,u, T 〉 ≡ 〈v2, 〈v1, 〈u, T 〉〉〉 ∈ Rnp−2
...
〈vp, . . . ,v1,u, T 〉 ≡ 〈vp, 〈. . . 〈v1, 〈u, T 〉〉 , . . . 〉〉 ∈ R
Table 2.1: Higher order projections
Definition 2.3.5 [Nau12]
• Consider a symmetric (p+ 1)-tensor T ∈ Rm×np , where
T =
(
tj,i1,...,ip
)j=0,...,m−1
ik=0,...,n−1 for k=1,...,p
and tj,i1,...,ip = tj,pi(i1,...,ip) for any permutation π of i1, . . . , ip. A first-order tangent-linear
projection of T in direction v ∈ Rm is defined as
T˙ ≡ 〈T,v〉 ∈ Rm×np−1
with T˙ =
(
t˙j,i1,...,ip−1
)j=0,...,m−1
ik=0,...,n−1 for k=1,...,p−1 and
t˙j,i1,...,ip−1 =
〈
tj,i1,...,ip−1,∗,v
〉 ≡ n−1∑
l=0
tj,i1,...,ip−1,l · vl
for ik = 0, . . . , n− 1 (k = 1, . . . , p− 1) and j = 0, . . . ,m− 1.
• Again consider the above symmetric (p + 1)-tensor T ∈ Rm×np . A first-order adjoint projection
of T in direction u ∈ Rm is defined as
T¯ ≡ 〈u, T 〉 ∈ Rnp ,
with T¯ =
(
t¯i1,...,ip
)
ik=0,...,n−1 for k=1,...,p and
t¯i1,...,ip =
〈
u, t∗,i1,...,ip
〉 ≡ m−1∑
l=0
ul · tl,i1,...,ip (2.12)
for ik = 0, . . . , n− 1 (k = 1, . . . , p).
Higher order tangent-linear as well as adjoint projections can be defined recursively as in Table 2.1.
Because of the symmetry of the tensor T in the last two Definitions the following Lemma holds.
Lemma 2.3.6 [Nau12] Let T ∈ Rm×np be a symmetric (p+ 1)-tensor as in definition 2.3.5 and k ≤ p.
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• For any permutation π of v1, . . . ,vk with vi ∈ Rn for i = 1, . . . , k we have
〈T,v1,v2, . . . ,vk〉 = 〈T, π (v1,v2, . . . ,vk)〉 .
• For any permutation π of v1, . . . ,vk with vi ∈ Rn for i = 1, . . . , k and u ∈ Rm we have
〈vk, . . . ,v1,u, T 〉 = 〈π (vk, . . . ,v1) ,u, T 〉
as well as
〈u, T,v1, . . . ,vk〉 = 〈u, T, π (v1, . . . ,vk)〉 .
At the beginning of this section it was mentioned, that the calculation of higher-order derivatives is
performed by the reapplication of the tangent-linear or adjoint model. This means higher-order derivative
models constructed by AD also involve models of lower order. The intrinsic form of such higher-order
AD derivative models will be reviewed in the remainder of this section. For compactness reasons I restrict
this work to higher-order derivatives computed by Forward over Forward over . . . over Reverse (in the
following referred to as FoR-model). p-th order derivatives by FoR means that the first-order derivative
is derived by applying the adjoint mode. Then the tangent-linear model of AD is used p − 1-times for
higher-order derivatives. p-th order derivative tensors of a functionF : Rn → Rm as defined in Definition
2.3.5 will be denoted by F (p) ∈ Rm×np−1 .
In the following I try to give consistent description of p-th order derivative models for arbitrary p ∈ N.
Lets first develop the second-order adjoint model. This is computed by the application of the tangent-
linear model (as defined in Definition 2.3.1) to the adjoint model given by
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x) .
Application of the tangent-linear model to this equation results in the extension
x
(2)
(1) = x
(2)
(1) +
〈
y
(2)
(1), F
(1)
〉
+
〈
y(1), F
(2),x(2)
〉
y(2) =
〈
F (1),x(2)
〉
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x)
also including projections of the 2nd-order tensor of F .
Below I describe how such a model looks like for larger p ∈ N. The notation seems a bit exaggerated,
but I found no way to present it in a more handsome way.
I first define the following partitioned set.
Ip := {(i1, . . . , ij) |1 ≤ j ≤ p, i1, . . . , ij ∈ {1, . . . , p} , i1 < i2 < · · · < ij}
= I1p + I
2
p ,
where
I1p = {(i1, . . . , ij) ∈ Ip|i1 = 1}
and
I2p = {(i1, . . . , ij) ∈ Ip|i1 > 1} .
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Furthermore I define two sets of projections:
T
(k)
(i1,...,ij)
:=
{〈
F (k),xJ1 ,xJ2 , . . . ,xJk
〉
|J1 + · · ·+ Jk = {i1, . . . , ij} ,
min J1 < · · · < min Jk
}
which I will refer to as ”tangent-linear”-projections, and
A
(k)
(i1,...,ij)
:=
{〈
yJ1(1), F
(k),xJ2 , . . . ,xJk
〉
|J1 + · · ·+ Jk = {i2, . . . , ij} ,
min J1 < · · · < min Jk
}
the ”adjoint”-projections.
For a set Jl ⊆ {i1, . . . , ij} (1 ≤ l ≤ k), xJl denotes the ”ordered index-vector” x(i1,...,i|Jl|) with i1 <
· · · < i|Jl|. The same notation is used for yJ1(1).
Theorem 2.3.7 For p ∈ N the p−th order FoR-model is given by
y = F (x) ,
y(i1,...,ij) =
∑j
k=1
∑
P (k)∈T (k)
(i1,...,ij)
P (k), ∀ (i1, . . . , ij) ∈ I2p ,
x
(i2,...,ij)
(1) = x
(i2,...,ij)
(1)
+
∑j
k=1
∑
P (k)∈A(k)
(i1,...,ij)
P (k), ∀ (i1, . . . , ij) ∈ I1p .
(2.13)
Proof:
I proof the theorem by Induction according to p. For a better understanding of the structure of the above
model, I will show the base case by developing (2.13) for p = 1, 2 and 3 separately.
Basis:
For p = 1 the adjoint mode is performed on the function y = F (x) which leads to the adjoint model
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x)
Because I21 = ∅, this corresponds to model (2.13) for p = 1.
By additionally differentiating each term in tangent-linear mode, the second-order-adjoint-model (For-
ward over Reverse) is given by (as already seen above)
x
(2)
(1) = x
(2)
(1) +
〈
y
(2)
(1), F
(1)
〉
+
〈
y(1), F
(2),x(2)
〉
y(2) =
〈
F (1),x(2)
〉
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x)
Here I12 = {(1), (1, 2)} and I22 = {(2)} which shows the equivalence with (2.13) for p = 2. Another
application of forward mode AD leads to a third-order-adjoint-model
x
(2,3)
(1) = x
(2,3)
(1) +
〈
y(1), F
(3),x(2),x(3)
〉
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+
〈
y(1), F
(2),x(2,3)
〉
+
〈
y
(2)
(1), F
(2),x(3)
〉
+
〈
y
(3)
(1), F
(2),x(2)
〉
+
〈
y
(2,3)
(1) , F
(1)
〉
y(2,3) =
〈
F (2),x(2),x(3)
〉
+
〈
F (1),x(2,3)
〉
x
(3)
(1) = x
(3)
(1) +
〈
y(1), F
(2),x(3)
〉
+
〈
y
(3)
(1), F
(1)
〉
y(3) =
〈
F (1),x(3)
〉
x
(2)
(1) = x
(2)
(1) +
〈
y
(2)
(1), F
(1)
〉
+
〈
y(1), F
(2),x(2)
〉
y(2) =
〈
F (1),x(2)
〉
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x).
The partition of the set I3 is here given by I
1
3 = {(1), (1, 2), (1, 3), (1, 2, 3)} and I23 = {(2), (3), (2, 3)}
which again corresponds to (2.13).
Inductive Step:
Let p be in N (p ≥ 2) and (2.13) be correct for this p.
Then the (p + 1)-th order model contains the old p-th order model (given by (2.13) due to induction
hypothesis) and a ”differentiated part” (tangent-linear mode) in addition. This is given by
y(p+1) =
〈
F (1),xp+1
〉
,
(
y(i1,...,ij)
)′
=
j∑
k=1
∑
P (k)∈
(
T
(k)
(i1,...,ij)
)′
P (k), ∀ (i1, . . . , ij) ∈ I2p ,
where (
T
(k)
(i1,...,ij)
)′
:=
{(〈
F (k),xJ1 ,xJ2 , . . . ,xJk
〉)′
|J1 + · · ·+ Jk = {i1, . . . , ij} ,
min J1 < · · · < min Jk
}
with(〈
F (k),xJ1 ,xJ2 , . . . ,xJk
〉)′
=
〈
F (k+1),xJ1 ,xJ2 , . . . ,xJk ,x(p+1)
〉
+
〈
F (k),xJ1∪{p+1},xJ2 , . . . ,xJk
〉
+
〈
F (k),xJ1 ,xJ2∪{p+1}, . . . ,xJk
〉
+ · · ·+
〈
F (k),xJ1 ,xJ2 , . . . ,xJk∪{p+1}
〉
and
(
x
(i2,...,ij)
(1)
)′
=
(
x
(i2,...,ij)
(1)
)′
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+
j∑
k=1
∑
P (k)∈
(
A
(k)
(i1,...,ij)
)′
P (k), ∀ (i1, . . . , ij) ∈ I2p ,
where (
A
(k)
(i1,...,ij)
)′
:=
{(〈
yJ1(1), F
(k),xJ2 , . . . ,xJk
〉)′
|J1 + · · ·+ Jk = {i2, . . . , ij} ,
min J1 < · · · < min Jk
}
with(〈
yJ1(1), F
(k),xJ2 , . . . ,xJk
〉)′
=
〈
yJ1(1), F
(k+1),xJ2 , . . . ,xJk ,x(p+1)
〉
+
〈
y
J1∪{p+1}
(1) , F
(k),xJ2 , . . . ,xJk
〉
+
〈
yJ1(1), F
(k),xJ2∪{p+1}, . . . ,xJk
〉
+ · · ·+
〈
yJ1(1), F
(k),xJ2 , . . . ,xJk∪{p+1}
〉
.
Because of
Ip+1 = {(i1, . . . , ij) |1 ≤ j ≤ p+ 1, i1, . . . , ij ∈ {1, . . . , p+ 1} , i1 < · · · < ij}
= Ip + {(i1, . . . , ij, ip+1) |1 ≤ j ≤ p, i1, . . . , ij ∈ {1, . . . , p} , i1 < · · · < ij}
this is equal to model (2.13) for p+ 1. 
2.3.4 AD Software
Up to here the theory beyond AD was explained. In this section I will shortly describe how this theory
of computing derivatives of vector functions can be realized in practice. As mentioned I assume that the
function F : Rn → Rm is implemented as a computer program which can be decomposed into a SAC
as in Equation (2.8). For any feasible input value x ∈ Rn the program implementing F computes the
value F (x) = y ∈ Rm which serves as the output of the program. As a mathematical function F is
furthermore assumed to be continuously differentiable. The question is now, how the program realizing
F , can be adjusted, transformed into a program F˜ which additionally computes derivative information of
F according to Theorem 2.3.2 (tangent-linear mode) or Theorem 2.3.4 (adjoint mode). This means that
by ADmethods a program implementing the functionF (1) : R2n → R2m : (x,x(1)) 7→ (F (x), F (1) (x)·
x(1)) or F(1) : R
n+m → Rn+m : (x,y(1)) 7→ (F (x)(1) (x)T · y(1)) is obtained.
There are two approaches that are used to realize the AD differentiation of F , Operator overloading
and Source Transformation. The next two sections will briefly describe both approaches.
Operator Overloading
The more basic approach for the application of AD uses the concept of operator overloading, which is
provided by certain programming languages (e.g. C). For any elemental unary or binary operation in the
SAC the associated operator in the program is overloaded in a way that in addition to the value of this
operator, the corresponding local partial derivative is computed. This is performed by replacing the type
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of each floating point variable relevant for the derivative calculation, by a new ”AD data type”. (e.g. in
C++: double can become ADdouble tl or ADdouble adj, depending on the desired differentiation mode).
In tangent-linear mode and C the new data type ADdouble can be for example defined as (excluding
constructor etc.):
c l a s s ADdoub l e t l {
p u b l i c :
doub le v ; / / l o c a l f u n c t i o n v a l u e
doub le AD t ; / / l o c a l d i r e c t i o n a l d e r i v a t i v e v a l u e f o r t a n g e n t− l i n e a r mode
} ;
The overloaded operator for the multiplication and the intrinsic logarithm function log(x) of ADdou-
ble variables can for example be implemented as
ADdoub l e t l o p e r a t o r ∗ ( ADdoub l e t l x1 , ADdoub l e t l x2 ) {
ADdoub l e t l tmp ;
tmp . v = x1 . v ∗ x2 . v ;
tmp . AD t = x1 . AD t∗x2 . v + x1 v ∗x2 . AD t ;
r e t u r n tmp ;
}
and
ADdoub l e t l l o g ( ADdoub l e t l x1 ) {
ADdoub l e t l tmp ;
tmp . v = log ( x1 . v ) ;
tmp . AD t = ( 1 / x1 . v )∗ x1 . AD t ;
r e t u r n tmp ;
} .
If any operator appearing in the SAC of the function F is correctly overloaded and the type of all double-
variables is replaced by ADdouble tl projections of the Jacobian∇F can be computed as in the following
example.
Example 8. As in Example 6 we observe the function F : R3 → R, (x1, x2, x3) 7→
(
sin(x0) · (x1 +
cos(x2))
) · x2. In C++ this can be implemented as the function
vo id F ( ADdoub l e t l x0 , ADdoub l e t l x1 , ADdoub l e t l x2 , ADdoub l e t l y ) {
y=( s i n ( x0 ) ( x1 + cos ( x2 ) ) ) x2 ;
}
A driver routine computing and printing the Jacobian (gradient)∇F (x) of F at the point x = (1, 1, 1)T
is given by
i n t main ( ) {
ADdoub l e t l x0 , x1 , x2 , y ;
x0 . v = 1 . ; x0 . AD t = 0 . ;
x1 . v = 1 . ; x1 . AD t = 0 . ;
x2 . v = 1 . ; x2 . AD t = 0 . ;
x0 . AD t = 1 . ;
F ( x0 , x1 , x2 , y ) ;
cou t<<y . AD t ;
x0 . AD t = 0 . ;
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x1 . AD t = 1 . ;
F ( x0 , x1 , x2 , y ) ;
cou t<<y . AD t ;
x1 . AD t = 0 . ;
x2 . AD t = 1 . ;
F ( x0 , x1 , x2 , y ) ;
cou t<<y . AD t ;
x2 . AD t = 0 . ;
r e t u r n 0 ;
}

Since adjoint mode requires the reversal of the original program flow for the derivative accumulation,
one has to insure that all the intermediate variables are stored during the forward run by the overloaded
operators. The most common to do this is to build a tape (which represents an augmented representation
of the DAG of the function). Here the tape is implemented as a statically allocated array of tape entries
which are addressed by their position in the array. A tapeentry consists of an opcode oc which identi-
fies the operation (+, ∗, exp, sin, . . . ) it belongs to, addresses (arg1, arg2) of the (one or possible two)
arguments of the operation (e.g. arg1 + arg2, exp(arg1)) and as in tangent-linear a variable val for the
local function value and one variableAD adj for the local adjoint. A possible class definition is given as
follows.
c l a s s t a p e e n t r y {
p u b l i c :
i n t oc ; / / opcode i d e n t i f y i n g t h e t yp e o f o p e r a t i o n
i n t a rg1 , a rg2 ; / / a d d r e s s e s o f t h e v a r i b l e s a s s o c i a t e d wi th t h e
o p e r a t i o n
doub le v a l ; / / l o c a l f u n c t i o n v a l u e
doub le AD adj ; / / l o c a l p a r t i a l d e r i v a t i v e v a l u e f o r a d j o i n t
mode
} ;
Equivalently to tangent-linear mode the data type of any double-variable relevant for the differentiation
of the original function is replaced by
c l a s s ADdouble ad j {
p u b l i c :
i n t va ; / / v i r t u a l a d d r e s s o f t h e p o s i t i o n i n t h e t a p e
doub le v ; / / l o c a l f u n c t i o n v a l u e
} ;
If we use a global virtual address counter called AD vac for a variable of type tape entry named
AD tape, the overloaded operators may for example look like
ADdouble ad j o p e r a t o r ∗ ( ADdouble ad j x1 , ADdouble ad j x2 ) {
ADdouble ad j tmp ;
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AD tape [ AD vac ] . oc = MULT;
AD tape [ AD vac ] . a rg1 = x1 . va ;
AD tape [ AD vac ] . a rg2 = x2 . va ;
AD tape [ AD vac ] . v = tmp . v = x1 . v ∗ x2 . v ;
tmp . va = AD vac++;
r e t u r n tmp ;
}
and
ADdouble ad j l o g ( ADdoub l e t l x1 ) {
ADdouble ad j tmp ;
AD tape [ AD vac ] . oc = LOG;
AD tape [ AD vac ] . a rg1 = x1 . va ;
AD tape [ AD vac ] . v = tmp . v = log ( x1 . v ) ;
tmp . va = AD vac++;
r e t u r n tmp ;
} .
The operation codes (MULT, LOG, . . . ) are macros which are replaced by distinct integer numbers by
the C preprocessor. Executing the overloaded original code constructs the tape which is an representation
of the adjoint extension of the linearized DAG of F . Subsequently an interpretation routine is executed
propagating the adjoints through the tape in reverse order to obtain the desired derivatives. This routine
may look like
vo id t a p e i t e r p r e t ( ) {
f o r ( i n t i =AD vac ; i >=0; i−−) {
sw i t c h ( t a p e e n t r y [ i ] . va ) {
c a se MULT : {
t a p e e n t r y [ t a p e e n t r y [ i ] . a rg1 ] . AD adj +=
t a p e e n t r y [ t a p e e n t r y [ i ] . a rg2 ] . v a l ∗ t a p e e n t r y [ i ] . AD adj ;
t a p e e n t r y [ t a p e e n t r y [ i ] . a rg2 ] . AD adj +=
t a p e e n t r y [ t a p e e n t r y [ i ] . a rg1 ] . v a l ∗ t a p e e n t r y [ i ] . AD adj ;
b r e ak ;
}
c a se LOG : {
t a p e e n t r y [ t a p e e n t r y [ i ] . a rg1 ] . AD adj +=
( 1 / t a p e e n t r y [ t a p e e n t r y [ i ] . a rg1 ] . v a l )∗ t a p e e n t r y [ i ] ] . AD adj ;
b r e ak ;
}
. . .
}
}
}
Example 9. We investigate the same function as in Example 8. In C++ F can be implemented for adjoint
mode as
vo id F ( ADdouble ad j x0 , ADdouble ad j x1 , ADdouble ad j x2 ,
ADdouble ad j y ) {
y=( s i n ( x0 ) ( x1 + cos ( x2 ) ) ) x2 ;
}
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The driver routine
i n t main ( ) {
ADdoub l e t l x0 , x1 , x2 , y ;
x0 v = 1 . ; x1 v = 1 . ; x2 v = 1 . ;
F ( x0 , x1 , x2 , y )
t a p e e n t r y [ y . va ] . AD adj = 1 ;
t a p e i t e r p r e t ( ) ;
c ou t << x0 AD adj <<end l ;
c ou t << x1 AD adj <<end l ;
c ou t << x2 AD adj <<end l ;
r e t u r n 0 ;
}
computes the whole gradient ∇F (x) of F at the point x = (1, 1, 1)T by just one execution of the
original function and prints it on the screen. 
The following list contains a summary of advanced AD overloading tools.
• ADOL-C (C/C++) [www.coin-or.org/projects/ADOL-C.xml]
• dco/c++ [www.stce.rwth-aachen.de/software/dco_cpp.html]
• dco/fortran [www.stce.rwth-aachen.de/software/dco_fortran.html]
• TOMLAB/MAD (MATLAB) [http://tomopt.com/tomlab/products/mad/]
• Sacado (C/C++) [http://trilinos.sandia.gov/packages/sacado/]
Source Transformation
AD by source transformation uses Derivative Code Compilers (see Chapter 4 of [Nau12] for details) to
transform a given implementation (i.e. F(double∗ x, double∗ y)) of a functionF into an implementation
t1 f (double∗ x, double∗ t1 x , double∗ y, double∗ t1 y ) (tangent-linear code according to theorem
2.3.2) or a1 f (double∗ x, double∗ a1 x, double∗ y, double∗ a1 y) (adjoint mode code as in theorem
2.3.4) which additionally compute desired projections of the Jacobian matrix of F . Derivative Code
Compilers are a very wide content of AD including lexical and syntactical analysis. This text is restricted
to an example illustrating the effect of the application of such a compiler.
This example can be found in the Appendix at A.2. There the source transformation tool dcc for
C/C++ is used to construct tangent-linear and adjoint code of our example function
(
sin(x0) · (x1 +
cos(x2))
) · x2.
Other common tools providing AD by source transformation are for example:
• Tapenade (C/C++,Fortran77,Fortran95)
[http://tapenade.inria.fr:8080/tapenade/index.jsp]
• ADiMat (MATLAB) [www.sc.informatik.tu-darmstadt.de/res/adimat/]
• OpenAD (C/C++,Fortran77,Fortran95) [www.mcs.anl.gov/OpenAD/]
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The content of the following chapter can be interpreted as an combination of stochastics, AD and
numerics. An approach to uncertainty quantification called moments method is presented. All further
required prerequisites are presented.
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Chapter 3
Uncertainty Quantification using
Moments Method
3.1 Basics
Due to the evolving complexity of modern simulations, an analysis of their results becomes more and
more important. Usually measured data from our environment forms the input of the simulation. For
example in weather forecast simulations actual meteorological data (such as air temperature, barometric
pressure, wind speed and many more) are used as input for the computation which predicts the climate
circumstances in the nearer future.
It is in the nature of every measurement process that it contains some imprecision because of their
statistical analysis (Type A) or other systematic, non-stochastic errors (Type B). An official definition
of an accuracy measure considering these two origins of imprecision in a consistent manner is given in
the “Guide to the expression of uncertainty in measurement (GUM)” [GUM08]. The imprecision in the
measurement of the input data of a simulation will not be a topic in the following work. It will always
be considered that these errors are accurately described by a random vector X which follows a certain
probability distribution (e.g. normal-, exponential- or a uniform distribution). But it should be pointed
out that the application of the GUM is not always recommended in all scientific areas. A critical survey
of its use in geodetic surveys is for example given in [H. 03].
In most parts of this thesis I will consider the following situation.
A numerical simulation is given which is modeled by a mathematical function F : Rn → Rm. It
is assumed that this function is implemented in some programming language (C/C++ or Fortran here).
Because of practical purposes I will usually not distinguish between the definition of the mathematical
function itself and its implementation. The character F is presumed as a synonym for both. The input
of this function is given by a measured data vector x = (x0, . . . , xn−1). As mentioned above every
measurement is influenced by inaccuracies. To take these into account this data is modeled by a random
vectorX = (X0, . . . , Xn−1). The modeling of such measurement errors is a separate scientific area and
will be not considered any more here. I consider the form of the input distribution as a given fact (in other
words: “I assume to know the probability law X is following exactly”). Furthermore the stochastically
independence of the components ofX is always assumed.
Our main concern is how the distribution of X is influenced by the simulation F . So I ask about the
distribution of the random variableY = F (X).
Since F is an arbitrary function, in general it is impossible to obtain a closed form of the distribution
of Y. Consider, for example, the problem of obtaining the distribution of the convolution of random
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variables, that is, the distribution of the sumX0 + · · ·+Xn−1 of some random variablesX0, . . . , Xn−1.
In most cases one has to live with approximations of characteristic values of the distribution, such as
expectation, variance or higher moment values.
There are several approaches of dealing with the problem of approximating the distribution of the ran-
dom variable Y = F (X). One uses spectral methods. Spectral methods for Uncertainty Quantification
are based on the fact that component Fk, k = 0, . . . ,m− 1 ofY = F (X) can be written as
Fk(X) =
∞∑
i=0
(fk)i ψi (X) , (3.1)
where the (fk)i are deterministic coefficients and the (ψk)i are orthogonal polynomials according to
E (ψi · ψj) =
∫
Rn
ψi(y)ψj(y) pX(y) dy
=
〈
ψ2i
〉 · δij .
Here
δij =
{
1 if i = j
0 else
denotes the Kronecker delta function and pX(y) the density function of the distribution of X. If one
truncates the series given in Equation (3.1) at a finite order p, the coefficients fi become computable
and an approximation of Y = F (X) can be obtained. A detailed description can be found in [Maıˆ10].
Here I shortly describe how these methods can be applied for simplified linear problems. In [Maıˆ10] the
uncertainty problem is for example formulated (in a weak form) as: Find u such that
Solve E [M (u(X);d(X)) · β(X)] = 0 ∀β,
whereM is a more or a less arbitrary mathematical model and E is the usual expectation. In our notation
d is a data vector dependent on the probability vector X and u = F (X). 〈M (u(X);d(X)) , β(X)〉 =
M (u(X);d(X)) · β(X) is called Galerkin projection.
Using Equation (3.1) and some other considerations this can be rewritten as: Find u such that
E [M (u(X);d(X)) · ψk(X)] =
〈
M
(
p∑
i=1
ui · ψi;d
)
, ψk
〉
= 0 ∀k ∈ {1, . . . , p}. (3.2)
IfM represents an linear model, u is the solution of a linear system
A · u = b,
where A ∈ R(m×m) is a (deterministic) (m ×m)-matrix and u, b are vectors in Rm. If the right hand
side b is dependent on random data d(X) the solution u is and the linear uncertainty problem is given by
A · u(X) = b(X)
⇔ A · u(X)− b(X) = 0
⇔ M (u(X);d(X)) = 0.
Because of Equations (3.1) (truncated at order p) and (3.2) this can be solved by a Galerkin projection
as follows.
3.1. BASICS 41
〈M (∑pi=1 ui · ψi;d) , ψk〉 = 0, ∀k ∈ {1, . . . , p}
⇔ 〈A ·∑pi=1 ui · ψi − b, ψk〉 = 0, ∀k ∈ {1, . . . , p}
⇔ 〈A ·∑pi=1 ui · ψi, ψk〉 − 〈b, ψk〉 = 0, ∀k ∈ {1, . . . , p}
⇔ 〈A ·∑pi=1 ui · ψi, ψk〉 = 〈b, ψk〉 , ∀k ∈ {1, . . . , p}
⇔ ∑pi=1 ui 〈A · ψi, ψk〉 = 〈b, ψk〉 , ∀k ∈ {1, . . . , p}
⇔ ∑pi=1 〈ψk, A · ψi〉ui = 〈ψk,b〉, ∀k ∈ {1, . . . , p}
Because of the linearity of the scalar product and the orthogonality of the ψi the terms in the sum on the
left hand side can be written as
〈ψk, A · ψi〉 = A · 〈ψk, ψi〉 = A · δik
〈
ψ2k
〉
.
Hence the system is decoupled and a solution of the problem is given by
A · uk = 〈ψk,b〉〈ψ2k〉
.
Since the probability law of the input distribution of X (and hence the orthogonal polynomials ψi, i =
{0, . . . , p)) is known a-priori, the solution of the uncertainty problem results into the solution of a usual
linear equation (for the simplifications used here).
In this thesis I will focus on an approach based on approximations of the function F by Taylor series
(exploiting the benefits of AD).
A formal introduction to Taylor series is for example given in [Kri02] (page 232) using the following
Definition 3.1.1 For a multi-index α = (α0, . . . , αn−1)
t ∈ Nn0 I define
|α| := α0 + · · ·+ αn−1, α! := α0! · · · · · αn−1!
xα := xα00 ∗ · · · ∗ xαn−1n−1 ,
DαG :=
∂|α|G
∂x0α0 . . . ∂xn−1αn−1
,
if the functionG : Rn → R is |α|-times continuously partially differentiable.
According to the well known Schwarz-Theorem (e.g. see [Kri02] (page 221)) the order of differentiation
is not important. The Taylor-formula is now given by
Theorem 3.1.2 [Kri02] (page 232) Let U ⊂ Rn be open, a,x ∈ U , such that
{t · a+ (1− t) · x|t ∈ (0, 1)} ⊂ U.
If G : U → R is k-times continuously partially differentiable, we have
G(x) =
∑
α∈Nn0 ,|α|<k
(DαG) (a)
α!
(x− a)α +Rk(x, a), (3.3)
where
Rk(x, a) =
∑
α∈Nn0 ,|α|=k
(DαG) (a+ ǫ(x− a))
α!
, (3.4)
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for some ǫ between a and x.
(3.3) is called the k-th order taylor-expansion of G about a.
This formula can now be used to compute the above mentioned approximations by cutting the series
extension (3.3) at some order k ∈ N and ignoring the remainder term (3.4). This approach can be
for example found in [CC05],[GG06],[PFG08] and [Men10]. Especially in the thesis of Menshikova
[Men10] the link between this approach and Algorithmic Differentiation (AD) was drawn and explained
in detail. In the following I give a short overview of the derivation of some important formula which form
the basis of the so called “moments method”. These were also used in [Men10].
Suppose a function F : Rn → Rm which is sufficiently often continuously differentiable. Also
a n-dimensional random vector X = (X0, . . . , Xn−1) (with stochastically independent components),
known mean µX = (µ0, . . . , µn−1), variance vector Var(X) = (σ20 , . . . , σ
2
n−1), skewness S(X) =
(S0, . . . , Sn−1) and kurtosisK(X) = (K0, . . . ,Kn−1) is given.
Our aim is to obtain an approximation for the mean µY and variance σY of the random variable
Y = F (X). moments method approximations are based on Taylor series expansions (3.3) about the
mean µX of the inputX. In this work I will use a second order expansion. This means I take
Fk(X) ≈ Fk(µX) +
n−1∑
i=0
∂Fk(µX)
∂xi
(Xi − µi)
+
1
2!
n−1∑
i=0
n−1∑
j=0
∂2Fk(µX)
∂xi∂xj
(Xi − µi)(Xj − µj) (3.5)
as an approximation for the k-th component Fk of F .
Because of
E
[
(Xi − µi)
]
= E
[
Xi
]− µi = 0 ∀0 ≤ i ≤ n− 1,
E
[
(Xi − µi) (Xi − µi)
]
= E
[
(Xi − µi)2
]
= σXi ∀0 ≤ i ≤ n− 1
and
E
[
(Xi − µi) (Xj − µj)
] Xi, Xj indep.
= E(Xi − µi)E(Xj − µj)
=
[
E(Xi)− µi
] [
E(Xj)− µj
]
=
[
µi − µi
] [
µj − µj
]
= 0 ∀i 6= j ,
an approximation for the mean ofY = F (X) is given by
E [F (X)] = µY =
(
Fk(µX) +
1
2!
n−1∑
i=0
∂2Fk(µX)
∂x2i
σ2i
)
k=0,...,m−1
. (3.6)
For the Covariance we obtain for s, t ∈ {0, . . . ,m− 1}:
σYsYt = Cov (Ys, Yt) (3.7)
= E [(Fs(X)− E[Fs(X)]) · (Ft(X)− E[Ft(X)])]
Because of (3.5) and (3.6) this is equal to
≈ E
[(
Fs(µX) +
n−1∑
i=0
∂Fs(µX)
∂xi
(Xi − µi)
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+
1
2!
n−1∑
i=0
n−1∑
j=0
∂2Fs(µX)
∂xi∂xj
(Xi − µi)(Xj − µj)
− Fs(µX)− 1
2!
n−1∑
i=0
∂2Fs(µX)
∂x2i
σ2i
)
×
(
Ft(µX) +
n−1∑
i=0
∂Ft(µX)
∂xi
(Xi − µi)
+
1
2!
n−1∑
i=0
n−1∑
j=0
∂2Ft(µX)
∂xi∂xj
(Xi − µi)(Xj − µj)
− Ft(µX)− 1
2!
n−1∑
i=0
∂2Ft(µX)
∂x2i
σ2i
)]
= E

n−1∑
i=0
n−1∑
j=0
∂Fs(µX)
∂xi
∂Ft(µX)
∂xj
(Xi − µi)(Xj − µj)
+
1
2
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
∂Fs(µX)
∂xk
∂2Ft(µX)
∂xi∂xj
(Xi − µi)(Xj − µj)(Xk − µk)
− 1
2
n−1∑
i=0
n−1∑
j=0
∂Fs(µX)
∂xi
∂2Ft(µX)
∂x2j
σ2j (Xi − µi)
+
1
2
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
∂Ft(µX)
∂xk
∂2Fs(µX)
∂xi∂xj
(Xi − µi)(Xj − µj)(Xk − µk)
+
1
4
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
n−1∑
l=0
∂2Fs(µX)
∂xi∂xj
∂2Ft(µX)
∂xk∂xl
(Xi − µi)(Xj − µj)
× (Xk − µk)(Xl − µl)
− 1
4
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
∂2Fs(µX)
∂xi∂xj
∂2Ft(µX)
∂x2k
σ2k(Xi − µi)(Xj − µj)
− 1
2
n−1∑
i=0
n−1∑
j=0
∂2Fs(µX)
∂x2j
∂Ft(µX)
∂xi
σ2j (Xi − µi)
− 1
4
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
∂2Fs(µX)
∂x2k
∂2Ft(µX)
∂xi∂xj
σ2k(Xi − µi)(Xj − µj)
+
1
4
n−1∑
i=0
n−1∑
j=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2j
σ2i σ
2
j


Because of the independence property we have
=
n−1∑
i=0
∂Fs(µX)
∂xi
∂Ft(µX)
∂xi
σ2i +
1
2
n−1∑
i=0
∂Fs(µX)
∂xi
∂2Ft(µX)
∂x2i
Si σ
3
i
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+
1
2
n−1∑
i=0
∂Ft(µX)
∂xi
∂2Fs(µX)
∂x2i
Si σ
3
i
+
1
4
[
n−1∑
i=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2i
Ki σ
4
i
+
1
2
n−1∑
i=0
n−1∑
j=0,j 6=i
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2j
σ2i σ
2
j
+
1
2
n−1∑
i=0
n−1∑
j=0,j 6=i
∂2Ft(µX)
∂x2i
∂2Fs(µX)
∂x2j
σ2i σ
2
j
+2
n−1∑
i=0
n∑
j=1,j 6=i
∂2Fs(µX)
∂xi∂xj
∂2Ft(µX)
∂xi∂xj
σ2i σ
2
j


− 1
4
n−1∑
i=0
n−1∑
k=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2k
σ2i σ
2
k
− 1
4
n−1∑
i=0
n−1∑
k=0
∂2Fs(µX)
∂x2k
∂2Ft(µX)
∂x2i
σ2i σ
2
k
+
1
4
n−1∑
i=0
n−1∑
j=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2j
σ2i σ
2
j
=
n−1∑
i=0
∂Fs(µX)
∂xi
∂Ft(µX)
∂xi
σ2i +
1
2
n−1∑
i=0
∂Fs(µX)
∂xi
∂2Ft(µX)
∂x2i
Si σ
3
i
+
1
2
n−1∑
i=0
∂Ft(µX)
∂xi
∂2Fs(µX)
∂x2i
Si σ
3
i
+
1
4
[
n−1∑
i=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2i
Ki σ
4
i
+ 2
n−1∑
i=0
n∑
j=1,j 6=i
∂2Fs(µX)
∂xi∂xj
∂2Ft(µX)
∂xi∂xj
σ2i σ
2
j


− 1
4
n−1∑
i=0
∂2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2i
σ4i
=
n−1∑
i=0
∂Fs(µX)
∂xi
∂Ft(µX)
∂xi
σ2i︸ ︷︷ ︸
:=varterm1
+
1
2
n−1∑
i=0
(
∂Fs(µX)
∂xi
∂2Ft(µX)
∂x2i
+
∂Ft(µX)
∂xi
∂2Fs(µX)
∂x2i
)
Si σ
3
i︸ ︷︷ ︸
:=varterm2
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+
1
2
n−1∑
i=0
n∑
j=1,j 6=i
∂2Fs(µX)
∂xi∂xj
∂2Ft(µX)
∂xi∂xj
σ2i σ
2
j︸ ︷︷ ︸
:=varterm3
(3.8)
+
1
4
n−1∑
i=0
(Ki − 1) ∂
2Fs(µX)
∂x2i
∂2Ft(µX)
∂x2i
σ4i︸ ︷︷ ︸
:=varterm4
.
In practice usually not all terms given in Equation (3.8) are computed. Normally varterm4 and varterm2
or varterm4 and varterm3 are omitted for the sake of computational efficiency. Furthermore sometimes
better approximations are obtained by leaving them out.
Equations (3.6) and (3.8) are based on second-order approximation of F which yield the use of
second-order derivatives of the function F . This is why AD is so crucial in this field. In engineering
applications sometimes just a first order approximation is used. This means the expected value of the
random variableY = F (X) is estimated by the value F (µX). The benefits of using at least second-order
approximations is illustrated in the next small example.
Example 10. Let F be given by the function
F (x) = − ln(1− x)
λ
with parameter λ. The input variableX is supposed to be uniform distributed on [0, 1] (i.e. X ∼ U [0, 1]).
Then it can be shown that Y = F (X) is exponentially distributed according to λ (i.e. Y ∼ Exp(λ)). This
means the “real” expected value of Y is given by µY =
1
λ
. Note again, that in general the distribution of
Y = F (X) is not applicable.
If we set for example λ = 0.01 we have µY = 100. If we take the standard first-order approximation
we obtain
µY ≈ F (µX) = − ln(1 − µX)
0.01
= − ln(1 − 0.5)
0.01
≈ 69.
Note that the exponential distribution is usually used to model lifetimes.
Using (3.6) implies the slightly better result
F (X) = F (µX) +
1
2!
n−1∑
i=0
∂2F (µX)
∂x2i
σ2i
= − ln(1 − µX)
0.01
+
1
2!
1
λ (1− µX)2
1
12
≈ 86.

The next example shows a case where F is a linear function. Hence, if the input is normally dis-
tributed, the output is as well. Furthermore the computed mean and variance are exact, since a first order
computation suffices.
The example is used to show some important properties concerning moments method. One thing that
should be always considered is that moments method as described here, computes uncertainties (based
on derivatives) of an algorithm (implementation) which stands behind the function F . It should always
be verified that the implementation is suitable for the underlying physical model. If the algorithm is
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inappropriate it could be, that the uncertainties of the algorithm (computed by moments method) are low
(since the computation does not do much), even though the real physical model is dispersive.
Example 11. In this example I consider the one-dimensional heat equation which is modeled by the
parabolic partial differential equation
∂
∂t
u(x, t) = c ∗ ∂
2
∂x2
u(x, t), c ∈ R,
where c is the thermal diffusivity of the material and the function u : R2 → R represents the temperature
of the material in point x at time t. The diffusion of the heat in a bar (approximately one-dimensional if
its relatively long in relation to its thickness) is computed numerically with a discretization (xi, tj), with
i = 0, . . . , nx − 1 and j = 0, . . . , nt − 1 by finite differences from an initial condition u(xi, 0) = x0,
i = 1, . . . , nx− 1.
Our simulation involving the heat equation is now given as follows: The input x¯ represents of certain
measurement of the end temperature of the bar after the specified time period. The simulation computes
the required initial temperature of that results in this end condition (inverse problem). This simulation
represents a linear function F : Rnx → Rnx, x¯ 7→ x0, where x¯ is the measured end temperature and x0
the estimated initial temperature, according to a least-squares approach, resulting in x¯.
In the following we observe the results of moments method applied to F for different heat conduc-
tivity terms c. As discretization I retain nt = 100 and nx = 5 (for the sake of clarity). For the input
measurements x¯ I always use the vector
x¯ =


2
1
2
3
0.5
0

 .
At first we consider a situation as described just before this example. If we set the heat conductivity c = 1
the algorithm computes the following result
x0 ≈


2
0
0
0
0

 , x¯sim(x0) =


2
1.49999
0.999986
0.499991
0

 ,
where x¯sim describes the result of our (forward) implementation of the heat equation with starting tem-
perature distribution of x0 Of course, this result is not very satisfying although the Covariance matrix
computed by moments method is
Cov(F )c=1 =


1 −4.28488e− 06 −7.41734e− 06 −6.30129e− 06 0
−4.28488e− 06 5.99794e− 11 1.03827e− 10 8.8205e− 11 −4.14649e− 06
−7.41734e− 06 1.03827e− 10 1.79731e− 10 1.52687e− 10 −7.17778e− 06
−6.30129e− 06 8.8205e− 11 1.52687e− 10 1.29713e− 10 −6.09778e− 06
0 −4.14649e− 06 −7.17778e− 06 −6.09778e− 06 1

 ,
which does not imply a high uncertainty, even though the result x¯sim is very bad. This is due to the ill
conditioned algorithm itself. Changes in inputs do not change the wrong result computed by F .
3.1. BASICS 47
For an heat conductivity c = 0.1 we observe the following behavior:
x0 ≈


2
5.44187
0.195514
5.85677
0

 , x¯sim(x0) =


2
1.02377
0.659487
0.48627
0

 .
Cov(F )c=0.1 =


1 −7.01372 −0.485916 4.76027 0
−7.01372 381.577 −1.875 −355.097 4.71149
−0.485916 −1.875 24.7904 −21.51 −0.130999
4.76027 −355.097 −21.51 388.115 −7.10559
0 4.71149 −0.130999 −7.10559 1

 ,
The result given by x¯sim is quite satisfying, but the Covariance matrix shows that there are quite relevant
uncertainties involved. This means changes in the measurement vector x¯ really have an influence on the
estimated start temperature x0. This influence becomes less important if the heat conductivity c decreases
further. For c = 0.01 we obtain the results
x0 ≈


2
0.874318
0.640805
0.565417
0

 , x¯sim(x0) =


2
0.999578
0.667252
0.499593
0

 and
Cov(F )c=0.01 =


1 −0.191738 0.0157852 −0.000593138 0
−0.191738 2.04175 −0.632097 0.0941604 −0.000650607
0.0157852 −0.632097 2.09874 −0.631884 0.0161464
−0.000593138 0.0941604 −0.631884 2.04039 −0.191738
0 −0.000650607 0.0161464 −0.191738 1

 ,
In addition to the good results we furthermore observe quite low (co-) variances.
As conclusion we can say: In general, the results of moments method are relevant, if the results are
plausible itself. Hence, always an watchful eye of the user is needed. 
Another property one might be interested in are the sensitivities of the two approximations (3.6) and
(3.8) due to variations of the mean and variance of the input values (for simplicity reasons I assume
m = 1). Therefore I for example treat (3.6) as a function
µY (µX, σX) := F (µX) +
1
2!
n−1∑
i=0
∂2F (µX)
∂x2i
σ2i
of the two variables µX = (µ1, . . . , µn) and σX = (σ
2
0 , . . . , σ
2
n−1).
Then the gradient of µY is of interest. It is given by the (2n)-dimensional vector

∂F (µX)
∂x0
+ 12!
∑n−1
i=0
∂3F (µX)
∂x2
i
∂x0
σ2i
...
∂F (µX)
∂xn−1
+ 12!
∑n−1
i=0
∂3F (µX)
∂x2
i
∂xn−1
σ2i
1
2
∂2F (µX)
∂x20
...
1
2
∂2F (µX)
∂x2n−1


. (3.9)
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For the computation of the first n components 3-rd derivatives of the function F are needed.
Furthermore if the variance approximation (3.8) is interpreted as a function σY (σ) depending on
the input variances (means assumed constant) I can compute the following gradient which describes the
sensitivity of the output variance caused by varying the input variance(
∂σY
∂σ2i
)
i=0,...,n−1
=


(
∂F (µX)
∂xi
)2
+ 32
∂F (µX)
∂xi
∂2F (µX)
∂x2
i
Si σi
+
∑n−1
j=0,j 6=i
(
∂2F (µX)
∂xi∂xj
)2
σ2j +
1
2 (Ki − 1)
(
∂2F (µX)
∂x2
i
)2
σ2i


i=0,...,n−1
. (3.10)
Lets recall the mean and variance approximations (3.6), (3.8) given by
µY = F (µX) +
1
2!
n−1∑
i=0
∂2F (µX)
∂x2i
σ2i ,
σ2Y =
n−1∑
i=0
(
∂F (µX)
∂xi
)2
σ2i +
n−1∑
i=0
∂F (µX)
∂xi
∂2F (µX)
∂x2i
Si σ
3
i
+
1
2
n−1∑
i=0
n−1∑
j=0,j 6=i
(
∂2F (µX)
∂xi∂xj
)2
σ2i σ
2
j
+
1
4
n−1∑
i=0
(Ki − 1)
(
∂2F (µX)
∂x2i
)2
σ4i .
Furthermore remember the 3-rd order-adjoint model calculated by dcc which is given by
x
(2,3)
(1) = x
(2,3)
(1) +
〈
y(1), F
(3),x(2),x(3)
〉
+
〈
y(1), F
(2),x(2,3)
〉
+
〈
y
(2)
(1) , F
(2),x(3)
〉
+
〈
y
(3)
(1) , F
(2),x(2)
〉
+
〈
y
(2,3)
(1) , F
(1)
〉
y(2,3) =
〈
F (2),x(2),x(3)
〉
+
〈
F (1),x(2,3)
〉
x
(3)
(1) = x
(3)
(1) +
〈
y(1), F
(2),x(3)
〉
+
〈
y
(3)
(1) , F
(1)
〉
y(3) =
〈
F (1),x(3)
〉
x
(2)
(1) = x
(2)
(1) +
〈
y
(2)
(1) , F
(1)
〉
+
〈
y(1), F
(2),x(2)
〉
y(2) =
〈
F (1),x(2)
〉
x(1) = x(1) +
〈
y(1), F
(1)
〉
y = F (x).
where all the x’s are n-dim. vectors, the y’s scalars.
Now lets initialize all these variables to zero, except y(1) which is set to 1.
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We see that by letting the variables x(2),x(3) simultaneously range over the n Cartesian basis vectors one
obtains all derivatives needed for the above approximations by only n computations of the third-order
adjoint model.
Important note:
Moments method is a very universal approach to uncertainty quantification. Except its differentiability
up to a certain order, there are no more assumptions to be made on the function F representing the
simulation. Other approaches are developed regarding special applications.
In particular equation (3.8) has to be doubted in general as an representation of the ”real” variance of
the random variable Y = F (X). But nevertheless in our experience (3.8) seems to be a good indicator
on intensity of the variation in Y . This makes this approximation so valuable in the context of robust
optimization (see Chapter 5).
It is important to point out that the moments method as described here totally relies on the accuracy
of the second-order Taylor approximation of F (F should be ”mildly nonlinear”). Hence the user should
always care about practicability of the proposed method. An disastrous example can be seen in chapter
5.1. 
The topic of the next and last section of this chapter is a bit out of the red line of this thesis. Further-
more it comprehends some nasty calculations. It of course implicates interesting applications but it does
not contribute so much to the main message of this work. Therefore the section can be skipped for the
first time reading.
In explicit I will take a closer look at the structure of the differentiation of optimization algorithms.
This means our functional (or simulation) is represented by an iterative optimization algorithm (mini-
mizing a regression problem here), which takes some measured (uncertain) data y ∈ Rn and additional
optimization parameters β ∈ Rm as its input. Hence our optimization problem is given by the minimiza-
tion of the function L(y,β) : Rn × Rm → R. Our simulation F is finally seen as the function
F : Rn → Rm,y 7→ argminβ∈RmL(y,β) (3.11)
delivering the result of the optimization.
By differentiating through the optimization algorithm with AD, I obtain derivatives of the optimized
output parameters of the minimization with respect to the measured input data. These can be used for
computations based on moments method.
3.2 Differentiation of Uncertain Regression
3.2.1 Onedimensional Regression by Newton
Let (xi, yi)i=0,...,n−1 be a given data set and f : R2 → R : (x, β) 7→ f(x;β) a smooth function. The
yi represent measured data depending on a given value xi. The β ∈ R is assumed to be an unknown
parameter which is the solution of the following nonlinear optimization problem
argmin
β
n−1∑
i=0
(
yi − f(xi;β)
)2
︸ ︷︷ ︸
=:Lf (β,y)
. (3.12)
We intend to solve this problem by Newtons method [Kel03]. Hence we need the following derivatives:
∂Lf(β,y)
∂β
= −
n−1∑
i=0
2
(
yi − f(xi, β)
) · ∂f(xi;β)
∂β
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∂2Lf(β,y)
∂β2
= 2
n−1∑
i=0
[(
∂f(xi, β)
∂β
)2
− (yi − f(xi, β)) · ∂2f(xi, β)
∂β2
]
The iteration process of the Newton algorithm is then given by
βi+1 = βi −
[∂Lf (βi,y)
∂β
]
[∂2Lf (βi,y)
∂β2
] , (3.13)
for a given start value β0 ∈ R. After taking k¯ steps this process can be interpreted as a function Hk¯ :
R
n+1 → R, (β0,y) 7→ βk¯ with input y = (y0, . . . , yn−1) and the optimized value for β as the output.
Since y is the result of a measurement one might be interested in an uncertainty analysis of the output of
the optimization. In order to use moments method we have to compute the gradient and Hessian of Hk¯
with respect to y. Therefore let us first gain some insight into the structure of this function.
Since βk¯ is the result of the iterative process described by Equation (3.13), Hk¯ can be interpreted as the
following function chain:
Hk¯(β0,y) = h( . ,y) ◦ h( . ,y) ◦ · · · ◦ h( . ,y) ◦ h(β0,y)︸ ︷︷ ︸
k¯−times
(3.14)
with
h(z,y) = h(z,y) := z −
[∂Lf (z,y)
∂β
]
[∂2Lf (z,y)
∂β2
]
= z +
∑n−1
i=0
(
yi − f(xi; z)
)
∂f(xi;z)
∂β∑n−1
i=0
[(
∂f(xi;z)
∂β
)2 − (yi − f(xi; z)) ∂2f(xi;z)∂β2 ]
=: z +
O
U
.
According to Equation (2.10) we have
∂Hk¯(β0,y)
∂yi
=
k¯∑
k=1

∂h(z,y)
∂yi
∣∣∣∣
z=Hk−1(β0,y)
·
k¯−1∏
l=k
(
∂h(z,y)
∂z
)∣∣∣∣
z=Hl(β0,y)
·

 . (3.15)
The derivatives occurring in this equation are given by
∂h(z,y)
∂yi
∣∣∣∣
z=Hk−1(β0,y)
=
∂f(xi;z)
∂β
· U +O · ∂2f(xi;z)
∂β2
U2
∣∣∣∣∣
z=Hk−1(β0,y)
=
1
U
(
∂f(xi; z)
∂β
+
∂2f(xi; z)
∂β2
· O
U
)∣∣∣∣
z=Hk−1(β0,y)
(3.16)
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β0 yi
h
h
h
h
Hk¯
(k¯ − 3)− times
Figure 3.1: Computational graph of Equation (3.14)
and
∂h(z,y)
∂z
∣∣∣∣
z=Hl(β0,y)
=
[
1−
∑n−1
i=0
(
∂f(xi;z)
∂β
)2
U
+
∑n−1
i=0
(
yi − f(xi; z)
) · ∂2f(xi;z)
∂β2
U
−
∑n−1
i=0
[
3 ∂f(xi;z)
∂β
· ∂2f(xi;z)
∂β2
]
U2
· O
+
∑n−1
i=0
(
yi − f(xi; z)
) · ∂3f(xi;z)
∂3β
U2
· O
]∣∣∣∣∣
z=Hl(β0,y)
.
(3.17)
For the second order variance approximation (3.8) we additionally need the Hessian of Hk¯ with respect
to y. The entries of the Hessian are obtained by applying Equation (2.10) to the computational graph of
Equation (3.15) that is given in Figure 3.2. We obtain
∂2Hk¯(β0,y)
∂yi∂yj
=
k¯∑
k=1
[
k¯−1∑
l=k
((
∂h(z,y)
∂yj
· ∂
2h(z,y)
∂2z
+
∂2h(z,y)
∂z∂yj
)
×
k¯−1∏
m=k
m 6=l
∂h(z,y)
∂z
)∣∣∣∣
z=Hl(β0,y)
∂h(z,y)
∂yi
∣∣∣∣
z=Hk−1(β0,y)
+

k¯−1∏
l=k
∂h(z,y)
∂z
∣∣∣
z=Hl(β0,y)

 · ∂2h(z,y)
∂yi∂yj
∣∣∣∣
z=Hk−1(β0,y)
]
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. . .
...
β0 yj
h
h
h
h
∂h
∂yi
∂h
∂h
∂h
∂h
∂h
∂h
∗
∗
∗
∗
∗ ∗
+
+
+
Hk¯
∂Hk¯
∂yi
. . .
Figure 3.2: Computational graph of Equation (3.15)
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for all i, j ∈ {0, . . . , n− 1}.
Second derivatives are obtained by further differentiating Equations (3.16) and (3.17):
∂2h(z,y)
∂yi∂yj
∣∣∣∣
z=Hk−1(β0,y)
=
∂
(
1
U
)
∂yj
·
(
∂f(xi; z)
∂β
+
∂2f(xi; z)
∂β2
· O
U
)∣∣∣∣
z=Hk−1(β0,y)
+
(
1
U
· ∂
2f(xi; z)
∂β2
· ∂
(
O
U
)
∂yj
)∣∣∣∣∣
z=Hk−1(β0,y)
∂2h(z,y)
∂z∂yj
∣∣∣∣
z=Hl+1(β0,y)
=
[
−∂
(
1
U
)
∂yj
n−1∑
i=0
(
∂f(xi; z)
∂β
)2
+
∂2f(xi;z)
∂β2
· U −∑n−1i=0 (yi − f(xi; z)) · ∂2f(xi;z)∂β2 · ∂U∂yj
U2
−
n−1∑
i=0
[
3 · ∂f(xi; z)
∂β
· ∂
2f(xi; z)
∂β2
]
· ∂
(
O
U2
)
∂yj
− ∂
3f(xj ; z)
∂β3
· O
U2
+
n−1∑
i=0
(
yi − f(xi; z)
) · ∂3f(xi; z)
∂β3
· ∂
(
O
U2
)
∂yj
]∣∣∣∣∣
z=Hl+1(β0,y)
∂2h(z,y)
∂2z
∣∣∣∣
z=Hl+1(β0,y)
=
[
−2
∑n−1
i=0
∂f(xi;z)
∂β
· ∂2f(xi;z)
∂β2
· U −∑n−1i=0 (∂2f(xi;z)∂β2 )2 · ∂U∂z
U2
+
∑n−1
i=0
[
−∂f(xi;z)
∂β
· ∂2f(xi;z)
∂β2
+
(
yi − f(xi; z)
) · ∂3f(xi;z)
∂β3
]
· U
U2
−
∑n−1
i=0
(
yi − f(xi; z)
)
∂2f(xi;z)
∂β2
· ∂U
∂z
U2
− 3
n−1∑
i=0
[(
∂2f(xi; z)
∂β2
)2
+
∂f(xi; z)
∂β
· ∂
3f(xi; z)
∂β3
]
· O
U2
+ 3
n−1∑
i=0
[
∂f(xi; z)
∂β
· ∂
2f(xi; z)
∂β2
]
·
∂O
∂z
· U − 2 ·O · ∂U
∂z
U3
+
n−1∑
i=0
[
−∂f(xi; z)
∂β
· ∂
3f(xi; z)
∂β3
+
(
yi − f(xi; z)
) · ∂4f(xi; z)
∂β4
]
· O
U2
−
∑n−1
i=0
(
yi − f(xi; z)
) · ∂3f(xi;z)
∂β3
U2
·
∂O
∂z
· U − 2 ·O · ∂U
∂z
U3
]∣∣∣∣∣
z=Hl+1(β0,y)
The used abbreviations are given in the following list:
∂O
∂yj
=
∂f(xi; z)
∂β
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∂U
∂yj
= −∂
2f(xi; z)
∂β2
∂ 1
U
∂yj
=
∂2f(xi;z)
∂β2
U2
∂O
U
∂yj
=
∂f(xi;z)
∂β
· U + ∂2f(xi;z)
∂β2
· O
U2
∂ O
U2
∂yj
=
∂O
∂yi
· U − 2 ·O · ∂O
∂yi
U3
∂O
∂z
= −
(
∂f(xi; z)
∂β
)2
+
(
yi − f(xi; z)
) · ∂2f(xi; z)
∂β2
∂U
∂z
=
n−1∑
i=0
[
2 · ∂f(xi; z)
∂β
· ∂
2f(xi; z)
∂β2
−
(
−∂f(xi; z)
∂β
· ∂
2f(xi; z)
∂β2
+
(
yi − f(xi; z)
) · ∂3f(xi; z)
∂β3
)]
The above expressions can be used as a ”construction kit” for computing the needed derivatives of Equa-
tion (3.14). Note that if we compute the used derivative terms of the function f by AD and if we use the
developed formula this leads to derivatives of the described minimization of the least squares problem
described by Equation (3.12) with respect to its input parameter y with machine accuracy. Furthermore
an uncertainty quantification of its results by the moments method is possible using exact derivatives.
Example 12. Consider the simple function f(x, β) = β2 sin(x) and three measurements (xi, yi) given
by (0, 0), (32 π,−1) and (2 π, 0). The yi are considered to be uncertain. We treat these values as the
result of a random variable Y with σY = 1 (variance), SY = 1 (skewness) andKY = −(6/5) (kurtosis).
We are interested in how these uncertainties influence the optimized value for β, which is computed by
Newtons method.
Obviously, the unique solution of the problem
argmin
β
n−1∑
i=0
(yi − β2 sin(x))2
is given by β = 1. Let us have a look at how Newtons method obtains this result and which variances are
computed after each step of the algorithm. We see that the iteration process described by Equation (3.13)
is given by
βi+1 = βi +
∑2
i=0
(
yi − β2 sin(xi)
)
2 β sinxi∑2
i=0
[(
2 β sinxi
)2 − (yi − β2 sin(xi)) 2 sin(xi)] .
In Figure 3.1 we see the progress of Newtons method for a start value of β0 = 10 and a total of 10
iterations. Figure 3.2 shows the obtained results after 10 iterations for different starting values. Note that
an increasing step number induces higher variances (Figure 3.1) as well as worse starting values reduce
them (Figure 3.2). Lower iteration numbers yield less accurate results. But these results are not caused
by measurement errors, but rather due to ”insufficient” optimization. The more iterations are performed
the more the accuracy in the measurements becomes relevant.
The second additionally shows how better the starting value β0 is chosen the more the results are
influenced by the uncertainties in the measurements. 
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iteration i βi variance approx.
1 6.68896 0.000497107
2 4.49278 0.0023363
3 3.04548 0.00681011
4 2.10601 0.017103
5 1.5181 0.040748
6 1.1832 0.0955312
7 1.03531 0.209426
8 1.00173 0.321788
9 1 0.340475
10 1 0.340625
Table 3.1: Newtons method for β0 = 10
starting value β0 ”optimized” value β10 variance approx.
5 1 0.340625
10 1 0.340625
20 1.00047 0.333704
40 1.07931 0.154345
60 1.29936 0.0679798
80 1.581 0.0377025
100 1.88875 0.0239535
150 2.704 0.0105669
200 3.5453 0.00592821
Table 3.2: Variance approximation for different starting values (after 10 iterations)
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3.2.2 Multidimensional Regression by Steepest Descent
I again assume a given data set (xi, yi)i=0,...,n−1 and a smooth function f : Rm+1 → R : (x,β) 7→
f(x;β0, . . . , βm−1).
The yi represent measured data at given points xi and the vector β is assumed to be an (now possi-
bly multidimensional) unknown parameter vector to be estimated through the solution of the nonlinear
optimization problem
argmin
β
n−1∑
i=0
(
yi − f(xi;β0, . . . , βm−1)
)2
︸ ︷︷ ︸
=:Lf (y;β)
.
In contrast to Newtons method observed in the last section I now consider the quite simpler line-search
algorithm steepest descent. The iterations of steepest descent are given by
βi+1 = βi − γi · ∇βLf
(
y;βi
)
, for i = 0, . . . , k, (3.18)
where β0 = (β00 , . . . , β
0
m−1)
T is a given start vector, ∇βLf is the gradient of Lf with respect to β and
(γn)n →
n→∞
0 is a sequence of local line search parameters that are assumed to be independent of y. As
Lf is a scalar function, the gradient∇βLf is computed by the adjoint mode of AD.
Equation (3.18) can be interpreted as a function F : Rn+m → Rm, (β0,y) 7→ βk with input y =
(y0, . . . , yn−1) and the optimized value for β as the output. Since y is based on a measurement, I am
interested in the effect of input uncertainties on the estimated parameter vectorβ. In order to use moments
method, I have to compute the gradient and the Hessian of F with respect to y.
The DAG of a steepest descent iteration is shown in Figure 3.3. Its differentiation according to
Equation (2.10) yields
β
i+1(1) = βi(1) − γi
(〈
∂∇βLf
∂βi
,βi(1)
〉
+
〈
∂∇βLf
∂y
,y(1)
〉)
. (3.19)
Figure 3.4 shows the linearized DAG of Equation (3.19). Reapplication of Equation (2.10) yields
βi+1(1,2) = βi(1,2) − γi
(〈
∂∇βLf
∂βi
,βi(1,2)
〉
+
〈
∂2∇βLf
∂βi
2 ,β
i(1),βi(2)
〉
+
〈
∂2∇βLf
∂y∂βi
,βi(2),y(1)
〉
+
〈
∂2∇βLf
∂βi∂y
,y(2),βi(1)
〉
(3.20)
+
〈
∂2∇βLf
∂y2
,y(2),y(1)
〉)
.
The above formulas include ”forward-over-forward-over-reverse” computations of projections of the
third-derivative tensor of the objective Lf , meaning that the tangent-linear mode is applied twice to an
adjoint model of Lf to obtain the desired derivatives.
Equations (3.19) and (3.20) described how projections of the Jacobian and Hessian matrices ∂β
k
∂y
and
∂2βk
∂y2
can be computed. Subsequently, these can be used in Equations (3.6) and (3.8) in order to estimate
the mean vector and the covariance matrix of the output βk = (βk0 , . . . , β
k
m−1) of the steepest descent
iteration.
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β
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∇βLf
β
i+1
−
[βi+1(1)]
[
∂∇βLf
∂βi
] [
∂∇βLf
∂y
]
[
β
i(1)
] [
y(1)
]
[I]
[−γi · I]
Figure 3.3: Tangent-Linear DAG of a Steepest Descent Iteration
In the following, I consider the approximation of uncertainties of the scalar objective as a function of
the βi. Namely I want to compute derivatives of the objective of our optimization procedure. Then a DAG
of the whole iteration is shown in Figure 3.5. AD theory suggests that the gradient should be computed
in adjoint mode. The adjoint DAG shown in Figure 3.6 yields
βi(1) = β
i
(1) + β
i+1
(1) − γi
〈
βi+1(1) ,
∂∇βLf
∂βi
〉
(3.21)
and
y(1) = y(1) − γi
〈
βi+1(1) ,
∂∇βLf
∂y
〉
. (3.22)
The corresponding DAGs are shown in Figure 3.7.
The application of tangent-linear mode to these graphs yields second derivative iterations given by
β
i(2)
(1) = β
i(2)
(1) + β
i+1(2)
(1) −
〈
β
i+1(2)
(1) ,
∂∇βLf
∂βi
〉
− γi
(〈
βi+1(1) ,
∂2∇βLf
∂βi∂y
,y(2)
〉
+
〈
β
i+1(2)
(1) ,
∂2∇βLf
∂βi
2 ,β
i(2)
(1)
〉)
(3.23)
and
y
(2)
(1) = y
(2)
(1) −
〈
β
i+1(2)
(1) ,
∂∇βLf
∂y
〉
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s
βi(1) β
i y(1) y
∂∇βLf
∂βi
∂∇βLf
∂y
〈, 〉 〈, 〉
−
βi+1(1)
−
[
∂2∇βLf
∂βi∂y
]
[
∂2∇βLf
∂y∂βi
]
[
∂∇βLf
∂βi
]
[I]
[
∂2∇βLf
∂βi
2
]
[
∂∇βLf
∂y
]
[
∂2∇βLf
∂y2
]
[
βi(1)
]
[y(1)]
[−γiI]
[−γiI]
[I]
[βi(1,2)] [βi(2)] [y(1,2)] [y(2)]
Figure 3.4: Tangent-Linear DAG of a Tangent-Linear Steepest Descent Iteration
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β0 ∈ Rm y ∈ Rn
β1
β2
βk−1
βk
Lf ∈ R
t
[
∂β1
∂y
]
[
∂β2
∂y
]
[
∂βk−1
∂y
]
[
∂βk
∂y
]
[
∂Lf
∂y
]
[
∂β1
∂β0
]
[
∂β2
∂β1
]
[
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]
[
∂Lf
∂βk
]
[
Lf(1) = 1
]
Figure 3.5: DAG of the Steepest Descent Algorithm
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βi
y
∇βLf
βi+1−
t
[
∂∇βLf
∂βi
] [
∂∇βLf
∂y
]
[I]
[−γiI]
[βi+1(1) ]
Figure 3.6: Adjoint Linearized DAG of a Steepest Descent Iteration
− γi
(〈
β
i+1
(1) ,
∂2∇βLf
∂βi
2 ,β
i
(1)
〉
+
〈
β
i+1
(1) ,
∂2∇βLf
∂y2
,y(2)
〉)
. (3.24)
Equations (3.23) and (3.24) include reverse-over-reverse calculations. The adjoint model to an existing
adjoint model is executed. The repeated reversal of the data flow makes this approach highly inefficient
(e.g. see Table 3.3 in [Nau12]). Since the computation of the objective contains only the calculation of the
value of Lf in addition to the optimization, one better performs the calculations based on Equation (3.20).
The next example presents computational results.
Example 13. In the following a steepest descent iteration with a simple function f is considered. This
example is used to illustrate the described computational complexities.
Let the model function f : Rm+1 → R be given by
f(x;β0, β1) = β0 · log(β1) · sin(x) .
Our n-dimensional data set is given by
(xi, yi) = (i+ 2, i+ 0.5), i = 1, . . . , n .
Hence, the objective function is given by
Lf
(
y;βi
)
=
n−1∑
i=0
(yi − β0 · log(β1) · sin(xi))2 .
For the calculations, I used the AD source-transformation tool dcc [Nau12] to evaluate the projections
in Equations (3.19) and (3.20).
Table 3.3 shows the run times of the steepest descent iterations compared to the computation of a
Hessian (and Jacobian) projection of the entire optimization according to Equations (3.19) and (3.20).
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βi(1)β
i+1
(1)
y
∂∇βLf
∂βi
〈, 〉
−
+
βi(1)
[
∂2∇βLf
∂βi
2
]
[
βi+1(1)
]
[
∂2∇βLf
∂βi∂y
]
[
∂∇βLf
∂βi
]
[I]
[I]
[−I]
[I]
(a) Adjoint of β
y(1)
y
βi+1(1) β
i
(1)
∂∇βLf
∂y
〈, 〉
−
y(1)
[
∂2∇βLf
∂y∂βi
(1)
]
[
βi+1(1)
]
[
∂2∇βLf
∂y2
]
[
∂∇βLf
∂y
]
[I]
[−I]
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Figure 3.7: Computational Graphs for the Adjoint Iteration
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Dimension n only SD SD with one Hessian Projection
640 0.028 0.288
1280 0.054 0.582
2560 0.106 1.241
5120 0.211 2.493
10240 0.419 4.974
20480 0.836 9.988
Table 3.3: Run Time (in sec) for 100 Iterations of SD Compared with a Single Hessian Projection
Dimension n Diagonal of Hessian
10 0.062
20 0.245
40 0.953
80 3.8
160 15.274
320 46.153
640 3m 4 sec
1280 12m 29 sec
Table 3.4: Run Time (in sec) for the Computation of the Diagonal of the SD Hessian (100 steps)
Note that this in fact includes projections of the third derivative tensor of the least squares function Lf
since the gradient is used for the steepest descent iterations. One observes the proposed linear complexity
with a constant factor of around 10.
In order to compute an approximation of the variance according to Equation (3.8) from Section 2, the
diagonal of the Hessian matrix of the optimization is needed. This leads to the quadratic dependence on
the dimension illustrated by Table 3.4 since n projections of the Hessian tensor are performed. 
In the next chapter the method described in this chapter is applied to another more relevant example.
Furthermore another approach considering the differentiation of optimization algorithms is presented.
3.2.3 Direct Approach
The last section introduced a method for the computation of the Jacobian matrix of the result of a steepest
descent optimization by AD. It is important to understand that by this method the derivative of the output
of the algorithm with respect to some input parameters is computed. It is not assumed that the optimal
solution was already reached by the iterations of the algorithm. We say: ”We differentiate what we
compute”. To achieve this we have to differentiate ”through the whole optimization algorithm”, and
consequently every single iteration step. This implies quite high computation times for larger number of
iterations.
Following an idea by the author of [Neu01] I present an alternative approach which yields a lower
computational complexity and better convergence of the derivatives, but is based on the assumption that
the optimization algorithm already converged to the desired optimum. Hence ”we differentiate what we
want to compute”, not what the algorithm really computes.
It is always a trade of regarding the requests of the user. But regarding uncertainties (or sensitivities)
of our achieved result only the former approach is exact.
I once again consider the regression problem
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xi 0.1 0.3 0.7 1.2 1.6 2.2 2.7 3.1 3.5 3.9
yi 0.558 0.569 0.176 -0.207 -0.133 0.132 0.055 -0.090 - 0.069 0.027
Table 3.5: Measured data for the model of a damped oscillation
argmin
β
n∑
i=1
(
yi − f(xi;β1, . . . , βm)
)2
︸ ︷︷ ︸
=:Lf (y;β)
.
I assume already to know a solution (local minimum) βˆ(y) of this problem. Given the data y we have
∂Lf
∂β
(
y; βˆ(y)
)
= 0 ∀y,
implying that the function y→ dLf
dβ
(
y; βˆ(y)
)
is constantly 0.
It follows that
0 =
d
dy
∂Lf
∂β
(
y; βˆ(y)
)
=
∂2Lf
∂y∂β
(
y; βˆ(y)
)
+
∂2Lf
∂β2
(
y; βˆ(y)
)
· ∂βˆ
∂y
(y) .
Assuming the non-singularity of the matrix
∂2Lf
∂β2
(
y; βˆ(y)
)
we would have
∂βˆ
∂y
(y)︸ ︷︷ ︸
∈Rm×n
= −
(
∂2Lf
∂β2
(
y; βˆ(y)
))−1
︸ ︷︷ ︸
∈Rm×m
· ∂
2Lf
∂y∂β
(
y; βˆ(y)
)
︸ ︷︷ ︸
∈Rm×n
. (3.25)
I call Equation (3.25) the direct (or continuous) approach for the accumulation of the desired Jacobian.
In the next Example I compare the result of this approach with the AD method introduced in the last
section. The underlying problem of the example is taken from [DR08] (Example 6.1 on page 214).
Example 14. The the model of a damped oscillation is considered which I describe by the function
f(x;β0, . . . , β3) = β0 e
−β1 x sin (β2 t+ β3) .
Ten measured data points are given in table 3.5. Hence, in total our regression problem is given by
argmin
β
9∑
i=0
(
yi − β0 e−β1 x sin (β2 t+ β3)
)2
(3.26)
At first I want to compute a single solution (representing the above βˆ) of this problem. For this purpose
I use the C library of the Numerical Algorithms Group (NAG). Its documentation can be found under
www.nag.co.uk. Here an optimization algorithm using a pre-conditioned conjugate gradient method
as described in [GM79] is used. An optimization by the NAG-function e04dgc with starting value
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Figure 3.8: ”Optimal” solution for regression problem of Example 14
(β0, β1, β2, β3)
T
= (1, 2, 2, 1) computes a local minimum of Equation (3.26)given by

βˆ0
βˆ1
βˆ2
βˆ3

 =


0.723
0.7455
3.0535
0.6254

 .
This implies the solution seen in Figure 3.8 , which seems quite reasonable.
According to Equation (3.25) the Jacobian of this result with respect to the measurements y is com-
puted as
∂βˆ
∂y
=

0.46 0.94 0.55 0.15 0.15 −0.27 −0.26 0.12 0.3 0.09
0.56 0.70 0.45 1.23 0.79 −1.3 −0.60 0.69 0.88 0.03
−0.9 0.67 0.15 −0.62 0.86 0.73 −1.1 −0.9 0.33 0.85
1.3 −1.0 −1.6 −0.09 −0.21 −0.03 0.62 0.28 −0.37 −0.46


In the following I will compare this result with some computations as described in Section 3.2.2, which
will be denoted by Jλn . J
λ
n denotes the Jacobian resulting from an steepest descent computation with n
iterations and step length λ. The comparison will be based on matrix norms of the difference ‖ ∂βˆ
∂y
−Jλn ‖
of the computed Jacobians. The following three norms are applied:
‖ A ‖∞ := max
i=1...,m
n∑
j=1
|ai,j |(infinity-norm)
3.2. DIFFERENTIATION OF UNCERTAIN REGRESSION 65
‖ A ‖1 := max
j=1...,n
m∑
i=1
|ai,j |(1-norm)
and
‖ A ‖F :=
√√√√ m∑
i=1
n∑
j=1
|ai,j |.
Additionally I compute the Infinity-norm of the corresponding Covariance approximation Covn for each
number n of iterations.
Exact Computation after 1000 steepest descent steps with step length 0.001 and starting value
(β0, β1, β2, β3)
T
= (1, 2, 2, 1):
Runs to (0.8798, 1.9831, 2.035, 0.9494)
J1000 =

0.64 0.51 0.19 0.0 −0.02 −0.01 −0.0 0.0 0.0 0.0
−0.02 −0.2 −0.17 0.06 0.1 0.04 −0.0 −0.01 −0.01 −0.0
0.05 0.02 −0.2 −0.18 −0.06 0.03 0.02 0.01 −0.0 −0.0
0.36 −0.14 −0.34 −0.14 −0.03 0.01 0.0 0.0 −0.0 −0.0


‖ ∂βˆ
∂y
− J1000 ‖∞ = 7.4819
‖ ∂βˆ
∂y
− J1000 ‖1 = 2.8487
‖ ∂βˆ
∂y
− J1000 ‖F = 20.2466
‖ Cov1000 ‖∞ = 3.7389
Exact Computation after 10000 steepest descent steps with step length 0.001 and starting value
(β0, β1, β2, β3)
T
= (1, 2, 2, 1):
Runs to (0.8539, 1.652, 2.4092, 0.7982)
J10000 =

0.44 0.83 0.55 0.23 0.14 0.03 −0.02 −0.02 −0.01 −0.0
0.07 −0.95 −0.36 1.47 1.37 0.16 −0.24 −0.17 −0.05 0.02
−0.29 1.18 −0.39 −1.4 −0.56 0.32 0.22 0.04 −0.04 −0.04
1.29 −1.21 −1.56 −0.4 −0.06 −0.02 −0.0 0.0 0.01 0.01


‖ ∂βˆ
∂y
− J10000 ‖∞ = 7.3403
‖ ∂βˆ
∂y
− J10000 ‖1 = 2.4904
‖ ∂βˆ
∂y
− J10000 ‖F = 17.6704
‖ Cov10000 ‖∞ = 4.2907
Exact Computation after 100000 steepest descent steps with step length 0.001 and starting value
(β0, β1, β2, β3)
T
= (1, 2, 2, 1):
66 CHAPTER 3. UNCERTAINTY QUANTIFICATION USING MOMENTS METHOD
Runs to (0.7354, 0.7962, 3.0745, 0.6042)
J100000 =

0.45 0.98 0.57 0.23 0.22 −0.33 −0.29 0.15 0.32 0.08
0.57 0.74 0.45 1.53 1.02 −1.47 −0.69 0.78 0.96 0.01
−0.91 0.72 0.1 −0.59 0.96 0.63 −1.11 −0.78 0.39 0.76
1.31 −1.02 −1.5 −0.15 −0.31 0.05 0.63 0.2 −0.41 −0.4


‖ ∂βˆ
∂y
− J100000 ‖∞ = 2.2643
‖ ∂βˆ
∂y
− J100000 ‖1 = 1.2477
‖ ∂βˆ
∂y
− J100000 ‖F = 4.2282
‖ Cov100000 ‖∞ = 4.8315
Exact Computation after 200000 steepest descent steps with step length 0.001 and starting value
(β0, β1, β2, β3)
T
= (1, 2, 2, 1):
Runs to (0.7354, 0.7962, 3.0745, 0.6042)
J200000 =

0.45 0.98 0.57 0.23 0.22 −0.33 −0.29 0.15 0.32 0.08
0.57 0.74 0.45 1.53 1.02 −1.47 −0.69 0.78 0.96 0.01
−0.91 0.72 0.1 −0.59 0.96 0.63 −1.11 −0.78 0.39 0.76
1.31 −1.02 −1.5 −0.15 −0.31 0.05 0.63 0.2 −0.41 −0.4


‖ ∂βˆ
∂y
− J200000 ‖∞ = 2.2642
‖ ∂βˆ
∂y
− J200000 ‖1 = 1.2477
‖ ∂βˆ
∂y
− J200000 ‖F = 4.228
‖ Cov200000 ‖∞ = 4.8315
As the results of the optimization algorithm converge to the real minimum also the accompanying
seems to be converging. 
3.3 Summary
This chapter introduced to moments method, a Taylor series based approach for Uncertainty Quantifica-
tion making extensive use of derivative computation. Hence the employment of AD in this field is quite
naturally.
This work extends the results of the PhD-thesis [Men10] by Marina Menshikova mainly by the appli-
cation of adjoint mode making it useful for functions with considerable more inputs than outputs. Since
we later discuss optimization algorithms of scalar functions this is especially of importance in our context.
A description of the software implementing all issues of this section can be found in Appendix B.1.1.
Section 3.2 additionally shows approaches for a sensitivity analysis of two iterative optimization
algorithms driven by AD. This allows the application of moments method as described before.
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In Part 1 of 3.2.1 the structure of a direct differentiation of regression problems solved by Newton’s
method is described. Because of the limitation to one dimensional functions this is mainly of theoretic
interest, but Example 12 gives an interesting interpretation of an uncertainty quantification in such cases.
Part 3.2.2 extends this to multidimensional functions now using the quite simpler steepest descent
method. It shows a special case where the use of adjoint mode should be avoided.
The last part finally introduces an alternative approach assuming the convergence of the algorithm. It
is easier to perform but does not give an exact derivative of the actual computation, but of an idealization
of its result. It is shown by example that the methods introduced before can be suspected to be converging
to the same outcome, if the optimization algorithm really converges to an optimal solution. But a rigid
proof is still missing.
Software implementing all aspects of Section 3.2 is described in Appendix B.1.2 and can be found on
the enclosed CD.
Next I cover a, at the first glance, totally different topic. I focus on a branch of Nonsmooth Analysis.
Until now the application of AD always required the continuous differentiability of the function. We
will see soon that this requisite can be weakened in the case of convex or concave functions. Together
with the methods developed in this chapter this will open interesting possibilities in the area of global
optimization.
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Chapter 4
Global Optimization using McCormick
Relaxations
4.1 Introduction
McCormick relaxations are special convex (concave) under-(over-)estimators that obtain a structure which
enables the application of AD methods. In this section I will give a short introduction into the propaga-
tions of McCormick relaxations and their related subgradients as well as the connections to AD. This will
be mainly based on [MCB09].
In the following Z will always be assumed to be a convex subset Z ⊆ Rn. Frequently convex- and
concave relaxations mentioned. They are defined as follows.
Definition 4.1.1 Let f : Z → R, Z ⊆ Rn be a continuous function.
A function f cv(f cc) : Z → R is called convex (concave) relaxation (or convex (concave) underestima-
tor (overestimator)) of f on Z , if
1. f cv(f cc) is continuous and convex (concave)
2. f cv(z)(f cc(z)) ≤ (≥)f(z) ∀z ∈ Z
3. ∀Zn ⊆ Z with
Zn = [zn,L, zn,U ] and ‖zn,U − zn,L‖ →
n→∞ 0
we have
maxz∈Zi |f cv(z)(f cc(z)) − f(z)| →
n→∞ 0.
Example 15. Figure (4.1) shows some example relaxations for the function f(x) = x2. As f is convex
itself the convex underestimator is taken equal to f (green line). As a concave overestimation the linear
extension between the end parts zn,L and zn,U of the interval are chosen. Please note that these are
the “best” (in regards of approximating f ) relaxations one can choose. These are also sometimes called
convex and concave envelopes. Further the convergence property (3) in Definition (4.1.1) is visualized. 
Talking about relaxations in the following I actually meanMcCormick relaxations. They are somehow
special convex and concave relaxations defined as follows.
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Figure 4.1: Example: Relaxations for x2
Definition 4.1.2 A convex (concave) relaxation f cv (f cc) of a function f is called McCormick relax-
ation, if f is factorisable.
f is factorisable, if it is obtained by
• binary addition
• binary multiplication
• univariate compositions of elementary functions (e.g. exp, sin, . . . ).
Please note the direct connection of Definition 4.1.2 and the SAC defined on page 21 which enables the
application of AD techniques in the context of calculatingMcCormick relaxations. As convex or concave
functions McCormick relaxations are in general nonsmooth, which is a problem for AD in the first place.
Nevertheless I want to apply somehow derivative based algorithms (i.e. for optimization). These will be
based on subgradients, a topic explicitly studied in the field of Nonsmooth Analysis (e.g. see [Cla90]).
Definition 4.1.3 Let f : Z ⊆ Rn → R be a convex (concave) function and
f ′(x, d) := limt↓0
f(x+td)−f(x)
t
for x,d ∈ Rn .
The set
∂f(x) := {s ∈ Rn : 〈s,d〉 ≤ (≥)f ′(x,d)∀d ∈ Rn} (4.1)
is called the subdifferential of f at x.
A vector s ∈ ∂f(x) is called a subgradient of f at x.
Note the change of the sign for concave functions in (4.1). For our purposes Definition(4.1.3) can be
rewritten as in Definition 2.4 in [MCB09].
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Figure 4.2: Subgradient of f(x) = |x| at 0
Definition 4.1.4 Let f cv : Z → R and f cc : Z → R convex and concave relaxations of a function
f : Z → R. A vector scv ∈ Rn is called a subgradient of f cv at z¯ ∈ Z if
f cv(z) ≥ f cv(z¯) + (scv)T (z− z¯) =: f aff,cv.
A vector scc ∈ Rn is called a subgradient of f cc at z¯ ∈ Z if
f cc(z) ≤ f cc(z¯) + (scc)T (z− z¯) =: f aff,cc.
The functions f aff,cv and f aff,cc are called affine relaxations of f on Z .
Example 16. Let f(x) := abs(x) = |x| be the absolute value function. It is well known that f is
differentiable everywhere except at 0. But a subdifferential still exists. We have
∂f(x) =
{
s ∈ R : s · d ≤ lim
t↓0
|td|
t
∀d ∈ R
}
= {s ∈ R : s · d ≤ |d|∀d ∈ R}
=
{
s|s ≤ |d|
d
∀d ≥ 0
}
∩
{
s|s ≥ |d|
d
∀d ≤ 0
}
= (−∞, 1] ∩ [−1,∞) = [−1, 1].
See also Figure (4.2). Hence every value between -1 and 1 is a subgradient of |x| at 0. 
The next theorem summarizes the main results of [McC76] and [MCB09] which are needed for the
application of AD propagation in this context. This includes addition, multiplication and composition
rules for McCormick relaxations as well as for the associated subgradients. Therefore I define the midc-
function on the half space R2{z1≤z2} :=
{
(z1, z2) ∈ R2|z1 ≤ z2
}
as
f = midc : R
2
{z1≤z2} → R, (z1, z2) 7→


z1, c < z1
z2, c > z2
c, z1 ≤ c ≤ z2.
(4.2)
Theorem 4.1.5 Let Z ⊆ Rn and X ⊆ R be nonempty convex sets and f, f1, f2 : Z → R, F : X → R
be continuous functions with f(Z) ⊆ X . All convex and concave relaxations of these function as well as
their subgradients are assumed to be known. Then the following rules hold.
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1. (Relaxations and subgradients of sums)
Suppose the function f+(z) := f1(z) + f2(z) as well as the subgradients s
cv
f1
, scvf1 , s
cc
f2
, sccf2 . Then
f cv+ (z) = f
cv
1 (z) + f
cv
2 (z), f
cc
+ (z) = f
cc
1 (z) + f
cc
2 (z)
and
scvf+ = s
cv
f1
+ scvf2 , s
cc
f+
= sccf1 + s
cc
f2
are the corresponding relaxations and subgradients.
2. (Subgradients of scalar products)
Let scv, scc be the the subgradients of f cv and f cc at z¯ and k ∈ R be a constant. Then, the function
α : Z → R, defined as
α(z) :=
{
k f cv(z), if k ≥ 0
k f cc(z), else
is convex on Z. Its subgradient at z¯ is given by{
k scv(z), if k ≥ 0
k scc(z), otherwise.
Similar, the function β : Z → R, defined as
β(z) :=
{
k f cc(z), if k ≥ 0
k f cv(z), otherwise
is convex on Z with a subgradient at z¯ given by{
k scc(z), if k ≥ 0
k scv(z), otherwise.
3. (Relaxations and subgradients of binary products)
Let f∗(z) := f1(z) · f2(z). Bounds fL1 , fU1 , fL2 and fU2 are given such that
fL1 ≤ f1(z) ≤ fU1 and fL2 ≤ f2(z) ≤ fU2 , ∀z ∈ Z.
Furthermore consider the intermediate functions α1, α2, β1, β2, γ1, γ2, δ1, δ2 : Z → R defined by
α1(z) := min
{
fL2 f
cv
1 (z), f
L
2 f
cc
1 (z)
}
, α2(z) := min
{
fL1 f
cv
2 (z), f
L
1 f
cc
2 (z)
}
β1(z) := min
{
fU2 f
cv
1 (z), f
U
2 f
cc
1 (z)
}
, β2(z) := min
{
fU1 f
cv
2 (z), f
U
1 f
cc
2 (z)
}
γ1(z) := max
{
fL2 f
cv
1 (z), f
L
2 f
cc
1 (z)
}
, γ2(z) := max
{
fU1 f
cv
2 (z), f
U
1 f
cc
2 (z)
}
δ1(z) := max
{
fU2 f
cv
1 (z), f
U
2 f
cc
1 (z)
}
, δ2(z) := max
{
fL1 f
cv
2 (z), f
L
1 f
cc
2 (z)
}
.
Then α1, α2, β1 and β2 are convex onZ while γ1, γ2, δ1 and δ2 are concave onZ with subgradients
at z¯ given by
scvα1 =
{
fL2 s
cv
fcv1
, if fL2 ≥ 0
fL2 s
cc
fcc1
, otherwise
, scvα2 =
{
fL1 s
cv
fcv2
, if fL1 ≥ 0
fL1 s
cc
fcc2
, otherwise
,
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scvβ1 =
{
fU2 s
cv
fcv1
, if fU2 ≥ 0
fU2 s
cc
fcc1
, otherwise
, scvβ2 =
{
fU1 s
cv
fcv2
, if fU1 ≥ 0
fU1 s
cc
fcc2
, otherwise
,
sccγ1 =
{
fL2 s
cc
fcc1
, if fL2 ≥ 0
fL2 s
cv
fcv1
, otherwise
, sccγ2 =
{
fU1 s
cc
fcc2
, if fU1 ≥ 0
fU1 s
cv
fcv2
, otherwise
,
sccδ1 =
{
fU2 s
cc
fcc1
, if fU2 ≥ 0
fU2 s
cv
fcv1
, otherwise
, sccδ2 =
{
fL1 s
cc
fcc2
, if fL1 ≥ 0
fL1 s
cv
fcv2
, otherwise
.
Finally a subgradient of f cv∗ = (f1 · f2)cv at z¯ is given by
scvfcv∗ =


scvα1 + s
cv
α2
if α1(z¯) + α2(z¯)− a ≥ β1(z¯) + β2(z¯)− b
scvβ1 + s
cv
β2
otherwise
and a subgradient of f cc∗ = (f1 · f2)cc at z¯ is given by
sccfcc∗
=


sccγ1 + s
cc
γ2
if γ1(z¯) + γ2(z¯)− c ≥ δ1(z¯) + δ2(z¯)− d
sccδ1 + s
cc
δ2
otherwise.
4. (Relaxations and subgradients of compositions (chain rule))
Consider the composite function g = F◦f and xmin := argminx∈XF cv and xmax := argmaxx∈XF cc.
Then the relaxations of g are given by
gcv(z) = F cv
(
mid
{
f cv(z), f cc(z), xmin
})
and gcc(z) = F cc (mid {f cv(z), f cc(z), xmax}) . (4.3)
Furthermore the following subgradients are assumed to be known:
• scv, scc: Subgradients of f cv and f cc at z¯,
• σcv,cv , σcv,cc: Subgradients of F cv at xcv and xcc,
• σcc,cv, σcc,cc: Subgradients of F cc at xcv and xcc.
Then a subgradient of gcv at z¯ is given by
sg
cv
=


0 if f cv(z¯) ≤ xmin ≤ f cc(z¯)
σcv,ccscc if f cc(z¯) ≤ xmin
σcv,cvscv if xmin ≤ f cc(z¯),
and a subgradient of gcc at z¯ is given by
sg
cc
=


0 if f cv(z¯) ≤ xmax ≤ f cc(z¯)
σcc,ccscc if f cc(z¯) ≤ xmax
σcc,cvscv if xmax ≤ f cc(z¯).
Proofs for all of these results can be found in [MCB09].
Table 4.1 shows the relaxations as well as the corresponding subgradients for some elemental func-
tions.
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f f cv sf
cv
f cc sf
cc
ez ez ez ea +
(
eb−ea
b−a
)
(z − a) eb−ea
b−a√
z
√
a+
√
b−√a
b−a (z − a)
√
b−√a
b−a
√
z z−
1
2
ln(z) ln(a) + ln(b)−ln(a)
b−a (z − a) ln(b)−ln(a)b−a (z − a) ln(z) 1z
|z| |z| |z| |a|+ |b|−|a|
b−a (z − a) |b|−|a|b−a
1
z
if 0 < a ≤ b 1
z
1
z
1
a
+ 1
b
− 1
a b
z − 1
a b
or a ≤ b < 0 1
a
+ 1
b
− 1
a b
z − 1
a b
1
z
1
z
Table 4.1: Relaxations for elemental functions F defined on Z = [a, b]
Theorem 4.1.5 in combination with the property that McCormick relaxations are factorable functions
allow an AD like propagation of the function values of McCormick relaxations as well as their corre-
sponding subgradients. In contrast to AD for smooth functions for any node of the SAC (representing a
binary addition, binary multiplication or univariate elementary function) a septuple(
v, vL, vU , vcv, vcc, sv
cv
, sv
cc)
has to be stored and propagated during the calculation of the function
value. Here v represents the intermediate function value of f in its SAC, vL and vU store lower and
upper bounds of the variable v (needed for point 3. in Theorem 4.1.5), vcv and vcc store the values of the
convex and concave relaxations and sv
cv
and sv
cc
represent their corresponding subgradients.
The rules for the computation of vL and vU are the same as the rules for the calculation of natural
interval extensions of univariate functions. Intervall extensions are only of secondary interest in this work
(see [AM00] for detailed description).
vcv, vcc, sv
cv
and sv
cc
are computed according to the rules given in Theorem 4.1.5. This procedure
can be seen as an analogon to the tangent-linearmode of AD for McCormick relaxations. In the following
I give a detailed example for the propagation procedure.
Example 17. Consider the evaluation of the subgradients of the convex and concave relaxations of the
functionF (z) = exp(z1)·z1 ·z2 on the box [−1, 1]×[−2, 2] at the evaluation point (z1, z2) = (−0.5, 1.3).
Table 4.2 demonstrates the calculation of the relaxations and the corresponding subgradients in tangent-
linear mode according to the rules given in [MCB09].
Initialization
vL1 = −1 vU1 = 1
vcv1 = z = −0.5 vcc1 = z = −0.5
scv1 = (1,0) s
cc
1 = (1,0)
vL2 = −2 vU2 = 2
vcv2 = z = 1.3 v
cc
2 = z = 1.3
scv2 = (0,1) s
cc
2 = (0,1)
v3 = exp(v1)
vL3 = exp(v
L
1 ) = exp(−1) = 0.37 vU3 = exp(vU1 ) = exp(1) ≈ 2.72
vcv3 = exp(mid(v
cv
1 , v
cc
1 , xmin) v
cc
3 =
e
vU
1 −evL1
vU1 −vL1
mid(vcv1 , v
cc
1 , xmax)
+
vU1 e
vL
1 −vL1 ev
U
1
vU1 −vL1
= exp(mid(−0.5,−0.5,−1)) = e1−e−12 (−0.5) + 1 e
−1−(−1) e1
2
= exp(−0.5) ≈ 0.61 ≈ 0.96
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scv3 =


0 if vcv1 ≤ xmin ≤ vcc1 ,
σuo3 s
cc
1 if v
cc
1 < xmin,
σuu3 s
cv
1 if xmin < v
cv
1 .
scc3 =


0 if vcv1 ≤ xmax ≤ vcc1 ,
σoo3 s
cc
1 if v
cc
1 < xmax,
σou3 s
cv
1 if xmin < v
cv
1 .
= σuu3 s
cv
1 = σ
oo
3 s
cc
1
= exp(vcv1 ) ∗ (1, 0) = e
vU
1 −evL1
vU1 −vL1
(1, 0)
= exp(−0.5) ∗ (1, 0) ≈ (0.61,0) = e1−e−12 ≈ (1.18,0)
v4 = v3 · v1
vL4 = −2.72 vU4 = 2.72
α1 = min(v
L
1 · vcv3 , vL1 · vcc3 ) α2 = min(vL3 · vcv1 , vL3 · vcc1 )
= min(−0.61,−0.96) = −0.96 = min(−0.19,−0.19) = −0.19
β1 = min(v
U
1 · vcv3 , vU1 · vcc3 ) β2 = min(vU3 · vcv1 , vU3 · vcc1 )
= min(0.61, 0.96) = 0.61 = min(−1.36,−1.36) = −1.36
γ1 = max(v
L
1 · vcv3 , vL1 · vcc3 ) γ2 = max(vU3 · vcv1 , vU3 · vcc1 )
= max(−0.61,−0.96) = −0.61 = max(−1.36,−1.36) = −1.36
δ1 = max(v
U
1 · vcv3 , vU1 · vcc3 ) δ2 = max(vL3 · vcv1 , vL3 · vcc1 )
= max(0.61, 0.96) = 0.96 = max(−0.19,−0.19) = −0.19
vcv4 = max(α1 + α2 − vL3 · vL1 , vcc4 = min(γ1 + γ2 − vU3 · vL1 ,
β1 + β2 − vU3 · vU1 ) δ1 + δ2 − vL3 · vU1 )
= max(−0.78,−3.47) = min(0.75, 0.4)
= −0.78 = 0.4
sα1 = vL1 · scc3 sα2 = vL3 · scv1
= (−1, 18, 0) = (0.37, 0)
sβ1 = vU1 · scv3 sβ2 = vU3 · scv1
= (0.61, 0) = (2.72, 0)
sγ1 = vL1 · scv3 sγ2 = vU3 · scc1
= (−0.61, 0) = (2.72, 0)
sδ1 = vU1 · scc3 sδ2 = vL3 · scc1
= (1.18, 0) = (0.37, 0)
s4
cv = sα1 + sα2 scc4 = s
δ1 + sδ2
= (−0.81,0) = (1.55,0)
v5 = v4 · v2
vL5 = −5.44 vU5 = 5.44
α1 = min(v
L
2 · vcv4 , vL2 · vcc4 ) α2 = min(vL4 · vcv2 , vL4 · vcc2 )
= min(1.56,−0.8) = −0.8 = min(−3.54,−3.54) = −3.54
β1 = min(v
U
2 · vcv4 , vU2 · vcc4 ) β2 = min(vU4 · vcv2 , vU4 · vcc2 )
= min(−1.56, 0.8) = −1.56 = min(3.54, 3.54) = 3.54
γ1 = max(v
L
2 · vcv4 , vL2 · vcc4 ) γ2 = max(vU4 · vcv2 , vU4 · vcc2 )
= max(1.56,−0.8) = 1.56 = max(3.54, 3.54) = 3.54
δ1 = max(v
U
2 · vcv4 , vU2 · vcc4 ) δ2 = max(vL4 · vcv2 , vL4 · vcc2 )
= max(−1.56, 0.8) = 0.8 = max(−3.54,−3.54) = −3.54
vcv5 = max(α1 + α2 − vL4 · vL2 , vcc5 = min(γ1 + γ2 − vU4 · vL2 ,
β1 + β2 − vU4 · vU2 ) δ1 + δ2 − vL4 · vU2 )
= max(−9.78,−3.46) = min(10.54, 2.7)
= −3.46 = 2.7
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sα1 = vL2 · scc4 sα2 = vL4 · scv2
= (−3.1, 0) = (0,−2.72)
sβ1 = vU2 · scv4 sβ2 = vU4 · scv2
= (−1.62, 0) = (0, 2.72)
sγ1 = vL2 · s44 sγ2 = vU4 · scc2
= (1.62, 0) = (0, 2.72)
sδ1 = vU2 · scc4 sδ2 = vL4 · scc2
= (3.1, 0) = (0,−2.72)
scv5 = s
β1 + sβ2 scc5 = s
δ1 + sδ2
= (−1.62,2.72) = (3.1,−2.72)
Table 4.2: Tangent-linear Propagation of Relaxations and Subgradients
Hence the values of the relaxations of F are given by F vc = −3.46 and F cc = 2.7. The correspond-
ing subgradients are sF cv = (−1.62, 2.72) and sF cc = (3.1,−2.72). 
In a computer program the above can be realized, for example by Operator Overloading. This was
implemented in the libraries libMC [MCB09] and modMC [CMB+11] (FORTRAN reimplementation of
libMC).
In this chapter it was shown that the ideas behind AD can be applied on McCormick relaxations to
compute their subgradients. This was developed for a method similar to the tangent-linear mode of AD.
Since here only scalar functions f : Z ⊆ Rn → R an adjoint mode is desirable whose complexity scales
with the dimension of the output space (m = 1 here). Such a method will be developed in Section 4.3.
Next the connection of the contents of this chapter to classical AD is analyzed. It will be discovered
that without big expenses any AD tool (based on operator overloading or source transformation) can be
extended naturally to compute subgradients of convex functions.
4.2 Tangent-Linear Mode Computation of Subgradients
This chapter aims to show the equivalence between subgradient propagation as described in the last
section and the application of standard AD on McCormick relaxations.
Considering the sum-, product- and composition rule given in theorem 4.1.5 the sole nonsmooth
functions introduced for the propagation of McCormick relaxations are given by max, min and the mid-
function. In the following I derive subgradients for these functions and show that using these subgradients
as usual derivatives in the context of AD leads to correct subgradients of factorable functions. A short
summary of this issue was already published in Section 2 of [BMN12] in [FHP+12]. Here a more detailed
description is given.
Let us first consider the min-function defined as
f ≡ min : R2 → R, (z1, z2) 7→
{
z1, z1 ≤ z2
z2, z1 > z2.
It is differentiable on the set {(z1, z2) ∈ R2|z1 6= z2} with gradient
∇min(z1, z2) =
(
1{z1<z2},1{z1>z2}
)T
,
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where 1b = 1 if the condition b holds and 1b = 0 otherwise. The derivative is undefined within
{(z1, z2) ∈ R2|z1 = z2}. However, according to Definition 4.1.3, a subgradient can be computed as
follows.
f(z+ td)− f(z)
t
=
min(z1 + td1, z2 + td2)−min(z1, z2)
t
=
{
t d2
t
= d2, d1 ≥ d2
t d1
t
= d1, d1 < d2
≥ (0 1) · (d1
d2
)
= d2 ∀
(
d1
d2
)
∈ R2.
Hence, the vector
smin(z1, z2) =
(
1{z1>z2},1{z1≤z2}
)
(4.4)
is an element of the subgradient ofmin for all z =
(
z1
z2
)
∈ R2.
Similarly an element of the subgradient ofmax is given by
smax(z1, z2) =
(
1{z1≥z2},1{z1<z2}
)
. (4.5)
In Theorem 4.1.5 (3.)the max- and min-function are used within the product rule for McCormick
relaxations.
Next we investigate the multiplication of McCormick relaxations. Note that by the definition of
relaxations we have
α1(z) := min
{
gL2 g
cv
1 (z), g
L
2 g
cc
1 (z)
}
=
{
gL2 g
cv
1 (z), if g
L
2 ≥ 0
gL2 g
cc
1 (z), if g
L
2 < 0,
α2(z) := min
{
gL1 g
cv
2 (z), g
L
1 g
cc
2 (z)
}
=
{
gL1 g
cv
2 (z), if g
L
1 ≥ 0
gL1 g
cc
2 (z), if g
L
1 < 0,
β1(z) := min
{
gU2 g
cv
1 (z), g
U
2 g
cc
1 (z)
}
=
{
gU2 g
cv
1 (z), if g
U
2 ≥ 0
gU2 g
cc
1 (z), if g
U
2 < 0
and
β2(z) := min
{
gU1 g
cv
2 (z), g
U
1 g
cc
2 (z)
}
=
{
gU1 g
cv
2 (z), if g
U
1 ≥ 0
gU1 g
cc
2 (z), if g
U
1 < 0.
According to Theorem 4.1.5 these functions are convex with subgradients
sα
cv
1 =
{
gL2 s
gcv1 , if gL2 ≥ 0
gL2 s
gcc1 , if gL2 < 0,
sα
cv
2 =
{
gL1 s
gcv2 , if gL1 ≥ 0
gL1 s
gcc2 , if gL1 < 0,
sβ
cv
1 =
{
gU2 s
gcv1 , if gU2 ≥ 0
gU2 s
gcc1 , if gU2 < 0
and sβ
cv
2 =
{
gU1 s
gcv2 , if gU1 ≥ 0
gU1 s
gcc2 , if gU1 < 0.
The DAG of the product rule is given in Figure 4.3.
According to formula (2.10), the interpretation of the chain rule on this graph yields
∂ycv
∂z
=
∂α1
∂z
· 1 · ∂max
∂+1
+
∂β1
∂z
· 1 · ∂max
∂+2
+
∂α2
∂z
· 1 · ∂max
∂+1
+
∂β2
∂z
· 1 · ∂max
∂+2
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z
α1 β1 α2 β2
+1 +2
max
[
∂max
∂+1
] [
∂max
∂+2
]
[sα1 ]
[
sβ1
]
[sα2 ]
[
sβ2
]
[1]
[1] [1]
[1]
Figure 4.3: Linearized DAG for the product rule for convex McCormick relaxations
= sα
cv
1 · 1{α1(z)+α2(z)−gL1 gL2 ≥β1(z)+β2(z)−gU1 gU2 }
+ sβ
cv
1 · 1{α1(z)+α2(z)−gL1 gL2 <β1(z)+β2(z)−gU1 gU2 }
+ sα
cv
2 · 1{α1(z)+α2(z)−gL1 gL2 ≥β1(z)+β2(z)−gU1 gU2 }
+ sβ
cv
2 · 1{α1(z)+α2(z)−gL1 gL2 <β1(z)+β2(z)−gU1 gU2 }
=
{
sα
cv
1 + sα
cv
2 if α1(z) + α2(z) − gL1 gL2 ≥ β1(z) + β2(z)− gU1 gU2
sβ
cv
1 + sβ
cv
2 if α1(z) + α2(z) − gL1 gL2 < β1(z) + β2(z)− gU1 gU2 .
This is equal to the result of Theorem 4.1.5 (3.) and shows that subgradients of products of Mc-
Cormick relaxations (here underestimators) can be computed by standard AD if one just treats the deriva-
tives of max and min according to (4.4) and (4.5). A similar result for overestimators can be shown
analogously.
Another potentially nondifferentiable function with relevance to McCormick relaxations is the mid-
point function f = f(z) as defined in Equation(4.2)
According to Theorem 4.1.5 (4.) convex and concave relaxations of the composite function g = F ◦f,
F : R ⊇ X → R, y = F (x), can be computed as
gcv(z) = F cv(midxmin(f
cv(z), f cc(z))) (4.6)
and
gcc(z) = F cc(midxmax(f
cv(z), f cc(z))), (4.7)
where xmin = argminx∈XF
cv(x) and xmax = argmaxx∈XF
cc(x), respectively. The tangent-linear
extension of the corresponding linearized DAG is shown in Figure 4.4 for n = 1.
Obviously, midc(z1, z2) is differentiable on {c < z1 ≤ z2} ∪ {z1 ≤ z2 < c} ∪ {z1 < c < z2}. Let
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z
zcv zcc
f cv f cc
midxmin midxmax
ycv
F cv
ycc
F cc
[
∂zcv
∂z
] [
∂zcc
∂z
]
[
∂mid
xmin
∂fcc
] [
∂midxmax
∂fcv
]
[
∂fcv
∂zcv
] [
∂fcc
∂zcc
]
[
∂mid
xmin
∂fcv
] [
∂midxmax
∂fcc
]
[
∂ycv
∂mid
xmin
] [
∂ycc
∂midxmax
]
Figure 4.4: Tangent-linear extension of the linearized DAG for Equation (4.6) and Equation (4.7)
(z1, z2) ∈ R2 be such that z1 < c = z2. Then midc is locally concave and
lim
t→+0
midc (z1 + t · d1, z2 + t · d2)−midc(z1, z2)
t
= lim
t→+0
{
c−c
t
= 0, d2 > 0
c+t·d2−c
t
= d2, d2 ≤ 0
=
{
0, d2 > 0
d2, d2 ≤ 0
≤ 0 = (0 0) ·(d1
d2
)
∀d ∈ R2.
In (z1, z2) with z1 = c < z2 the function midc is locally convex and
lim
t→+0
midc (z1 + t · d1, z2 + t · d2)−midc(z1, z2)
t
= lim
t→+0
{
c+t·d1−c
t
= d1, d1 ≥ 0
c−c
t
= 0, d1 < 0
=
{
d1, d1 ≥ 0
0, d2 < 0
≥ 0 = (0 0) ·(d1
d2
)
∀d ∈ R2.
In conclusion this shows that
smidc(z1, z2) =
(
1{c<z1},1{c>z2}
)
(4.8)
is a subgradient of midc(z1, z2) in both its convex and concave regions.
The interpretation of the chain rule on the tangent-linear extension of the linearized DAG in Figure 4.4
gives
∂ycv
∂z
=
∂zcv
∂z
· ∂f
cv
∂zcv
· ∂midxmin
∂f cv
· ∂y
cv
∂midxmin
+
∂zcc
∂z
· ∂f
cc
∂zcc
· ∂midxmin
∂f cc
· ∂y
cv
∂midxmin
= 1 · ∂f
cv(x)
∂x
∣∣∣∣
x=zcv
· 1{xmin<fcv}
(
f cv(zcv), f cc(zcc)
) · ∂ycv(x)
∂x
∣∣∣∣
x=xmid
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+ 1 · ∂f
cc(x)
∂x
∣∣∣∣
x=zcc
· 1{xmin>fcc}
(
f cv(zcv), f cc(zcc)
) · ∂ycv(x)
∂x
∣∣∣∣
x=xmid
=


0, f cv(zcv) ≤ xmin ≤ f cc(zcc)
∂ycv(x)
∂x
∣∣∣
x=fcc(zcc)
· ∂fcc(x)
∂x
∣∣∣
x=zcc
, f cc(zcc) < xmin
∂ycv(x)
∂x
∣∣∣
x=fcv(zcv)
· ∂fcv(x)
∂x
∣∣∣
x=zcv
, xmin < f cv(zcv),
(4.9)
and
∂ycc
∂z
=
∂zcv
∂z
· ∂f
cv
∂zcv
· ∂midxmax
∂f cv
· ∂y
cc
∂midxmax
+
∂zcc
∂z
· ∂f
cc
∂zcc
· ∂midxmax
∂f cc
· ∂y
cc
∂midxmax
= 1 · ∂f
cv(x)
∂x
∣∣∣∣
x=zcv
· 1{xmax<fcv}
(
f cv(zcv), f cc(zcc)
) · ∂ycc(x)
∂x
∣∣∣∣
x=xmid
+ 1 · ∂f
cc(x)
∂x
∣∣∣∣
x=zcc
· 1{xmax>fcc}
(
f cv(zcv), f cc(zcc)
) · ∂ycc(x)
∂x
∣∣∣∣
x=xmid
=


0, f cv(zcv) ≤ xmax ≤ f cc(zcc)
∂ycc(x)
∂x
∣∣∣
x=fcc(zcc)
· ∂fcc(x)
∂x
∣∣∣
x=zcc
, f cc(zcc) < xmax
∂ycc(x)
∂x
∣∣∣
x=fcv(zcv)
· ∂fcv(x)
∂x
∣∣∣
x=zcv
, xmax < f cv(zcv),
(4.10)
where xmid := midxmin (f
cv(zcv), f cc(zcc)). Generalization of the above for n > 1 yields Theorem
4.1.5 (4.) from the perspective of AD. Hence, overloading (resp., the corresponding semantic source
code transformation in AD-enabled compilers/preprocessors) ofmax, min, and midc according to Equa-
tion (4.4), Equation (4.5), and Equation (4.8) enables any AD tool to compute correct subgradients of
McCormick relaxations.
4.3 Adjoint Subgradients of McCormick Relaxations
The propagation of the convex and concave relaxations of the function
F : Z ⊆ IRn → IR, (z1, . . . , zn) 7→ y
can be considered as the composition g ◦ f =
(
F cv
F cc
)
of the two functions
f : Z ⊆ IRn → IR2n, (z1, . . . , zn) 7→ (zcv1 , zcc1 , . . . , zcvn , zccn ) = (z1, z1, . . . , zn, zn)
and g = (gcv, gcc) : Z+ ⊆ IR2n → IR2, (zcv1 , zcc1 , . . . , zcvn , zccn ) 7→ (ycv, ycc) , where Z+ denotes the
set
{
(z1, z1, . . . , zn, zn) ∈ IR2n|z = (z1, . . . , zn) ∈ Z
}
. Hence, ycv = F cv(z) = gcv(f(z)) = gcv(z+)
and ycc = F cc(z) = gcc(f(z)) = gcc(z+), where z+ ∈ Z+ is defined as z+ = (z1, z1, . . . , zn, zn). The
mapping g represents the simultaneous propagation of the convex and concave relaxation based on the
duplication f of the input variables of F . See Figure 4.5 for illustration. Note that both the convex and
concave relaxations of the identity f(z) = z are equal to f.
The following theorem enables the transition from tangent-linear mode to adjoint mode for the com-
putation of subgradients of McCormick relaxations.
Theorem 4.3.1 Let F = g ◦ f, y = F (z), be defined as above, z ∈ Z, and let
sgcv
(
z+
)
=
(
∂ycv
∂zcv1
, ∂y
cv
∂zcc1
, . . . , ∂y
cv
∂zcvn
, ∂y
cv
∂zccn
)
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zcv1 z
cc
1 z
cv
n z
cc
n
F cv F cc
z1 zn. . .
. . .
z
cv(1)
1 z
cc(1)
1 z
cv(1)
n z
cc(1)
n
zcv1 z
cc
1 z
cv
n z
cc
n
F cv F cc
t
. . .
tcv(1) t
cc
(1)
(a) (b)
Figure 4.5: Tangent-linear (a) and adjoint (b) extensions of the Jacobian J of Equation (4.14)
denote a subgradient of the convex relaxation gcv at z+. Similarly, let
sgcc
(
z+
)
=
(
∂ycc
∂zcv1
, ∂y
cc
∂zcc1
, . . . , ∂y
cc
∂zcvn
, ∂y
cc
∂zccn
)
denote a subgradient of the concave relaxation gcc at z+.
A subgradient of the convex relaxation F cv of F at z is given by
sF cv (z) :=
(
∂ycv
∂zcv1
+
∂ycv
∂zcc1
, . . . ,
∂ycv
∂zcvn
+
∂ycv
∂zccn
)
. (4.11)
Similarly, a subgradient of the concave relaxation F cc of F at z is given by
sF cc(z) :=
(
∂ycc
∂zcv1
+
∂ycc
∂zcc1
, . . . ,
∂ycc
∂zcvn
+
∂ycc
∂zccn
)
. (4.12)
Proof:
Obviously, Z+ is an open convex set and gcv is a convex function for all convex sets Z ⊆ IRn, which
implies the existence of the above subgradients. According to Definition 4.1.3 it remains to show that
〈sF cv (z),d〉 ≤ (F cv)′(z,d) ∀d ∈ IRn, (4.13)
where (F cv)′(z,d) := limt→+0
F cv(z+t·d)−F cv(z)
t
.We observe for arbitrary d ∈ IRn
〈sF cv (z),d〉 =
(
∂ycv
∂zcv1
+
∂ycv
∂zcc1
, . . . ,
∂ycv
∂zcvn
+
∂ycv
∂zccn
)
·

d1...
dn


=
(
∂ycv
∂zcv1
,
∂ycv
∂zcc1
, . . . ,
∂ycv
∂zcvn
,
∂ycv
∂zccn
)
·


d1
d1
...
dn
dn


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= 〈sgcv (z+),d+〉 ≤
Def. of subgradient
lim
t→+0
gcv(z+ + t · d+)− gcv(z+)
t
= lim
t→+0
gcv(f(z+ t · d))− gcv(f(z))
t
= (F cv)′(z,d)
yielding Equation (4.13) and thus completing the proof for the convex case. The proof for the concave
case considers the convex function−F cc. 
In tangent-linear mode projections of the Jacobian
J =


∂ycv
∂zcv1
∂ycv
∂zcc1
. . . ∂y
cv
∂zcvn
∂ycv
∂zccn
∂ycc
∂zcv1
∂ycc
∂zcc1
. . . ∂y
cc
∂zcvn
∂ycc
∂zccn

 (4.14)
are computed. Tangent-linear and adjoint extensions of the corresponding linearized DAG are shown
in Figure 4.5. Interpretation of the chain rule according to Equation(2.10) yields tangent-linear (Fig-
ure 4.5 (a)) and adjoint (Figure 4.5 (b)) modes for subgradients of McCormick relaxations.
Subgradients can be computed in tangent-linear mode by successively seeding ”relaxed Cartesian
basis vectors” of the form
z(1) = (z
cv(1)
1 , z
cc(1)
1 , z
cv(1)
2 , z
cc(1)
2 , . . . , z
cv(1)
n , z
cc(1)
n ) =


(1, 1, 0, 0, . . . , 0, 0)
(0, 0, 1, 1, . . . , 0, 0)
...
(0, 0, 0, 0, . . . , 1, 1).
See also Theorem 4.3.1. Adjoint mode yields projections of the transposed Jacobian JT . To get Equa-
tion (4.11) and Equation (4.12) the adjoint t(1) = (t
cv
(1), t
cc
(1))
T needs to be seeded with the Cartesian basis
vectors (1, 0)T and (0, 1)T to obtain
scv(1) =
(
∂ycv
∂zcv1
, ∂y
cv
∂zcc1
, . . . , ∂y
cv
∂zcvn
, ∂y
cv
∂zccn
)
(4.15)
and
scc(1) =
(
∂ycc
∂zcv1
, ∂y
cc
∂zcc1
, . . . , ∂y
cc
∂zcvn
, ∂y
cc
∂zccn
)
. (4.16)
Addition of ∂y
cv
∂zcv
i
and ∂y
cv
∂zcc
i
( ∂y
cc
∂zcv
i
and ∂y
cc
∂zcc
i
) for i = 1, . . . , n yields the subgradients in (4.11) (resp.,
(4.12)).
The next example demonstrates the benefits of the adjoint mode for subgradient propagation on two
simple test functions.
Example 18.
Adjoint subgradient propagation for McCormick relaxations has been implemented in Fortran in the
previously mentioned amodMC.1 The left table in Figure 4.6 compares the run time of subgradient prop-
agation by amodMC with its tangent-linear counterpart modMC on a standard PC (Intel Core 2 Duo 3
GHz, 4 GB RAM, running Ubuntu 10.04 and gfortran at optimization level -O3) for the test func-
tion f(x) = exp
(
log
(
x1 +
∑n−1
i=1
xi+1
xi
))
. Note that in general exp(log(x)) 6= x in the context of
McCormick relaxations.
The run times of a simple branch-and-bound algorithm applied to the minimization of the function
g(x) = exp
(∑n
j=1 (xj − 1)2
)
on the interval [0, 1] for increasing values of n are listed in the right table
1See www.stce.rwth-aachen.de/software.
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n tangent-linear adjoint
1000 0.043 0.011
2000 0.150 0.019
3000 0.314 0.028
4000 0.542 0.037
5000 0.919 0.047
n tangent-linear adjoint Iterations
100 1.25 0.24 4389
200 7.6 0.97 9283
300 22.6 2.2 14217
400 54.4 3.9 19149
500 115 6.37 24323
Figure 4.6: Run times in seconds: Subgradient evaluation in adjoint vs. tangent-linear mode (left); Global
optimization based on adjoint vs. tangent-linear mode (right)
in Figure 4.6 for an absolute tolerance of ǫa = 1 ∗ 10−10. Both modes scale similar to standard AD. The
constant overhead of adjoint mode turns out to be more significant due to the more complex differentia-
tion rules that result in more substantial memory traffic per elemental function. 
For more complex functions the superiority of the described adjoint method cannot be observed. This
is due to the enormous memory requirements resulting from the structure of propagating subgradients.
The allocation and deallocation of memory space for the tape consumes a to high fraction of the runtime.
There is further research needed in this area. Checkpointing approaches should be considered.
In the next section it is shown that the things described in Section 4.1 can be naturally included into
any AD-tool.
4.4 Global Optimization by Branch-and-Bound
The precedent sections of this chapter dealt with the theory of subgradients and its connections to AD.
The ability to compute subgradients by both tangent-linear and adjoint mode makes AD applicable for a
huge range of possibly nonsmooth functions.
The main application of subgradients in this thesis is in an algorithm for global optimization. Hence,
for some scalar function f : Z ⊆ Rn → R, with a convex set of the formZ = [a1, b1]×· · ·×[an, bn], ai <
bi ∀ 1 ≤ i ≤ n, a point z∗ ∈ Z satisfying
z∗ = argminz∈Zf(z) (4.17)
is wanted (if it exists). In contrast to local optimization it does not suffice to find a point z¯with∇f(z¯) = 0.
Global optimization is a generally unsolved problem in mathematics (and will not be here). It does
not exist a method which is guaranteed to find a provable solution on any kind of suitable function.
Any approach is superior on special classes of functions. Such approaches are for example based on
heuristics such as evolutionary algorithms and swarm optimization or stochastic methods like Monte-
Carlo approaches.
In this work I focus on a deterministic method based on a branch-and-bound (B&B) method (see
[TS02, HT96]). I use an elementary but well manageable variant of the method. A detailed description
of this algorithm can be found in [CNM11]. In the following I give a brief overview.
The B&B method heavily relies on a global upper bound UBD, with UBD ≥ f∗ := f(z∗), and a
global lower bound LBD ≤ f∗ of the value of f at the global minimum z∗. The user predefines an
absolute tolerance ǫa relative tolerance ǫr, implying convergence of the algorithm if
0 ≤ UBD− LBD ≤ ǫa (4.18)
or
0 ≤ UBD− LBD|UBD| ≤ ǫr. (4.19)
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Any leaf, or node, of the branching-tree is given by an element of a partition (Zi)i∈I of the host set
Z = [a1, b1] × · · · × [an, bn] (i.e. Z =
⋃
i∈I Zi and Zi ∩ Zj = ∅ ∀ i, j ∈ Z, i 6= j). Furthermore a
list S := (Zi)i∈I′ with I ′ ⊆ I of active subsets of Z is maintained. This means it is guaranteed that the
global minimum lies in the union
⋃
i∈I′ Zi. I
′ or S in its place is called the active set.
The B&B algorithm is initialized with an one-elemental S only consisting of the whole original
interval Z = [a1, b1]× · · · × [an, bn]
The first element of each subsequent iteration of the method is the branching.
By a certain branching rule the active set S is refined by dividing (e.g. bisecting) one of its elements Zi,
i ∈ I ′ resulting in two new sets Z1i ∪ Z2i = Zi, which replace Zi in S. Afterwards an element Ziˆ of S is
selected by a particular selection heuristic.
The second element of the algorithm is the bounding of the previously selected subinterval Ziˆ.
In this step a local lower bound LBDiˆ and a local upper bound UBDiˆ for the minimal value of f on Ziˆ
are computed. This means LBDiˆ ≤ f(z∗iˆ ) ≤ UBDiˆ, where z∗iˆ = argminz∈Ziˆf(z).
• The lower bound is computed by using affine relaxations as defined in Definition 4.1.4. For this,
a subgradient scv(z) of f at a certain point z¯ ∈ Ziˆ is derived by AD methods like described in
the last sections. Afterwards an affine relaxation of f on Ziˆ can be constructed as f
aff,cv(z) :=
f cv(z¯)+ (scv)
T
(z− z¯) satisfying f aff,cv(z) ≤ f(z) ∀ z ∈ Ziˆ. Since f aff,cv is affine its minimum
is given by
LBDaff
iˆ
= f



c1...
cn



 ,with ci :=
{
ai if s
cv
i ≤ 0
bi if s
cv
i > 0.
An additional local lower bound LBDint
iˆ
is computedwith methods of the natural interval extensions
of the function. (again I refer to [AM00])
The local lower bound is then determined as the maximumof both: LBDiˆ = max
(
LBDaff
iˆ
,LBDint
iˆ
)
.
• The upper bound UBDiˆ is determined by a simple point evaluation of f , i.e. a random point of
ziˆ ∈ Ziˆ (usually I take the midpoint of the interval) and UBDiˆ = f(ziˆ) is set. Of course this also
delivers an global upper bound for the minimum of f on the whole space Z .
Only using a simple point evaluation for determining the local upper bound seems pretty ordinary.
Of course there are more evolved approaches for its computation. One using local optimization
algorithms is presented in Section (4.4.1).
If the local bounds are computed for any element of S, the global bounds on the minimum can be
computed according to UBD := mini∈I′ UBDi and LBD := mini∈I′ LBDi. Subsequently, it can
be checked if the convergence criteria (4.18) or (4.19) are met.
• If yes, the B&B algorithm terminates and LBD is returned as solution.
• If not a fathoming (i.e. elimination) of nodes which cannot contain the optimal solution from S, is
accomplished. This is the case if LBDiˆ ≥ UBD for an interval Ziˆ in S. After this the branching
step is repeated with the updated node set S.
As mentioned above an extensive and detailed introductory example for this method is described in
[CNM11]. Another example follows.
Example 19. In this example we observe the behavior of the above described B&B-algorithm applied to
the scalar function
F : Z = [−0.6, 0.5] ⊆ R→ R : x 7→ −45 ∗ x3 + 8 ∗ x
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Figure 4.7: Plot of F (x) = −45 ∗ x3 + 8 ∗ x
whose graph is shown in Figure 4.7 The convergence tolerances are set to ǫa = 0.325 (absolute tolerance)
and ǫr = 0, respectively. As a selection heuristic for every iteration, I choose the node with the smallest
lower bound. If some have the same LB I use breadth-first-search (node with lowest id-number).
In Appendix A.1.1 you can find detailed descriptions and plots of any iteration of the BaB-algorithm.
One important point to notice is that almost always the lower bound computed with the affine underesti-
mator is superior than the one obtained by natural interval extensions. (Never in this example) This shows
the strength and meaningfulness of the application of McCormick relaxations and their subgradients in
the context of global optimization.

The algorithm described in this section is at a first glance a rudimentary method. Nevertheless its
competitiveness in more complex and relevant applications was shown by the examples in [MCB09]. But
of course there are possible improvements. One will be considered in the next section.
4.4.1 Improvements by Local Search
As mentioned, the calculation of the upper bounds in the B&B algorithm by simple point evaluations
can be disadvantageous in some cases. Certainly there are more elaborate methods for this calculation.
One approach is the application of a local optimization (minimization) algorithm on each node for the
evaluation of the local upper bound. Such an approach was studied in the Bachelor thesis [Sch12]. In the
following I will recapitulate its main results.
Of course, the more complex calculation of the upper bounds, in general, leads to much fewer itera-
tions of the B&B algorithm. But there is always a trade-off between the savings on this side, compared to
the time spent on the local search algorithm. Nevertheless there are applications where this approach leads
to interesting results. The examples reviewed in [Sch12] lead to the conclusion that for one-dimensional
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problems the best results can be obtained by an algorithm called Golden Section Search. For multi-
dimensional problems an combination of Powell’s method in combination with Golden Section Search
for the line-search was proven advantageous.
Golden Section Search is a direct search (i.e. derivative free) method for unimodal continuous func-
tions. It is similar to the bisection method for finding roots. But in contrast to bisection the subdivision
is governed by the golden ratio, which results in an optimal division of the intervals (see Chapter 10.1 in
[PTVF92]). The pseudocode of this method can be found in Algorithm 2.
Powell’s method [Pow64] is a further development of the well known Conjugate gradient method for
the solution of linear systems. Using similar methods and a set of ”conjugate search vectors” Powell’s
method provides an derivative free, quadratically convergent algorithm for the (local) minimization of an
arbitrary function f : Rn → R. For our purposes a slightly adapted version is used. It is described in
Algorithm 3.
In Appendix A.1.2 it is shown in detail how the application of local solvers for the computation of
the upper bounds in the B&B algorithm perform on the example function of Example 19. The number of
iterations is reduced from 21 to 11.
A more elaborate example is given next.
Example 20. An example for chemical kinetics taken from [MCB09], originally based on [TEC+04],
[STBG06] and [Sin04], is considered. It contains results of [CMB+11] and [Sch12]. A more detailed
description can be found there. In particular the thesis [Sch12] contains a comparison of different local
solvers for the computation of the upper bound. Here the above described algorithm of Powell using
Golden Section Search for the line search is applied.
In chemical kinetics the reaction speed of certain chemical processes is studied. Our example can
mathematically be described by the following nonlinear ordinary differential equation system
dxA
dt
= k1xZxY − xO2
(
k2f + k3f
)
xA +
k2f
K2
xD +
k3f
K3
xB − k5x2A
dxZ
dt
= −k1xZxY , dxY
dt
= −k1sxZxY
dxD
dt
= k2fxAxO2 −
k2f
K2
xD,
dxB
dt
= k3fxAxO2 −
(
k3f
K3
+ k4
)
xB
with the initial conditions
xA(t)|t=0 = 0 xB(t)|t=0 = 0 xD(t)|t=0 = 0 xY (t)|t=0 = 0.4 xZ(t)|t=0 = 140
and the constants T = 273, K2 = 46e
6500
T , K3 = 2K2, k1 = 53, k1s = k1 · 10−6, k5 = 0.0012 and
|xO2 = 0.002. Values for the unknown parameters k2f ∈ [10, 1200], k3f ∈ [10, 1200] and k4 ∈ [0.01, 40]
are to be computed in such a way, that the model represents data obtained through measurements in
the best possible manner. A least-squares error approach is chosen as optimization criterion and the
integration in the time-domain is performed by means of the explicit Euler method (see e.g. Chapter 11
in [DR08]) with a constant step size dt. The output variable xI = xA +
2
21xB +
2
21xD is measured.
As the data originates from experimental measurements, only 200 measurements with a resolution
of dtdata = 0.01s are available. To scale the model, an n
th of the step size dtdata is used for the Euler
method, dt = dtdata
n
, and every nth step is then compared to the measurements to calculate the squared
error. Only integer values n ∈ N are considered here to avoid interpolation between measured data points.
Scaling the problem has a negative impact on performance with superlinear growth in both number
of iterations and runtime. Obviously, halving dtdata results in double as many operations per solver
iteration, as the Euler method requires twice the number of iterations. Moreover, increasing the number
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Algorithm 2 Golden Section Search for finding a local minimum of a one-dimensional function f :
[a, b]→ R as described in [PTVF92]
Input:
• lower interval endpoint a
• upper interval endpoint b
• tolerance≤ √ǫ
• goldenRatio = 0.61803
Output:
• x∗ = argmin
x∈[a,b]
f(x)
• f∗ = f(x∗) = min
x∈[a,b]
f(x)
1: a1 = b− goldenRatio · (b − a)
2: a2 = a+ goldenRatio · (b − a)
3: f1 = f(a1)
4: f2 = f(a2)
5: while |a− b| > tolerance do
6: if f1 ≤ f2
7: b = a2
8: a2 = a1
9: a1 = b− goldenRatio · (b − a)
10: f2 = f1
11: f1 = f(a1)
12: else
13: a = a1
14: a1 = a2
15: a2 = a+ goldenRatio · (b− a)
16: f1 = f2
17: f2 = f(a2)
18: end if
19: end while
20: x∗ = 0.5 · (b+ a)
21: f∗ = f(x∗)
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Algorithm 3 Powell’s method for finding a local minimum of a unconstrained multidimensional function
f : Rn → R [Pow64].
Input:
• starting point pin
• maximum number of iterations kmax
Output:
• approximation to a local minimum x∗
• f∗ = f(x∗)
1: k = 0
2: direction set U = [u0, . . . ,un−1] = [e1, . . . , en]
3: x0 = pin
4: while k < kmax ∧ ||xk − xk+1|| > ǫ do
5: p0 = xk
6: ∆max = 0
7: imax = 1
8: for i = 1, 2, . . . , n do
9: Find αi that minimizes f(pi−1 + αi · ui−1).
10: pi = pi−1 + αi · ui−1
11: if f(pi−1)− f(pi) > ∆max
12: ∆max = f(pi−1)− f(pi)
13: imax = i− 1
14: end if
15: end for
16: k = k + 1
17: if
(
f(2pn − p0) ≥ f(p0)
)
∨(
2(f(p0)− 2f(pn) + f(2pn − p0))(f(p0)− f(pn)−∆max)2
≥ ∆max(f(p0)− f(2pn − p0))2
)
18: xk = pn
19: else
20: uimax = pn − p0
21: Find α that minimizes f(p0 + α · uimax).
22: xk = p0 + α · uimax
23: end if
24: end while
25: x∗ = xk
26: f∗ = f(x∗)
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of operations results in weaker bounds. The reason for this is that for each operator the bounds, depending
on the variable bounds and the evaluation point, are recalculated. With every additional operation, the
relaxations can only become weaker, not tighter. Due to this, the convergence rate of the upper and
lower bound decreases, resulting in an increasing number of necessary solver iterations. This drawback is
illustrated in Figure 4.8 regarding the runtime and in Figure 4.9 regarding the number of iterations, using
absolute tolerances εA = 2, 000 and εA = 1, 800 for the B&B solver. Both the runtime and the number
of iterations increase exponentially for decreasing step sizes dt.
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Figure 4.8: Runtime of the kinetic mechanism example for different values of dt
In most cases, increasing the accuracy of the integration results in identical values for the parameters
k2f , k3f and k4, thus underlining that the discretization error is small compared to the error in the model.
However the value of the objective function, the least-squares error, grows larger for smaller values of
dt, due to the decreasing discretization error as explained above. For example, the same values for the
unknown parameters are obtained with an absolute tolerance of 1,600 while the least-squares errors are
9,798, 11,639 and 12,256 for n = 1, n = 2 and n = 3, respectively.
In the case of an absolute tolerance of 1,400, a better approximation is found with n = 2 and n = 3
than with n = 1. The values of the optimization variables are k2f = 902.5, k3f = 307.5 and k4 = 40.0
for n = 1 and k2f = 753.75, k3f = 456.25 and k4 = 40.0 for n ∈ {2, 3}. Although they are very
different values, they lead to similar trajectories. The least-squares errors each decrease by approximately
1% for n ∈ {2, 3}. However, the better approximation can also be obtained by choosing an absolute
tolerance of 1,000 and n = 1, reducing the least-squares error by approximately 0.2%. As can be seen in
Table 4.3, reducing the absolute tolerance and using n = 1 is faster in this example.
This leads to the conclusion, that refining the integration is not the best approach to gain more accurate
results in this case, instead decreasing the absolute tolerance is preferable.
The following description (taken from [Sch12]) shows how these results can be improved by using a
local solver for the calculation of the upper bound.
When the absolute tolerance is set to 2000 and the relative tolerance to 0, the B&B algorithm requires
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Figure 4.9: Number of iterations for different values of dt with the kinetic mechanism example
n εA Time Iterations
1 1,000 10 s 8,073
2 1,400 22 s 9,495
3 1,400 76 s 22,883
Table 4.3: Time and number of iterations needed to obtain the same solution with respect to n and the
absolute tolerance of the B&B solver εA
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113 iterations with a runtime of 0.99s and returns
x∗ =


902.5
307.5
40

 , f
∗ = 9798.37
as the result. These are the original settings for the kinetics example. Applying a local solver with the
same configurations improves both the runtime and the quality of the result. The result which is found is
x∗ =


828.064
385.735
14.5658

 , f
∗ = 9622.76.
Figure 4.10 indicates the performance problem of the B&B algorithm for tighter absolute tolerances.
The situation is different when the B&B algorithm makes use of local search. Figure 4.10 furthermore
shows the impact on the number of iterations. All further iterations of the B&B algorithm are necessary
to guarantee that there are no better minima. Figure 4.10 illustrates how many iterations can be saved
when the global upper bound is improved at an early stage and therefore a lot of intervals need not to be
considered, which also results in a speedup.
Figure 4.10: Comparison between the B&B algorithm with and without local solver regarding different
absolute tolerances (taken from [Sch12])

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Chapter 5 will now conclude with a possible combination of the things described in Chapters 3 and
4. Moments method will allow that the lately described B&B algorithm for global optimization can be
extended to an algorithm for robust optimization.
4.5 Summary
I introduced to McCormick relaxations, special (convex or concave) relaxations of continuous functions
which are able to be processed on a computer. As continuous convex or concave functions McCormick
relaxations do not have to be differentiable. But a mathematical construct similar to general gradients,
called subgradients is introduced. It is shown how in the paper [MCB09] an AD like method was devel-
oped, enabling the ”automatic” propagation of subgradients in a way similar to the tangent-linear mode.
In Section 4.2 it is shown that this approach is in fact completely equivalent to classical AD if the
three nondifferential functions max, min and mid are included into the list of elemental functions and
their (sub)derivative information is treated in the right way. This furthermore raises the assumption for a
possible adjoint method for subgradient propagation. Because only scalar functions are under considera-
tion in this chapter, in theory, this is highly desirable.
Such a method is developed in Section 4.3. There exist two software libraries which implement the
tangent-linear mode for subgradient propagation. libMC developed at the Process Systems Engineering
Laboratory at the MIT, Boston (http://yoric.mit.edu/libMC) written in C++, and a reimple-
mentation in Fortran of this developed at STCE
(http://www.stce.rwth-aachen.de/software/modMC.html) by student researchers. Dur-
ing the work on this thesis, these were extended by an optional adjoint method and can be found on the
attached CD. An example shows that the theoretical computational complexity results of the adjoint mode
can also be achieved here. But due to the additional computational effort (and therefore higher memory
consumption) for McCormick relaxations, it becomes problematic if the evaluation of the function f itself
is expensive. New ways (maybe checkpointing) have to be found here.
Section 4.4 then describes our main application of subgradients. They are used in the context of an
deterministic branch-and-boundalgorithm for global optimization which also was described in [MCB09].
An extension of this, improving the bounding step by local optimization algorithms is given.
Chapter 5
Toward Global Robust Optimization
5.1 Basics
The idea of robust optimization (minimization in our case) is that the result of an optimization algorithm
should be robust in the sense that small perturbations in its input values (perhaps based on uncertainties)
should not dramatically worsen the result. An illustration is given in Figure 5.1.
Obviously, the global optimum (GO) is attained at about x = 0.65. But due to the peakedness of the
graph in this region small changes in this x can drastically worsen the result. A more ”robust” value for
x can be found in 5.5.
An early, and still successful approach to robust optimization (also: robust design) is the Taguchi
method developed by Genichi Taguchi (∗ 1924;† 2012). He designed the uncertainties on the input pa-
rameter x ∈ Rn by inserting noise factors ǫi, i = 1, . . . , n into the Mean Square Deviation MSD:=
1
n
∑n
i=1
(
f(x, ǫi)− fˆ
)2
. Subsequently, the Signal-to-noise ratio SNR:= η = −10 · log10(MSD) is
minimized. (see [Pha89]). Taguchis method is mainly used for the robust design of engineering experi-
ments. The following example gives is a short description of a possible simple application of Taguchis
method which is based on the description in [Pha89] on pages 41-47.
Example 21. I consider the construction process of silicon wafers which are thin mostly disc-formed
slices of semiconductor material, which is for example used for photovoltaics or microelectronics. The
production of this sensitive material is somewhat difficult and should be carefully planned. A simple
example of the planning of the conditions of such an manufacture process is described next. This is done
by the following experiment. The conditions of the production are reduced to the four factors temperature,
pressure, settling time and cleaning method. For any factor there are 3 possible selections which are given
in Table 5.1.
Levels
Factor 1 2 3
A. Temperature (◦C) T0 − 25 T0 T0 + 25
B. Pressure (mtorr) P0 − 200 P0 P0 + 200
C. Settling Time (min) t0 t0 + 8 t0 + 16
D. Cleaning method None CM2 CM3
Table 5.1: Possible factor settings (taken from [Pha89])
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Figure 5.1: Example of a robust optimum (RO)
Now 9 tests with different settings of the factors are performed. In each test 3 (under these settings)
constructed wafers are inspected, meaning that the amount of failures on each are counted. On each
wafer three partitioned areas are surveyed independently. For any experiment the Signal-to-noise ratio
(or summary statistic) is computed as
ηj = −10 · log10(
1
D
9∑
i=1
d2i ), j = 1, . . . , 9 (5.1)
where D is the total number (of counted defects in all experiments) and di refers to one of the nine
surveyed areas (in experiment j).
An overview of the experiments is given in Table 5.2. Its columns are orthogonal in the sense that
for any pair of (factor) columns all combinations of factor levels are contained an equal number of times.
This has an so called balancing effect on the experiment.
The last column provides example results for Equation 5.1.
From this data now the ”optimal” choice of factor levels has to be chosen. This is done by the
calculation of the factor effects. First the overall mean of the set of experiments is computed as
m =
1
9
·
9∑
i=1
ηi = −41.667. (5.2)
Now for each factor and each of its level the factor effect is defined. Lets for example take the factor
temperature at level three which I denote by A3. In Table 5.2 this appears in experiment 7, 8 and 9. The
factor level is now defined by
mA3 =
1
3
· (η7 + η8 + η9) = −60. (5.3)
It can be interpreted as the impact of temperature at level 3 on the overall mean (5.2). Table summarizes
all factor levels.
Since the goal is to maximize equation (5.2), the ”optimal” production environment for semiconduc-
tor wafers in this simple example is A1 (temperature at T0 − 25), B1 (pressure at P0 − 200), C2 (settling
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Column number and
Factor assigned
1 2 3 4 Observation∗
Expt. Temperature Pressure Settling Cleaning η
No. A B C D (dB)
1 1 1 1 1 η1 = −20
2 1 2 2 2 η2 = −10
3 1 3 3 3 η3 = −30
4 2 1 2 3 η4 = −25
5 2 2 3 1 η5 = −45
6 2 3 1 2 η6 = −65
7 3 1 3 2 η7 = −45
8 3 2 1 3 η8 = −65
9 3 3 2 1 η9 = −70
Table 5.2: The nine experiments (taken from [Pha89])
Levels
Factor 1 2 3
A. Temperature −20∗ −45 −60
B. Pressure −30∗ −40 −55
C. Settling Time −50 −35∗ −40
D. Cleaning method −45 −40∗ −40
Table 5.3: Factor levels (taken from [Pha89])
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time t0 + 8) and D2 (cleaning method CM2). Note that this approach can be justified because of the
mentioned balanced occurences of each factor and level. More on the context of the problem of wafer
defects can be for example found in the Bachelor thesis [Zak11]. 
As seen in the last Example, Taguchis method is designed for cases where the set of design variables
on which to optimize is discrete. But often design (optimization) in a continuous space is needed (as
already seen in Chapter 4.4). Furthermore practical experiments as in the example are not always possible.
Todays designers often use computer codes to evaluate the optimum of some mathematical function F
describing the process. This is the way I go in the following.
My approach incorporates the uncertainties computed by moments method as described in Section
3.1. This means the functional F (x) is replaced by a weighted sum of its mean and variance approxima-
tion. The minimization problem is then given by
minx E [F (x)] +
1
2 · Var [F (x)]
w.r.t. xL ≤ x ≤ xU . (5.4)
This system can be solved by the B&B algorithm presented in Section 4.4. Similar approaches can be
found in [BS07] (section 4.2.1.2), [LP06] and especially [PFG08].
The method developed in this work uses adjoint AD propagation for the objective function in combi-
nation with a deterministic global optimization algorithm (similar to [KA02]). All relevant theory used
for this approach to global robust optimization was discussed in the last 2 chapters. So no new things
have to be developed here. The challenge was the assembly of the independently developed software, in
detail described in the Appendix, for each topic. The approximations E [F (x)] and Var [F (x)] in Equa-
tion (5.4) are computed as described in Section 3.1. The subgradients of the resulting objective function
are computed by the library alibMC as described in Sections 4.1 and 4.3. The computed subgradients are
used by a B&B algorithm as given in Section 4.4.
In the next section the results gained by the combination of the approaches described and partly
developed in this thesis are described.
5.2 Results
Example 22. At first a scalar example is observed, which was already discussed in [LP06]. Here the
underlying function f is given by
f(x) = 0.00220137 ∗ x10 − 0.1052876 ∗ x9 + 2.151650 ∗ x8
−24.60697 ∗ x7 + 173.416 ∗ x6 − 782.1379 ∗ x5
+2267.874 ∗ x4 − 4114.98 ∗ x3 + 4357.03 ∗ x2 − 2327.9 ∗ x+ 550.
(5.5)
where x is restricted to the interval (0, 10). The plot of f is given in Figure 5.2.
We see a sharp global minimum at about x = 9.7 and a second sharp minimum at x = 0.5. A robust
optimum (RO) can be suspected in x = 3. The robust objective based on Equation (5.4) is shown in
Figure 5.3. Our B&B algorithm for global optimization with the absolute tolerance set to ǫa = 0.0001
(ǫr = 0) identifies x = 2.83938 as the global minimum as expected.

Example 23. This example is concerned with the extended Rosenbrock function ([Ros60]) given by
f(x) =
n−2∑
i=0
[
(1− xi)2 + 100 ·
(
xi+1 − x2i
)2]
, n ≥ 2. (5.6)
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Figure 5.3: ”Robust” objective function F (x) = E [f(x)] + 12 · Var [f(x)] based on Figure 5.2
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Figure 5.4: Graph of the Rosenbrock function for n = 2
The Rosenbrock function is one of todays most important test functions for global optimization algo-
rithms. Its graph for n = 2 is shown in Figure 5.4.
For n > 1 the Rosenbrock function has one global minimum at the point x = 1 := (1, . . . , 1) ∈ Rn
with f(1) = 0.
If I apply my algorithm for global robust optimization it is observed that the robust minimum of f lies
at about x = 0 = (0, . . . , 0) where the Rosenbrock function attains a value of f(0) = n− 1. Due to the
small changes of the Rosenbrock function in this area its not easy to see, but looking at its Contourplot
given in Figure 5.5 one can imagine that the variations around the origin 0 are a bit lighter than around 1.
Table 5.4 contains a list of results for different input dimensions n. The mode distinction in column two
is meant as follows: the first part in tl-tl refers to the mode (tangent-linear here) in which the subgradients
of the robust objective function are computed. The second one (also tangent-linear) indicates the AD
differentiation mode used for moments method during the calculation for the robust objective. Since the
robust objective is always a scalar function adjoint-mode should be used as standard.
Also it can be observed that for higher dimensions only the tl-adj-mode leads to reasonable runtimes.

Looking at the runtimes given in Table 5.4 one observes that these are quite high compared to other
standard optimization algorithms. Having a closer look one observes that nearly 99% of the time is
spend in the routines containing the McCormick part for the evaluation of the lower bound. So this
is still a bottleneck of the approach presented here. Hence making this part more efficient will be an
important research topic for the future (as alreadymentioned in the summary of the last chapter). Methods
developed here could also be of value for classical AD.
Closing this chapter we will have a look on three further common Test problems. We consider the
SixHumpCamelBack, the Himmelblau and the BoxBetts function. We will have a look at the results of a
standard global optimization compared to our robust one. First I shortly describe our three test functions.
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Figure 5.5: Contour of the Rosenbrock function for n = 2 (GO:+, RO:×)
SixHumpCamelBack:(see Figures 5.6 and 5.7)
fSix Hump : X ⊂ R2 → R
x ∈ [−5, 5]× [−5, 5] 7→ 4x20 + x0x1 − 4x1 − 2.1x40 + 4x41 +
1
3
x60.
fSix Hump has two global minima in x1 =
(
0.09
−0.71
)
and x2 =
(−0.09
0.71
)
with fSix Hump (x1) = fSix Hump (x2) =
−1.03.
Further local minima can be found in x3 =
(−1.7
0.79
)
, x4 =
(
1.7
−0.79
)
, x5 =
(
1.6
0.57
)
and x6 =( −1.6
−0.57
)
with fSix Hump (x3) = fSix Hump (x4) = −0.22 and fSix Hump (x5) = fSix Hump (x6) = 2.1.
Himmelblau:(see Figures 5.8 and 5.9)
fHimmel : X ⊂ R2 → R
x ∈ [−6, 6]× [−6, 6] 7→ (x20 + x1 − 11)2 + (x0 + x21 − 7)2 .
fHimmel has two global minima in x1 =
(
3
2
)
, x2 =
(−2.81
3.13
)
, x3 =
(−3.78
−3.28
)
and x4 =
(
3.58
−1.85
)
with fHimmel (x1) = fHimmel (x2) = fHimmel (x3) = fHimmel (x4) = 0. A local minimum is given in
x5 =
(−0.27
−0.92
)
with a value of fHimmel (x5) = 181.62.
BoxBetts:
fBox : X ⊂ R3 → R
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Figure 5.7: Contour of the SixHumpCamelBack function (GO:+, RO:×)
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Figure 5.8: Graph of the Himmelblau function
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Dim. n Mode Runtime Nodes arg min obj val
2
tl-tl 0.26 s
269
(
0.00183105
0.00488281
)
9.54237
tl-adj 0.19 s
adj-tl 0.3 s
adj-adj 0.2 s
3
tl-tl 2.5 s
1405

0.001373290.0109863
0.00488281

 18.8395tl-adj 0.8 s
adj-tl 3.1 s
adj-adj 1.06 s
4
tl-tl 24 s 5353


0.00137329
0.0111389
0.0112915
0.00488281

 28.1369tl-adj 4.7 s 5357adj-tl 60 s 5353
adj-adj 5.8 s 5357
5
tl-tl 193 s 20911


0.00137329
0.0111389
0.0111389
0.0112915
0.00488281

 37.4343
tl-adj 30 s 20929
6 tl-adj 183 s 81325


0.00137329
0.0111389
0.0111389
0.0111389
0.0112915
0.00488281

 46.7318
Table 5.4: Results for the generalized Rosenbrock function (ǫa = 0.0001, ǫr = 0.)
x ∈ [0.9, 1.2]× [9, 11.2]× [0.9, 1.2] 7→
10∑
i=1
gi(x)
2,
where
gi(x) = e
−0.1(i+1)x0 − e−0.1(i+1)x1 −
[
e−0.1(i+1) − e−(i+1)x2
]
.
The BoxBetts function has one global optimum in x1 =

 110
1

 with value of fBox (x1) = 0.
Table 5.5 compares the results of the B&B-algorithm for global optimization with its robust counter-
part for the three test functions.
Concerning the Six Hump Camelback function one observes that both algorithms converge towards
(nearly) the same points. Looking at its contour plot this is reasonable since the valley of the global
optimum is much wider than the other local ones. Therefore global and the global robust optimum are
equivalent.
Observing the Himmelblau function both algorithms converge to global optima. But looking at the
plot the robust part really finds the widest valley.
In the BoxBetts function the robust optimum seems to be ”identical” to the global one.
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Function global optimum robust optimum
fSix Hump
(−0.09
0.71
) (−0.08
0.61
)
fHimmel
(−2.81
3.13
) (
3.58
−1.83
)
fBox

 19.05
0.9



1.0711.2
1.2


Table 5.5: Global compared with global robust optimization (ǫa = 1.e
−6, ǫr = 0.)
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Chapter 6
Summary and Outlook
This thesis brought together three important branches of mathematics and computer science; Algorith-
mic Differentiation (AD), Uncertainty Quantification (UQ) and Nonsmooth Analysis of McCormick re-
laxations. At first classical AD was used to apply a special method of UQ, namely moments method.
Because of the use of Taylor expansions the method makes intensive use of derivatives which are com-
puted by AD. Novel was the use of the adjoint mode as proposed in [Men10]. As a special application
the differentiation of regression problems (solved by steepest-descent or Newton) was reviewed in detail
enabling their uncertainty quantification regarding imprecise measurements of their data. Apart from a
structural analysis of these methods, each approach resulted and was proved out in software packages
which are attached to this thesis.
In Chapter 4 the application of AD in the field of convex Nonsmooth Analysis was investigated (A
first approach for the wider class of locally Lipschitz continuous functions can be found in [KB12]) . It
was seen, that also for nondifferentiable functions (under certain circumstances), AD can be applied. The
main improvement in this area (started by [MCB09]) was the development of an adjoint procedure for
this application. This makes the method applicable for a wider range of functions. On the software side
the existing tools libMC (C++) and modMC (Fortran) where extended by this adjoint procedure.
Furthermore it was discovered that the proposed AD methods for the computation of subgradients of
McCormick relaxations can be implemented by classical AD. As the main application of the theory of
”differentiating” McCormick relaxations its employment in a branch-and-bound algorithm for determin-
istic global optimization (previously developed in the thesis [Sin04]) was described. An improvement of
this method by the integration of local search routines was proposed in the bachelor thesis [Sch12]. A
summary of its results is presented in Section 4.4.1.
In combination all of the above described approaches resulted in an algorithm for deterministic global
robust optimization. The previously application of moments method on the function to be optimized
integrates the volitional robustness. Robustness means that the alleged optimal point of global minimality
is possibly replaced by a minimum which is not that fragile to small variations in the input parameters.
In cases where these input parameters are in a kind uncertain, such a robust optimum is preferable. This
robust optimum is obtained by the application of the branch-and-bound algorithm on the (by moments
method) modified functional. A software implementing this algorithm was achieved by a combination
of the existing branch-and-bound, libMC (extended by the availability of the adjoint mode) and the tools
implementing moments method.
Based on the primary theoretical focus of this thesis, it has to be admitted that the attached software
has not yet reached a stable, final state. It has been verified to work correctly by several examples, but it
can be certainly improved in terms of user friendliness. Additionally there is a lot room for optimizing
the implementations (especially the calculations described in Section 3.2.2). Furthermore the imple-
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mentations regarding the local search in the branch-and-bound algorithm (see Section 4.4.1) are not yet
integrated in the method for global robust optimization. This would further increase its efficiency. Thus
in this area is a lot of space for future work.
This thesis sets up the basis for using the adjoint mode of AD uncertainty quantification using mo-
ments method. A second-order approach is used. This should be extended by future work.
Another question arises regarding the convergence of moments method. This is due to the possibility
of a finite radius of convergence of the Taylor series resulting from poles of the function which is ex-
panded. (For example f(x) = 11+x2 has a pole at the imaginary unit i.) [Men10] proposes a partitioning
approach solving this problem for univariate scalar functions. An extension to the multivariate case is
highly desirable.
Further development regarding subgradients of McCormick relaxations should also be considered.
Until now one special element of the subdifferential is used during the propagation. Since the subdiffer-
ential is usually an interval the choice of the subgradient of the intermediate functions can be improved.
Furthermore so called bundle methods [Cla90] sound promising.
Appendix A
Additional Material
A.1 Results of the B&B-Algorithm
A.1.1 Simple Example
On the next pages Table A.1 describes any iteration of the B&B algorithm without local search (see 4.4)
applied to the function
F : Z = [−0.6, 0.5] ⊆ R→ R : x 7→ −45 ∗ x3 + 8 ∗ x
in detail. Corresponding plots can be found in Figures A.1, A.2 and A.4.
Iteration Operation
1
• Choose root node [−0.6, 0.5]1
• Minimum of affine relaxation: LBDaff[−0.6,0.5] = −12.9
Interval extension: LBDint[−0.6,0.5] = −12.9
LBD[−0.6,0.5] = max
(
LBDaff[−0.6,0.5],LBD
int
[−0.6,0.5]
)
= −12.9
• Local upper bound: UBD[−0.6,0.5] = −0.394375
⇒ Global upper bound: UBD = −0.394375
• No convergence
• No fathoming.
Bisection of [−0.6, 0.5]
⇒ S = {[−0.6,−0.05]2, [−0.05, 0.5]3}
continued on next page
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continued from previous page
Iteration Operation
2
• Choose node [−0.6,−0.05]2 (Equal lower bounds→ lowest id)
• Minimum of affine relaxation: LBDaff[−0.6,−0.05] = −4.09828
Interval extension: LBDint[−0.6,−0.05] = −4.79437
LBD[−0.6,−0.05] = max
(
LBDaff[−0.6,−0.05],LBD
int
[−0.6,−0.05]
)
= −4.09828
• Local upper bound: UBD[−0.6,−0.05] = −1.05523
⇒ New global upper bound: UBD = −1.05523
• No convergence
• No fathoming.
Bisection of [−0.6,−0.05]
⇒ S = {[−0.05, 0.5]3, [−0.6,−0.325]4, [−0.325,−0.05]5}
3
• Choose node [−0.05, 0.5]3 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.05,0.5] = −1.625
Interval extension: LBDint[−0.05,0.5] = −6.025
LBD[−0.05,0.5] = max
(
LBDaff[−0.05,0.5],LBD
int
[−0.05,0.5]
)
= −1.625
• Local upper bound: UBD[−0.05,0.5] = 1.28742
⇒ Global upper bound remains: UBD = −1.05523
• No convergence
• No fathoming.
Bisection of [−0.05, 0.5]
⇒ S = {[−0.6,−0.325]4, [−0.325,−0.05]5, [−0.05, 0.225]6, [0.225, 0.5]7}
continued on next page
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Iteration Operation
4
• Choose node [−0.6,−0.325]4 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.6,−0.325] = −1.33174
Interval extension: LBDint[−0.6,−0.325] = −3.25523
LBD[−0.6,−0.325] = max
(
LBDaff[−0.6,−0.325],LBD
int
[−0.6,−0.325]
)
= −1.33174
• No convergence
• Fathoming of Node [−0.6,−0.325]4 since∣∣LBD[−0.6,−0.325] − UBD∣∣ = | − 1.33174− (−1.05523)|
= 0.27651 < ǫa = 0.325.
⇒ S = {[−0.325,−0.05]5, [−0.05, 0.225]6, [0.225, 0.5]7}
5
• Choose node [−0.325,−0.05]5 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.325,−0.05] = −2.37395
Interval extension: LBDint[−0.325,−0.05] = −1.20337
LBD[−0.325,−0.05] = max
(
LBDaff[−0.325,−0.05],LBD
int
[−0.325,−0.05]
)
= −2.37395
• Local upper bound: UBD[−0.325,−0.05] = −1.20337
⇒ New global upper bound: UBD = −1.20337
• No convergence
• No fathoming
Bisection of [−0.325,−0.05]
⇒ S = {[−0.05, 0.225]6, [0.225, 0.5]7, [−0.325,−0.1875]8, [−0.1875,−0.05]9}
6
• Choose node [−0.325,−0.1875]8 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.325,−0.1875] = −1.53114
Interval extension: LBDint[−0.325,−0.1875] = −2.30337
LBD[−0.325,−0.05] = max
(
LBDaff[−0.325,−0.1875],LBD
int
[−0.325,−0.1875]
)
=
−1.53114
• Local upper bound: UBD[−0.325,−0.1875] =
⇒ New global upper bound: UBD = −1.29281
• No convergence
• No fathoming
Bisection of [−0.325,−0.1875]
⇒S = {[−0.05, 0.225]6, [0.225, 0.5]7, [−0.1875,−0.05]9, [−0.325,−0.25625]10,
[−0.25625,−0.1875]11}
continued on next page
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Iteration Operation
7
• Choose node [−0.1875,−0.05]9 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.1875,−0.05] = −1.41606
Interval extension: LBDint[−0.1875,−0.05] = −1.49437
LBD[−0.1875,−0.05] = max
(
LBDaff[−0.1875,−0.05],LBD
int
[−0.1875,−0.05]
)
=
−1.41606
• No convergence
• Fathoming of Node [−0.1875,−0.05]9 since∣∣LBD[−0.1875,−0.05] − UBD∣∣ = | − 1.41606− (−1.29281)|
= 0.12325 < ǫa = 0.325.
⇒ S = {[−0.05, 0.225]6, [0.225, 0.5]7, [−0.325,−0.25625]10,
[−0.25625,−0.1875]11}
8
• Choose node [−0.05, 0.225]6 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.05,0.225] = −0.425312
Interval extension: LBDint[−0.05,0.225] = −0.912578
LBD[−0.05,0.225] = max
(
LBDaff[−0.05,0.225],LBD
int
[−0.05,0.225]
)
= −0.425312
• No convergence
• Fathoming of Node [−0.05, 0.225]6 since
LBD[−0.05,0.225] = −0.425312 > −1.29281 = UBD
⇒ S = {[0.225, 0.5]7, [−0.325,−0.25625]10, [−0.25625,−0.1875]11}
9
• Choose node [0.225, 0.5]7 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.225,0.5] = −1.625
Interval extension: LBDint[0.225,0.5] = −3.825
LBD[0.225,0.5] = max
(
LBDaff[0.225,0.5],LBD
int
[0.225,0.5]
)
= −1.625
• Local upper bound: UBD[0.225,0.5] = 0.756436
⇒ Global upper bound remains: UBD = −1.29281
• No convergence
• No fathoming
Bisection of [0.225, 0.5]7
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.225, 0.3625]12,
[0.3625, 0.5]13}
continued on next page
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Iteration Operation
10
• Choose node [0.225, 0.3625]12 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.225,0.3625] = 0.756436
Interval extension: LBDint[0.225,0.3625] = −0.343564
LBD[0.225,0.3625] = max
(
LBDaff[0.225,0.3625],LBD
int
[0.225,0.3625]
)
= 0.756436
• No convergence
• Fathoming of Node [0.225, 0.3625]12 since
LBD[0.225,0.3625] = 0.756436 > −1.29281 = UBD
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.3625, 0.5]13}
11
• Choose node [0.3625, 0.5]13 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.3625,0.5] = −1.625
Interval extension: LBDint[0.3625,0.5] = −2.725
LBD[0.3625,0.5] = max
(
LBDaff[0.3625,0.5],LBD
int
[0.3625,0.5]
)
= −1.625
• Local upper bound: UBD[0.3625,0.5] = −0.159108
⇒ Global upper bound remains: UBD = −1.29281
• No convergence
• No fathoming
Bisection of [0.3625, 0.5]13
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.3625, 0.43125]14,
[0.43125, 0.5]15}
continued on next page
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Iteration Operation
12
• Choose node [0.3625, 0.43125]14 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.3625,0.43125] = −0.159108
Interval extension: LBDint[0.3625,0.43125] = −0.709108
LBD[0.3625,0.43125] = max
(
LBDaff[0.3625,0.43125],LBD
int
[0.3625,0.43125]
)
=
−0.159108
• No convergence
• Fathoming of Node [0.3625, 0.43125]14 since
LBD[0.3625,0.43125] = −0.159108 > −1.29281 = UBD
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.43125, 0.5]15}
13
• Choose node [0.43125, 0.5]15 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.43125,0.5] = −1.625
Interval extension: LBDint[0.43125,0.5] = −2.175
LBD[0.43125,0.5] = max
(
LBDaff[0.43125,0.5],LBD
int
[0.43125,0.5]
)
= −1.625
• Local upper bound: UBD[0.43125,0.5] = −0.817777
⇒ Global upper bound remains: UBD = −1.29281
• No convergence
• No fathoming
Bisection of [0.43125, 0.5]15
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.43125, 0.465625]16,
[0.465625, 0.5]17}
continued on next page
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Iteration Operation
14
• Choose node [0.43125, 0.465625]16 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.43125,0.465625] = −0.817777
Interval extension: LBDint[0.43125,0.465625] = −1.09278
LBD[0.43125,0.465625] = max
(
LBDaff[0.43125,0.465625],LBD
int
[0.43125,0.465625]
)
= −0.817777
• No convergence
• Fathoming of Node [0.43125, 0.465625]16 since
LBD[0.43125,0.465625] = −0.817777 > −1.29281 = UBD
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.465625, 0.5]17}
15
• Choose node [0.465625, 0.5]17 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.465625,0.5] = −1.625
Interval extension: LBDint[0.465625,0.5] = −1.9
LBD[0.465625,0.5] = max
(
LBDaff[0.465625,0.5],LBD
int
[0.465625,0.5]
)
= −1.625
• Local upper bound: UBD[0.465625,0.5] = −1.20213
⇒ Global upper bound remains: UBD = −1.29281
• No convergence
• No fathoming
Bisection of [0.465625, 0.5]17
⇒S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.465625, 0.482812]18,
[0.482812, 0.5]19}
continued on next page
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Iteration Operation
16
• Choose node [0.465625, 0.482812]18 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.465625,0.482812] = −1.20213
Interval extension: LBDint[0.465625,0.482812] = −1.33963
LBD[0.465625,0.482812] = max
(
LBDaff[0.465625,0.482812],LBD
int
[0.465625,0.482812]
)
= −1.20213
• No convergence
• Fathoming of Node [0.465625, 0.482812]18 since
LBD[0.465625,0.482812] = −1.20213 > −1.29281 = UBD
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.3625, 0.43125]14,
[0.482812, 0.5]19}
17
• Choose node [0.482812, 0.5]19 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.482812,0.5] = −1.625
Interval extension: LBDint[0.482812,0.5] = −1.7625
LBD[0.482812,0.5] = max
(
LBDaff[0.482812,0.5],LBD
int
[0.482812,0.5]
)
= −1.625
• Local upper bound: UBD[0.482812,0.5] = −1.40867
⇒ New global upper bound: UBD = −1.40867
• Convergence since |LBD[0.482812,0.5] − UBD|
= | − 1.625− (−1.40867)| = 0.21633 < 0.325 = ǫa
Have to wait until all nodes are fathomed (S = ∅)
• No fathoming
Bisection of [0.482812, 0.5]19
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.482812, 0.491406]20,
[0.491406, 0.5]21}
continued on next page
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Iteration Operation
18
• Choose node [0.482812, 0.491406]20 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.482812,0.491406] = −1.40867
Interval extension: LBDint[0.482812,0.491406] = −1.47742
LBD[0.482812,0.491406] = max
(
LBDaff[0.482812,0.491406],LBD
int
[0.482812,0.491406]
)
= −1.40867
• Fathoming of Node [0.482812, 0.491406]20 since
LBD[[0.482812,0.491406] = −1.40867 = UBD
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11, [0.491406, 0.5]21}
19
• Choose node [0.491406, 0.5]21 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.491406,0.5] = −1.625
Interval extension: LBDint[0.491406,0.5] = −1.69375
LBD[0.491406,0.5] = max
(
LBDaff[0.491406,0.5],LBD
int
[0.491406,0.5]
)
= −1.625
• Fathoming of Node [0.491406, 0.5]21 since∣∣LBD[0.491406,0.5] − UBD∣∣ = | − 1.625− (−1.40867)|
= 0.21633 < ǫa = 0.325.
⇒ S = {[−0.325,−0.25625]10, [−0.25625,−0.1875]11}
20
• Choose node [−0.325,−0.25625]10 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.325,−0.25625] = −1.30644
Interval extension: LBDint[−0.325,−0.25625] = −1.84281
LBD[−0.325,−0.25625] = max
(
LBDaff[−0.325,−0.25625],LBD
int
[−0.325,−0.25625]
)
= −1.30644
• Fathoming of Node [−0.325,−0.25625]10 since
LBD[−0.325,−0.25625] = −1.30644 > −1.40867 = UBD
⇒ S = {[−0.25625,−0.1875]11}
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Iteration Operation
21
• Choose node [−0.25625,−0.1875]11 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.25625,−0.1875] = −1.39716
Interval extension: LBDint[−0.25625,−0.1875] = −1.75337
LBD[−0.25625,−0.1875] = max
(
LBDaff[−0.25625,−0.1875],LBD
int
[−0.25625,−0.1875]
)
= −1.39716
• Fathoming of Node [−0.25625,−0.1875]11 since
LBD[−0.325,−0.25625] = −1.39716 > −1.40867 = UBD
⇒ S = ∅
Converged
• Computed global minimum = 0.5
• F (0.5) = −1.625
• Solution first found in iteration 17
Table A.1: B&B-iterations for F (x) = −45 ∗ x3 + 8 ∗ x
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Figure A.1: First eight iterations of the B&B-algorithm applied on F (x) = −45 ∗ x3 + 8 ∗ x
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Figure A.2: Iterations 9 to 16 of the B&B-algorithm applied on F (x) = −45 ∗ x3 + 8 ∗ x
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Figure A.3: Iterations 17 to 20 of the B&B-algorithm applied on F (x) = −45 ∗ x3 + 8 ∗ x
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Figure A.4: Final state of the B&B-algorithm applied on F (x) = −45 ∗ x3 + 8 ∗ x
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A.1.2 Simple Example with local search
Now, Table A.2 summarizes the results of the B&B method with the application of a local-search method
on
F : Z = [−0.6, 0.5] ⊆ R→ R : x 7→ −45 ∗ x3 + 8 ∗ x.
The number of iteration is reduced from 21 to 11.
Iteration Operation
1
• Choose root node [−0.6, 0.5]1
• Minimum of affine relaxation: LBDaff[−0.6,0.5] = −12.9
Interval extension: LBDint[−0.6,0.5] = −12.9
LBD[−0.6,0.5] = max
(
LBDaff[−0.6,0.5],LBD
int
[−0.6,0.5]
)
= −12.9
• Local upper bound: UBD[−0.6,0.5] = −1.29831
⇒ Global upper bound: UBD = −1.29831
• No convergence
• No fathoming.
Bisection of [−0.6, 0.5]
⇒ S = {[−0.6,−0.05]2, [−0.05, 0.5]3}
2
• Choose node [−0.6,−0.05]2 (Equal lower bounds→ lowest id)
• Minimum of affine relaxation: LBDaff[−0.6,−0.05] = −4.09828
Interval extension: LBDint[−0.6,−0.05] = −4.79437
LBD[−0.6,−0.05] = max
(
LBDaff[−0.6,−0.05],LBD
int
[−0.6,−0.05]
)
= −4.09828
• Local upper bound: UBD[−0.6,−0.05] = −1.29831
⇒ New global upper bound: UBD = −1.29831
• No convergence
• No fathoming.
Bisection of [−0.6,−0.05]
⇒ S = {[−0.05, 0.5]3, [−0.6,−0.325]4, [−0.325,−0.05]5}
continued on next page
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Iteration Operation
3
• Choose node [−0.05, 0.5]3 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.05,0.5] = −1.625
Interval extension: LBDint[−0.05,0.5] = −6.025
LBD[−0.05,0.5] = max
(
LBDaff[−0.05,0.5],LBD
int
[−0.05,0.5]
)
= −1.625
• Local upper bound: UBD[−0.05,0.5] = −0.394372
⇒ Global upper bound remains: UBD = −1.29831
• No convergence
• No fathoming.
Bisection of [−0.05, 0.5]
⇒ S = {[−0.6,−0.325]4, [−0.325,−0.05]5, [−0.05, 0.225]6, [0.225, 0.5]7}
4
• Choose node [−0.6,−0.325]4 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.6,−0.325] = −1.33174
Interval extension: LBDint[−0.6,−0.325] = −3.25523
LBD[−0.6,−0.325] = max
(
LBDaff[−0.6,−0.325],LBD
int
[−0.6,−0.325]
)
= −1.33174
• No convergence
• Fathoming of Node [−0.6,−0.325]4 since∣∣LBD[−0.6,−0.325] − UBD∣∣ = | − 1.33174− (−1.29831)|
= 0.03343 < ǫa = 0.325.
⇒ S = {[−0.325,−0.05]5, [−0.05, 0.225]6, [0.225, 0.5]7}
5
• Choose node [−0.325,−0.05]5 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.325,−0.05] = −2.37395
Interval extension: LBDint[−0.325,−0.05] = −1.20337
LBD[−0.325,−0.05] = max
(
LBDaff[−0.325,−0.05],LBD
int
[−0.325,−0.05]
)
= −2.37395
• Local upper bound: UBD[−0.325,−0.05] = −1.29831
⇒ New global upper bound: UBD = −1.29831
• No convergence
• No fathoming
Bisection of [−0.325,−0.05]
⇒ S = {[−0.05, 0.225]6, [0.225, 0.5]7, [−0.325,−0.1875]8, [−0.1875,−0.05]9}
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Iteration Operation
6
• Choose node [−0.325,−0.1875]8 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.325,−0.1875] = −1.53114
Interval extension: LBDint[−0.325,−0.1875] = −2.30337
LBD[−0.325,−0.05] = max
(
LBDaff[−0.325,−0.1875],LBD
int
[−0.325,−0.1875]
)
=
−1.53114
• No convergence
• Fathoming of Node [−0.325,−0.1875]8 since∣∣LBD[−0.325,−0.1875] − UBD∣∣ = | − 1.53114− (−1.29831)|
= 0.23283 < ǫa = 0.325.
⇒ S = {[−0.05, 0.225]6, [0.225, 0.5]7, [−0.1875,−0.05]9}
7
• Choose node [−0.1875,−0.05]9 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.1875,−0.05] = −1.41606
Interval extension: LBDint[−0.1875,−0.05] = −1.49437
LBD[−0.1875,−0.05] = max
(
LBDaff[−0.1875,−0.05],LBD
int
[−0.1875,−0.05]
)
=
−1.41606
• No convergence
• Fathoming of Node [−0.1875,−0.05]9 since∣∣LBD[−0.1875,−0.05] − UBD∣∣ = | − 1.41606− (−1.29281)|
= 0.12325 < ǫa = 0.325.
⇒ S = {[−0.05, 0.225]6, [0.225, 0.5]7}
8
• Choose node [−0.05, 0.225]6 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[−0.05,0.225] = −0.425312
Interval extension: LBDint[−0.05,0.225] = −0.912578
LBD[−0.05,0.225] = max
(
LBDaff[−0.05,0.225],LBD
int
[−0.05,0.225]
)
= −0.425312
• No convergence
• Fathoming of Node [−0.05, 0.225]6 since
LBD[−0.05,0.225] = −0.425312 > −1.29281 = UBD
⇒ S = {[0.225, 0.5]7}
continued on next page
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Iteration Operation
9
• Choose node [0.225, 0.5]7 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.225,0.5] = −1.625
Interval extension: LBDint[0.225,0.5] = −3.825
LBD[0.225,0.5] = max
(
LBDaff[0.225,0.5],LBD
int
[0.225,0.5]
)
= −1.625
• Local upper bound: UBD[0.225,0.5] = −1.62499
⇒ New global upper bound: UBD = −1.62499
• Convergence since |LBD[0.225,0.5] − UBD|
= | − 1.625− (−1.62499)| = 0.00001 < 0.325 = ǫa
Have to wait until all nodes are fathomed (S = ∅)
• No fathoming
Bisection of [0.225, 0.5]7
⇒ S = {[0.225, 0.3625]10, [0.3625, 0.5]11}
10
• Choose node [0.225, 0.3625]10 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.225,0.3625] = 0.756436
Interval extension: LBDint[0.225,0.3625] = −0.343564
LBD[0.225,0.3625] = max
(
LBDaff[0.225,0.3625],LBD
int
[0.225,0.3625]
)
= 0.756436
• Fathoming of Node [0.225, 0.3625]10 since
LBD[0.225,0.3625] = 0.756436 > −1.62499 = UBD
⇒ S = {[0.3625, 0.5]11}
11
• Choose node [0.3625, 0.5]11 (Lowest lower bound)
• Minimum of affine relaxation: LBDaff[0.3625,0.5] = −1.625
Interval extension: LBDint[0.3625,0.5] = −2.725
LBD[0.3625,0.5] = max
(
LBDaff[0.3625,0.5],LBD
int
[0.3625,0.5]
)
= −1.625
• Fathoming of Node [0.3625, 0.5]11 since
= | − 1.625− (−1.62499)| = 0.00001 < 0.325 = ǫa
⇒ S = ∅
continued on next page
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Iteration Operation
Converged
• Computed global minimum = 0.5
• F (0.5) = −1.625
• Solution first found in iteration 9
Table A.2: B&B-iterations with local search for F (x) = −45 ∗ x3 + 8 ∗ x
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A.2 Example Derivative Code by Source Transformation
Consider an implementation of the example function
(
sin(x0) · (x1 + cos(x2))
) · x2 in SAC as
vo id F ( doub le ∗ x , doub le ∗ y ) {
doub le v0 =0 ;
doub le v1 =0 ;
doub le v2 =0 ;
doub le v3 =0 ;
doub le v4 =0 ;
doub le v5 =0 ;
doub le v6 =0 ;
v0 = x [ 0 ] ;
v1 = x [ 1 ] ;
v2 = x [ 2 ] ;
v3 = s i n ( v0 ) ;
v4 = cos ( v2 ) ;
v5 = v1+cos ( v2 ) ;
v6 = v3 ∗ v5 ;
y [ 0 ] = v6 ∗ v2 ;
}
A.2.1 Tangent-Linear Code
Tangent-linear code provided by applying the source transformation tool dcc to the above function is for
example given by
vo id t 1 F ( doub le ∗ x , doub le ∗ t 1 x , doub le ∗ y , doub le ∗ t 1 y )
{
doub le v0 =0 ;
doub le t 1 v 0 =0 ;
doub le v1 =0 ;
doub le t 1 v 1 =0 ;
doub le v2 =0 ;
doub le t 1 v 2 =0 ;
doub le v3 =0 ;
doub le t 1 v 3 =0 ;
doub le v4 =0 ;
doub le t 1 v 4 =0 ;
doub le v5 =0 ;
doub le t 1 v 5 =0 ;
doub le v6 =0 ;
doub le t 1 v 6 =0 ;
doub le v1 0 =0 ;
doub le t 1 v 1 0 =0 ;
doub le v1 1 =0 ;
doub le t 1 v 1 1 =0 ;
doub le v1 2 =0 ;
doub le t 1 v 1 2 =0 ;
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Figure A.5: First eight iterations of the B&B-algorithm with local search applied on F (x) = −45 ∗ x3 +
8 ∗ x
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Figure A.6: Last two iterations of the B&B-algorithmwith local search applied onF (x) = −45∗x3+8∗x
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Figure A.7: Final state of the B&B-algorithm with local search applied on F (x) = −45 ∗ x3 + 8 ∗ x
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doub le v1 3 =0 ;
doub le t 1 v 1 3 =0 ;
t 1 v 1 0 = t 1 x [ 0 ] ; / / TLM a r r a y memory r e f e r e n c e
v1 0=x [ 0 ] ; / / SAC a r r a y memory r e f e r e n c e
t 1 v 0= t 1 v 1 0 ; / / TLM =
v0=v1 0 ; / / SAC =
t 1 v 1 0 = t 1 x [ 1 ] ; / / TLM a r r a y memory r e f e r e n c e
v1 0=x [ 1 ] ; / / SAC a r r a y memory r e f e r e n c e
t 1 v 1= t 1 v 1 0 ; / / TLM =
v1=v1 0 ; / / SAC =
t 1 v 1 0 = t 1 x [ 2 ] ; / / TLM a r r a y memory r e f e r e n c e
v1 0=x [ 2 ] ; / / SAC a r r a y memory r e f e r e n c e
t 1 v 2= t 1 v 1 0 ; / / TLM =
v2=v1 0 ; / / SAC =
t 1 v 1 0 = t 1 v 0 ; / / TLM s c a l a r memory r e f e r e n c e
v1 0=v0 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 1 =cos ( v1 0 )∗ t 1 v 1 0 ; / / TLM s i n
v1 1= s i n ( v1 0 ) ; / / SAC s i n
t 1 v 3= t 1 v 1 1 ; / / TLM =
v3=v1 1 ; / / SAC =
t 1 v 1 0 = t 1 v 2 ; / / TLM s c a l a r memory r e f e r e n c e
v1 0=v2 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 1=0− s i n ( v1 0 )∗ t 1 v 1 0 ; / / TLM cos
v1 1=cos ( v1 0 ) ; / / SAC cos
t 1 v 4= t 1 v 1 1 ; / / TLM =
v4=v1 1 ; / / SAC =
t 1 v 1 0 = t 1 v 1 ; / / TLM s c a l a r memory r e f e r e n c e
v1 0=v1 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 1 = t 1 v 2 ; / / TLM s c a l a r memory r e f e r e n c e
v1 1=v2 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 2=0− s i n ( v1 1 )∗ t 1 v 1 1 ; / / TLM cos
v1 2=cos ( v1 1 ) ; / / SAC cos
t 1 v 1 3 = t 1 v 1 0 + t 1 v 1 2 ; / / TLM +
v1 3=v1 0+v1 2 ; / / SAC +
t 1 v 5= t 1 v 1 3 ; / / TLM =
v5=v1 3 ; / / SAC =
t 1 v 1 0 = t 1 v 3 ; / / TLM s c a l a r memory r e f e r e n c e
v1 0=v3 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 1 = t 1 v 5 ; / / TLM s c a l a r memory r e f e r e n c e
v1 1=v5 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 2 =v1 1 ∗ t 1 v 1 0 +v1 0 ∗ t 1 v 1 1 ; / / TLM ∗
v1 2=v1 0 ∗ v1 1 ; / / SAC ∗
t 1 v 6= t 1 v 1 2 ; / / TLM =
v6=v1 2 ; / / SAC =
t 1 v 1 0 = t 1 v 6 ; / / TLM s c a l a r memory r e f e r e n c e
v1 0=v6 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 1 = t 1 v 2 ; / / TLM s c a l a r memory r e f e r e n c e
v1 1=v2 ; / / SAC s c a l a r memory r e f e r e n c e
t 1 v 1 2 =v1 1 ∗ t 1 v 1 0 +v1 0 ∗ t 1 v 1 1 ; / / TLM ∗
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v1 2=v1 0 ∗ v1 1 ; / / SAC ∗
t 1 y [ 0 ]= t 1 v 1 2 ; / / TLM =
y [0 ]= v1 2 ; / / SAC =
A.2.2 Adjoint Code
A possible generated adjoint version is given by the following listing.
vo id a1 F ( i n t bmode 1 , doub le ∗ x , doub le ∗ a1 x , doub le ∗ y , doub le ∗ a1 y )
{
doub le v0 =0 ;
doub le a1 v0 =0 ;
doub le v1 =0 ;
doub le a1 v1 =0 ;
doub le v2 =0 ;
doub le a1 v2 =0 ;
doub le v3 =0 ;
doub le a1 v3 =0 ;
doub le v4 =0 ;
doub le a1 v4 =0 ;
doub le v5 =0 ;
doub le a1 v5 =0 ;
doub le v6 =0 ;
doub le a1 v6 =0 ;
doub le v1 0 =0 ;
doub le a1 v1 0 =0 ;
doub le v1 1 =0 ;
doub le a1 v1 1 =0 ;
doub le v1 2 =0 ;
doub le a1 v1 2 =0 ;
doub le v1 3 =0 ;
doub le a1 v1 3 =0 ;
i n t s a v e c s c =0 ;
s a v e c s c =CS SIZE ;
/ / augmented f o rwa rd s e c t i o n
CS PUSH ( 0 ) ;
FDS PUSH ( v0 ) ; v0=x [ 0 ] ;
FDS PUSH ( v1 ) ; v1=x [ 1 ] ;
FDS PUSH ( v2 ) ; v2=x [ 2 ] ;
FDS PUSH ( v3 ) ; v3= s i n ( v0 ) ;
FDS PUSH ( v4 ) ; v4=cos ( v2 ) ;
FDS PUSH ( v5 ) ; v5=v1+cos ( v2 ) ;
FDS PUSH ( v6 ) ; v6=v3∗v5 ;
FDS PUSH ( y [ 0 ] ) ; y [ 0 ]= v6∗v2 ;
/ / r e v e r s e s e c t i o n
wh i l e ( CS SIZE>s a v e c s c ) {
CS POP ;
i f (CS TOP==0) {
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FDS POP ( y [ 0 ] ) ;
v1 0=v6 ;
v1 1=v2 ;
v1 2=v1 0 ∗ v1 1 ;
a1 v1 2= a1 y [ 0 ] ; a1 y [ 0 ] = 0 ;
a1 v1 0=v1 1 ∗ a1 v1 2 ; a1 v1 1=v1 0 ∗ a1 v1 2 ;
a1 v2=a1 v2+ a1 v1 1 ;
a1 v6=a1 v6+ a1 v1 0 ;
FDS POP ( v6 ) ;
v1 0=v3 ;
v1 1=v5 ;
v1 2=v1 0 ∗ v1 1 ;
a1 v1 2=a1 v6 ; a1 v6 =0 ;
a1 v1 0=v1 1 ∗ a1 v1 2 ; a1 v1 1=v1 0 ∗ a1 v1 2 ;
a1 v5=a1 v5+ a1 v1 1 ;
a1 v3=a1 v3+ a1 v1 0 ;
FDS POP ( v5 ) ;
v1 0=v1 ;
v1 1=v2 ;
v1 2=cos ( v1 1 ) ;
v1 3=v1 0+v1 2 ;
a1 v1 3=a1 v5 ; a1 v5 =0 ;
a1 v1 0= a1 v1 3 ; a1 v1 2= a1 v1 3 ;
a1 v1 1=0− s i n ( v1 1 )∗ a1 v1 2 ;
a1 v2=a1 v2+ a1 v1 1 ;
a1 v1=a1 v1+ a1 v1 0 ;
FDS POP ( v4 ) ;
v1 0=v2 ;
v1 1=cos ( v1 0 ) ;
a 1 v1 1=a1 v4 ; a1 v4 =0 ;
a1 v1 0=0− s i n ( v1 0 )∗ a1 v1 1 ;
a1 v2=a1 v2+ a1 v1 0 ;
FDS POP ( v3 ) ;
v1 0=v0 ;
v1 1= s i n ( v1 0 ) ;
a 1 v1 1=a1 v3 ; a1 v3 =0 ;
a1 v1 0=cos ( v1 0 )∗ a1 v1 1 ;
a1 v0=a1 v0+ a1 v1 0 ;
FDS POP ( v2 ) ;
v1 0=x [ 2 ] ;
a 1 v1 0=a1 v2 ; a1 v2 =0 ;
a1 x [ 2 ]= a1 x [ 2 ]+ a1 v1 0 ;
FDS POP ( v1 ) ;
v1 0=x [ 1 ] ;
a 1 v1 0=a1 v1 ; a1 v1 =0 ;
a1 x [ 1 ]= a1 x [ 1 ]+ a1 v1 0 ;
FDS POP ( v0 ) ;
v1 0=x [ 0 ] ;
a 1 v1 0=a1 v0 ; a1 v0 =0 ;
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a1 x [0 ]= a1 x [ 0 ]+ a1 v1 0 ;
}
}
}
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Appendix B
Software
On the attached CD you find the software which was developed during the work on this thesis and addi-
tionally used software. Next you find the corresponding User Guide followed by a Developer Documen-
tation.
B.1 User Guide
The attached CD contains three files ADOL-C-2.4.1.tar.gz, dcc-scili64.tar.gz (for Linux
64bit), dcc-win32.zip (for Windows 32bit) and beckers PhD software.tar.gz. These files
should be extracted in the same folder.
ADOL-C-2.4.1 then contains the program ADOL-C, developed in Paderborn by Prof. Walther
[WG12]. It is an AD operator overloading tool for C/C++ which is use by parts of my software. For
its installation go to the directory ADOL-C-2.4.1 and run the consecutive commands configure - make
- make install.
Extract dcc-scili64.tar.gz or dcc-win32.zip to obtain a version of the AD source trans-
formation software dcc [Nau12].
beckers PhD software contains the files mostly developed for this thesis. The subfolders
alibMC development and Branch and Bound Development contain advancements of software de-
veloped at other institutions. The code in alibMC development is based on the library libMC ([MCB09])
which was developed at MIT in Boston by Alexander Mitsos et. al.. libMC is an overloading tool for sub-
gradients using tangent-linear mode as described in section 4.1. For this this thesis libMC was extended
by an adjoint mode as described in section 4.3.
modMC Development includes a reimplementation of libMC also adjusted with the adjoint method
developed in this thesis.
Branch and Bound Development contains an implementation of the B&Bmethod (see section 4.4)
by Alexander Mitsos.
beckers PhD software contains the whole software used for the examples presented in this work.
It contains routines for moments method (section 3.1), the Differentiation of optimization algorithms
(section 3.2.2), global optimization (section 4.4) and global robust optimization (chapter 5).
In the following these parts will be described separately.
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B.1.1 Moments Method
.MomentsMethod/
MomMeth ADOLC/
simple functions/
Thesis example 9/
Thesis example 10/
MomMeth DCC/
simple functions/
In the folderMoments Method contained in beckers PhD software you find the two subfoldersMom-
Meth ADOLC and MomMeth DCC. As the names suggest one uses ADOL-C for the computations of
the needed derivatives the other DCC.
In MomMeth DCC momdcc tl.cpp uses a third-order tangent-linear model, momdcc adj.cpp im-
plements moments method using third-order adjoints. The file functions.c contains a list of some func-
tions which can be used for the uncertainty quantification. Running make should build the executables
dccmom adj and dccmom tl. By default the function used in Example 10 is reviewed. New functions can
be added to the file functions.c. Afterwards new third-order models have to be constructed using dcc. For
this copy functions.c into your dcc folder. Then the following commands have to be performed.
• .\dcc functions.c -t -d 1
• .\dcc t1 functions.c -t -d 2
• .\dcc t2 t1 functions.c -t -d 3
• .\dcc functions.c -a -d 1
• cp a1 f.c a1 functions tmp.c
• gcc -E -I. -P -C a1 functions tmp.c> a1 functions.c
• rm a1 functions tmp.c
• .\dcc a1 functions.c -t -d 2
• .\dcc t2 a1 functions.c -t -d 3
If successful the files functions.c, t3 t2 t1 functions.c and t3 t2 a1 functions.c
should be recopied to the MomMeth DCC folder. In line 17 of momdcc tl.cpp and
momdcc adj.cpp the dimensions of the new example should be adjusted. In lines 24-27 the input
expectation, variance skewness and kurtosis can be adjusted. In the end the name of the new function
should be adjusted in both files ( momdcc tl.cpp: lines 89, 107, 130, 138 momdcc tl.cpp: lines
90, 116). Then runningmake creates the executables for the new function.
MomMeth ADOLC provides the same functionality as the previously described dcc version. In sim-
ple function the file functions.cpp contains a collection of easy functions similar to the ones in
the dcc version. In the main function in momadolc.cpp the used function can be specified in line 14.
(Function 2 corresponds to example 10) The dimensions of the input and output of the used function
should be adjusted in line 15. In lines 24-27 the characteristic values of the input distribution can be
defined. Bymake the executable adolcmom should be generated.
The files Thesis example 9 (11) and Thesis example 10 (12)contain implementation of the corre-
sponding examples in this thesis.
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B.1.2 Differentiation of Optimization Algorithms
.Differentiation of Optimization Algorithms/
Multidimensional Regression by steepest descent/
DiagonalofHessian/
DirectApproach/
FullHessian/
The folder Differentiation of Differentiation Algorithms/Multidimensional Regression by steep-
est descent contains implementations regarding the material presented in Section 3.2.2 and 3.2.3. The
content decribed in Section 3.2.2 can be found in DiagonalofHessian and FullHessian. They are nearly
identical. FullHessian additionally computes Full hessian tensor which is not really needed here. As ex-
ample functions both folder contain the functions described in Examples 13 and 14. Running make
should create an executable secord sd 2nd.
To switch between the two examples the includes in lines 6 and 7, the dimension definitions in lines 18
and 19, the read data file (line 25) and the starting values (from line 35) have to be adjusted. The number
of steepest descent steps and their length are defined in lines 42 and 43. In lines 50 and 51 the input
distribution can be specified.
New functions to be investigated can also be added following this structure.
DirectApproach contains the alternative approach as discussed in Section 3.2.3 for Example 14.
B.1.3 BaB GlobalOptimization
.BaB GlobalOptimization
BaB alibMC
Example BoxBetts
Standard
Example heat1d
Standard
Example heat2d
Example Himmelblau
Standard
Example kinetics
Standard
WithLocalSearch
Example Rosenbrock
Standard
WithLocalSearch
Example SixHumpCamel
Standard
Example Thesis20 experimental
Standard
Example Thesis Appendix A 1
Standard
WithLocalSearch
BaB modMC
Rosenbrock
Thesis example 16 BaB
BaB GlobalOptimization comprehends several examples for the B&B method introduced in Section
4.4. There are examples using alibMC for the computation of subgradients as well as examples using
modMC. Some have the option of using a local search method for the upper bound as discussed in
136 APPENDIX B. SOFTWARE
Section 4.4.1. In all folders make should create the exe-files bab forward (subgradients by tangent-
linear mode) and bab reverse (subgradients by adjoint mode). For the alibMC examples one thing has
to be considered. The (input) dimension defined in the file driver.cc in line 17 must be adjusted
in alibMC development/src/libMC/mccormick.cc in line 6. If you receive a segmentation
fault in adjoint mode the tape size is too small. It should be adjusted in line 10.
B.1.4 Global Robust Optimization
.GlobalRobustOptimization/
MomMeth double/
Examples/
Simple Example/
BoxBetts/
Himmelblau/
Rosenbrock/
Simple Example/
SixHumpCamel/
Thesis example 16 bab/
Thesis example 20/
MomMeth mc/
Examples/
Simple Example/
BoxBetts/
Himmelblau/
Rosenbrock/
Simple Example/
SixHumpCamel/
Thesis example 16 bab/
Thesis example 20/
The folder GlobalRobustOptimization contains the main results of this thesis presented in Chapter 5.
Running make in the main folder should compile the chosen example (default is Example 22). Three
examples can be found in the folders MomMeth double/Examples and MomMeth double/Examples.
To change the example function the following things have to be considered.
The link to the right function files of the example has to be set in the first two lines of four files
Mom f d.c, Mom f d adj.c (under MomMeth double), Mom f mc.c and Mom f mc adj.c (under
MomMeth mc). Furthermore the correct input dimension n has to be defined in line 7 in all of these
files. The dcc differentiation mode is set by deciding between, Mom f d.c and Mom f mc.c (tangent-
linear) or Mom f d adj.c and Mom f mc adj.c in the first two lines of the files Objective d.c
and Objective mc.c. Because of the structure of the functions to be optimized (output dimension
always 1) it makes sense to use the adjoint versions as default.
In driver.cc the lower and upper bound of the optimization interval can bet in set in lines 147 and
148. A first guess for the optimum has to be set in line 149. Furthermore the input dimension has to be
adjusted in line 22.
Finally the correct input dimension has to be set in line 6 of alibMC development/src/libMC/
mccormick.cc of the alibMC library.
The whole software was tested on the following system:
• operating system: Debian: Release 7.4 (wheezy) 64-bit
• CPU: Intel Core 2 Duo CPU T7250 @ 2.00GHz× 2
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• RAM: 3.8 GiB
• gcc: version 4.7.2
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B.2 Developer Documentation
A directory tree of the attached source code CD including the most important files is given next.
.beckers PhD software/
alibMC development/
docs/
examples/
inlude/
lib/
src/
libMC/
mccormick.cc/
mccormick.h/
BaB GlobalOptimization/
BaB alibMC (see Section B.1.3)/
BaB modMC (see Section B.1.3)/
Branch and Bound Development/
src/
bab.cc/
bab.h/
Differentiation of Optimization Algorithms (see Section B.1.2)/
GlobalRobustOptimization/
driver.cc/
Makefile/
MomMeth double/
Mom f d adj.c/
Mom f d.c/
Objective d.c/
Examples/
MomMeth mc/
Mom f mc adj.c/
Mom f mc.c/
Objective mc.c/
Examples/
modMC Development/
Subgradients modMC/
Tests/
src/
modmc.F90/
Moments Method/
MomMeth ADOLC (see Section B.1.1)/
MomMeth DCC (see Section B.1.1)/
In the following we will have a closer look at the implementation of the global robust optimization as
described in Chapter 5. An overview can be found in Figure B.1. The head folder GlobalRobustOpti-
mization is responsible for the computation of the ”robust functional” which is minimized by the B&B
method.
The function which is intendent to be minimized in a robust sense is implemented into a file named
f d.c and stored to a new folder under GlobalRobustOptimization/MomMeth double/Examples.
Second order tangent-linear (t2 t1 f d.c) and adjoint (t2 a1 f d.c) should be created using dcc by
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• ./dcc f d.c -t -d 1
• ./dcc t1 f d.c -t -d 2
• ./dcc f d.c -a -d 1
• cp a1 f d.c a1 f d tmp.c
• gcc -E -I. -P -C a1 f d tmp.c > a1 f d.c
• rm a1 f d tmp.c
• ./dcc a1 f d.c -t -d 2
All of these files (f d.c, t2 t1 f d.c, t2 a1 f d.c) should also be copied to a new Example folder
under GlobalRobustOptimization/MomMeth mc/Examples. The ending d of these files should then
be replaced by mc. Afterwards in these files all occurences of the string double should be replaced by
McCormick to use the the overloaded McCormick data type by the alibMC library.
The link to the right function files of the example has to be set in the first two lines of four files
Mom f d.c, Mom f d adj.c (under MomMeth double), Mom f mc.c and Mom f mc adj.c (under
MomMeth mc). Furthermore the correct input dimension n has to be defined in line 7 in all of these
files. The dcc differentiation mode is set by deciding between, Mom f d.c and Mom f mc.c (tangent-
linear) or Mom f d adj.c and Mom f mc adj.c in the first two lines of the files Objective d.c
and Objective mc.c. Because of the structure of the functions to be optimized (output dimension
always 1) it makes sense to use the adjoint versions as default.
In driver.cc the lower and upper bound of the optimization interval can bet in set in lines 147 and
148. A first guess for the optimum has to be set in line 149. Furthermore the input dimension has to be
adjusted in line 22.
Finally the correct input dimension has to be set in line 6 of alibMC development/src/libMC/
mccormick.cc of the alibMC library. Now running make in the main folder should create the exe-
cutables robust bab forward (tangent-linear subgradients) and robust bab reverse (adjoint subgradients).
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driver.cc
int main();
int bab pUBP();
int bab pLBP();
Branch and Bound algorithm
bab.h
bab.cc
double branch and bound::solve();
alibMC
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mccormick.h
void mccormick tape interpret ();
void McCormick::Init McCormick();
overloaded operators;
MomMeth double
Objective d.c;
double F d();
MomMeth mc
Objective mc.c;
double F mc();
Functions double
Mom f d.c
Mom f d adj.c
void Mom f();
Functions mc
Mom f mc.c
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void Mom f();
Examples double
f d.c
t2 a1 f d.c
t2 t1 f d.c
Examples mc
f mc.c
t2 a1 f mc.c
t2 t1 f mc.c
Figure B.1: Overview of the dependencies and important functions of the global robust optimization
Bibliography
[AM00] G. Alefeld and G. Mayer. Interval Analysis: Theory and Applications. Journal of Computa-
tional and Applied Mathematics, 121:421–464, 2000.
[Bau74] F. Bauer. Computational Graphs and Rounding Error. SIAM Journal on Numerical Analysis,
11(1):87–96, 1974.
[Bau92] H. Bauer. Maß- und Integrationstheorie. De Gruyter Lehrbuch. W. de Gruyter, 1992.
[BBCG96] M. Berz, C. Bischof, G. Corliss, and A. Griewank, editors. Computational Differentiation:
Techniques, Applications and Tools, Philadelphia, PA, 1996. SIAM.
[BBDM88] M. Bartholomew-Biggs, L. Dixon, and Z. Maany. Three Papers on Automatic Differen-
tiation Presented at the IFAC Symposium on “Dynamic Modelling & Control of National
Economies,” July 1989, Edinburgh, Scotland. Technical Report No. 223, The Numerical
Optimisation Center, Hatfield Polytechnic, Hatfield, U.K., 1988. Contains Automatic Differ-
entiation of Large Sparse Systems, Automatic Differentiation and Constrained Optimization,
and Parallel Automatic Differentiation in Ada Applied to the Navier Stokes Equations.
[BBH+08] C. Bischof, H. Bu¨cker, P. Hovland, U. Naumann, and J. Utke, editors. Advances in Automatic
Differentiation, volume 64 of Lecture Notes in Computational Science and Engineering.
Springer, Berlin, 2008.
[BCC+91] C. Bischof, A. Carle, G. Corliss, A. Griewank, and P. Hovland. ADIFOR: Fortran Source
Translation for Efficient Derivatives. PreprintMCS–P278–1291,Mathematics and Computer
Science Division, Argonne National Laboratory, Argonne, Ill., December 1991. ADIFOR
Working Note # 4.
[BKSF59] M. Beda, L. Korolev, N. Sukkikh, and T. Frolova. Programs for automatic differentiation
for the machine BESM. Technical Report, Institute for Precise Mechanics and Computation
Techniques, Academy of Science, Moscow, USSR, 1959. (In Russian).
[BMN12] M. Beckers, V. Mosenkis, and U. Naumann. Adjoint Mode Computation of Subgradients for
McCormick Relaxations. In [FHP+12], 2012.
[BN10] M. Beckers and U. Naumann. Propagation of Uncertainties Using the Method of Moments.
In Proceedings of The Tenth International Conference on Computational Structures Technol-
ogy. Civil-Comp Press, 2010.
[BN11] M. Beckers and U. Naumann. Uncertainty Quantification for First-Order Nonlinear Opti-
mization Algorithms. In CFD & Optimization. ECCOMAS Thematic Conference, 2011.
[BS07] H. Beyer and B. Sendhoff. Robust Optimization: A Comprehensive Survey. Computer
Methods in Applied Mechanics and Engineering, 196(33-34):3190 – 3218, 2007.
141
142 BIBLIOGRAPHY
[Car86] B. Carlile. Solution of Nonlinear Systems of Equations on the FPS 64-bit Family of Scientific
Computers Using Automatic Differentiation. In Proceedings of the 1986 Array Conference
(Portland, Oregon), pages 142–169, 1986.
[CC05] B. Christianson and M. Cox. Automatic Propagation of Uncertainties. In H. Bu¨cker,
G. Corliss, P. Hovland, U. Naumann, and B. Norris, editors, Automatic Differentiation: Ap-
plications, Theory, and Implementations, volume 50 of Lecture Notes in Computational Sci-
ence and Engineering, pages 47–58. Springer, New York, NY, 2005.
[CHL11] J. Chen, P. Hovland, and R. Luce. Optimal Derivative Accumulation Using Integer Program-
ming. In Proceedings of the Fifth SIAM Workshop on Combinatorial Scientific Computing,
number AIB-2011-09 in Aachener Informatikberichte, pages 69–72. RWTH Aachen, 2011.
[Cla90] F. Clarke. Optimization and Nonsmooth Analysis. Society for Industrial and Applied Math-
ematics, Philadephia, PA, 1990.
[CMB+11] C. Corbett, M. Maier, M. Beckers, U. Naumann, A. Ghobeity, and A. Mitsos. Compiler-
Generated Subgradient Code for McCormick Relaxations. Technical Report AIB-2011-25,
RWTH Aachen, November 2011.
[CNM11] C. Corbett, U. Naumann, and A. Mitsos. Demonstration of a Branch-and-Bound Algorithm
for Global Optimization using McCormick Relaxations. Technical Report AIB-2011-24,
RWTH Aachen, November 2011.
[CR84] G. Corliss and L. Rall. Automatic Generation of Taylor series in Pascal-SC: Basic Opera-
tions and Applications to Differential Equations. In Trans. of the First Army Conference on
Applied Mathematics and Computing (Washington, D.C., 1983), pages 177–209. ARO Rep.
84-1, U. S. Army Res. Office, Research Triangle Park, N.C., 1984.
[DR08] W. Dahmen and A. Reusken. Numerik fu¨r Ingenieure und Naturwissenschaftler. Springer-
Lehrbuch. Springer, 2008.
[FHP+12] S. Forth, P. Hovland, E. Phipps, J. Utke, and A. Walther, editors. Recent Advances in Algo-
rithmic Differentiation, Lecture Notes in Computational Science and Engineering (LNCSE).
Springer, 2012.
[GC91] A. Griewank and G. Corliss, editors. Automatic Differentiation of Algorithms: Theory, Im-
plementation, and Application. SIAM, Philadelphia, PA, 1991.
[GG06] D. Ghate and M. Giles. Inexpensive Monte Carlo Uncertainty Analysis, pages 203–210. Tata
McGraw-Hill, New Delhi, 2006.
[GJM+99] A. Griewank, D. Juedes, H. Mitev, J. Utke, O. Vogel, and A. Walther. ADOL-C: A Package
for the Automatic Differentiation of AlgorithmsWritten in C/C++. Technical report, Institute
of Scientific Computing, Technical University Dresden, 1999. Updated version of the paper
published in ACM Trans. Math. Software 22, 1996, 131–167.
[GM79] P. Gill and W. Murray. Conjugate-gradient methods for large-scale nonlinear optimization
Technical Report. Technical Report SOL 79-15, Stanford University, Department of Opera-
tions Research, 1979.
[GPW08] A. Gebremedhin, A. Pothen, and A. Walther. Exploiting Sparsity in Jacobian Computa-
tion via Coloring and Automatic Differentiation: A Case Study in a Simulated Moving Bed
Process. In Bischof et al. [BBH+08], pages 327–338.
BIBLIOGRAPHY 143
[Gri92] A. Griewank. Achieving Logarithmic Growth of Temporal and Spatial Complexity in Re-
verse Automatic Differentiation. Optimization Methods and Software, 1:35–54, 1992.
[Gri00] A. Griewank. Evaluating Derivatives: Principles and Techniques of Algorithmic Differenti-
ation. Number 19 in Frontiers in Appl. Math. SIAM, Philadelphia, PA, 2000.
[GS12] G. Gundersen and T. Steihaug. Sparsity in Higher Order Methods for Unconstrained Opti-
mization. Optimization Methods and Software, 27(2):275–294, 2012.
[GUM08] GUM. Evaluation of Measurement Data: Guide to the Expression of Uncertainty in Mea-
surement. JCGM, First edition, 2008.
[GW08] A. Griewank and A.Walther. EvaluatingDerivatives: Principles and Techniques of Algorith-
mic Differentiation. Number 105 in Other Titles in Applied Mathematics. SIAM, Philadel-
phia, PA, 2nd edition, 2008.
[H. 03] H. Schmidt. Warum GUM? - Kritische Anmerkungen zur Normdefinition der ’Messun-
sicherheit’ und zu verzerrten ’Elementarfehlermodellen’. ZfV, 128(5):303 – 312, 2003.
[HT96] R. Horst and H. Tuy. Global Optimization: Deterministic Approaches. Springer, Berlin,
Third edition, 1996.
[Irl05] A. Irle. Wahrscheinlichkeitstheorie und Statistik: Grundlagen- Resultate- Anwendungen.
Teubner Studienbu¨cher. Teubner, 2005.
[KA02] R. Kearfott and A. Arazyan. Taylor series models in deterministic globel optimization. In
G. Corliss, C. Faure, A. Griewank, L. Hascoe¨t, and U. Naumann, editors, Automatic Dif-
ferentiation of Algorithms: From Simulation to Optimization, chapter 44, pages 365–372.
Springer, 2002.
[KB12] K. Khan and P. Barton. Evaluating an Element of the Clarke Generalized Jacobian of a
Piecewise Differentiable Function. In [FHP+12], 2012.
[Kel03] C. Kelley. Solving Nonlinear Equations with Newtons Method. SIAM, Philadelphia, PA,
2003.
[Kri02] A. Krieg. Analysis 2. Skript zur Vorlesung, RWTH Aachen, Lehrstuhl A fu¨r Mathematik,
2002.
[LP06] K. Lee and G. Park. A Global Robust Optimization Using Kriging Based Approximation
Model. JSME International Journal Series C Mechanical Systems, Machine Elements and
Manufacturing, 49(3):779–788, 2006.
[Maıˆ10] O. Le Maıˆtre. Spectral Methods of Uncertainty Quantification: With Applications to Compu-
tational Fluid Dynamics. Scientific Computing. Springer, Dordrecht, Heidelberg, London,
New York, 2nd edition, 2010.
[MCB09] A. Mitsos, B. Chachuat, and P. Barton. McCormick-Based Relaxations of Algorithms. SIAM
Journal on Optimization, 20(2):573–601, 2009.
[McC76] G. McCormick. Computability of Global Solutions to Factorable Nonconvex Programs: Part
1- Convex Underestimating Problems. Mathematical Programming, 10:147–175, 1976.
[Men10] M. Menshikova. Uncertainty Estimation Using the Moments Method Facilitated by Auto-
matic Differentiation in Matlab. PhD thesis, Defence College of Management and Technol-
ogy, Cranfield, United Kingdom, january 2010.
144 BIBLIOGRAPHY
[MN12] V. Mosenkis and U. Naumann. On Optimality Preserving Eliminations for the Minimum
Edge Count and Optimal Jacobian Accumulation Problems in Linearized DAGs. Optimiza-
tion Methods and Software, 27(2):337–358, 2012.
[Nau12] U. Naumann. The Art of Differentiating Computer Programs: An Introduction to Algorithmic
Differentiation. Number 24 in Software, Environments, and Tools. SIAM, Philadelphia, PA,
2012.
[Neu01] A. Neumaier. Introduction to Numerical Analysis. Cambridge Univ. Press, 2001.
[Obe04] W. Oberkampf. Challenge Problems: Uncertainty in System Response Given Uncertain
Parameters. Reliability Engineering System Safety, 85(1-3):11–19, 2004.
[Obl85] E. Oblow. GRESS: Gradient-Enhanced Software System. Version D User’s Guide. Tech.
Report, Oak Ridge National Laboratory, Oak Ridge, Tennessee, 1985.
[PFG08] M. Padulo, S. Forth, and M. Guenov. Robust Aircraft Conceptual Design Using Automatic
Differentiation in Matlab. In Bischof et al. [BBH+08], pages 271–280.
[Pha89] M. Phadke. Quality Engineering Using Robust Design. P T R Prentice-Hall, 1989.
[Pow64] M. Powell. An efficient Method for Finding the Minimum of a Function of Several Variables
without Calculating Derivatives. Computer Journal, 7(2):155–162, 1964.
[PRB05] M. Petera, A. Rasch, and H. Bu¨cker. Exploiting Jacobian Sparsity in a Large-scale Distilla-
tion Column. In D. van Campen, M. Lazurko, and W. van den Oever, editors, Proceedings
of the Fifth EUROMECH Nonlinear Dynamics Conference, ENOC 2005, Eindhoven, NL,
August 7–12, 2005, pages 825–827, Eindhoven, NL, 2005. Eindhoven University of Tech-
nology.
[PRE02] P. Pardalos, M. Romeijn, and H. Edwin (Eds.). Handbook of Global Optimization Volume 2.
Springer, 2002.
[PTVF92] W. Press, S. Teukolsky, W. Vetterling, and B. Flannery. Numerical Recipes in C (2nd ed.):
The Art of Scientific Computing. Cambridge University Press, New York, NY, USA, 1992.
[Ros60] H. Rosenbrock. An Automatic Method for Finding the Greatest or Least Value of a Function.
The Computer Journal, 3(3):175–184, 1960.
[Sch12] A. Schwarz. Local Search in Global Optimization byMcCormick Relaxations, August 2012.
Bachelor’s Thesis, RWTH Aachen University, Germany, 2012.
[SGU96] D. Shiriaev, A. Griewank, and J. Utke. A User Guide to ADOL-F: Automatic Differentiation
of Fortran Codes. Tech. Report IOKOMO–04–1995, TU Dresden, Dept. of Mathematics,
1996.
[Sin04] A. Singer. Global Dynamic Optimization. PhD thesis, Massachusetts Institute of Technology
http://yoric.mit.edu/download/Reports/SingerThesis.pdf, 2004.
[SNHU10] M. Schanen, U. Naumann, L. Hascoe¨t, and J. Utke. Interpretative Adjoints for Numerical
Simulation Codes Using MPI. Procedia Computer Science, 1(1):1825–1833, 2010.
[STBG06] A. Singer, J. Taylor, P. Barton, and W. Green. Global Dynamic Optimization for Parameter
Estimation in Chemical Kinetics. Journal of Physical Chemistry A, 110(3):971–976, 2006.
BIBLIOGRAPHY 145
[TEC+04] J. Taylor, G. Ehlker, H. Carstensen, L. Ruslen, R. Field, and W. Green. Direct Measure-
ment of the Fast, Reversible Addition of Oxygen to Cyclohexadienyl Radicals In Nonpolar
Solvents. Journal of Physical Chemistry A, 108(35):7193–7203, 2004.
[TS02] M. Tawarmalani and N. Sahinidis. Convexification and Global Optimization in Continuous
and Mixed-Integer Nonlinear Programming. Nonconvex Optimization and its Applications.
Kluwer Academic Publishers, Boston, 2002.
[Var11] E. Varnik. Exploitation of Structural Sparsity in Algorithmic Differentiation. PhD the-
sis, RWTH Aachen University, Aachen, Germany, november 2011. Published under:
http://www.bth.rwth-aachen.de/.
[WG12] A. Walther and A. Griewank. Getting started with adol-c. In U. Naumann and O. Schenk,
editors, Combinatorial Scientific Computing, chapter 7, pages 181–202. Chapman-Hall CRC
Computational Science, 2012.
[WM97] D. Wolpert andW. Mcready. No Free Lunch Theorems for Optimization. IEEE Transactions
on Evolutionary Computation, 1(1):67–82, 1997.
[Zak11] P. Zakalek. Clusteranalyse vonWaferdefekten, may 2011. Bachelor’s Thesis, RWTHAachen
University, Germany, 2011.
