Abstract-The Artificial Bee Colony (ABC) algorithm, proposed by Karaboga in 2005 for real-parameter optimization, is a recently introduced optimization algorithm which simulates the foraging behaviour of a bee colony. The proposed variant employs colony size (population size) reduction mechanism during the evolutionary process. Then modification is done to enhance the perturbation scheme. Further, in order to improve the population diversity and avoid the premature convergence, rank selection strategy is applied and analyzed through simulation. The results show that the modified algorithm outperforms the basic ABC algorithm.
INTRODUCTION
Bonabeau defined swarm intelligence as ''any attempt to design algorithms or distributed problem solving devices inspired by the collective behaviour of the social insect colonies and other animal societies" [1] . Swarm intelligence has some advantages such as scalability, fault tolerance, adaptation, speed, modularity, autonomy, and inherent parallelism [2] .
The key components of swarm intelligence are selforganization and division of labor. Forage selection depends on recruitment for and abandonment of food sources. Swarm intelligence has been popularly used for solving the optimization problems; common algorithms being Particle Swarm optimization (PSO), Ant Colony Optimization (ACO) and Artificial Bee Colony (ABC) algorithm. Out of these, ABC is the most recently proposed algorithm based on the systematic foraging behavior of honey bees
The ABC algorithm was first applied to numerical optimization [3] . Performance of the ABC algorithm was compared to Genetic Algorithm (GA), Particle Swarm Inspired Evolutionary Algorithm (PS-EA) [4] [5] ; and to Differential Evolution (DE), PSO and Evolutionary Algorithm (EA) on a limited number of basic test problems [6] [7] . The effect of region scaling on algorithms including ABC, DE and PSO algorithms was studied in [8] . It was observed that ABC is as competitive as and sometimes even better than its counterpart algorithms.
However, it was also observed that despite having some positive features, the performance of ABC is not always up to the mark. Like other population based stochastic algorithms, it has some structural drawbacks which effects the convergence rate and sometimes also the quality of solution. These drawbacks become more prominent in case multimodal problems having several optima.
In this work, some modifications to the standard ABC algorithm are proposed to further improve its performance. These modifications are based on reducing the colony size; maintaining the perturbation scheme; and using a rank selection strategy for maintaining diversity.
The rest of the paper is organized as follows. In Section 2, the ABC Algorithm is described. The modifications to the basic ABC algorithm are introduced in Section 3. In Section 4, parameter settings & test bed are given and the simulations results are discussed in Section 5. Finally, the paper concludes with Section 6.
II. ARTIFICIAL BEE COLONY
The Artificial Bee Colony (ABC) algorithm, proposed by Karaboga in 2005 for real-parameter optimization, is a recently introduced optimization algorithm which simulates the foraging behaviour of a bee colony [3] .
ABC algorithm simulates consists of three kinds of bees: employed bees, onlooker bees and scout bees. Half of the colony consists of employed bees, and the other half includes onlooker bees. Employed bees are responsible for exploiting the nectar sources explored before and giving information to the waiting bees (onlooker bees) in the hive about the quality of the food source sites which they are exploiting. Onlooker bees wait in the hive and decide on a food source to exploit based on the information shared by the employed bees. Scouts either randomly search the environment in order to find a new food source depending on an internal motivation or based on possible external clues [9] .
This emergent intelligent behaviour in foraging bees can be summarized as follows [12 In the ABC algorithm proposed by Karaboga, the position of a food source represents a possible solution of the optimization problem, and the nectar amount of a food source corresponds to the fitness of the associated solution. Each food source is exploited by only one employed bee. In other words, the number of employed bees is equal to the number of food sources existing around the hive (number of solutions in the population). The employed bee whose food source has been abandoned becomes a scout. Using the analogy between emergent intelligence in foraging of bees and the ABC algorithm, the units of the basic ABC algorithm can be explained as follows:
Producing initial food source sites
If the search space is considered to be the environment of the hive that contains the food source sites, the algorithm starts with randomly producing food source sites that correspond to the solutions in the search space. Initial food sources are produced randomly within the range of the boundaries of the parameters.
where i = 1. . .SN, j = 1. . .D. SN is the number of food sources and D is the number of optimization parameters. In addition, counters which store the numbers of trials of solutions are reset to 0 in this phase. After initialization, the population of the food sources (solutions) is subjected to repeat cycles of the search processes of the employed bees, the onlooker bees and the scout bees. Termination criteria for the ABC algorithm might be reaching a maximum cycle number (MCN) or meeting an error tolerance (ε).
Sending employed bees to the food source sites
As mentioned earlier, each employed bee is associated with only one food source site. Hence, the number of food source sites is equal to the number of employed bees. An employed bee produces a modification on the position of the food source (solution) in her memory depending on local information (visual information) and finds a neighboring food source, and then evaluates its quality. In ABC, finding a neighboring food source is defined by (2):
Within the neighborhood of every food source site represented by x i , a food source v i is determined by changing one parameter of x i . In Eq. (2), j is a random integer in the range [1, D] and k ∈ {1, 2 . . . SN} is a randomly chosen index that has to be different from i. r ij is a uniformly distributed real random number in the range [-1, 1].
After producing v i within the boundaries, a fitness value for a minimization problem can be assigned to the solution v i by (3) .
where f i is the cost value of the solution v i . For maximization problems, the cost function can be directly used as a fitness function. A greedy selection is applied between x i and v i ; then the better one is selected depending on fitness values representing the nectar amount of the food sources at x i and v i . If the source at v i is superior to that of x i in terms of profitability, the employed bee memorizes the new position and forgets the old one. Otherwise the previous position is kept in memory. If x i cannot be improved, its counter holding the number of trials is incremented by 1, otherwise, the counter is reset to 0.
Calculating probability values involved in probabilistic selection
After all employed bees complete their searches, they share their information related to the nectar amounts and the positions of their sources with the onlooker bees on the dance area. This is the multiple interaction features of the artificial bees of ABC. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source site with a probability related to its nectar amount. This probabilistic selection depends on the fitness values of the solutions in the population. A fitness-based selection scheme might be a roulette wheel, ranking based, stochastic universal sampling, tournament selection or another selection scheme. In basic ABC, roulette wheel selection scheme in which each slice is proportional in size to the fitness value is employed (4):
In this probabilistic selection scheme, as the nectar amount of food sources (the fitness of solutions) increases, the number of onlookers visiting them increases, too.
Food source site selection by onlookers based on the information provided by employed bees
In the ABC algorithm, a random real number within the range [0, 1] is generated for each source. If the probability value (P i in Eq. (4)) associated with that source is greater than this random number then the onlooker bee produces a modification on the position of this food source site by using Eq. (2) as in the case of the employed bee. After the source is evaluated, greedy selection is applied and the onlooker bee either memorizes the new position by forgetting the old one or keeps the old one. If solution x i cannot be improved, its counter holding trials is incremented by 1; otherwise, the counter is reset to 0. This process is repeated until all onlookers are distributed onto food source sites. 
Abandonment criteria: Limit and scout production
In a cycle, after all the employed and onlooker bees complete their searches, the algorithm checks to see if there is any exhausted source to be abandoned. In order to decide if a source is to be abandoned, the counters which have been updated during search are used. If the value of the counter is greater than the control parameter of the ABC algorithm, known as the ''limit", then the source associated with this counter is assumed to be exhausted and is abandoned. The food source abandoned by its bee is replaced with a new food source discovered by the scout. This is simulated by producing a site position randomly and replacing it with the abandoned one. Assume that the abandoned source is x i , then the scout randomly discovers a new food source to be replaced with x i . This operation can be defined as in (1) . In basic ABC, it is assumed that only one source can be exhausted in each cycle, and only one employed bee can be a scout. If more than one counter exceeds the ''limit" value, one of the maximum ones might be chosen programmatically. The flowchart of ABC is shown in Figure 1 
III. PROPOSED VARIANT: RABC
In the proposed variant of ABC we have applied three different modifications:
A. Colony Size Reduction
The task of selecting an appropriate population size for solving optimization problems remains still challenging that's also affects the convergence speed as well as the quality of the final solution. The initial colony (population) is selected uniform randomly between the lower j x min and upper j x max bounds defined for each variable x j . Colony size SN seems to be an important ABC's parameter.
The population size reduction is calculated as follows [10] [11] 
Only a small part of the generations are exposed to reduction. Let G R be the generation, whose population is to be reduced. The reduction is performed based on the sequence of comparisons between two individuals. One vector (individual) from the first half 
B. Modifiying the perturbation scheme
The second modification in the ABC algorithm is done in the perturbation scheme (Eq. 2). The concept of controlling the frequency of perturbation was suggested in [12] . In this scheme a control parameter called modification rate (MR) is taken. For each parameter x ij , a uniformly distributed random number, (0≤R ij ≤1), is produced and if the random number is less than MR, then the parameter x ij is modified as in the Eq. 
Where, x best,j is the individual having best fitness; k∈ {1, 2, . . .SN} is randomly chosen index that has to be different from i ; MR is the modification rate, takes value between 0 and 1. A slight difference between our scheme and the one suggested in [12] is that we are also considering the individual having the best fitness. From the above equation we can easily see that a higher value of MR will result in making the selection process greedy in nature while a very small value will make it a bit too random in nature, slowing down the convergence. After doing a series of experiments we observed that the value of MR = 0.4 is reasonably good for the optimization problems considered in this paper.
C. Improvement in the population diversity Selection Strategy
The basic structure of ABC follows a very simple selection strategy; a tournament is held and the individual with better fitness is selected for the next generation. This scheme though simple to apply makes the algorithm greedy in nature. The algorithm may soon lose its diversity, if only the elite individuals are considered for a next generation. In order to overcome these problems a rank selection strategy was suggested in [13] [14] , according to which:
where a(t) is a self-adaptive parameter, N is the maximum iterations. At the early stage of evolution, a(t) should be lower value for keeping population diversity. At the later stage of evolution, a(t) should be higher value for preventing the trend of searching stagnation due to weakened competition in the population.
The Main Steps of Modified ABC Algorithm
Step 1. Initializing each solutions of the population x ij , i=1...
SN, j=1…D. (using size reducing mechanism)
Step 2. Evaluate the population.
Step 3. Employed bees produce new solution v ij according to Eq. (7) in the neighborhood of x ij , and evaluate them.
Step 4. If fitness of v i is better than x i , v i is replaced with x i , otherwise x i is maintained.
Step 5. Calculate the selection probability P i for the solutions x i according to corresponding rank selection strategy (Eq. (8)).
Step 6. Onlookers select food sources depending on P i , and produce new solution v i according to Eq. (7), and evaluate them.
Step 7. Go to step 4.
Step 8. Determining the abandoned solution, if exists, replacing it with a new randomly produced solution x i for the scout according to Eq. (1).
Step 9. Memorizing the best solution achieved so far.
Step 10. If the stopping criterion is satisfied, output the best solution; otherwise, go to step 3.
IV. PARAMETER SETTINGS AND TEST BED
ABC has certain control parameters that have to be set by the user. Following are the parameter settings for ABC and RABC: 
All the algorithms have been executed on dual core processor with 1GB RAM. The programming language used is DEV C++. The random numbers are generated using inbuilt rand () function with same seed for every algorithm.
We have tested the ABC algorithm and RABC in two groups of functions. The first group consists of basic functions, and the second one consists of shifted functions.
a) Basic Functions:
In order to assess the performance of the ABC algorithm, we considered basic functions used in [12, [15] [16] (given in Table 1 ). There are two groups of functions in the Table. The first group consists of unimodal functions: Sphere and Rosenbrock. The second group consists of multimodal functions: Ackley, Griewank, Weierstrass, Rastrigin, Noncontinuous Rastrigin and Schwefel.
b) Shifted Function
In the second part of the experiments, we tested the ABC algorithm and RABC on the real-parameter optimization problems defined in [12, [15] [16] . The benchmark functions are scalable. The dimensions of functions were 50, and 100, respectively, and 25 runs of an algorithm were needed for each function. The optimal solution results, f(x*), were known for all benchmark functions.
V. SIMULATION RESULTS
The obtained results for basic functions and shifted functions [error values f(x)-f(x*)] for dimensions D=50; and D=100 are presented in Table 3 .and 4 respectively. 25 runs were performed for each function. The best obtained results at the end of each optimization process is recorded during each run. The best, mean values and standard deviations are shown in Table 3 and 4. We approximate all values below 1E-14 to 0.0.
Statistical analyses introduced by Demšar [17] , García and Herrera [18] , García et al. [19] , and García et al. [20] were used to analyze the obtained simulation results of used algorithms. Under the null hypothesis, the k algorithms are equivalent. If the null hypothesis is rejected, then at least one of the k algorithms performed significant differently from at least one other algorithm. However, this does not indicate which one. A post-hoc test is required to be done to obtain this information.
Performance comparisons of multiple algorithms can be arranged after ranking the algorithms according to their mean value of each benchmark function. The average ranking of the algorithms to solve basic benchmark and shifted functions are given in Table 7 and 10 respectively. The best average ranking was obtained by the RABC algorithm, which outperformed the ABC algorithm.
The Convergence graphs for the basic Griekwank's and Rastrigin's benchmark functions are given in Fig. 3 .
a) Comparisons with a control algorithm
The Bonferroni-Dunn test [21] is used for the post-hoc test to detect significant difference for the RABC algorithm. The performance of the RABC algorithm is significantly different if the corresponding ranks differ by at least the critical difference CD that is defined as follows:
where Q α is the critical value for a multiple non-parametric comparison with a control [22] . Four algorithms (k = 4) are used in statistical analysis, N = 8 denotes the number of functions. CD represents the threshold for the best performing algorithm, i.e., that with the highest ranking. Those rankings which do not exceed the threshold are associated with an algorithm with worse performance than the best performing algorithm. Table 7 and 10 summarizes the ranking obtained by Friedman's test and the critical difference (CD) of BonferroniDunn's procedure for basic and shifted functions respectively. Computing the p-value on each comparison. Table 5 and 8 shows the result of applying Friedman's tests in order to see whether there are global differences in the results. Given that the p-value of Friedman test is lower than the level of significance considered α = 0.05, there are significant differences among the observed results. We then compared RABC with the ABC pair wise using Wilcoxon test. The corresponding results are given in Table 6 and 9. It displays the statistics, p-value and number of +ve ranks (where control algorithm performed better than comparing algorithm), -ve ranks (where control algorithm performed worse than comparing algorithm) and tie (both algorithms performed equivalently).
Bonferroni-Dunn's graph is depicted in Fig. 2(a-d) for all problems. On each figure a horizontal cut line is drawn for two levels of significance, α = 0.05 and α = 0.10. The application of Bonferroni-Dunn's test informs us that RABC is significantly better than ABC.
VI. CONCLUSION
In the present paper a simple and easy variant of ABC called RABC for solving the numerical optimization problems having bound constraints is proposed. The proposed variant employs colony size (population size) reduction mechanism during the evolutionary process and then modification is done to control the frequency of perturbation. Further, in the variant we have used rank selection strategy to improve the population diversity as well as to control the premature convergence. The experimental results tested on eight benchmark functions and six shifted functions show that RABC algorithm with appropriate parameter outperforms ABC algorithm. 
