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Obtaining a reduced description with particle and momentum flux densities outgoing from the
microscopic equations of motion of the particles requires approximations. The usual method, we
refer to as truncation method, is to zero Fourier modes of the orientation distribution starting from
a given number. Here we propose another method to derive continuum equations for interacting self-
propelled particles. The derivation is based on a Gaussian approximation (GA) of the distribution
of the direction of particles. First, by means of simulation of the microscopic model we justify that
the distribution of individual directions fits well to a wrapped Gaussian distribution. Second, we
numerically integrate the continuum equations derived in the GA in order to compare with results
of simulations. We obtain that the global polarization in the GA exhibits a hysteresis in dependence
on the noise intensity. It shows qualitatively the same behavior as we find in particles simulations.
Moreover, both global polarizations agree perfectly for low noise intensities. The spatio-temporal
structures of the GA are also in agreement with simulations. We conclude that the GA shows
qualitative agreement for a wide range of noise intensities. In particular, for low noise intensities
the agreement with simulations is better as other approximations, making the GA to an acceptable
candidates of describing spatially distributed self-propelled particles.
PACS numbers: 05.40.-a, 05.65.+b, 64.60.Cn, 82.70.-y
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I. INTRODUCTION
Study of active matter as an example of non-
equilibrium statistical physics has been vastly growing
in recent decades [1–10]. There are many examples, such
as birds flocks [11–15], schools of fishes [16–18], herds
of animals [19, 20], bacteria colonies [21–23], clusters of
cells [24], and vibrated granular particles [25, 26]. One
of the fundamental and pioneer works in active matter
is the introduction of a dynamical microscopic model,
known as Vicsek model, to study the emergence of col-
lective behavior [27]. The result of the model is surprising
because it introduces a new class of transitions with con-
tinuous symmetry breaking in two dimensions [28, 29].
Later, many different studies were done to capture other
interesting behavior of active matter [27, 30–42].
Just after the introduction of the Vicsek model, a set
of phenomenological continuum equations[43], known as
Toner-Tu equations, were proposed [44]. The connection
between the Vicsek model and the Toner-Tu continuum
equations was missing until the equations were derived
from a microscopic model of particles with binary colli-
sions using a Boltzmann approach [45–48]. The method
was generalized later by considering multiple collisions
using an Enskog-type kinetic theory [49–52]. Similarly,
instead of formulating the Boltzmann equation for the
probability distribution density equations, one can de-
rive continuum equations using the Fokker-Planck equa-
tion [34, 53, 54]; however, it does not drastically change
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the result [55].
One can also write the general form of transport coeffi-
cients in terms of the trigonometric moments of the prob-
ability distribution, but each moment depends on higher
orders [56–58], and still a closure is required. Truncat-
ing the series of angular Fourier coefficients of particles
distribution is vastly used in active matter to obtain the
continuum equations [34, 59–61]. This method has a rea-
sonable accuracy in determining the phase boundaries.
Nevertheless, the accuracy of this method for low noise
depends on the truncation level. For example, a second
order truncation gives transport coefficients that diverge
for vanishing noise [34, 60, 61]. To achieve better re-
sults one has to raise the cut-off for the truncation which
can be done numerically [54]. Similar to an expansion of
the transport coefficients in terms of trigonometric mo-
ments [56–58], we recently tried to obtain transport co-
efficients in terms of polynomial moments of the distri-
bution, and the closure was done by neglecting higher
moments what appeared to be valid for sharp distribu-
tions [61]. Although one can obtain finite transport co-
efficients for vanishing noise in this limit, the continuum
equations are not able to predict accurately the transition
point of the system.
Here we are going to find continuum equations of a
simple variant of the Vicsek model within a Gaussian ap-
proximation (GA) which is easy to apply and which will
predict the system’s properties for a wide range of noise
intensities. This Gaussian approximation is a systematic
approximation since it guarantees the positivity of the
probability distributions density. Other approaches to
the hierarchy, as for example, putting to zero the values
of higher moments starting from a certain number might
2violate the positivity of the density [62]. From the phys-
ical point of view, we assume independence of the locally
acting noise and neglect temporal as well as spatial cor-
relations of the fluctuations. Also the fluctuations are
generated by a sufficiently large number of independent
microscopic degrees of freedom (Gaussianity). Such ap-
proximation was used to describe systems of stochastic
Kuramoto phase oscillators [63–66], but so far it was not
applied to the aligning self-propelled particles. In dif-
ference to other approximations, we do not truncate in
the GA the series of Fourier modes starting with a given
number. Alternatively, assuming Gaussian distributed
orientations of the velocities at every point, all Fourier
modes are considered. The latter are given by the local
mean and local variance of the orientations.
The structure of this article is the following. We
first introduce the model for which we apply the GA in
Sec.II. Results of microscopic simulations are presented
in Sec.III. Then we formulate a nonlinear Fokker-Planck
equation in Sec.IV. The Fokker-Planck equation is used
to obtain continuum equations in Sec.V. Afterward we
test the GA in different aspects in Sec.VI, and finally
analyze its behavior in Sec.VII.
II. MICROSCOPIC MODEL
In our study we use a time continuous Vicsek model
that has been introduced before [67], and is known as
specific case of more general systems [34, 60, 68]. Such
a model is in a coarse grained level and without hydro-
dynamic interactions [69, 70]. The model is composed of
self-propelled particles moving with constant speed v0 in
two dimensions. The orientation of the velocity vector
is defined by θ being the angle between the vector and
the x-axis. The direction for motion of the particle is
denoted by the unit vector vˆθ. The rotations of particles
depend on the alignment interaction. The dynamics of
the particles are given by
~˙ri = v0vˆθi +
√
2K~ζi(t), (1)
θ˙i = γ
∑
j
F (θj − θi, ~rj − ~ri) +
√
2Drηi(t), (2)
where ~ri is the position of the ith particle, and vˆθi indi-
cates unit vector along swimming direction of the particle
(vˆθ = cos(θi)eˆx + sin(θi)eˆy). The noise terms in Eq. (1),
and (2),
√
2K~ζi(t), and
√
2Drηi(t) represent stochastic
effects of the environment or/and of the propulsive mech-
anism on translational, and rotational movement of parti-
cles, respectively. Where K, and Dr are the translational
and rotational diffusion coefficients. The stochastic func-
tions ~ζi, and ηi(t) are considered to be Gaussian uncor-
related white noises with the properties 〈ζli〉 = 〈ηi〉 = 0,
〈ζli(t)ζl
′
j (t
′)〉 = δi,jδl,l′δ(t− t′), 〈ηi(t)ηj(t′)〉 = δi,jδ(t− t′)
where l, and l′ indices refer to the vector components of
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FIG. 1. (Color online) Global polarization versus noise in-
tensity for heating and cooling the system. (Red) circles con-
nected by dashed lines are the data points of a heated system,
and (blue) squares connected by solid lines corresponds to a
cooled system. The (blue) solid arrow and, (red) dashed ar-
row correspond to the direction of noise change in cooling and
heating the system, respectively. Simulation parameters are
ρ0 = 8, γ =
1
8
, R = 1, v0 = 1, K =
1
8
, Lx = 128, and Ly = 32
the ~ζi. On the right hand side (r.h.s) of Eq. (2), F (θ, ~r) is
the interaction responsible for an alignment of two parti-
cles, and γ > 0 represents the strength of this alignment.
We choose F (θ, ~r) = 1
πR2
sin (θ) if r < R, and F (θ, ~r) = 0
if r > R, where R is the interaction cut-off [34]. The nor-
malization of F , to πR2 is due to the fact that the aver-
age number of particles interacting with a given particle
is proportional to the area of the interaction πR2.
III. SIMULATIONS
One feature of the aligning active particles is the pres-
ence of meta-stability and hysteresis [32, 71–78]. We can
observe this behavior in a system of particles obeying
Eq. (1), and (2). In order to show this, we integrated the
microscopic Eq. (1), and (2) inside a periodic box with a
time step dt = 164
R
v0
. In simulations, and in all numerical
computations, we use units of length and time such that
R = 1, and v0 = 1. The other parameters where adjusted
to γ = 18 , initial density ρ0 = 8, K =
1
8 , and the box di-
mensions Lx = 128, and Ly = 32. Initially the particles
are uniformly placed in the space. In the heating process
particles are initially aligned in x direction, since we are
interested in the stability of homogeneous polar state. In
the cooling process we orient particles isotropically, be-
cause at high noise, the system quickly gets non-polar
and homogeneous. At each noise intensity, we wait 214
time steps for the relaxation of the polarization, and then
219 time steps for sampling. The final configuration in
any noise level is used as initial state for the next noise
3value.
To study the order-disorder phase transition, we define
the global polarization vector of the system as,
~p =
1
N
N∑
i=1
vˆθi , (3)
where N is total number of particles. p, the magnitude
of the global polarization vector, is used as the order
parameter, later on. One can define a similar variable
with respect to a subset of particles which are located in
a small region around a given position in order to obtain
a local polarization. [see Eq. (5)].
Figure 1, shows the hysteresis effect for the cooled and
the heated system. Close to the transition points we
have chosen smaller changes of the noise intensity. The
curve exhibits the same slope which shows the system
had in the simulations the sufficient time to relax. In ad-
dition to the hysteresis effect, discontinuous transitions
are well visible. Both the discontinuous transitions and
the hysteresis effect are the results of spatio-temporal
band structures found in the system [32, 71–78]. Fig-
ure 2 presents the spatio-temporal structures that are
observed in steady state of the system. When we cool the
system, it jumps from a homogeneous non-polar state to
a mixed state with an ordered band which travels in the
background of a gaseous non-polar phase [see Fig. 2(a)].
Cooling the system more, will increase the width of the
polar band, until it covers the whole space at very low
noise level (Dr < 0.1). On the other hand, when we start
from a homogeneous polar state and heat the system, the
homogeneity of the system remains until Dr < 0.2 [see
Fig. 2(b)]. At noise levels 0.2 ≤ Dr ≤ 0.5, multiple bands
are formed [see Fig. 2(c) for two bands]. The multiple
bands are absorbed into a single band from Dr = 0.6
[see Fig. 2(d)]. By increasing the noise further on, the
width of the single band decreases until it disappears and
the system gets non-polar.
IV. KINETIC EQUATION
Let f(θ, ~r, t) be the density of particles at point ~r which
move with the angle θ, and P (θ, ~r, t) be the orientational
probability distribution of particles at that point. We
can simply write the density of particles as
ρ(~r, t) =
∫ 2π
0
f(θ, ~r, t)dθ, (4)
and a relation between f ,P and ρ, that is f(θ, ~r, t) =
ρ(~r, t)P (θ, ~r, t). In our system, the most interesting quan-
tities are the local polarization vector,
~p(~r, t) ≡ 〈vˆθ〉 =
∫ 2π
0
vˆθP (θ, ~r, t)dθ, (5)
and the local momentum flux
~W (~r, t) ≡ ρ〈vˆθ〉 =
∫ 2π
0
vˆθf(θ, ~r, t)dθ. (6)
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FIG. 2. (Color online) Snapshots of the relaxed state of mi-
croscopic simulation at different angular noise intensity Dr,
for (a) cooling, and (b)-(d) heating the system. Particles are
shown as small open circles and their color scale indicates
their moving direction according to the wheel on top right of
each image. (a) Cooling the system from above to Dr = 0.5,
results in a traveling polarized band surrounded by the dis-
ordered state. (b) Starting from a homogeneous polar state
and heating the system, it remains in the homogeneous po-
larized state by setting Dr = 0.1. (c) The system exhibits
a sequence of mixed traveling bands between disordered and
ordered states from Dr = 0.2, when we are in heating simu-
lations. (d) At Dr = 0.82 in the heating process, the number
of ordered bands is reduced to a single traveling one in steady
state. The band in (d) will vanish if one increases the noise to
Dr = 0.83. Simulation parameters are set to ρ0 = 8, γ =
1
8
,
R = 1, v0 = 1, K =
1
8
, Lx = 128, and Ly = 32
We aim to derive the continuum equations for the con-
tinuous quantities ρ(~r, t), ~W (~r, t) and ~p(~r, t). To this end,
with the method presented in reference [79], the Fokker-
Planck equation up to second order of spatial derivatives
can be derived,
∂f(θ, ~r, t)
∂t
+ v0vˆθ · ~∇f = Dr ∂
2f
∂θ2
+K∇2f − ∂
∂θ
I(θ, ~r, t)
(7)
Here the second term on the left hand side (l.h.s) shows
the advection of particles. On the r.h.s, the first and the
second terms come from the rotational and translational
diffusion of particles, respectively. I(θ, ~r, t) on the r.h.s
4of Eq. (7) represents the interaction
I(θ, ~r, t) =
γ
∫ 2π
0
∫
Ω
F (θ′ − θ, ~r′ − ~r)f (2)(θ, ~r, θ′, ~r′, t)dθ′d~r′,
(8)
where f (2)(θ, ~r, θ′, ~r′, t) denotes the two points density
distribution of particles, and the integral over ~r′ is done
on the subspace Ω, a circle with radius R around the
point ~r.
To deal with the interacting term of the Fokker-Planck
equation [Eq. (8)] we neglect correlations of the particles.
In this approximation, we factorize f (2) into the product
of two single particle density functions. Then we take the
integral over Ω approximately by expanding f(θ′, ~r′, t) in
Taylor series around point ~r up to the second order of
the spatial derivatives. The resulting interaction term
becomes
I(θ, ~r, t) ≈ γf(θ, ~r, t)[∫ 2π
0
sin(θ′ − θ)(f(θ′, ~r, t) + R2∇2f(θ′, ~r, t)
8
)
dθ′
]
.
(9)
One can expand f in higher orders of Taylor series, and
gets higher orders of spatial derivatives, or neglect the
spatial derivatives to obtain a mean-field approximation.
Before constructing the continuum equations, we
first find the exact homogeneous mean-field solution of
Eq. (7). In this aim, we neglect spatial fluctuations
by considering homogeneous density of particles fH(θ, t).
Then Eq. (7) becomes,
∂fH(θ, t)
∂t
= Dr
∂2fH(θ, t)
∂θ2
− γ ∂
∂θ
[
fH(θ, t)
∫ 2π
0
sin(θ′ − θ)fH(θ′, t)dθ′
]
.
(10)
Similar to noisy Kuramoto phase oscillators [80, 81],
and self-propelled particles [54, 67], the steady state of
Eq. (10) is given by a von Mises distribution
fH(θ) =
ρ0
2π
eκp cos(θ−θ0)
I0(κp)
, (11)
where p is the magnitude of the global polarization vec-
tor defined in Eq. (3), the arbitrary angle θ0 defines the
orientation of the collective motion, κ = γρ0/Dr, and Iν
indicates modified Bessel function of the first kind. By
calculating 〈eiθ〉, one can obtain a self-consistent equa-
tion for the determination of p,
p =
I1(κp)
I0(κp)
. (12)
p = 0, corresponding to an uniform disordered distribu-
tion, is always a solution to Eq. (12). If κ > 2, then
p = 0 becomes an unstable solution, and a non-trivial
stable solution emerges [80, 81]. Therefore, Dc = γρ0/2
indicates the critical value for noise intensity, where p = 0
if Dr > Dc, and p 6= 0 if Dr < Dc.
V. CONTINUUM EQUATIONS
To build continuum equations from Eq. (9), we write
the orientational density in terms of the Fourier com-
ponents: f(θ, ~r, t) = 12π
∑
k e
ikθ f˜k(~r, t). The f˜k(~r, t) for
k = 0,±1, and ±2 have relation with the local density
ρ(~r, t) = f˜0(~r, t), (13)
the local polarization vector as well as the momentum
flux [see Eq. (6)],
Wx(~r, t) = ρ(~r, t)px(~r, t) =
∫ 2π
0
dθ cos(θ)f(~r, θ, t)
=
1
2
(
f˜−1 + f˜1
)
,
Wy(~r, t) = ρ(~r, t)py(~r, t) =
∫ 2π
0
dθ sin(θ)f(~r, θ, t)
=
1
2i
(
f˜−1 − f˜1
)
,
(14)
and the local nematic tensor order parameter Q
↔
,
ρ(~r, t)Qx,x(~r, t) = −ρ(~r, t)Qy,y(~r, t) =∫ 2π
0
dθ cos(2θ)f(~r, θ, t) =
1
2
(
f˜−2 + f˜2
)
,
ρ(~r, t)Qx,y(~r, t) = ρ(~r, t)Qy,x(~r, t) =∫ 2π
0
dθ sin(2θ)f(~r, θ, t) =
1
2i
(
f˜−2 − f˜2
)
.
(15)
Thanks to the linear independence of the Fourier basis
eikθ, we can split Eq. (7) into an infinite set of separate
recurrence equations for different k = 0,±1,±2, . . . in
the Fourier space
∂f˜k(~r, t)
∂t
+ v0∂x
f˜k−1 + f˜k+1
2
+ v0∂y
f˜k−1 − f˜k+1
2i
=
−Drk2f˜k +K∇2f˜k + γk
2
f˜k−1
(
f˜1 +
R2
8
∇2f˜1
)
− γk
2
f˜k+1
(
f˜−1 +
R2
8
∇2f˜−1
)
.
(16)
The last two terms on the l.h.s describe advection. At
the r.h.s of Eq. (16), the first term represents the relax-
ation of the Fourier modes to the isotropic distribution
due to rotational diffusion, and the second term could be
thought of the spread of the moment due to the particles
diffusion. The third and the fourth terms indicate non-
local short range interaction between particles. f˜1, and
f˜−1 define the local polar order parameter, thus interac-
tion is induced by the coupling of polar order to other
moments e.g. density. The non-local terms proportional
to R2∇2 are originated from a 1st order local approxi-
mation of the non-local forces [see Eq. (9)].
To find a closure to Eq. (16), one may assume that as
k increases, f˜k gets smaller. Then one may truncate the
5equations at a certain k value [45–48]. The truncation
method is discussed in subsection VB. Another closure
could be obtained based on Gaussianity of the orienta-
tion distribution, as we will present it in the following
subsection.
A. Gaussian Approximation
We suppose that probability distribution of particles
P (~r, θ, t) is with respect to the orientations a wrapped
Gaussian distribution,
P g(~r, θ, t) =
1√
2πσ(~r, t)
∞∑
m=−∞
e
− (θ−θ¯(~r,t)−2mπ)
2
2σ(~r,t)2 , (17)
where θ¯(~r, t), and σ(~r, t) are the average, and the vari-
ance of θ at point ~r, and time t, respectively. The dis-
tribution and its derivatives are continuous and periodic
in [−π, π]. One should keep in mind that considering an
average direction in disordered phase does not contradict
with rotational symmetry of the system, since in isotropic
phase, σ →∞ and P g(~r, θ, t) becomes an uniform distri-
bution. The moment generating function of P g(~r, θ, t) is
given by
P˜ gk (~r, t) = 〈e−ikθ〉 = e−
1
2σ(~r,t)
2k2e−iθ¯(~r,t)k. (18)
The f˜gk has the same form,
f˜gk (~r, t) = ρ(~r, t)e
− 12σ(~r,t)
2k2e−iθ¯(~r,t)k. (19)
By the interpretation of f˜0,±1 in Eq. (13), and (14),
f˜g1 (~r, t) = Wx(~r, t)− iWy(~r, t) = ρ(~r, t) exp(−σ(~r, t)2/2−
iθ¯(~r, t)). Decomposing ~W (~r, t) into its magnitude
W (~r, t) and direction Ŵ (~r, t), one finds, W (~r, t) =
ρ(~r, t) exp(−σ2/2), and Ŵx(~r, t) − iŴy(~r, t) = exp(−iθ¯)
where Ŵx(~r, t), and Ŵy(~r, t) are the components of
Ŵ (~r, t) along real, and imaginary axes, respectively. Us-
ing these identities we write f˜gk (~r, t) in terms of W (~r, t),
Wx(~r, t), Wy(~r, t), and ρ(~r, t).
f˜gk (~r, t) = ρ(~r, t)p(~r, t)
k2−k(px(~r, t)− ipy(~r, t))k. (20)
Solving Eq. (16) with the help of this Gaussian approx-
imation [see Eq. (20)] for k = 0,−1 and 1, it gives us the
continuity equation,
∂ρ(~r, t)
∂t
+ v0~∇ · ~W (~r, t)−K∇2ρ = 0, (21)
and the continuum equation of the momentum flux,
∂ ~W (~r, t)
∂t
+ ~∇.↔J ~W (~r, t) =
[
γρ
2
−Dr − γW
4
2ρ3
]
~W
+
γR2
16
[
ρ∇2 ~W − W
2
ρ3
(
2 ~W ( ~W.∇2 ~W )−W 2∇2 ~W
)]
+K∇2 ~W − v0
2
~∇
[
ρ− W
4
ρ3
]
,
(22)
where the tensor of the momentum flux current
↔J ~W (~r, t)
is defined as
↔J ~W = v0W
2
ρ3
~W ~W .
The continuity Eq. (21) is composed of advection of
the particles and their diffusion. One can think of the
diffusion term K∇2 as resistance of the system against
density fluctuations with compressiblity modulus K. On
the l.h.s of the Eq. (22), there is advection of the momen-
tum flux. It is evident that the advection term in Eq. (22)
is not in the usual form, which means that the system is
not invariant under Galilean transformation. The inter-
pretation of the other terms on the r.h.s of the Eq. (22) is
as follows. The first bracket indicates local relaxation of
the momentum flux and it is the necessary non-linearity
for the break of symmetry and originates flocking behav-
ior. All the terms including Laplacian can be considered
as diffusion of the momentum flux in space, it is worth to
mention that the diffusion of fluctuations of the momen-
tum flux is an-isotropic and it depends on the direction
and amount of local momentum flux. The last bracket
accounts for the pressure gradient. One can derive a sim-
pler equation from Eq. (22) close to the disorder-order
transition point [see Appendix A].
The form of Eq. (22) is quite similar to the equations
derived by Bertin et al. [45, 46] and Toner and Tu [44]
but it contains higher order nonlinear terms. That means
instead of W 2, and W 3 terms, here we haveW 4, and W 5
terms. We will discuss later, that the scaling of polariza-
tion with noise in the vicinity of the transition, depends
on the order of these non-linear terms. Like the equa-
tions derived in [45, 46] there is no ~∇~∇. ~W term in our
equation that is allowed by symmetry arguments. Lastly,
we can obtain the continuum equations of a binary col-
lision system from Eq. (22)[45, 46], by sending R → 0.
In this limit, several terms proportional to ∇2 ~W vanish
which had their origin in the non-local character of the
interaction.
B. Truncation Method
At the onset of the transition there exist the scaling
behaviors f˜k ∼ ǫ|k|, ∂t ∼ ǫ, and ~∇ ∼ ǫ [46]. Thus alter-
natively, one can derive another equation for the momen-
tum density by truncating Eq. (16), i.e. f˜k = 0 if |k| ≥ 3,
˙˜
f±2 = 0, and neglecting all higher order terms than ǫ
3.
Truncating Eq. (16) from |k| ≥ 3 is sufficient here; how-
ever for a nematic aligning particles system, one has to
truncate starting from |k| ≥ 5 [47, 55]. Applying this
6closure leads to the continuity Eq. (21) and
∂ ~W (~r, t)
∂t
+
γv0
16Dr
[
5 ~W ~∇ · ~W + 3 ~W · ~∇ ~W
]
=
[
γρ
2
−Dr − γ
2W 2
8Dr
]
~W
+
[
K +
v20
16Dr
+
γρR2
16
]
∇2 ~W − v0
2
~∇
[
ρ− 5γW
2
16Dr
]
.
(23)
The second term on the l.h.s can be thought of the ad-
vection. On the r.h.s, the first bracket stands for local
relaxation of momentum flux, the terms with Laplacian
show the spread of momentum flux due to translational
diffusion, advection, and alignment. The last bracket can
be thought of a pressure gradient. The terms appearing
in Eq. (23) are quite similar to the equations derived by
Bertin et al. [45, 46]. We can also see, Eq. (23) is similar
to Eq. (22), but with different nonlinear terms.
C. Homogeneous Solutions to Continuum Theories
The homogeneous steady solutions of Eq. (22) are ei-
ther a polar state [p = (1 − Dr/Dc) 14 ] or a non-polar
state (p = 0). The stability of these solutions will be
discussed in the Sec. VII. The polarization of polar state
is in the form of p = d
1
4 , where d = 1−Dr/Dc. The ho-
mogeneous polar solution of the Eq. (23) is in the form
of p =
√
2d(Dr/Dc). This polarization in the vicinity
of the transition scales as p ∼ d 12 . The exact mean-
filed solution [Eq. (12)] has a similar behavior. Also,
the same scaling behavior exists in many other active
systems [34, 44–46, 67]. The scaling p ∼ d 12 , is a conse-
quence of the local non-linear terms in the form of W 3.
However in the GA, a non-linear in the form ofW 5 exists
and therefore, the homogeneous polarization scales with
d
1
4 . The same scaling is observed in the order parame-
ter of phase oscillators in a complex network, when one
uses a GA [63–66]. If we use the continuum equations in
small systems, the scaling is visible. But since in ther-
modynamic limit - valid for sufficiently large systems -
the transition is of first order, the scaling behavior of the
homogeneous solution can not be applied.
Figure 3 shows the comparison of the different ho-
mogeneous solutions, including the results of the exact
mean-field [Eq. (12)], the truncation [Eq. (23)], the GA
method [Eq. (22)], and a method with the assumption
that the orientation of the particles has very small devi-
ation from the mean value[82] - The third and higher
moments of the distribution are negligible -, which is
called small deviation [61]. Homogeneous solution of this
method is a slowly declining line with a transition point
at Dr = 2.0. The exact mean-field solution and the GA
have the same behavior and they coincide in very low
noise with the small deviation, but the truncation solu-
tion is approaching zero when Dr → 0. In the vicinity
of the transition, however, the truncation solution has
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FIG. 3. (Color online) Homogeneous polarization of the ex-
act mean-field, the truncation method, the GA, and the small
deviation (Eq. [14] of the Ref. [61]), versus noise. All curves,
except the small deviation, predict a transition at Dr = 0.5.
The exact mean-field, the GA, and the small deviation con-
verge at low noise (Dr < 0.1). The inset shows the polariza-
tion versus d = (Dc −Dr)/Dc. One can see that the trunca-
tion solution is closer to the exact mean-field solution at the
onset of transition, and the GA has polarization greater than
both. Finally, within the small deviation approximation, one
obtains as homogeneous solution, the blue straight line. It
approaches zero at Dr = 2 which is well beyond Dc.
the same scaling as the exact mean-field solution, but
the GA differs [see inset of Fig. 3]. the GA is slower
in loosing the polarization when it is approaching the
transition point. All the homogeneous solutions are pre-
dicting a second-order transition, though the transition
of the system must be first-order [32, 71–73, 75, 76, 78].
This is due to the spatio-temporal structures in the sys-
tem that are absent in homogeneous solutions. To obtain
the spatio-temporal structures one can either solve the
Fokker-Planck Eq. (7) [78, 83], or the continuum equa-
tions [47, 61, 75, 76]. In this article we compare the
solutions to different continuum equations which have
been obtained from the GA and the truncation method
by integrating the partial differential equation in subsec-
tion VI B.
VI. VALIDITY OF GAUSSIAN
APPROXIMATION
A. Distribution of Particles
To confirm the GA we need to show that the distribu-
tion of the individual orientation of the particles is close
to a wrapped Gaussian distribution. Figure 4 shows the
angle distribution P (θ|ps) from particle simulations, that
shows the orientation distribution of particles inside cells
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FIG. 4. (Color online) Probability distribution function of
the orientation of particles for situations with local polariza-
tion equal to (a) 0.05, (b) 0.4, (c) 0.7, and (d) 0.95. The
points are obtained from simulation data with noise intensi-
ties Dr = 0.2, 0.4, and 0.6. To obtain the data points we split
the box into cells and extracted the mean-centered particles
angles of any cell with the corresponding local polarization
in an interval of 0.01. The light green curves are the ex-
pected wrapped Gaussian distribution obtained from the the-
ory, and the dark green curves are the truncated distribution
at k = 3 (P˜k = 0 if k ≥ 3). The truncated distribution for
ps >
√
0.5 ≈ 0.7 is not available. Insets represent the gener-
ating function P˜k of the distributions. Simulation parameters
are ρ0 = 8, γ =
1
8
, R = 1, v0 = 1, K =
1
8
, Lx = 128, and
Ly = 32.
with size 2R× 2R which has local polarization, pw, with
the condition |pw − ps| < 0.01. pw is computed simi-
lar to Eq. (3) for the particles inside the cell. In Fig 4,
P (θ|ps) is compared with the theoretical wrapped Gaus-
sian distribution P g(θ|ps) with the variance given by ps,
σ =
√
−2 ln(ps), and also with the distribution obtained
from the truncation method. Each plot corresponds to
an ensemble of the particles with ps = 0.05, 0.4, 0.7, 0.95.
Next, the distribution of all particles in the ensemble is
plotted. This procedure at each ps is done for systems
with different noise levels (Dr = 0.2, 0.3, and 0.6). It
is evident from the plots that the result of the distribu-
tion does not depend on the noise intensity but only de-
pends on ps. To compare with our theory we plotted the
wrapped Gaussian function corresponding to the selected
polarization ps, also we plotted the truncated distribu-
tion for the same value of the polarization. One can see
that without any free parameter we achieved an aston-
ishing agreement in Fig. 4. Nevertheless, the truncation
distribution fits better for ps = 0.4 [see Fig. 4(b)].
Figure 4 compares P (θ|ps) at different noise levels with
the theoretical wrapped Gaussian distribution P g(θ|ps)
with the variance given by σ =
√
−2 ln(ps), and also with
the distribution obtained from the truncation method.
Each plot corresponds to an ensemble of the particles
with local polarization equal to ps = 0.05, 0.4, 0.7, 0.95.
It is evident from the plots that the result of the distri-
bution does not depend on the noise intensity but only
depends on ps. To compare with our theory we plot-
ted the wrapped Gaussian function corresponding to the
selected polarization ps, also we plotted the truncated
distribution for the same value of polarization.
We also compared the moment generating function of
simulation distribution P˜k, with the corresponding Gaus-
sian moment generating function P˜ gk in the inset of each
plot in Fig. 4. By a closer look, we can see that for
ps = 0.4, the GA predicts P˜
g
2 = 0.0256, that is smaller
than the simulation data point P˜2 = 0.0845, while a trun-
cation at k = 3 predicts a closer value of 0.0877 [see inset
of Fig. 4(b)]. Thus we can conclude that in low ordered
regions, the truncation approach is the better approxi-
mation. In the opposite, the GA for situations with high
order (ps = 0.95) considers the asymptotic behavior of
the tail of P˜k. It is also worth to note that the trun-
cation distribution is available only for ps <
√
1
2 ≈ 0.7.
Therefore, the GA gives a better agreement in case of
low noise.
B. Numerical Solution of the Continuum Equations
We found inhomogeneous numerical solutions for the
continuum equations of both approaches, the GA and
the truncation approach [Eq. (21) to (23)]. To determine
the binodal and spinodal curves of the first order transi-
tion [75], we added a noise to the r.h.s of the Eq. (22),
and (23) in the form of Drρ(1 − W 2)~ξ(~r, t), where ~ξ
is a non-correlated stochastic field with zero mean and
〈ξi(t, ~r)ξj(t′, ~r′)〉 = δijδ(~r− ~r′)δ(t− t′). The noise is pro-
portional to Dr, since it is originated from the stochastic
sources of the microscopic equations.
1. Integration Method
We used pseudo spectral method, semi-implicit time
stepping and anti-aliasing techniques 2/3 rule [84, 85] to
integrate the continuum equations with periodic bound-
ary condition. The implicit stepping parameter, η, is set
to η = 0.5, and time steps are equal to dt = R/32v0.
We set the unit length, and time such that R = 1, and
v0 = 1. The system parameters were adjusted as simula-
tions to ρ0 = 8, γ =
1
8 , R = 1, v0 = 1, K =
1
8 , Lx = 128,
and Ly = 32. The grid dimensions of the integration
were chosen Nx = 128, and Ny = 32.
In the heating process, we started by a homogeneous
polar state with the initial condition ~p(~r, 0) = eˆx. In the
8cooling process, we started by a homogeneous non-polar
state with initial condition ~p(~r, 0) = ~0. We then integrate
both systems at each noise level for a duration between
212 to 215 units of time depending on the relaxation time
of the polarization at that level. For each noise level, the
last 1/16 of the integration is devoted for computing the
polarization average value.
We were faced with a numerical instability during the
cooling at Dr = 0.2. At the onset of the divergence of
the continuum fields, a broad polar band had occupied
half of the system. The rest of the system had a very
low density. Such a configuration with large gradients
of the continuum variables is vulnerable for the accuracy
of the numerical integration. The occurring inaccuracy
during the integration generates negative densities in the
neighborhood of the band which causes the mentioned
divergence of the fields. Like in the microscopic simu-
lations we expect that the polar band width increases
by lowering the noise and the band will occupy homo-
geneously the whole system. But this situation was not
available during the numerical integration of the contin-
uum equations.
To overcome this problem we homogenized the system.
To do this, at Dr = 0.2, we increased the translational
diffusion to K = 5, and integrated for 128 units of time.
In fact, this increase originates a new spatial initial con-
dition. Starting then with this homogeneous field, the
instability disappeared. After integrating 128 units of
time, we put K back to 1/8, and integrated for 216 units
of time in order that the system can relax with the correct
K-value. During the last 211 units of time of the relax-
ation we sampled the system and computed the wanted
value of the global polarization. To justify the proce-
dure, we have proven by long simulations that during
the homogenization and the later relaxation, the value
of the global polarization p has not changed. Definitely,
the temporall increase of K changes the configuration of
the system from a band to a homogeneous state, but the
trend of the computed values of the global polarization
in Fig.5(a) and its noise dependence are not affected.
2. Integration Results
Figure 5 compares the global polarization, defined in
Eq. (3), of the GA, the truncation technique, and the sim-
ulations versus noise intensity in the cooling and heating
procedures. In contrast to the homogeneous solutions,
the transitions are discontinuous in both continuum the-
ories and the hysteresis effect is visible. One can see that
the GA gives a better global polarization in comparison
to the truncation. Nevertheless, the transition point of
the GA during heating is beyond the value obtained by
microscopic simulation, and the truncation method pre-
dicts a closer transition point [see Fig. 1].
In addition to the hysteresis behavior, one has to
check the spatio-temporal structures of the GA contin-
uum equations (see supplementary materials for movies
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FIG. 5. (Color online) Global polarization, versus noise inten-
sity, Dr, of continuum equations, in (a) Cooling the system,
and (b) heating the system. The (blue) squares correspond
to the result of simulation, the (red) circles correspond to the
GA, and the (green) triangles correspond to the truncation
method. The arrow in each plot represents the direction for
change of the noise. The grid dimension for numerical inte-
gration is 128 by 32. Parameters are ρ0 = 8, γ =
1
8
, R = 1,
v0 = 1, K =
1
8
, Lx = 128, and Ly = 32
[86]). Figure 6 shows snapshots of the spatio-temporal
structures of the GA. These snapshots are obtained after
sufficiently waiting for the relaxation of the polarization
at an specific value of Dr. In the integration of the GA,
when we cool the system from above, it jumps from a
homogeneous non-polar state, and stays in a mixed state
with an ordered band which travels in the background
of a disordered phase at Dr = 0.5 (see Fig. 6[a] and
the first movie in the supplementary materials [43]). On
the other hand, when we start from a homogeneous po-
lar state and heat the system, the homogeneity of the
system remains until Dr = 0.26 [see Fig. 6(b)]. Slightly
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FIG. 6. (Color online) Snapshots of the final states of the
integration of the GA continuum equations for (a) cooling,
and (b)-(d) heating processes. The different colors show the
density according to the color bar. Arrows indicate the local
polarization vector. The grid dimensions are Nx = 128, and
Ny = 32. (a) A system after cooling down to Dr = 0.5
exhibits a traveling band. (b) A heated system at Dr = 0.2
stays in homogeneous polar state. (c) Heated up to Dr = 0.3,
the system forms wave trains. (d) After heating the system
up to Dr = 1.31 a single narrow traveling band remains in
the system. This band will vanish if one increases the noise
to Dr = 1.32. System parameters are set to ρ0 = 8, γ =
1
8
,
R = 1, v0 = 1, K =
1
8
, Lx = 128, Ly = 32
above (Dr = 0.27), the homogeneity of the system breaks
down by formation of a wave train. The wave train is
not the steady state of the system and the bands in the
wave train merge together with a very slow coarsening
dynamics [77]. After a long integration, we observe two
bands in the system at Dr = 0.3 [Fig. 6(c)]. In higher
noise intensities, the bands are narrower. Moreover, only
a single band remains in the system above Dr = 0.75
[see Fig. 6(d)]. The single band disappear at Dr = 1.32,
and the system is in the non-polar disordered state. As
one can see, the spatio-temporal structures of the micro-
scopic simulation in Fig. 2 is quite similar to the results
of the GA in Fig. 6. The only difference is the noise
intensity at which the system configuration change e.g.
from homogeneous to an in-homogeneous configuration.
This could be related to higher polarization predicted by
the GA [see Fig.5].
It has been shown with a dynamical system approach,
that the wave train, narrow and wide single band states
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FIG. 7. (Color online) (a)-(c) Maximum real part of eigen-
values of the perturbations. (a), (b), and (c) corresponds
to Dr = 0.2,0.26, and 0.27 respectively. The color shows
the Re[s]. The black curves in (c) represent the contours for
roots of Re[s] according to the color bars. Inside the contours
Re[s] > 0. (d) Re[s] for longitudinal waves as a function of
wave number q for different values of Dr. We see from the
figure that close to Dr = 0.27, the homogeneous polar state
is unstable and the system forms in-homogeneous structures.
The parameters are set to ρ0 = 8, γ =
1
8
, R = 1, v0 = 1,
K = 1
8
.
are the three solutions of the continuum equations as,
for example, used in [5]. We observe the same solu-
tions depending on the cooling or heating processes.
Similar structures are obtained by directly integrating
the Boltzmann equation of a binary collision system as
well [78]. Thu¨roff et al. also found a new pattern for-
mation that is consist of parallel lanes of polar clusters
moving against one another. The numerical solution of
the continuum equations of the GA does not give cluster-
lanes. This could be due to the continuum assumptions
that we made, or the difference between the binary and
the continuous-time microscopic interaction.
In addition to the solutions that are discussed, one
can find more featured behaviors by adding repulsion
to the microscopic model of the particles, e.g. smectic
phase [10, 87–90]. Building continuum equations from
microscopic model that describe the smectic phase is cha-
langing, because the correlations between the particles
positions are important, and therefore, applying the GA
to such models, requires detailed future investigations
and considerations as we have done in the present study.
VII. LINEAR STABILITY
In order to find the boundary of behavioral changes
of the continuum system, we can study the stability of
perturbations in Eq. (21), and (22) around homogeneous
polar state, or disordered phase. For this purpose, we
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write the fields ~W and ρ as
~W (~r, t) = W0eˆx + δ ~W (~r, t), ρ(~r, t) = ρ0 + δρ(~r, t) (24)
where ρ0, and W0 are homogeneous steady solution of
density and polarization respectively, eˆx is the unit vec-
tor along x direction, and δ ~W and δρ are spatio-temporal
perturbations. We linearize Eq. (22) by writing the equa-
tion up to first orders of δ ~W , and δρ (see Appendix B).
With the use of Fourier and Laplace transformations we
could study the stability of the non-trivial solutions,
δρ(~r, t) = δρ˜(~q, s)est+i~q.~r, δ ~W (~r, t) = δ ~˜W (~q, s)est+i~q.~r.
(25)
Here perturbations with eigenvalues s(q) could have non-
trivial answers. If Re[s(q)] > 0, then the perturbations
grow in time and the system is unstable.
The calculation of eigenvalues in non-polar homoge-
neous state is presented in the Appendix C. Where we
show that the homogeneous non-polar state is unstable
when Dr < Dc =
γρ0
2 . The same prediction is obtained
for the truncation method. But as already pointed out
previously, the microscopic simulations of the system of
Langevin Eq. (1), and (2) show strict deviations from the
critical values obtained from both continuum theories.
The behavior of polar homogeneous state is more com-
plicated (see Appendix D), as the polar homogeneous
state becomes unstable before the system gets non-polar
[see Fig. 7]. This predicts the formation of traveling
bands in the system. Figure 7, presents the value of
Re[s(~q)] in a system with the same parameters as the
simulation and integration. One can see that at noise
intensity close to Dr = 0.27, the homogeneous polar so-
lution is unstable which is in agreement with the findings
of the numerical integration of the continuum equations
in the GA.
VIII. DISCUSSION
In this study we introduced a Gaussian approxima-
tion (GA) in order to derive continuum equations for
a Vicsek model continuous in time and with ferromag-
netic alignment of velocities. It is assumed that the local
angle distribution of the particles is a wrapped Gaus-
sian function, and its deviation is related to the local
polarization of particles. We used this ansatz to find a
closure for Fourier transformation of Fokker-Planck equa-
tion that leads to an infinite set of equations. The result-
ing continuum equations have some differences with the
Toner-Tu equations and the usual truncation method de-
scribed in Refs. [45, 46]. The nonlinear terms in the GA
of continuous-time Vicsek model are of fourth and fifth
order of momentum flux, while in the equations of the
truncation method, Toner-Tu, and the equations derived
by Bertin et al., the non-linearity is of order two and
three [44–46]. The different non-linearity causes differ-
ence in scaling exponent of polar homogeneous solutions
near the transition, that for the truncation method we
get 12 , and for GA we get
1
4 . The same exponent is ob-
served in order parameter of stochastic Kuramoto phase
oscillators, when one uses GA [63–66].
We used particle based simulations of the model and
extracted orientation distribution of the particles. We
observed that the estimated wrapped Gaussian is very
close to the simulation observed distribution, providing
that wrapped Gaussian distribution is a reasonable ap-
proximation to the distribution of the particles. We also
compared the moment generating function of the distri-
butions. The result shows that the distribution is closer
to the wrapped Gaussian in high ordered states, and in
the low ordered states, it is closer to the distribution
predicted by truncation at k = 3. This tells us that the
GA must be more accurate in low noise intensities, while
truncation is more closer to the simulation results in high
noise intensities.
Moreover, we compared the numeric solutions of the
continuum theories. We observed that both continuum
models show in agreement with the microscopic simu-
lations a hysteresis behavior. It means that the global
polarization differs if we heat or cool the system around
the critical noise intensity, where the homogeneous the-
ory predicts the transition between disorder and polar or-
der. Due to the existence of stable inhomogeneous config-
urations, cooling and heating exhibit different behavior
of the global polarization. The found spatio-temporal
structures in the GA at different noise levels show the
same qualitative behavior as the simulations. The GA
global polarization gives closer values in comparison to
the truncation method. Further, the GA reaches the sim-
ulation values at low noise intensities. Nevertheless, it
fails in predicting the correct transition noise intensity,
while the truncation continuum theory has a closer, but
still different, prediction.
Applying linear stability analysis to the continuum
equations in the GA, we found analytically the critical
noise intensity for the transition from non-polar to polar
order. We also found the noise intensity at which the ho-
mogeneous polar order is unstable. These values are in
agreement with the results of the numerical integration
of the equations of the GA, but differs by the results of
the microscopic simulations.
Due to its simplicity and proven accuracy we conclude
that the Gaussian approximation is a simple and valid
technique for deriving approximative continuum models.
It has the ability to reflect qualitatively the behavior of
the system in a wide region of noise intensities. In this
study, we applied the Gaussian approximation to one of
the simplest model of self-propelled particles. Applying
it to other models of self-propelled particles [10, 61, 87–
90], and whether it works, requires further investigations.
However, because of the simplicity and the performance
of this method we expect a successful application and
functionality to other microscopic models in future in-
vestigation.
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Appendix A: Simplification of Continuum equations
Like for the truncation method (Sec.VB), there exist
the scaling behaviors ~W ∼ ǫ, ∂t ∼ ǫ, and ~∇ ∼ ǫ close
to the transition [46]. We rewrite Eq. (22) up to ǫ5 to
obtain a simplified equation, that is
∂ ~W
∂t
+ ~∇.↔J ~W =
[
γρ
2
−Dr − γW
4
2ρ3
]
~W
− v0
2
~∇
[
ρ− W
4
ρ3
]
+
[
γR2
16
ρ+K
]
∇2 ~W.
(A1)
Because the GA function is better deep in ordered
state, we did not integrate Eq. (A1) numerically.
Appendix B: Perturbation
We consider a system at homogeneous steady state so-
lution. Without loss of generality, the polarization can
be along x direction, i.e. ~W0 = W0eˆx. The linearized
version of Eq. (21), and (22) around the homogeneous
steady state solution is as the following
∂δρ
∂t
+ v0~∇ · δ ~W −K∇2δρ = 0, (B1)
and
∂δ ~W
∂t
+ v0p
3
0
[
2∂xδWxeˆx + ~∇ · δ ~W eˆx + ∂xδ ~W
]
− 3v0p40∂xδρeˆx =
[γ
2
(
1 + 3p40
)
δρ− 2γp30δWx
]
W0eˆx
+
[γρ0
2
(
1− p40
)−Dr] δ ~W
− v0
2
~∇ [(1 + 3p40) δρ− 4p30δWx]
+
γR2ρ0
16
[(
1 + p40
)∇2δ ~W − 2p40eˆx∇2δWx]
+K∇2δ ~W
(B2)
A Fourier transformation in space and a Laplace trans-
formation in time gives the following,
sδρ˜+ iv0~q · δ ~˜W +Kq2δρ˜ = 0, (B3)
sδ ~˜W + iv0p
3
0
[
2qxδW˜xeˆx + ~q · δ ~˜W eˆx + qxδ ~˜W
]
− 3iv0p40qxδρ˜eˆx =
[γ
2
(
1 + 3p40
)
δρ˜− 2γp30δW˜x
]
W0eˆx
+
[γρ0
2
(
1− p40
)−Dr] δ ~˜W
− iv0
2
~q
[(
1 + 3p40
)
δρ˜− 4p30δW˜x
]
− γR
2q2ρ0
16
[(
1 + p40
)
δ ~˜W − 2p40eˆxδW˜x
]
−Kq2δ ~˜W.
(B4)
Appendix C: Stability of non-polar state
Using the non polar homogeneous answer W0 = 0 in
Eq. (B4), and (B3) one finds the simple linearized equa-
tions, [
s− γρ0
2
+
γρ0R
2q2
16
+Dr +Kq
2
]
δ ~˜W
+ i
v0
2
~qδρ˜ = 0,
(C1)
and (
s+Kq2
)
δρ˜+ iv0~q.δ ~˜W = 0. (C2)
We substitute the last two equations into one another
to find,[ (
s+Kq2
)(
s− γρ0
2
+
γρ0R
2q2
16
+Dr +Kq
2
)
+ q2
v20
2
]
× δρ˜ = 0.
(C3)
For non trivial answers (δρ 6= 0), the coefficient of δρ˜
must be equal to zero. This gives us value of s as
s± = −Kq2 + 1
2
[
−
(
Dr − γρ0
2
+
γρ0R
2q2
16
)
±
√(
Dr − γρ0
2
+
γρ0R2q2
16
)2
− 2v20q2
]
.
(C4)
The non-polar state is stable as long as Re[s] < 0, and
this is satisfied as long as Dr > Dc =
γρ0
2 .
Appendix D: Stability of longitudal fluctuation of
polar state
For the homogeneous polar state with p0 = [1 −
2Dr/(γρ0)]
1
4 we consider the longitude perturbations.
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Therefore, δ ~W = δW eˆx, and ~q = qeˆx. Using the identity
γρ0(1−p40)/2 = Dr, andW0 = ρ0p0, the longitudinal per-
turbations in Eq. (B3), and (B4) result to the following
equations
sδρ˜+ iv0qδW˜ +Kq
2δρ˜ = 0, (D1)
and
[
s+Kq2 + 2γρ0p
4
0 + 2iv0qp
3
0 +
DrR
2q2
8
]
δW˜
+
[
iv0q
2
(
1− 3p40
)− γρ0
2
(
1 + 3p40
)
p0
]
δρ˜ = 0.
(D2)
To have nontrivial solutions, the s must satisfy the
following equation[
s+Kq2 + 2γρ0p
4
0 + 2iv0qp
3
0
+
DrR
2q2
8
] [
s+Kq2
]
− iv0q
[
iv0q
2
(
1− 3p40
)− γρ0
2
(
1 + 3p40
)
p0
]
= 0,
(D3)
with the solutions
s = −Kq2 − γρ0p40 − iv0qp30 −
DrR
2q2
16
±
[(
γρ0p
4
0 + iv0qp
3
0 +
DrR
2q2
16
)2
+
iv0q
2
(
iv0q(1 − 3p40)− γρ0(1 + 3p40)p0
)] 12
(D4)
where x = 2γρ0p
4
0, and p0 = (1 − 2Drγρ0 )
1
4 . Equation (D4)
has a positive result for small q when noise is higher than
a threshold [see Fig. 7]. This shows the emergence of an
inhomogeneous answer which is the polar band structure.
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