ABSTRACT. In this paper we determine a class of entire functions using conditions on their odd and even parts. Further it is shown that the zeros of members of this class are localized in a very special way. This result allows us to treat a particular case of the conjecture by A. Sokal (to show that all zeros of the function ∞ k=0
INTRODUCTION
For a meromorphic function F of the complex variable z consider its decomposition into odd and even parts such that F (z) = f (z 2 ) + zg (z 2 ).
It is a well-known fact that for stability 1 of a real 2 polynomial F it is necessary and sufficient that the functions f (z) and g (z) only have simple negative interlacing 3 zeros and the same sign at the origin.
This condition can be restated as follows: the polynomials are coprime and their ratio f (z) g (z) has only negative zeros and poles and is positive at the origin. This correspondence (expressed as conditions on the Hurwitz matrix) is at the heart of the Routh-Hurwitz theory (see, e.g. [8, Ch . XV], [15, 3, 2, 5] ). With a proper extension of the notion of stability, this criterion can be generalized into entire (see [2, 5] ), rational (see [3] ) and further toward meromorphic functions. Furthermore, if F (z) is a polynomial and we allow the ratio f (z) g (z) to have positive zeros and poles, then we will obtain the "generalized Hurwitz" polynomials (in terms of the work [15] ). In the same publication (see [15, Subsection 4.6] ) the author describes "strange polynomials" (which are related to stable polynomials) with a very specific behaviour. In the present paper the nature of this phenomenon is explained (Theorem 1, the case (iii)).
In fact, here we consider a more general question. How are the zeros of a (complex) entire function
has only negative zeros and positive poles? Or even more generally, how are the zeros of a meromorphic function F (z) distributed if both functions f (z) and g (−z) have only negative zeros and positive poles? The obtained solution to the question allows us to treat a special case of a conjecture, which was stated by Alan Sokal (see Section 4) . This research originally began with considering that conjecture.
The author is grateful to the people who made helpful comments concerning this publication, especially to the members (former and current) of his working group at the TU-Berlin. I also thank the colleagues from Potsdam and Ufa for useful discussions.
MAIN RESULT
At first, we state our result for entire functions F (z) of genus one at the most. This is equivalent to the condition that the genus of the functions f (z) and g (z) defined by (1) is equal to zero. Then we discuss further extensions and alternative conditions. We also allow the situation when one of the functions f (z), z j g (z) is constant (not both of them). However, we do not highlight this case specially, since the corresponding notation can be abusing. If both of these functions are constants, then the zeros of F (z) = f 0 + z 2 j +1 g 0 satisfy z 2 j +1 = − ; so Theorem 1 in such case holds only for j = 0.
According to (1) , the function F (z) is equal to f (z 2 ) + zg (z 2 ), so that f (z 2 ) and zg (z 2 ) are its even and odd parts, respectively. zg (z 2 ) = 1
here the products on µ and ν are convergent. Using the notation "arg" for the multivalued argument function and "Arg" for the principal branch of argument, −π < Arg z π for any z, we have |c| = 1 and arg c = π + arg g 0 − arg f 0 .
Furthermore, Arg R(x) ∈ {0, π} and Arg
For the (open) quadrants of the complex plane we use the notation
so that they are numbered in a counterclockwise direction. Observe that Im z 2 > 0 is the same as z ∈ Q 1 ∪ Q 3 , and Im z 2 < 0 is the same as z ∈ Q 2 ∪ Q 4 . We also denote the set of all zeros of the function F (z)
, 1 ω ∞, where each multiple zero is taken as many times as its multiplicity.
Theorem 1. The zeros {z
are distributed as follows: 
The distribution (iii) reflects that the function F (z) is real up to a constant for real c, and the distribution (iv) reflects that F (i z) is real up to a constant for purely imaginary c.
Note that, in particular, the distributions (i)-(iv) are "almost uniform". That is, if zeros of a function are distributed as in (i) or (ii), then for any r > 0 the number of zeros in {z ∈ Q k : |z| < r } can differ from the number of zeros in {z ∈ Q j : |z| < r } at most by 1 (here k, j = 1, . . . , 4). The cases (iii) and (iv) are the "degenerated" cases (i) and (ii), with possible ingress of some zeros onto the real or imaginary axes.
Some straightforward corollaries.
The standard test on negativity of zeros of an entire function is Grommer's criterion (see, e.g. [2, 5] ). Applying this criterion immediately gives the following conditions on coefficients of the expansion into the power series.
Corollary 2.
Let an entire function F (z) be of genus no more than one. Suppose that there are nonzero complex numbers α, β and a nonnegative integer j , such that the function F (z) has the following expansion into power series
and the matrices The number of minors to be checked can be reduced if we take advantage of the results by Liénard and Chipart. The conditions on the odd or on the even minors can be replaced with conditions on the coefficients. Furthermore, in (and only in) the case of a polynomial F (z), the number of conditions in Corollary 2 is finite (see, e.g. [8, 15] ).
Observe that if µ 4 = −1 (i.e. µ is a primitive 8th root of unity) and β = αµ, then we have the identity
Consequently, the following is true. 
where α is an arbitrary complex number not equal to zero. 
If the functions
has no zeros in the closed right half of the complex plane for all complex ζ which are small enough. The notion of strong stability is not widely used. It is the "proper" extension to entire functions of the polynomial stability. The strongly stable functions include all stable polynomial and functions which are in some sense close to them (for example, e x ); but they exclude such functions, like e −x . For the case of complex functions and further details see [13, p. 129] or e.g. the class HB in [5] .
Note that ifF (z) is strongly stable then the condition of Corollary 3 is satisfied. As it is noted in the introduction (and this is a consequence of Chebotarev's Theorem, see [5, 13] ), strict stability ofF implies that the zeros of f 2k+1 z k are negative, simple and interlacing. At the same time, the interlacing property is redundant for this corollary.
Meromorphic functions.
A careful observer will notice that Theorem 1 holds for any meromorphic function of a certain form. Indeed, the following generalization is valid.
Corollary 4. Given an arbitrary entire function E
, where
Then the zeros of F (z) have the same localization as in Theorem 1.
In this corollary the function F (z) has the same zeros with multiplicities as the entire functioñ
which is satisfying Theorem 1.
For the general case presented in Corollary 4 the corresponding condition on the coefficients of the power series is not so straightforward. This is because of arising exponential factors in the functions f (z) and g (z) defined by (1).
Furthermore, in fact the zeros of F (z) must be the so-called c-points 4 of the function R(z); the double (resp. triple) zeros of F (z) are those c-points of R(z) which are the points of ramification 5 of the first (resp. second) order. For the details see the formulae (19) and (20).
3. PROOF OF THEOREM 1 3.1. Basic inequalities. We are interested in the points z * satisfying the equation F (z * ) = 0, which is equivalent to R(z * ) = c. Let us start calculating the logarithmic derivative of R(z).
If we have z = r e i φ , where r > 0 and −π < φ π, then
Therefore,
and
The coincidence on the right-hand side of these two equalities reflects the Cauchy-Riemann condition. Observe, for all passible k Im 2z
The summation of these inequalities on k, in accordance with (6), gives
Consequently, the identities (7) and (8) imply
4 I.e. the solutions to R(z) = c. 5 That is, the points satisfying R (z) = 0. The order of a ramification point is the multiplicity of this zero.
3.2. The geometry of the set ln |R(z)| = 0. For any harmonic function u(z) which is not a constant the following is true (see, e.g. Observe that
which implies
This condition, in particular, provides that for i = 1, 2, 3 the set Γ i +1 can be obtained from Γ i by reflecting from the semi-axis Q i ∩Q i +1 .
Suppose that z ∈ Q 1 , then Im z 2 > 0 and u(z) is a monotonically decreasing function of φ = Arg z by the condition (11) . Therefore, for a fixed r > 0 the function u(r e i φ ) reaches 0 in Q 1 at most for one value φ ∈ [0, π 2 ]. In particular, this implies that the value of n (the number of intersecting arcs) in the property (iii) is at most 2. Indeed, consider a critical point z 0 on Q 1 \ Q 1 ; without loss of generality assume that z 0 ∈ Q 1 ∩ Q 4 . If n = 4 or more, then in a sufficiently small neighbourhood of z 0 there must be at least two points with the same absolute value satisfying u(z) = 0, which is not the case. If n = 3 then at least in one of the quadrants Q 1 , Q 4 there must be at least two points with the same absolute value satisfying u(z) = 0, which by the condition (13) will imply the same for the remaining quadrant.
We conclude that Γ ∩ Q 1 = Γ 1 , and this set is a union of closed analytic arcs. These arcs can meet only on Γ 1 \Γ 1 , and there are at most two arcs which can meet at one point. Different points of Γ 1 have different absolute values, and this is also valid at critical points (if any). These facts are true for Γ 2 , Γ 3 and Γ 4 as well, provided by the condition (13).
3.3. The value of arg R(z) on Γ 1 . Since from (11) we have that u(r e i φ ) is decreasing in φ ∈ (0,
).
Taking into account the conclusion (of Subsection 3.2) from the previous paragraph, we note that the function l : (0, +∞) → [0,
is defined correctly. Moreover, this function is piecewise-analytic and continuous. Indeed, consider any
] solving the equation u(se i φ ) = 0 (such φ can be only unique), then l (s) = φ by definition. In this case, l (r ) is a parametrization of some analytic arc of
being not singular has the same sign for any r close enough to s, and hence l (r ) = l (s). That is, in the neighbourhood of s the function l (r ) is constant. Noting that such intervals can be bounded only by the points where u(r e i l (r ) ) vanishes (and by the origin), we deduce that l (r ) is continuous for all r > 0.
Considering the set {r e i l (r ) : r > 0} \ Γ 1 allows us to deduce that arg R(z) has no "jumps" when we pass from one arc of Γ 1 to another. We have that arg R(z) and u(z) are non-singular harmonic functions at the same points z ∈ C. So, in particular, arg R(r e i l (r ) ) depends continuously on r ; i.e. we can take a branch of arg R(r e i l (r ) ) which is continuous in r .
The condition (10) implies that arg R(r e i φ ) for r > 0 increases (strictly) for a fixed φ ∈ (0, π 2
) and remains constant if φ = 0 or φ = π 2 . Given z ∈ Γ 1 let us consider the local coordinates (τ, ν) about the point P := z such that the axis P τ is tangent to Γ 1 at P , and the axis P ν is orthogonal to Γ 1 at P .
We orient the curve Γ 1 such that its positive direction corresponds to the growth of |z| (i.e. towards the infinity from the origin z = 0). This is possible (see Subsection 3.2) and corresponds to the condition ∂τ ∂r > 0.
The chain rule and the Cauchy-Riemann condition give us 
Furthermore, according to the condition (11),
for the minimal r > 0 satisfying u(r e i l (r ) ) = 0 we have l (r ) = (−1)
3.4. F (z) can only have simple zeros outside of the real and imaginary axes. Note that if R = p/q, then
The equality (9) shows that F (z) has no multiple zeros on {z ∈ C : Im z 2 = 0}. Indeed, let F (z 0 ) = f (z . Consequently, if F (z) has a multiple zero at z = z 0 , i.e. F (z 0 ) = F (z 0 ) = 0, then
which is contradicting to (9). 
As a consequence,
Then the harmonic function u(z) = ln |R(z)| satisfies
∂z 2 = (ln R(z)) = 0. However, this contradicts the conclusion of the subsection 3.2. Therefore, the multiplicity of any zero of F does not exceed 2. Note, that each double zero must satisfy Im z to infinity we obtain the series of all solutions from Q 1 to the following problems:
On the other hand, according to (12) ,
for all z ∈ Q 1 . As a consequence, , 0 < |z 1 | < |z 2 | < |z 3 | < . . . , of F (z) are simple and distributed as follows:
• if c ∈ Q 1 , then z 1 ∈ Q 4 , z 2 ∈ Q 1 , z 3 ∈ Q 2 , z 4 ∈ Q 3 , z 5 ∈ Q 4 and so on;
• if c ∈ Q 2 , then z 1 ∈ Q 3 , z 2 ∈ Q 2 , z 3 ∈ Q 1 , z 4 ∈ Q 4 , z 5 ∈ Q 3 and so on;
• if c ∈ Q 3 , then z 1 ∈ Q 2 , z 2 ∈ Q 3 , z 3 ∈ Q 4 , z 4 ∈ Q 1 , z 5 ∈ Q 2 and so on; of F (z), satisfy the following. |R(r e l (r ) )| for a function F (z) in the case when c ∈ Q 1 and j is even (a scheme).
• if c = 1, then 0 < |z 1 | |z 2 | < |z 3 | |z 4 | < |z 5 | . . . counting with multiplicities, z 1 ∈ Q 4 ∪Q 14 and z 2 ∈ Q 1 ∪Q 14 such that arg z 1 = − arg z 2 , z 3 ∈ Q 2 ∪Q 23 and z 4 ∈ Q 3 ∪Q 23 such that arg z 3 = − arg z 4 , z 5 ∈ Q 4 ∪Q 14 and z 6 ∈ Q 1 ∪Q 14 such that arg z 5 = − arg z 6 , and so on; • if c = i , then 0 < |z 1 | < |z 2 | |z 3 | < |z 4 | |z 5 | . . . counting with multiplicities, z 1 ∈ Q 34 , z 2 ∈ Q 2 ∪Q 12 and z 3 ∈ Q 1 ∪Q 12 such that arg z 2 = π − arg z 3 , z 4 ∈ Q 4 ∪Q 34 and z 5 ∈ Q 3 ∪Q 34 such that arg z 4 = π − arg z 5 , z 6 ∈ Q 2 ∪Q 12 and z 7 ∈ Q 1 ∪Q 12 such that arg z 6 = π − arg z 7 , and so on; • if c = −1, then 0 < |z 1 | |z 2 | < |z 3 | |z 4 | < |z 5 | . . . counting with multiplicities, z 1 ∈ Q 2 ∪Q 23 and z 2 ∈ Q 3 ∪Q 23 such that arg z 1 = − arg z 2 , z 3 ∈ Q 4 ∪Q 14 and z 4 ∈ Q 1 ∪Q 14 such that arg z 3 = − arg z 4 , z 5 ∈ Q 2 ∪Q 23 and z 6 ∈ Q 3 ∪Q 23 such that arg z 5 = − arg z 6 , and so on; • if c = −i , then 0 < |z 1 | < |z 2 | |z 3 | < |z 4 | |z 5 | . . . counting with multiplicities, z 1 ∈ Q 12 , z 2 ∈ Q 4 ∪Q 34 and z 3 ∈ Q 3 ∪Q 34 such that arg z 2 = π − arg z 3 , z 4 ∈ Q 2 ∪Q 12 and z 5 ∈ Q 1 ∪Q 12 such that arg z 4 = π − arg z 5 , z 6 ∈ Q 4 ∪Q 34 and z 7 ∈ Q 3 ∪Q 34 such that arg z 6 = π − arg z 7 , and so on;
Suppose in the expressions (2) and (15) 
. Then the zeros of F (z) are distributed as in the case of even j after the substitution c → −c. The theorem is proved completely. 
where q is a complex number, 0 < |q| ≤ 1, can have only simple zeros.
The stronger version of the conjecture claims that
Conjecture B. The function F (z; q) for q ∈ C, 0 < |q| ≤ 1, can have only simple zeros with distinct absolute values.
The following facts on F (z) are known. The function F (z) is the unique solution to the following Cauchy problem
which can be checked directly. Moreover, when |q| = 1 this function has the exponential type 1, for q lower in modulus the function F (z) is of zero genus.
The case of positive q was studied extensively. It is shown that the zeros of F are negative (see [11] ), simple and satisfy Conjecture B as well as certain further conditions (see [10, 9] ). In Appendix C, using almost the same argumentation as in [10] we show that Conjecture B holds true for all real q. However,
we also obtain the same result using another technique (see Subsection 4.3).
The properties of F (z) for complex q was studied in [1, 16, 7] . According to [14] , Conjecture B is true if |q| < 1 and the zeros of F (z) big enough in absolute value (A. Eremenko) as well as for small |q|.
The family of polynomials
is connected tightly to the function F (z); it approximates this function in the sense that
The polynomial version of this conjecture have the following form.
Conjecture C. For all N > 0 the polynomial P N (z; q) where |q| < 1, can have only simple roots, separated in modulus by at least the factor |q|.
The original (equivalent) statement is concerned with the family of polynomials
N ∈N , where w −2 = q.
4.
Observe that C =⇒ B =⇒ A. In the present paper (see Subsections 4.3 and 4.4) we prove that Conjecture B is true whenever q 2 ∈ R. The approach is translated without changes on polynomials P N (z; q).
This gives the assertion of Conjecture C without bounds on the ratio of subsequent (by modulus) roots. F (z; ρ) for the positive ρ. For a function Ψ(z) we define its even and odd parts as follows
The properties of the even and the odd parts of
Ψ e (z) def = Ψ(z) + Ψ(−z) 2 and Ψ o (z) def = Ψ(z) − Ψ(−z) 2 .(28)
Denote Φ(z) := F (z; ρ). The following identities are true
Since F (z; 1) = e z , we obtain that Φ e (z) = cosh z and Φ o (z) = sinh z for ρ = 1. In particular, Φ e (i z) and Φ o (i z) have simple real interlacing zeros in this case.
Further in this subsection we consider zeros of Φ e and Φ o for 0 < ρ < 1. Denote
6. On one hand, Φ(z) is a stable real entire function of genus 0. Therefore, Φ e (z) and Φ o (z) have no common zeros. Indeed,
is contradicting the fact that Φ(z) is stable (i.e. has no zeros in the closed complex plane). Moreover, Φ e (i z) and Φ o (i z) have simple real interlacing zeros (see [5] ). That is, denoting the zeros of χ o (z) and
, respectively, we obtain
here we took into account that Φ o (0) = 0 to arrange the zeros.
7.
On the other hand, the equalities (29) give us
Observe that Φ e (i z) has the simple real zeros {± β ν } ∞ ν=1 and Φ o (i z) has the simple real zeros {0} ∪ {± α ν } ∞ ν=1 . According to Rolle's theorem (Φ e (i z) and i Φ o (i z) are real functions), we obtain that
which can be combined as follows
4.3. The conjecture for negative q: the first approach. Here we assume ρ > 0 and q = −ρ. To prove the conjecture the technique same as in [10] can be applied, see Section C in the appendix. However, since we already have obtained properties of Φ e (z) and Φ o (z) in the previous subsection, this can be done much shorter. Note, that this case corresponds to the so-called self-interlacing polynomials of the paper[15].
The formula (35) gives (or, alternatively, this expression can be checked by the direct substitution into (26))
The functions Φ e (i z) and −i Φ o (i z) are both real over the real line, and have simple real interlacing zeros (see Subsection 4.2)
Observe that the condition
The function R has only real interlacing zeros and poles, so it maps the upper half of the complex plane into itself or into the lower half of the complex plane. Therefore, if a complex number z 0 satisfies R(z 0 ) = 1 ∈ R, then it must be real. Moreover, the derivative R (z) is monotonic over the real line (see, e.g. [5] ). It is positive since sign
)Φ e (i 0) = 1. Thus, R(z) = 1 once and only once in between consequent zeros and poles of R(z) (each second interval). Taking into account that R(0) = ∞ and R(−z) = −R(z), we deduce that the first by modulus solution to the equation R(z) = 1 (and hence to F (z) = 0) is negative, then the next is positive, then again negative, and so on.
The case q
8. Take µ so that µ 2 ρ = q, in particular µ 4 = −1. In fact, this case is covered by Corollary 3, however it is expository to apply Theorem 1 itself. The formula (36) states that
We can check this expression directly by substituting into the problem (26):
has the formF
according to (30). Therefore, for c = µ it satisfies one of the cases (i) and (ii) from Theorem 1. This implies that zeros of F (z) are located in such way, that Conjecture B holds true.
You can find an illustration on the page 13.
APPENDIX A. PLOTS 
APPENDIX B. RELATION BETWEEN DIFFERENT SOLUTIONS TO THE PROBLEM (26) B.1. The case q n = ρ n for any natural n. Here in the case q n = ρ n , n ∈ N, we obtain a relation between functions F (z; q) and F (z; ρ) of the complex variable z given by the equation (25). The analogous construction for the particular case of |q| = 1 was implemented in [1, 16] .
Assume that q = ρµ
2 , where µ n = −1 and |ρ| = |q|. Note that whenever q n = ρ n , there exist one (if n is odd) or two (if n is even) corresponding values of µ. Moreover, assume that µ 2 is an nth primitive root of unity; in other words we choose a minimal appropriate value of n.
For the sake of brevity, denote Φ(z) := F (z; ρ) ; the function Φ(z) is another ("basic") solution. We are going to express F (z; q) as follows
Since the Cauchy problem (26) is uniquely solvable, it is enough to find the constants C 1 ,C 2 , . . . ,C n such that (26) is satisfied by (32).
2.
Substituting the representation (32) into the equation (26) gives
3.
Observe from the last equality, that to satisfy (26) it is sufficient to pick up the constants
so that the initial condition F (0; q) = 1 is true. So for k = 1, 2, . . . , n we obtain
The last identity leaves the constant C n unfixed, such that
Therefore, whenever
the initial condition can be satisfied by setting C n to be equal to 
where ν µ := 1 n k=1
The further steps 4 and 5 are devoted to the calculation of the coefficient ν µ . In particular, we show that Since µ 2 is an n-th primitive root of 1, we know that n −(2p +1) = 2(m −p) and n = 2m +1 are coprime, which is equivalent to gcd(m − p, 2m + 1) = 1. Therefore, we obtain (see, e.g. [4, p. 26 
5.
Let n be an even natural number. Then
Using the representation
n , where 1 p < n and gcd(n − p, n) = 1, we obtain
Since 2n ≡ 0 (mod 4), the quadratic Gaussian sum S(n−p, 2n) has the following value (see, e.g. [4, p. 27]):
Note that since n − p is odd, i n−p = ±i . Therefore, for even values of n we have
B.2. The case q n = ρ n , where n is even.
6.
For the even values of n = 2m we can express (33) in the equivalent form
Applying of the notation (28) gives
8. Analogously, for m = 2 we have µ 4 = −1,
where we applied the notation (28).
Thus, we obtain F (z; q) = F e (z; q) + F o (z; q), where 2. Furthermore, let −1 < q < 0. We can apply the same approach as for 0 < q < 1 in [10] . The function F (z; −1) is of the Laguerre-Pólya class since it has real only zeros and of genus 1. The function G(z) := |q| 
5.
Denote λ −1 = λ −2 = 0 and suppose we have proved that λ 2 j −2 < λ 2 j −4 < · · · < λ 0 < 0 < λ 1 < λ 3 < · · · < λ 2 j −1 , the zeros λ 0 ,. . . , λ 2 j −1 are simple and |λ k | > |λ k−1 |/|q| for k = 1, . . . , 2 j − 1. Let us show that λ 2 j and λ 2 j +1 satisfy these relations.
6.
Let j = 2m − 1 for m = 1, 2, . . . , then F (z) < 0 whenever z ∈ (−|λ 2 j |, λ 2 j −2 ) ∪ (λ 2 j −1 , |λ 2 j |) and F (z) > 0 whenever z ∈ (λ 2 j −2 , λ 2 j −4 ) ∪ (λ 2 j −3 , λ 2 j −1 ).
If λ 2 j > 0, then we have the contradiction with F (λ 2 j ) = 0:
F (q z) d z < 0, since q z ∈ (qλ 2 j , qλ 2 j −1 ) ⊂ (−|λ 2 j |, λ 2 j −2 ), hence λ 2 j < 0. Moreover, for any z ∈ (λ 2 j −1 /q, λ 2 j −2 ) we have q z ∈ (λ 2 j −2 q, λ 2 j −1 ) and F (q z) > 0. Consequently,
F (q t ) d t > 0 whenever z ∈ [λ 2 j −1 /q, λ 2 j −2 ).
As a consequence, |λ 2 j | > |λ 2 j −1 |/|q|. Since qλ 2 j ∈ (λ 2 j −1 , |λ 2 j |) and F (λ 2 j ) = F (qλ 2 j ) < 0 according to (37), the zero λ 2 j is simple.
7.
We have F (z) < 0 for z ∈ (λ 2 j −1 , |λ 2 j +1 |) and F (z) > 0 for z ∈ (−|λ 2 j +1 |, λ 2 j ). If λ 2 j +1 < 0, then we have the contradiction
F (q z) d z > 0, since q z ∈ (qλ 2 j , qλ 2 j +1 ) ⊂ (λ 2 j −1 , |λ 2 j +1 |), therefore λ 2 j +1 > 0. Furthermore, for any z ∈ (λ 2 j −1 , λ 2 j /q) we have q z ∈ (λ 2 j , λ 2 j −1 q), F (q z) < 0 such that
F (q t ) d t < 0 whenever z ∈ (λ 2 j −1 , λ 2 j /q].
Therefore, the inequality |λ 2 j +1 | > |λ 2 j |/|q| is valid. The zero λ 2 j +1 is simple provided by qλ 2 j +1 ∈ (−|λ 2 j +1 |, λ 2 j )
=⇒ F (λ 2 j +1 ) = F (qλ 2 j +1 ) > 0.
8.
If j = 2m, we can repeat exactly the same steps 6, 7 exchanging the sign of F (z), that is inverting the inequalities in (37) as well as further where it is required.
