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ABSTRACT 
This article proposes some simplifications of the residual vanance estimator of 
Gasser, Sroka, and Jennen-Steinmetz (GSJ, 1986) which is often used in conjunction 
with nonparametric regression. The GSJ estimator is a quadratic form of the data, 
which depends on the relative spacings of the design points. When the errors are 
independent, identically distributed Gaussian variables, and the true regression curve is 
flat, the estimate is distributed as a weighted sum of x2 variables. By matching the 
first two moments, the distribution can be approximated by a x2 with degrees of 
freedom determined by the coefficients of the quadratic form. Computation of the 
estimated degrees of freedom requires computing the trace of the square of an n x n 
matrix, where n is the number of design points. In this article, (n-2)/3 is shown to be a 
conservative estimate of the approximate degrees of freedom, and (n-2)/2 is shown to be 
conservative for many designs. In addition, a simplified version of the estimator is 
shown to be asymptotically equivalent, under many conditions. 
1. INTRODUCTION 
This article discusses estimation of error variance for the nonparametric regression 
model 
i = 1, · · ·, n 
where the y i are the observed data, the ti are fixed design points, J.L is the regression 
function and the errors fi are independent and identically distributed with E(f) = 0 and 
Var(f) = u 2• 
A number of nonparametric estimators are available for approximating the 
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regression function, including kernel and nearest neighbor regression (Gasser and 
Miiller,1979), smoothing splines (Silverman, 1985), and local linear regression 
(Cleveland, 1979; Friedman, 1984). 
An estimate of residual variance is often needed for use with the nonparametric 
regression estimate for a variety of reasons, including selection of smoothing parameters, 
outlier detection, and construction of confidence and prediction bands. A number of 
estimators have been suggested based on divided differences of the observed y's (Rice, 
1984; GSJ, 1986; Buckley and Eagleson, 1989). The GSJ estimator is often used. 
The form of the GSJ estimator is 
a-2 = _!_2 y'Dy ' 
n-
where the n x n matrix D is tridiagonal and depends on the spacings of the t's. D is 
defined explicitly in Section 2. Using an approximation of Box (1954), the distribution 
of &2 can be approximated by a scaled chi-squared distribution with the scaling and 
degrees of freedom a function of the trace of D2. 
This paper was motivated by the desire to find a simple estimate of residual 
variance that could be used when introducing nonparametric regression to consulting 
clients and beginning students in statistics (Altman, 1992). The GSJ estimator is 
readily computed from the divided difference formula given in Section 2. However, 
computing the required trace is beyond the skills of most beginning students. 
Section 3 shows that for many reasonable designs D may be computed as if the t's 
were equally spaced. For equally spaced designs, tr(D2) = (n-2)(1 + 17 /18) -1 for "tr" 
the matrix trace. Section 4 shows that in general tr(D2) is bounded above by 3(n-2) 
and for special designs it is bounded above by (n-2)(1+17/18)-1. The use of an upper 
bound for the actual trace leads to an estimate of degrees of freedom that is somewhat 
larger than the Box approximation. This results in conservative confidence intervals for 
the true variance. Normal theory pointwise confidence intervals for the regression 
function using a Student-t distribution on the estimated degrees of freedom will be 
narrower than intervals based on the Box approximation, but will be conservative 
compared to intervals commonly in use which employ critical values from the standard 
normal distribution (Eubank, 1988, p. 147). 
2. DEFINING THE GSJ ESTIMATOR 
The GSJ estimator is based on the residual sum of squares computed by local 
estimation of J.t(ti) by the line through (ti-l•Yi-l) and (ti+l,yi+1). The residual is the 
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difference between y i and the value of the line at ti. To be more precise let 
Lli = tH1 - ti-l for 2 $ i $ n - 1 and define 
and bi = 1- ai. 
Then the residual is ei = aiYi-l + biYHC Yi· 
( )-1 1 ~1 Let c; = a~+b;+1 . Then &2= n-2 i~2 c~er Re-expressing &2 as y'Dy/(n-2), 
we find that D =A'C2 A, where Cis the (n-2) x (n-2) diagonal matrix 
cii =cHI 
and A is the (n-2) x n tridiagonal matrix with 
Ai,i = ai+l' Ai,i+I = -1, Ai,i+2 = bi+l · 
Note that tr(D) = n-2. 
GSJ showed that &2 is strongly consistent for the true error variance under the 
following regularity conditions: 
A: max I ti-tH1 1 = 0(1/n). 
B: The errors { ti} are independent and identically distributed, with E( t1) = 0, Var( t 1) 
= u2 and E(tf) < oo. 
C: The regression function J.l is continuous. 
In addition, &2 is asymptotically normal if 
D: I J.l(t)-J.l(s) I $ Ml t-s 1°, with a > 1/4. 
3. SIMPLIFICATION OF THE GSJ ESTIMATOR 
When the design points are equally spaced, ai = bi = 1/2. In this case, the 
computations are considerably simpler. Propositions 1 and 2 below show that when the 
design can be transformed to uniform using a sufficiently smooth monotone function 
then &2 can be computed as if the design were equally spaced. The proofs of 
Propositions 1 and 2 are clear, and are not given. 
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Proposition 1: Suppose the design is regular, in the sense that t; = h(ifn), where h is a 
strictly monotone, uniformly continuous (respectively, Lipshitz-continuous) 
function. Then Jl o h satisfies C (respectively, D) when Jl does, and the conclusions 
of the theorem of GSJ continue to hold if we take a; = b; = 1/2. 
Proposition 2: Suppose the design converges· to a density with strictly monotone, 
uniformly continuous inverse integral transform, h. Then, for large n, ti ~ h(i/n), 
and the conclusions of the theorem of GSJ continue to hold if we take a; = b; = 
1/2. 
4. APPROXIMATE DEGREES OF FREEDOM 
When the regression function is linear, and the errors are normally distributed, the 
finite sample distribution of fr2 is (using the notation of GSJ 1986) 
where the x] are independent x2 variables on 1 degree of freedom and the >.j are the 
eigenvalues of D2 (Box, 1954). By matching the first two moments, the distribution 
may be approximated by a r 2x2 distribution on 6 degrees of freedom, where 6 = 
(n-2) 2 Jtr(D2) and r 2 = U'2 J 6. For elementary students, the need to compute tr(D2) is 
prohibitive. Other more accurate approximations are given by Solomon and Stephens 
(1977) and Buckley and Eagleson (1988) but are even more difficult to compute. 
Remark 1 and Proposition 3 provide some upper bounds on tr(D2) that can be used to 
compute, for example, conservative tests and confidence intervals for the estimate of the 
Jl( t ). 
Remark 1: When ai = -y, for all i, 
In particular, when r = 1/2, tr(D2) has a maximum, tr(D2) = (n-2)(1+17/18)-1. As 
r approaches 0 or 1, tr(D2) approaches a minimum, tr(D2) = (n-2)(3/2) - 1/2. So, for 
designs of this type, (n-2)/2 ~ 6 ~ 2(n-2)/3. 
Proposition 3: For any design, tr(D2) ~ 25(n-2)/9 + 28/9. For n ~ 16, tr(D2) ~ 3(n-2), 
and 6 ~ (n-2)/3. 
The proof of proposition 3 is in the Appendix. 
The three propositions provide a simplification of the estimates of GSJ. For most 
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designs, it is adequate to use weights a; = 1/2. When the design is highly irregular, 
however, it may be preferable to use the weights suggested by GSJ. In this case, 
Proposition 3 provides a conservative bound on the degrees of freedom, which is useful 
for "quick and dirty" computations. 
APPENDIX 
Proof of Proposition 3: 
and 
Let G = CAA'C . Then 
tr(D2) = tr(A'C2 AA'C2 A) 
= tr(CAA'C2AA'C) 
= tr(G2) 
G··= I} 
n-2 n-2 
:E :E Q~. 
i=l j=l I} 
0, 
1 , 
IHI>2, 
i = j, 
IHI=2. 
Since c% ~ i for every k, ( c;ci+ j)2 ~ ~· So 
G~j ~ ~(ai+l +b;)2 for I i-j I= 1 and G~j ~ ~a~+2+b~ for I i-j I= 2 . 
2 8 n-3 2 8 n-4 2 2 
This gives tr(D ) ~ n-2 + 9 .:E (ai+1+bi) + 9 .:E ai+2bi . We bound the last 
1=1 1=1 
two terms of this sum as follows. First, 
Then smce 0 ~ ai+2 ~ 1 and 0 ~ bi ~ 1 . 
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Let 
n-3 n-4 n-4 
V = .E a;bi+1 + .E ai+1 bi+2 + .E a;b;+2 • 
•=1 a=1 •=1 
Use of telescoping sums shows that 
while Lemma 1 (below) gives 
so that 
This gives 
For n ~ 16, 
tr(D2) $ n- 2 + ~(n-2) + ~a2b1 + ~ U 
25(n-2) 28 
$ 9 +9. 
Lemma 1: If 0 $ x $ 1, 0 $ y $ 1 and 0 $ z $ 1, then 
x + y + z-xy-xz-yz $ 1. 
Proof: The inequality (1-x)(1-y)(1-z) ~ 0 implies -(x+y+z-xy-xz-yz) ~ xyx-1 and, 
hence, that x + y + z - xy - xz - yz $ 1 . 
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