We present a scheme of control for the arbitrary interplay between a stationary qubit and a flying qubit (carried by a single-photon wavepacket) at a quantum interface composed of a three-level system coupled to a continuum through a cavity. It can be used for generation or reception of an arbitrarily shaped single-photon wavepacket. The generation process can also be controlled to create entanglement between the stationary qubit and flying qubit. The generation and reception operation can be combined to perform quantum network operations such as transfer, swap and entanglement creation for qubits at distant nodes.
Introduction
Quantum networks composed of local nodes which are connected by quantum channels are essential for quantum communication and desirable for scalable and distributed quantum computation [1, 2] . The local nodes consist of clusters of stationary qubits and can be operated in parallel. Flying qubits in the quantum channel can take quantum information from one cluster to another when necessary. The stationary qubit can be provided by stable levels of atoms, quantum dots or impurity centres in solid state structures. A photon wavepacket is an ideal carrier for a flying qubit, with either the photon number states or the polarization forming the qubit. The key part here is the quantum interface that allows deterministic interplay between stationary and flying qubits. The ability to faithfully map between the two types of qubit is essential in the route towards scalability of the distributed quantum computer [2] .
The prototype quantum interface for this purpose was proposed by Cirac et al [3] ; it is composed of a cavity coupled to a three-level system. Through the cavity assisted Raman process, the stationary qubit formed by stable levels of atoms and the flying qubit formed by the number states of the photon wavepacket can be interconverted. Via a similar cavity assisted Raman process, schemes for mapping between motional states of single trapped atoms [4] or collective excitation of atomic ensembles [5] and the quantum states of single photons are also proposed. Proper dynamic control is essential for implementing desired functions of the quantum network. Currently available controls include the time symmetric scheme of [3] and the adiabatic scheme of [6] , with which useful network operations such as deterministic state transfer can be performed. However, both schemes are subject to some constraints, not fully utilizing the potential of the quantum interface.
We present here the most general form of control of this prototype quantum interface (a brief preliminary report can be found in [7] ). The time symmetric scheme of [3] and the adiabatic scheme of [6] form special and approximate cases. The constraints imposed by these two schemes can be shown to be unnecessary, greatly saving physical resources and improving the time efficiency for implementing the quantum network.
The paper is organized as follows. In section 2, we give a brief survey of previous work. In section 3, we present the exact solution for the quantum interfacing dynamics for an ideal node. Quantum network functions enabled by this control, including a new way to deterministically create nonlocal entanglement, are also discussed. In section 4, we illustrate some interface functions with numerical simulation 1464 Figure 1 . Illustration of the quantum network. The node is composed of a cavity coupled to a three-level system. The two ground states |g and |e of the three-level system form the Hilbert space for the stationary qubit. State |g is coupled to the intermediate |t by the cavity mode with strength g cav and |e to |t by classical light with Rabi frequency (t). Direct excitation of the cavity by classical light is assumed absent. The cavity itself is coupled to the continuum outside which there forms a photonic channel. Two nodes are connected by the photonic channel in the following way: the output of node 1 is directed to node 2 as its input and vice versa.
including a source of decoherence. In section 5, we discuss the connection between our scheme and the two previously proposed schemes. In section 6, we discuss the effect of parameter errors on the operation efficiency.
Survey of previous work
An illustration of this prototype quantum interface is shown in figure 1 . The two ground states, |g and |e , of the threelevel system form the stationary qubit. State |g is coupled to the intermediate state |t by the cavity mode and |e to |t by classical light. Direct excitation of the cavity by classical light is assumed absent. The cavity is coupled to the electromagnetic continuum outside which there forms a photonic channel. A Raman path from |e to |g through the intermediate state |t is thus formed. If the three-level system is initially in state |e , the classical light can bring it to state |t by a π rotation which can then relax to state |g by spontaneous emission of a cavity photon. The cavity photon can then leak into the photonic channel forming a single-photon wavepacket. If the threelevel system is initially in state |g , it will remain in this state provided the cavity is in its vacuum. The qubit of information carried by the three-level system can thus be mapped onto a flying qubit in the photonic channel whose number states form the qubit and the sending function of this node is completed:
where |α denotes a single-photon wavepacket in the photonic channel and |vac the channel vacuum. The receiving function is the mapping of the flying qubit to the stationary qubit and can be considered as the time reversal of the above process:
With the output of the sending node directed as the input of the receiving node (see figure 1) , transfer of a qubit between the two distant nodes can be performed.
The difficulty in realizing the network lies at the receiving end. Instead of being absorbed by the three-level system, the single-photon pulse can be reflected by the cavity mirror unless the pulse shape of the classical control light matches the singlephoton pulse exactly. However, this has been considered to be a difficult problem, as the classical control light has a functional dependence on the single-photon wavepacket. A way to get around this difficulty was provided in [3] . The central idea is that if the quantum interface can be controlled to generate an outgoing photon wavepacket of a time symmetric shape, by setting the classical control at the receiving node as just the time reversal of that at the sending node, the time reversal symmetry will guarantee that the photon wavepacket is completely absorbed at the receiving node. A solution for this time symmetric operation was also provided in [3] .
Many atom-CQED based experiments have been stimulated by this proposal in the past few years, e.g., those of Kuhn et al [8] , McKeever et al [9] and Keller et al [10] . When atoms are used as a stationary qubit, its centre of mass dynamics can be deleterious to the quantum interface operations. In the two latest experiments [9, 10] , efforts were made to trap atoms or ions inside the optical cavity so that the uncertainty in position is greatly reduced and the interface functions in a rather deterministic way. The dependence of the shape of the generated single-photon wavepacket on the classical control light has also been demonstrated in [10] .
There has been a development in the control scheme as well. The original proposal by Cirac et al requires the sending and receiving nodes to be identical and operated in a time symmetric way. This would impose a great demand on the physical resources for building a quantum network. Recently, Duan et al [6] showed that if this quantum interface is operated in the adiabatic regime, the driving field for generation of a single-photon wavepacket of arbitrary shape can be found. However, the operation has to be slow enough to guarantee adiabaticity.
Exact solution of the quantum interfacing dynamics
In this section, we will present the general and exact solution for the dynamics of this prototype quantum interface, based on which is a new control scheme without any constraint of time reversal symmetry or adiabaticity. We will show that both the sending and receiving processes can be independently controlled by designing the laser pulses. The controllability is twofold: first, the single-photon pulse shape, provided it is smooth enough, can be arbitrarily specified; second, the Raman process can be operated as a partial cycle, in which an arbitrary amount of entanglement between the stationary qubit and the flying qubit can be created on demand. This second form of controllability makes possible a new scheme for deterministically creating non-local entanglement between distant nodes in the quantum network. The time symmetric scheme of [3] is a special case of our scheme operated as a full cycle and the adiabatic scheme of [6] forms an approximation of our scheme in the slow operation regime.
For the quantum interface shown in figure 1 , the Hamiltonian describing the interaction of the single-mode cavity with the three-level system and with the channel continuum is
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where b ω is the annihilation operator for the mode of frequency ω in the channel continuum and a is the annihilation operator for the cavity mode. The energy of state |g is set as zero.
The |g → |t transition is coupled to the cavity mode with strength g cav . The |e → |t transition is coupled by classical control light of time dependent Rabi frequency (t) and central frequency ω L . The coupling of the cavity mode to the channel continuum is assumed constant: √ γ /2π. An ideal situation is assumed, neglecting photon leakage into free space through the intermediate state |t or the cavity wall. We note that the system described by this Hamiltonian, under optical excitation and with the cavitydot and cavity-channel interaction, has two invariant Hilbert subspaces, with the bases {|g, 0 |vac } and {|e, 0 |vac , |t, 0 |vac , |g, 1 |vac , |g, 0 |ω }, respectively (where in |s, n , s = g, e, t ort denotes the state of three-level system and n denotes the number of photons in the single cavity mode, |ω denotes the one-photon Fock state of the channel mode of frequency ω). So the evolution of the system can be generally described by the state C g |g, 0 |vac + C e | e (t) in the interaction picture, where
The time evolution of the amplitudes in the interaction picture is described by the following Schrödinger equations:
From equation (5d), α ω can be formally expressed as
where t 0 → −∞ and t 1 → +∞ represents the remote past and remote future respectively when the incoming/outgoing photon wavepackets are in the far field, not interacting with the quantum interface. On substituting equations (6) and (7) into equation (5c), the Schrödinger equations becomė
where
are the incoming and outgoing pulses of the photon in the quantum channel, respectively. Equations (8c) and (8d) are obtained within the Weisskopf-Wigner approximation [11] . The quantum fluctuation caused by the quantum channel is of the order of γ /ω c 1 (which is the typical situation for both the atom-CQED system and solid state systems) and thus the Weisskopf-Wigner approximation is well justified here. Although equations (8c) and (8d) contain terms which yield exponential dependence on time, they are time reversible with each other. Thus, equations (8) describe a reversible quantum evolution.
Below, we will show that, from equations (8), the amplitudes β e (t), β c (t) and β t (t) as well as the Rabi frequency (t) of the control field can be expressed in terms of α in and α out . Thus the desired operation, with α in and α out arbitrarily specified, can be generated on demand as long as the normalization of the wavefunction of equation (4) is not violated.
First, we note that β c (t) is immediately available from equations (8c) and (8d),
which is an instantaneous map of the difference between the input and output in the photonic channel. From equation (8c), β t (t) is also readily expressible in terms of α in and α out as
From equations (8a) and (8b), we can solve for the amplitude of β e (t):
and the phase:
And finally, from equation (8b), we can express (t) in terms of the amplitudes that have been solved above:
The normalization condition can also be obtained from equations (9)- (11):
The functions of this quantum interface can be classified into three types: (I) there is no incoming photon and the quantum interface generates an outgoing photon wavepacket of a specified shape; (II) there is an incoming photon wavepacket of a specified shape and it is completely absorbed by the quantum interface; (III) there is an incoming photon wavepacket of a specified shape, and the quantum interface generates an outgoing photon wavepacket of another specified shape. The first two types of control form the basis for the quantum network operation. With control of type III, the quantum interface can act as a controllable scatter or pulse shaper for a single-photon wavepacket. This control can also be considered as the combination of consecutive controls of type II and I. In the following, we will discuss in more detail the first two types of control.
The sending node of the quantum network is operated with control of type I. The initial conditions are α in (t) = 0, β c (t 0 ) = 0, β e (t 0 ) = 1 and β t (t 0 ) = 0. The integral form of equation (14) becomes
whereα out is the normalized wavepacket of the emitted photon and sin 2 θ is the average photon number. For a photon number and a pulse shape arbitrarily specified, the amplitude of the cavity mode is determined by equation (9) as β c = α out sin θ( √ 2πκ). If we pose the problem of finding the optical control to produce a specified shape of the outgoing photon wavepacket, the fact that the right-hand side of equation (15) is positive requires that the specified output pulse be sufficiently smooth, i.e., the pulse generation process be slower than the cavity-channel and the dot-cavity tunnelling rate (with timescales γ −1 and g
cav , respectively). At the remote future time t 1 → +∞, the photon emission process is completed, i.e., β c (t 1 ) =β c (t 1 ) = 0, so β e (t 1 ) = e iφ cos θ with the controllable phase φ given by equation (12) . The most general form of the photon generation process can be expressed as
+ C e e iφ cos θ |e ⊗ |vac + sin θ |g ⊗ |α out .
When the full Raman transition is completed, θ = π/2 and β e (t 1 ) = 0, equation (16) is reduced to
which corresponds to mapping of the stationary qubit onto the flying qubit. If initially the three-level system is entirely in state |e , this mapping operation can function as the deterministic generation of a single-photon wavepacket with any desired pulse shapeα out . If the Raman cycle is controlled as partially completed (θ < π/2), the state initially in |e ⊗ |vac is transformed into an entangled state of the stationary spin and the flying photon:
The entanglement entropy E = −cos 2 θ log 2 cos 2 θ − sin 2 θ log 2 sin 2 θ can be set at any value between 0 and 1 depending on the rotating angle θ .
The receiving node is operated with control of type II, typically as a full Raman cycle, in the quantum network scheme. It is basically the time reversal of the full-cycle sending process. With the three-level system initially in state |g and the incoming photon C g |vac +C e |α in (t) , the mapping transformation is |g ⊗ (C g |vac + C e |α in ) → (C g |g + C e |e ) ⊗ |vac . (19) As in the sending process, the incoming photon pulse α in (t) can be arbitrarily specified, provided that it is smooth enough, and that the photon can be absorbed without reflection. As the stationary qubit converted from the photon state can be read out non-destructively [12] , the receiving node can also act as an efficient photon detector which measures the photon number state when the photon pulse shape is known.
By combining the sending and receiving processes, the transfer of a qubit from one node to another can be easily implemented, with the outgoing photon from the sending node directed as the incoming photon for the receiving node. Obviously, when two state transfer operations with opposite directions are combined together, the two qubits are swapped. For swap operations, the waveguide connecting the two nodes should be long enough to make the photon travelling time longer than the operation time.
If the operation at the sending node has been designed to produce an entangled state of the stationary and the flying qubit, the mapping process at the receiving node will just produce a non-locally entangled state of the two nodes by the transformation
Numerical results with source of decoherence
The above control scheme is applicable to both the atom-CQED system [8] [9] [10] and the solid state system [7] . The required level structure can be found in both systems. The structure of the entire Hilbert space is usually complicated, in both atom and solid state structures. However, it can be shown that via energy selection and polarization selection rules, a three-level system coupling a single cavity mode (as shown in figure 1 ) can be well isolated from the rest of the Hilbert space (the effect of the non-resonant excitation out of the relevant space can be made very small; discussions can be found in [7] ). As illustrations of the control of the quantum interface, we present here some numerical studies of the interface functions with parameters taken from a solid state system. Non-ideality including the photon leakage into free space through a cavity wall (with rate γ ) and from the intermediate state |t (with rate γ t ) is taken into account by adding decoherence terms to equation (8):
The parameters g cav , γ and γ t are taken from experimental results respectively for a Ga(In)As self-assembled quantum dot coupled to a semiconductor microcavity [13, 14] , fabrication of high quality microcavities and waveguides [15] and measurement of the optical decay of a Ga(In)As self-assembled quantum dot [16] the photonic channel is a parameter that can be controlled in fabrication [15] .
The strategy is to design the Rabi frequency (t) of the control field from the ideal set of equations (8), and use this designed (t) to drive equations (21) which contain decoherence terms. In the simulations presented here, for ultrafast operations, resonance conditions of the Raman process are assumed: ω t = ω c = ω L + ω e . For simplicity, the target pulse shape of the outgoing single-photon wavepacket and the shape of the incoming photon wavepacket are all specified to be real functions in time in the interaction picture. In this case, both the Rabi frequency (t) designed from equations (8) and the amplitudes β t , β c , β e and α out that evolve according to equations (21) are real in the interaction picture.
In figure 2 , we illustrate the generation of a singlephoton wavepacket with an asymmetric shape of a sech rise and a Gaussian tail: (1 − tanh(γ t/4)) sech(0.35γ t) + (1 + tanh(γ t/4)) exp(−γ 2 t 2 /100), with normalization understood. Owing to the high quality of the microcavity now achievable in the laboratory [15, 17] , the photon leakage through the cavity wall is negligibly small. The error is mainly due to the photon leakage into free space through the intermediate |t .
The fidelity of the generation operation is high: α ideal out |α out = 99.53% and the deviation in shape from the target shape is invisible. In figure 3 , we illustrate creation of entanglement of the stationary and the flying qubit with the target mapping: |e ⊗ |vac → −→ α ω , there is less occupation of the leaky intermediate state than in the full Raman cycle, and thus the fidelity of the mapping is better. In figure 4 , we also illustrate the simulation result for the absorption of a single-photon wavepacket of a sech shape. The fidelity of the absorption operation is β ideal t (t 1 )β * t (t 1 ) = 99.54%.
Comparison with other schemes
In this section, we discuss the links of our scheme to other schemes that were previously proposed, specifically, the time symmetric scheme of [3] and the adiabatic scheme of [6] .
The solution provided in [3] is obtained in the perturbative regime for a detuned Raman process. While detuning can suppress photon leakage into free space through the intermediate state, this photon leakage is shown in section 4 to be negligible when γ t is much smaller than any other energy scales of the system. Such could be the typical situation in a solid state system composed of a quantum dot coupled to a microcavity [7] . The control scheme we presented here can be used to design both detuned and resonant Raman processes. The resonant Raman process utilizes fully the coupling between the cavity and the three-level system and thus allows the generation and absorption of ultrafast pulses. Table 1 . Comparison of the fidelity of the state transfer operation using the adiabatic scheme and the exact solution, both with the same target pulses of sech shape. We fix the cavity coupling to the photonic channel γ = 0.2 meV, the relaxation of the intermediate state into free space γ t = 3 µeV and the cavity leakage into free space γ = 0.05 µeV. We have compared the adiabatic scheme of [6] with our exact solution in various parameter regimes. In table 2, we show the comparison results for the fidelity of state transfer operation mediated by sech target pulses of various durations. The adiabatic scheme works well when the duration of the incoming/outgoing single-photon pulse is much longer than the maximum of γ −1 and g
−1
cav . When our scheme is operated in this regime, the occupation of the intermediate state |t is found very small and the system indeed evolves adiabatically. We illustrate in figure 5 an example of the operation in this regime. From figure 5(c) , we can see that the design of the Rabi frequency (t) using the adiabatic scheme is almost identical to that given by our exact solution (the noticeable difference in (t) in the tail region of the photon wavepacket has a negligible effect on the fidelity as both |t and |e states have already been depleted at that moment). Both schemes give fidelity close to perfect.
As can be expected, the adiabatic scheme is shown to fail in generation or absorption of fast single-photon pulses. While the fidelity of our scheme remains high in these fast operation regimes, the fidelity of the adiabatic scheme drops appreciably as shown in table 1. We illustrate also in figure 6 a comparison of designs using the two schemes in this regime. The occupation of the intermediate state |t is found not to be negligible, as can be seen from figure 6(b). Since in the adiabatic scheme, the three-level system is assumed always in the dark state composed of only |e and |g , the scheme gives a poor design of the Rabi frequency (t) in the active time period, as can be seen in figure 6(c). As a consequence, the pulse generated from the adiabatic design has an appreciable deviation from the target shape (see figure 6(a) ).
Error analysis and fault tolerance
In the above analysis, exact knowledge of the coupling strength g cav , γ and (t) are assumed. But in general, there could be various errors in parameters due to imperfect characterization of the system. We have tested the robustness of our scheme in the presence of unknown system parameter errors. We listed in table 2 the effects of the unknown errors in the various parameters on the fidelity of entanglement to e iφ |g 1 |e 2 + |e 1 |g 2 and transfer of the state |g + |e , both with the photon pulse shape sech(
). Our system shows a surprising robustness: 10% unknown errors in g cav , γ or | (t)| reduce the fidelity by less than 1%. The | (t)| error studied in table 2 is a global one in the amplitude, e.g. induced by the stationary qubit being slightly out of focus from the classical control field. We also studied the efficiencies of network operations in the presence of control field shape errors, i.e., temporal fluctuations in amplitude. Surprisingly, the control scheme is found immune against fast fluctuations (see figure 7) . This robustness is due to the finite bandwidth of the quantum interface, i.e., the strength of coupling between the cavity and the three-level system and also the cavity waveguide tunnelling rate, which forbid the single-photon pulse shape from following any fast changes in the control. Any temporal fluctuations in the control field with frequency higher than the interface bandwidth are effectively averaged out. The time independent amplitude error considered in table 2 can also be considered as a special shape error which is actually the worst situation for the fidelity.
(t) can also have unknown phase error due to laser phase fluctuation, which can be considered static on the timescale of our operation. We show below that what matters in two-node operations is the relative phase of 1 (t) and 2 (t − τ ), where τ is the propagation delay.
Assume that the classical driving field at the sending node has an unknown phase of ϕ 1 and, hence, the Rabi frequency is now 1 (t) e iϕ1 . From the form of the coupling term that involves the classical field in the Hamiltonian equation (3), the unknown phase factor can be absorbed by redefining the state |ẽ 1 ≡ e −iϕ1 |e 1 , so that 
The final state is equivalent to [c g |g 1 |g 2 + c e (e iφ cos θ |e 1 |g 2 + e iϕ1 e −iϕ2 sin θ |g 1 |e 2 )] ⊗ |vac . If the classical driving fields at the two nodes can be phase locked in a delayed manner so that there is a certain relative phase of 1 (t) and 2 (t − τ ), the two-node operation is well protected from laser phase fluctuations.
Photon loss in the propagation is also deleterious to quantum network applications. However, for applications where the spatial dimension of the quantum network system is not large, i.e., in distributed quantum computations, photon propagation in optical fibres or waveguides is almost decoherence free. Moreover, error correction schemes dealing with this propagation loss are available [18] . When long distance quantum state transfer is desired, the idea of quantum repeaters [19] might be incorporated into the quantum network design for protection against the photon propagation loss.
Conclusion
We have shown a general and exact solution for the dynamics of a quantum interface composed of a three-level system coupled to a continuum through a cavity, which yields a control scheme for arbitrary operations on the stationary qubit and the flying qubit. The scheme enables an number of quantum network operations including sending, receiving, swapping as well as a new way of deterministically entangling qubits at distant nodes. The removal of the constraints of time symmetry can greatly save the costs of resources for physical implementation of quantum networks. The removal of adiabaticity allows ultrafast operations. The exact solution also allows learning studies of the system parameters by trial and error, while the intrinsic robustness against unknown parameter errors paves the way for further exploration of quantum feedback control [20, 21] for this system. The quantum interfaces with the sending and receiving operation can also be considered, respectively, as the single-photon source and detector for a wavepacket of arbitrary shape and might find use in quantum computation and quantum information with linear optics devices.
This control scheme is applicable to a wide range of physical implementations of the quantum interface including atom-CQED and solid state systems. With the advances in fabrication of coupled structures of solid state microcavities, waveguides and quantum dots [13] [14] [15] , solid state implementation could be of particular interest [7] . Apart from the stability and integrability of the solid state structure, the strong coupling of a quantum dot embedded in a semiconductor microcavity recently achieved in the lab [13, 14] makes them very desirable as components of the quantum interface. The state of the art dot-cavity coupling allows operations with bandwidth of ∼0.1 meV, about two orders faster than the major decoherence rate in this solid state system. As shown in section 4, such a parameter regime makes possible using resonant Raman process for ultrafast operations of ∼100 ps while maintaining fidelity over 99%. The absence of unwanted centre of mass dynamics of the stationary qubit is another merit of the solid state system.
