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Resumen
En este trabajo se introducen los grupos de Coxeter para un estudio combinatorio
de los mismos a trave´s del Orden de Bruhat. A continuacio´n se establecen defini-
ciones y resultados ba´sicos de la Teor´ıa de Kazhdan-Lusztig en el a´lgebra de Hecke
de un grupo de Coxeter, todos basados en el desarrollo del cap´ıtulo previo, tambie´n
desde un punto de vista combinatorio. Posteriormente se desarrolla un estudio de
los Bimo´dulos de Soergel y el Teorema de Categorificacio´n de Soergel, el resultado
ma´s importante del trabajo, que establece las bases del estudio de las a´lgebras de
Hecke a trave´s de la Categor´ıa de Bimo´dulos de Soergel y que, segu´n se menciona
en el Cap´ıtulo 4, constituye una herramienta de gran importancia para dar una de-
mostracio´n algebraica de la Conjetura de Kazhdan-Lusztig.
Abstract
In this article we introduce Coxeter groups for a combinatorial studying of them
through Bruhat Order. After that, we establish some basic definitions and results
about Kazhdan-Lusztig’s theory in the Hecke algebra of a Coxeter group, all of
them based in the development of the preliminaries of the previous chapter, also
from a combinatorial point of view. Finally, we conclude with the analysis of Soergel
Bimodules and Soergel’s Categorification Theorem, the most important result in this
article, which establishes the fundamentals of the study of the Hecke Algebra via
Soergel’s Category that in Chapter 4 is mentioned to be a tool of great importance
for giving an algebraic proof of the Kazhdan-Lusztig Conjecture.
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Introduccio´n
Este trabajo presenta una introduccio´n a los bimo´dulos de Soergel. Estos obje-
tos fueron presentados en los ’90 con el objetivo de resolver diferentes problemas
abiertos desde comienzos de los ’80 sobre la teor´ıa de representaciones de grupos
algebraicos semisimples, y que involucran a los polinomios de Kazhdan-Lusztig; ver
el cap´ıtulo 4, donde discutiremos co´mo impactan los bimo´dulos de Soergel en la
resolucio´n de estas conjeturas. En esta direccio´n primero estudiaremos resultados
preliminares sobre grupos de Coxeter y a´lgebras de Hecke.
El trabajo esta´ estructurado en cuatro cap´ıtulos que son dependientes entre s´ı.
El primer cap´ıtulo introduce a los Grupos de Coxeter y al Orden de Bruhat,
siguiendo la exposicio´n de los Cap´ıtulos 1-4 de [2]. En el mismo se desarrollan re-
sultados ba´sicos del estudio de los mismos, siendo los ma´s destacables la Propiedad
de la Subpalabra y la Propiedad de la Eliminacio´n. Adema´s se establece el ejemplo
de los grupos diedrales que son u´tiles en el desarrollo posterior del trabajo.
En el segundo cap´ıtulo, basado en los Cap´ıtulos 7-9 de [8], se establece la de-
finicio´n, en un contexto general, de a´lgebra de Hecke de un grupo de Coxeter, y
se procura obtener una descripcio´n simple de la misma, a trave´s del Teorema de
Kazhdan-Lusztig, que establece la existencia de una base, denominada Base de
Kazhdan-Lusztig, que satisface ciertas condiciones deseables en te´rminos del orden
de Bruhat del grupo de Coxeter subyacente y de la propiedad de invertibilidad de
los elementos de la base de la definicio´n del a´lgebra. Se utiliza este desarrollo pa-
ra ejemplificar en el caso de los grupos diedrales que la descripcio´n de la Base de
Kazhdan-Lusztig es sencilla, formulando un resultado que es importante en el tra-
bajo.
En el tercer cap´ıtulo se estudian los Bimo´dulos de Soergel. Se establecen al co-
mienzo algunas definiciones preliminares sobre Categor´ıas, Graduaciones y Funtores
Derivados. La mayor parte del desarrollo esta´ basado en [12] y [15]. Se definen los
bimo´dulos de Bott-Samelson, y se demuestra el Teorema de Categorificacio´n de Soer-
gel, con una prueba basada en el caso diedral, desarrollado en los cap´ıtulos previos.
Este Teorema afirma que hay un morfismo E del a´lgebra de Hecke de un grupo de
Coxeter en el grupo de Grothendieck split de una categor´ıa cuyos objetos se denomi-
nan Bimo´dulos de Soergel. Se continu´a con la construccio´n de un morfismo inverso
para E , y se enuncian teoremas que describen a los objetos indescomponibles de
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esta categor´ıa. Finalmente, se ejemplifica todo lo desarrollado, para el caso en que
W  S3, obteniendo una descripcio´n completa de la Base de Kazhdan-Lusztig y de
los objetos de la categor´ıa de Soergel.
Para concluir, el cuarto cap´ıtulo expone algunas motivaciones para el estudio
de la teor´ıa desarrollada en el trabajo, siendo los principales focos la Conjetura de
Kazhdan-Lusztig y la Conjetura de Soergel, que segu´n trabajos recientes han si-
do vinculadas entre s´ı y demostradas usando herramientas que esta´n basadas en el
desarrollo del Cap´ıtulo 3 de este trabajo.
A lo largo del trabajo usamos la simbolog´ıa N para denotar el conjunto de ente-
ros positivos t1, 2, 3, . . .u.
Adema´s, denotamos con un s´ımbolo p a la remocio´n de un te´rmino en un pro-
ducto, por ejemplo s1 ps2s3  s1s3.
La igualdad por definicio´n se denota con el s´ımbolo
.
, y la composicio´n de fun-
ciones a menudo se denota con la yuxtaposicio´n de las mismas.
Usamos la simbolog´ıa Sn para denotar al grupo de permutaciones de n elementos.
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Cap´ıtulo 1
Preliminares
1.1. Grupos de Coxeter
A lo largo de este cap´ıtulo vamos a establecer definiciones ba´sicas y derivar los
resultados elementales ma´s importantes de la teor´ıa de los Grupos de Coxeter.
Definicio´n 1.1.1 Sea S un conjunto. Consideremos una matriz m : S  S Ñ
t1, 2, . . . ,8u que satisface para todo par de elementos t, s P S que:
mps, tq  mpt, sq;
mps, tq  1 ðñ s  t.
El grupo W presentado por un conjunto de generadores s P S y relaciones pstqmps,tq
(siempre que mps, tq   8), se dice un grupo de Coxeter, y el par pW,Sq se dice un
sistema de Coxeter.
Una manera habitual de representar los grupos de Coxeter es mediante los dia-
gramas o grafos de Coxeter que se construyen de la siguiente manera: el conjunto
de nodos del grafo esta´ dado por S, sus aristas son no dirigidas, y esta´n dadas por
los pares ts, tu tales que mps, tq ¥ 3. A las aristas con mps, tq ¥ 4 se las etiqueta
con el valor mps, tq.
Ejemplo 1.1.2: Consideramos la matriz m dada por:
m 

1 3 8 2 4
3 1 5 3 6
8 5 1 3 2
2 3 3 1 2
4 6 2 2 1
ﬁﬃﬃﬃﬃﬂ .
Su diagrama de Coxeter asociado esta´ dado por:
4
8
6
5
s1 s2 s4
s3
s5
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Definicio´n 1.1.3 Sea pW,Sq un sistema de Coxeter. Cada elemento w P W se puede
escribir como un producto de generadores: w  s1s2 . . . sk, si P S. Si k es minimal
entre todas estas posibles expresiones, se dice que k es la longitud de w y escribimos
`pwq  k, adema´s decimos que w  s1s2 . . . sk es una expresio´n reducida para w.
Si consideramos la aplicacio´n ε : S Ñ t1u dada por s ÞÑ 1 para todo s P S,
la misma se extiende de manera u´nica a un homomorfismo ε : W Ñ t1u tal que
εpsq  1 para todo s P S.
A continuacio´n damos algunas observaciones elementales de las dos definiciones
recie´n presentadas.
Proposicio´n 1.1.4 Para todos los u,w P W se tiene que:
(a) εpwq  p1q`pwq.
(b) `puwq  `puq   `pwq pmo´d 2q.
(c) `pswq  `pwq  1 para todo s P S.
(d) `pw1q  `pwq.
(e) La aplicacio´n W W Ñ N0 dada por pu,wq ÞÑ `puw1q es una me´trica en
W .
Definicio´n 1.1.5 Si pW,Sq es un sistema de Coxeter, se define como su conjunto
de reflexiones al conjunto T  W dado por:
T  twsw1 : w P W, s P Su (1.1)
A los elementos u P T se los llama reflexiones y a los elementos s P S  T se los
llama reflexiones simples.
1.1.1. Una representacio´n de permutaciones
A continuacio´n vamos a establecer una propiedad combinatoria fundamental de
los grupos de Coxeter, conocida como la Propiedad del Intercambio. Para esto, vamos
a comenzar con algunas definiciones y resultados sencillos.
En lo posterior, escribiremos s1 . . . psi . . . sk para denotar que el elemento si fue
removido de la expresio´n s1 . . . sk. Por ejemplo s1 ps2s3  s1s3.
Dada una palabra s1 . . . sk (es decir, consideramos a este objeto como una k-
upla de elementos de S, y no precisamente como un elemento de W ), definimos para
1 ¤ i ¤ k:
ti
.
 s1s2 . . . si1sisi1 . . . s2s1.
Y tambie´n definimos: pT ps1 . . . skq . pt1, . . . , tkq.
Luego, en W se tiene la identidad:
tis1s2 . . . sk  ps1 . . . si1qsips1 . . . si1q
1ps1s2 . . . skq
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 s1 . . . psi . . . sk.
Esto es, el efecto de multiplicar a izquierda por ti P T elimina la ocurrencia de si
en s1 . . . sk. Y, por otro lado, un sencillo argumento inductivo prueba que:
s1s2 . . . si  titi1 . . . t1
Lema 1.1.6 Si w  s1s2 . . . sk es una expresio´n reducida, entonces ti  tj para todo
i  j.
Demostracio´n. Si ti  tj para algu´n i   j, entonces titj  e y en particular w 
titjs1 . . . sk. Si razonamos como antes, al multiplicar s1 . . . sk a izquierda por ti y tj,
se obtiene la expresio´n s1 . . . psi . . . psj . . . sk que resulta ser una expresio´n para w que
contradice que s1 . . . sk sea reducida.
Sea s1 . . . sk una palabra en S y sea t P T . Se definen nps1s2 . . . sk; tq como la
cantidad de veces que t aparece en la k-upla pT ps1 . . . skq.
Adema´s, para s P S y t P T se define:
ηps; tq
.

"
1, s  t
1, s  t
Observar que, de las definiciones, es inmediato que:
p1qnps1...sk;tq 
k¹
i1
ηpsi; si1 . . . s1ts1 . . . si1q. (1.2)
Sea SpRq el grupo de todas las permutaciones del conjunto R  T  t1,1u.
Podemos definir para cada s P S una aplicacio´n pis : RÑ R como sigue:
pispt, εq
.
 psts, εηps; tqq
Notar que efectivamente pis es una permutacio´n (es biyectiva), pues:
pi2spt, εq  pispsts, εηps; tqq  psstss, εηps; tqηps; stsqq  pt, εq.
Teorema 1.1.7 La aplicacio´n S Ñ SpRq dada por s ÞÑ pis se extiende de manera
u´nica a un monomorfismo pi : W Ñ SpRq. Denotaremos piw
.
 pipwq. Adema´s, se
verifica que pitpt, εq  pt,εq para todo t P T .
Demostracio´n. Vamos a proceder en varios pasos. En primer lugar, por la ob-
servacio´n anterior tenemos que pi2s  idR. Tomemos ahora s, s
1 P S tales que
mps, s1q  p   8. Afirmamos que
ppispis1q
p  idR .
Para probar esto, definamos para cada i  1, . . . , 2p:
si
.

"
s1, i impar,
s, i par.
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Sea s
.
 s1s2 . . . s2p. Consideramos pT psq  pt1, t2, . . . , t2pq, donde para cada i es
ti  s1s2 . . . si . . . s2s1  ps
1sqi1s1.
Como pss1qp  e, resulta que tp i  ti para cada 1 ¤ i ¤ p. Esto implica que nps; tq
es un nu´mero par para cada t P T . Llamemos pt1, ε1q
.
 ppispis1q
ppt, εq. Tenemos que:
pt1, ε1q  pis2ppis2p1 . . . pis1pt, εq.
Luego, t1  s2p . . . s1ts1 . . . s2p  t, pues s1s2 . . . sp  ps
1sqp  e. Y, por otro lado,
como observamos en 1.2:
ε1  ε
2p¹
i1
ηpsi; si1 . . . s1ts1 . . . si1q  εp1q
nps;tq  ε,
pues nps; tq es un nu´mero par. Esto prueba nuestra afirmacio´n.
Esto demuestra que la aplicacio´n s ÞÑ pis se extiende a un homomorfismo w ÞÑ piw
para todo w P W . Ahora, si w  sksk1 . . . s1, tenemos:
piwpt, εq  pisk . . . pis1pt, εq


sk . . . s1ts1 . . . sk, ε
k¹
i1
ηpsi; si1 . . . s1ts1 . . . si1q

 pwtw1, εp1qnps1s2...sk;tqq. (1.3)
En particular, esto dice que la paridad de nps1s2 . . . sk; tq depende so´lo de w y t, y
no de la expresio´n elegida para w.
Para ver la inyectividad de este homomorfismo, sea w  e. Elegimos una ex-
presio´n reducida w  sk . . . s1, y tomamos pT ps1s2 . . . skq  pt1, t2, . . . , tkq. Por el
Lema 1.1.6, los ti son todos distintos, y por lo tanto nps1s2 . . . sk; tiq  1. Por lo
tanto piwpti, εq  pwtiw
1,εq de donde, en particular, piw  idR y el homomorfismo
efectivamente es inyectivo.
Ahora, para concluir con la demostracio´n, procedemos por induccio´n en el largo
de una expresio´n sime´trica para los t P T . Sea:
t  s1s2 . . . sp . . . s2s1.
El caso p  1 esta´ claro por definicio´n. Luego, por induccio´n:
pis1...sp...s1ps1 . . . sp . . . s1, εq  pis1pis2...sp...s2ps2 . . . sp . . . s2, εηps1; s1 . . . sp . . . s1qq
 pis1ps2 . . . sp . . . s2,εηps1; s2 . . . sp . . . s2qq
 ps1 . . . sp . . . s1,εη
2ps1; s2 . . . sp . . . s2qq
 pt,εq,
que es lo que quer´ıamos.
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Como se observo´ en el transcurso de la demostracio´n, si tomamos w P W y una
expresio´n w  sk . . . s1, la paridad de nps1s2 . . . sk; tq depende solamente de w y t.
Luego, para cada w P W y t P T podemos definir sin ambigu¨edad:
ηpw; tq
.
 p1qnps1s2...sk;tq.
En particular, utilizando esta notacio´n, la ecuacio´n (1.3) se puede escribir como:
piwpt, εq  pwtw
1, εηpw1; tqq.
Teorema 1.1.8 (Propiedad del Intercambio) Supongamos que w  s1s2 . . . sk, y sea
t P T . Si `ptwq   `pwq, entonces tw  s1 . . . psi . . . sk para algu´n 1 ¤ i ¤ k.
Demostracio´n. Vamos a probar la equivalencia entre estas dos condiciones:
(a) `ptwq   `pwq.
(b) ηpw; tq  1.
Primero asumimos que ηpw; tq  1, y elegimos una expresio´n reducida w 
s11 . . . s
1
d. Como nps
1
1 . . . s
1
d; tq es impar, deducimos que t  s
1
1 . . . s
1
i . . . s
1
1 para algu´n
1 ¤ i ¤ d. Entonces:
`ptwq  `ps11 . . . ps1i . . . s1dq   d  `pwq.
Ahora, si asumimos que `ptwq   `pwq, resulta que:
pptwq1tptwq, εηptw; tqq  piptwq1pt, εq
 piw1pitpt, εq
 piw1pt,εq
 pw1tw,εηpw; tqq
 pw1tw,εq.
En particular, esto dice que ηptw; tq  1, de donde resulta, por la implicacio´n (b)
ñ (a) probada anteriormente, que `pttwq   `ptwq.
Ahora bien para concluir con la demostracio´n del Teorema, notemos que si
`ptwq   `pwq, entonces como ηpw; tq  p1qnps1...sk;tq, deducimos que nps1 . . . sk; tq
es impar y en particular t  s1 . . . si . . . s1 para algu´n i. Esto es: tw  s1 . . . psi . . . s1,
como quer´ıamos.
Corolario 1.1.9 Si w  s1s2 . . . sk es una expresio´n reducida y t P T , entonces las
siguientes afirmaciones son equivalentes:
(a) `ptwq   `pwq.
(b) tw  s1 . . . psi . . . sk para algu´n 1 ¤ i ¤ k.
(c) t  s1s2 . . . si . . . s2s1 para algu´n 1 ¤ i ¤ k.
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Demostracio´n. La equivalencia (b) ðñ (c) es inmediata. Adema´s la Propiedad
del Intercambio prueba que (a) ñ (b) y la rec´ıproca es trivial.
Otra consecuencia importante de la Propiedad del Intercambio es la siguiente.
Corolario 1.1.10 (Propiedad de la Eliminacio´n) Si w  s1s2 . . . sk y `pwq   k,
entonces w  s1 . . . psi . . . psj . . . sk para ciertos 1 ¤ i   j ¤ k.
Demostracio´n. Si elegimos i maximal de manera que sisi 1 . . . sk no es reducida,
entonces `psisi 1 . . . skq   `psi 1 . . . skq, y por la Propiedad del Intercambio, resulta
que:
sisi 1 . . . sk  si 1 . . . psj . . . sk
para algu´n i   j ¤ k. Multiplicando a ambos lados por s1s2 . . . si1 se tiene el
resultado deseado.
A continuacio´n un lema elemental que sera´ usado ma´s adelante.
Lema 1.1.11 Sea w P W y s, t P S. Si `pswtq  `pwq y `pswq  `pwtq entonces
w  swt.
Demostracio´n. Consideramos una expresio´n reducida w  s1 . . . sr. Tenemos dos
casos:
(a) `pswq ¡ `pwq. En este caso por la condicio´n `pswtq  `pwq   `pswq, podemos
aplicar la Propiedad del Intercambio, de donde se ve que sw  w1t donde w1 
ss1 . . . psi . . . sr o bien w1  w. La primera posibilidad conduce a un absurdo,
pues ser´ıa w  ssw  sw1t  s1 . . . psi . . . srt de donde `pwtq   `pwq, pero
era `pwtq  `pswq ¡ `pwq. En particular, resulta que w1  w, y por lo tanto
sw  wt, que dice que swt  w.
(b) `pswq   `pwq  `psswq. Notar que las hipo´tesis del Lema se pueden aplicar
con sw en lugar de w, de donde usamos el inciso (a) para sw y obtenemos
sw  spswqt  wt y por tanto swt  w.
1.2. Orden de Bruhat
Una propiedad crucial de los grupos de Coxeter, desde un punto de vista combi-
natorio, es que existe en ellos una estructura de orden parcial que es especialmente
u´til para describir la teor´ıa de los mismos.
Entre los posibles o´rdenes parciales en un grupo de Coxeter W , el orden de
Bruhat, que definiremos a continuacio´n, extiende al orden dado por las longitudes
de los elementos.
A lo largo de este cap´ıtulo se establecera´n resultados importantes que luego
permitira´n describir de manera precisa numerosas propiedades del a´lgebra de Hecke
de un grupo de Coxeter y, en particular, dar una base de la misma, la llamada base
de Kazhdan-Lusztig.
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Definicio´n 1.2.1 Sea pW,Sq un sistema de Coxeter. Para u,w P W escribimos:
(a) u
t
Ñ w si u1w  t P T y `puq   `pwq.
(b) uÑ w si se cumple u
t
Ñ w para algu´n t P T .
(c) u ¤ w si existen ui P W tales que:
u  u0 Ñ u1 Ñ    Ñ uk1 Ñ uk  w.
Es inmediato comprobar que la relacio´n ¤ en W es un orden parcial. Este orden
parcial en W se denomina el orden de Bruhat.
Lema 1.2.2 Sean u,w P W distintos, y sea w  s1s2 . . . sq una expresio´n reducida.
Supongamos que alguna expresio´n reducida de u es una subpalabra de s1s2 . . . sq.
Entonces existe v P W tal que:
i. u   v.
ii. `pvq  `puq   1.
iii. Alguna expresio´n reducida de v es una subpalabra de s1 . . . sq.
Demostracio´n. Entre todas las subpalabras de s1s2 . . . sq que son expresiones redu-
cidas para u, digamos:
u  s1 . . .xsi1 . . .xsik . . . sq,
elegimos una con ik mı´nimo. Consideramos:
t
.
 sqsq1 . . . sik . . . sq1sq.
Se tiene que ut  s1 . . . psi1 . . . psik1 . . . sik . . . sq, de modo que `putq ¤ `puq 1. Veamos
que, de hecho, ut ¡ u, por lo que bastara´ tomar v  ut para completar la prueba.
Supongamos que ut   u. Entonces, por la Propiedad del Intercambio, es o bien:
t  sqsq1 . . . sp . . . sq1sq, para algu´n p ¡ ik,
o bien
t  sq . . . psik . . . psid . . . sr . . . psid . . . psik . . . sq, para cierto r   ik, r  ij.
En el primer caso, observar que:
w  wt2
 ps1s2 . . . sqqpsq . . . sik . . . sqqpsq . . . sp . . . sqq
 s1 . . . psik . . . psp . . . sq,
y esto contradice que `pwq  q. De manera ana´loga, en el segundo caso resulta que:
u  ut2
 ps1 . . . psi1 . . . psik . . . sqqpsq . . . psik . . . sr . . . psik . . . sqqpsq . . . sik . . . sqq
 s1 . . . psi1 . . . psr . . . sik . . . sq,
lo cual, a su vez, contradice la minimalidad de ik.
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Podemos caracterizar el Orden de Bruhat en te´rminos de expresiones reducidas
como sigue:
Teorema 1.2.3 (Propiedad de la Subpalabra) Sea w  s1s2 . . . sq una expresio´n
reducida. Entonces u ¤ w si y so´lo si existe una expresio´n reducida u  si1si2 . . . sik ,
1 ¤ i1   . . .   ik ¤ q.
Demostracio´n. (ñ) Supongamos que u  x0
t1Ñ x1
t2Ñ . . .
tmÑ xm  w. Enton-
ces xm1  wtm  s1 . . . psi . . . sq para cierto i, por la Propiedad del Intercambio.
De manera similar, xm2  xm1tm1  s1 . . . psi . . . psj . . . sq y as´ı siguiendo para
xm3, xm4, . . . Finalmente, se obtiene una expresio´n para u que es una subpala-
bra de s1s2 . . . sq. Por la Propiedad de la Eliminacio´n, esta contiene una subpalabra
reducida que es la expresio´n deseada para u.
(ð) Supongamos que u admite una expresio´n reducida que es subexpresio´n de
s1 . . . sq. Procedemos por induccio´n en `pwq `puq. Si `pwq  `puq, debe ser w  u y
por tanto u ¤ w trivialmente. Para el paso inductivo, notemos que por el Lema 1.2.2
existe v P W tal que u   v y tal que una expresio´n reducida de v es subexpresio´n de
s1 . . . sq, y adema´s `pvq  `puq   1. Por induccio´n es v ¤ w y por transitivad u ¤ v,
como quer´ıamos.
Corolario 1.2.4 u ¤ w si y so´lo si u1 ¤ w1.
Corolario 1.2.5 Para u, v P w son equivalentes:
(a) u ¤ w.
(b) Toda expresio´n reducida para w tiene una subpalabra que es una expresio´n re-
ducida para u.
(c) Existe una expresio´n reducida para w que tiene una subpalabra que es una ex-
presio´n reducida para u.
Demostracio´n. Es consecuencia del Teorema que (a) ñ (b) y adema´s (c) ñ (a).
El siguiente Lema sera´ de utilidad en reiteradas aplicaciones en las secciones de
los cap´ıtulos posteriores.
Lema 1.2.6 Sean s P S y w P W tales que sw   w. Si x P W cumple x   w
entonces:
(a) Si sx   x, entonces sx   sw.
(b) Si sx ¡ x, entonces sx ¤ w y x ¤ sw.
En cualquier caso, sx ¤ w.
Demostracio´n. Veamos que la condicio´n de que sw   w implica que existe una ex-
presio´n reducida para w  s1 . . . sr tal que s1  s. Por la Propiedad del Intercambio,
hay una expresio´n reducida w  s11 . . . s
1
r tal que sw  s
1
1 . . .
ps1i . . . s1r para cierto i, y
resulta w  ss11 . . .
ps1i . . . s1r que es una expresio´n reducida de w que empieza con s.
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Ahora bien, la condicio´n de que x   w implica, por la Propiedad de la Sub-
palabra, que x es una subexpresio´n de w  s1 . . . sr. En particular, resulta que o
bien x es una subexpresio´n de sw, o bien sx es una subexpresio´n de sw. Es decir
x ¤ sw o sx   sw. Si suponemos el inciso (a), tenemos de cualquier manera que
sx   sw. Si suponemos (b), tenemos de cualquier manera que x ¤ sw; en particular
x es una subexpresio´n de sw y por tanto x  s2 . . . psj . . . sr para algu´n j, y entonces
sx  s1s2 psj . . . sr es una subexpresio´n de w, y por tanto sx ¤ w.
Definicio´n 1.2.7 Un conjunto parcialmente ordenado pA,¤q se dice dirigido si para
todo par de elementos a, b P A existe un elemento c P A tal que a, b ¤ c.
Proposicio´n 1.2.8 El sistema de Coxeter pW,Sq con el orden de Bruhat es dirigido.
Demostracio´n. Tomamos u,w P W y vamos a hallar v P W tal que u,w ¤ v. Proce-
demos por induccio´n en `puq   `pwq. El caso en que `puq   `pwq  0 es trivialmente
cierto. Elegimos s P S tal que su   u. Para el paso inductivo podemos asumir que
`puq ¡ 0, sin pe´rdida de generalidad. Por induccio´n, como `psuq `pwq   `puq `pwq,
existe x P W tal que su ¤ x y w ¤ x.
Notar que los elementos sx y x se pueden comparar con el orden de Bruhat, y
son distintos. Hay dos casos:
Si sx   x, usando el Lema 1.2.6 (en este caso, haciendo w  x, x  su),
resulta que u ¤ x, se concluye.
Si sx ¡ x, usando el Lema 1.2.6 (b) (en este caso con w  sx y x  su),
resulta que u ¤ sx, y como tambie´n es w ¤ x ¤ sx, se concluye.
1.2.1. El caso finito
Si W es finito, la Proposicio´n 1.2.8 se resume simplemente en que W tiene un
elemento ma´ximo. Este elemento, que podemos denotar w0, es el u´nico que tiene la
longitud ma´xima entre los elementos de W . En efecto, si `pw0q  `pw
1
0q  k, donde
k es la mayor longitud posible para un elemento de W , como w0 es ma´ximo en W ,
resulta w10 ¤ w0, y por la Propiedad de la Subpalabra es w
1
0  w0.
Proposicio´n 1.2.9 Sea w0 el elemento ma´ximo de un grupo de Coxeter finito W .
Entonces:
(a) w20  e.
(b) `pww0q  `pw0q  `pwq para todo w P W .
(c) `pw0q  |T |.
Demostracio´n.
(a) Dado que `pw0q  `pw
1
0 q y hay un u´nico elemento de longitud ma´xima, resulta
que w0  w
1
0 y por tanto w
2
0  e.
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(b) Notar que `pww0q ¥ `pw0q  `pwq, pues por la desigualdad triangular `pw
1q  
`pww0q ¥ `pw0q. Para la desigualdad contraria, hacemos induccio´n en `pw0q 
`pwq. Si `pw0q  `pwq  0 entonces w  w0. Ahora, para el paso inductivo, si
tomamos w   w0 y elegimos s P S tal que w   sw, entonces
`pww0q ¤ `psww0q   1 ¤ `pw0q  `pswq   1  `pw0q  `pwq,
donde la segunda desigualdad resulta de la hipo´tesis inductiva.
(c) Consideramos una expresio´n reducida w0  s1 . . . sk. Si tomamos t P T , resulta
que `ptw0q   `pw0q. Luego, por el Corolario 1.1.9, t  s1 . . . si . . . s1 para algu´n
1 ¤ i ¤ k. Se concluye fa´cilmente que |T |  k.
Establecemos para concluir un resultado sobre los grupos diedrales que sera´ de
utilidad posteriormente. Si tenemos un subconjunto A  W y un elemento w P W ,
escribiremos wA para denotar el conjunto twa : a P Au  W .
Proposicio´n 1.2.10 Sea W un grupo diedral con generadores s, t tales que pstqm 
e. Si x  e, y A
.
 ty P W : y ¤ xu, se cumple que A  sA o bien que A  sA 
tx, rxu donde r P T y r  s.
Demostracio´n. Comencemos notando que el diagrama de Hasse de un grupo de
Coxeter diedral finito es de la forma
e
s t
st ts
sts tst
...
...
stst . . . tsts . . .
w0
En particular, como x  e, analizamos dos casos segu´n una expresio´n reducida
para x comience con s o con t. Si llamamos k  `pxq tenemos que A  txu Y tw P
W : `pwq ¤ k  1qu.
Si x comienza con s veamos que sA  A, pues si w P A y w  x, entonces
`pswq ¤ `pwq   1 ¤ k. Si fuera `pswq  k, so´lo podr´ıa ser sw  x o equivalen-
temente w  sx de donde resulta que w P sA. Si fuera `pswq ¤ k1, entonces
sw P A y por lo tanto w P sA. Se sigue que A  sA.
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Rec´ıprocamente, si w P sA, entonces w  sv para v P A. Si v  x, es evidente
que `pwq  `psvq   k y entonces w P A. Si fuera v  x, entonces `pwq 
`psvq ¤ `pvq 1 ¤ k, de donde como w comienza con s y tiene longitud menor
o igual a k se sigue que w P A y por tanto sA  A.
Si x comienza con t, podemos asumir que x  w0 (de otro modo podemos
pensar en el caso anterior). Notemos que sA esta´ formado por todos los ele-
mentos de longitud menor o igual a k  1 que comienzan con s y por todos los
elementos de longitud menor o igual a k 2 que comienzan con t. En particu-
lar, tenemos que en sA esta´n todos los elementos de longitud menor o igual a
k  2, de donde A  sA so´lo contiene elementos de longitudes k y k  1 que
comienzan con t. Esto es:
A sA  tx, tst . . .lomon
k1
u
donde tst . . .lomon
k1
 rx para
r  ptst . . .lomon
k1
qptst . . .lomon
k
q1 P T.
y es evidente, adema´s, que r  s.
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Cap´ıtulo 2
A´lgebras de Hecke
2.1. A´lgebras gene´ricas
Sea pW,Sq un sistema de Coxeter. Consideramos un anillo conmutativo con iden-
tidad A. Vamos a introducir una manera general de construir a´lgebras asociativas
sobre A que tengan una A-base libre parametrizada por los elementos de W , y una
multiplicacio´n que refleje de algu´n modo la multiplicacio´n en W .
Teorema 2.1.1 Sea A un anillo conmutativo con identidad y pW,Sq un sistema de
Coxeter. Consideramos dos familias de para´metros tasusPS y tbsusPS en A, de modo
que as  at y bs  bt siempre que t y s sean conjugados en W . Sea E un A-mo´dulo
libre sobre el conjunto W , con base tTwuwPW . Entonces existe una u´nica estructura
de A-a´lgebra asociativa en E tal que T1 actu´a como la identidad, y tal que para cada
s P S y w P W se cumple:
TsTw  Tsw si `pswq ¡ `pwq, (2.1)
TsTw  asTw   bsTsw si `pswq   `pwq. (2.2)
El a´lgebra descripta por el teorema se denota EApas, bsq y se denomina un a´lgebra
gene´rica. Antes de proceder con la prueba sen˜alamos dos ejemplos importantes de
a´lgebras gene´ricas:
Ejemplo 2.1.2: El a´lgebra de grupo ArW s es un ejemplo inmediato de un a´lgebra
gene´rica. Para cada s P S tomamos as  0 y bs  1. En efecto, por la condicio´n del
teorema, tenemos que vale TsTw  Tsw para todo s P S y todo w P W .
Ejemplo 2.1.3: El a´lgebraN que se obtiene para as  bs  0 se denomina el a´lgebra
de nil Hecke del sistema de Coxeter pW,Sq.
Un hecho importante es que las segunda de las dos condiciones sobre el producto
en EApas, bsq se puede cambiar por otra equivalente:
T 2s  asTs   bsT1 (2.3)
En efecto, es inmediato que esta condicio´n se deduce trivialmente de 2.2, dado
que s2  1, s P S.
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Rec´ıprocamente, si E . EApas, bsq admite una estructura de A-a´lgebra con T1
actuando como la identidad y cumple (2.1), entonces para cada s P S y w P W tales
que `pswq   `pwq, resulta que `pspswqq ¡ `pswq, y por lo tanto por (2.1) tenemos
que TsTsw  Tw. Ahora, usando la nueva condicio´n, resulta que:
TsTw  T
2
s Tsw
 pasTs   bsT1qTsw
 asTsTsw   bsTsw
 asTw   bsTsw,
que es justamente la condicio´n (2.2).
Observemos tambie´n que la unicidad de una estructura como la del Teorema
es sencilla de verificar. En efecto, iterando la condicio´n (2.1), tenemos que Tw 
Ts1  . . . Tsr , siempre que w  s1    sr sea una expresio´n reducida para w. De hecho
E es un a´lgebra generada por tTsusPSYtT1u. Ma´s au´n, se puede determinar iterando
las condiciones (2.1) y (2.2) del Teorema una tabla de multiplicacio´n completa para
los elementos de la base tTwuwPW .
Para probar la existencia procedemos como sigue: consideramos End E , el a´lge-
bra de endomorfismos de A-mo´dulos de E . Si E tiene una estructura de a´lgebra,
los operadores de multiplicacio´n a izquierda correspondientes a elementos de E con-
formara´n una copia del a´lgebra E dentro de End E . El objetivo sera´ ubicar esta
a´lgebra dentro de End E , y para satisfacer las condiciones (2.1) y (2.2) los operado-
res de multiplicacio´n a izquierda λs, correspondientes a cada Ts (s P Sq tendra´n que
satisfacer:
λspTwq  Tsw si `pswq ¡ `pwq, (2.4)
λspTwq  asTw   bsTsw si `pswq   `pwq. (2.5)
De manera similar, debera´ haber operadores de multiplicacio´n a derecha, ρt (t P S)
que se comporten de manera que:
ρtpTwq  Twt si `pwtq ¡ `pwq, (2.6)
ρtpTwq  atTw   btTwt si `pwtq   `pwq. (2.7)
Ahora se procede como sigue: definimos los endomorfismos λs y ρt para los t, s P S,
extendiendo por linealidad segu´n su accio´n en la base de E .
A continuacio´n vamos a probar que los operadores λs y ρt conmutan para todo
s, t P S. En particular si miramos la aplicacio´n que env´ıa la suba´lgebra de End E
generada por todos los λs, a trave´s de la aplicacio´n λ ÞÑ λpT1q, el hecho de que λs y
ρt conmuten garantiza que esta transformacio´n es biyectiva, lo cual permite que se
pueda mirar a E con la estructura de a´lgebra deseada.
Proposicio´n 2.1.4 Si s, t P S, entonces λs y ρt conmutan.
Demostracio´n. Fijemos un w P W y comparemos los efectos de los operadores λsρt
y ρtλs sobre Tw. Observemos que multiplicar por s o t cambia las longitudes de los
elementos en 1. En particular tenemos seis casos para analizar:
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(a) `pwq   `pwtq  `pswq   `pswtq. En este caso, la descripcio´n de los operadores
λs y ρt dada anteriormente prueba que λsρtpTwq  Tswt  ρtλspTwq.
(b) `pswtq   `pwtq  `pswq   `pwq. Por ca´lculo directo:
λsρtpTwq  λspatTw   btTwtq
 atλspTwq   btλspTwtq
 atpasTw   bsTswq   btpasTwt   bsTwstq
 atasTw   atbsTsw   btasTwt   btbsTswt.
Un ca´lculo completamente ana´logo revela que ρtλspTwq da el mismo resultado.
(c) `pwtq  `pswq   `pswtq  `pwq. Usamos el Lema 1.1.11 para obtener que
sw  wt, de donde s y t son conjugados en W , de donde as  at y bs  bt. Para
concluir so´lo es necesario hacer el ca´lculo:
λsρtpTwq  atasTw   atbsTsw   btTswt,
ρtλspTwq  asatTw   asbtTsw   bsTswt,
y se concluye la igualdad.
(d) `pwtq   `pwq  `pswtq   `pswq. En este caso se obtiene directamente:
λsρtpTwq  asTwt   bsTswt  ρtλspTwq.
(e) `pwq  `pswtq   `pwtq  `pswq. Otra vez usamos el Lema 1.1.11 para obtener
sw  wt y por tanto tambie´n as  at y bs  bt. Como λsρtpTwq  asTwt  bsTswt
y ρtλspTwq  atTsw   btTswt, se concluye.
Ahora vamos a concluir con la prueba de la existencia de la estructura de a´lgebra
deseada. Sea L la suba´lgebra de End E (con 1) generada por los endomorfismos λs,
s P S. Ahora consideramos una aplicacio´n ϕ : L Ñ E dada por ϕpλq . λpT1q, esto
es, ϕ aplica 1 ÞÑ T1 y λs ÞÑ Ts para todo s P S. Es evidente que ϕ es un morfismo de
A-mo´dulos y, ma´s au´n, es sobreyectivo, pues todos los elementos Tw de la base de
E esta´n en la imagen: en efecto, si w  s1 . . . sr es una expresio´n reducida, entonces
Tw  ϕpλs1 . . . λsrq.
Para ver que ϕ es inyectiva, supongamos que ϕpλq  0, o sea, λpT1q  0. Vamos
a probar por induccio´n en `pwq que λpTwq  0 para todo w P W , y por tanto λ  0.
Si `pwq ¡ 0, hallamos un t P S tal que `pwtq   `pwq. Usando la Proposicio´n
2.1.4, el endomorfismo ρt conmuta con L y, en particular, con λ. Por tanto,
λpTwq  λpTpwtqtq  λpρtpTwqq  ρtpλpTwtqq  0,
lo cual completa el paso inductivo.
Ahora que sabemos que ϕ es un isomorfismo de A-mo´dulos, se sigue que L
admite una A-base libre consistiendo de todos los λw
.
 λs1 . . . λsr , w P W , donde
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w  s1 . . . sr es reducida y el endomorfismo λw es independiente de tal eleccio´n.
Ma´s au´n, la estructura de a´lgebra en L se puede transferir a E . So´lo resta verificar
que esta estructura satisface las condiciones (2.1) y (2.2) o, equivalentemente, las
condiciones (2.1) y (2.3).
Si `pswq ¡ `pwq. Debemos comprobar que λsλw  λsw. Si tomamos una expre-
sio´n reducida w  s1 . . . sr, es evidente que ss1 . . . sr es una expresio´n reducida
para sw. Ahora bien, se concluye: λsλw  λsλs1 . . . λsr  λsw.
Ahora debemos verificar que λ2s  asλs   bsλ1. Verificamos que el resultado
de evaluar cada lado en un elemento Tw coincide en ambos casos. Para esto
tenemos a su vez dos casos.
• Si `pswq ¡ `pwq, tenemos:
λ2spTwq  λspTswq  asTsw   bsTw  pasλs   bsλ1qpTwq.
• Si `pswq   `pwq, tenemos:
λ2spTwq  λspasTw   bsTswq  asλspTwq   bsTsTsw  pasλs   bsλ1qpTwq.
2.2. A´lgebras de Hecke e Inversos
Definicio´n 2.2.1 Sea A  Zrq, q1s el anillo de polinomios de Laurent sobre Z
con variable q. Para el sistema de Coxeter pW,Sq consideramos la asignacio´n de
para´metros as  q  1 y bs  q. El a´lgebra gene´rica que se obtiene del Teorema de
la seccio´n anterior, se denomina a´lgebra de Hecke de W y la denotaremos H.
Es claro que las condiciones (2.1) y (2.3) de la seccio´n anterior quieren decir que:
TsTw  Tsw si `pswq ¡ `pwq,
T 2s  pq  1qTs   qT1.
Un hecho importante del a´lgebraH es la existencia de inversos para los elementos
Tw. En efecto, las relaciones dadas implican que para todo s P S es:
T1s  q
1Ts  p1 q
1qT1. (2.8)
Adema´s, como Tw  Ts1  . . .  Tsr siempre que w  s1    sr sea una expresio´n
reducida, todos los elementos Tw son invertibles en H. Sin embargo, a medida que
`pwq crece, es cada vez ma´s dif´ıcil computar T1w como una combinacio´n lineal de
los elementos de la base tTwuwPW del a´lgebra H. Con el objetivo de simplificar este
trabajo es que se va a introducir la familia de los R-polinomios.
La idea sera´ mostrar que el inverso de un elemento Tw1 se puede escribir como
combinacio´n lineal de aquellos x tales que x ¤ w en el orden de Bruhat en W .
Para evitar un uso excesivo de pare´ntesis, vamos a escribir
εw
.
 p1q`pwq, (2.9)
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qw
.
 q`pwq. (2.10)
Cuando tratemos con un polinomio u´nicamente en la variable q omitiremos es-
cribir F pqq y escribiremos simplemente F .
Teorema 2.2.2 Para todo w P W se tiene que:
pTw1q
1  εwq
1
w
¸
x¤w
εxRx,wpqqTx,
donde cada Rx,w P Zrqs es un polinomio de grado `pwq  `pxq y donde Rw,wpqq  1.
Demostracio´n. Si w  1, el enunciado es trivial. Gracias a la fo´rmula para T1s ,
tenemos para w  s P S, que R1,s
.
 q  1 y Rs,s  1, de modo que se verifica que
el enunciado se cumple por induccio´n en `pwq.
En el transcurso de la prueba obtendremos un algoritmo para calcular los R-
polinomios. Por simplicidad, definiremos Rx,w  0 para x ¦ w.
Asumimos `pwq ¡ 0, y escribimos w  sv para s P S y v P W tales que
`pvq   `pwq. En particular εw  εv y qw  qvq. Usando la hipo´tesis inductiva,
tenemos:
pTw1q
1  pTv1Tsq
1
 T1s pTv1q
1
 q1 pTs  pq  1qT1q

εvq
1
v
¸
y¤v
εyRy,vTy

 εwq
1
w

pq  1q
¸
y¤v
εyRy,vTy 
¸
y¤v
εyRy,vTsTy
ﬀ
.
La segunda suma involucra dos tipos de te´rminos. Si sy ¡ y tenemos que TsTy 
Tsy. Pero si sy   y, tenemos TsTy  pq  1qTy   qTsy, donde el primero de estos
te´rminos se cancela con la primera suma. Esto permite reescribir todo como una
suma de tres tipos de te´rminos:
si y ¤ v, y   sv, pq  1qεyRy,vTy,
si y ¤ v, y   sv,  εyRy,vTsy,
si y ¤ v, y ¡ sv,  qεyRy,vTsy.
En cada caso, tenemos que y   w y por el Lema 1.2.6, sy ¤ w. Notar tambie´n que
cada x ¤ w ocurre como y ¤ v o como sy con y ¤ v. Luego, resta verificar que el
coeficiente de Tx satisface las condiciones del enunciado.
Consideramos x ¤ w con x ¡ sx. Entonces Tx ocurre en el segundo de nuestros
casos, con x  sy para y ¤ v, y obtenemos como coeficiente εyRy,v  εxRsx,sw, de
grado `pswq`psxq  `pwq`pxq. En el caso extremo en que x  w, notar que y  v
y Rv,v  1 por induccio´n. Luego, el polinomio Rx,w
.
 Rsx,sw tiene las propiedades
deseadas.
Ahora consideramos el caso en que x   w con x   sx. Hay dos posibilidades:
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(a) En el caso en que sx   v, Tx ocurre en los te´rminos del primer y tercer tipo,
con x  y ¤ v en el primero, y x  sy, y  sx ¤ v en el otro. El coeficiente en
definitiva es:
pq  1qεxRx,v  qεsxRsx,v.
Notar que
deg qRsx,v  `pvq  `psxq   1  `pwq  `pxq  1,
mientras que
degpq  1qRx,v  `pvq  `pxq   1  `pwq  `pxq.
En definitiva, el coeficiente de Tx tiene grado `pwq  `pxq, y podemos definir:
Rx,w
.
 pq  1qRx,sw   qRsx,sw.
(b) En el caso en que sx ¦ v, Tx ocurre solamente en un te´rmino del segundo
tipo, con coeficiente igual a εxpq  1qRx,v. Usando la convencio´n Rsx,v  0,
Rx,w se puede definir precisamente como en el caso (a), lo cual completa el paso
inductivo.
Vamos a explicitar el algoritmo para computar los polinomios Rx,w, segu´n la
demostracio´n del Teorema de la seccio´n anterior. La idea es proceder por induccio´n
en `pwq, empezando por el hecho de que Rw,w  1 para todo w P W , mientras que
Rx,w  0 a menos que x ¤ w. Para el paso inductivo, necesitamos computar Rx,w,
asumiendo que los polinomios Ry,z son conocidos para `pzq   `pwq.
Fijemos s P S tal que sw   w. Las dos configuraciones con las que debemos
tratar, de acuerdo con el Lema 1.2.6 son:
x   w y sx   x, lo cual fuerza que sx   sw. Aqu´ı se tiene que Rx,w  Rsx,sw,
que ya se conoce, dado que sw   w.
x   w y x   sx, lo cual fuerza que sx ¤ w y x ¤ sw. Aqu´ı se tiene que Rx,w 
pq  1qRx,sw   qRsx,sw, y ambos polinomios del lado derecho son conocidos
(observar que el primer producto tiene grado `pwq  `pxq y el segundo es de
grado menor).
Tambie´n existe la versio´n sime´trica a derecha de la primera de estas dos confi-
guraciones.
Lema 2.2.3 Si x   w, xs   x y ws   w entonces Rx,w  Rxs,ws.
2.2.1. El caso finito
Si W es un grupo finito, entonces los R-polinomios exhiben una propiedad de
simetr´ıa adicional que aprovecharemos en el futuro. Consideramos el elemento w0
ma´s largo en W . Sabemos que el mismo satisface que `pw0wq  `pw0q  `pwq para
todos los w P W .
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Proposicio´n 2.2.4 Si W es finito, entonces Rx,w  Rw0w,w0x para todo x ¤ w.
Demostracio´n. Procedemos por induccio´n en `pwq, a partir del hecho de que R1,1 
Rw0,w0  1. Si `pwq ¡ 0, existe s P S tal que ws   w. Como antes, hay dos casos
que considerar:
Si xs   x, entonces w0x   w0xs. Por el Lema 2.2.3 y la hipo´tesis inductiva:
Rx,w  Rxs,ws  Rw0ws,w0xs  Rw0w,w0x.
Si x   xs, por el Lema 1.2.6 tenemos que:
Rx,w  pq  1qRx,ws   qRxs,ws.
Por induccio´n, esto es lo mismo que
pq  1qRw0ws,w0x   qRw0ws,w0xs
y usando otra vez el Lema 1.2.6 podemos reemplazar el primer te´rmino por
pq1qRw0w,w0xs y, por tanto, aplicando una u´ltima vez el Lema 1.2.6, se obtiene
finalmente Rw0w,w0x, como quer´ıamos.
2.3. Una involucio´n del A´lgebra de Hecke
Ya hemos visto co´mo invertir los elementos Tw de la base de H. Ahora vamos a
introducir una involucio´n ι : HÑ H, esto es, un automorfismo que cumple ιι  id.
Para definir esta involucio´n, consideramos primero la involucio´n ι deA  Zrq, q1s
dada por q ÞÑ q1, y definimos ahora ιpTwq
.
 pTw1q
1. Combinando estas dos asig-
naciones y extendiendo aditivamente, se obtiene una aplicacio´n ι : HÑ H.
Usando el hecho de que T1s  q
1Tsp1q
1qT1, es sencillo verificar que ι
2pTsq 
Ts. En particular, para probar que ι
2  id, bastara´ probar que ι es efectivamente un
automorfismo de anillos de H (pues los Ts generan a H como A-a´lgebra).
Lema 2.3.1 Si s P S y w P W , entonces ιpTsTwq  ιpTsqιpTwq.
Demostracio´n. Hay dos casos para verificar.
Si `pswq ¡ `pwq, computamos directamente:
ιpTsTwq  ιpTswq  pTw1sq
1  pTw1Tsq
1  T1s pTw1q
1  ιpTsqιpTwq.
Si `pswq   `pwq, consideramos v
.
 pswq1, de modo que w1  vs. Ahora:
ιpTsTwq  ιpqTsw   pq  1qTwq  q
1T1v   pq
1  1qpTw1q
1.
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Como Tw1  Tvs  TvTs, tenemos que pTw1q
1  T1s T
1
v . Ma´s au´n, usando
que T1s  q
1pTs  pq  1qT1q, obtenemos:
ιpTsTwq  q
1T1v  q
1pq  1qq1pTs  pq  1qT1qT
1
v
 q1T1v  q
2pq  1qTsT
1
v   q
2pq  1q2T1v
 q2pq2  q   1qT1v  pq  1qq
2TsT
1
v .
Por otro lado, tenemos que:
ιpTsqιpTwq  T
1
s pTw1q
1  T2s T
1
v .
Pero nuevamente, usando que T1s  q
1pTs  pq  1qT1q, resulta que
T2s  q
2ppq  1qTs   qT1q  2q
2pq  1qTs   q
2pq2  2q   1qT1.
Multiplicando por T1v a ambos lados, del lado derecho se obtiene el mismo
resultado de antes, de modo que ιpTsTwq  ιpTsqιpTwq.
Corolario 2.3.2 ι es un automorfismo de H.
Demostracio´n. Consideramos w1 y w. Procedemos por induccio´n en `pw1q para pro-
bar que ιpTw1Twq  ιpTw1qιpTwq. Notar que si `pw
1q  1, entonces w1 P S, y por tanto
la conclusio´n es va´lida por el Lema 2.3.1.
Para el paso inductivo, asumimos `pw1q ¡ 1, y hallamos s P S tal que `pw1sq  
`pw1q. Entonces ιpTw1Twq  ιpTw1sTsTwq  ιpTw1sqιpTsTwq por induccio´n, y por el Le-
ma anterior, esto es ιpTw1sqιpTsqιpTwq lo cual, nuevamente por la hipo´tesis inductiva,
a su vez es ιpTw1sTsqιpTwq  ιpTw1qιpTwq.
A continuacio´n vamos a enumerar algunas propiedades u´tiles de losR-polinomios.
Para evitar el abuso de pare´ntesis, escribiremos Rx,wpqq
.
 Rx,wpq
1q.
Proposicio´n 2.3.3 Para todos los x,w P W se cumplen:
(a) Rx,w  εxεwqxq
1
w Rx,w.
(b) pTw1q
1 
°
x¤w q
1
x Rx,wTx.
(c)
°
x¤y¤w εxεyRx,yRy,w  δx,w (la delta de Kronecker).
Demostracio´n.
(a) Vamos a proceder por induccio´n una vez ma´s. Elegimos s P S tal que sw   w.
Nuevamente, hay dos casos:
Supongamos que x   w y sx   x, de modo que Rx,w  Rsx,sw. Por induc-
cio´n,
Rsx,sw  εsxεswqsxq
1
swRsx,sw  pεxqpεwqqxq
1q1w qRx,w  εxεwqxq
1
w Rx,w.
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Supongamos que x   w y x   sx. Tenemos que Rx,w  pq  1qRx,sw  
qRsx,sw. Aplicando ι resulta:
Rx,w  q
1pq  1qRx,sw   q
1Rsx,sw.
Por hipo´tesis inductiva, Rx,sw  εxεswqxq
1
swRx,sw, mientras que Rsx,sw 
εsxεswqsxq
1
swRsx,sw. Usando que qsx  qxq y qsw  qwq
1 y reemplazando
en la fo´rmula anterior, se obtiene la conclusio´n deseada.
(b) Se deduce del Teorema 2.2.2 y de (a).
(c) Por la fo´rmula obtenida en (b) tenemos que pTw1q
1 
°
y¤w q
1
y Ry,wTy. Apli-
cando ι a ambos lados, resulta:
Tw 
¸
y¤w
qyRy,wpTy1q
1.
Ahora, usando la fo´rmula para T1y1 del Teorema 2.2.2 se obtiene que:
Tw 
¸
y¤w
qyRy,wεyq
1
y
¸
x¤y
εxRx,yTx.
El coeficiente de Tx del lado izquierdo es 1 si w  x y de otro modo es 0. Del
lado derecho este coeficiente es precisamente
°
x¤y¤w εxεyRx,yRy,w.
2.4. Polinomios de Kazhdan-Lusztig
Nuestro objetivo ahora sera´ hallar una nueva base tCwuwPW del A-mo´dulo H,
pero que consista de elementos que quedan fijos por la involucio´n ι. Observar que:
T1s  q
1Ts  p1 q
1qT1  q
1pTs  pq  1qT1q,
con lo cual:
ιpTs  qT1q  ιpTsq  q
1ιpT1q
 T1s  q
1T1
 q1pTs  pq  1qT1q  q
1T1
 q1pTs  qT1q.
Si introducimos el s´ımbolo q
1
2 , tenemos para cada s P S que los elementos de la
forma Cs
.
 q
1
2 pTs  qT1q quedan fijos por la accio´n de ι.
Formalmente, vamos a reemplazar nuestro anillo A  Zrq, q1s por el anillo
extendido Zrq 12 , q 12 s de polinomios de Laurent en la indeterminada q 12 . De este
modo, nuestro anillo A es un subanillo del anillo extendido. Esto no tiene ningu´n
efecto en nuestros ca´lculos formales previos en H. Por el resto de este cap´ıtulo A va
a denotar al anillo extendido.
La idea ahora es buscar, para cada w P W , un elemento Cw P H que sea com-
binacio´n lineal de los Tx para los x ¤ w, y cuyos coeficientes sean polinomios tan
sencillos como sea posible. El siguiente resultado nos provee estos elementos.
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Teorema 2.4.1 (Kazhdan-Lusztig) Para cada w P W existe un u´nico elemento
Cw P H que tiene las propiedades siguientes:
(a) ιpCwq  Cw.
(b) Cw  εwq
1
2
w
°
x¤w εxq
1
x P x,wTx, donde Pw,w  1 y Px,wpqq P Zrqs es un polinomio
de grado menor o igual a 1
2
p`pwq  `pxq  1q si x   w.
Demostracio´n. Vamos a comenzar probando, para cada w P W , la unicidad del
elemento:
Cw 
¸
x¤w
apx,wqP x,wTx,
donde apx,wq
.
 εwεxq
1
2
wq1x , asumiendo que Cw tiene las propiedades (a) y (b).
Esto equivale a probar que los polinomios Px,w se pueden elegir a lo sumo de una
u´nica manera. Para un w fijo, procedemos por induccio´n en `pwq `pxq, empezando
con Pw,w  1, de donde se puede asumir que todos los Py,w esta´n un´ıvocamente
determinados para x   y ¤ w. Veremos que esto determina al polinomio Px,w.
Partimos de la hipo´tesis:
Cw 
¸
y¤w
apy, wqP y,wTx
Aplicamos ι a ambos lados para obtener, usando el Teorema 2.2.2:¸
x¤w
εwεxq
1
2
wq
1
x P x,wTx  Cw  ιpCwq

¸
y¤w
εwεyq
 1
2
w qyPy,wpTy1q
1

¸
y¤w
εwεyq
 1
2
w qyPy,wεyq
1
y
¸
x¤y
εxRx,yTx
 εwq
 1
2
w
¸
y¤w
¸
x¤y
εxPy,wRx,yTx.
Ahora fijando x ¤ w, igualando el coeficiente de Tx a ambos lados, resulta que
εwεxq
1
2
wq
1
x P x,w  εwq
 1
2
w
¸
x¤y¤w
εxRx,yPy,w.
Cancelando εw y εx a ambos lados, y multiplicando por q
1
2
x nos dice que:
q
1
2
wq
 1
2
x P x,w  q
 1
2
w q
1
2
x
¸
x¤y¤w
Rx,yPy,w.
Finalmente restando el te´rmino con y  x de la suma de la derecha, y usando que
Rx,x  1, resulta:
q
1
2
wq
 1
2
x P x,w  q
 1
2
w q
1
2
xPx,w  q
 1
2
w q
1
2
x
¸
x y¤w
Rx,yPy,w.
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Asumiendo que todos los Py,w con x   y ¤ w son ya conocidos, dado que x   w,
el inciso (b) implica que del lado izquierdo el primer te´rmino es un polinomio en q
1
2
sin te´rmino constante, mientras que el segundo es un polinomio en q
1
2 sin te´rmino
constante. Esto produce que la eleccio´n para Px,w sea u´nica, como afirma´bamos.
Ahora vamos a probar la existencia de los elementos Cw, lo cual es ma´s com-
plicado. Vamos a proceder por induccio´n en `pwq. Para el paso inductivo, tomamos
s P S tal que `pswq   `pwq, y llamamos v
.
 sw. De este modo, el elemento Cv ya es
conocido. Notar que:
apx,wq  q
1
2apx, vq.
Ahora definimos:
Cw
.
 CsCv 
¸
z v
sz z
µpz, vqCz
donde µpz, vq denota al coeficiente principal del polinomio Pz,v, y escribimos z   v
cuando el elemento Pz,v tiene grado
1
2
p`pvq`pzq1q (obviamente z   v y εv  εz).
Es claro que el elemento Cw es ι-invariante, pues es suma y producto de elementos
ι-invariantes. Esto exhibe que Cw es una A-combinacio´n lineal de elementos Tx con
x ¤ w. Ahora miramos los coeficientes de los Tx para cada x ¤ w, empezando por
x  w. Notar que:
Cw  CsCv 
¸
z v
sz z
µpz, vqCz
 pq
1
2Ts  q
1
2T1q
¸
z¤v
apz, vqP z,vTz 
¸
z v
sz z
µpz, vqCz.
El coeficiente de Tw  TsTv en el primer producto es q
 1
2apv, vqP v,v  q
 1
2 q
1
2
v q1v 
q
 1
2
w . Esto coincide en la fo´rmula del enunciado para Cw, tomando el te´rmino de la
suma con x  w (donde Pw,w  1).
A continuacio´n fijamos x   w. Analizamos dos casos:
Si x   sx, por el Lema 1.2.6 tenemos que x ¤ v y sx ¤ w. Por un lado, resulta
que TsTsx  qTx   pq  1qTsx. Adema´s, si suponemos que sx ¤ v, entonces
q
1
2TsCv involucra al te´rmino Tx con coeficiente:
q
1
2 qapsx, vqP sx,v  q
1
2 εvpεxqq
1
2
v q
1
sx P sx,v
 q
1
2 εwεxq
1
2
wq
 1
2 q1x q
1P sx,v
 q1apx,wqP sx,v.
Por otro lado, q
1
2T1Cv involucra a Tx con el coeficiente:
q
1
2apx, vqP x,v  apx,wqP x,v.
Combinando estos dos ca´lculos, resulta que el coeficiente de Tx en CsCv es:
q1apx,wqP sx,v   apx,wqP x,v.
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Si sx   x, entonces tenemos que sx ¤ v, y obviamente sx ¤ w. Adema´s se
tiene TsTsx  Tx. Para el te´rmino q
 1
2TsCv, el coeficiente de Tx es:
q
1
2apsx, vqP sx,v  apx,wqP sx,v
donde en el u´ltimo paso hicimos simplificaciones directas de la definicio´n de
apsx, vq.
Como tambie´n se tiene que TsTx  qTsx   pq  1qTx, si suponemos que x ¤ v,
entonces Tx aparece en TsCv tambie´n con coeficiente:
pq  1qq
1
2apx, vqP x,v  pq
1  1qapx,wqP x,v.
Adema´s, q
1
2T1Cv involucra a Tx con coeficiente:
q
1
2apx, vqP x,v  apx,wqP x,v.
Juntando todo esto, resulta que el coeficiente de Tx en CsCv es:
apx,wqP sx,v   q
1apx,wqP x,v.
Por otro lado, el coeficiente de Tx en 
¸
z v
sz z
µpz, vqCz, usando la hipo´tesis inductiva
sobre los Cz, es siempre de la forma:

¸
µpz, vqapx, zqP x,z 
¸
µpz, vqq
1
2
z q
 1
2
w apx,wqP x,z,
donde se uso´ que para z   v  sw es εwεz  1.
En definitiva, tomando c  0 cuando x   sx y c  1 cuando sx   x, podemos
combinar todos los ca´lculos para expresar Cw como en el enunciado, donde
Px,w
.
 q1cPsx,v   q
cPx,v 
¸
z v
sz z
µpz, vqq
 1
2
z q
1
2
wPx,z, (2.11)
y Px,z
.
 0 cuando x ¦ z.
Ahora, basta verificar que el grado del polinomio Px,w definido como antes esta´
acotado por 1
2
p`pwq`pxq1q. Esto es inmediato, salvo para el caso en que sx   x, de
donde c  1, y el te´rmino del medio, qPx,v, puede tener grado 1 
1
2
p`pvq`pxq1q 
1
2
p`pwq  `pxqq. Sin embargo, en este caso tenemos que x   v, y como sx   x, hay
un te´rmino para z  x en la sumatoria, que es precisamente igual al coeficiente
principal de qPx,v (pues Px,x  1). Esto produce que se cancelen justamente estos
te´rminos cuyos grados se exceden, de modo que efectivamente el grado de Px,w esta´
acotado como en el enunciado.
Un corolario sencillo del Teorema, que permite hallar una formulacio´n equivalente
pero ma´s simple es la siguiente:
Corolario 2.4.2 Para cada w P W existe un u´nico elemento C 1w P H que tiene las
propiedades siguientes:
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(a) ιpC 1wq  C
1
w.
(b) C 1w  q
 1
2
w
°
x¤w Px,wTx, donde Pw,w  1 y Px,wpqq P Zrqs es un polinomio de
grado menor o igual a 1
2
p`pwq  `pxq  1q si x   w.
Demostracio´n. Consideramos otra involucio´n σ : HÑ H como sigue. En A hacemos
σ  ι, mientras que σpTwq
.
 εwq
1
w Tw. Es trivial ver que σ
2  id, y para ver que σ
es un homomorfismo de anillos se puede hacer una prueba completamente ana´loga
a la vista para ι.
Observar ahora que ισ  σι. Este hecho permite probar que C 1w  εwσpCwq de
donde es inmediato concluir el corolario.
Ahora que poseemos una nueva base tCwuwPW de H, vamos a estudiar co´mo
actu´a un elemento Ts en esta base.
Proposicio´n 2.4.3 Sea s P S y w P W .
(a) Si sw   w, entonces:
TsCw  Cw.
(b) Si w   sw, entonces:
TsCw  qCw   q
1
2Csw   q
1
2
¸
z v
sz z
µpz, wqCz.
Demostracio´n. La prueba de (b) es una consecuencia inmediata de la definicio´n
de Cw como en la demostracio´n del Teorema. Para probar (a), como sw   w, es
`pwq ¥ 1. Si `pwq  1, tenemos w  s, y por lo tanto podemos verificar que:
TsCs  Tsq
 1
2 pTs  qT1q
 q
1
2T 2s  q
1
2Ts
 q
1
2 ppq  1qTs   qT1q  q
1
2Ts
 q
1
2Ts  q
1
2Ts   q
1
2T1  q
1
2Ts
 q
1
2Ts   q
1
2T1
 Cs.
Ahora, procediendo por induccio´n en `pwq, llamando v  sw, y notando que sv ¡ v,
de (b) se tiene que:
TsCv  qCv   q
1
2Cw   q
1
2
¸
µpz, vqCz,
de donde, despejando Cw, resulta:
Cw  q
 1
2TsCv  q
1
2Cv 
¸
µpz, vqCz.
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Pero para los z involucrados en la suma se satisface que sz   z   w, la hipo´tesis
inductiva dice que TsCz  Cz. Por ello:
TsCw  q
 1
2T 2sCv  q
1
2TsCv 
¸
µpz, vqTsCz
 q
1
2 ppq  1qTs   qT1qCv  q
1
2TsCv  
¸
µpz, vqCz
 q
1
2TsCv  q
 1
2TsCv   q
1
2Cv  q
1
2TsCv  
¸
µpz, vqCz
 q
1
2Cv  q
 1
2TsCv  
¸
µpz, vqCz
 Cw,
donde la u´ltima igualdad se desprende de la identidad anterior.
Corolario 2.4.4 Sea x   w. Si s P S es tal que sw   w y sx ¡ x, entonces
Px,w  Psx,w.
Demostracio´n. Por el Lema 1.2.6, resulta sx ¤ w. Usando el Teorema de Kazhdan-
Lusztig,
Cw  εwq
1
2
w
¸
y¤w
εyq
1
y P y,wTy.
Por un lado tenemos del lado derecho de la fo´rmula que aparece Tsx, con coeficiente
εwq
1
2
wεsxq
1
sx P sx,w. Por otro lado, como el inciso (a) de la Proposicio´n afirma que:
Cw  TsCw  εwq
1
2
w
¸
y¤w
εyq
1
y P y,wTsTy,
y TsTx  Tsx por ser sx ¡ x, y el coeficiente de Tsx para y  x del lado derecho es
εwq
1
2
wεxq
1
x P x,w. Para y  sx, como TsTy  TsTsx  ppq1qTsx qTxq el coeficiente
para Tsx que aporta es εwq
1
2
wεsxq
1
sx P sx,wpq  1q. Igualando todo, resulta:
εwq
1
2
wεsxq
1
sx P sx,w  εwq
1
2
wεxq
1
x P x,w  εwq
1
2
wεsxq
1
sx P sx,wpq  1q.
Simplificando εwq
1
2
w y usando que εsx  εx, esto dice:
q1sx P sx,w  q
1
x P x,w  q
1
sx P sx,wpq  1q,
y esto a su vez, cancelando el lado izquierdo,
0  q1x P x,w  q
1
sx qP sx,w,
que, como sabemos que q1x  q
1
sx q por ser sx ¡ x, dice finalmente que P x,w  P sx,w,
y se sigue que Px,w  Psx,w, como quer´ıamos ver.
Concluimos este cap´ıtulo con un resultado que sera´ relevante en secciones pos-
teriores.
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Proposicio´n 2.4.5 Supongamos que W es un grupo diedral (finito o infinito), con
S  ts, tu. Se cumple que Px,w  1 para todo x ¤ w. En particular, se tiene que
C 1w  q
 1
2
w
¸
x¤w
Tx.
Demostracio´n. Procedemos por induccio´n en `pwq y usamos la ecuacio´n (2.11). En
el caso diedral el orden de Bruhat como en la pa´gina 20 es muy sencillo: u   v si y
so´lo si `puq   `pvq. En particular, si w P W es distinto de 1, s, t, hay precisamente
dos elementos de longitud `pwq  1 en W , dados por expresiones de esa longitud
empezando en s o t, respectivamente. En la u´ltima suma de la ecuacio´n (2.11),
tenemos que a lo sumo ocurre una de estas expresiones. Por induccio´n, ningu´n otro
te´rmino ocurre, pues z   v so´lo si `pvq  `pzq  1. En particular, la fo´rmula se
resume a Px,w  1   q  q. La conclusio´n final es consecuencia de la fo´rmula del
Corolario 2.4.2.
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Cap´ıtulo 3
La Categor´ıa de Bimo´dulos de
Soergel
3.1. Preliminares
3.1.1. Categor´ıas
Definicio´n 3.1.1 Una categor´ıa C se dice pequen˜a si se cumple que obpCq y HompCq
son conjuntos.
Ejemplo 3.1.2: La categor´ıa Set no es una categor´ıa pequen˜a, pues la coleccio´n de
todos los conjuntos no es un conjunto.
Definicio´n 3.1.3 Una Ab-categor´ıa o una categor´ıa preaditiva es una categor´ıa C en
la que todos los conjuntos HompA,Bq son grupos abelianos aditivos, y la composicio´n
de flechas es bilineal con respecto a esta adicio´n.
Ejemplo 3.1.4: La categor´ıa de espacios vectoriales sobre un cuerpo F fijo es una ca-
tegor´ıa preaditiva, pues si consideramos dos espacios V,W , se tiene que HompV,W q
es un espacio vectorial, y por tanto un grupo abeliano y, por otra parte, para todas
las transformaciones lineales T1, T2, T3 P HompV,W q se cumplen
pT1   T2q  T3  T1  T3   T2  T3,
T1  pT2   T3q  T1  T2   T1  T3.
Ana´logamente, si R es un anillo dado, la categor´ıa R-mo´d tambie´n es preaditiva.
Definicio´n 3.1.5 Decimos que en una categor´ıa C hay un biproducto si para cada
coleccio´n finita de objetos A1, . . . , An existe un objeto P y una coleccio´n de morfis-
mos pi1, . . . , pin, ι1, . . . , ιn tal que P es un producto de los Ai con proyecciones pii y
simulta´neamente es un coproducto de los Ai con inclusiones ιi.
Ejemplo 3.1.6: En la categor´ıa de grupos abelianos hay biproductos y esta´n dados
precisamente por la suma directa de grupos abelianos.
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Definicio´n 3.1.7 Una categor´ıa aditiva es una categor´ıa preaditiva en la que existe
un objeto 0 y para cada par de objetos existe un biproducto.
Definicio´n 3.1.8 Sea A una categor´ıa aditiva pequen˜a con biproducto `. Se define
el grupo de Grothendieck split de A, y se lo denota 〈A〉, como el grupo abeliano libre
sobre los objetos de A mo´dulo la relacio´n M M 1 M2 siempre que M M 1`M2.
Cada objeto A P A define un elemento 〈A〉 P 〈A〉.
Ejemplo 3.1.9: Si A es la categor´ıa de espacios vectoriales de dimensio´n finita sobre
un cuerpo F, se tiene que 〈A〉  Z.
3.1.2. Graduacio´n
Definicio´n 3.1.10 En un anillo R una graduacio´n es una familia tRnunPZ de subgru-
pos del grupo aditivo de R tal que R 
À
nPZRn y RnRm  Rn m para cualesquiera
m,n P Z. En tal caso decimos que R es un anillo Z-graduado o simplemente gra-
duado.
Definicio´n 3.1.11 Sea R un anillo graduado. Con la notacio´n de la definicio´n an-
terior, un R-mo´dulo graduado M es un R-mo´dulo junto con una familia tMnunPZ
de subgrupos de M tal que M 
À
nPZMn y RnMm  Mn m para cualesquiera
m,n P Z. Un elemento x P M se dice homoge´neo si x P Mn para algu´n n P Z y, en
tal caso, decimos que x tiene grado n.
Si Q es un objeto graduado nos referiremos simplemente como Qn a la n-e´sima
componente homoge´nea, es decir al conjunto de elementos de grado n en Q.
Proposicio´n 3.1.12 Sea R un anillo conmutativo graduado y sean M 
À
nPZMn
y N 
À
nPZNn dos R-mo´dulos graduados. Consideramos para cada n P Z:
pM bZ Nqn
.

à
i jn
Mi bZ Nj.
Esta familia induce una graduacio´n en MbZN , la cual a su vez se hereda al cociente
M bR N .
Definicio´n 3.1.13 Sea Q un objeto graduado. Para un entero n, el desplazamiento
de grado n de Q es el objeto graduado
Qpnq
.

à
iPZ
Qpnqi
de modo que Qpnqi
.
 Qn i.
3.1.3. Funtores derivados
Definicio´n 3.1.14 Un funtor F : AÑ B covariante aditivo se dice exacto a izquier-
da si transforma una sucesio´n exacta 0 Ñ M 1 Ñ M Ñ M2 en una sucesio´n exacta
0 Ñ F pM 1q Ñ F pMq Ñ F pM2q.
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Recordemos que dado un objeto M en una categor´ıa, una resolucio´n inyectiva es
una sucesio´n exacta de la forma:
0 ÑM Ñ I0 Ñ I1 Ñ I2 Ñ . . .
donde, en este caso, cada objeto In es inyectivo. Por simplicidad abreviamos esta
sucesio´n exacta como 0 ÑM Ñ IM .
Si llamamos I al complejo:
0 Ñ I0 Ñ I1 Ñ I2 Ñ . . .
y si consideramos un funtor covariante aditivo exacto a izquierda F , se define el
funtor derivado RnF por:
RnF pMq  HnpF pIqq,
o, dicho en otras palabras, la homolog´ıa n-e´sima del complejo
0 Ñ F pI0q Ñ F pI1q Ñ F pI2q Ñ . . .
Se puede demostrar que la definicio´n es buena: no depende de la resolucio´n inyectiva
de M elegida al comienzo.
Definicio´n 3.1.15 Sea R un anillo y sea A la categor´ıa de R-mo´dulos. Si A P
A es un R-mo´dulo fijo, el funtor M ÞÑ HompA,Mq es exacto a izquierda. Esto
permite considerar sus funtores derivados. Los mismos se denotan ExtnpA,Mq para
M variable.
Observacio´n: Se puede comprobar que Ext1pA,Mq esta´ en biyeccio´n con las clases
de isomorfismo de las sucesiones exactas
0 Ñ AÑ E ÑM Ñ 0.
3.2. Funciones regulares
En esta seccio´n consideraremos sistemas de Coxeter pW,Sq para los cuales S sea
un conjunto de generadores finito. Recordar que ρ : GÑ GLpV q es una representa-
cio´n de G fiel si ρ es inyectiva. Adema´s, para un elemento g P G, denotaremos:
V g
.
 tv P V : ρpgqpvq  vu,
que resulta ser un subespacio vectorial de V .
Definicio´n 3.2.1 Una representacio´n de reflexiones fiel de un sistema de Coxeter
pW,Sq es una representacio´n W ãÑ GLpV q, donde V es un R-espacio vectorial de
dimensio´n finita, que tiene las siguientes propiedades:
(a) La representacio´n es fiel.
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(b) Para cada x P W se tiene que dimpV {V xq  1 si y so´lo si x P T . Es decir,
exactamente las reflexiones de W tienen un punto fijo de codimensio´n 1 en V .
Observacio´n: Dada una representacio´n de reflexiones fiel de un sistema de Coxeter,
los elementos de T son precisamente los elementos de W que actu´an como reflexiones
en V . Es decir, aquellos que descomponen a V en un autoespacio de dimensio´n 1
con autovalor 1 y un hiperplano de vectores invariantes. Ma´s au´n, las reflexiones
de W se pueden identificar por su autoespacio de autovalor 1 y sus hiperplanos de
reflexio´n. Es decir, para t, r P T se tiene que:
V t  V r ðñ t  r.
Teorema 3.2.2 Sea pS,W q un sistema de Coxeter. Sea V un espacio vectorial de di-
mensio´n finita, tesusPS  V vectores linealmente independientes y te
_
s usPS elementos
linealmente independientes en V  tales que:
〈et, e_s 〉  2 cos

pi
mps, tq


.
Si V es tal que su dimensio´n es mı´nima, entonces la fo´rmula ρpsqpvq
.
 v 〈v, e_s 〉 es
define una representacio´n de reflexiones fiel ρ : W Ñ GLpV q del grupo de Coxeter
W .
Demostracio´n. [15, Proposition 2.1]
Definicio´n 3.2.3 Sea V un R-espacio vectorial de dimensio´n n. Una funcio´n f :
V Ñ R se dice regular si f esta´ dada por un polinomio p P Rrx1, . . . , xns con respecto
a una (y por tanto cualquier) base de V . Esto es, para una base tv1, . . . , vnu de V :
fpa1v1   . . .  anvnq  ppa1, . . . , anq,
para todos a1, . . . , an P R. El a´lgebra de las funciones regulares de V se denotara´
RpV q.
Sea V el espacio subyacente en una representacio´n fiel de reflexiones de vectores
de un grupo de Coxeter W . Consideramos R  RpV q el a´lgebra de funciones regula-
res. Equipamos a R con una Z-graduacio´n R 
À
nPZRn tal que R2  V
 y Rn  0
para todo n impar. La razo´n de esta eleccio´n quedara´ ma´s clara posteriormente.
Consideramos la categor´ıa de todos los R-bimo´dulos Z-graduados que son finita-
mente generados a izquierda y derecha. Podemos definir para cada s P S un elemento
Bs de esta categor´ıa, como sigue:
Bs
.
 R bRs Rp1q,
donde Rs denota al subanillo de R fijado por la accio´n de s. Esto es:
Rs
.
 tf P R : fps  vq  fpvq para todo v P V u.
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Adema´s, para cada par de elementos M,N de nuestra categor´ıa, denotamos su
producto tensorial sobre R mediante yuxtaposicio´n, esto es: MN
.
M bR N .
Consideramos una expresio´n s  s1s2 . . . sn. Vamos a usar la notacio´n bs para
denotar al elemento en el a´lgebra de Hecke dado por:
bs
.
 pTs1   1q  . . .  pTsn   1q.
Por otro lado, definimos el R-bimo´dulo Z-graduado Bs como sigue:
Bs
.
 Bs1Bs2 . . . Bsn  R bRs1 R bRs2 R b    bRsn R.
A estos R-bimo´dulos Bs los llamamos bimo´dulos de Bott-Samelson.
3.3. El Teorema de Categorificacio´n de Soergel
En lo que resta del trabajo, al escribir nuestros polinomios en la indeterminada
q, usaremos la convencio´n q  v2.
Si V es una representacio´n de reflexiones de vectores fiel de un sistema de Coxeter
pW,Sq, podemos considerar la categor´ıa R  RV de R-bimo´dulos Z-graduados
que son finitamente generados a izquierda y derecha. Si dotamos a su grupo de
Grothendieck split 〈R〉 del producto dado por
p〈A〉 , 〈B〉q ÞÑ 〈AbR B〉
es inmediato notar que 〈R〉 es un anillo.
Observacio´n: Si k es un cuerpo y A es una k-a´lgebra conmutativa, graduada y
finitamente generada A, con A0  k, el Teorema de Krull-Schmidt es va´lido en la
categor´ıa de A-mo´dulos graduados finitamente generados. Una prueba de esto se
puede hallar en [14, Seccio´n 5.4]. Esto en particular dice que las clases de isomor-
fismo de objetos indescomponibles forman una base del anillo de Grothendieck. En
particular 〈M〉  〈N〉 si y so´lo si M  N .
Lema 3.3.1 El a´lgebra de Hecke H esta´ generada por v y los elementos Ts   1,
s P S Y t1u.
Demostracio´n. Es suficiente verificar que cada elemento Tw esta´ en el a´lgebra gene-
rada por los elementos del enunciado. A su vez, como cada elemento Tw se puede
escribir como producto de elementos de la forma Tt para t P S, bastara´ verificar que
para cada t P S se puede escribir a Tt de la forma deseada. En efecto, usando la
relacio´n cuadra´tica del a´lgebra de Hecke se verifica:
Tt  pTt   1qpTt   1q  v
2pTt   1q  pT1   1q   v
2.
Nuestro objetivo sera´ estudiar el siguiente resultado, conocido como el Teorema
de Categorificacio´n de Soergel.
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Teorema 3.3.2 Sea V una representacio´n fiel de reflexiones de vectores de un sis-
tema de Coxeter pW,Sq. Sea H el a´lgebra de Hecke y sea R el a´lgebra de funciones
regulares en V . Entonces existe un u´nico homomorfismo E : HÑ 〈R〉 que satisface
que Epvq  〈Rp1q〉 y EpTs   1q  〈R bRs R〉 para todo s P S.
Demostracio´n. La unicidad es inmediata, como consecuencia del Lema 3.3.1, pues
v y los Ts   1 generan el a´lgebra H.
La existencia del homomorfismo es consecuencia del caso de los grupos diedra-
les que se analizara´ posteriormente, pues H se puede describir por relaciones que
involucran cada vez a lo sumo dos generadores.
Definicio´n 3.3.3 La categor´ıa B de bimo´dulos de Soergel es la subcategor´ıa de R
que consta de los objetos B P R tales que 〈B〉 esta´ en la imagen del morfismo E .
Teorema 3.3.4 Un bimo´dulo B P R pertenece a la categor´ıa de bimo´dulos de Soergel
B si y so´lo si existen dos objetos C,D P R, tales que cada uno de ellos es una suma
directa finita de objetos de la forma Bspnq, que cumplen que:
B ` C  D.
Demostracio´n. Como 〈Bspnq〉  EpvnTsq, los Bspnq pertenecen a la categor´ıa de
bimo´dulos de Soergel B. Esto muestra la suficiencia de la condicio´n.
Rec´ıprocamente, usamos el Lema 3.3.1. Tenemos que los Epvnbsq  〈Bs〉 generan
a la imagen de E . Luego, B P B implica que 〈B〉 se puede escribir como suma de
elementos de la forma 〈Bs〉 y opuestos. Es decir 〈B〉  〈D〉 〈C〉 donde 〈C〉 y 〈D〉
son sumas de objetos de la forma 〈Bs〉. En particular, usando la observacio´n previa
al Teorema 3.3.2, resulta que 〈B ` C〉  〈D〉, de donde se obtiene B ` C  D, con
C y D sumas directas finitas de objetos de la forma Bspnq.
Consideramos una representacio´n V de dimensio´n finita de un grupo W , y para
cada x P W consideramos el gra´fico (reverso):
Grpxq
.
 tpxλ, λq : λ P V u  V  V.
Ahora, para cada subconjunto finito A  W , consideramos el conjunto:
GrpAq
.

¤
xPA
Grpxq.
Escribiremos R para denotar al a´lgebra de funciones regulares en V , y abreviare-
mos b  bR. Si identificamos RR con el a´lgebra de funciones regulares en V V
con la regla pf b gqpλ, µq
.
 fpλqgpµq, el a´lgebra de funciones regulares en GrpAq
como cociente de RbR tiene una estructura cano´nica de R-bimo´dulo graduado. A
este bimo´dulo lo denotaremos RpAq o RpGrpAqq.
Para simplificar la notacio´n, denotaremos
Rx
.
 Rptxuq, (3.1)
y si A  tx1, . . . , xnu escribiremos Rpx1, . . . , xnq
.
 RpAq, y si A  ty P W : y ¤ xu
entonces Rp¤ xq
.
 RpAq. Tambie´n, para cada elemento w P W denotaremos wA
.

twa : a P Au.
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3.3.1. El caso diedral
Lema 3.3.5 Sea V una representacio´n de dimensio´n finita de W . Sea A  W un
subconjunto finito y sea s P W tal que sA  A. Entonces:
(a) Existe un isomorfismo de bimo´dulos graduados:
R bRs RpAq  RpAq `RpAqp2q.
(b) Si RpAq   RpAq denota a los invariantes bajo la accio´n de s  id, se induce
un isomorfismo:
R bRs RpAq
   RpAq.
Demostracio´n. Supongamos que U es una representacio´n de dimensio´n finita de W .
Cada reflexio´n t : U Ñ U define una involucio´n t : RpUq Ñ RpUq, pues t2  e,
de modo que si elegimos un funcional β P U como ecuacio´n de la reflexio´n por el
hiperplano U t, podemos considerar el operador Bβt : RpUq Ñ RpUq dado por:
f ÞÑ
f  tf
2β
.
En efecto, este operador esta´ bien definido, pues ftf
2β
P RpUq, ya que si elegimos una
base tu1, . . . , unu de U de modo que tpuiq  ui para i  1, . . . , n 1 y tpunq  un,
para f P RpUq existe un polinomio p tal que fpa1u1   . . .   anunq  ppa1, . . . , anq
para cualesquiera a1, . . . , an P R. Luego, como tf P RpUq esta´ dada por ptfqpa1u1  
. . . , anunq  ppa1, . . . , an1,anq. Si elegimos el funcional β de modo que βpuiq  0
para i  1, . . . , n1 y βpunq  1, resulta que β P RpUq esta´ dada por βpa1u1  . . . 
anunq  an, y en particular, basta verificar que para cualesquiera nu´meros reales se
tiene que:
f  tf
2β


pa1u1   . . .  anunq 
ppa1, . . . , anq  ppa1, . . . , an1,anq
2an
es un polinomio en a1, . . . , an, pues notar que en general para un polinomio p se
tiene que a b | ppaq  ppbq.
Esto prueba que existe un isomorfismo de Rs-bimo´dulos RpUq  RpUqt`βRpUqt.
En efecto, podemos escribir
f 
f   tf
2
  β 
f  tf
2β
.
Ahora bien, si X  U es el conjunto de ceros de una funcio´n regular que es
estable por la accio´n de t, entonces t induce una involucio´n en RpXq y podemos
descomponer RpXq  RpXq `RpXq donde RpXq  y RpXq son las componentes
de la descomposicio´n en suma directa en las cuales la involucio´n actu´a como la
identidad y como su opuesta respectivamente. Si ninguna componente irreducible
de X esta´ contenida en U t, el operador Bβt se anula en el nu´cleo de la suryeccio´n
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RpUq Ñ RpXq, y por tanto induce una aplicacio´n Bβt : RpXq Ñ RpXq. Notar que
Bβt y la multiplicacio´n por β son morfismos inversos, pues para f P RpXq es:
β 
f  tf
2β

f  tf
2

f   f
2
 f.
Esto prueba que RpXq   RpXqp2q como Rt-bimo´dulos graduados.
Ahora bien, si elegimos U  V  V , y t  s  id para nuestra reflexio´n s P W ,
podemos aplicar lo anterior con X  GrpAq y obtener una descomposicio´n RpAq 
RpAq `RpAq y un isomorfismo RpAq   RpAqp2q dado por la multiplicacio´n con
α b 1  β, para α P V  una ecuacio´n del hiperplano de reflexio´n de s. Razonando
como antes, y usando que R  Rs ` αRs, estos dos isomorfismos juntos prueban la
parte (b) del Lema, y usando a su vez esto y la descomposicio´n RpAq  RpAq  `
RpAq se sigue la parte (a).
Observacio´n: Si y, z P W son arbitrarios, y pu, vq P Grpyq X Grpzq, resulta que
u  yv  zv, y en particular v  y1zv P V y
1z. Esto es, hay un isomorfismo:
Grpyq XGrpzq  V y
1z.
Adema´s, se tiene que:
pGrpyq  Grpzqq X pV  t0uq  impyz1  idq  t0u,
pues si pu, vq es un elemento del conjunto del lado izquierdo, debe ser pu, vq 
pyλ1, λ1q   pzλ2, λ2q y al mismo tiempo debe ser λ1   λ2  0 (pues v  0q, de donde
en definitiva u  yλ1  zλ1. Pero notar que:
pyz1  idqpzλ1q  yλ1  zλ1.
Proposicio´n 3.3.6 Sea pW,Sq un sistema de Coxeter con |S|  2 y sea V una
representacio´n de reflexiones fiel de W . Sean s P S y x P W y sea A  ty P W :
y ¤ xu. Entonces se tiene un isomorfismo de R-bimo´dulos graduados:
R bRs RpAq  RpAY sAq `RpAX sAqp2q.
Demostracio´n (esbozo): El caso en que A  sA se analizo´ en el Lema anterior. En
el caso en que A  teu, el enunciado simplemente afirma que hay un isomorfismo
Rp¤ sq  R bRs R, lo cual es consecuencia de considerar la proyeccio´n al cociente
R bRÑ Rp¤ sq.
Vamos a analizar el caso en que A  teu y A  sA. Se tiene que A  ty P W :
y ¤ xu, donde x  e y sx ¡ x. Como W es un grupo diedral, la Proposicio´n 1.2.10
dice que A sA  tx, rxu para alguna reflexio´n r P T distinta de s.
Por hipo´tesis, los p1q-autoespacios de reflexiones de W son distintos dos a dos,
y cada par de ellos genera un subespacio 2-dimensional U  V .
Se puede ver que existe una forma β P V   V  que se anula en Grpxq  Grprxq
pero no en U  t0u.
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Vamos a considerar los submo´dulos generados por las coclases β y 1 de β y 1 en
RpAq sobre Rs bR, y los vamos a llamar M y N respectivamente.
Afirmacio´n 1: M  RpAX sAq p2q como Rs-mod-R graduados.
Para demostrar esto, notemos que para cualesquiera tres elementos distintos
x, y, z P W cuyas longitudes no tengan todas la misma paridad, se tiene siempre
que:
Grpxq  Grpyq  Grpzq  U  t0u.
En efecto, podemos asumir sin pe´rdida de generalidad que z  e y x, y P T . Por
la observacio´n anterior se tiene que
pGrpxq  Grpeqq X pU  t0uq  V x  t0u,
pGrpyq  Grpeqq X pU  t0uq  V y  t0u.
Como asumimos que V era una representacio´n de reflexiones de vectores fiel,
tenemos que V x  V y y por lo tanto se sigue la inclusio´n.
Para y R tx, rxu se tiene entonces que
Grpyq  Grpxq  Grprxq  U  t0u.
En particular, nuestra funcio´n β no se anula en Grpyq para y P A X sA. Por
tanto, un elemento de RpAq anula a β si y so´lo si se anula en GrpAX sAq. Se sigue
que la multiplicacio´n por β induce un isomorfismo RpAX sAqp2q  RpAqβ.
Sin embargo, la imagen de Rs b R en RpA X sAq esta´ compuesta precisamente
de los elementos s  id invariantes, y por lo tanto nuestro isomorfismo se restringe
a un isomorfismo RpAX sAq p2q M , como quer´ıamos.
Afirmacio´n 2: N  RpAY sAq  como Rs-mod-R graduados.
El RsR-submo´dulo generado por 1 en RpAYsAq es precisamente RpAYsAq ,
y por tanto la restriccio´n sobre GrpAq nos da un monomorfismo
RpAY sAq  ãÑ RpAq,
lo cual prueba nuestra afirmacio´n.
Afirmacio´n 3: RpAq M `N .
Veamos primero que RpAq M N . Para esto, si α P V  denota una ecuacio´n del
plano de reflexio´n V s, tenemos que R  Rs`αRs, y por tanto RbR esta´ generado
como RsbR-mo´dulo por los elementos 1b 1 y αb 1. Se sigue entonces que tambie´n
esta´ generado por 1 1 y un elemento β P V   V  que no es un s id-invariante.
En efecto, β no puede ser un s  id-invariante, pues de otro modo se anular´ıa en
Grpsxq y por lo tanto, por la inclusio´n de la demostracio´n de la Afirmacio´n 1, se
anular´ıa tambie´n en todo U  t0u. Esto prueba que RpAq M  N .
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Veamos ahora que M XN  t0u. Para y P AX sA, la restriccio´n en Grpy, syq 
Grpyq YGrpsyq de cualquier elemento de N es invariante bajo s id. En particular,
es suficiente probar que la restriccio´n de un elemento de M en Grpy, syq so´lo puede
ser invariante por la accio´n de s id si se anula en Grpy, syq. Para esto, a su vez, es
suficiente ver que la restriccio´n de β a Grpy, syq no es invariante por s id, o que la
restriccio´n de β a Grpyq Grpsyq no es invariante bajo s id. Sin embargo, notar que
los elementos s  id invariantes en Grpyq  Grpsyq deben anularse en el subespacio
V xt0u y Grpxq Grprxq intersecta a Ut0u so´lo en el subespacio V rt0u y r  s.
Para concluir con esta prueba usamos estas tres afirmaciones:
R bRs RpAq  R bRs pM `Nq
 R bRs pRpAX sAq
 p2q `RpAY sAqq
 R bRs RpAX sAq
 p2q `R bRs RpAY sAq
 
 RpAX sAqp2q `RpAY sAq,
donde el primer isomorfismo es consecuencia de la tercera afirmacio´n, el segundo
isomorfismo es consecuencia de la primera y la segunda, y el u´ltimo es consecuencia
del Lema anterior, ya que AX sA y AY sA satisfacen las hipo´tesis.
Recordemos de la Proposicio´n 2.4.5 que para un grupo diedral tenemos la igual-
dad C 1x  v
`pxq
°
y¤x Ty.
Teorema 3.3.7 Sea pW,Sq un sistema de Coxeter con |S|  2, y sea V una re-
presentacio´n de reflexiones de vectores fiel. Entonces el homomorfismo de grupos
E : HÑ 〈R〉 dado por vnC 1x ÞÑ 〈Rp¤ xq〉 pn  `pxqq es un homomorfismo de anillos.
Demostracio´n. Por el Lema 3.3.1 basta demostrar que para todas las reflexiones
simples s y todos los x P W se cumple que:
E

pTs   1q
¸
y¤x
Ty

 EpTs   1qE
¸
y¤x
Ty

.
En efecto, los te´rminos de la forma
°
y¤x Ty forman una base del a´lgebra H y los
elementos Ts   1 (junto con v) generan a H como a´lgebra.
Si llamamos A  ty P W : y ¤ xu, entonces en virtud del Lema 1.2.10, se tiene
que A Y sA y A X sA son ambos conjuntos de la forma ty P W : y ¤ zu para
cierto elemento z P W . Ahora bien, usando las identidades de multiplicacio´n de la
definicio´n del a´lgebra de Hecke, tenemos:
pTs   1q
¸
yPA
Ty 
¸
yPAYsA
Ty   v
2
¸
yPAXsA
Ty.
Si reemplazamos esto en la identidad a probar, todo se resume a demostrar el
isomorfismo de bimo´dulos graduados:
R bRs R bR RpAq  pRpAY sAq `RpAX sAqq p2q,
que es precisamente una consecuencia inmediata de la Proposicio´n anterior.
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3.3.2. Un inverso del morfismo E
A partir de ahora vamos a trabajar siempre con una representacio´n de reflexiones
de vectores fiel fija. Vamos a dar expl´ıcitamente un inverso a izquierda para el
morfismo E : HÑ 〈R〉.
Comenzamos con algo de notacio´n. Para B,B1 P R escribiremos:
HompB,B1q
.
 HomRbRpB,B
1q P R.
Se entiende que la accio´n a izquierda (respectivamente a derecha) en R de nuestro
espacio Hom viene dada por la accio´n a izquierda (respectivamente a derecha) en B
o, equivalentemente, en B1. En fo´rmulas:
prfqpbq  fprbq  rpfpbqq,
pfrqpbq  fpbrq  pfpbqqr,
para todos r P R, b P B y f P HompB,B1q.
Definicio´n 3.3.8 Sea V un espacio vectorial de dimensio´n finita que es Z-graduado,
con V 
À
nPZ Vn. Llamaremos dimensio´n graduada de V al polinomio de Laurent:
dimV
.

¸
nPZ
pdimVnqv
n P Zrv, v1s.
Definicio´n 3.3.9 Sea M un R-mo´dulo Z-graduado. Llamaremos rango graduado de
M al polinomio de Laurent:
rkM
.
 dimpM{MR q P Zrv, v1s,
donde R  denota a los elementos de R de grado positivo.
Observemos que dimpV p1qq  vpdimV q y que rkpMp1qq  vprkpMqq. Notar que
nuestro concepto de rango graduado so´lo esta´ bien definido para mo´dulos libres, por
lo que so´lo sera´ utilizado en tales casos.
Vamos a denotar por rkM a la imagen de rkM bajo la sustitucio´n v ÞÑ v1.
Observacio´n: Sea X es una variedad af´ın sobre R y sea A un a´lgebra de funciones
regulares sobre R. Utilizaremos la equivalencia entre A-mo´dulos y haces cuasi cohe-
rentes, segu´n [6, Corollary 2.2.5]. Si M es un A-mo´dulo yM es el haz cuasi coherente
sobre X correspondiente, entonces el soporte de M, que denotaremos sopM es el
conjunto de puntos x P X para los cuales Mx  0.
Definicio´n 3.3.10 Para un R-bimo´dulo B y cualquier subconjunto A  W se define
el subbimo´dulo:
ΓAB
.
 tb P B : sop b  GrpAqu
formado por todos los elementos con soporte en GrpAq. Adema´s denotaremos:
Γ¥iB
.
 ΓtxPW :`pxq¥iuB,
y definiremos la categor´ıa F∆  R como la subcategor´ıa plena de todos los bimo´dulos
graduados B P R tales que B tiene soporte en un conjunto de la forma GrpAq para
algu´n conjunto finito A  W , y para cada i el cociente Γ¥iB{Γ¥i 1B es isomorfo a
una suma directa de bimo´dulos graduados de la forma Rxpνq con `pxq  i y ν P Z.
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Enunciamos a continuacio´n un lema, cuya prueba omitiremos. El mismo es con-
secuencia de una aplicacio´n del Teorema de Krull-Schmidt en la categor´ıa R.
Lema 3.3.11 El funtor Γ¥i
.
 pB ÞÑ ΓiB{Γ¥i 1Bq es aditivo. Adema´s los sumandos
directos de objetos de F∆ son objetos de F∆, y las sumas directas de objetos de F∆
tambie´n son objetos de F∆.
Demostracio´n. [12, Lemme 1.22].
Para simplificar la notacio´n, introducimos los bimo´dulos graduados:
∆x
.
 Rxp`pxqq.
Para trabajar en el a´lgebra de Hecke usaremos la notacio´n rTx . v`pxqTx. Adema´s,
si B P F∆, denotaremos pB : ∆xpνqq a la multiplicidad de un sumando directo ∆xpνq
en una (y por tanto cualquiera) descomposicio´n de Γ¥iB{Γ¥i 1B para i  `pxq.
Finalmente, introducimos la abreviacio´n θsM
.
 Rp1q bRs M .
A continuacio´n, daremos un resultado te´cnico que nos sera´ u´til ma´s adelante.
Lema 3.3.12 Sea W un espacio vectorial de dimensio´n finita y sean U, V  W
subespacios. Entonces Ext1RpW qpRpUq, RpV qq es no nulo so´lo si V XU  V o bien V X
U tiene codimensio´n 1 en V . En caso de suceder esto u´ltimo Ext1RpW qpRpUq, RpV qq
es un RpU X V q-mo´dulo libre de rango 1, generado por la clase de una sucesio´n
exacta arbitraria de la forma:
0 ÝÑ RpV qp2q
α
ÝÑ RpU Y V q ÝÑ RpUq ÝÑ 0
donde α P W  cumple que α|U  0 y α|V  0.
Demostracio´n. Si F y G son mo´dulos libres de rango finito sobre las a´lgebras A y
B y si M y N son mo´dulos arbitrarios sobre A y B respectivamente, se tiene que:
HomApF,Mq b HomBpG,Nq  HomAbBpF bG,M bNq.
Si A y B son noetherianas y M 1 (respectivamente N 1) es finitamente generado
sobre A (respectivamente B), podemos hallar resoluciones F  Ñ M 1 Ñ 0 (respec-
tivamente G Ñ N 1 Ñ 0) donde los F i (respectivamente Gj) son mo´dulos libres
finitamente generados sobre A (respectivamente B). Entonces F  bG es una reso-
lucio´n libre de rango finito de M 1 bN 1, y por tanto:
ExtnAbBpM
1 bN 1,M bNq  Hn pHomAbBpF
 bG,M bNqq
 HnpHomApF
,Mq b HomBpG
, Nqq

à
i jn
ExtiApM,M
1q b ExtjBpN
1, Nq.
De all´ı resulta entonces:
ExtAbBpM
1 bN 1,M bNq  ExtApM
1,Mq b ExtBpN
1, Nq. (3.2)
Volviendo a la situacio´n del enunciado a probar, fijemos S  U X V , U 1 un
compemento lineal de S en U y V 1 un complemento lineal de S en V . Tenemos
W  S`U 1`V 1`W 1 para ciertoW 1. Tambie´n tenemos las siguientes identificaciones:
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RpW q  RpSq bRpU 1q bRpV 1q bRpW 1q.
RpUq  RpSq bRpU 1q b Rb R.
RpV q  RpSq b RbRpV 1q b R.
Junta´ndolas todas obtenemos:
ExtRpW qpRpUq, RpV qq  Ext

RpSqpRpSq, RpSqq b Ext

RpU 1qpRpU
1q,Rqb
b ExtRpV 1qpR, RpV 1qq b ExtRpW 1qpR,Rq.
Luego, si denotamos a la dimensio´n de W como dimW  s   u   v   w (de
manera obvia segu´n la descomposicio´n que ten´ıamos en suma directa), y usamos la
ecuacio´n (3.2), obtenemos que:
ExtRpW qpRpUq, RpV qq  Ext

RrxspRrxs,Rrxsqbs b ExtRrxspRrxs,Rqbub
b ExtRrxspR,Rrxsqbv b ExtRrxspR,Rqbw,
donde denotamos Mbi
.
 M bR M bR . . . bR M donde hay i ocurrencias de M .
Ahora, si denotamos Ext1 al grupo Ext1RpW qpRpUq, RpV qq, como tenemos que
Ext0RrxspR,Rrxsq  HompR,Rrxsq  t0u,
Ext1RrxspR,Rrxsq  R,
para que Ext1 sea no nulo es necesario que v ¤ 1. Es fa´cil ver que:
Ext0RrxspRrxs,Rrxsq  HompRrxs,Rrxsq  Rrxs,
Ext0RrxspRrxs,Rq  HompRrxs,Rq  R,
Ext0RrxspR,Rq  HompR,Rq  R.
Finalmente, concluimos que si v  0, entonces es V X U  V y si v  1, entonces
Ext1pRpUq, RpV qq  Rrxsbs  RpSq.
Proposicio´n 3.3.13 Sea s P S una reflexio´n simple.
(a) Si B esta´ en F∆, entonces R bRs B tambie´n pertenece a F∆.
(b) Si definimos las aplicaciones h∆ : F∆ Ñ H por la fo´rmula
B ÞÑ
¸
x,ν
pB : ∆xpνqqv
ν rTx,
entonces para todo s P S se obtienen los diagramas conmutativos:
F∆ H
F∆ H
θs p rTs vq
F∆ H
F∆ H
p1q v
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(c) La aplicacio´n h∆ es una inversa a izquierda de E : HÑ 〈F∆〉.
Demostracio´n. Comenzamos fijando s P S. Podemos refinar nuestra filtracio´n Γ¥i
de B por cierto Γ¥jB donde j P Z   12 es tal que para todo i P Z los cocientes
ΓiB{Γi  1
2
B (respectivamente Γ¥i 1
2
B{Γ¥iB) son sumas directas de Rpxqpνq con x ¡
sx (respectivamente x   sx).
Con estas elecciones, los para´metros x e y de dos cocientes de Γ¥i 1
2
B{Γ¥i  1
2
B
so´lo difieren en una reflexio´n en el caso en que y  sx. De hecho, para una reflexio´n
arbitraria t, siempre tenemos tx ¡ x o tx   x y la condicio´n sy ¡ y   x ¡ sx
implica que y ¤ sx (en la notacio´n del Lema 1.2.6 (b), w  x, x  y). Sin embargo,
se puede comprobar que las extensiones en Ext1RbRpRx, Rsxq son cero tras restringir
a RsbR. Ma´s au´n, si Rx,sx es el a´lgebra de funciones regulares sobre GrpxqYGrpsxq,
la restriccio´n Rx,sx Ñ Rx se parte sobre R
sbR, y nos da un isomorfismo R
ps,1q
x,sx  Rx,
donde el exponente ps, 1q denota al subanillo de elementos estables por la accio´n de
s id.
Por el Lema 3.3.12, la restriccio´n a RsbR de Γ¥i 1
2
B{Γ¥i  1
2
B es isomorfa a una
suma directa de copias de ciertos Rxpνq con x ¡ sx y `pxq  i, y los mismos ocurren
con multiplicidad pB : Rxpνqq   pB : Rsxpνqq. Si ahora consideramos el producto
tensorial R bRs , y observamos las sucesiones exactas cortas:
0 Ñ Rxp2q Ñ R bRs Rx Ñ Rsx Ñ 0,
obtenemos la parte (a) de la proposicio´n (asumiendo siempre que x ¡ sx) y, nueva-
mente por 3.3.12, tambie´n las fo´rmulas:
pR bRs B : Rxpνqq  pB : Rxpν   2qq   pB : Rsxpν   2qq,
pR bRs B : Rsxpνqq  pB : Rxpνqq   pB : Rsxpνqq.
Usando la notacio´n que introducimos anteriormente, podemos reescribir esto
como sigue:
pθsB : ∆xpνqq  pB : ∆xpν   1qq   pB : ∆sxpνqq,
pRp1q bRs B : ∆sxpνqq  pB : ∆xpνqq   pB : ∆sxpν  1qq.
Si ahora para un elemento H P H consideramos la descomposicio´n
H 
¸
x,ν
pH : vν rTxqvν rTx,
entonces obtenemos de manera similar en el a´lgebra de Hecke, comparando coefi-
cientes, las igualdades:
pprTs   vqH : vν rTxq  pH : vν 1 rTxq   pH : vν rTsxq,
pprTs   vqH : vν rTsxq  pH : vν rTxq   pH : vν1 rTsxq.
Esto comprueba la afirmacio´n (b). Para comprobar (c), observemos primero que
podemos considerar a 〈R〉 como un H-mo´dulo v´ıa el homomorfismo de anillos del
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Teorema 3.3.2. En particular, la parte (a) dice que 〈F∆〉  〈R〉 es un H-submo´dulo
y la parte (b) dice que la aplicacio´n h∆ : 〈F∆〉 Ñ H es un homomorfismo de H-
mo´dulos. Como Ep1q  〈Re〉 esta´ en F∆, la aplicacio´n E se factoriza sobre 〈F∆〉, y
como h∆  E : HÑ H es un homomorfismo de H-mo´dulos biyectivo, la composicio´n
tiene que ser la identidad.
Consideramos ahora las filtraciones:
Γ¤iB
.
 ΓtxPW :`pxq¤iuB,
y definimos la categor´ıa F∇  R como la subcategor´ıa plena de todos los bimo´dulos
graduados B P R tales que el soporte esta´ en GrpAq para algu´n subconjunto A 
W finito y los cocientes para todo i son isomorfos a sumas directas de bimo´dulos
graduados de la forma Rxpνq con `pxq  i y ν P Z.
Introducimos la notacio´n ∇x . Rxp`pxqq. Para la multiplicidad de ∇xpνq en
una descomposicio´n en suma directa de Γ`pxqB{Γ¤`pxq1B usamos la notacio´n pB :
∇xpνqq.
Observacio´n: Las multiplicidades pB : ∇xpνqq y pB : ∆xpνqq provienen de cocien-
tes de filtraciones distintas. Incluso para B P F∆ X F∇ puede suceder que estos
valores no coincidan.
Tenemos un resultado ana´logo a la Proposicio´n 3.3.13, pero para la categor´ıa
F∇. En este caso, una prueba se puede hallar en [15, Proposition 5.9] y en [12,
Proposition 1.26].
Proposicio´n 3.3.14 Sea s P S una reflexio´n simple.
(a) Si B esta´ en F∇, entonces R bRs B tambie´n pertenece a F∇.
(b) Si definimos las aplicaciones h∇ : F∇ Ñ H por la fo´rmula
B ÞÑ
¸
x,µ
pB : ∇xpνqqvµ rTx,
entonces para todo s P S se obtienen los diagramas conmutativos:
F∇ H
F∇ H
θs p rTs vq
F∇ H
F∇ H
p1q v1
(c) La composicio´n d  h∇ es una inversa a izquierda de E : HÑ 〈F∇〉.
Observacio´n: Las Proposiciones 3.3.13 y 3.3.14, junto con el Teorema 3.3.4 impli-
can que como E : HÑ 〈R〉 se factoriza sobre el grupo de Grothendieck split 〈B〉 de
la categor´ıa aditiva B, debe ser B  F∆ X F∇.
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Para obtener el morfismo inverso de E , tambie´n necesitamos el siguiente resul-
tado. Una prueba del mismo se puede encontrar en [15, Proposition 5.10] y en [12,
Proposition 1.27].
Teorema 3.3.15 Supongamos que M y N satisfacen cualquiera de las condiciones
siguientes:
M P F∆ y N P B.
M P B y N P F∇.
Entonces el espacio HompM,Nq es libre y graduado como un R-mo´dulo a derecha,
y adema´s:
rk HompM,Nq 
¸
x,ν,µ
pM : ∆xpνqqpN : ∇xpµqqvµν .
Corolario 3.3.16 Sea B P B un bimo´dulo de Soergel. Entonces se tiene que:
h∆pBq 
¸
xPW
rk HompB,RxqTx,
h∇pBq 
¸
xPW
rk HompRx, BqTx.
Demostracio´n. Por el Teorema anterior, tenemos que:
rk HompB,Rxq  rk HompB,∇xp`pxqqq

¸
ν
pB : ∆xpνqqv
`pxqν .
Pues notar que, de la definicio´n, es claro que p∇xpµq,∇ypµ1qq  1 si µ  µ1 y
x  y y es cero en otro caso. Ana´logamente, tenemos que:
rk HompRx, Bq  rk Homp∆xp`pxqq, Bq

¸
µ
pB : ∇xpµqqv`pxq µ.
Recordando las definiciones de h∆ y h∇ vistas en las Proposiciones 3.3.13 y
3.3.14, el resultado se concluye.
Resumiendo el contenido de la Proposicio´n 3.3.13 (d) y del Corolario anterior,
se tiene el siguiente resultado.
Teorema 3.3.17 La aplicacio´n E : H Ñ 〈R〉 tiene una inversa a izquierda dada
por:
〈B〉 ÞÑ
¸
xPW
rk HompB,RxqTx.
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3.4. Clasificacio´n de los Bimo´dulos de Soergel In-
descomponibles
Para simplificar la notacio´n en esta seccio´n, para un bimo´dulo B P B y y P W ,
usaremos las abreviaciones:
Γ¤y B
.
 Γ¤yB{Γ yB,
Γ¥y B
.
 Γ¥yB{Γ¡yB,
ΓyB
.
 B{ΓyB.
Definicio´n 3.4.1 Sea W un grupo de Coxeter numerable. Una aplicacio´n inyectiva
f : W Ñ N se dice una enumeracio´n admisible, si para todo par w1, w2 P W tal que
w1   w2, se cumple que fpw1q   fpw2q.
En te´rminos ma´s simples, una enumeracio´n admisible es simplemente una manera
de ver a los elementos de W ordenados en una sucesio´n de modo que respeten el
orden de Bruhat.
Lema 3.4.2 Sea B P F∇ un bimo´dulo fijo, y sea y0, y1, y2, . . . una enumeracio´n
admisible de los elementos de W . Denotemos, para cada k ¥ 0, Cpkq
.
 ty0, . . . , yku,
y llamemos y  yk. Entonces se tiene un isomorfismo:
Γ¤y B  ΓCpkqB{ΓCpk1qB.
Adema´s, ambos lados son sumas directas de objetos de la forma ∇ypνq y cada ∇ypνq
aparece como sumando directo con multiplicidad pB : ∇ypνqq. Un resultado ana´logo
vale para F∆.
Demostracio´n. Si z0, z1, z2, . . . es una enumeracio´n de los elementos de W tal que
`pzjq ¤ `pzj 1q para cada j ¥ 0, y si llamamos Apjq
.
 tz0, . . . , zju, entonces las
ΓApjqB son un refinamiento de nuestras filtraciones Γ¤iB. Adema´s, ΓApjqB{ΓApj1qB
es una suma directa de pB : ∇zjpνqq copias de ciertos ∇zjpνq.
Por otro lado, entre dos enumeraciones admisibles de W , podemos realizar una
cantidad finita de transposiciones entre te´rminos consecutivos que no sean compara-
bles en el orden de Bruhat. Como dos elementos que no son comparables no pueden
diferir en una reflexio´n, en cada uno de estos pasos no puede haber un Ext1 entre
los correspondientes cocientes. Esto es, la filtracio´n antes y despue´s de cada uno de
estos pasos conduce al mismo cociente.
El cociente ΓCpkqB{ΓCpk1qB con yk  zj es entonces isomorfo a ΓApjqB{ΓApj1qB,
y por lo tanto Γ¤y  Γ¤yB{Γ yB es una suma directa de desplazamientos de ∇y, y
∇ypνq aparece pB : ∇ypνqq veces.
Proposicio´n 3.4.3 Sea B un bimo´dulo de Soergel y sea y P W . Entonces Γ¤y B,
Γ¥y B, Γ
yB y ΓyB son R-mo´dulos a derecha libres y graduados.
Demostracio´n. En el caso de Γ¤y B y Γ
¥
y B, el resultado es una consecuencia directa
del Lema anterior. El caso de ΓyB se analiza en [15, Lemma 6.3].
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Para cada reflexio´n t P T  W vamos a elegir αt P V
 una ecuacio´n del plano
de reflexio´n kerαt  V
t (observar que esta eleccio´n es u´nica salvo por un escalar), y
vamos a dejarla fija por el resto de esta seccio´n.
Para los y P W ahora consideramos el elemento py P R dado por:
py
.

¹
tPT
yt y
αt.
Adema´s, para cada t P T , vamos a denotar Rptq a la localizacio´n de R en todas
las funciones regulares de V que no se anulan en el hiperplano de reflexio´n V t.
Lema 3.4.4 Si B es un bimo´dulo de Soergel, su localizacio´n B bR Rptq en R-mo´d-
Rptq graduada es isomorfa a un sumando directo en una suma directa finita de copias
de Ry,yt bR Rptq y Ry bR Rptq para y P W que cumplen y   yt.
Teorema 3.4.5 Sea y P W y B un bimo´dulo de Soergel. Entonces los morfismos
ΓyB Ñ Γ
¤
y B y Γ
¥
y B Ñ Γ
yB inducen isomorfismos
ΓyB  Γ
¤
y Bpy,
Γ¥y B  Γ
yBpy.
Un resultado posterior va a establecer que la categor´ıa B es estable bajo sumas
directas. Sin embargo, por ahora llamaremos addB a la categor´ıa formada por todos
los R-bimo´dulos graduados que ocurran como sumandos directos de bimo´dulos de
Soergel.
Enunciamos una generalizacio´n del Teorema 3.3.15 para la categor´ıa addB:
Lema 3.4.6 Supongamos que M y N satisfacen cualquiera de las condiciones si-
guientes:
M P F∆ y N P addB.
M P addB y N P F∇.
Entonces el espacio HompM,Nq es libre y graduado como un R-mo´dulo a derecha y
adema´s:
rk HompM,Nq 
¸
x,ν,µ
pM : ∆xpνqqpN : ∇xpµqqvµν .
Finalmente, llegamos al resultado central de esta seccio´n. Una prueba puede
encontrarse en [15, Satz 6.16].
Teorema 3.4.7
(a) Para todo x P W hay, salvo isomorfismo, un u´nico bimo´dulo de Soergel Bx
indescomponible con soporte en Grp¤ xq y tal que pBx : ∆xpνqq  1 para ν  0
y 0 para ν  0.
(b) La aplicacio´n px, νq ÞÑ Bxpνq define una biyeccio´n:
W  Z 
"
objetos indescomponibles de B,
salvo isomorfismo
*
(c) La categor´ıa B de bimo´dulos de Soergel es estable bajo sumas directas, esto es,
B  addB.
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3.5. El caso de S3
Pensamos a S3 como el grupo de Coxeter presentado por generadores ts, ru y
relaciones s2  r2  e y prsq3  e (que equivale a rsr  srs).
3.5.1. La Base de Kazhdan-Lusztig en S3
Vamos a computar expl´ıcitamente la base y los polinomios de Kazhdan-Lusztig
para el caso en que W  S3. Para esto, usaremos el Teorema 2.4.1 en reiteradas
oportunidades. En concreto, vamos a encontrar elementos que queden fijos por la
involucio´n ι, y que sean de la forma que establece (b) en 2.4.1.
Notar que S3 consiste de 6 elementos, esto es, S3  t1, s, r, sr, rs, srsu. Vamos a
hallar expresiones para C1, Cs, Cr, Csr, Crs y Csrs. Es evidente que debe ser C1  T1.
Lema 3.5.1 Cs  q
1
2 pq1Ts  T1q y ana´logamente Cr  q
1
2 pq1Tr  T1q.
Demostracio´n. Por la definicio´n de la involucio´n ι y la ecuacio´n (2.8) se tiene
ιpq
1
2 pq1Ts  T1qq  q
 1
2 pqT1s  T1q
 q
1
2 pqpq1Ts  p1 q
1qT1q  T1q
 q
1
2 pTs  qT1q
 q
1
2 pq1Ts  T1q.
Es decir, q
1
2 pq1Ts  T1q queda fijo por la involucio´n ι. Notemos que adema´s se
tienen las igualdades ε1  1, q1  1, εs  1 y qs  q. Por otro lado, en el orden de
Bruhat, el u´nico elemento menor a s en S3 es el 1. En particular, vale la igualdad:
q
1
2 pq1Ts  T1q  εsq
1
2
s

ε1q
1
1 T1   εsq
1
s Ts

Como la expresio´n del lado derecho es de la forma del Teorema 2.4.1 (b), para
Ps,s  1 y P1,s  1, por la unicidad del mismo Teorema, resulta que Cs  q
1
2 pq1Ts
T1q, como quer´ıamos.
Lema 3.5.2 Csr  CsCr y ana´logamente Crs  CrCs.
Demostracio´n. Notar que el elemento CsCr queda fijo por la involucio´n ι, pues ι es
un homomorfismo y Cs y Cr quedan fijos. Por otro lado, se tiene que:
CsCr  q
1
2 pq1Ts  T1qq
1
2 pq1Tr  T1q
 qpq2Tsr  q
1Tr  q
1Ts   T1q.
Notemos que en el orden de Bruhat en S3 los elementos menores que sr son
1, s, r. Es inmediato verificar que la u´ltima expresio´n obtenida para CsCr es de la
forma del Teorema 2.4.1 (b), donde adema´s Pr,sr  1, Ps,sr  1 y P1,sr  1.
Lema 3.5.3 Csrs  CsCrCs  Cs  CrCsCr  Cr.
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Demostracio´n. Nuevamente, el elemento CsCrCsCs queda fijo por la involucio´n ι,
pues ι es un homomorfismo y Cs y Cr quedan fijos. Ahora bien, utilizando la cuenta
de la demostracio´n anterior, se tiene que:
CsCrCs  qpq
2Tsr  q
1Tr  q
1Ts   T1qq
1
2 pq1Ts  T1q
 q
3
2 pq3Tsrs  q
2Trs  q
2T 2s   q
1Ts  q
2Tsr   q
1Tr   q
1Ts  T1q
 q
3
2 pq3Tsrs  q
2Trs  q
2pq  1qTs  q
1T1 
  q1Ts  q
2Tsr   q
1Tr   q
1Ts  T1q
 q
3
2 pq3Tsrs  q
2Trs  q
1Ts   q
2Ts  q
1T1 
  q1Ts  q
2Tsr   q
1Tr   q
1Ts  T1q
 q
3
2 pq3Tsrs  q
2Trs  q
2Tsr   q
1Tr   pq
1   q2qTs  p1  q
1qT1q
En particular, sustrayendo Cs  q
1
2 pq1Ts  T1q  q
3
2 pq2Ts  q
1T1q a ambos
lados, resulta:
CsCrCs  Cs  q
3
2 pq3Tsrs  q
2Trs  q
2Tsr   q
1Tr   q
1Ts  T1q
Es inmediato comprobar que la expresio´n del lado derecho es del tipo del Teorema
2.4.1 (b), y por lo tanto se concluye el Lema.
Observacio´n: Todos los polinomios de Kazhdan-Lusztig en este caso satisfacen
Px,w  1. Esto sucede en virtud de que el grupo S3 es un grupo diedral, y ya
establecimos la validez de la Proposicio´n 2.4.5.
Como consecuencia de los ca´lculos que hicimos, o bien como corolario inmediato
de la Proposicio´n 2.4.5, resulta que:
C 11  T1.
C 1s  q
 1
2 pTs   T1q.
C 1r  q
 1
2 pTr   T1q.
C 1sr  q
1pTsr   Ts   Tr   T1q.
C 1rs  q
1pTrs   Ts   Tr   T1q.
C 1srs  q
 3
2 pTsrs   Trs   Tsr   Ts   Tr   1q.
3.5.2. La categor´ıa BpS3q
Consideremos el anillo R  Rrx, y, zs. Existe una accio´n natural de S3 en R. La
reflexio´n simple s intercambia x e y. Esto es:
s  fpx, y, zq  fpy, x, zq.
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Ana´logamente, la reflexio´n simple r intercambia y y z. Luego, si llamamos Rs al
subconjunto de R invariante por la accio´n de s, resulta que Rs  Rrx   y, xy, zs.
Del mismo modo, Rr  Rrx, y   z, yzs. Por otro lado, se tiene que el subanillo Rs,r
invariante por la accio´n de s y r resulta ser:
Rs,r  Rrx  y   z, xy   yz   zx, xyzs.
Como antes, consideramos la graduacio´n en R tal que a las indeterminadas x, y, z
asigna grado 2. Consideramos ahora Bs
.
 RbRs Rp1q y ana´logamente, Br
.
 RbRr
Rp1q.
Ahora definimos Bsr
.
 BsbRBr (la razo´n de la eleccio´n de esta notacio´n quedara´
clara en un momento). Del mismo modo Brs
.
 Br bR Bs.
Finalmente, llamemos Bsrs
.
 R bRs,r Rp3q.
Introducimos la categor´ıa BpS3q como la categor´ıa de R-bimo´dulos Z-graduados
que son isomorfos a sumas directas y desplazamientos de objetos del conjunto:
I  tR,Bs, Br, Bsr, Brs, Bsrsu.
Teorema 3.5.4 Si M,N P I, entonces MN es isomorfo a una suma directa de
desplazamientos de objetos de I.
Demostracio´n. Vamos a ir demostrando caso por caso, a continuacio´n.
Comencemos notando, como en la demostracio´n del Lema 3.3.5, que si p P R,
entonces p  sp es un polinomio mu´ltiplo de y  x. Del mismo modo, p  rp es
mu´ltiplo de z  y.
Llamamos αs
.
 yx y αr
.
 z y. Si definimos Ps : RÑ R
s y Bs : RÑ R
s por:
Psppq
.

p  sp
2
,
Bsppq
.

p sp
2αs
,
tenemos una descomposicio´n:
p  Psppq   αsBsppq,
la cual, a su vez, induce, como antes, un isomorfismo de Rs-bimo´dulos graduados:
R  Rs `Rsp2q.
Lema 3.5.5 Se tiene el isomorfismo BsBs  Bsp1q `Bsp1q.
Demostracio´n. Procedemos usando el isomorfismo anterior.
BsBs  pR bRs Rp1qq bR pR bRs Rp1qq
 R bRs R bRs Rp2q
 R bRs pR
s `Rsp2qq bRs Rp2q
 R bRs R
s bRs Rp2q `R bRs R
sp2q bRs Rp2q
 R bRs Rp2q `R bRs R
 Bsp1q `Bsp1q.
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Observacio´n: Este isomorfismo se puede interpretar en el a´lgebra de Hecke con la
identidad:
C 1sC
1
s  q
 1
2 pTs   T1qq
 1
2 pTs   T1q
 q1pT 2s   2Ts   T1q
 q1ppq  1qTs   qT1   2Ts   T1q
 q1pq   1qpTs   T1q
 q1pTs   T1q   pTs   T1q
 q
1
2C 1s   q
1
2C 1s
 vC 1s   v
1C 1s
Lema 3.5.6 Existe un isomorfismo BsBsr  Bsrp1q `Bsrp1q.
Demostracio´n. Usamos el Lema anterior:
BsBsr  BsBsBr
 pBsp1q `Bsp1qq bR Br
 Bs bR Brp1q `Bs bBrp1q
 Bsrp1q `Bsrp1q.
Observacio´n: En el a´lgebra de Hecke tenemos, usando la Proposicio´n 2.4.3, la
igualdad:
C 1sC
1
sr  q
 1
2 pTs   T1qq
1pTsr   Ts   Tr   T1q
 q
3
2 pTsTsr   T
2
s   Tsr   Ts   Tsr   Ts   Tr   T1q
 q
3
2 ppq  1qTsr   qTr   pq  1qTs   qT1   2Tsr   2Ts   Tr   T1q
 q
3
2 pq   1qpTsr   Ts   Tr   T1q
 q
3
2 pq   1qqC 1sr
 q
1
2C 1sr   q
1
2C 1sr
 vC 1sr   v
1C 1sr.
Lema 3.5.7 Existe un isomorfismo BsBsrs  Bsrsp1q `Bsrsp1q.
Demostracio´n. De nuevo, utilizamos el isomorfismo R  Rs `Rsp2q.
BsBsrs  pR bRs Rp1qq bR pR bRs,r Rp3qq
 R bRs R bRs,r Rp4q
 R bRs pR
s `Rsp2qq bRs,r Rp4q
 R bRs R
s bRs,r Rp4q `R bRs R
s bRs,r Rp2q
 R bRs,r Rp4q `R bRs,r Rp2q
 Bsrsp1q `Bsrsp1q.
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Observacio´n: En el a´lgebra de Hecke tenemos, por otra parte:
C 1sC
1
srs  q
 1
2 pTs   T1q   q
 3
2 pTsrs   Tsr   Trs   Ts   Tr   T1q
 q2pTsTsrs   Tsrs   TsTsr   T
2
s   Tsr   Ts   Tsrs   Trs   Tsr   Ts   Tr   T1q
 q2ppq  1qTsrs   qTrs   Tsrs   pq  1qTsr   qTr 
  pq  1qTs   qT1   Tsr   Ts   Tsrs   Trs   Tsr   Ts   Tr   T1q
 q2pq   1qpTsrs   Trs   Tsr   Tr   Ts   T1q
 q2pq   1qq
3
2C 1srs
 q
1
2C 1srs   q
1
2C 1srs
 vC 1srs   v
1C 1srs.
Un resultado cla´sico de la teor´ıa de invariantes establece que hay un isomorfismo
de Rs,r-bimo´dulos dado por:
R 
à
wPS3
Rs,rp2`pwqq. (3.3)
(se puede hallar una prueba en [7, Corollary 4.1.11 (a)]). Este isomorfismo implica
el siguiente hecho.
Lema 3.5.8 BsrsBsrs  Bsrsp3q `Bsrsp1q
`2 `Bsrsp1q
`2 `Bsrsp3q.
Observacio´n: En el a´lgebra de Hecke, segu´n se puede verificar realizando las mul-
tiplicaciones cuidadosamente (quiza´s sea conveniente armar una tabla de multipli-
cacio´n de TaTb para a, b P S3):
C 1srsC
1
srs  q
3pTsrs   Tsr   Trs   Ts   Tr   T1q
2
 v3C 1srs   2v
1C 1srs   2vC
1
srs   v
3C 1srs.
Lema 3.5.9 BsBrs  Bsrs `Bs.
Demostracio´n. Vamos a definir cuatro morfismos de R-bimo´dulos. El primero es el
morfismo ms : Bs Ñ R dado por:
ms : R bRs Rp1q Ñ R
pb q ÞÑ pq.
El segundo es el morfismo mas : RÑ Bs dado por:
mas : RÑ R bRs Rp1q
1 ÞÑ αs b 1  1b αs,
donde, recordemos, αs  y  x. Observemos que esta aplicacio´n es realmente un
morfismo de R-bimo´dulos, ya que para cada p P R se cumple que masp1qp  pm
a
sp1q.
En efecto:
masp1qp  pαs b 1  1b αsqp
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 αs b p  1b αsp
 αs b pPsppq   αsBsppqq   1b αspPsppq   αsBsppqq
 αsPsppq b 1  αsBsppq b αs   Psppq b αs   Bsppqα
2
s b 1
 pαs b 1  pαs
 pmasp1q,
donde en el tercer paso usamos que α2s  py  xq
2 P Rs.
El tercer morfismo que necesitaremos es js : BsBs Ñ Bs, dado por:
js : R bRs R bRs Rp2q Ñ R bRs Rp1q
pb q b h ÞÑ pBspqq b h.
Si comprobamos que esta aplicacio´n esta´ bien definida, entonces es obvio que es
un morfismo de R-bimo´dulos. Para esto, basta notar que para cada elemento rs P Rs
se cumplen:
jsppr
s b q b hq  jsppb r
sq b hq,
jsppb qr
s b hq  jsppb q b r
shq.
Esto surge de observar que Bs es un morfismo de R
s-mo´dulos (a izquierda o
derecha).
Finalmente, nuestro u´ltimo morfismo es jas : Bs Ñ BsBs, dado por:
jas : R bRs Rp1q Ñ R bRs R bRs Rp2q
pb q ÞÑ pb 1b q.
De manera ana´loga, podemos definir los morfismos mr, m
a
r , jr y j
a
r .
Para no sobrecargar la notacio´n, evitaremos escribir los morfismos identidad. Por
ejemplo, si nos referimos al morfismo mr : BsBrBs Ñ BsBs, estaremos hablando del
morfismo idbmr b id.
Afirmacio´n 1: Si llamamos e
.
 mar  j
a
s  js mr : BsBrBs Ñ BsBrBs, entonces
e resulta ser idempotente.
Para ello, basta notar que la composicio´n js mr m
a
r  j
a
s : Bs Ñ Bs es  id.
Una consecuencia de la Afirmacio´n 1 es que:
BsBrBs  Imp1 eq ` Impeq,
pues si e es idempotente, se verifica que 1  e es un idempotente ortogonal a e. De
las definiciones de los morfismos, es evidente que mr y js son sobreyectivas y m
a
r y
jas son inyectivas. En particular, esto implica que:
Impeq  Impmar  j
a
s q  Bs.
Para concluir con la demostracio´n del Lema, demostraremos el siguiente hecho:
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Afirmacio´n 2: Imp1 eq  Bsrs.
Llamemos 1b
.
 1 b 1 b 1 b 1 P R bRs R bRr R bRs R, y llamemos 〈1b〉 al
R-bimo´dulo generado por 1b.
Vamos a comprobar primero que Imp1  eq  〈1b〉. Para esto, notemos que
p1 eqp1bq  1b, de modo que 〈1b〉  Imp1 eq. Rec´ıprocamente, notemos que ya
sabemos que p1 eqp1bq P 〈1b〉 y veamos ahora que p1 eqp1b xb 1b 1q P 〈1b〉.
En efecto, por un lado, en BsBrBs se tiene:
1b y b 1b 1  px  yq b 1b 1b 1 1b xb 1b 1. (3.4)
Pero, por otro, por definicio´n es:
p1 eqp1b xb 1b 1q  1b xb 1b 1
1
2
b pz  yq b 1b 1
1
2
b 1b pz  yq b 1.
Y aplicando la ecuacio´n (3.4) en el segundo y en el tercer te´rmino del lado derecho
resulta que:
p1 eqp1b xb 1b 1q 
1
2
px  y  zq b 1b 1b 1  1b 1b 1b
1
2
px  y  zq.
Esto prueba que p1 eqp1b xb 1b 1q P 〈1b〉. Ahora bien, como BsBrBs esta´ gene-
rado por 1b y 1 b x b 1 b 1, resulta que la imagen de 1  e esta´ generada por las
ima´genes bajo 1  e de dichos elementos y como ambas esta´n en 〈1b〉 resulta que
Imp1 eq  〈1b〉, como quer´ıamos.
Finalmente, veamos que 〈1b〉  Bsrs. Para esto, si consideramos:
R bRs,r Rp3q Ñ BsBrBs
pb q ÞÑ pb 1b 1b q,
este resulta ser un morfismo de R-bimo´dulos graduados. Adema´s, esta´ claro que su
imagen es 〈1b〉. Por otro lado, por el isomorfismo (3.3) resulta que tambie´n se tiene
el isomorfismo de R-bimo´dulos graduados:
Bsrs  Rp3q `Rp1q
`2 `Rp1q`2 `Rp3q.
Adema´s, recordemos que ten´ıamos el isomorfismo Bs  Rp1q ` Rp1q. En par-
ticular, resulta que:
BsBrBs  pRp1q `Rp1qq bR pRp1q `Rp1qq bR pRp1q `Rp1qq
 Rp3q `Rp1q`3 `Rp1q`3 `Rp3q
Para concluir, notemos que de la descomposicio´n BsBrBs  Imp1  eq ` Impeq
y del isomorfismo anterior se observa que, en cada componente homoge´nea, Bsrs e
Imp1eq tienen la misma dimensio´n como R-espacios vectoriales de dimensio´n finita.
Como una aplicacio´n lineal sobreyectiva entre espacios isomorfos es un isomorfismo,
se concluye la demostracio´n.
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Cap´ıtulo 4
La Conjetura de Kazhdan-Lusztig
4.1. Kazhdan-Lusztig y Soergel
El objetivo de este cap´ıtulo final es discutir informalmente algunas motivaciones
para el estudio de los Bimo´dulos de Soergel, como una herramienta para probar una
importante conjetura formulada por David Kazhdan y George Lusztig en 1979 en
su art´ıculo [5].
Una formulacio´n precisa de dicha conjetura es la siguiente:
Conjetura 4.1.1 Los polinomios Px,w definidos en el Teorema 2.4.1 tienen coefi-
cientes no negativos.
La conjetura originalmente estaba formulada para un grupo de Coxeter arbitra-
rio, sin embargo el primer acercamiento a una prueba fue dada precisamente por
Kazhdan y Lusztig en 1980 al probar la veracidad de esta afirmacio´n para el caso
en que W es un grupo cristalogra´fico, i.e. mst P t2, 3, 4, 6,8u.
En 1981 Beilinson-Berstein en [1] y Bryliski-Kashiwara [3] dieron una prueba
completa de la conjetura usando herramientas de ecuaciones diferenciales algebrai-
cas, teor´ıa de haces perversos y la teor´ıa de pesos de Deligne, con ideas geome´tricas
bastante sofisticadas que, segu´n establece Bernstein, comienzan traduciendo el enun-
ciado de la conjetura a problemas equivalentes en otras a´reas de la matema´tica, cada
vez ma´s lejos del problema original.
La motivacio´n en poder demostrar la conjetura resid´ıa en que los polinomios de
Kazhdan-Lusztig, segu´n se sab´ıa, jugaban un rol clave en, por citar algunos ejemplos:
La descripcio´n de Lusztig de los caracteres de un grupo de Lie finito.
Las representaciones racionales de grupos algebraicos reductivos en carac-
ter´ıstica positiva.
Fo´rmulas para los caracteres de mo´dulos simples para a´lgebras de Lie afines y
grupos cua´nticos en las ra´ıces de la unidad.
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La correspondencia geome´trica de Langlands.
Polinomios sime´tricos, polinomios de Macdonald, coeficientes de Littlewood-
Richardson.
Combinatoria algebraica.
En otra direccio´n, en 1999, Patrick Polo publico´ el art´ıculo [13] en el cual estable-
cio´ que esencialmente todos los polinomios con coeficientes positivos son polinomios
de Kazhdan-Lusztig en algu´n grupo sime´trico. Ma´s precisamente.
Teorema 4.1.2 (Polo) Si p es un polinomio con te´rmino independiente 1 y coefi-
cientes no negativos, entonces existen elementos x,w en un grupo sime´trico, tales
que Px,w  p.
En 2014, en tanto, Ben Elias y Geordie Williamson dieron otra demostracio´n
de 4.1.1, en este caso completamente algebraica, elaborando y empleando te´cnicas
novedosas de Teor´ıa de Hodge, y probando otra conjetura sobre la que hablaremos
a continuacio´n, en este caso de Wolfgang Soergel.
Siguiendo la terminolog´ıa del Cap´ıtulo 3, Soergel formulo´ la siguiente afirmacio´n
en [15], que e´l mismo no pudo demostrar.
Conjetura 4.1.3 (Soergel) Para todo x P W existe un Z-mo´dulo graduado indes-
componible Bx tal que EpC 1xq  〈Bx〉.
En el mismo art´ıculo [15], Soergel demostro´ que esta conjetura implicaba la
veracidad de 4.1.1.
Como se menciono´ anteriormente, Elias-Williamson dieron en [4] una novedosa
prueba de este resultado, que sento´ una base para el estudio de una nueva a´rea de
la matema´tica, bautizada como “Teor´ıa algebraica de Hodge”.
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