I. INTRODUCTION
In this series of three papers we present a general theory and implementation of the tight binding (TB) approximation which can be successfully applied to a quantitative study of chemical reactions in gas phase, in solvent mixtures, and at surfaces in the context of heterogeneous catalysis. This first paper serves to introduce the method and describes the generation of TB models which are self consistent in the treatment of charge transfer and ionic polarizability. In Paper II 1 we describe models for the solvent and in Paper III we describe adsorption and dissociation of water at the surfaces of transition metal oxides. 2 Our approach is unique compared with existing classical and semi-empirical quantum mechanical models in that each particular element (C, O, H, and the transition metals) is described by a parameter set which is independent of the environment. So, for example, an oxygen atom may transfer seamlessly between an oxide phase and a water or alcohol molecule. Similarly single, double, or triple bonds are created as a consequence of the bond order, generated by the self consistent density matrix. In this sense the model is in the spirit of an ab initio quantum chemical scheme (and indeed the underlying theory derives from a second order expansion of the Hohenberg-Kohn functional) but is two to three orders of magnitude faster to compute due to the semi-empirical nature of the Hamiltonian. The price to pay, of course, is that a) Author to whom correspondence should be addressed. Electronic mail:
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the parameterization of the Hamiltonian requires an extensive fitting strategy. We have managed to achieve this for the first time in a universal transferable parameter set.
To reach this goal has required some iteration between the three pillars of the model, namely, the gas phase molecules, the solvents, and the solid state. This means that we cannot present the process of parameterization in a logical linear sequence. Our universal model arises from earlier work in the construction of a model for water. 3 It turned out that this model contained a number of defects which have now been corrected and will be described in Paper II. 1 In particular the s-p-splitting in oxygen was quite unsuitable for a description of transition metal oxide bandstructures. This was subsequently corrected and using the new parameterization of oxygen as well as modified hydrogen parameters we created a model for water, employing polarization of the oxygen ion to the dipole level, which correctly renders the monomer polarizability, the relative densities of water and ice, the static dielectric constant, and self-diffusivity in the liquid and its radial distribution functions. So the task in this paper is to describe how we have augmented this model with a parameterization of the carbon atom and we show how with this freedom alone we are able to construct a transferable scheme that describes structural and dynamical properties of a broad set of molecules, including saturated, unsaturated and aromatic hydrocarbons, alcohols, ketones, aldehydes, and esters. Furthermore, our model is capable of atomistic simulations of chemical reactions using molecular dynamics.
The structure of this paper is as follows. A detailed description of the theory is given in Sec. II and in Sec. III we describe how parameters of our polarizable ion tight binding model are obtained, by intuition, analytical fitting, and genetic optimization. The full set of parameters applicable to organic molecules is given in Sec. IV, which means that a reader can in principle reproduce all of our results. In Sec. V we show structural, electronic, and dynamical properties of molecules included in the fitting, and in Sec. VI we demonstrate the transferability of the parameter set through test calculations on a library of small organic molecules featuring single, double, and triple bonds and a range of functional groups. In Sec. VII we demonstrate applicability into larger molecules, including a detailed analysis of the vibrational densities of states in hexane, hex-1-ene, 1-phenylbutane, and 1-phenyl-3butanone (benzylacetone). Finally, in Sec. VIII we illustrate by showing snapshots from a real time molecular dynamics simulation, the enolization of benzylacetone initiated by the Grothuss proton transfer in aqueous solution. Discussion and conclusions are to be found in Sec. IX.
II. SELF CONSISTENT POLARIZABLE ION TIGHT BINDING (PITB)
TB theory bears a superficial resemblance to semiempirical quantum chemistry schemes, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] but whereas the latter are approximations to Hartree-Fock theory, tight binding is predicated upon the density functional theory (DFT). 15, 16 Among other benefits this allows a more ready extension to highly correlated electron systems. 17, 18 If the Hohenberg-Kohn total energy 19 is expanded to second order in the difference δρ between the self consistent density and some trial, input density ρ in (r), one obtains [20] [21] [22] 
where E xc [ρ in ] and E H [ρ in ] are the exchange-correlation and direct Coulomb (Hartree) energy functionals evaluated for the input density, ρ in (r). The sum is over occupied states and ψ n are solutions of the Kohn-Sham equations 23 in the effective potential
in which V ext is the external potential due to the nuclei and the Hartree and exchange-correlation potentials, V in H and V in xc , are constructed from the input charge density. The non self consistent Hamiltonian H 0 is the sum of this effective potential and the non interacting kinetic energy of the electrons. E ZZ is the pairwise Coulomb interaction between the nuclei.
In (1) the first two lines are a statement of the Harris-Foulkes approximation, 16, 24 leading to a first order total en-ergy E (1) . Sutton et al. 15 and Foulkes and Haydock 16 showed that to within an approximation to the exchange and correlation, the second line is a pairwise energy as long as the input density is a sum of atom centered, spherical charge distributions. Therefore, since the first line is the one particle sum or band energy E (1) band , then the usual non self consistent TB approximation to the total energy, namely,
may be rationalized as an approximation to the Harris-Foulkes density functional total energy. The two terms in (2) are the basic tenets of the standard TB approach pioneered by Slater and Koster 25 and built into a working scheme for much of the periodic table by Harrison. 26 The band energy may be written
H 0 ] andρ out is the density operator obtained from the solution of the Kohn-Sham equation in the potential V in eff . In a TB calculation the trace is usually taken in the eigenvectors of the Hamiltonian obtained by diagonalization. 27 However, the theory is equally applicable if the density matrix is obtained in real space. 28, 29 E pair is a sum of usually repulsive pair potentials.
In detail, the ingredients of a non self consistent TB model are the pair potentials, φ(r), between atoms labeled by their positions, R and R , with respect to some origin, which are functions of the distance between the atoms, so that
and the matrix elements of the Hamiltonian H 0 which are 25
Here L = { m} is a composite angular momentum index. In an spd basis, L takes the values 0-8 for the orbitals s, p y , p z , p x , d xy , d yz , d 3z 2 −r 2 , d zx , d x 2 −y 2 .
We call ε R the on-site energies. In Harrison's "solid state table" these are Hartree-Fock term values. Note that there are no on-site, off diagonal matrix elements of H 0 ; these are crystal field terms and they are furnished by the PITB model, 25, 26 In an orthogonal spd basis, in the two center approximation, there are three on-site energies per atom species (ε s , ε p , and ε d ) and ten fundamental bond integrals for each pair of atom species, which depend on bond length, |R − R |. They are 26
in which the first two indices indicate the orbitals contributing to the bond and the last the type of bond, σ or π , that results. The tasks in constructing a TB model are then, (i) to find values of the on-site energies and fundamental bond integrals and parameters for the pair potentials and (ii) to find appropriate simple mathematical rules for how these scale with bond length or with the volume of a crystal. Both of these can be informed by canonical band theory as described by Harrison 26 in his construction of the solid state table from which an initial set of parameters is likely to get the user about three quarters of the way to a working model. In this work, we by and large adopt a scaling law due to Goodwin, Skinner, and Pettifor 30 (GSP) in which a matrix element or pair potential depends on distance like
This is essentially a power law decaying as r −n as in canonical band theory, whose value is V 0 m or φ 0 at the equilibrium bond length r 0 , cut off with a multiplicative exponential function starting at the origin. The parameters r c and n c specify the cut off radius and decay of the cut off function. Exactly how these parameters are obtained is described in Sec. III.
In addition to the GSP ansatz (4), we shall be using the sum of exponentials times power law functions (EPL) as an alternative way to describe the distance dependence of pair potentials:
An example is the O-O pair potential which is repulsive at short separation but attractive at large distances due to the r −6 dispersion interactions (this is discussed in detail in Paper II 1 ). The diagonal matrix elements ofρ out , in the basis of a linear combination of atomic orbitals such as is used in TB, allow one to examine the Mulliken charge at each atomic site. 27 This leads to the construction of a self consistent TB scheme based in point charge electrostatics. [31] [32] [33] One can write
and H now contains two terms: a Madelung potential energy and a Hubbard potential energy, which is a Hubbard U parameter multiplying the charge transfer at each site. These correspond, respectively, to inter-and intra-atomic electrostatic terms. This is the basis of the self consistent charge density functional tight binding (SCC-DFTB) method. 21 The two principal differences between our PITB and SCC-DFTB are (i) we do not seek the parameters of the model by explicit calculation, rather we adopt a fitting strategy, and (ii) we go beyond the point charge electrostatics. 20, 34 The second aspect is particularly important as it is this feature that allows us to study polarizability of the ionic charge, which has led to an understanding, among other things, of the stabilization of tetragonal and monoclinic phases in zirconia 35 and the dielectric constant of water. 1, 3 In PITB theory we seek a self consistent field approximation to E (2) . To this end we write an energy functional to replace (2) E (2) tot = E (2) band + E pair + E 2 (7) and E (2) band = Tr[ρH 0 ] using a density operatorρ constructed from the self consistent eigenvectors of H = H 0 + H . In (7)
The first and second terms are intended to model the third and fourth lines in (1), respectively. 18 Thus the intra-atomic Coulomb energy is simply a Hubbard U times the square of the charge transfer
where q 0 R is the nominal charge on the free atom or ion, now occupying the site at position R-normally the model assumes neutral free atoms. Q R0 is the monopole moment of the charge transfer, but in the PITB we go beyond the point charge model by writing down point multipole moments of the charge which may be approximated from the eigenvectors c n RL of H if we define new crystal field "strength" parameters, . In this way we write 27, 36 for > 0,
is an on-site density matrix block (in an orthogonal representation), and
are Gaunt coefficients over real spherical harmonics. It is these that impose selection rules that limit the number of "strength," or crystal field parameters required by the model. For hydrocarbons and water we use just s and p orbitals in the TB basis and only the first two parameters are needed. In fact, we only use the first, spp , which provides the strength of the = 1 atomic dipole moment arising from a mixing of the s and p orbitals on a single site. The second, ppd , describes the formation of an = 2 quadrupole moment from the redistribution of populations among the three p orbitals on a site. (In Paper III in this series 2 in which we deal with transition metal oxides we include d orbitals and require further crystal field parameters, ddd and ddg .) The multipole moments appear in the inter-atomic Coulomb, or Madelung, energy in (8) multiplied by quantities which are expansion coefficients of the electrostatic potential energy. If all atomic sites {R } are decorated with multipole moments of the charge, Q R L , and if we ask what is the electrostatic potential in the neighborhood of an atomic site R, then first we expand that potential into spherical harmonic polynomials,
and then Poisson's equation can be used to relate the electrostatic potential components to the multipole moments on all atoms in the molecule, or in a periodic system. The solution to Poisson's equation in this case is 27, 37 
The quantitiesB RL R L are elements of a generalized Madelung matrix,
in which
is a solid Hankel function. In the point charge case, = = 0,B R0 R 0 = R − R −1 as expected and one is left with a Madelung potential. In a periodic system the structure constants are evaluated using generalized Ewald summations. 38 Now, by variation of the energy E 2 with respect to the density we can obtain the self consistent matrix elements of the Hamiltonian (6) 22, 27 
It is important to note that self consistency in an orthogonal TB basis modifies only the on-site Hamiltonian matrix elements. It is evident that this amounts to a shift in the on-site energies of the non self consistent Hamiltonian, H 0 (the first term in (10)) and new terms which are off-diagonal in the angular momentum and are not contained in H 0 . These are self consistent crystal field terms and their interpretation is rather clear. The electrostatic potential at a site R causes a coupling between orbitals on that site, in this case the L-component of the crystal field causes a coupling between the and orbitals. For example, the = 4 component of the ligand field in certain transition metal oxides will cause a splitting of the degeneracy of the metal d-bands into the well known t 2g and e g manifolds. The PITB method achieves this splitting and its dependence on the metal's ligand environment (tetrahedral or octahedral) automatically once a value for ddg is chosen. 27, 36 Of course the crystal field parameters are the same as the multipole strength parameters since the coupling between orbitals on-site (10) feeds back to generate multipole moments as explained above. The ability of the PITB theory to describe the development of multipoles is essential to a proper description of the polarizability of small organic molecules and of water. 1, 39 In this series of papers we construct orthogonal TB models. The extension to non orthogonal bases and to magnetic systems is described in Refs. 18 and 27. In orthogonal PITB the interatomic force is calculated simply, using the Hellmann-Feynman theorem. 27, 36 The force on the atom labeled R is the negative of the gradient of the total energy with respect to the position R,
and as long as the density matrix, ρ, is self consistent the only contribution to the force in addition to the first two terms, which are the same as for non self consistent tight binding, is the classical electrostatic force. It is easy in PITB to achieve the necessary self consistency so that energy is conserved to excellent precision in any ensemble in molecular dynamics. For example, in an NPT ensemble of a 128 molecule periodic system of water we find an energy drift of no more than 0.04 eV over a simulation time of 100 ps.
III. FITTING STRATEGY
As explained above, the task is to fit a number of parameters of the TB model. For a model for organic molecules we must fit parameters to the individual species oxygen, carbon, and hydrogen as well as bond integrals and pair potentials between each pair of species. Paper II in this series describes a TB model for water 1 developed in conjuction with the model for organic molecules described here. In order to develop both models concurrently we use the hydrogen atom as a reference fixing its on-site energy and Hubbard U. From the water model we inherit the onsite parameters for oxygen and oxygen-hydrogen bond integrals and pair potentials to be used in the present model for organic molecules. While this reduces the dimensions of the parameter space we are still left with the task of fitting of upwards of 20 parameters. Our strategy is to use a combination of fitting procedures with the genetic algorithm of Schwefel 40, 41 forming the backbone of the process. This is a tool to be used in conjuction with intuitive fitting as well as analytical fitting where possible for optimal results. Any possible analytical fitting reduces the dimensions of the parameter space to be searched thereby allowing the genetic algorithm to search more efficiently. In intuitive fitting we aim to obtain useful values and bounds for parameters within the model. We try to identify relationships between parameters and properties which we can calculate within tight binding and try to determine if and how parameters may relate to one another. Intuitive fitting may give a reasonable model but generally it is followed by genetic fitting to refine the parameters. 3 But from intuitive fitting we obtain sensible starting points and bounds for the parameters and identify any parameters which can be excluded from the genetic fitting procedure and given a fixed value. This reduces the size of the space which the genetic algorithm is required to search and eliminates unphysical parameter sets from consideration.
We reduce the complexity of the fitting problem by splitting it into two sections. First we consider a hydrocarbon model containing only carbon and hydrogen atoms. We fit carbon on-site parameters along with carbon-hydrogen and carbon-carbon bond integrals and pair potentials in this stage. We then introduce the oxygen atom and have carbon-oxygen bond integrals and pair potentials remaining to fit. The fitting is again further reduced by fitting pair potentials completely analytically in a manner described below leaving onsite parameters and bond integrals to be fitted by the genetic algorithm.
Which properties to include into the fitting is an important and perhaps difficult choice. In our approach we try to include as much of the basic physics of the system as possible into the fitting. By including only small molecules and small systems we reduce the computation time for a single parameter set allowing a larger region of the parameter space to be searched. When we then begin to study larger systems we can be confident that having included the basic physics the larger scale properties are accurately predicted. There are several features which we want our model to reproduce and so we include these into the objective function used by the genetic algorithm. The ability to describe all different bonding states of carbon and oxygen is essential. Carbon-carbon bonds can exist as single, double, or triple bonds as well as the resonance bonding found in aromatic rings while carbonoxygen bonds can be either single or double. With this in mind we include ethane (C 2 H 6 ), ethene (C 2 H 4 ), ethyne (C 2 H 2 ), and benzene (C 6 H 6 ) into the fitting. We want the model to describe the structural and dynamical properties of molecules so we require bond lengths, stretching force constants, and bond angles of these molecules to be correctly rendered. We also want the model to be able to describe the charge transfers across different bonds so we include some simple three carbon molecules, namely, propane (C 3 H 8 ), which contains two single C−C bonds, propene (C 3 H 6 ), which contains a single and a double C=C bond and propyne (C 3 H 4 ), which contains a single and a triple C≡C bond, and fit their dipole moments. Similarly for carbon-oxygen bonds we include methanol (single C−O bond) and methanal (formaldehyde, double C=O bond) into the fitting, looking at their structural, dynamical, and charge transfer properties.
A. Fitting hydrocarbon model
Carbon-hydrogen (C-H) and carbon-carbon (C-C) bond integrals along with carbon on-site parameters are extracted from the genetic algorithm. For our starting point we take parameters from two different sources. Our C-H and C-C bond integrals are taken from a model by Horsfield et al. 42 and car-bon on-site energies from Harrison's solid state table. 26 The hydrogen on-site parameters are shared with the water model 1 being fixed to ε s = −1 Ry and U = 1 Ry. Note that our model does not include any hydrogen-hydrogen bond integrals since we do not expect to include H 2 molecules into our simulations. We do however include a short range repulsive pair potential to prevent hydrogen atoms from approaching each other too closely. The Horsfield et al. model was constructed for hydrocarbons using a form of self consistency, namely, local charge neutrality (LCN) in which no charge transfer between atoms is allowed. This is the limit of infinite Hubbard U. Whereas we can take over the bond integrals from Horsfield et al. directly, their on-site energies were shifted to account for the LCN self consistency. In our case where we employ a finite Hubbard U, the term values from Harrison's solid state table 26 serve as better starting points for the genetic optimization. For the Hubbard U we take sensible values to begin with and as we do not expect the carbon atom to be significantly polarizable we simply set the crystal field parameter spp to zero.
As mentioned above the pair potentials are fitted analytically. To do this we use the bond length dependence of the binding energy of target molecules. For the carbon-hydrogen pair potential we use methane as a target while for the carboncarbon pair potential we use ethane, ethene, and ethyne. We can accurately calculate the binding energy of a molecule using a coupled cluster method to which we can compare the TB binding energy,
where E ref is the nominal energy of free atoms; whereas in the coupled cluster method,
The second term in (11) is the pairwise repulsive potential energy which we aim to fit for a particular set of bond integrals and on-site parameters. Consider a tight binding calculation of methane with the CH pair potential set equal to zero. We call this energy E TB attractive . For a given set of bond integrals and on-site parameters we can calculate E TB attractive as a function of CH distance (since all CH distances are equal). We can also obtain E CC bind as a function of CH distance. From these we also obtain the respective forces F TB attractive and F CC bind , the first derivatives of the two energies, as functions of CH distance. We now assert that the pair potential which we require is one which when added to E TB attractive will produce forces equal to F CC bind . We use the first derivative rather than the binding energy as we are more concerned with reproducing the bond lengths of our molecules than the binding energies. Our only concerns with regards to binding energies are first that the molecules have a sufficiently large binding energy to remain bound and second that the relative binding energies of molecules are reasonable. Although we fit the pair potential analytically here we have not used the force constants (second derivatives of the energy) and so they, along with the other properties mentioned above, are included into the objective function which the genetic algorithm is required to minimize.
B. Fitting oxygen
To integrate the oxygen atom from the water model into our organic molecules model we begin by setting the carbonoxygen bond integrals equal to the carbon-carbon bond integrals and use this as a starting point for the genetic algorithm. In this stage we also fit the carbon-oxygen pair potential to bond lengths in methanol and methanal in the same manner as described before using coupled cluster calculations. The remaining dipole moments and force constants of methanol and methanal are used in fitting the carbon-oxygen bond integrals. At this point it may occur that there is no set of carbonoxygen bond integrals and pair potentials that reproduce the fitting properties. This means that the carbon and hydrogen model we have fitted is incompatible with the oxygen atom from the water model. In fact there are, in general, many carbon and hydrogen parameter sets which result in good hydrocarbon models but not all of these parameter sets are compatible with the oxygen atom we use. For this reason some iteration in the fitting procedure is required. It is however still advantageous to separate the fitting problem into sections as we have done as it allows more efficient searching of the entire parameter space.
C. Post genetic fitting
The genetic algorithm tests every parameter set generated and outputs the properties calculated. A genetic run can easily generate and test thousands of parameter sets so an enormous amount of data is generated. While we could simply take the parameter set corresponding to the smallest objective function it is more beneficial to carry out tests on a number of parameter sets with different properties to find a set which best fits our purposes. Such tests would take too long to be included within the genetic algorithm and they include checking that ethyne and benzene return to linear and planar form from non-planar starting configurations during relaxations. We also require that electrons are not transferred from a carbon atom to a hydrogen atom within our three carbon test molecules propane, propene, propyne as well as isopropyl alcohol (IPA), and propanone (during genetic fitting we only check this condition for methane and methanol). We also perform relaxations and molecular dynamics simulations on the molecules butanone, propanone, and IPA to ensure that the molecules are stable, selecting those sets which give reasonable geometries. We reject any parameter sets which do not pass these tests and in that way we can pick the best of the genetic algorithm output. Finally, some adjustments are made to the parameters to try and negotiate any final compromises between the predicted properties of our test molecules.
IV. PARAMETERS
The parameters of the organic molecule model generated through the fitting process are shown along with the parameters inherited from the water model in Table I . For C-H, C-C, and C-O interactions we use the GSP function to describe the bond length dependence (see Sec. II). These functions allow us an extra degree of control over how the bond integrals and 1 Only s-orbitals are attached to hydrogen atoms, others have s-and p-orbitals included in the LCAO basis. Functions "GSP" and "EPL" denote a particular form of a scaling law and are given in Eqs. (4) and (5), respectively. The distance dependence of bond integrals and pair potentials listed in the Table are shown in Fig. 1 . pair potentials are cut off and decay through the r c and n c parameters ( Fig. 1) . To ensure all functions decay exactly to zero smoothly we multiply the functions (4) and (5) by 5th order polynomials defined between certain bond distances r (1) cut and r (2) cut . The polynomials have value, first derivative and second derivative matching those of the function to be cut off at r (1) cut and value, first derivative and second derivative equal to zero at r (2) cut .
Other parameters demand different considerations. For example, the Hubbard U is a parameter which has a role in controlling the amount of charge transfer allowed within a molecule. A larger value generally inhibits charge transfer between atoms. Consider a simple example using methane in which we begin with a large value for the Hubbard U of carbon (∼1.5 Ry) and slowly lower it. Initially we are in a region of small charge transfer between carbon and hydrogen, typically <0.1e (the direction of the transfer may be dependent on other parameters). If we continue lowering the Hubbard U we enter a region of very large charge transfer in which self consistency can be unstable. If the Hubbard U is further reduced we enter a region where the charge transfer is again small and self consistency is again stable but the direction of charge transfer reversed. While this transition point occurs at different values for different parameter sets, in general a value of less than 1 Ry for the carbon Hubbard U runs the danger of entering an unstable region. Another factor which plays a role in the charge transfer between atoms within our organic molecules is the difference between the carbon-p and hydrogen-s on-site energies. As we have previously fixed the onsite energy and Hubbard U of the hydrogen atom we have only the carbon values to adjust. We find that for ε p − 0.90 Ry, within methane charge is transferred from carbon atoms to hydrogen atoms, which is unphysical. The C-H bond integrals also play a role in the amount of charge transfer within methane but they have a much larger role to play in the dipole moments of the simple three carbon molecules we have tested, namely, propane, propene, and propyne. The C-H bond integrals along with the carbon onsite energies and C-C V spσ bond integral have greatest influence over the CCH bond angles in ethane and ethene.
Similar relationships are seen in the carbon-oxygen (C-O) bond integrals. V spσ has the largest effect on the OCH angles within methanol and methanal leading to an indirect effect on the dipole moment, through the atomic positions rather than the charge transfer. The same is also true of V ppσ but to a lesser extent. V ppπ however has a large effect on the dipole moment of methanal by controlling the charge transfer across the C-O bond while having a smaller effect in methanol. At first glance it would seem that V ppπ could simply be adjusted to give the correct dipole moment for methanal but as V ppπ is increased to this end it becomes impossible to fit a pair potential which gives a reasonable force constant. This is a case where a compromise needs to be made. Another point of note is that V ppσ controls the distance dependence of the attractive band energy, E (2) band . A larger value of V ppσ results in a stronger band energy at distances sampled during normal molecular vibration. While testing parameter sets we discovered that if V ppσ is too small then during molecular dynamics simulations of methanol normal molecular vibrations are enough to extend the C-O bond to a point where the quickly decaying band energy can be overcome by the repulsive pair potential resulting in bond breakage. The C-C V ppσ plays a similar role in carbon-carbon bonds. For example, in butanone the carbon-carbon bonds adjacent to the oxygen atom may contract slightly while the remaining carbon-carbon bond extends and may break. Increasing V ppσ is sufficient to counter this problem.
V. FITTED RESULTS
The results of the fitting process on the structural and dynamical properties of the training set of molecules are shown in Table II . All C-C bond lengths are practically equal to the target values thanks to the manner in which the pair potentials were fitted. The exception here is benzene, which is not included in the analytical fitting, with the bond length ∼0.05 bohr shorter than the target but still within 2%. Final adjustments to the C-O pair potential were made in the post genetic fitting stage to provide a closer fit to the C-O bond lengths in propanone and IPA. For this reason the C-O bond lengths of methanol and methanal have been compromised and are slightly longer than the target values but still well within acceptable bounds. The dynamical properties have also been fitted well for the linear molecules. Stretching force constants are within 5%-7% of the target with the exception of methanal. This is due to the compromise between its force constant and dipole moment as explained above. As it is still within 20% of the target we deem it acceptable. The force constant for the benzene ring stretch is stiffer than the target, but is still within 18%. Importantly we see that the relative ordering of the C-C and C-O force constants is correct, with C−C < C−O < C C < C=C < C=O < C≡C (as in the caption to Table II , C C designates an aromatic resonant bond as found in benzene).
We now turn to the charge transfer properties of the fitted molecules. In what follows, when we allude to charge transfer we imply always the transfer of electrons, that is, negative charge. In the fitting process we imposed a condition that no parameter sets in which charge was transferred from the carbon atom to the hydrogen atoms within the methane TABLE II. Fitted structural and dynamical properties: bond lengths, force constants, and bond angles. These quantities were used within the genetic algorithm for fitting. All targets are taken from CCSD(T)/aug-cc-pVTZ calculations performed using NWCHEM. 43 All bond lengths given in bohr, bond angles in degrees, and force constants, k ss , in Ry/bohr 2 . Single, double, and triple bond lengths are indicated by −, =, and ≡, respectively. The resonating bond length in benzene is denoted C C. molecule were accepted. This has ensured that charge is transferred from the hydrogen atoms to the carbon atom as expected from experiment 44, 45 and from arguments based on the relative electronegativities of carbon and hydrogen (2.5 and 2.2, respectively). The charge transferred between atoms as deduced from atom centered Mulliken charges is shown in Table III for our simple carbon and hydrogen molecules. The charge transfer is greatest in methane as the carbon is only bonded to hydrogen atoms from which it can easily draw charge. As the hybridization state of the carbon atom changes from sp 3 to sp 2 to sp more charge is accumulated on the carbon atoms despite them being bonded to fewer hydrogen atoms. This is in line with experimental infrared measurements. 44, 45 The fitted dipole moments for our threecarbon molecules are shown in Table IV and by considering the Mulliken charges, δ = δq R , in units of the proton charge e, of the carbon atoms in each of these molecules we can understand the origin of these dipoles. Starting with propane, the end chain carbon atoms have charges δ = −0.18e with the central carbon having δ = −0.05e. The symmetry of this charge distribution results in a practically zero dipole moment. In propene and propyne the three carbon atoms have charges δ = −0.24e, −0.01e, −0.16e and δ = −0.33e, +0.06e, −0.12e, respectively (the double or triple bond is between the first and second carbon atoms). This indicates a non-zero bond moment between the first and second carbon atoms with a build up of charge on one side of the bond. This breaks the symmetry seen in the case of propane and results in a dipole moment. This non-zero bond moment is to be expected considering that the different hybridized states of the carbon atom have different electronegativities 46 with sp 3 < sp 2 < sp and shows our model is able to describe the interaction of these different hybridized states of carbon correctly.
In Table IV we also show the fitted dipole moments of methanol and methanal. Fig. 2 shows the orientations of the x and y axes referred to in Table IV . For these molecules we have been able to fit the dipole moments reasonably well. As mentioned before, in the case of methanal a compromise needed to be made between the dipole moment and the C-O stretching force constant. In methanol the x component of the dipole moment (due mostly to the O-H bond) is smaller than the target value.
VI. APPLICATION OF MODEL TO SMALL ORGANIC MOLECULES
We have made simulations on a range of small organic molecules using our TB model and compared the results with calculations using second order Møller-Plesset 47 Table IV. corrections to the Hartree-Fock total energy, and experimental results in order to check the predictive power of our model. We have considered a library of molecules covering a range of different functional groups with the aim of showing that our TB model gives useful descriptions across many different environments and can be applied with confidence to a large range of organic molecules. The functional groups and molecules we have considered are alkanes (propane), alkenes (propene), alkynes (propyne), primary and secondary alcohols (ethanol and IPA), aldehydes (ethanal), ketones (propanone), carboxylic acids (ethanoic and propenoic acid), ethers (dimethyl ether), and esters (ethyl acetate). We begin by looking at the structures of the molecules before moving on to look at dynamical properties in the form of vibrational frequencies. Finally, we consider charge transfer properties, looking at Mulliken charges and dipole moments of the molecules in question.
A. Structures
To evaluate the accuracy of the structures predicted by our TB model we have made geometry optimizations on each of the molecules in our library and compared the relaxed structures to geometries obtained from MP2 geometry relaxations. All MP2 relaxation simulations were done using NWCHEM 43 with an aug-cc-pVDZ basis set. We present the results of this comparison in Table V . It is clear that in general the TB structures accurately predict the MP2 relaxed structures. The TB model predicts several trends observed in the MP2 relaxed structures. For the alkane, alkene, and alkyne molecules the model predicts the effect of carbon-carbon double and triple bonds on neighboring single bonds causing them to shorten. In the primary and secondary alcohols, aldehydes, and ketones the MP2 values predict a shortening of carbon-carbon bonds adjacent to carbon-oxygen bonds and we see this also in the TB model.
B. Vibrational frequencies
To determine how well our TB model describes the dynamical properties of organic molecules we have calculated the vibrational frequencies of the normal modes of vibration using the dynamical matrix approach 49 for our library of molecules. We have compared the results against experimental infrared results from Refs. 48 and 50. We begin by looking at some of the predicted vibrational frequencies of the molecules which were used in the fitting of our model as these may be indicative of some of the properties of all other organic molecules. Table VI contains the predicted frequencies of the normal modes of vibration of methane. Although we do not correctly predict the relative ordering of the symmetric and asymmetric stretches both are quite close to the experimental value. The C-H bending modes are shifted by ∼300-400 cm -1 but are still within 20%-30% of the exper- imental value and we have retained the relative ordering of these bending modes.
We show the predicted C-H bending and stretching frequencies for ethane, ethene, ethyne, and benzene against the experimental values in Fig. 3 . The central line corresponds to the point on the graph where the predicted and experimental values are equal while the outer lines mark a 20% deviation which is the maximum we would like to accept. The predicted frequencies mostly lie within this range with a few exceptions. In the approximate range of 1500-2000 cm −1 in the predicted frequencies there are deviations. These are identified as the in-plane C-H bends of benzene, the CH 3 bends of ethane, and the CH 2 bends of ethene. In our model they are all shifted to higher frequencies compared to experiment, as was the case for the C-H bending frequencies within methane. To the upper right of the plot are the C-H stretching frequencies. The model predicts that the value of the asymmetric stretching frequencies follow the ordering ethane < ethene benzene < ethyne in accordance with experimental data. Predicted frequencies of less than ∼1350 cm −1 correspond to benzene and ethyne out of plane C-H bends as well as the movements of entire CH 3 and CH 2 groups such as rocking and wagging motions. Fig. 4 shows a similar plot for the ring stretches and deformations of benzene. Those to the upper right correspond TABLE VII. Comparison of frequencies of normal modes of vibration for methanol between TB and experiment. 48 Only the CO stretch frequency was fitted. Frequencies are in cm −1 .
Description TB Expt. 1033  1033  OH stretch  3459  3681  OH bend  1258  1345  CH sym stretch  2999  2844  CH asym stretch  3140  3000  3127  2960  CH bends  1745  1477  1750  1477  CH 3 angle bend  1455  1455  CH 3 wag  972  1165  CH 3 twist  1031  1066  TABLE VIII . Comparison of frequencies of normal modes of vibration for methanal between TB and experiment. 48 Only the CO stretch frequency was fitted. Frequencies are in cm −1 .
CO stretch
Description TB Expt. 1625  1764  CH 2 sym stretch  2918  2783  CH 2 asym stretch  3132  2743  CH 2 scissors  1491  1500  CH 2 rock  1113  1249  CH 2 wag  1077  1167 to ring stretches while those to the lower left correspond to ring deformation normal modes with the out of plane deformations being underestimated by 100-250 cm −1 .
For methanol and methanal the calculated vibrational frequencies shown in Tables VII and VIII are in agreement with experimental data. For methanol, again, the C-H bending frequencies are shifted with respect to experimental values just as in the hydrocarbon molecules.
Moving on to the three-carbon hydrocarbon molecules in our library, the C-C stretching and bending frequencies presented in Table IX show that all the frequencies correspond well with the experimental values. For our remaining molecules the vibrational frequencies involving functional groups are collected together and shown in Table X . Overall our TB model compares very well with experimental results. With IPA and propanone we can investigate the effect of the carbon-oxygen bond on the carbon-carbon vibrational frequencies as shown in Table IX . Experimental results suggest that the carbon bending frequencies should not change significantly in propanone compared to propane and this is reproduced in the TB model. Experimental observations also suggest that the carbon-carbon symmetric stretching frequencies for IPA should be very similar to those of propane and that for propanone the symmetric and asymmetric stretches should be shifted to lower and higher frequen-cies, respectively, compared with propane. These facts are predicted by our TB model.
C. Charge transfer properties
Finally, we examine the charge transfer properties of our library of molecules. Table XI shows the predicted dipole moments compared with the dipole moments calculated from MP2. For each case the molecules have first been relaxed with the respective methods. Our model in general underestimates target dipole moments. This is a consequence in part of the compromise in the fitting between the C-O force constant and dipole moment of methanal. Although our model underestimates the size of the dipole moment we still regard the predicted values as being more than acceptable. Comparing the Mulliken charges of our TB calculations for propane to those of propanone and IPA provides insight into the effect of the oxygen atom on neighboring carbon atoms. In propane the end chain carbon atoms both have a Mulliken charge of δ = −0.18e while the central carbon is effectively neutral with δ = −0.05e. Comparing this with propanone which has δ = −0.40e for end chain carbons and δ = +0.72e for the central carbon atom, we see the electronegative oxygen atom pulling charge towards itself from the central carbon atom. The large molecular dipole moment is a consequence of this. A similar effect is seen in IPA with δ = −0.28e for end chain carbons and δ = +0.35e for the central carbon although the amount of charge drawn by the oxygen atom from the central carbon atom is smaller as it is also bonded to a hydrogen from which it easily draws charge. The charge on the oxygen atom is roughly the same in both cases with δ = −0.64e and δ = −0.67e for propanone and IPA, respectively, but the size of the induced dipole differs having values of 1.01 D and 0.809 D, respectively. Our model also reproduces the dipole moments of carboxylic acids adequately. The Mulliken charges and carbon-oxygen bond lengths in ethanoic acid are shown in Table XII and compared with its carboxylate anion in which the hydroxyl hydrogen atom has been removed. The two oxygen atoms in the carboxylate anion have the same Mulliken charge and both carbon-oxygen bond lengths are equal. This is a purely electronic effect due to stabilization of the anion through resonance bonding in which the extra electron is shared between the two oxygen atoms. This type of prediction is a major advantage of our model over classical force field methods.
D. Proton affinities
We have calculated proton affinities for several molecules and anions using the formula
Note that the sign convention is opposite to the usual for chemical reactions. A positive proton affinity denotes an exothermic reaction. Table XIII shows proton affinities for the hydroxyl ion, methoxide ion, the enolate anion of propenol, the acetate anion, water and ethene. For the negatively charged species our model gives very good agreement with the MP2 reference values, especially when taking into account that none of proton affinities were used for the fitting of the model. The agreement for neutral molecules water and ethene somewhat worsens. Importantly, the relative ordering of the proton affinities is re- tained within our TB model. It is the relative proton affinities that define the direction of proton transfer reactions.
VII. LARGER MOLECULES
Our model is capable of describing larger organic molecules. As before we look at the relaxed structures, dipole moments, and vibrational frequencies of several organic molecules. Studying these larger molecules allows us to see long range effects of functional groups which would not be apparent with smaller molecules as well as allowing us to test phenyl groups within the model.
A. Structures and charge transfer properties
We compare the TB structures with MP2 optimized geometries. For all MP2 optimizations in this section we have used NWCHEM with a cc-pVDZ basis set. 43 In Table XIV we present the results of geometry optimizations on the molecules 1-phenylbutane, 1-phenyl-2-butene, methyl benzene (toluene), and 1-phenyl-3-butanone (benzylacetone) along with MP2 target geometries given in parentheses. The planar structure of each of these molecules is shown in Fig. 5 . The linear chain carbon-carbon bond lengths are almost identical to the respective three carbon molecules investigated in Sec. VI in Table V and the phenyl group similar to benzene shown in Table II . This is true of both the MP2 values and our TB model. The bond joining the chain and the phenyl group is consistently shorter than the MP2 values and may be an effect of the phenyl group whose bonds are also shorter than the target. The fact that the phenyl group geometries are virtually identical in each of these molecules shows that the effect of the functional groups is relatively short ranged vindicating our fitting approach in which we fitted only properties of small molecules. The dipole moments of these molecules are TABLE XIV. Predicted structural data and dipole moments, p, for larger organic molecules, toluene (methyl benzene), 1-phenylbutane, phenylbutene (1phenyl-2-butene), and benzylacetone (1-phenyl-3-butanone). Bond lengths are in bohr and dipoles in Debye. Values given in parentheses are taken from MP2 calculations using NWCHEM with cc-pVDZ basis set. 43 Labeling for the carbon atoms is as shown in Fig. 5 .
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Toluene Phenylbutane Phenylbutene Benzylacetone shown in Table XIV which are again in good agreement with the targets.
B. Vibrational frequencies
In experimental infrared spectroscopy molecules can be identified by peaks arising from molecular vibrations which are characteristics of their functional groups. To test how our model compares with experiments we calculate the vibrational density of states (VDOS) for hexane, hex-1-ene, 1-phenylbutane, and benzylacetone. The VDOS shows the entire vibrational spectrum of the molecule with all normal modes of vibration producing peaks, unlike the infra-red spectrum in which only vibrational modes which are infra-red active are observed. The VDOS are calculated from molecular dynamics trajectories as the Fourier transform of the velocity autocorrelation function,
We have made molecular dynamics simulations of the molecules in the gas phase using an NVE ensemble at 20 K for 50 ps with a time step of 0.5 fs, recording atom positions and velocities every 2 fs. To identify the peaks of the vibrational density of states we have also calculated the vibrational frequencies using the dynamical matrix approach as was used in Sec. VI. Studying the eigenvectors of the dynamical matrix is sufficient for eigenmode and peak identification. In Fig. 6 we show the spectra and have labeled the relevant eigenmodes alongside the peaks. All of the molecules share the eigenmodes specific to alkanes while 1-phenylbutane and benzylacetone also share several modes specific to aromatic molecules. Note that the C-O stretching mode and C-C ring stretching modes of benzylacetone coincide into a single peak in our spectrum. We also show how these frequencies correspond with the characteristic experimental infra-red frequencies of different functional groups in Table XV . As was the case for the smaller molecules the CH 3 bending and CH 2 scissoring modes are shifted to higher frequencies compared to observation but all other frequencies correspond well to the experimental targets. 
VIII. REACTIONS
In this section we illustrate the power of the TB model by demonstrating the dynamics of a chemical reaction. The reaction we model is enolization of benzylacetone to 1-phenyl-2buten-3-ol. It is well known that enolization reactions take place with active solvent participation. 51 The rate limiting step is the removal of a proton from a methyl group. This proton is then transferred through the solvent by means of the Grothuss mechanism to the oxygen atom of the molecule. To model this reaction in quantitative detail would require the use of advanced sampling techniques but this is beyond our goal. To this end we bypass the rate limiting step by simply removing a proton from the benzylacetone molecule and placing it in the solvent.
We therefore take an equilibrated system of a cluster of 64 water molecules surrounding a molecule of benzylacetone in periodic boundary conditions. We then remove a proton from the carbon atom adjacent to the carbonyl group and place it in the surrounding water where it combines with a water FIG. 7 . A series of snapshots from a molecular dynamics simulation demonstrating the enolization reaction of benzylacetone to 1-phenyl-2-buten-3-ol in water. A proton is transferred between water molecules by the Grothuss mechanism, via hydronium ions, until it attaches to the acceptor C=O group of the benzylacetone. molecule to form H 3 O + . We then relax the system again in a process consisting of short molecular dynamics simulations and relaxations. We then perform molecular dynamics in an NVT ensemble at 300 K. To demonstrate that the TB theory reproduces the hydrogenation step we show in Fig. 7 a set of nine snapshots at selected timesteps. Between t = 0 and t = 38 fs a proton is seen in free flight between two water molecules, a snapshot from a proton transfer Grothuss mechanism. At t = 41 fs the water molecule at the center of the image is clearly a hydronium ion, H 3 O + , the proton at the top right of the ion itself being about to embark on a second Grothuss step heading towards the water molecule to its right. That second proton transfer occurs between t = 44 fs and t = 50 fs at which point the proton at the right of the resulting hydronium ion is in the process of transfer to the acceptor C=O group of the benzylacetone. At t = 55 fs the enolization is complete and all surrounding water molecules are neutral.
IX. DISCUSSION AND CONCLUSIONS
It is remarkable that a simple, orthogonal TB model has the capability to describe atomic and electronic structure, dynamics, solvation, and chemical reaction in a wide range of organic molecules. The rendering of single, double, and triple bonds is completely automatic as is the making and breaking of bonds, and indeed any crystal field effects. TB occupies a space between ab initio methods and classical force fields. In the present case, all parameterized interactions are short ranged, as they are in a force field, but the solution of the Schrödinger equation involving a Hamiltonian with only short ranged hopping leads to a density matrix that has an arbitrary range of interaction so that ultimately the model is sensitive to the environment of a molecule, or the long range forces in an extended system. We must add the caveat that we have focused upon structure and dynamics, and not energetics, in fitting to our training set of molecules. Therefore, further refinement and benchmarking will be needed in order to reproduce the enthalpy changes in chemical reactions.
One key to the success of the PITB is in the treatment of the electrostatics. The imposition of local charge neutrality is too severe an approximation for all except the simple hydrocarbons. As we have shown above, point charge electrostatics requiring a finite Hubbard U is quite adequate to describe the formation of the correct dipole moments and the prediction of structural and dynamic properties of all the hydrocarbons we have studied. This is clear since we use a zero crystal field parameter on the carbon atom (see Table I ). In contrast, to describe oxygen it is essential to include anion polarizability at least to the dipole level.
Another key aspect of our modeling, as a keen reader will have noticed, is that although the theory behind the PITB is couched in terms of a density functional, we do not rely on local or gradient corrected density functional calculations to obtain our parameters. This is in contrast to the SCC-DFTB method. 21 In fact it is widely known that existing density functionals have great difficulty dealing with the decaying charge density in between molecules. 52 In our approach we side step this issue by fitting only to experimental data or to calculations using quantum chemistry methods that admit electron correlations. We should remark that it is not inconsistent to build a theory upon the DFT but then to claim we can side step its deficiencies. The point is that Eq. (1) is not restricted to the LDA; indeed one can imagine constructing an orbital dependent, self interaction corrected, "LDA+U"-type tight binding scheme which will hence go beyond LDA. 17, 18 Our contention is that by fitting the model of Eq. (7) to experiment and CCSD(T) we are not in any way attempting to mimic the LDA and so are, in principle at any rate, not tied in to its shortcomings. The treatment of longer range tails is discussed in more detail in the following paper. 1 In Papers II and III, we will show how the theory is extended to describe hydrogen bonding and processes taking place on crystal surfaces. In the future we expect there to be applications in many diverse fields; the explicit treatment of both charge and atomic migration will eventually allow applications in corrosion and electrochemistry.
