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Abstract – In a non-equilibrium many-body system, the quantum information dynamics between non-
complementary regions is a crucial feature to understand the local relaxation towards statistical ensembles.
Unfortunately, its characterization is a formidable task, as non-complementary parts are generally in a mixed
state. We show that for integrable systems, this quantum information dynamics can be quantitatively un-
derstood within the quasiparticle picture for the entanglement spreading. Precisely, we provide an exact
prediction for the time evolution of the logarithmic negativity after a quench. In the space-time scaling limit
of long times and large subsystems, the negativity becomes proportional to the Re´nyi mutual information with
Re´nyi index α = 1/2. We provide robust numerical evidence for the validity of our results for free-fermion
and free-boson models, but our framework applies to any interacting integrable system.
An isolated homogeneous quantum system evolving from a
non-equilibrium pure state locally relaxes, for large time, to
a statistical ensemble [1–3]. This relaxation is elucidated by
the quantum information dynamics of a bipartition. Indeed, fo-
cusing for simplicity on a one-dimensional system, the entan-
glement entropy of an arbitrary compact subsystem of length
` initially grows linearly in time and later saturates to a value
that is extensive in ` [4, 5]. This saturation value is the thermo-
dynamic entropy of the ensemble describing the local behavior
of the system [6–16] (which is either a thermal or a general-
ized Gibbs ensemble (GGE) depending on the conserved local
charges, see, e.g., [17–30]). The linear growth of the entangle-
ment entropy is the main limitation to simulate the time evo-
lution of isolated quantum systems with tensor network tech-
niques [31–35]. However, this state-of-the-art may appear odd,
as for very large time, the system is locally in a statistical en-
semble which has very little entanglement and most of its en-
tropy is just of statistical nature (implying, for instance, that
the finite temperature properties are easily accessed by tensor
networks [36, 37]). Thus, the large global entanglement, that
is the main obstacle for tensor networks, locally arises mainly
from classical fluctuations. It would be then highly desirable to
devise new techniques that can effectively capture the local dy-
namics of a subsystem without worrying about the never ending
growth of the entropy of the entire system (see e.g. [37–39]).
The entanglement between finite non-complementary regions
is expected to provide a figure of merit for the effectiveness of
an algorithm of this kind. We argued that this entanglement
should be small for short and large times, but what about in-
termediate times? There is little evidence [34, 35, 37, 40, 41]
showing the presence of an “entanglement barrier” that might
grow with subsystem size, but its quantification is a daunting
task, because the two parts are in a mixed state. Therefore,
in the following we will focus on the entanglement negativity
which is a good entanglement measure for mixed states. The
calculation of the negativity is highly non-trivial and results
for global quantum quenches to the date are limited to some
simple quenches in conformal field theories [41] (see anyhow
Refs. [42–45] for other non-equilibrium protocols). Here we
will show that, very surprisingly, the quasiparticle picture of
Refs. [4, 46] can be adapted to exactly quantify the negativity
in integrable systems after a global quench from low-entangled
initial states, in the space-time scaling limit of long times and
large subsystems with their ratio fixed. We show that in this
limit the negativity becomes proportional to the Re´nyi mutual
information (with α = 1/2) which generically is only an up-
per bound for the entanglement. We are able to test this result
only for free bosonic and fermionic theories, but we expect to
be valid for all integrable systems.
The logarithmic negativity EA1:A2 [47–52] is defined as
EA1:A2 ≡ ln ||ρT2A ||1 = ln Tr|ρT2A1∪A2 |. (1)
Here ρT2A is the partial transpose of the reduced density ma-
trix ρA defined as 〈ϕ1ϕ2|ρT2A |ϕ′1ϕ′2〉 ≡ 〈ϕ1ϕ′2|ρA|ϕ′1ϕ2〉, with
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Fig. 1: Quasiparticle picture for the evolution of the negativity af-
ter a quench in integrable systems. (a) In the bipartite setting of A
and its complement A¯, entangled quasiparticle pairs are produced uni-
formly and move ballistically (shaded cones). (b) Tripartite pure state:
A = A1 ∪ A2, with A1(2) two intervals of length ` at distance d.
The negativity between A1 and A2 is proportional to the horizontal
width of the intersection between the two shaded areas at a given time.
The resulting negativity dynamics for the case of quasiparticles with
perfect linear dispersion is shown on the left side (purple lines).
{ϕ1} and {ϕ2} two bases for A1 and A2, respectively. The
negativity is a good measure of entanglement between A1 and
A2 (i.e. it is an entanglement monotone [51, 52]) also when
A1 ∪A2 is in a mixed state. Another quantity we will consider
is the Re´nyi mutual information
I(α)A1:A2 ≡ S(α)A1 + S(α)A2 − S(α)A1∪A2 , (2)
where S(α)Ai ≡ 1/(1 − α)TrραAi are the Re´nyi entropies and
the index α is a real number. The mutual information is an
upper bound for the entanglement between A1 and A2 since it
is sensitive to the total correlations, both quantum and classical.
The condition EA1:A2 = 0 is only necessary (not sufficient) for
the absence of mutual entanglement.
Recently, the negativity became a useful tool to character-
ize universal aspects of quantum many-body systems [53–82]
also because it can be computed in tensor network simula-
tions [55–57]. The negativity (1) can be obtained for free-
bosonic models in arbitrary dimension by correlation matrix
methods [83–85], but not for free fermions [86–93]. Hence,
an alternative entanglement monotone which is effectively cal-
culable using standard free-fermion techniques has been intro-
duced [92–97] and it is also an upper bound for the original
negativity (1) [91]. In the following, we denote as E (f)A1:A2 this
fermionic negativity (see Ref. [92] and below for its definition),
and E (b)A1:A2 the one in (1).
The quasiparticle picture for the entanglement spreading [4]
is illustrated in Fig. 1. Entangled quasiparticle pairs are gener-
ated uniformly at t = 0 by the quench (see Fig. 1 (a)). Quasi-
particles produced at the same point in space are entangled,
whereas quasiparticles created far apart are incoherent. At a
generic time t, the entanglement between a subsystem A (see
Fig. 1 (a)) and the rest is proportional to the total number of
quasiparticles created at the same point at t = 0 and shared be-
tweenA and its complement at time t. For integrable models, it
has been shown [9,10] that, by combining the quasiparticle pic-
ture with integrability-based knowledge of the stationary state
[98], it is possible to accurately describe the post-quench evolu-
tion of the von Neumann entropy and the mutual information,
in the space-time scaling limit. Two crucial features emerge.
First, the stationary density of entanglement entropy is the same
as that of the thermodynamic entropy, i.e. the GGE one. Sec-
ond, the entangling quasiparticles are the low-lying excitations
around the stationary state. This picture has been extended and
applied to describe the steady-state Re´nyi entropies [99–101],
quenches from piecewise homogeneous initial states [102,103],
and few other non-equilibrium situations [104–108].
It has been already argued in Ref. [41]–in the context of con-
formal field theories, i.e., theories with a unique velocity v–that
the quasiparticle description can be applied to the entanglement
negativity. As the negativity measures the mutual entanglement
between the intervals, the natural assumption is that at a generic
time t, it must be proportional to the total number of entangled
pairs shared between A1 and A2. Hence, the picture for two
intervals A1 and A2 of equal length ` at distance d is illustrated
in Fig. 1 (b). For a single type of quasiparticles with fixed ve-
locity v, the number of shared particles is proportional to the
width at the time t of the intersection between the two shaded
areas starting from A1∪A2 [41] (see Fig. 1 (b)). The emission
region of the pairs is given by the projection of this width onto
the t = 0 axis (vertical dotted lines in the Figure). The resulting
negativity dynamics has the triangular form depicted as a func-
tion of time on the left side: at short times, i.e., for t < d/(2v),
the negativity vanishes; for d/(2v) ≤ t ≤ (d+ `)/(2v) there is
a linear increase, followed by a linear decrease with the same
(in absolute value) slope until t ≤ (d + 2`)/(2v), when the
negativity vanishes and stays zero for all larger times. In for-
mulas one has E(f/b)A1:A2 = ε(f/b)[max(d/2, 2|v|t) + max((d +
4`)/2, 2|v|t)−2max((d+2`)/2, 2|v|t)], where ε(f/b), is related
to the rate of production of quasiparticles and to their contribu-
tion to the negativity.
For generic integrable models the quasiparticles of momen-
tum k have a nontrivial dispersion e(k). Generically both
the velocities v(k) ≡ de(k)/dk and ε(f/b)(k) depend on k.
The negativity is obtained by integrating over the independent
quasiparticle contributions, to obtain
E(f/b)A1:A2 =
∫
dk
2pi
ε(f/b)(k)[max(d/2, 2|v|t)
+ max((d+ 4`)/2, 2|v|t)− 2max((d+ 2`)/2, 2|v|t)], (3)
Here we assumed the existence of a single species of quasipar-
ticles, but in the most general case it is sufficient to sum over
the independent species as for the entanglement entropy [9,10].
Notice that Eq. (3) is the same as for the Re´nyi mutual infor-
mation (of any index) provided that one replaces ε(f/b) with the
density of Re´nyi entropy.
As it stands, Eq. (3) describes the qualitative evolution of the
negativity after a quench. To make it quantitative, we should fix
both the velocities v(k) and ε(f/b)(k). For the former there is
no difference compared to the entanglement entropy being v(k)
the velocities of the excitations around the stationary GGE. For
free models v(k) does not depend on the quench, while for in-
teracting models, v(k) depends on the GGE and can be cal-
culated using well-known Bethe ansatz methods [109]. Fixing
ε(f/b)(k) is non trivial and to the date is the main obstacle to
make Eq. (3) predictive.
Our crucial observation is that the single particle contribution
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Fig. 2: Out-of-equilibrium dynamics of the negativity after a quench: Quasiparticle picture versus numerical results. (a,b). Bosonic negativity
E(b)A1:A2 after the mass quench from m0 = 1 to m = 2 in the harmonic chain: E
(b)
A1:A2
/`, plotted versus rescaled time t/`, with ` the intervals
length, for adjacent (in (a)) and disjoint intervals at distance d (in (b)). In (b) we choose configurations with fixed ratio `/d = 5. Continuous
lines are results for different `. The dashed-dotted line is the analytic result in the scaling limit. (c,d). Same as in (a,b) for the fermionic
negativity E(f)A1:A2 after a quench in the Ising chain (with h0 = 10 and h = 2). In (d) we fix `/d = 10. (e) Finite-size scaling corrections for
adjacent intervals. Square and diamond symbols are for the fermionic and bosonic negativity at fixed t/` = 0.5 and t/` = 1.5, respectively.
Quenches are the same as in (a) and (c). The crosses are the theoretical results in the thermodynamic limit. Dotted lines are linear fits.
ε(f/b)(k) may be fixed by considering the negativity of a single
interval, i.e. a bipartite pure state with A2 = A¯1. In this case,
the negativity equals the Re´nyi entropy with α = 1/2 both for
bosons [51] and fermions [91]:
E(b)
A:A¯
= E(f)
A:A¯
= S
(1/2)
A = S
(1/2)
A¯
. (4)
Eq. (4) implies that ε(b/f)(k) coincides with the analogous
quantity for the Re´nyi entropy which can be extracted from the
GGE thermodynamic entropy S(1/2)GGE . In terms of the mutual
information, one has
E(b/f)A1:A2 =
I
(1/2)
A1:A2
2
, (5)
as it is clear from (2) by using that A1 ∪ A2 is in a pure state.
Within the quasiparticle picture, the fact that A2 = A¯1 is in a
pure state is irrelevant in (5), because entanglement is generated
locally. Therefore, we conclude that in the space-time scaling
limit Eq. (5) holds true in general, i.e., also when A1 ∪ A2 is
in a mixed state. (Away from the scaling limit, subleading, i.e.
O(1) in t and `, deviations are expected.) This implies that also
for two non-complementary intervals ε(f/b)(k) is equal to the
analogous quantity for the 1/2-Re´nyi entropy.
Eq. (3) is the main result of this manuscript which is valid
both for interacting and free integrable models. Unfortunately,
for interacting systems we still do not know how to extract
unambiguously the density of Re´nyi entropy in quasimomen-
tum space, in spite of several recent advances [99–101]. For
this reason, in the following we focus on free (bosonic and
fermionic) models for which Eq. (3) is still a very remarkable
prediction (similar exact results in equilibrium are not avail-
able). We anyhow stress that the proportionality (5) between
negativity and Re´nyi mutual information (in the scaling limit)
is a highly non trivial prediction that may be checked by tensor
network techniques. We expect such a relation to break down
for non-integrable models since it is crucially related to the ex-
istence of infinitely-living quasiparticle excitations, although
the linear increase in time of the entanglement entropy of one
interval remains valid even for ergodic systems [12, 110–120].
Free models. For quenches in free models, the GGE describ-
ing the steady-state is identified by the quasimomenta occupa-
tions ρ(k). A straightforward calculation gives the GGE Re´nyi
entropies as [99, 121]
S
(α)
GGE
L
= ± 1
1− α
∫ pi
−pi
dk
2pi
ln[±ρ(k)α + (1∓ ρ(k))α]. (6)
Here the overall plus and minus signs are for fermionic and
bosonic systems, respectively. The momentum integration is
on [−pi, pi] because we focus on lattice models. Hence, our
prediction is (3) in which
ε(f/b)(k) = ± ln[±ρ(k)1/2 + (1∓ ρ(k))1/2]. (7)
A bosonic system. As an example of bosonic systems to nu-
merically verify our results, we discuss quantum quenches
in the harmonic chain, which describes a system of L har-
monic oscillators on a ring. Its hamiltonian reads H =
1/2
∑L−1
n=0
[
p2n +m
2q2n + (qn+1 − qn)2
]
, where qn and pn are
canonically conjugated variables, with [qn, pm] = iδnm, and
m is a mass parameter. The harmonic chain is diagonal-
ized by Fourier transform. The single particle energies are
e(k) = [m2 + 2(1 − cos k)]1/2 and the group velocities
v(k) = de(k)/dk. Here we consider a generic mass quench
m0 → m. The occupation density ρ(k) describing the steady
state is [46]
ρ(k) =
1
4
( e(k)
e0(k)
+
e0(k)
e(k)
)
− 1
2
, (8)
with e0(k) and e(k) being respectively the pre- and post-
quench dispersions.
For bosonic systems the mutual information and the negativ-
ity (1) can be calculated from the two-point correlation func-
tion [83]. The results are shown in Fig. 2. Panels (a) and
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(b) show the bosonic negativity for adjacent and disjoint in-
tervals, respectively. Data are for several values of the intervals
length ` up to ` ≤ 200. Since we are interested in the scal-
ing limit, we plot E (b)A1:A2/` versus the rescaled time t/`. For
two adjacent intervals, the negativity exhibits a linear growth
for t/` ≈ 1.25, which reflects the maximum velocity being
vmax ≈ 0.4. For larger times we observe a slow decay toward
zero for t/`→∞. This slow decay is due to the slower quasi-
particles with v < vmax, as for the mutual information [10].
The dashed-dotted line is the theoretical prediction. Clearly,
although finite-size corrections are present, the numerical data
approach the theory prediction in the scaling limit.
The case of two disjoint intervals is reported in Fig. 2 (b),
showing data for ` ≤ 200 and fixed ratio d/` = 1/5. Now the
negativity is zero up to t = d/(2vmax), as expected. Scaling
corrections are smaller as compared with the case of adjacent
intervals, and already the data for ` = 200 are indistinguishable
from the scaling limit result (dashed-dotted line). This may be
related to the property that stationary correlations decay expo-
nentially with the distance.
A fermionic system. To check our result for free fermions we
consider a quantum quench in the transverse field Ising model
(TFIM) with periodic boundary conditions, which is defined
by the hamiltonian H = −1/2∑L−1j=0 [σxnσxn+1 + hσzn]. Here
σx,zn are the Pauli matrices, and h is the magnetic field. The
Ising chain is mapped to free fermions by a Jordan-Wigner and
a Bogoliubov transformation. The single particle energies read
e(k) = [h2 − 2h cos k + 1]1/2. We consider the magnetic field
quench h0 → h. The quench is parametrized by the Bogoli-
ubov angle cos ∆(k) = (1+hh0−(h+h0) cos k)/(e(k)e0(k)).
The GGE density ρ(k) is [25, 122]
ρ(k) =
1
2
(1− cos ∆(k)). (9)
Unlike the bosonic case, the negativity (1) cannot be derived
with correlation matrix techniques. The main problem is that
the partial transpose in (1) is not a gaussian operator, but it
can be written as the sum of two gaussian (non-commuting)
operators O± as [86]
ρT2A =
1− i
2
O+ +
1 + i
2
O−. (10)
Then, it is not immediate to calculate the spectrum of ρT2A [123]
and the negativity thereof. For this reason the fermionic nega-
tivity has been introduced and it reads [92]
E(f)A1:A2 = ln Tr
√
O+O−. (11)
It has been shown that for fermionic system E (f)A1:A2 is an entan-
glement monotone. Moreover, as the product O+O− in (11) is
a gaussian fermionic operator, E (f)A1:A2 can be efficiently com-
puted.
Numerical results for E (f)A1:A2 for two adjacent intervals are
discussed in Fig. 2 (c), for the quench with h0 = 10 and h = 2.
The data exhibit a linear behavior up to t/` ≈ 0.5, reflecting
that vmax ≈ 1. Similar to the bosonic case (see Fig. 2 (a)),
finite-size corrections are present, although the theory result is
recovered in the scaling limit. The case of two disjoint intervals
is presented in Fig. 2 (c), for geometries with fixed d/` = 1/20
and ` ≤ 200. Small deviations from the scaling-limit results
are present, especially near the peak at t/` ∼ 0.5.
Finite-size corrections. In Figure 2 (e) we investigate the
corrections to the scaling, for both the fermionic and bosonic
negativity. We focus on adjacent intervals (Fig. 2 (a) and (c)),
for which corrections are larger. The square and diamond sym-
bols are the data for the bosonic and fermionic negativity at
fixed t/` = 1.5 and t/` = 0.5, respectively. The x-axis shows
1/`. The crosses are the theoretical results in the scaling limit.
The dotted lines are fits to the behavior 1/`, and are clearly
consistent with the data. As a final check, for all considered
quenches, we also computed the Re´nyi mutual information of
order 1/2 finding that in the space-time scaling limit converges
to the same curve as the negativity. We do not report the nu-
merical data in Fig. 2 in order to make it readable.
Conclusions. We provided a quantitative quasiparticle de-
scription for the dynamics of the logarithmic negativity after a
quantum quench in integrable systems. Our main results are
Eqs. (3) and (5). The latter establish an exact proportional-
ity between the Re´nyi mutual information and the negativity
that is expected to be valid for generic integrable models, even
beyond the (standard) assumption of an initial state generating
only pairs of quasiparticles (e.g. also in the cases considered in
[106, 108]). Eq. (3) is also generically valid (within the pairs
assumption), but we can determine the single particle contribu-
tion to the negativity ε(f/b)(k) only for free models, because of
well-known difficulties in obtaining the quasimomentum-space
density of Re´nyi entropies [99].
Our work opens several research directions. First, for free
fermionic models the techniques of Ref. [124] may be adapted
to derive ab initio Eq. (3). Second, our result further motivates
to derive the complete quasiparticle picture for the Re´nyi en-
tropies. Concomitantly, it would be worth providing a thorough
numerical analysis of the validity of (5) in interacting models
by using the tensor network methods, although it is unclear
whether the accessible times would probe the scaling regime.
An interesting direction would be to investigate the behavior of
the negativity in long-range models [126, 127].
Finally, there is no reason why (5) should hold true in ergodic
systems, as there is no notion of quasiparticles. The most likely
scenario is that the negativity of disjoint intervals vanishes in
the space-time scaling limit, reflecting the behavior suggested
for the mutual information [9, 10, 12, 125]. However, it would
be enlightening to understand whether there is still a relation
between these two very different quantities.
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Additional data for the Re´nyi mutual information. – In
this appendix we provide some numerical evidence supporting
the validity of (5). We consider the same mass quench as in
Fig. 2 (a,b). In Fig. 3 we focus on the bosonic mutal infor-
mation E(b)A1:A2 between two interval of the same length `. The
two intervals are adjacent. The continuous lines in the Figure
are the results for the bosonic negativity for ` = 10, 100. The
dashed-dotted lines are the results for half of the Re´nyi mutual
information with α = 1/2. As it is clear from the figure, at
small values of t/`, Eq. (5) is verified already for ` = 10. At
large values of t/` deviations from Eq. (5) are visible. These,
however, are due to the finite length of the interval. This is con-
firmed by the data for ` = 100. Now Eq. (5) holds up to t ≈ 3.
Finally, we should mention that similar result can be obtained
for two disjoint intervals and for quenches in the Ising chain.
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