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e Environments & Effects Overview 
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I Charging I 
! 
• Degradation • Data 
of micro- corruption 
I Drag I 
1 
•Torques 
''T~I 
• Structural 
damage 
• Blasing of 
Instrument 
readings • electronics • Noise on 
;Degradation Images 
• Orbital 
decay 
• Degradation 
of thermal, 
electrical, 
optical 
properties 
• Decompression 
• Pulsing 
• Power 
drains 
• Physical 
damage 
of optical • system 
components shutdowns 
• Degradation • Circuit 
of solar cells damage 
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• Degradation 
of structural 
Integrity 
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• Session Objectives 
+ Provide basic understanding of the components 
of the radiation environment 
+ Discuss the variations in1the environment 
+ Review progress in model development 
+ Understand the role of radiation environment 
. . 
definition in system reliability 
/. Barth/RADECS Slrort Cl/11ne Dry-R11n 2009 
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e Outline 
+ Overview of the Space 
Environment 
+ Magnetic Fields and 
1 Coordinate Systems 
+ Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
/. 811rlh/RADE.CS Sheri Cl/11ne Dry-Run 2009 
+ Dynamics of the 
Radiation Environment 
» Source 
» Effects 
+ Model Development 
+ Role of Space 
Environment Definition 
in Increasing Reliability 
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• Corona 
+ Solar wind source 
+ Highly structured 
region of plasma 
• Expands outward, 
parallel to solar field 
lines 
+ "Fast" solar wind 
from non-polar 
coronal holes 
f. BnrtMV,DECS Short Courst Ory-Rlm 2009 
-Solar Wind 
.Yohkoh/SXT 
• Stream of charged particles from Sun's corona 
» Electrons } 
» Protons Density - 1 ·_ 30 / cm3 , 
» Heavylons 
• Magnetized plasma 
• Detected out to 10 billion km from Earth by 
Pioneer 10 
• Velocity - 300 - 900 km/s 
• Energy - .5 - 2.0 keV/n 
/. BRrtlvR,ADECS Short Cottr5t Dry-R1111 2009 
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.• Components of the Natural 
Environment 
• Transient 
» Galactic cosmic rays 
- Protons & heavy ions 
» Solar particle events 
- Protons & heavier Ions 
+. Trapped 
» Electrons, protons, & heavy Ions 
• Atmospheric & terrestrial secondaries 
» Neutrons 
/. Bnrlh/RADECS Sftort Cc1115t Dry-Run 2009 
• The Radiation Environment 
Nikkei Science, Inc. of Japan, by K. Endo 
/. Bartli,IRADl:CS Short Ccurst Dry-Ru11 2009 
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• Solar Wind Density & Velocity 
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/. Bnrtl,;RADE.CS Short C,o,,rse Dry-Run 2009 
University of Maryland, SOHOJCELIAS 
- The Magnetosphere 
• Defined by interaction of: 
Earth's magnetic field - Solar wind 
• Solar direction: Compressed to - 10 earth radii 
• Anti-solar direction: Stretched into long 
nagnetotail - 300 earth radii 
• Open at the poles 
• Bar magnet representation accurate to 4 - 5 earth 
radii 
/. Bnrtlt/RADE:CS Short C,mrst Dry-Run 2009 
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4t' Magnetosphere 
adJ:ptedfrom T. W. Hill by P.H. Reiff 
/. 8111th/RADECS Short Cou-rse Dry-Run 2009 11 
O' Heliosphere 
f. Bnrlh/RADECS S/rarl umrst Dry-Run 2009 12 
.f 
• Outline 
• Overview of the Space 
Environment 
• Magnetic Fields and 
Coordinate Systems 
• Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
/. &tlll/RADECS Silo,/ Ccurst Dry-R,111 2009 
• Dynamics of the 
Radiation Environment 
» Source 
» Effects 
• Model Development 
• Role of Space 
Environment Definition 
in Increasing Relia~ility 
- Earth's Magnetic Field 
• Determines distribution of near earth particles 
» Confines trapped particles to magnetic field lines 
· » Filters Interplanetary 
• Combination of two fields 
» Internal field 
- Induced by Earth's core 
- IGRF series of models - IGRF/95 
» External field 
- Transported & induced by the solar wind 
- Pfitzer-Olsen Model • Quiet & Stormy 
- Tsyganenko Models • Several disturbance levels 
/. BnrtMV,DECS Sltorl Ccurst Dry-Run 2009 
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~ Internal & External Field 
W Models 
f. Barll,/IV.D£CS Short Cti,= Dry-Jl.11n 2009 
- B-L Coordinate System - Dipole 
B - Magnetic Field Strength 
L - Distance at Equatorial Crossing in Earth Radii 
f. Bmtl,/RADE.CS Slwrt Cti11rsc Dry-Run 2009 
after Stassinopoulos 
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~ Particle Penetration into the 
W Magnetosphere 
• · Most solar wind particl~s are deflected (99.9%) 
» Some become trapped & energized 
• Galactic Cosmic Ray & Solar Particle penetration 
Depends on: 
» Particle energy 
» Ionization state 
- Galactic fully Ionized 
- Solar & anomalous component of GCRs have lower lonizat.lon 
states 
• Measured with magnetic rigidity in units of GV 
/, Bartlt,IRADECS Sllort 0,11rse Dry-R1111 2009 
e Magnetic Rigidity 
Magnet 
/. Barl/V,V.DECS 51,ort Cm,m Dry-R11r1 2009 
I' ·- . 
momentum 
charge 
after Stassinopo11/os 
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• Outline 
• Overview of the Space 
Environment 
• Magnetic Fields and 
Coordinat.e Systems 
• Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
f. 811rl1!/RADECS Short Courst Dry-'/1.1111 2009 
• Dynamics of the 
Radiation Environment 
» Source 
» Effects 
• Model Development 
• Role of Space 
Environment Definition 
in Increasing Reliability 
e Galactic Cosmic Ray Jons 
• All elements in Periodic Table 
• Energies in GeV 
• Found everywhere in interplanetary space 
• Omnldlrectfonal 
• Mostly fully Ionized 
• Cyclic variation in fluence levels 
» Lowest levels = Solar maximum peak 
» Highest levels = Lowest point in solar minimum 
• Single Event Effects hazard 
+ Model: CREME96 
f. B1trth/RADECS Short Cor,Nt Dry•'/1.1111 2009 
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• Upsets Induced by Heavy Ions 
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Single Event Upsets on Seastar Solid State Recorder - Counts for 4 years 
/. Bnrl}vRADECS Slwrt Co11™ Ory-Run 2009 21 
- GCRs: Nuclear Composition 
Nuclear Charge (Z) 
J. Bartlr,IRADECS Shortc.ount Dry-R11n 2009 22 
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- GCRs: Shielded Fluences - Fe 
CREME 96, Solar Minimum, 100 mils (2.54 mm) Al 
f. Bartlv'RA,OECS Sllort Corase Ory-Run 2009 
Energy (MeV/nuc) 
• GCRs: Integral LET Spectra 
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• Solar Particle Events 
• Increased levels of protons & heavy ions 
• Energies 
» Protons - 100s of MeV 
» Heavy Ions -100s of GeV 
• Abundances dependent o·n radial distance from Sun 
• Part!ally ionized - greate~ ability to penetrate magnetosphere 
• Number & intensity of events increases dramatically during 
solar maximum 
• Models 
» Dose - SOLPRO, JPL, Xapsos/NRL 
» Single Event Effects - CREME96 (protons & heavy ions) 
/. 8nrt1vRAD£CS 51,«t C.,1,ne Dry-Run 2009 
- Impulsive Events 
/. 8nrll,/1V,DECS Short C.,urst D -Run 2009 
+ Solar flares 
+ Particles accelerated 
directly 
+ Heavy ion rich 
+ Sharp peak in x-ray 
emission 
+ Concentrated solar 
longitude distribution 
r ... ---- - ~ - -· --· . . . . .. - - - -
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• Gradual Events 
Holloman AFB/SOON 
/. BnTlh/RADECS Short eo,,,.. Dry-Rlln 2009 
+ Coronal Mass Ejections 
+ Particles accelerated by 
shock wave 
+ 'Largest proton events 
+ Decay of x-ray emission 
occurs over several 
hours 
· + Large distribution in , 
solar longitude 
• Gradual vs. Impulsive 
Protons Location of Events 
Z1 
/. &:rtl,/RAOECS Short Coutst Ory-Run 2009 . 28 
• Solar Array Def/radation 
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Cluster Spacecraft (4) 
Elliptical, Polar orbit 
Perigee: 19,000 km 
Apogee: 119,000 km 
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Cl. '" ... . , .. 1,.. , •• .. ~~;-; ...... • •••• , increased levels of protons ~ '~ --· -- - - - - -·· .. _ .. -i .. :---~ -:--- -·•n•"': SC2 during the Oct-Nov 2003 ~ ~ffff!BtRJitm solar page events 
u, ·- - - · - - - .. _ - · ·- .. _ - Increased rate of solar cell 
degradation 
Date (28 Oct 03 to 2 Nov 03) , 
/. BnrUr/lV,DECS Sh«I Co,1~ Dry-Run 2009 
~ Single Event Upsets on Seastar Solid State W Recorder- Daily Counts 
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• Solar Proton Event - October 1989 -
Protons & Electrons - Magnetic Field 
99% Worst Case Event 
/. Bnrth/RADECS Short Course Ory-Ru11 2009 GOES Space Environment Monitor 
• Proton Event Spect~a - Cycle 22 
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• Solar Protons: 'orbits 
Energy (MeV) 
/. BartlvR,\DECS Short Cottrst Dry-Run 2009 
- Trapped - Van Allen Selfs 
• Omnidirectional 
• Components 
» Protons: 
» Electrons: 
E - .04 • 500 MeV 
E - .04 • 7(?) MeV 
» Heavier Ions: Low E • Non-problem for Electronics 
• Location of peak levels depends on energy 
• Average counts vary slowly with the solar cycle 
• Location of populations shifts with time 
• Counts can increase by orders of magnitude during magnetic 
storms 
» March 1991 stonn • Increases were long term 
/. &Ttl,/RADECS Short 0,11r,e Dry-R1111 2009 
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Upsets Induced by Trapped 
Protons . 
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/. Bllrtlr/RADECS Short Comst Dry-Run 2009 
• · Trapped Particle Motions 
Spiral, Bounce, Drift 
after Hess 
.J &rllt'RAOECSSha1 Cane O,y.Run 2009 
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e Trapped Radiation Belts 
Johns Hopkins University Applied Physics 1.Aboratory 
f. Barlll/RADECS 5/rorl 0,11,s, Dry-Run 2009 
- Stable Trapping 
• Stable over long periods of time 
» Range: Inner belts - Years Outer belts - Minutes 
• Due to 4 processes 
» Injection into the trapping region 
» Particle acceleration 
» Particle diffusion (radial & pitch angle) 
» Particle loss 
• Processes can occur simultaneously 
» Diffusion can result In particle loss 
» Particle acceleration Is coupled to diffusion 
/. Barl/1/f/,ADECS Shori Co,,rs, Dry-R1111 2009 
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4t' Stable Does Not Mean Static 
Sources .. ,--7""'/-7""'/ __ Losses 
• Outer zone - Solar wind & 
ionospheric electrons & ions 
• Inner zone - Cosmic ray 
neutron decay 
• Trapped heavy ions -
Interplanetary particles 
• Others 
» In situ acceleration 
» Artificial, e.g. Starfish 
explosion 
• Collisions with Earth's 
atmosphere 
• Collisions with H in the 
exosphere . 
• Collisions with particles in 
the plasmasphere 
¢ Short term variations in populations ¢:i 
/. 8orth/lV,D£CS Short Coiirst Dry-Rom 2009 
- APB - MAX Spectra 
Integral Proton Fluences 
+ Energy range 
» .04 - 500 MeV ~ 
• Range In Al: ~ 
» 30MeV-.171nch E 
• Effects: .!:! ~ 
» Total dose B 
» Single event c 
effects ~ 
» Solar cell damage LL 
/. 8arllo/RAD£CS Short Courst Dry-Rom 2009 
Energy (>MeV) 
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• 
AE-8 - MAX Spectra 
Integral l;lectron Fluerices 
• Energy range 
» .04 - 7 MeV 
• Range in Al: ;;: 
c,s ,, 
• Effects: ... 
Total dose E » £ » Surface charging 
Deep dielectric Cl> » u 
charging C Cl> 
Solar cell damage 
:, 
)) ii: 
f. Bartl,;RADECS Sltort 0,11rse Dry-Run 2009 Energy {>MeY) 
- Parlicle Cas~ades in 
, Atmosphere 
+ Collisions between 
cosmic rays & 
atmospheric O & N 
+ Important product is 
neutrons 
» Single Event 
Upsets 
- Shutt.le 
- Aircraft 
- Ground 
» Passenger & crew 
exposure In aircraft 
f. Bnrtl(IRADECS ShortC011rse Dry-R11n 2009 
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• Neutron Flux Measurements 
Altitude (feet) 
/. Bnrtlt/RAD£C5 Short C,,,,rs, Dry-Rr,n 2009 
• Outline 
+ Overview of the Space 
Environment 
+ Magnetic Fields and 
Coordinate Systems 
+ Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
/. Bartlt/RADECS Short Cou,se Dry-Run 2009 
+ Dynamics of the 
Radiation Environment 
. » Source 
» Effects 
+ Model Development 
+ Role of Space 
Environment Definition 
in Increasing Reliability 
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• Sun: Dominates the Environment 
I source I 
Protons 
Heavy Ions 
Trapped Particles 
/. Bilrl/vRADECS Short ea.,,... Dry-Run 2009 
• Solar Activity: 
. Cyclic Variation 
I Modulator I 
Galactic Cosmic Rays 
\ Atmospheric ) 
'- Neutrons ../ 
Trapped Particles 
• Sunspot cycle discovered in mid 1800s 
• Coronal Mass Ejections (CMEs) 
» Increase In solar wind velocity 
» Associated with magnetic storms 
» Solar particle events - Proton rich 
• Solar Flares 
» Increase In solar wind density 
» Solar particle events - Heavy Ion rich 
/. Barlli,/RADECS Short Ca11& Dry,R11112009 
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The 11-Year Solar Activity Cycle 
Little Ice Age 
In 1645 to 1715 
I 
Sunspot cycle discovered 
by Schwab In 1844 
. .__._ ........ _ _... ....... """'-_~...._.'-'----',.___._ ............ __.__.__. 
U OO IUI 11'0I 11st 1100 !Ht O N IHO J.oc, 
our 
Length varies from 9 • 13 years 
7 Years Solar Maximum, 4 Years Solar Minimum 
/. Barl/VRIIDECS Short Ccurst Dry-Run 2009 
- Solar Flares 
+ Sudden brightening 
near sunspots 
+ Solar system's 
largest explosive 
events 
+ Particles 
accelerated directly 
by event 
+ Heavy ion rich Solar 
events 
/. Bnr1Jv'RAD£CS Short C:0.1rst Dry-Run 2009 
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• Coronal Mass Ejection~ 
• Bubble of ga.s & 
magnetic field 
• Ejects -1011 grams of 
matter 
• Shockwave 
accelerates particles 
·to millions of km/hr 
• Associated with 
magnetic storms 
• Proton rich solar 
events 
/. Bnrlli,'RADECS Slicrl Co11m Dry-Run 2009 
Holloman AFB/SOON 
- TIROS Measurement of Protons 
Day Before Coronal Mass Eject.Ion 
/. Bnrl/i,'RADECS Short Course Dry•R1111 2009 
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4t' TIROS Measur~ment of Proions 
.November 6, 1997 Coronal Mass Ejection 
J. Barth/RADE.CS Short Count Dry-Rtm 2009 
• 
Sunspot Cycle with Solar 
Proton Events 
Proton Event Fluences 1 
Year 
f. Barth/RADE.CS S/11Jrt CottrSt D,y-R11n 2009 
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Background vs. Storms -
Heavy Ions 
CNO ~ 24 Hour Averaged Mean Exposure Flux 
Date 
. Storms 
Solar 
heavy ions 
Background 
Cosmic ray 
heavy _lons 
/. Barth/RADECS Short Course Dry-Run 2009 
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- Variati~ns - Protons 
/ 
+ Fairly stable 
+ Cyclic modulations due to the solar cycle - 2 
» Lowest levels are at peak of solar maximum 
» Highest levels are at lowest point in solar minimum 
» Rate of change - 6%/year 
+ Geomagnetic field shift changes location 
» - 6 ° westward / 20 years 
+ Anisotropy at inner edge (300-500 km) 2 - 7 
+ Particle increases at outer edge - New belts 
» Geomagnetic storms 
f. Barl/4/IV,.DECS Sharl Co11rs, D,y-Rlin 2009 
. - TIROS/NOAA Trapped Protons 
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Date Huston et al. 
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• CRRES - Measured ·Proton Belt 
AF Phillips Laboratory, SPD/GD 
f. Bartlv'IV,OECS Siiorl Count Dry-Run 2009 
- Variations - Electrons 
• Cyclic modulation due to the solar cycle - 2 
» Highest levels are near peak of solar maximum 
» Lowest levels are near lowest point in solar minimum 
• Inner zone - Fairly stable 
• Outer zone - Dynamic 102 - 1 os 
» Solar cycle variations are masked 
)> Local time Variations due to magnetic field dls_tortlon 
» 27-Day variation due to solar rotation 
» Magnetic storms & sub-storms 
f. Barlli,'RAOECS Short Coms,, Dry-R11n 2009 
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• 
Activity in the Slot Region -
SAMPEX 
SAMPEX/P1ADC: Electrons E > 0.4 MeV , 
I 
f, Barth/RAD ECS Sh art Course Dry-Run 2009 
Day (1992) 1 
• Electron Environment Dynamics 
· · April 2001 Storm - 800 km 
f, Bartl,/RADECS SJ,art Course Dry-R11n 2009 
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4t' Variations in Neutron Levels 
+ Magnetic rigidity determines distribution 
+ Solar cycle modulation 
» Function of Galactic Cosmic Ray Levels 
- Solar minimum - Higher 
- Solar maximum - Lower 
' 
» Measured difference - 25% 
+ Levels· increase with solar events - Dyer et al. 
+ Dependent on atmospheric conditions 
+ Very penetrating - Aircraft shielding reduces 
levels by - 10% 
f. BMtli/RADE:CS Sl1orl Co11= Dry-R1111 2009 
-Outline 
+ Overview of the Space 
Environment 
+ Magnetic Fields and 
Coordinate Systems 
+ Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
f. 8"11/VRADE:CS Short Co11rse Dry-Run 2009 
+ Dynamics of the 
Radiation Environment 
» Source 
» Effects 
+ Model Development 
. + Role of Space 
Environment Definition 
in Increasing Reliability 
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- Galactic Cosmic Ray Models 
De facto standard is CREME86 
• Galactic Cosmic Ray (GCR) Model from Moscow State University (MSU) . 
. » Solar variation is modeled with diffusion-convection theory of solar 
modulation 
~ Cosmic Ray Effects in MicroElectronlcs (CREME96) · 
» CREME86 was updated with the GCR MSU Model 
• NASA GCR Model from Badhwar and O'Neill 
» Similar approach to GCR MSU model with different implementation of 
the solar modulation theory 
• New approach by Davis et at. at the California Institute of 
Technology (CIT) 
» Uses t.ransport model for the GCRs through the galaxy preceding the 
penetration and subsequent transport In the heliosphere 
/. Barl}v'RADECS Sheri Count Ory·R11n 2009 
- GCR LET:· CREME 96 - CREME 86 
GEO: Solar Minimum, 100 mils (2.54 mm) At 
LET (MeV-cm2/mg) 
f. Bnrlll/RADE:CS Sheri Oi11rst Dry-Run 2009 
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Comparison of NASA, MSU, CIT 
Models with ACE Instrument Data 
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/. Barlll/RADECS Sliorl Coi,rse Dry-Run 2009 
- Solar'Proton Models 
De facto. standard Is JP91 for cumulative fluence, 
CREME86/96 for worst case event fluence 
+ Solar Particle Event Fluence Model (SPE Fluence Model) 
» Nymmik et al. sponsored by Moscow State University 
» Based on power function distributions of event fluences 
+ Emission of Solar Proton Model (ESP) 
» Xapsos et al. sponsored by NASA ' 
» Based on satellite data from the 21 solar maximum years during solar 
cycles 20-22 
» Uses Maximum Entropy Principle to generate an optimal selection of a 
probability distribution, and Extreme Value theory to estimate worst 
case 
» Calculates cumulative and worst case solar proton fluences 
+ PSYCHIC 
» Xapsos et al. sponsored by NASA 
» ESP Model with satellite data set extended to cover the time period of 
1966-2001 
» Energy range extended to over 300 MeV 
» Includes estimates for solar minimum spectra 
/. Barlll/RADECS Short Count Dry-Rutr 2009 
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• Comparison of Solar Proton Models 
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4t' Solar Heavy Ion Model 
De facto standard is CREME86/96 for 
worst case event fluences 
• CRRES/SPACERAD Heavy Ion Model of the Environment 
(CHIME) - Chenette et al. sponsored by US AFRL 
» Heavy Ion abundances scaled to protons results In 
overestl mates 
• Modeling and Analysis of Cosmic Ray Effects In Electronics 
MACREE) - Majewski at al. sponsored by Boeing 
» Heavy ion abundances scaled to alphas results in less 
conservative estimates 
+ CREME96 
» Uses the October 1989 event as a worst case 
» Most extensive heavy Ion measurements are for C, 0, and Fe, 
and remaining elemental fluences are determined from a 
combination of measurements In 1 or 2 energy bins and 
abundance ratios 
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e PSYCHIC Heavy Ion Model 
Model Name Measurement Energy Range Data Source 
Period (MeV/n) 
Alpha Particles 1973-2001 1 < E <200 IMP-8, GOES 
C, N, 0, Ne, Mg, 1997-2005 0.2 <E< 5.9 ACE/SIS 
Si,S, Fe I 
Less prevalent . . Abundance 
elements model 
• Model Is published 
• Looking for funding to develop Interface 
Xapsos et al. 
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/ 
e Proton Belt Models 
De facto standard is AP-8 
• Combined Release and Radiation Effects Satellite PROton 
Model (CRRESPRO) 
» Brautigam et al. sponsored by US Air Force Research 
Laboratory (AFRL) 
• Low Altitude Trapped Radiation Model (LATRM) 
» Huston et al. sponsored by NASA 
• Trapped Proton Model-1 (TPM-1) 
» Huston et al. sponsored by NASA and AFRL 
+ SAMPEX/PET Model (PS897) 
» Heynderickx et al. sponsored by ESA 
/. Barlll/RADECS S/""I CoUJ'!e Dry-Run 2009 
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- Coverage of New Proton Models 
Model Name # of Years Spatlal Energy Range Data Source 
of Data Coverage (MeV) 
CRRESPRO 1.2 1.15<L<5.5 1 < E < 100 CRRES 
LATRM 17 < 1000 km 16 < E < 80 Tl ROS/NOAA 
TPM-1 Depends on 1.15<L<5.5 1 < E < 100 CRRES, 
Region TIROS/NOAA 
PSB97 ' 4 1.1< L< 2.0 18.5 < E < 500 SAMPEX 
• Note that combining the TPM and PS897 models.with an 
update of data taken with the SAMPEX/PET instrument would 
result In a fairly complete trapped proton model. 
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Comparison of Trapped Protons 
.Models 
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fit' Electron Belt Models 
De facto standard is AE-8 
• Combined Release and Radiation Effects Satellite ELEctron 
Model (CRRESELE) 
» Gussonhoven et al. sponsored by Air Force Research 
laboratory (AFRL) 
+ FLUX Model for Internal Charging (FLUMIC) 
» Wrenn et al. sponsored by ESA 
+ Particle ONERA-LANL Environment Model (POLE) 
» Bourdarie et al. sponsored by ONERA, Los Alamos National 
Laboratory (LANL), and NASA 
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- Coverage of New Electron Model$ 
Model Name #of Years Spatial Energy Range Data Source 
of Data Coverage (MeV) 
CRRESELE 1.2 2.5 < L < 6.8 0.5 < E< 6.6 CRRES 
FLUMIC 11 Outer Zone 0.2 < E< 5.9 Various 
POLE 25 Geostationary 0.03 < E< 6.0 LANL 
Instruments 
• Volatile nature of the outer zone electron regions suggests 
that probabilistic models may be useful, but they are relatively 
unexplored 
• Worst case approaches are used to define severe electron 
environments 
/. 8artl,/RAD£C5 Sheri Co"rst Dry-R"n 2009 
All)k' Comparison of Trapped Electron 
9 Models 
109 
108 
107 
-
-;-Cl) 108 ~ 
E 105 s. 
)( 
:, 
iI 10
4 
~ 103 
Cl 
2 102 E _.,._ POLE Worst 
101 - -- CRRESELE Worst 
-..-. FlUMIC (Worst) 
10° ....- AE-8 ' 
10-1 +--.---................ - ....... ,....,.., .............. ._.._ ........ """"4 
10·2 10·1 100 101 
Energy (MeV) 
/. 8arlll/RAD£CS Short Co"rst Dry-R"" 2009 
·- --
) 
7S 
76 
/ 
- 2Models 
+ Boeing 
» Function of Latitude, Altitude, and Energy 
» Based on Studies by Mendall, ~orff, and Armstrong 
» Easy to Use 
» Accurate 
+ Wilson-Nealy 
» Function of Magnetic Rigidity & Atmospheric Depth 
» More Accurate 
» Includes Solar Cycle Modulation 
/. Bnrt/vRAOE:CS Sliort Cm= Dry-ltJ,n 2009 
A" N~utron Models: Flux vs. 
W Altitude 
)( 
::, 
~ 
C g 
::, 
Cl) 
z 
> Cl) 
~ 
0 
~ 
.... 
1-10 MeV Atmospheric Neutron Flux 
Altitude ( Thousands of feet) 
f. Bartl,/RAOE:CS Sl,art Co11TSt Ory-Rutt 2009 
- -· - . .... .. .. .. 
n 
78 
\ 
A' Neutron Model: Flux vs . . 
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- Outline 
• Overview of the Space 
Environment 
+ Magnetic Fields and 
Coordinate Systems 
• Particle Populations 
» Galactic Cosmic Rays 
» Solar Particles 
» Trapped Particles 
» Atmospheric Neutrons 
/. 8llflh/RAD£CS 5/rort °'""" Dry-R1111 2009 
+ Dynamics of the 
Radiation Environment 
» Source 
» Effects 
• Model Development 
• Role of Space 
Environment Definition 
in Increasing Reliability 
Space Environment Model Use in 
Spacecraft Life Cycle 
Mission Concep} 
Mission Planning 
Design 
Launch · } 
Operations 
Anomaly Resolution -
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in situ 
measurements 
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- Pre-Launch Phases: Climatology 
+ Mission Concept 
"- » Observation requirements & observation vantage points 
» Development and validation of primary technologies 
+ Mission Planning 
» Mission success criteria, e.g., data acquisition time line 
» Architecture trade studies, e.g., downlink budget, 
recorder size 
» Risk acceptance criteria 
+ Design 
» Component screening, redundancy, shielding. 
requirements, grounding, error detection and correction 
methods 
/. Barllr/RAD£CS Short Ccu~ Dry-Run 2009 I 
Alk' Launch & Post-Launch: Space 
W Weather 
+ Launch & Operations 
» Asset protection 
- Shut down systems 
- Avoid risky operations, such as, maneuvers, system 
reconfiguration, data download, or re-entry 
+ Anomaly Resolution 
» Lessons learned need to be applied to all phases 
) 
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1 Introduction 
Spacecraft are exposed to a multitude of environments that are not present at the surface of 
the Earth, including micrometeoroids and orbital debris, ultraviolet irradiation, neutral particles, 
cold and hot plasma, and particle radiation. The interaction of the space environments with 
spacecraft systems cause degradation of materials, thermal changes, contamination, excitation, 
spacecraft glow, charging, communication and navigation errors and dropouts, radiation damage, 
and induced background jnterference (see Table 1.1). This session will focus on the high-energy 
radiation environments that cause radiation damage (total dose and displacement damage) and 
single events effects. 
The complex space radiation environments consist of 1) particles trapped by planetary 
magnetospheres in "belts", including protons, electrons, and heavier ions 2) interplanetary 
particles which include protons and heavy ions of all of the elements of the periodic table, and 3) 
primary and secondary particles in the atmospheres of planets. We will see that since the early 
I 960's efforts to understand the radiation environment and its variations often went hand in hand 
with requirements generated by the mission goals of our agencies. Modeling efforts may also be 
prompted by the availability of a new set of measur~ments or a scientific discovery that adds to 
our understanding. A third driver for model development activities is the emergence of new, 
critical radiation effects and mechanism issues as the radiation sensitivity of technologies change. 
More challenging mission requirements and the increase in sensitivity of the technologies that 
meet those requirements drive the need for radiation environment models that predict the 
environment with fi ner spatial resolution, better temporal fidelity, smaller error margins, and 
sometimes models that forecast the environment. 
Lacking a standardization process ·for environment models, de facto model standards have 
been adopted by the space community for space radiation environment models. The following 
models have been "generally" accepted as de facto standards: 
• AP-8 and AE-8 for radiation belt protons and electrons and plasma 
• JPL9 l for solar protons 
• CREME86 for galactic cosmic rays and solar heavy ions 
The space system design and radiation health communities have identified three concerns related 
to de facto standard models: the models are not adequate for modem applications, ·data that have 
become available since the creation of the models are not being fully exploited for modeling 
purposes, and when new models are produced, there is no authorizing organization identified to 
evaluate the models or their data sets for accuracy and robustness. 
2 
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Several well known problems with the current models have been identified. The AP-8 and 
AE-8 models of the radiation belts have very poor time resolution, there are large uncertainties in 
some regions, environment definitions do not exist for some energy ranges, and contemporary 
applications require descriptions for a wider range of climatological conditions, i.e., averages and 
worst case are insufficient. For the interplanetary models, the galactic cosmic ray model in 
CREME86 does not represent solar modulation accurately, the JPL9 1 has limited energy 
spectrum definition in the high energy regime, and the solar heavy ion models in CREME86 
overestimate worst case fluences. In the past few years, the modeling and user community have 
met together to define model deficiencies, review interim models and develop requirement for the 
new models. 
The objective of this session of the Short Course is review the development of the "de facto" 
models, to provide _infonnation on interim models, and to describe efforts to standardize and 
develop new models of the radiation environment. The first section will give an overview of the 
structure and composition of the space environment. Next, the coordinate systems used to define 
the radiation environments will be provided as tools to understand the origins, magnitudes, and 
distributions of the high-energy radiation environment. More complete discussions can be found 
in previous publications [l , 2, 3, and 4]. Section 3 will give a background on magnetic fields and 
coordinates systems used to model and define radiation environments. Sections 4, 5, and 6 will 
describe the discovery, orig ins, and composition of the particle populations that are a concern fo~ 
spacecraft design and operations. Section 7 will discuss the dynamics of the radiation 
environment and review the impacts on the levels and distribution of the environments in space. 
Section 8 will review the history and current state of the art of radiation environment model 
development. Section 9 will discuss the requirements for descriptions of the radiation 
environment that can meet the needs of system designers and operators through all phases of the 
life cycle of spacecraft development and operation. 
2 Overview of the Space Environment 
The purpose of Section 2 is to provide a context of the space environment where radiation 
populations originate and evolve, i.e., the solar wind, interplanetary space, the Earth 's 
magnetosphere and atmosphere, and our heliosphere. Subsequent sections will describe how the 
space environment components interact and impact each other. 
2.1 Solar Wind 
The sun's outer atmosphere, the corona, extends several solar diameters into interplanetary 
space. The corona continuously emits a stream of protons, electrons, doubly charged helium ions, 
3 
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and small amounts of other heavy ions, collectively called the solar wind. The high temperature 
of the corona inputs sufficient energy to allow electrons to escape the gravitational pull of the 
sun. The result of the electron ejections is a charge imb.alance resulting in the ejection of protons 
and heavier ions from the corona. The ejected gas is so hot that the particles are homogenized into 
a dilute plasma· . The energy density of the plasma exceeds that of its magnetic fi eld so the solar 
magnetic field is "frozen" into the plasma. The electrically neutral plasma streams radially 
outward from the sun at a velocity of approximately 300 to 900 kilometers per second with a 
temperature on the order of 104 to 106 K. The energies of the particles range from approximately 
0.5 to 2.0 keV/nucleon. The average density of the solar wind is 1 to 30 particles/cm3• 
2.2 High-energy Interplanetary Particles 
In addition to the solar wind plasma, interplanetary space contains high-energy charged 
particles called galactic cosmic rays (GCRs) that are present at all times. Solar events that occur 
sporadically (coronal mass ejections and flares) are also a source of high-energy particles. 
During active phases of the solar cycle, the numbers and intensity of coronal mass ejections 
and solar flares increases. These events can cause periodic increases in the levels of interplanetary 
particles that are orders of magnitude higher than the GCR environme~t. Th~ particles consist of 
ions of all elements but protons usually dominate the abundances. Solar particles diffuse as they 
move through the interplanetary medium. Therefore, the solar particles abundances are a function 
of radial distance from the Sun. 
.. 
2.3 Earth's Magnetosphere 
The Earth's magnetosphere (see Figure 2.3.1) is a cavity fonned by the interaction of the 
Earth's magnetic field and the solar wind. In the absence of the solar wind, the Earth's magnetic 
' 
field would be shaped like the field of a bar magnet; non-varying, nearly symmetric about the 
magnetic axis, extending outward to long distances, and open at the poles. The bar magnet 
representation is accurate up to altitude of 4 to 5 Earth radii. The solar wind plasma, with its 
embedded solar magnetic field, compresses the geomagnetic field until there is balance between 
the magnetic pressure from the Earth and the momentum pressure from the solar wind fonning a 
"bow shock". ·on the dayside, during moderate solar wind conditions, the magnetosphere 
tenninates at the magnetopause at -10 Earth radii altitude. At the location of this "collisionless" 
shock, the solar wind plasma cannot penetrate deeply into the geomagnetic field because of its 
charged particle composition. In fact, 99.9% of the solar wind particles pass around the Earth's 
' Plasma is ionized gas in which electron and ion densities are approximately equal. Plasma is distinguished 
from the energetic particle population in that it does not cause radiation effects and has energies < J 00 ke V. 
4 
.. 
... 
magnetosphere. The flow of the solar wind around the flanks of the magnetopause stretches the 
geomagnetic field in the anti-solar direction into a long tail of up to -300 Earth radii altitude. 
Some tail field lines are not closed and are connected to the solar magnetic field embedded in the 
solar wind. 
The magnetosphere is filled with plasma that originates from the ionosphere and the solar 
wind. The plasmasphere is at low and mid latitudes in the inner magnetosphere, and the plasma 
sheet resides in the magnetotail. Overlapping the plasmasphere and the plasma sheet are the high-
energy radiation belts. Charged particles become trapped because the Earth's magnetic field 
constrains their motion. They spiral around the fie!d lines in a helicoidal path while bouncing 
back and forth between the magnetic poles. Superimposed on these spiral and bounce motions is 
a longitudinal drift of the particles. 
The radiation belts consist of protons, electrons and heavier ions. The trapped electrons have 
energies up to 10s of MeV, and the trapped protons and heavier ions have energies up to 100s of 
MeV. These particles have complex spatial distributions that vary by several orders of magnitude 
depending on orbit inclination and altitude. The sun is a driver for long and short-term variations 
in the locations and levels of trapped particles. A feature of the Earth's trapped radiation belts is 
the South Atlantic Anomaly (SAA). The 11 ° angle between the magnetic and geographic· axes 
and the offset of the geographic and geomagnetic centers of the Earth cause a depression in the 
magnetic field in the South Atlantic. This magnetic field sink causes charged particles to be 
trapped at low altitudes (<1000 km) in that region thereby forming the SAA. 
2.4 Earth's Atmosphere 
As galactic cosmic ray and solar particles enter the top of the Earth's atmosphere, they are 
attenuated by interaction with nitrogen and oxygen atoms. The result is a "shower" (see 
Figure 2.4. l) of secondary particles and interactions created through the attenuation process. 
Products of the cosmic ray showers are protons, electrons, neutrons, heavy ions, muons, and 
pions. For the radiation effects co"\munity, the most important product of the cosmic ray showers 
is the neutrons because of their ability to cause single event upsets in aircraft avionics. 
2.5 Heliosphere 
As the solar wind streams supersonically outward from the Sun's corona through the solar 
system, it pushes against the plasma and fields of the interstellar medium (the hydrogen and 
helium gas that · permeates the galaxy), forming a large bubble called the heliosphere 
(Figure 2.5.1). On the inside of this bubble is the interplanetary medium most of which emanates 
from the Sun and beyond is the interstellar medium. 
5 
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Interstellar ions and neutral atoms flow at 26 kilometers per second relative to the Sun. The 
solar wind, flowing outward at 300 to 900 kilometers per second, makes a transition to subsonic 
flow at the termination shock. Beyond this, the solar wind is turned toward the heliotail, carrying 
. with it the spiraling interplanetary magnetic field. The heliopause separates solar material and 
magnetic fields from interstellar material and magnetic fields. Interstellar neutral atoms and 
higher-energy galactic cosmic rays can penetrate the heliosphere, but interstellar 'ions are diverted 
around it. Beyond the heliopause there may also be a bow shock formed in the interstellar 
medium. 
The size of the heliosphere is determined by a balance ~etween the solar wind pressure and 
the unknown pressure contributions from interstellar gas, magnetic fields, small dust grains, and 
low-energy cosmic rays. The solar wind pressure decreases as the solar wind expands. Once it 
becomes comparable to the interstellar pressure the solar wind makes a transition to subsonic 
flow at the "termination shock." Although there are presently no direct measurements of the size 
of the heliosphere, a combination of theory, modeling, and a few key measurements leads to the 
conclusion that the termination shock is presently located between -80 and - 100 astronomical 
unit' (AU) from the Sun. In this case, the heliopause (the boundary between solar wind imd 
interstellar plasmas) is expected to be somewhere between -120 and -150 AU. At> 100 AU 
away from the Sun, the Voyager l spacecraft has passed the termination shock of the heliqsphere 
and is approaching interstellar space. [SJ 
3 Magnetic Fields and Coordinate Systems 
The Earth's magnetosphere determines the· penetration and distribution of charged particles in 
the near-Earth regions. The motion of a charged particle is a consequence of the forces acting on 
it as the particle moves through a non-uniform magnetic field. To understand the distribution of 
and variations in the · particle environment, it is necessary to first have a basic knowledge of 
magnetic field models and the magnetic coordinate systems that best represent particle behavior. 
3.1 Earth's Magnetic Field 
Th~ Earth's magnetic field, B, originates primarily within the Earth's interior with a small 
part produced by the ionosphere and the magnetosphere. Approximately 90% of the Earth's 
magnetic field can be represented as a dipole, offset slightly from the center of the Earth and 
inclined 11 ° from the rotational axis. Hence, the north magnetic pole is located at about 76° north 
' An astronomical unit (abbreviated as AU, au, a.u., or sometimes ua) is a unit of length based on the mean 
distance from the Earth to the Sun (nearly 150 million kilometers or 93 million miles). 
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latitude and 100° west longitude, and the south magnetic pole is at approximately 66° south 
latitude and 139° east longitude. The magnetic field strength is measured in nanoteslas (nT)' and 
varies from a few nT at high altitudes to over 50,000 nT at low altitude, high latitude locations. 
In reality, the internal component of the geomagnetic field (often referred to as the "main 
field") is only quasidipolar due to convection currents in the Earth's core and varies slowly with 
time due to changes in the core. Its intensity decreases by about 6% every 100 years and the 
( 
magnetic dipole moment (- 30,200 nT) decreases by about 20 nanoteslas per year. 
The International Geomagnetic Reference Field (IGRF) is a series of mathematical models of 
the internal geomagnetic field and its secular variation. The first IGRF model, IGRF 1965, was 
adopted by the International Association of Geomagnetism and Aeronomy (IAGA) in 1968. 
Several revisions or updates have been issued. Newer versions of the IGRF included the 
Definitive Geomagnetic Reference Fields (DGRFs) issued in 5-year epochs [6]. In addition to the 
DGRF/IRGF model suite, the Jensen and Cain and GSFC12/66 models are used to calculate the 
magnetic field for some trapped particle models [7,8). 
At higher altitudes where the main field is lower, it is important to include the contribution of 
the external field in the total field strength. The external magnetic field is the sum of the fields 
transported by the solar wind and those, which the solar wind induces in the magnetosphere. The 
Earth, with its atmosphere and main magnetic field, rotates and moves in its orbit around the Sun 
resulting in periodic variations in the gravitational force, solar illumination, compression, and 
modifications from solar wind effects. These motions yield diurnal and seasonal variations in the 
external field. Also, changes in the interplanetary environment, mostly caused by the Sun, result 
in "disturbance" field variations. The magnitude of the variations depends on the degree of 
perturbation in the magnetosphere. 
The total geomagnetic field value is obtained by a vector addition of the internal and external 
field components, Bx, By, and Bz (when usi~g a Cartesian coordinate system). When most of a 
spacecraft's orbit is spent in regions where L < 4 (see Section 3.2 for a definition of L), it is not 
. ' 
necessary to include external field contributions because they are much s1_11aller than the internal 
field. The external field component with the effects of magnetic storms on the particle 
environment calculations should be evaluated for spacecraft that spend most of their time in 
regions in the magnetosphere where L > 4. The external field model most commonly used is 
available from the author, Nikolai Tsyganenko [9). Figure 3.1. 1 shows the magnetic field lines 
calculated with the internal and external field models. 
' 1 nanotesla = I gamma = l 0·5 gauss 
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3.2 B-L Coordinate System 
A major contributor to the space radiation hazard is the trapped charged particles. A detailed 
explanation of their behavior and distribution in space is given in Section 5. A brief description of 
their basic motion will be given here to provide sufficient background to define the coordinate 
system that is used to map them in space. 
Charged particles become trapped because the Earth's magnetic field constrains their motion. 
They spiral around the field lines in a helicoidal path while bouncing back and forth between the 
magnetic poles. Superimposed on these spiral and bounce motions is a longitudinal drift of the 
particles because of the gradient of the magnetic field. Figure 3.2.1 illustrates the three motions. 
When the particle makes a complete azimuthal rotation, it has traced a "drift shell". (see 
Figure 3 .2.2) 
Mapping trapped charged particles requires consideration of.multiple dimensions including 
species, energy, pitch angle', altitude, latitude, and longitude. Mapping can be greatly simplified 
I 
by reducing one or more of the parameters. Carl Mcilwain accomplished this when he developed 
the dipole shell parameter, L. In early attempts to map trapped particles in space, it was found that 
the location of the particle could be reduced from a three dimensional system (latitude, longitude, 
and altitude) to a two dimensional system. The two coordinates of the Mcilwain system are rings 
of constant magnetic field strength, B, and the dipole shell parameter, L. The L parameter is most 
simply described as the value that marks the particle drift shells by their magnetic equatorial 
distance from the center of the Earth. 
The B-L coordinate system is defined in terms of geomagnetic coordinates. If the Earth's 
magnetic field is viewed as a simple dipole, the dipole axis is offset from the rotational axis by 
11°. When dipole field lines and particle drift shells are defined in terms of latitude and longitude, 
it is in the geomagnetic coordinate system. 
To gain an understanding of the L parameter, it is useful to define Lin terms of a dipole field. 
Figure 3.2.3 illustrates a magnetic field line where Ko is the magnetic dipole moment, A is the 
geomagnetic latitude; and R is the radial distance to point B on the field line. Ro is the radial 
distance to the field line where it crosses the magnetic equator. The field line can be mapped by: 
The parameter L is defined as: 
R = R0 cos
2 A (3.1) 
Ro L=- (3.2) 
RE 
' The pitch angle ex ofa particle is the angle between the field vector Band the velocity vector v. When 
CI = 90°, all ofthe·motion is perpendicular to the field line and when a= 0°, the particle moves in a straight 
line parallel to the field line. 
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where RE = 63 71 km, the radius of the Earth. Note that although positions on the field line move 
closer to the Earth as the latitude increases, the L value remains the same. In other words, high L 
values are calculated for low-earth polar orbits in the high latitude regions. 
In the dipole field, the field magnitude B is: 
K
0 
.J-4-- -3-co_s_2 -,.i ( 
3
) 
B = R 3 COS6 ,i 3. 
0 
In reality, the field is not a dipole and the calculation of B and L for a given position in space is 
more complicated. The magnetic field strength for any point in space can be calculated using the 
internal and external field models described in Sections 3.1 and performing a vector addition on 
the components to obtain the total field strength. The local L is then calculated from the 
geomagnetic field strength: 
£3 = M 113 BP) (3.4) 
BP l'l M 
where Mis the magnetic dipole of the Earth and Bp is the magnetic field strength at point P. Fis a 
function which is not analytic but can be approximated numerically [ l O] and 
I = f l - _!!_ds rR 
p BP 
(3 .5) 
where B and ds are the magnitude of the field and the arc distance along the line of force. Note 
that /; is independent of geomagnetic longitude. A set of computer codes is available to perform 
these calculations [11) and can be obtained from NASA/Goddard's National Space Science Data 
Center (NSSDC). 
3.3 Magnetic Rigidity and Geomagnetic Attenuation 
The Earth's magnetic field provides some protection to Earth-orbiting spacecraft from 
interplanetary particles by deflecting the particles as they impinge upon the magnetosphere. The 
exposure of a spacecraft primarily depends on the inclination and, secondarily, the altitude of the 
trajectory. For example, interplanetary particles have free access over the polar regions where 
field lines are open to interplanetary space. The penetration power of these particles is also a 
function of the particle's energy and ionization state and of solar wind and magnetospheric 
conditions. Analysis of the exposure of spacecraft orbiting the Earth as a function of the 
geomagnetic disturbances that are often associated with solar ~vents is especially critical. For 
example, Susan Gussenhoven et al. [12) showed with data from the Combined Release and 
Radiation Effects Satellite (CRRES) that solar protons reached L shell values as low as 2. 
Charged particles that have a low momentum per unit charge are deflected at a certain depth 
in th~ magnetosphere and are cut off. The magnetic rigidity of a charged particle is defined~ the 
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momentum per unit charge and is measured in units of electron volts/number of.charge unjts, i.e., 
volts. The gigavolt or GV is a convenient unit for this application. Charged particle cutoffs are a 
function of geomagnetic latitude, altitude, and the zenith and azimuthal directions and energy of 
the incident particle. There is an upper L shell cutoff above which particles are allowed, a lower 
cutoff below which particles cannot penetrate (forbidden regions), and a penumbral region where 
the transmission of the particles is chaotic [13] . The penumbra! region, between the upper and 
lower cutoffs, complicates the calculations of cutoff values. 
Carl St5rrner [14] derived the following equation for particle cutoff rigidity, r,. at the Earth's 
surface in a dipole field: 
r, = :, [ (I+ ~I-si:::i: /J cos' A)' J (J.6) 
where ..1 is the geomagnetic latitude, & is the zenith angle, ¢ is the azimuthal angle measured from 
the north magnetic axis, Mis Earth'~ dipole moment, and R is the distance from the dipole center 
of the Earth in units of Earth radii. The Stcirrner equation shows that, for any direction specified 
by the zenith and azimuthal angles, the cutoff rigidity decreases with increasing geomagnetic 
latitude. This means that the high latitude regions are more accessible to transient particles. 
The magnetic rigidity is also related to the particle's energy E in MeV by: 
r =. A ~E 2 +2M0 E (3.7) z 
where r is the magnetic rigidity in GV, A is the particle's mass in u .. z is the particle's charge, and 
Mo is equal to 931 MeV. Because r is a function of the particle's charge, it can be shown that 
there is an east-west effect on the magnetic cutoff [15]. Positive particles arrive at the top of the 
atmosphere with greater abundance from the western part of the sky and negative particles from 
the eastern part of the sky. 
While the Stormer theory is useful for theoretical understanding, the dipole approximation is 
not accurate in the real magnetic field of the Earth. In a real field, the precise values of cutoff 
rigidity are difficult to obtain because the equation of charged particle motion in a magnetic field 
does not have~ closed form. Margaret Shea and Don Smart [16] calculated accurate cutoffs in 
the form of world map isocontours using the IGRF field models and by performing numerical 
integrations of particle trajectories. Because calculations must be carried out for each point, 
direction, and magnetic rigidity, this is not a practical method for analyzing particle accessibility 
to a spacecraft in orbit. 
' u is unified atomic mass unit which is one twelfth of the mass ~f~n unbound atom of carbon-12 (l2C) at . 
rest and in its ground state. ' 
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Smart and Shea [13] also derived useful approximations from Stormer's equation by 
normalizing to the Earth's actual magnetic field. The Mcllwain's B-L coordinate system is used 
(cos2A. = R/L) with vertical cutoff rigidities (implying that E and~"." 0°) to give: 
15.96 
r = r-2.001 (3.8) 
where r is the cutoff rigidity · and L is Mcllwain's dipole shell parameter. With this relation, 
approximating particle accessibility to orbiting spacecraft becomes a simple matter of calculating 
L for altitude, latitude, and longitude positions and converting L to rigidity. By using the rigidity-
energy equation given above, histograms are accumulated for the orbit and are used to attenuate 
the particle energy-fluence spectra of the transient particles. Figure 3.3.1 illustrates the particle 
energy-rigidity-L relationship. In the rigidity energy formula, z/A can be approximated with a 
value of 0.5 for ions Z > 1. Figure 3.3.2 shows magnetic rigidity contours on a world map at an 
altitude of 800 km as calculated by Shea and Smart. 
Calculations of cutoff rigidity are further complicated by the effect of the solid Earth 
subtending particle paths. By stopping some particles, the Earth produces a "shadow" effect, 
blocking out some regions that would otherwise be accessible to particles. Adams et al. [17] 
\ derived a simple correction factor n which estimates the portion of the geometry factor occulted 
by the Earth: 
}-~(RE +h) 2 -R/ 
n= 21r Rs +h (3.9) 
where RE is the Earth's radius and h is the altitude. 
3.4 Atmospheric Depth and Rigidity 
The problem of neutron induced single event upsets in avionics [18,19] resulted in the need 
for a coordinate system to describe the neutron environment at aircraft altitudes. It is known that 
the neutron intensities vary with energy, altitude, and latitude. In reference 19, it is shown that 
simple models of neutron abundances can be constructed using a ltitude and latitude coordinates. · 
A more accurate coordinate system [20,21] replaces altitude with atmospheric depth (mass of 
air per unit area above the observation point) and latitude with vertical cutoff rigidity: Vertical 
cutoff rigidity was discussed in Section 4.2. The rigidity is strongest at the magnetic equator 
where a particle must have a rigidity of -15 GV to penetrate and weakest at the poles where 
'Neutrons are the products of interactions between galactic cosmic ray heavy ions and particles in the 
atmosphere. Therefore, the transport of the primary cosmic ray particles is important in determining 
neutron distributions. 
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. particles need a rigidity of < 1 GV to penetrate. The second coordinate, atmospheric depth x in 
units of g/cm2• is give.n as: 
x = I 033 expH 0.4534- (1.17 x W-') x A -/:()~o~ 1 o' '·" L x ~ 0,)} (3.10) 
where A is the altitude in feet. Atmospheric depth is used because atmospheric conditions have 
an effect on the measured particle intensity. 
4 Interplanetary Particles 
4.1 Galactic Cosmic Ray Heavy Ions 
4.1.J Discovery 
In the early 1900s, scientists were puzzled by a mysterious source of "charge" on the leaves 
of electroscope instruments. During laboratory experiments, the electroscope leaves repelled each 
other without the presence of charge. Scientists assumed that this was the result of the ionization 
of air by the natural radiation present on Earth. Efforts were made to eliminate the radiation by 
using radiation pure materials, however, the problem persisted. In I 913 an Austrian scientist, 
Viktor Hess, devised an experiment to put an electroscope in a balloon to get it away from the 
Earth's radiation. As Hess and his experiment ascended in the balloon, he observed that the 
radiation source did not go away rather, as the altitude of the balloon increased, the radiation 
increased. Hess con.eluded that the sourct of this radiation was from outer space. In the summer 
of 1925, Robert Millikan con.finned with his lake experiments that the radiation source was from 
outer space. When he presented his Jake experiment findings, he called the radiation "cosmic 
rays" [22]. Hess and C. D. Anderson received the Nobel Prize for their discovery of cosmic rays 
in 1936. 
Intense interest in understanding cosmic rays continued into the 1950s. The launch of the 
Sputnik Earth orbiter by the Russians on October 4, 1957 sparked efforts in the United States to 
develop a space program. In 1955, James Van Allen and several other American scientists had 
proposed the launch of a scientific satellite as part of research programs to be conducted during 
the International Geophysical Year (IGY) of 1957-1958. Van Allen's interest in getting 
instruments into space was to study cosmic rays and their origin. The success of Sputnik led to 
the approval of Van Allen's proposal for the Explorer I spacecraft. Van Allen designed a cosmic 
ray detector to measure the low background cosmic rays, which was launched on board the 
Explorer I satellite on January 31, 1958 from Cape Canaveral, Florida. 
In the late I 960s, the interest in cosmic rays of solar and galactic origin went beyond basic 
scientific research and became a safety issue when astronauts on Apollo missions reported visual 
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light flashes. Peter McNulty r23) proposed that Cerenkov radiation generated by individual 
cosmic ray ions traversing the vitreous of the eye were responsible for the flashes. He and his 
colleagues proceeded with a series of experiments that exposed human subjects, McNulty, Victor 
Pease, Victor Bond, and Lawrence Pinsky, to energetic heavy ions at accelerators. Understanding 
of the source and mechanism of the light flashes raised the concern for astronaut and safety, 
which in tum generated interest in measuring and modeling the galactic and heavy ion space 
environment. In fact, the IMP-8 spacecraft, which has provided the best long-term data set of 
heavy ions, was planned as a result of these concerns. 
4.1.2 Newer Technologies Increased Concerns about Heavy Ions 
Prior to 1975, heavy ion populations, whether of galactic or solar origin, were not considered 
a major concern for the reliability of spacecraft electronics. Regardless of the region of space that 
missions visited, the contribution of heavy ions to spacecraft charging, ionizing d?se, or 
displacement damage effects were insignificant. compared to other sources of radiation, such as, 
the trapped radiation belts or protons from solar events. Interest in understanding cosmfo ray 
heavy ion particles changed in 1975 when Daniel Binder et al. [24] reported, "Anomalies in 
communication satellite operation have been caused by the unexpected triggering of digital 
circuits. Although the majority of these· events have been attributed to charge buildup from high 
temperature plasmas, some of the events appear to be caused by another mechanism." In a?dition 
to an analysis of the circuit effects and the basic mechanism of these events, the authors presented 
.. 
cosmic ray spectra of Peter Meyer [25), and they calculated the intensities using abundances from 
various authors, including M. 0. Burrell and J. J. Wright [26) who investigated dose rates of 
GCRs for astronaut exposure. Previous research on galactic cosmic rays by magnetospheric 
physicists interested in basic scientific research and by nuclear physicists concerned with 
astronaut dose became significant for the space community. McNulty [23) slightly modified the 
interaction models used to explain the light flashes observed by astronauts eyes to explain the 
upsets observed in microelectronic circuits. The Binder paper sparked intense interest in 
modeling heavy ion environments and interactions in materials. 
4.1.3 Origin 
Galactic cosmic ray heavy ions originate outside of the solar system. Their origin was a 
matter of debate for many years. The long-standing conjecture was that the shock front of a 
supernova remnant accelerates the GCRs arriving at the Earth [27). In October 2007, using data 
from NASA's Chandra X-ray Observatory, Yasunobu Uchiyama et al. [28), reported the detection 
of extremely fast, year-scale variability in the X-ray flux from the supernova remnant RX 
Jl713.7-3946. They observed remarkable variability in "real time" in the form of brightening and 
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decaying. Combining the Chandra data with results obtained from· the Japanese Suzau X-ray 
satellite, Uchiyama et al. concluded that the supernova remnant is capable of accelerating GCRs 
to energies of the order of I PeV. 
4.1.4 Composilio11 a11d E11ergy Spectra 
Our knowledge of the abundances of galactic cosmic rays comes from spacecraft and balloon 
experiments that have been conducted over a fifty-year period. Galactic radiation consists of ions 
of all elements of the periodic table and is composed of about 83% protons, 13% alphas (4He 
ions), 3% electrons, and about I% heavier nuclei. Figure 4. 1.4.1 from Richard Medwaldt [29] 
shows the abundances of the heavy ions at an energy of 2 GeV/nucleon as a function of particle 
nuclear charge z. The values are normalized to silicon= I 06• Note that the relative flux intensities 
vary by several orders of magnitude. The relative abundances are roughly proportional to the 
distribution in solar system material. Significant differences are discussed in Me~waldt [29) who 
also gives a table of relative abundances. Because GCRs must pass through about 7 g/cm2 of 
interstellar gas, those of even the heaviest ions are probably fully ionized [30). 
A second source of galactic particles is the so called "anomalous component". It is composed 
of helium and heavier ions with energies greater than 50 MeV/nucleon. It is believed that the 
anomalous component originates in the· neutral interstellar gas that diffuses into the heliosphere, 
becomes singly ionized by solar radiation or charge exchange, and is then connected by the solar 
wind to the outer heliosphere. The ions are then accelerated and propagate to Earth. The 
anomalous component is seen only during solar minimum and the details vary from solar 
minimum to solar minimum. There is growing evidence that the anomalous component is singly 
ionized, therefore, the ions have greater ability to penetrate the magnetosphere. The anomalous 
component of the galactic cosmic rays is thought to be the source of heavy ions trapped in t.he 
Earth's magnetic fi eld. 
The galactic cosmic ray population also contains electrons. However, the electrons are not in 
sufficient number to make the population electrically neutral. The GCR electron density is orders 
of magnitude lower than the density of the solar wind; therefore, it does not have to be taken into 
account when evaluating radiation damage levels: 
The interplanetary energy spectra for H, He, and Fe are given in Figure 4.1.4.2 [31). The H 
values are multiplied by five for better resolution on the graph. The measurements were taken for 
various times throughout the solar cycle as shown by the variation of the spectra below energies 
of I to 3 GeV. As discussed in Section 3.3. Figure 4.1.4.3 gives GCR energy spectra for a low 
earth orbit (LEO) at 29° inclination and 600 km perigee and apogee, a middle earth orbit (MEO) 
at 51° and 10,000 km perigee and apogee, a geostationary orbit (GEO) at 0° inclination and 
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36,000 km perigee and apogee, a geostationary transfer orbit (GTO) at 18° inclination and 360 
km perigee and 36,000 km apogee, and the orbit for the Earth Observatory Satellite (EOS) at 98° 
inclination and 705 km perigee and apogee. 
Scientists believe that GCRs propagate through all space that is unoccupied by dense matter. 
They are essentially isotropic outside of regions of space that are dominated by particles and 
fields of the Sun. Measurements from Pioneer and Voyager show that the composition of cosmic 
rays is weakly dependent on the distance from the Sun. The radial gradient from 0.3 to 40 AU is 
< 10% per AU. For the anomalous component, the gradient increases to 15% per AU. During 
solar actives periods of time, there is 0% gradient out to 30 AU. Latitude gradients have also been 
studied and found to be 0.5% per degree and 3-6% per degree for the anomalous component [30]. 
4.2 Solar Particles 
4.J.J Discovery 
In response to a 1932 recommendation by Robert A. Millikan and Arthur H. Compton, the 
Carnegie Institution of Washington sponsored the development of a network of detectors for the 
continuous recording of cosmic-ray intensity. The data from these meters were central to Scott 
Forbush's research for many years. In 1946, Forbush was performing a retrospective study of 
ionization chamber data from Cheltenham, Godhavn (Greenland), Christchurch, and Huancayo. 
In the records of the three high- and mid-latitude stations, he found large impulsive increases in 
cosmic-ray intensity on February 28 and Match 7, 1942, and on July 25, 1946, each following an 
exceptionally large solar "flare". No increase was observed at the equatorial station, Huancayo. 
The brief (hours) increases in particle intensity were precursors to large Forbush decreases· at all 
four stations. He concluded that the increases originated from solar impulsive emission of 
energetic particles having energies up to at least 3 GeV, but less than the geomagnetic cutoff at 
Huancayo, about 15 GeV [32,33]. Study of the sporadic solar emission of energetic protons and 
heavier ions and of electrons subsequently became a major field of research in solar and 
interplanetary physics as the energy and intensity thresholds for their detection have been 
progressively lowered, especially by instruments on spacecraft. According to James Van Allen, 
"Scott Forbush laid the observational foundations for many of the central features of the now 
huge field of.solar-interplanetary-terrestrial physics." [33] 
A Forbush decrease is a rapid decrease in the observed galactic cosmic ray intensity following a coronal 
mass ejection (CME). It occurs due to the magnetic field of the plasma solar wind sweeping some of the 
galactic cosmic rays away from Earth. 
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4.2.2 Effects of Solar Particles on Spacecraft 
The particles from solar events cause radiation damage and single event effects on spacecraft. 
In fact, for spacecraft in orbits that visit regions outside of the Earth's magnetosphere where they 
are exposed to these particles, they are often the driver for setting single event effects 
requirements. Experimenters have measured single event upsets (SEUs) on several satellites. 
Reno Harboe-S0renesen et al. (34] measured SEU rates in regions of space where L > 2 and 
found that, during the October 1989 solar particle event, the rates increased by factors of 3 t9 30 
depending on the SRAM or DRAM memory type. Len Adams et al. (35] measured a similar 
response to the October 1989 event in memories on board the Meteosat-3, which was in a 
geostationary orbit. Figure 4.2.2.1 shows daily counts of SEUs on t~e Seastar solid state ~ecorder. 
Superimposed on the daily background rate of upsets caused by protons in the SAA are sudden 
increases for brief periods of time (hours) caused by particles from solar storms. In the last solar 
cycle, Clive Dyer et al. reported on solar proton and heavy ion induced SEUs and a single event 
transient (SET) observed on spacecraft during the October and November 2003 solar storms (36]. 
Protons from solar particle events also contribute to total dose and solar cell damage, 
especially for interplanetary missions and those at geostationary positions and in geostationary 
transfer orbits. Adams et al. [35] measured doses with RADFETs on the Meteosat 3 and found 
that doses jumped by a factor of 20 with the onset of the October 1989 event. Figure 4.2.2.2 
shows average solar array power plotted as a function of time for four Cluster spacecraft. Note 
the sudden decrease in solar array power caused by the increase in solar particles during the 
October 2003 solar storm. 
4.2.3 Origin 
Solar energetic particles are accelerated at multiple sites on the Sun, including exploding flare 
loops, magnetic reconnection sites, and shocks that move from the lower corona to the inner 
heliosphere. The largest events, which can cause dangerous radiation levels at Earth, may include 
more than one acceleration site. Solar flare explosions can accelerate particles immediately and 
may also set off instabilities in magnetic structures in the corona that can launch coronal mass 
ejections (CMEs). These often drive shocks that can begin to accelerate additional energetic 
particles minutes after the CME is launched and continue to do so for days in the case of the 
largest events.[37] Solar energetic particle events (SEPs) are infrequent when the Sun is in its 
inactive phase. 
Despite some troubling uncertainties, scientists long sought to identify large solar flares as 
the primary cause of large, non-recurrent geomagnetic storms, transient shock wave disturbances 
in the solar wind, and major energetic particle events. This thinking about solar events is what 
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John Gosling labeled the ."solar flare myth" (38]. Gosling and others showed that the major 
disturbance events observed in interplanetary space are strongly correlated to CMEs that have no 
fundamental association with flares. Although particles are often accelerated to high energies 
during flares, they are not directly associated with the major events observed near the Earth. 
To support his theory, Gosling cited the work of Don Reames [39] who categorized solar 
energetic particle events into two types corresponding to two types of solar x-ray flares. In 
"gradual" events, the decay of the x-ray intensity takes place over many hours. In "impulsive" 
events, a sharp peak in x-ray emission occurs. In Figure 4.2.3 .1, the time profiles of protons for 
the two types of events are plotted showing why they were labeled gradual and impulsive. 
Gradual events (also known as long duration events) are strongly associated with CMEs. 
Reames showed that particles from these events have the same elemental abundances and 
ionization states as the Sun's corona and the solar wind plasma. Approximately 10 gradual events 
per year are observed at 1 AU during solar maximum [40]. CMEs tend to be the events with the 
largest proton fluences. The very largest SEP events are associated with fast CMEs. Multiple 
CMEs occur every day at solar maximum, so it is a mystery why only about one CME per month 
creates a large SEP event. 
Impulsive events are characterized by marked enhancements of heavy ions. The Fe/0 ratio is 
approximately 1.0 in comparison to 0.1 or less in gradual events. Also, the 3HefHe ratio is 2 to 4 
orders of magnitude larger than in the solar atmosphere or in the solar wind. Impulsive events 
originate deeper within the Sun, and the particles may be directly accelerated by solar flares. 
Low energy electron~ dominate the impulsive events, and these events have smaller proton fluxes 
than the gradual events. Reames has shown that the elemental abundances of particles from 
gradual events are characteristic of interactions in the flare plasma. Approximately 1000 
impulsive events per year are observed at 1 AU during solar active periods of time (39]. 
Impulsive events represent the majority of the small solar particle events observed at Earth. 
The solar longitude of the flare or CME largely determines the rise time of the particle 
fluence and the severity of the event. The solar longitude most effe.ctive for producing fluxes in 
the GeV/nucleon range is close to 60° west and the solar longitude most effective in producing 
large solar enhancements with energies greater than 10 Me V /nucleon is 30° west. 
Solar physicists are seeking to understand the roles and importance of the different processes 
that produce and accelerate solar particles and have proposed a "Solar Sentinel" mission to make 
multipoint spacecraft me<:1surements between the Sun and the Earth [37]. By making 
comprehensive measurements close to the Sun where their signatures are more readily 
identifiable, we can separate and understand their roles. Figure 4.2.3 .2 shows electron and alpha 
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particle time profiles recorded by Helios-] at 0.3 AU and by IMP-8 measured at 1.0 AU during a 
series of impulsive particle events on 28 May 1980. Whereas Helios- I observed multiple 
injections, no such structures can be resolved in the intensity-time profile at l AU. If both 
spacecraft were observing the same events (and this is not certain), then this plot illustrates the 
effects of both radial and longitudinal transport inside l AU and the need for observations as 
close to the Sun as possible [41]. 
4.2.4 Compositio11 a11d E11ergy Spectra 
As with galactic cosmic rays particles, our knowledge of the abundances of SEP events 
comes from spacecraft and balloon experiments. However, unlike the galactic cosmic ray 
particles which are always present, SEP events occur sporadically.and are rare when the Sun is in 
its inactive phase. Therefore, the data sets for SEP event measurements are not as dense as those 
for the GCR.s. 
Solar energetic particle events increase the levels of electrons, protons, and heavy ions in 
interplanetary space and consist of all elements of the periodic table. Unlike the GCR.s which 
have their electrons stripped when passing through interstellar matter, the solar heavy ions are 
singly ionized which increases their ability to penetrate into the magnetosphere. The SEP events 
last from several hours to a few days. Figures 4.2.4. J and 4.2.4.2 show electron (E > 2 Me V) and 
alpha ion (E = 4-10, 10-21, 21-60, 60-150, 150-250, and 30_0-500 MeV) measurements 
(uncorrected) at geostationary altitude from the GOES 6 environment monitor during the October 
1989 solar storm. Note that levels of particles increase orders of magnitude over the background 
level and that before the ion fluxes from the first SEP event decay to background levels, the ions 
from the next event arrive. 
The duration, composition, particles levels, and energy spectra vary widely from event to 
event so a typical SEP event cannot be defined. This is shown in Figure 4.2.4.3 which plots solar 
proton energy spectra for several large events from solar cycle 22. As with the GCR.s solar 
particles are also attenuated by the Earth's magnetosphere as shown in Figure 4.2.4.4 which gives 
the energy spectra for solar protons for a low earth orbit (LEO) at 29° inclination and 600 km 
perigee and apogee, a middle earth orbit (MEO) at 51° and 10,000 km perigee and apogee, a 
geostationary orbit (GEO) at 0° inclination and 36,000 km perigee and apogee, a geostationary 
transfer orbit (GTO) at 18° inclination and 360 km perigee and 36,000 km apogee, and the orbit 
for the Earth Observatory Satellite (EOS) at 98° inclination and 705 km perigee and apogee. 
Figure 4.2.4.5 from Michael Xapsos et al. [42) (points on the plot from Allan Tylka et al. 
[43]) shows the energy-flux spectra derived from the GOES Space J;:nvironment Monitor, the 
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IMP-8 Goddard Medium Energy instrument, and the ACE Solar Isotope Spectrometer instrument. 
From this plot we see that the energies of the heavy ions from SEP events can also reach a few 
hundred MeV. 
Solar particle intensity also varies with distance from the Sun. As particles move away from 
the Sun, the particles diffuse into the larger volume of space. Spacecraft near the Earth have 
provided us with a large data set of particles measurements so particle intensities are scaled as a 
function of distance from the Earth. (The Earth is at I AU or the distance between the Sun and 
the Earth). We know from Pioneer and Voyager measurements that the particle intensity varies 
by Iii where r is in units of AU as move away from the Earth. Because there are so few 
measurements as we move closer to the Sun (less than I AU), we are not certain about the 
variation of particle intensity. Estimates range from Iii to Ilr3. 
5 Trapped Particles 
5.1 Discovery 
Kristian Birkeland theorized the existence of radiation trapping in planetary magnetospheres 
in 1895 when he performed vacuum chamber experiments to study aurora. With Henri Poincare, 
he showed that charged particles spiral around field lines and are repelled by strong fields. Later 
Stoermer continued the work of ~irkeland on aurora and made calculations that led to the theory 
that there was a belt-like area around the earth in which particles were reflected back and forth 
between the poles. However, it was felt that the magnetic field was not strong enough to hold the 
particles. In 1957 Singer proposed that ring current could be carried by lower energy particles 
injected by into trapped orbits by magnetic storms. A complete history of radiation belt science is 
given in Space Storms and Space Weather Hazards [44). 
Recall from Section 4.1.1, the United States space program began with the 1958 launch of the 
Explorer I spacecraft with Van Allen's instrument to study cosmic rays and their origin. In 
analyzing the data from his instrument, Van Allen was puzzled by "zero" readings. At first he 
thought that the instrument had malfunctioned but later ~e realized that the instrument was being 
"flooded" with radiation measurements. Van Allen determined that his instrument was measuring 
intense radiation surrounding the Earth, and he announced his discovery on May I, 1958 [44,45]. 
Most of the scientific instruments flown in space in the late 1950s and early 1960s were designed 
to detect energetic protons and electrons. With the results, scientists gained a general 
understanding of the near-Earth radiation environment but found differences up to a factor of I 0 
when making quantitative comparisons between measurements in the same locations. 
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It was also during the early 1960s that spacecraft electronics were found to be unreliable. 
Problems fr(?m differential charging from the solar wind and from noisy data transmission to the 
Earth from soft fails were noted. These problems were largely dealt with by building redundancy 
into systems. As the first scientific satellites were being launched in the late 1950s and early 
1960s, the Union of Soviet Socialist Republics and the United States also detonated nuclear 
devices at altitudes above 200 kilometers. The most dramatic of these tests was the US Starfish 
detonation on July 9, 1962. Ten known satellites were lost because of radiation damage, some 
immediately after the explosion [ 46]. The Starfish explosion injected enough fission spectrum 
electrons with energies up to 7 MeV to increase the fluxes in the inner trapped radiation belt by at 
least a factor of 100. Effects were observed out to 5 Earth radii. The Starfish electrons that 
became trapped (modeled by Teague and Stassinopoulos [47)) dominated the inner zone 
environment (- 2.8 Earth radii at the equator) for five years and were detectable for up to eight 
years in some regions. 
5.2 Effects of Trapped Particles on Spacecraft 
Problems of radiation effects in spacecraft systems operating in the Earth's trapped radiation 
belts have been identified from the earliest days of space exploration. Even in regions where the 
radiation levels are relatively stable and benign, sensitive technologies are susceptible to the 
impacts of the trapped protons and electrons. Figure 5.2. l shows single event upsets on the 
NASA Seastar Mission's. Solid State Recorder that clearly define the SAA. (Note that no data 
were lost in this mission due to mitigation that was implemented in the system design.) 
High energy protons in the inner radiation belt are the main contributors to ionizing dose 
deposition in shielded components. They also dominate single event upset (SEU) rates at low 
altitudes and latitudes, where cosmic rays and solar energetic particles are effectively shielded by 
the geomagnetic field. Lower energy protons (up to 10 MeV) contribute to displacement damage , 
on detectors and solar cells. 
Low energy electrons contribute to spacecraft surface charging. High energy electrons 
injected and accelerated through the magl}etotail can cause dielectric charge buildup deep inside 
spacecraft in geostationary orbits which can result in destructive arcing. Inner and outer belt 
. ' 
electrons also contribute to ionizing doses through direct energy· deposition and bremsstrahlung 
effects. 
5.3 · Origins and Trapping Mechanism 
The energetic charged particles trapped in the trapped radiation belts are protons, electrons, 
and heavy ions. The electrons move at speeds near the spe~d of light, therefore, they must be 
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analyzed by using relativistic theory. Protons and other heavy ions are much slower. The Earth's 
atmosphere is the lower boundary of the radiation belts due to a particle loss mechanism that is 
discussed later in this section. The upper boundary is determined by the strength of the 
geomagnetic field. As the distance from the Earth increases, the magnetic field decreases to the 
point where stable trapping can no longer occur. 
While a number of possible sources for the trapped particles have been identified, we do not 
have a complete understanding of precisely where they come from or how they are accelerated to 
high energies. The solar wind is a possible source. Some solar wind particles may cross magnetic 
field lines and leak into the magnetosphere, and others may collect in the magnetotail in the 
neutral plasma sheet and be ejected Earthward during times of increased geomagnetic activity. 
A!so, ions and electrons from the ionosphere may diffuse out of the polar ionosphere and escape 
into the magnetotail regions. From the magnetotail, these particles can become energized and be 
ejected into the trapping regions. The primary source of inner zone particles is referred to as 
cosmic ray albedo neutron decay (CRAND). The primary cosmic ray particles from 
interplanetary space collide with atmospheric atoms, producing neutrons that decay into energetic 
protons and electrons. Also, interplanetary particles that have been accelerated by interplanetary 
shock waves or in the magnetosphere of other planets, and low energy components of the galactic 
cosmic rays (see Section 4.1.3) may find their way into the trapped radiation regions. In situ 
acceleration occurs during magnetic storms when low ene;gy particles that are already trapped 
are transported to lower L-shells, thereby, increasing their energy (48]. 
The plasma sheet (see Figure 2.3.1) in the Earth's magnetotail is a mixture of particles from 
several of the sources mentioned above. By the process described in reference 2, particles in the 
plasma sheet convect toward the Earth and become accelerated and trapped in the radiation belts 
during magnetospheric substorms. 
Whatever the source, the protons and electrons become "trapped" because the Earth's 
magnetic field constrains their motion perpendicular to the magnetic field vector. The 
electromagnetic Lorentz force is directly responsible for restraining a trapped charged particle 
and keeping it well within a defined region around the Earth. It is given by: 
dp 
-=qvxB (5.1) 
dt 
where pis t~e momentum, q is the charge, vis the velocity, and Bis the magnetic field. The two 
components of the instantaneous velocity vector are the component parallel to the magnetic field 
and the component perpendicular to the field. As a result of the forces acting on the particles, they 
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spiral around . magnetic field lines, oscillating back and forth between the northern and southern 
hemispheres. Because of the non-unifonnity of the geomagnetic field, the particles do not mirror 
back to exactly the same point from which they started. Therefore, superimposed on the spiral 
and bounce motions is the slow westward drift of protons and the eastward drift of electrons. (see 
Figure 3 :2.1) The opposite direction of the drift is a result of the opposite charges of the particles 
producing opposite spiral directions. The frequency of the spiral motion (gyration) at l 000 km 
altitude is about 0.5 Mhz for very low energy electrons and 300 Mhz for low energy protons. As 
energy increases, the period decreases because of the greater relativistic mass. The bounce period 
' 
at 1000 km is about l second for l Me V protons and about 0. l second for l Me V electrons. It 
takes about 1/2 hour for l MeV protons to complete an azimuthal drift cycle at 1000 km and 
about l hour for electrons. Because the frequencies are of different orders of magnitude, the three 
motions are "uncoupled". These three motions confine the region occupied by 'the particles to 
drift shells, designated by the L parameter, which was described in Section 3.2. 
The best way to characterize and model the trapped radiation environment is to combine 
theoretical approaches and experimental measurements. To simplify theoretical descriptions, a 
dipolar magnetic field is assumed. Extensive work was done in the first half of the 20th century to 
find a general analytic solution to the equation of motion for a charged particle in a dipolar field. 
It was never found, and particle traces had to be done numerically [49). In 1963 Hannes Alfven 
and Carl-Gunne Fiilthammer [50] introduced physical simplifications known as adiabatic theory. 
The motion of trapped particles in the radiation belts has been described successfully by using 
three adiabatic invariants. They are called adiabatic because, under certain conditions, the 
invariants remain unchanged with the particle motions. If the reader wishes to investigate this 
topic in more detail, several researchers have provided detailed mathematical derivations of 
approximations of the motion of trapped particles [50,51,52]. Highly readable descriptions of 
trapped particle morphology are provided by Al Vampola [53) and Daniel Boscher et al. [54]. 
Over long periods of time, the trapped radiation belts are stable because of four simultaneous 
processes; the injection of charged particles into the trapping region of the magnetosphere, 
particle acceleration, particle diffusion, and particle loss: The processes occur simultaneously, 
e.g., some particle loss mechanisms are the result of diffusion, particle acceleration is coupled to 
diffusion. This makes mathematical treatment of diffusion extremely complicated to solve 
numerically. 
A short description of particle diffusion and loss mechanisms will be given here. Detailed 
discussions of diffusion mechanisms are provided by Juan Roederer in reference 5 l and a detailed 
description of diffusion processes is given by Michael Schultz and Louis Lanzerotti in reference 
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52. Two diffusion processes important to trapping theory are radial diffusion and pitch angle 
diffusion. Radial diffusion transports particles across dipolar magnetic field lines and may explain 
how some solar wind particles reach the magnetosphere. Pitch angle diffusion alters the particle's 
pitch angle, hence, its mirror point location . In both cases, the Earth's atmosphere causes removal 
of particles through collisions with atmospheric particles. Radial diffusion transports them to very 
low L-shells and pitch angle diffusion lowers the mirror points into the atmosphere. Besides 
particle loss due to collisions with the atmosphere, collisions of trapped particles with atomic 
hydrogen in the exosphere and particles in the plasmasphere are important loss mechanisms. 
5.4 Composition and Energy Spectra 
Figure 5.4. l is an artist's drawing, which shows the belt-like structure of Earth's trapped 
particle regions. The trapped particle populations are divided in a compact region called the 
"inner" zone and a large "outer" zone region that wraps around the inner zone. This figure does 
not show the SAA (a bulge in the underside of the inner belt caused by the tilt of the Earth's 
magnetic pole from the geographic pole and the displacement of the magnetic field from the 
center). The SAA is a dominate feature in the trapped radiation belts in the altitude regions of 
-300 to - 1200 km. Figure 5.4.2 shows the SAA on a map of proton fluxes plotted as a function of 
invariant latitude. Despite the SAA's reputation for plaguing spacecraft; the flux levels there are 
actually much lower than those at higher altitudes. 
Protons are the most important component of the inner zone. The energies range from tens of 
keV to hundreds of MeV with intensities up to 105 protons/(cm2-s) for energies greater than 30 
MeV. The location of the peak flux intensities varies with particle energy. In the equatorial plane, 
the high energy protons(> 30 MeV) extend only to about 3.5 Earth radii. Figure 5.4.3 shows the 
. particles fluxes for several proton energies as a function of L along the geomagnetic equator 
(B/Bo=l) as calculated with the AP8 model for trapped protons [55]. Note that, due to the 
trapping dynamics, the peak fluxes shift to higher L values as the energy decreases. Therefore, 
even though there is a sharp cutoff of high energy protons at L > 2.4, the "slot" region is filled 
with lower energy protons and is not devoid of particles as is often portrayed in illustrations. The 
E > 30 MeV proton fluxes peak at approximately 2,500 km altitude at the equator. Figure 5.4.4, a 
plot of proton flux contours at 1,000 km altitude, shows the shape of the inner zone proton belt on 
a world map. 
Figure 5.4.5 plots proton energy fluence spectra obtained when calculating fluence levels 
with the AP-8-MAX model for a low earth orbit (LEO) at 29° inclination and 600 km perigee and 
apogee, a middle earth orbit (MEO) at 51 ° and I 0,000 km perigee and apogee, a geostationary 
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orbit (GEO) at 0° inclination and 36,000 km perigee and apogee, a geostationary transfer orbit 
(GTO) at 18° inclination and 360 km perigee and 36,000 km apogee, and the orbit for the Earth 
Observatory Satellite (EOS) at 98° inclination and 705 km perigee and apogee. The figure shows 
that the variations in fluence level due to spacecraft orbit reach orders of magnitude. In general, 
the greatest ii:tclination dependencies occur in the range of 0° < i < 30°. For inclinations over 30°, 
the fluxes rise more gradually until about 60°. Over 60°, increasing inclination has little effect on 
the proton flux levels. The largest altitude variations occur between 200 to 600 km where large 
increases in flux levels are seen as altitude rises. For altitudes over 600 km, the flux increase with 
increasing altitude is more gradual. As with the L parameter, the altitude where the peak proton 
fluxes occur varies with particle energy. This implies that the location of peak of a device 
response to the environment will depend on the type of effect and on the sensitivity of the device. 
The electrons are trapped into two regions, the inner and outer zones. Under normal 
conditions of the magnetosphere, the electron distribution can be separated into two zones, the 
inner (1.0 < L < 2.8) and outer (2.8 < L < 12.0). The energies modeled by the AES model [56] for 
trapped electrons in the inner zone are 0.04 to approximately 4.5 MeV. The modeled outer zone 
energy spectra extend to energies up to 7 MeV. The intensities reach about I 07 electrons/(cm2-s) 
for energies greater than 0.5 MeV. Figure 5.4.6 gives the electron fluxes for several energies as a 
function of L along the geomagnetic equator. Notice the double peaks, which distinguish the 
inner and outer zones. As with the protons, the location of the peak flux varies with energy. Also,, 
' 
although the slot region has reduced numbers of electrons, it is not devoid of particles. The E > 2 
MeV peak electron fluxes at the equator are at approximately 2,500 km altitude in the inner zone 
and at 20,000 km altitude in the outer zone. Figure 5.4.7, a plot of electron flux contours at 1,000 
km altitude, shows the shape of the inner zone electron belt and the high latitude outer zone 
electrons "horns" that wrap around the inner belt on a world map. 
Figure 5.4.8 plots electron energy fluence spectra for the same LEO, MEO, GTO, GEO, and 
the EOS orbits. Notice that, for higher altitudes, the spectra become more energetic and increase 
in intensity due to increasing exposure to the more intense outer zone electrons. The altitude and 
inclination dependencies are similar to those of the protons but, as seen in the GEO spectra, the 
electrons extend out to higher altitudes. As with the L parameter, the altitude where the peak 
fluxes occur varies with energy. 
Heavy ions are also trapped in planetary magnetic fields. For· most shielded spacecraft 
systems, the abundances of these ions at energies high enough to penetrate spacecraft materials 
are too low to be a dominant factor in the rates of in single event effects in electronics systems. 
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5.5 Other Planets 
The minimum requirement for the existence of a planetary radiation belt is that the planet's 
magnetic dipole moment must be sufficiently great to arrest the flow of the solar wind before the 
particles reach the top of the atmosphere where the particles will lose their energy due to 
collisions. Venus and Mars do not have magnetospheres and, therefore, cannot support particle 
trapping. The magnetic fields of some of the other planets are similar to the Earth's, however, 
they vary in strength. Mercury has a weak magnetic field so it is expected that it has a trapped 
particle population proportionally lower than that of the Earth. Saturn, Uranus, and Neptune have 
magnetic fields with similar strength to that of the Earth but measurements indicate that the 
intensities of the trapped radiation environments of Saturn, and Uranus are much lower than the 
Earth's and do not pose serious problems to the design of spacecraft systems. On the other hand, 
Jupiter's enormous magnetic _dipole (428,000 compared to 30,760 nanoTesla for Earth) can 
support an intense particle environment. Its magnetosphere is the largest object in the solar 
system. Measurements have shown that Jupiter's radiation environment is considerably more 
intense than the Earth's and is more extensive, therefore, mission planning for spacecraft that will 
spend even short times in the trapping regions of Jupiter must include careful definitions of the 
radiation environment. The Phobos probe showed that Mars has a radiation environment; 
ho_wever, it is due to the thin atmosphere of Mars, which allows interplanetary GCRs and solar 
particles to penetrate to the surface. Interaction of these particles with the atmosphere produces 
neutrons, which penetrate to the planetary surface and then reflect back. 
6 Atmospheric Radiation 
6.1 Discovery 
As cosmic ray and solar particles enter the top of the Earth's atmosphere, they are attenuated 
by interaction with nitrogen and oxygen atoms. The result is a "shower" of secondary particles 
and interactions created through the attenuation process (see Figure 2.4.1 ). Products of the cosmic 
ray showers are protons, electrons, neutrons, heavy ions, muons, and pions. This section will 
focus on the neutron component of atmospheric radiation due to the importance of upsets in 
aircraft avionics systems. 
Serge Korff is credited with discovering cosmic ray neutrons. The focus of his scientific 
career was observing and mapping the rain of neutrons and, he made balloon observations in 
Guam, the Galapagos Islands, Greenland, the Carjbbean and several points within the United 
States. To obtain readings from as close as possible to the top of the atmosphere, observations 
were made fron:i an elevation of 17,100 feet in Chacaltaya, Bolivia; from the top of Mount 
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Wrangell in Alaska, from rockets and from high-flying aircraft. Among the flights was one , 
circling the earth over both poles. In 1951 Korff published his discovery of neutrons produced by 
the cosmic radiation, including his findings on the effects of altitude and latitude dependence 
[57). 
6.2 Neutron Effects on Aircraft Avionics 
Two papers published in 1984 pointed out the hazard of single event upsets at avionics 
altitudes. C. H. Tsao et al. [58] showed that, below altitudes of about 60,000 feet, secondary 
neutrons from cosmic ray heavy ion fragmentation are the most important contributor to SEUs. 
Rein Silberberg et al. (59] give a method for calculating the neutron SEU rate. They also predict 
that SEU rates increase with enhanced solar particle backgrounds. Since that time, several flight 
experiments (19] have demonstrated that energetic particles can cause single events effects in 
electronics at avionics altitudes. In a study completed in 1992 [ 18], SEU rates measured in flight 
were shown to correspond with atmospheric neutron flux levels, and rates calculated using 
laboratory SEU data agreed with the measurements. 
6.3 Energy Spectra 
Our knowledge of neutron levels comes from balloon, aircraft, and ground based 
measurements. Since the discovery of SEUs at aircraft altitudes, researchers have made 
significant efforts to monitor the environment. Dyer et al. flew a version of their Cosmic Ray 
Environment and Activation Monitor (CREAM) on regular flights on board Concorde.G-BOAB 
between November 1988 and December 1992. They first reported on the results of measurements 
aboard the Concorde aircraft [60]. Results from 512 flights were analyzed of which 412 followed 
high latitude transatlantic routes between London and either New York or Washington DC (61]. 
Thus some 1,000 hours of observations have been made at altitudes in excess of 50,000 feet and 
at low cut-off rigidity (< 2 GV ), and these span a significant portion of solar cycle 22. In an 
investigation of single event upsets in avionics, Taber and Normand (62] flew a large quantity of 
CMOS SRAM devices at conventional altitudes on a Boeing E-3/A WACS aircraft and at high 
altitudes (65,000 feet) on a NASA ER-2 aircraft. Upset rates in the IMS 1601 64Kxl SRAMs 
varied between 1.2xl0·7 per bit-day at 30,000 feet and 40° latitude to 5.4xto·1 at high altitudes 
and latitudes. Reasonable agreement was obtained with predictions based on neutron fluxes. 
James Ziegler and colleagues (63] began an effort to define the cosmic ray terrestrial 
environment based on the work of many researchers who began studying cosmic radiation after 
Hess' balloon experiments. The focus of the work was on defining neutron energy spectra as a 
function of altitude as shown in Figure 6.3.1. In the figure, the altitude dependence is expressed 
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as atmospheric depth where O g/cm2 represents the top of the atmosphere. Figure 6.3.2 shows the 
measured neutron flux normalized to the peak versus altitude for two energy ranges, E = 1 - 10 
MeV and 10 - I 00 MeV. ·It shows that the neutron flux peaks at an altitude of about 60,000 feet, 
\ 
which is the same altitude of the peak of observed SEU rates. 
Balloon and aircraft studies show that the energies of the neutron flux range from keV to 
hundreds of MeV. For SEU calculations in aircraft systems, it is usually only the energies greater 
than 10 MeV that is significant. However, it has recently been demonstrated by Dyer and Fan Lei 
(64] that aircraft structures, passengers and fuel can produce significant thermal neutron fluxes, 
leading to potentially high rates of SEU in components containing the nuclide boron-! 0 in 
borophosphosilicate glass passivation layers. 
7 Dynamics of the Radiation Environment 
To this point, discussions have focused on the discovery, origins, and general descriptions of 
the radiation environments. Variations in the space environments depend on location in space and 
on the year in the solar cycle, both somewhat predictable. However, large variations that depend 
on events on the Sun are not predictable with reasonable certainty. Our knowledge of large 
variations is statistically based and is useful in the design phase of space systems to determine 
upper limits on the severity of the space environments. However, knowledge based on statistics 
has limited application for forecasting the_ real time space environment for operational systems. 
The challenge in modeling the radiation environments comes from the complex variations in 
the environment which are driven by short- and long-term variations in the magnetic field and 
solar activity. Also, the complexities of the variations are not entirely understood compounding 
the modeling challenge. The next section will present environment variations caused by changes 
in the Earth's internal magnetic field, the variations in the solar cycle, and disturbances in the 
interplanetary magnetic field due to storms on the sun. Section 8 will review the development of 
models of the radiation environment and attempts to · represent environment variations in the 
models. 
7.1 Geomagnetic Field Drift 
The spacecraft data used to construct the AP-8 (55] and AE-8 [56] models of the trapped 
protons and electrons populati?ns were normalized to 1960 or 1970 dates with two field models. 
However, the shift in the internal magnetic field (see Section 3.1) causes a predominantly 
westward drift of the SAA of approximately 0.3 degrees/year [65,66) which is not represented in 
the AP-8 and AE-8 models. Errors from the SAA shift are averaged out when using these models 
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to calculate total mission orbit integrated fluences. However, for applications that require 
knowledge of the location of SAA fluxes, such as, instrument operation or flight data analyses, it 
is important to know the correct location and flux levels in the SAA. To minimize the error, Daly 
et al. [67] demonstrated the need to calculate fluxes from th~ ·models with the field values used to 
nonnalize the data, and if the absolute position of the flux is important for one's application, it is 
necessary to perfonn a latitude and longitude transfonnation reflecting the shift of the magnetic 
field to place the fluxes in the correct latitude and longitude positions. 
Gregory Ginet et al. (68] used measurements from the Compact Environment Anomaly 
Sensor (CEASE) flown onboard the Tri-Service Experiment-5 (TSX-5) satellite (410 km x 1,710 
km, 69 degree inclination orbit) to develop a new set of flux intensity maps for energetic protons 
in the South Atlantic Anomaly (SAA) region for the epoch 2000-2006. Maps were constructed 
for> 23 MeV, > 38 MeV, > 66 MeV, and > 94 MeV protons with boundary contours for 1/2 
maximum, 1/10 maximum, and 3 times the derived standard deviation of the background. 
Estimates are given of the integral energy spectra as a function of altitude from 400 km to 1650 
km, an interval spanning the range where the controlling factor in the dynamics changes from the 
neutral density to the global magnetic field. The position of the maximum flux point is compared 
to that determined from earlier measurements in the 1994-1996 epoch and found to be consistent 
with the westward drift. Figure 7.1.1 shows the map of corrected particle locations for> 23, 38, 
66 and 94 MeV protons for an altitude range of 800 to 850 km [68]. 
7.2 Solar Activity 
The Sun is composed of gas, so its solar magnetic field is convoluted and highly variable. 
The Sun has a 22-year cycle of activity that is caused by the rapidly varying dipole moment 
reversing polarity every 11 years. The Sun's activity also has short-term variations in the form of 
intense, short lived stonns. · Both phenomena are responsible for observable changes in 
interplanetary and near-Earth radiation levels. The best known variation in solar activity is the 
sunspot cycle. Records of naked-eye sunspot observations in China go back to at least 28 BCE. 
The scientific study of sunspots in the West began after astronomers began to use the telescope in 
1609. Galileo and Thomas Harriot were probably the first who recorded telescope observations 
around the end of 1610. (69) Starting in 1825, S. Heinrich Schwabe observed the Sun nearly 
every day for 42 years. In 1843 Schwabe found that his 17 years of nearly continuous sunspot 
observations revealed a l 0-year periodicity in the number of sunspots visible on the solar disk 
(70]. The I I-year cycle of sunspots corresponds to similar 11-year cycles of other features in the 
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sun's active regions, including the number of faculae", the rate of incidence of solar flares and 
CMEs, and the intensity of coronal x-ray and radio-frequency emissions. Figure 7 .2.1 gives a plot 
of the historical record of sunspot averages as a function of time. 
The length of the solar cycle can be highly variable. From 1645 to 1715, the sunspot activity 
seemed to disappear. Because temperatures on Earth dropped during that time, those 70 years are 
known as the little ice age. From 1100- 1387, there was an increase in the number of sunspots. 
Studies of recent solar cycles [71,72], cycles 19 through 22, determined that the length of the solar 
cycle over the past 40 years ranged from 9 to 13 years, with 11.5 being the average. For 
modeling purposes and for defining the environment for spacecraft missions, the solar cycle is 
usually divided into a 7-year maximum phase of high levels of activity and a relatively "quiet" 4-
year minimum phase. 
The study of solar-terrestrial phys)cs began with two observations. Edward Sabine [73], 
reported the observation that geomagnetic activity appeared to track the I I-year sunspot cycle. In 
1859, Richard Carrington [74] observed a brightening on the surface of the sun now known as a 
solar flare. He noted that a large geomagnetic storm began within a day of the flare. From 28 
August until 2 September, 1859, numerous sunspots and solar flares were observed and it is 
believed that a massive CME arrived at the Earth within eighteen hours. On 1 and 2September, 
the largest recorded geomagnetic storm occurred. Telegraph wires in both the United States and 
Europe shorted out, some even causing fires. Auroras were seen as far south as Hawaii, Mexico, 
Cuba, and Italy, phenomena which are usually only seen near the poles. Recently, the "Carrington 
Event" was analyzed and compared to other large events by a group of scientists, resulting in a 
publication of their findings [75]. 
Major perturbations in the geomagnetic field can occur with changes in the solar wind density 
(e.g., solar flares), the solar wind velocity (e.g., CMEs), and the orientation of the embedded solar 
magnetic field. The CMEs and solar flares cause disturbances of the solar wind, and it is the 
interaction between these disturbances and the Earth's magnetosphere that causes the 
perturbations called magnetic storms and substorms. During storms, energy is extracted from the 
solar wind, is stored, and then dissipated. This process results in a redistribution of particles in 
the Earth's magnetosphere [53]. 
The substorm process begins in the magnetotail. The neutral sheet plasma is heated by the 
viscous flow of surface currents produced by the solar wind. This heating increases the internal 
pressure and stretches the tail further. If the tail field lines are disrupted or if the pressure that can 
' bright regions in the photosphere associated with sunspots 
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be sustained by the tail field lines is exceed_ed, heated plasma can be ejected Earthward as closed 
field lines are relaxed to a more dipolar shape carrying charged particles with them. Under normal 
magnetospheric conditions, substorms occur eyery 2 to 3 hours, however, during magnetic 
storms, they occur with greater frequency and intensity (76]. 
Major magnetic storms are closely associated with CMEs. A CME can arrive with any 
magnetic orientation; therefore, not all CMEs affect the Earth. Until recently, it was thought that 
the most violent solar events occur at Earth when the magnetic field lines embedded in the solar 
wind are directed southward enabling them to connect with those that surround the Earth. Using 
data from the THEMIS (Time History of Events and Macroscale Interactions) spacecraft and 
confirmed through simulations, Wenhui Li et al. discovered that twenty times more solar particles 
cross the Earth's leaky magnetic shield when the Sun's magnetic field is aligned with that of the 
Earth (i.e., northward direction) compared to when the two magnetic fields are oppositely 
directed. [77] 
The most well known phenomenon associated with magnetic storms is the increase in the 
intensity and the distribution of the aurora. In fact, the auroras are a good gauge of the intensity of 
the solar wind. Other phenomena are higher levels of solar protons and heavy ions, redistribution 
of trapped particles, increased ring current, increased plasma electrons resulting in an increase in 
spacecraft charging and discharging (78), and power blackouts on Earth. 
As with several other phenomena, the number of magnetic storm days shows the same cyclic 
variation as the solar activity level. Figure 7.2.2 (79) plots the number of sunspots for a 60-year 
period, indicating the level of solar activity. Plotted with the sunspot cycle is the number of 
geomagnetic storm days as measured by the Ap magnetic index. The correlation of the number of 
storm days with the level of solar activity is clear. 
7.3 Solar Particle Variations 
As one would expect, the intensity of high-energy solar particle events is closely associated 
with solar cycle variations. Figure 7.3. l shows large solar proton events measured by the GOES 
series of spacecraft as a function of time. Superimposed on the graph is the sunspot cycle. Note 
that most solar energetic particle events occur during solar active times and that those that occur 
during solar inactive times have lower particle counts. Figure 7.3.2 from Dyer et al. [36) shows 
heavy ion LET spectra for some of the largest events for solar cycle 23 plotted with the 
background. For short periods of time during a solar event, the single event effect hazard induced 
by the solar heavy ions greatly exceeds the GCR hazard. 
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7.4 Galactic Cosmic Ray Variations 
The galactic particles are always present; however, their intensities rise and fall slowly with 
solar activity cycles. The Sun modulates a set of local interstellar spectra at the outer boundary of 
the heliosphere [80). The modulation can be defined by a single parameter, which is a function of 
distance from the Sun, the speed of the radial solar wind, and a radial transport particle diffusion 
coefficient. As with the trapped proton population, GCRs are at their peak level during solar 
minimum and at their lowest level during solar maximum. The length of the GCR modulation 
cycle is 22 years. The difference between the extremes of the solar minimum and maximum 
fluence levels is approximately a factor of 2 to IO depending on the ion e!'lergy. Figure 7.4.1 
shows the slow, long-term cyclic variation of the cosmic ray (C, N, 0) fluences for a 20-year 
period as measured by the IMP-8 spacecraft. Superi~posed on the GCR levels are unpredictable, 
sudden rises in the flux levels due solar energetic particles events. 
7.S Trapped Particle Variations 
It was noted in Section 5.3 that the trapped particle populations are stable over long periods 
of time. However, when viewed on shorter time scale, trapped particle population levels and 
distribution in the magnetosphere are not static. The inner zone is a fairly stable population with 
the exception of the slow drift of the SAA (see Section 7.1). In contrast, the outer zone flux 
levels are dynamic to the degree that any variations due to solar cycle are masked by other 
dynamics. The variability can be over 6 orders of magnitude in the regions of L approximately 
2.5 to 5. 
One variation is the cyclic rise and fall of the fluence levels in response to the cyclic variation 
of the Sun's activity. The solar cycle has opposite effects on electron and proton levels. The 
electron and proton flux levels are lowered during the maximum phase of the solar cycle because 
the increased solar activity increases the atmospheric scale height. This, in turn, results in 
increased removal rates of trapped particles due to collisions. Hence, the proton population 
decreases during solar maximum as shown in Figure 7.5.1 which plots trapped protons fluxes as a 
function of time. At the same time that particles are being lost into the atmosphere, electrons are 
injected into the magnetosphere at greater rates during solar maximum increasing the electron 
levels above the atmospheric Joss rates. Therefore, the net effect on the electrons d~ring solar 
maximum is an increase in particle populations. The magnitude of this variation is not the same 
for all regions in the magnetosphere. 
Other variations are superimposed on the changes caused by the cyclic nature of solar 
activity. Local time variations caused by the lack of azimuthal symmetry of the geomagnetic field 
for L > 5, and fluctuations caused by the rotation of the Sun. Figure 7.5.2 shows, the LT variation 
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becomes more marked with increasing L. A 27-day cyclic variation due to the rotation of the Sun 
is superimposed on the LT variations. This 27-day variation, as measured by the GOES 
spacecraft, can be seen in Figure 7.5.3. 
The trapped particle levels and locations are highly dependent on particle energy, altitude, 
inclination, and the activity level of the Sun, and the levels are highly dynamic. The slot region 
between the inner and outer zones (2 < L < 2.8) and the outer zone (L >2.8) proton and electron 
populations can increase above averages by several orders of magnitude due to changes in the 
magnetosphere induced by solar and magnetic storms. Figure 7.5.4, a plot of measurements of 
trapped electrons over a 1-year period, shows changes in the extremely dynamic outer zone and 
the slot region filling periodically with storm electrons. Due to their complex distribution and 
dependence on long- and short-term solar variability, the trapped particle populations are difficult 
to model and forecast. 
7.6 Atmospheric Environment Vad ations 
The galactic cosmic rays are the primary particles that produce the secondary neutrons and 
protons in the atmosphere, therefore, it is the variations in the GCRs intensities that cause most of 
the variations observed in the secondary neutron and proton levels. For example, neutron levels 
·rise and fall in the same I I-year solar cycle that modulates the GCRs. Also, the ability of a heavy 
ion to penetrate the magnetospher~ is determined by its magnetic rigidity (see Section 3.4) which, 
in turn, is dependent on geomagnetic latitude. Magnetic disturbances occur more frequently 
during the active phase of the solar cycle increasing the· ability of GCRs to penetrate the 
magnetosphere thereby increasing the levels of secondary partlcles. Atmospheric conditions, 
especially barometric pressure, also affect the neutron levels. In 1990, Dyer et al. demonstrated 
that the neutron levels were increased by 5-fold du~ing the October 1989 solar events using 
measurements from the CREAM monitor on the Concorde [81]. 
Figure 7.6. 1 shows the count rate in CREAM channel 1 (19fC to 46fC, LET 6.1 MeV cm2 g' 
1) plotted as monthly averages for the GV ranges 54,000-55,000 feet and 1-2 GV. The rates show 
a clear anticorrelation with the solar cycle and track well with the neutron monitor at Climax 
Colorado (altitude 3.4 km, cut-off rigidity 2.96 GV). The enhanced period during September and 
October 1989 comprised a number of energetic solar particle events observed by ground level, 
high latitude neutron monitors and the Concorde observations are summarized in Table 7.6.1 
[84]. The enhancement factors are the ratios between flight- averaged count rates at greater than 
50,000 feet during the solar particle events and the rates during immediately preceding flights on 
identical routes when only quiet-time cosmic rays were present. The charge-deposition thresholds 
of each of the channels are also given. 
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Dyer and Lei [60] calculated the neutron fluxes in the atmosphere during large solar particle 
events using Monte-Carlo radiation transport in conjunction with data from ground-level neutron 
monitors and space borne detectors. Some success has been obtained in fitting the results from 
Concorde and it has been demonstrated that such events can produce high rates of SEU, up to 
several hundred times the cosmic ray rates, for high latitude routes even at subsonic altitudes of 
less than 40,000 feet. 
8 Model Development 
When modeling, particles are treated as isotropic and omnidirectional with the exception of 
plasma, low altitude trapped protons ( <500 km), and cosmic radiation on the ground. There are 
large spatial and temporal variations in the constituency and density of the environments; 
therefore, exposure to the environment is highly dependent on the location of the spacecraft. 
8.1 Heavy Ion Models 
8.1.1 Early Estimates 
In 1965 when James Vette [82] compared the levels of solar "flare" protons and galactic 
cosmic rays based on work by H. H. Malitson and W.R. Webber (83], the primary concern was 
dose levels on spacecraft components, which was considered a non-issue in the presence of 
protons and electrons. Later, James Haffner discussed the concern for the GCR contribution to 
total dose on spacecraft in his 1971 (84]. He presented values for the levels of galactic cosmic 
rays and estimated that the expected GCR dose for the Grand Tour Missions· to the outer planets 
was in the range of a few hundred rads. 
8.1.2 The Cosmic Ray Effects on Microelectronics (CREME) Code 
After the discovery of cosmic ray induced single event upsets on microelectronic devices, a 
team at Naval Research Laboratory led by James Adams recognized the need for a 
comprehensive software package to calculate single event upset rates in space that integrat.ed 
environment predictions with particle interaction models. They embarked on the task of 
• The Planetary Grand Tour was an ambitious plan to send probes to the outennost planets of the solar 
system. The Grand Tour would have exploited the alignment of Jupiter, Saturn, Uranus, Neptune, and 
Pluto, an event that would occur in the late 1970s, and not recur for 176 years. A probe sent to Jupiter could 
use that planet as a gravitational slingshot to extend its trajectory to planets further out in the Solar System. 
The original proposed mission design had four probes. The first two, launched in 1976 and 1977, would fly 
by Jupiter, Saturn, and Pluto. The other two, launched in 1979, would fly by Jupiter, Uranus, and Neptune. 
NASA budget cuts eventually doomed the Grand Tour missions in 1972, as well as later proposals for a 
"mini grand tour". However, many elements of the Grand Tour were added to the Voyager program. The 
two Voyager probes, launched in 1977, were originally meant to fly by Jupiter and Saturn. But Voyager 2 
used the fortunate alignments of the outer planets and was able to add close flybys of both Uranus and 
Neptune. Voyager 2's mission has specifically come to be regarded as the "Grand Tour." 
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developing a comprehensive computer tool that could be used by researchers and engineers. Due 
to the extent of the upset problem, the effort had to include compilation of data sets for GCR and 
solar heavy ion populations, development ofGCR and solar heavy ion models, evaluation of solar 
proton data and models, development of magnetospheric cutoff calculations, analysis of 
spacecraft shielding effects, and development interaction models for upsets due to heavy ions and 
protons. Adams et al. produced two Naval Research Laboratory (NRL) Memorandum Reports, 
which reported on topics related to this task [85,86]. The first report, published in I 981, contained 
a comprehensive review of the near-Earth particle environment. 
8.1.3 The CREME Heavy Ion Environment Models 
The GCR environment model was based on data from several researchers collected through 
1980. (see Adams [85]). Because of the dissimilar shape of their energy spectra, the hydrogen, 
helium, and iron ion distributions were treated as s_eparate cases, and the other elements were 
scaled to one of the three spectra, as appropriate, using the relative abundances of the elements. 
Four different models of the GCR environm~nt were developed, one of them being the well 
known "90% worst case environment". 
The solar hea~ ion environment was more difficult to model because of the unavailability of 
a good data set from spacecraft instrumentation. Adams et al. assumed that the solar particle 
events with the highest proton fluxes are always heavy ion rich and estimated fluence levels for 
the higher energy solar heavy ions (> I MeV) by scaling the abundances to protons. Eight 
different models of the solar heavy ion environment were developed because, without the benefit 
of comprehensive space measurements, the authors had to account for all possible solar activity 
conditions. 
8.1.4 Extending the Models to a Rate Prediction Tool- CREME86 
In J 982 Adams et al. presented a paper [87] that, with a paper by Edward Petersen et al. [88], 
essentially laid the groundwork for the CREME86 code. This code was the first end-to-end 
desktop capability to calculate radiation environments throughout near-Earth regions and to use 
laboratory test parameters from devices to calculate the rate of a radiation effect. The simple title, 
---
"The Natural Radiation Environment Inside Spacecraft," does not reflect the complexity and 
groundbreaking nature of the work. The paper reviewed the work on the development of the 
environment models [85] and presented methods to calcuJate the transport of particles through the 
magnetosphere and through spacecraft shielding. The authors also showed the utility of using 
linear energy transfer (LET) spectra to represent the heavy ion environment in a form that 
condenses the energy spectra of all ions into a compact expression and that can be applied to 
calculating energy transfer in microvolumes. W. Heinrich constructed the first LET spectrum 
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describing the ion environment in space in 1977 for biomedical purposes [89] (see also [90]). In 
1978 James Pickel and James Blanford showed the applicability of the LET spectrum to the 
single event upset problem in microelectronics [91]. The resulting CREME [92] code was first 
released in 1986. 
CREME offered four different models of the GCR environment, specified in the code by the 
"M" input parameter. In 1992, it was recommended that only two of the four GCR models the old 
CREME code be used [93]. Because of mounting evidence that the anomalous component is 
singly ionized, the "M=2" environment option was considered inaccurate because it calculates a 
fully ionized anomalous component. Also, the "M=3" option or the so called "90% worst case 
environment" was no longer recommended as a standard environment for device comparisons. 
This environment calculates GCR spectra for peak solar minimum conditions and adds in 
particles from medium sized solar events with energies less than 100 MeV/nucleon. The 
additional fluence levels were determined such that instantaneous fluxes will occur with a 10% 
probability. (Larger events were modeled in the solar particle models of CREME.) These 
conditions only o·ccur for very short time periods during a mission. Therefore, Petersen et al. [93] 
recommended that the "M=l" option for the peak of the solar minimum (YEAR= 1975.144) be 
used to provide fluxes for normal conditions and that the "M=4" option be used to calculate the 
solar minimum spectrum with the singly ionized component to predict worst case GCR levels. An 
uncertainty factor of 2 was defined for the models. 
· Peterson et al. also pointed out that the solar cycle modulation function is not correct because 
it is based on an 11-year modulation cycle and not the correct 22-year cycle. Other models of the 
GCR environment, including the CHIME model, [94] a model by Badhwar and O'Neill [95], and 
Boeing's MA CREE [96], were developed with the goal of improving the solar cycle modulation 
of the GCRs. The CHIME model is based on measurements taken on the CRRES satellite. 
Besides the solar cycle modulation, the major differen~e between CHIME and the old CREME 
model is the particle flux database. The low energy enhancements resulting from medium solar 
events are not part of the CHIME GCR database. Instead, they are included in the solar particle 
event data. The GCR environment of the MACREE model is the same as that used in the old 
CREME package. The authors of the Badhwar and O'Neill model added measurements taken 
after 1980 to the GCR database. 
8.1.5 Updates to the CREME Code 
For ten years the CREME86 code was a standard for calculating heavy ion environments. As 
knowledge of the radiation environment increased, it became apparent that the CREME86 models 
could be improved. Using ISEE 3 data, Reames et al. [97] found an inver~e correlation between 
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proton intensity and the iron/carbon heavy ion abundance ratio and that the composition of a solar 
particle event was a result of the location of the event on the Sun. This contradicted Adams' 
assumption that all solar events are He rich, meaning that the solar heavy ion models were 
probably over predicting. Dyer et al. [98) measµred LET spectra during the March J 991 event 
with the CREDO instrument on UoSA T-3. When they compared the measurements with LET 
' 
calculated using the CREME86 solar heavy ion models (Figure 8. 1.5.1), they found that, in the 
LET range important for single event effects analyses, all of the models severely over-predicted 
the LET levels. 
In the 1990s, NRL recognized the need to update the environment models in the CREME86 
code. Tylka et al. [99] implemented the improved understanding of the GCR environment 
provided by Rikho Nymmik et al. (Moscow State University (MSU) model [100,101)) to simplify 
model selection. In the updated code (CREME96), the models choices are the highest level of 
GCRs (peak during solar minimum including the anomalous component) and the lowest levels of 
GCRs (during solar maximum). These two model choices define the upper an~ lower limits of the 
GCR environment in which a system must perform for a long mission. Also, users have the 
option of calculating GCR levels for a specific date. An improved solar cycle modulation 
function was added to the CREME96. 
The most important update to the code was the solar heavy ion model. William Dietrich from 
the University of Chicago analyzed the solar heavy ion data from the IMP-8 satellite, providing a 
comprehensive set of solar heavy ion space data [43). The data set was especially important for 
modeling the fluences at higher energies. A team led by Tylka used the results to model the solar 
heavy ions based on the October 1989 solar particle event. An · analysis of 100 solar heavy ion 
events in the Dietrich database showed that this event could be used as a representative of a 
"worst-case" environment [99). The CREME96 solar heavy ion estimates are significantly lower 
than the heavy ion models in CREME86. Figure 8.1.5.2 compares the LET energy spectra for the 
CREME86 and CREME96 solar heavy ion models. 
The GCR environment model was also updated to include the analysis of the SAMPEX 
measurements of anomalous cosmic rays (ACRs). With the finding that the ACRs are not singly 
charged over energies of 20 MeV/nucleon, four models in CREME86 were replaced with one 
GCR model in CREME96. 
8.1.6 Recent M_odelsfor Heavy Ion Environments 
Since the early 1990s, O'Neill has made continuous improvements in the Badhwar-O'Neill 
model of GCRs. The most recent improvement is the inclusion of measurements of GCR energy 
spectra for 50-500 MeV/nucleon boron through nickel ions from the Cosmic Ray Isotope 
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Spectrometer (CRIS) on the Advanced Composition Explorer (ACE) These new data was used to 
update the original Badhwar - O'Neill Model and greatly improved the interplanetary GCR 
prediction accuracy. The updated model [102] was shown to . be accurate to within 5%, for 
elements such as oxygen, which have sufficient abundance that over I 000 ions are captured in 
each energy bin within a 30 day period. The solar modulation parameter used in the updated 
model is based on the Climax neutron count, the IMP-8 (z > 8 channel 7), and the ACE oxygen 
ion flux for solar cycles 21, 22, and 23. A new approach by Davis et al. [103] at the California 
Institute of Technology (CIT) shows application of a cosmic ray interstellar propagation and solar 
modulation model provides an improved fit to the ACE measurements compared to radiation 
environment models currently in use. The Badhwar-O'Neill, MSU, and CIT models are compared 
with ACE measurements of carbon, oxygen, silicon, and iron ions in Figure 8.1.6. I. 
A team led by Xapsos identified the concern that the solar heavy ion model currently in 
CREME96 does not have a true statistical basis and may misrepresent a worst case environment. 
Dyer et al. [104] made comparisons to the CREME96 worst case models and actual solar 
energetic particle events using measurements from the Cosmic Radiation Environment 
DOsimetry (CREDO) Experiment onboard the Microelectronics and Photonics Test Bed 
(MPTB). The data show that three major events during this time period approximately equaled 
the "worst day" model. An example of this is shown in Figure 8.1.6.2 for an event that occurred 
in November 2001. 
Xapsos et al. developed a solar heavy ion model called Prediction of Solar particle Yields for 
CHaracterizing Integrated Circuits (PSYCHIC) [105]. It is a statistical model of cumulative solar 
heavy ion fluences during the solar maximum time period and is based on probabilistic methods, 
analysis of long-tenn satellite measurements of solar particle events, and current knowledge of 
the chemical composition and processes in the solar photosphere. It calculates solar particle 
energy spectra and LET spectra to be obtained for different mission time periods, levels of 
confidence and shielding. See Figure 4.2.4.5 for differential fl uence-energy spectra for protons, 
alpha particles, oxygen, magnesium, iron and summed spectra for Z > 28 calculated with tJ:ie 
PSYCHIC model. 
8.2 Solar Proton Models 
8.2.1 Early Estimates of Solar Proton Levels 
In 1965 Vette compared the levels of solar "flare" protons and galactic cosmic rays based on 
work by Malitson and Webber [83] and noted that the solar protons are low during periods of low 
solar activity. He also pointed out that they were considered a serious hazard for astronauts on 
Apollo missions. To predict the solar proton environment for the Grand Tour Missions to the 
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outer planets, Haffner compiled all of the existing solar proton data at l AU for 1956-1968, 
including data from Webber, McDonald, Lewis, Modisette, and Mosley (see reference 83). He 
developed fitting functions to fill in missing data that described the onset, rise time, and decay of 
solar events as a function of time. He then reconstructed probable values based on sunspot 
numbers by using predictions of future sunspot numbers developed by Weddell and Haffner 
(106]. To estimate the diffusion of the solar protons throughout interplanetary space, Haffner 
assumed a spatial dependence of l/r2 where r is measured in AU, which is an approximation still 
used today. The method was used to predict the expected solar particle environment for each year 
from 1970 to I 989. Haffner pointed out the large uncertainties in predicting solar particle levels. 
8.2.2 The First Statistical Models 
As concern grew over electronics and human exposure to solar protons and as the amount of 
available on-orbit particle measurements increased, the use of compilations of data for estimating 
solar proton levels was replaced by modeling efforts. In 1974 Joseph King (107] published the 
first statistical model for solar proton events using Poisson distributions. He concluded from his 
analysis of proton data from the 20th solar cycle that solar proton events could be classified into 
"ordinary" and "anomalously large". This was based on the fact that only one anomalously large 
event occurred in the 20th solar cycle, the August 1972 event. That event alone accounted for 
84% of the total proton fluence in the solar cycle at energies E > 30 MeV. However, when Joan 
Feynman et al. [108] added cycles 19 and 21 data to the solar proton event database, they were 
able to conclude that individual solar proton events actually form a continuum of event severity 
from the smallest to the largest, blurring the distinction between ordinary and anomalously large 
events. 
8.2.3 Engineering Oriented Statistical Models 
Many large events similar to the August 1972 event occurred in cycle 22 increasing concern 
\ 
about the validity of the solar proton models. With the goal of improving the ability to address 
practical aspects of spacecraft reliability, a team led by Xapsos began compiling solar proton data 
for solar cycles 20, 2 1, and 22 and using statistical techniques to derive probability distributions 
of cumulative solar proton fluences. A review of the data sets can be found in Reference (109]. In 
1996 Xapsos et al. (1 10] presented a paper that described the application of extreme value theory 
to determine probability of encountering a single large event over the course of a mission. They 
also used compound Poisson process theory to describe the probability of encountering various 
fluence levels during a mission. The work of the Xapsos team confirmed the Feyman conclusion 
that a "typical event" cannot be defined and was used as the basis to develop the Emission of 
Solar Protons (ESP) model. Later the team updated the model to include data covering the time 
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period from 1966 to 2001 and to extend the proton energy range to over 300 MeV (see PSYCH!C 
model (105). Figure 8.2.3.1 shows a comparison of the King, Feynman, and Xapsos models. 
Some missions are planned for times when the Sun is mostly in its inactive phase, i.e., during 
solar minimum. Usually, it is assumed that there are no solar events during that period which is 
not the case. Model developers have used Monte Carlo based approaches to parameterize the 
number of events that are predicted as a function of time throughout the solar cycle for predicting 
cumulative fluences during periods of low solar activity. One such model is that developed by 
Nymmik [111]. Xapsos et al. also analyzed solar minimum time periods and developed models 
for three average solar proton flux levels that allow varying degrees of conservatism to be used 
(112]. 
The Xapsos team also worked on understanding how to define the peaks of solar proton 
events. To accomplish this, they applied Maximum Entropy Principle (MEP) to select the least 
biased event probability distribution. The MEP, used for earthquake predictions, is valuable for 
analyzing incomplete data sets. They validated the results with Lunar Rock Records dating back 
to ancient times [1 13]. The Xapsos team continued their work by establishing worst case solar 
proton spectra for solar events [114]. When comparing their model with the CREME96 [99) 
"worst-week" solar proton model, which was based on the October 1989 solar particle event, they 
found that, statistically, the CREME96 model is closer to a 90% worst case event model (115]. 
Xapsos et al. combined the model elements into the Emission of Solar Protons (ESP) model, 
which is available as a computer code [115,116]. 
Solar particle intensity also varies with distan?e from the Sun. As particles move away from 
the Sun, the particles diffuse into the larger volume of space. Spacecraft near the Earth have 
provided us with a large data set of particles measurements so particle intensities are scaled as a 
function of distance from the Earth. (The Earth is at 1 AU or the distance between the Sun and the 
Earth). We know from Pioneer and Voyager measurements that the particle intensity varies by 
1/r where r is in units of AU as move away from the Earth. Because we have so few 
measurements as we move closer to the Sun (less than lAU), we are not certain about the 
variation of particle intensity. Estimates range from 1/r2 to l/r3• 
8.3 The Earth's Radiation Belts 
8.3.1 The Beginnings of the Radiation Belt Modeling Program 
The production of enhanced radiation levels by the Starfish explosion and others and the 
ensuing problem of shortened spacecraf:t lifetimes emphasized the need for a unifonn, 
quantitative description of the trapped particle environment. Wilmont Hess of the National 
Aeronautics and Space Administration's (NASA's) Goddard Space Flight Center (GSFC) 
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developed the first empirical models of the trapped radiation belts. Using data from several 
satellites, he began constructing quantitative . radiation models for inner zone protons and 
electrons. These models were designated as PI, P2, etc. and El, E2, etc. Starting in 1962 and 
continuing through the late 1960s, several series of satellites were launched with instruments 
designed to measure the effects of Starfish, providing a large volume of particle data. In late 
1963, James Vette of Aerospace Corporation and later of NASA/GSFC was appointed to lead a 
trapped radiation environment modeling program jointly funded by NASA and the United States 
Air Force (USAF). At that time, there were several groups actively involved in trapped particle 
measurements, including Aerospace Corporation, Air Force Cambridge Research Laboratory 
(now Phillips Laboratory), Johns Hopkins/Applied Physics Laboratory, Bell Telephone 
Laboratories, GSFC, Lawrence Livermore Laboratory, Lockheed Missile and Space Corporation, 
the University of California at San Diego, and the University of Iowa. Each organization agreed 
to make its measurements available to the modeling program. 
In 1965 James Vette of the Aerospace Corporation presented an overview paper of the efforts 
to model the trapped radiation environment [ 117]. He referenced 31 papers from various 
scientific meetings and journals (AGU, Journal of Geophysical Research, etc., see reference 117) 
where measurements and modeling results ·had been presented. Vette reviewed the efforts to 
model the outer zone particles, stressing the difficulty of developing static maps of the d)'.namic 
electrons in that region. He compared the lifetimes of the outer particles (minutes) to those of the 
inner zone (years). As his paper demonstrates, the modulation of the electrons driven by the 27-
day solar rotation period and the fluctuations connected with magnetic activity were known at 
that time. Rather than presenting maps of the dynamic outer zone, he gave "typical" integral 
spectra. It was known at the time that the protons in the outer zone are more stable, are more 
closely confined to the magnetic equator, and have a "soft spectrum". With respect to damage to 
spacecraft, he noted that outer zone protons affect only unshielded devices, but that electron 
exposure during long missions will result in measurable effects. 
Vette presented the AE-1 • map of the inner zor:ie electron model and the newly developed AP 
maps for protons with energies greater than 4 MeV. He noted that the natural inner zone electron 
population was not well known before Starfish and that S!arfish electrons dominated the 
population levels in regions below L of 1.8. He also stated that, before Starfish, protons up to 
several 100s ofMeV dominated the inner zone. Interestingly, as an aside, Vette made reference to 
a then recent observation by Mcilwain that a redistribution of protons at > 34 MeV followed a 
large magnetic stonn in the L = 2-3 region [118]. 
0
The "A" is for Aerospace Corporation where Vette first worked on the models. 
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8.3.2 Trapped Particle Model Development, 1960s, 1970s, 1980s 
Eight trapped proton models, eight trapped electron models, and one Starfish decay model 
were released during the 27 years that the trapped radiation modeling program was operative. The 
trapped particle models that are most often used at this time are the AP-8 [55] for protons and the 
AE-8 (56] for electrons. The AP-8 model, released in 1976, was the culmination of a long-term 
effort to include all of the previous models under one common approach and to include all of the 
data after 1970. After 1977, the modeling budget was significantly reduced so a similar effort to 
consolidate the ~lectron models into the AE-8 model was not completed until 1983. The formal 
documentation of that model was released in 19.91. 
The AP-8 and AE-8 models include data from 43 satellites, 55 sets of data from principal 
investigator instruments, and 1,630 channel-months of data. By the 1970s, scientific interest had 
shifted from trapped particles to the plasma regime to determine the physi~al mechanisms of 
particle energization and transport. As a result, the number of new data sets available for trapped 
radiation environment modeling was drastically reduced. It was not until the measurement of 
I 
storm belts by the CRRES mission in 1991 that concerns were renewed about the ability to model 
the trapped radiation belts to sufficient accuracy for using modem microelectronics in space. 
8.3.3 The Storm Belts - The CRRES Mission 
A discussion of developments in our knowledge of the trapped radiation environment cannot 
be complete without including the contributions that were made by the CRRES mission. Not only 
did the mission provide data for radiation belt modeling, but it also rekindled interest in radiation 
belt science. The CRRES satellite carried a full complement of particle detectors, and its 
geosynchronous transfer orpit of 350 km perigee and over 30,000 km apogee at 18° inclination 
was. ideal for measuring radiation belt particles. Unfortunately, the CRRES launch was too late to 
measure the large September and October 1989 solar events. However, CRRES was in operation 
for the second peak of solar cycle 22 and observed the largest magnetic event ever recorded in 
March of 1991. Analysis of data from the instruments on CRRES before and after the March 
1991 magnetic stonn showed extremely large redistributions of the trapped particle populations. 
Gary Mullen et al. [ 119] reported that the CRRES proton instrume~t had measured a new proton 
storm belt in the slot region (L = 2-3). In Figure 8.3.3. 1 this belt is seen as a region outside of the 
inner zone belt of protons. In the 1996 Gussenhoven et al. [120] summarized all of the CRRES 
results including a review of this proton belt formation and the production of an electron storm 
belt during the same storm. Recall from Section 8.3.1 that in 1965 Mcilwain previously reported 
that he had observed a redistribution of protons at E >34 MeV fo llowing a large magnetic stonn 
in the L = 2-3 region. 
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8.3.4 European Space Agency (ESA) Model Improvements 
Eamonn Daly et al. [67] identified errors in the NASA models and documentation, including 
a source code error in AP-8-MIN and the fact that the AZUR data set on which the AP-8-MAX is 
based covered a time span of 3 months, not 6 months. They also noted that the Space Shuttle and 
the Long Duration Exposure Facility (LDEF) satellite measured environments in low altitudes 
(300 to 500 km) were from 60 to I 00% higher than those predicted by the AP-8 models. The 
authors determined that a large source of this error is due to the method used to interpolate 
between the B/Bo values in the regions near the atmospheric cutoff. They developed an alternate 
interpolation method that increased the estima!ed fluxes by IO to 40% bringing them closer to the 
measured levels. They also recommend that an additional L increment at the low L values be 
included in the models to give better resolution at steep gradients. This increased the estimated 
fluxes by about 40%. When these two refinements to the interpolation scheme were combined, 
the revised flux levels were much closer to the measured values. Daly's work renewed interest in 
improving the radiation belt models for applications to enabling and commercial off the shelf 
technologies, which can have very low radiation tolerance. 
8.3.5 Radiation Belt Models with Improved Time Resolution 
Analysis of the CRRES instrument and experiment data showed that not only is the 
environment extremely dynamic but also electronic parts respond to the short-term changes. The 
AP-8 and AE-8 radiation belt models, with their · 4-6 year averages, were adequate for long 
mission durations and for long-term degradation effects. However, modern spacecraft and 
instrument systems have serious problems with short-term effects; such as, interference and data 
corruption. With a time resolution of 4-6 years, the radiation belt models place a serious 
restriction on the ability to address design and operation issues of space systems built with 
modem electronics. Several researchers have recognized the need for trapped particle models 
with finer time resolution. 
Four empirical models were developed using CRRES data to estimate short term dynamic 
changes in the particle population, the CRRESPRO [121], CRRESELE [122], CRRESRAD. 
[123], and APEXRAD [124]. While the models are based on data collected over a short 14-month 
period and during solar .maximum conditions only, they give the most comprehensive picture 
available of the environment resulting from a geomagnetic storm. 
Improvements were also made in the long-term time in the low altitude regions of the AP-8 
model. Carl Pfitzer [ 125) plotted predicted flux values for low inclination orbits as a function of 
the average atmospheric density. From this index, he interpolated and extrapolated fluxes from 
the AP-8 and AE-8 models for solar activity conditions. Later Stuart Huston and Pfitzer [ 126] 
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analyzed proton instrument data from the CRRES and TIROS/NOAA satellites with the goal of 
developing a low altitude ( <850 km) trapped proton model with variation over an entire solar 
cycle as a function of solar activity indices (see Figure 7.5)). In 1998 Huston presented the first 
trapped proton model with · true solar cycle variation [ 127]. The proton flux levels were 
determined by using the solar radio flux proxy for atmospheric heating and included the phase lag 
between rise and fall of flux levels and solar activity. 
Recently, the Huston team joined efforts with Xapsos and others at GSFC to add statistical 
variations to the solar cycle driven model thereby adding confidence level information to proton 
levels [128]. This increases the ability to address trapped proton variations for spacecraft design 
and mission planning. 
Daniel Heynderickx and Joseph Lemaire [129] also plotted model fluxes as a function of the 
average weighted density of the atmosphere (ns) that is encountered by a particle on its drift shell. 
They found that the relationship between ns and the AP-8 and AE-8 models fluxes is well 
ordered, especially at low L values. If a practical form for the ns calculation is developed, this 
method could lead to replacing 8 0 with 8 0(ns) when accessing the AP-8 and AE-8 models, 
thereby reflecting solar activity effects. Using data from the proton instrument on the SAMPEX 
spacecraft, they also developed a trapped proton model with improved time resolution [1 30]. 
Figure 8.3.5.1 compares proton energy spectra for the AE-8, Huston et al., and Heynderickx et al. 
models. 
In 2003, Boscher et al. published a model for electrons in geostationary regions of the Earth' s 
radiation belts [131]. This model is the result of an international collaboration between ONERA, 
the French Research Laboratory, and the U.S. Los Alamos National Laboratory. The model is 
based on two and a half solar cycles of electron outer radiation belt measurements from Los 
Alamos National Laboratory geostationary satellites, covering the period 1976-2001. The 
measurements were cross calibrated between the satellite instruments and referenced to CRRES 
observations. The model takes into account the solar cycle variation. Since the release of the fi rst 
geostationary electron model, two updates have been published [132,133]. The model is shown as 
a function of time for several energy levels in Figure 8.3.5.2. 
Another model development was initiated because of the need to address the vulnerability of 
spacecraft materials to internal charging in geostationary electron environments. Since the threat 
from electrostatic discharges is related to the occurrence of flux enhancements, the standard mean 
flux models like the AES are not appropriate. The FLUMIC (Flux Model for Internal Charging) 
was developed to provide a worst case charging environment [134]. The latest version of the 
model relies heavily on data from the GOES/SEM and STR V-1 b/REM instruments. The 
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FLUMIC model is included in the DICTAT internal charging tool [135). Figure 8.3.5.3 shows a 
comparison of the comparison of "Worst Case" POLE, CRRESELE, and FLUMIC Models with 
the AE-8 Model. 
In October 2004, the ~ational Aeronautics and Space Administration's Living With a Star 
Program sponsored the "The Working Group Meeting on New Standard Radiation Belt and Space 
Plasma Models for Spacecraft Engineering (October 2004, College Park, MD)" [ 136]. The 
Workshop was organized and Jed by Janet Barth from NASA with co-leads from the Aerospace 
Corporation, the Air Force Research Laboratory, and the European Space Agency. Members of 
the international radiation belt and space plasma modeling community (industry, National 
Aeronautics and Space Administration, Air Force Research Laboratory, the Department of 
Defense, and the European Space Agency) attended, focusing on the development of the next 
generation of radiation belt models to replace the AP-8 and AE-8 models with the primary 
purpose for the development of new models is the reduction of risk and costs associated with the 
exposure of spacecraft componen~s ahd instruments to the space radiation environment. The goals 
of the workshop were to report and document recent progress on radiation belt model 
development and to complete a roadmap for the development of new standard radiation belt and 
space plasma models for spacecraft engineering. 
The most important result of the workshop was user community developed model 
requirements which were derived from the United States Space Technology Alliance's Space 
Envirorunent and Effects Working Group and from the European Space Agency's Space 
Environment and Effects Program. Plenary sessions reviewed new developments in radiation belt 
models for protons and electrons, space plasma models; data set availability and calibration, and 
current and planned missions and instrumentation for space radiation environment modeling 
purposes. In total 35 presentations were given over three days. The workshop provided inputs to 
agencies for future investments, agreements on interagency cooperation, long-term modeling 
goals of the participants and their institutions, and community agreement on data set management 
and the model standardization process (137]. Also, two new models were proposed for data set 
review and standardization. The models cover critical regions in space for space agencies, 
military, and commercial spacecraft missions, namely, low altitude protons (a combination of the 
Huston and Pfitzer [127] and Heynderickx et al. models [ 130)) and geostationary electrons (the 
ONERA/Los Alamos "POLE" model 131). Both models have progressed through committee 
review and have been opened up for comments from the modeling community as a final step for 
standardization. 
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Since the NASA workshop in 2004, the National Reconnaissance Office (NRO), the Air 
Force Research . Laboratory (AFRL), the Aerospace Corporation, Los Alamos National 
Laboratory (LANL) and the Naval Research Laboratory (NRL) formed a partnership in 2006 to 
produce an ·improved version of the trapped radiation belt and plasma models, the AE-9 and AP-9 
for electrons and protons, respectively. This model upgrade will offer significant improvements in 
terms of the radiation hazards specified, accuracy and uncertainty quantification, spectral and 
spatial coverage, and time-correlated probability of occurrence statistics [138]. The goal of the 
program is to provide models that are applicable to a wide range of radiation effects problems 
(e.g., single event effects, spacecraft charging, plasma effects), unlike the AP-8 and AE-8 that 
were designed for long-term degradation of electronics. 
A goal of the NASA's Living With a Star Program is to increase our knowledge of the 
radiation belts surrounding the Earth. NASA will launch two satellites (Radiation Belt Storm 
Probes) into the radiation belts to discover the fundamental physics underlying the source, loss, 
and transport processes that govern the levels of particles in the radiation belts. The data will be 
used to improve the AP-8 and AE~S models and as a supporting data set f9r the development of 
the AP-9 and AE-9 models. 
8.3.6 Dynamic Models-Space Weather Simulation 
One of the most important conclusions from the CRRES program was that existing theory 
cannot explain the particle penetrations deep into the magnetosphere observed by Mcilwain and 
Mullen et al. The frequency of occurrence of these atypical events is also unknown, therefore, 
applying current models to setting design and operational rad-h~rd requirements creates 
uncertainties that are impossible to quantify. Dynamic environment simulations are a method that 
could be used to address this issue. Boscher et al. [139) reviewed modeling techniques that 
provide computer generated models of trapped particle transport during storms. Bourdarie, 
Boscher, and others [140] have continued to develop a 4-D diffusion code (Salammbo) to 
calculate the transport of particles throughout the inner magnetosphere shown in Figure 8.3.6.1. 
They applied the code to several problems, including calculation of the transport of existing and 
injected particles during storms, determination of the ring current growth using calculations for 
both protons and electrons, and discovery of the process by which· high energy particles are 
totally removed from the internal magnetosphere. Case studies have been validated using CRRES 
and STRV-l b measurements [141]. In the future the authors plan to drive the model with 
interplanetary magnetic field strength thereby greatly increasing the database for running the code 
and providing statistics for a range of conditions for a given time period. 
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Unlike other dynamic model developments that are focused strictly on space weather 
forecasting, one objective of the Salammbo model development program is to produce an 
engineering tool that will predict electron fluxes and their dynamics in Earth's radiation belts for 
the problems of spacecraft linked to the radiation ·environment for evaluating risks due to internal 
charging and discharges and total dose effects. The modeling effort considers electrons in the 50 
keV to 10 MeV energy range. The model takes into account the radial diffusion by magnetic and 
electric field fluctuations, friction process by the thermospheric atoms and molecules, coulomb 
interactions with free and bounded electrons, wave-particle interactions (plasmaspheric hiss, 
whistlers, VLF), and synchrotron radiation losses. Figure 8.3.6.2 shows the results of a model 
simulation of a stonn in the magnetosphere. 
8.4 Trapped Radiation at Other Planets 
After numerous missions to explore the Earth's radiation belts and interplanetary space, 
scientists became interested in exploring the outer planets. In 1971, Haffner [142] presented an 
overview of the solar "flare':, galactic, and magnetically trapped particle radiation expected 
during missions to the four outer planets, Jupiter, Saturn, Uranus, and Pluto. He estimated the 
environment levels from data and models and predicted mission doses. The ability to predict the 
environments at the outer planets was greatly hampered by the Jack of measu~ements of the 
interplanetary environment beyond 1 AU and by the lack of any measurements of the trapped 
_radiation environments of Jupiter and Saturn. 
Haffner presented estimates of the trapped radiation belts of Jupiter and Saturn. It was 
theorized that Jupiter and Saturn had belts similar to those of the Earth based on decametric 
(bursts) and decimetric (quasi-steady state) radio frequency radiation emitted by Jupiter and 
Saturn. Similar rf radiation emission was measured from the Earth's belts. The decimetric 
radiation is due to synchrotron emission of the electrons trapped in the magnetic field, the 
decametric radiation is associated with one of Jupiter's moons, Io. Based on assumptions about 
the limiting_ particle fluxes, similar relationships in Jupiter's and Earth's magnetic · fields, and 
particle and plasma densities and by ignoring the effect of the planet itself, Haffner derived 
relationships between the magnetic field at Jupiter's equator, the particle density relative to the 
plasma . stability limit, and · the effective inner radius of the Jovian belts. From that set of 
parameters, the electron dose rates for mission flybys were estimated. 
The same methodology could not be applied to trapped protons because they do not radiate as 
the electrons do. Haffner pointed out that theory explaining the source and loss mechanisms for 
protons or electrons in the Earth's belts that could be applied to estimating the proton belts of 
Jupiter did not exist. Therefore, he had to base the proton estimates for Jupiter and Saturn on the 
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ratios of the protons/electrons in the Earth's Van Allen belts. He used these estimates to calculate 
doses for the missions. 
In 1972 Kase followed up Haffner's work with a presentation that focused on concerns about 
displacement damage on spacecraft electronics due to proton and neutron environments [143]. In 
addition to natural sources, Kase presented the problem posed by having neutron emitting radio-
isotope thermoelectric generators (RTGs) on board spacecraft. Kase also revisited the problem of 
modeling the proton belts of Jupiter. By that time, Divine had developed nominal and upper ~imit 
models of the proton belts [144]. The three orders of magnitude difference between the two 
models was an indication of the inaccuracy inherent in the unvalidated theoretical approach. It 
was expected that the proton spectra were "very hard" near the surface of Jupiter and softer at 
great distances. 
8.4.1 Measurements of the Grand Tour Mission 
The Pioneer missions to the outer planets carried instruments to measure the radiation 
environment. The measurements showed that the radiation was orders of magnitude higher than 
expected. Peak intensities of electrons in the belts, as measured by Pioneer 10, were 10,000 times 
greater than Earth's maximum. Also, the electron energies were found to be greater than 20 MeV. 
Protons were several thousand times as intense as Earth's belts. The inner radiation belts .of 
Jupiter, as measured by Pioneer 10, had the highest radiation intensity so far measured, 
comparable to radiation intensities following an explosion of a nuclear device in the upper 
atmosphere. Pioneer 11 con finned these high intensities. In the inner region of the magnetosphere 
high energy protons exceeding 35 MeV appear to peak in two shells; the outer shell was detected 
at 3.5 Jovian radii by Pioneer 10, and confinned by Pioneer 11, and an inner shell, discovered by 
Pioneer 11, has a peak at 1. 78 radii of Jupiter. Pioneer 11 also found that there is a greater flux of 
en~rgetic particles at high Jovian latitudes than would have been expected from the measurements 
made by Pioneer l 0. It also discovered that the flux of energetic particles peaks on either side of 
the dipole magnetic equator [145]. This discovery led to the need to retrofit the ·Galileo spacecraft 
with radiation hardened bipolar processors, beca~se the spacecraft design with unhardened 
processors had been fixed before the arrival of the Pioneer spacecraft at Jupiter [146]. The models 
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of the Jupiter radiation environment were updated using data from the missions to the outer 
planets [147]. 
Saturn also has radiation belts; however they are not nearly as intense as those of Jupiter 
because the rings around Saturn deplete the particle levels near where their peak would occur. 
Measurements from instruments on the Cassini spacecraft were used to improve the SatRad 
model which was originally based on data from the Pioneer and Voyager missions. 
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8.4.2 Models Post-Galileo 
Insoo Jun et al. [148] used measurements of the high-energy, omni-directional electron 
environment taken by the Galileo spacecraft Energetic Particle Detector (EPD) to develop the 
Galileo Interim Radiation Electron (or GIRE) model of Jupiter's trapped electron radiation in the 
jovian equatorial plane for the range 8 to 16 Jupiter radii (1 jovian radius= 71,400 km). Ten-
minute averages of these data formed an extensive database of observations of the jovian 
radiation belts between Jupiter orbit insertion (JOI) in 1995 and 2002. These data were then 
averaged to provide a differential flux spectrum at 0.174, 0.304, 0.527, 1.5, 2.0, 11.0, and 31 
MeV in the jovian equatorial plane as a function of radial distance. This omnidirectional, 
equatorial model was combined with the original Divine model of jovian electron radiation to 
yield estimates of the out-of-plane radiation environment. The GIRE model was used to the total 
dose for the Europa mission, and it was found that the prediction of the GIRE model is about a 
factor of 2 lower than the Divine model estimate over the range of I 00 to I 000 mils (2.54 to 25.4 
mm) of aluminum shielding, but exceeds the Divine model by about 50% for thicker shielding 
(see Figure 8.4.2.1). Though GIRE covers the equatorial plane of Jupiter, it can be extended by 
assuming the pitch-angle distribution provided by the Divine and Garrett model. It applies for 
electrons with energies from 0.5 to 30 MeV [149]. 
A model is based on the Earth Salammbo code, developed by ONERA/DESP, was adapted 
for the Jupiter radiation belts. It has been validated for protons and electrons for radial distances 
from the planet's surface up to the orbit of Europa [149]. The spatial range of the model extends 
from the surface to L = 9 .5 for the electrons and L = 6 for the protons. It includes electrons and 
protons with energies from I to 600 MeV and I MeV to I GeV respectively. 
8.5 Atmospheric Radiation 
Two coordinat~ systems are commonly used to define the neutron distributions, energy-
altitude-latitude and energy-atmospheric depth-magnetic rigidity. Taber and Normand [150] 
developed an empirical model in the energy-altitude-latitude system based on studies by Mendall 
and Korff [151], Armstrong [1 52], and Merker et al. [153]. A model by Wilson-Nealy [154], 
based on the energy-atmospheric depth-magnetic rigidity system, is more recent and more 
comprehensive, but it is not as easy to use as the older model. Taber and Normand believe that 
the older energy-altitude-latitude model is sufficiently accurate for microelectronics applications. 
Figures 8.5.1, 8.5.2, and 8.5.3 represent the Taber and Normand model and also· show the energy, 
altitude, and latitude dependencies of the neutron environment. 
Using the AIRPROP code [ 155], Dyer et al. have shown that cosmic rays and their secondary 
fragments are not the major contribution to SEUs at aircraft altitudes [156]. Later work [157] 
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concentrated on explaining both the altitude dependence and the energy deposition spectra 'using 
a microdosimetry code extension to th~ Integrated Radiation Transport Suite. Figure 8.5.4 shows 
that atmospheric secondary neutrons are the major contribution but that ions start to become 
important at the highest altitudes. Figure 8.5.5 shows that at 30,000 feet the chlrge deposition 
spectrum is dominated by neutron interactions at the high end while energetic secondary electrons 
and muons contribute to the low channels. The work of Nonnand et al. [158] arrived at similar 
conclusions on the neutron contribution by scaling results of irradiation of silicon detectors 
obtained at a spatlation neutron source. 
9 Role of Space Environment Definition in Increasing Reliability 
Radiation hardness assurance for space systems is accomplished by addressing the effects of 
radiation on reliability throughout the mission life cycle. Preventative measures and operational 
workarounds are considered during the concept, planning, design, launch, operations, and 
anomaly resolution phases. Note in Table 9.1. l that mitigation measures for alt space 
environment effects must be started in early mission phases. The pre-launch phases are the most 
effective time to prevent anomalies because technology selection and system design techniques 
can be used to minimize risk. However, for most missions, some level of "residual risk" must be 
assumed due to cost constraints, increasing complexity of space systems, unknowns in the space 
environment, and/or unknowns in space environment effects mecha~isms. Possible consequences 
of the residual risk on spacecraft health and safety and on degradation of service must be 
evaluated and mitigated by writing operational countenneasures for spacecraft operators and 
instructing the operators on how to use them effectively. 
Space environment definition needs change dramaticalty as the mission passes from risk 
minimization to risk management modes, i.e., from pre-launch to launch and operations. Figure 
9.1 shows the important role that space climate and space weather models play in increasing 
spacecraft reliability throughout the mission. Statistically based specification or "climate" models 
are used for the design phase, which includes system design and mission planning. The operation 
phase requires "forecasting" models for protecting the systems investment, for mission planning, 
and for personnel scheduling. The third type of model for "nowcasting" the environment is used 
to resolve anomalies so risk can be reassessed for both the operating systems and for other 
systems that are in development. More details on each phase are given in the sections below. 
9.1 Space Environment Definition - Pre-launch 
Space environment models that are used in pre-launch phases of mission development need to 
specify the environment, i.e., they must describe the space climate in which the spacecraft will 
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operate over its lifetime. Below is a description of the factors that are taken into account during 
pre-launch and the space environment information that is required to develop design 
accommodations. 
Issues that are addressed during the mission concept phase include observation requirements, 
observation vantage points, and development and validation of primary technologies. Required 
capabilities at this stage are integrated mission design tools, which include space climate models 
that can simulate the space environment throughout the solar cycle. The minimum requirements 
of the models are that they should represent long term variation over the solar cycle with at least 
I-month resolution, provide worst case estimates, provide confidence levels and represent the 
environment in a broad energy range so they are applicable for surface materials to deeply 
embedded sensors. Spatial resolution is also required so that trades between vantage points can be 
considered. 
Issues that are addressed during the mission-planning phase are observation requirements, 
mission success criteria, architecture trade studies, and risk acceptance criteria. Most 
accommodations for space environment effects are implemented during mission design including 
component selection and testing, subsystem design, shielding requirements, grounding, error 
detection and correction, and estimates of observation loss. Mission planning and design phases 
require similar environment information. Time distributions of levels of activity are needed to 
estimate lost observation time from instrument interference and data corruption. Worst-case 
levels of the space environment are also required for determining the survivability of components 
and the level of required error mitigation. To guide decisions on the acceptable level of risk, 
confidence levels for the space climate models are required and the capability of forecasting 
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models for specific environments of concern should be assessed. One of the most critical features 
of the space climate models is that they cover an energy range that is adequate for addressing 
degradation or interference from the surface (e.g., thermal control materials) to heavily shielded 
systems (e.g., detectors). 
9.2 Space Environment Definition - Launch and Operations 
Good engineering practice is not a guarantee that a spacecraft that will be I 00% free from 
vulnerabilities from the space environment. As mentioned above, this is due to cost constraints, 
lack of knowledge of the development team, increasing compl~xity of space systems and 
technologies, unknowns in the space environment. and unknowns in space environment effects 
mechanisms. As a result, spacecraft are often vulnerable to increases in space environment levels 
during space storms. Therefore, launch and operation phases require models that can forecast 
changes in levels of the space environment due to space storms to protect the space-based asset 
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by shutting down systems or avoiding risky operations, such as, maneuvers, system 
reconfiguration, data download, or re-entry. The minimum requirements of these models are 
spatial coverage from interplanetary to low Earth orbits, information about the level of severity of 
storms, forecasts of quiet times for maneuvers and on-board operations, and must be specific to 
effects on technologies. The need to forecast quiet times is as important as forecasting storms to 
give operators "windows" during which these risky operations can be performed. Spacecraft 
operation facilities find it useful to be able to schedule extra personnel when space storms are 
expected. Forecasts must be specific to the region, the particle population, and the energy range. 
9.3 Space Environment Definition - Anomaly Resolution 
If an anomaly occurs, it is critical to be able to restore a space-based system to normal 
operations quickly regardless of the service provided by the system. Often this is accomplished 
before resolution of the anomaly. However, it is desirable to understand the root cause of the 
anomaly as soon as possible to prevent further disruption of the mission or prevent possible 
damage to the system. Once the anomaly is resolved, the risk to the mission is reevaluated a!1d 
operational countermeasures and design guidelines are updated as required. Note that it is not 
unusual for anomalies to be unresolved, usually due to a lack of information about the local 
environment at the time of the anomaly or inability to pin-point the component and/or system 
where the anomaly originated. Health and safety monitoring on the spacecraft may be inadequate 
to pinpoint the system component that was sensitive to the space environment hazard. Frequently 
the space environment hazard is inadequately defined in terms of spatial resolution or energy and 
particle resolution. Spacecraft for science missions often have data that are valuable for anomaly 
resolution; however, timely access to that data is generally an impediment. 
9.4 Model Requirements Summary 
Space environment models play a crucial role in developing reliable spacecraft throughout 
the mission life cycle. Model requirements change dramatically when a mission moves from pre-
launch phases to launch and operations. The need for space weather models to manage residual 
risk during launch and operational phases is clear. However, space "climate" models are equally 
important because of their crucial role in minimizing risk in pre-launch phases of missions. Table 
9.4.1 summarizes the characteristics that models need to have to be useful for space environment 
mitigation. 
Large uncertainty factors in environment definition translate to large design margins. The 
direct result is reduced system resources due to increased shielding, higher mitigation overhead, 
and/or the use of less capable components. Unknowns in space environments and effects translate 
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directly into large design margins because of the need to reduce risk. Design margins increase 
overhead on systems, reducing capability, and can preclude the use of newer technologies in 
spacecraft systems. 
10 Summary 
The state of the knowledge of the space and atmospheric radiation environments was 
reviewed and found that the success of modeling efforts to produce models of the radiation 
environment that are useful for engineering applications is dependent on our knowledge of the 
environment, the availa~ility of appropriate data for modeling, and funds for modeling and 
validation. We also saw that basic science research often is used to derive the definitions required 
for understanding radiation effects and for developing models that are useful for designing 
radiation hardened systems. Over the past ten years, there has been increasing concern about the 
slow pace of the development of radiation environment models and the lack of an authorizing 
entity to evaluate the interim models that have been developed. Recently, organizations worked 
together to develop requirements for new radiation environment models. Efforts include reviews 
of potential data sets for modeling, definition of requirements for engineering models, and 
reviews of current modeling efforts with assessments of interim models. Appendix A gives a 
· summary of the interim models that are being implemented by spacecraft designers to address the 
deficiencies of the de facto models. 
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Appendix A 
Below is a summary of the de facto models and models that are sometimes used to fill in their 
deficiencies. Table A.1 gives the energy ranges for the trapped particle models. 
De facto model for trapped protons: AP-8 
• Combined Release and Radiation Effects Satellite PROton Model (CRRESPRO) 
o Brautigam et al. sponsored by US Air Force Research Laboratory (AFRL) 
• Low Altitude Trapped Radiation Model (LA TRM) 
o Huston et al. sponsored by NASA 
• Trapped Proton Model-1 (TPM-1) 
o Huston et al. sponsored by NASA and· AFRL 
• SAMPEX/PET Model (PSB97) 
o Heynderickx et al. sponsored by ESA 
De facto model for trapped electrons: AE-8 
• Combined Release and Radiation Effects Satellite ELEctron Model (CRRESELE) 
o Gussenhoven et al. sponsored by Air Force Research La~oratory (AFRL) 
• FLUx Model for Internal Charging (FLUMIC) 
o Wrenn et al. sponsored by ESA 
• Particle ONERA-LANL Environment Model (POLE) 
o Bourdarie et al. sponsored by · ONERA, Los Alamos National Laboratory 
(LANL), and NASA 
De facto models for solar protons: JP91 for cumulative fluence, CREME86/96 for worst case . 
event fluence 
• Solar Particle Event Fluence Model (SPE Fluence Model) 
o Nymmik et al. sponsored by Moscow State University 
o Based on power function distributions of event fluences 
• Emission of Solar Proton Model (ESP) 
o Xapsos et al. sponsored by NASA 
o Based on satellite data from the 21 solar maximum years during solar cycles 20-· 
22 . 
o Uses Maximum Entropy . Principle to generate an optimal selection of a 
probability· distribution, and Extreme Value theory to estimate worst case 
o Calculates cumulative and worst case solar proton fluences 
• PSYCHIC 
o Xapsos et al. sponsored by NASA 
o ESP Model with satellite data set extended to cover the time period of 1966 -
2001 
o Energy range extended to over 300 MeV 
o Includes estimates for solar minimum spectra 
De facto model for GCR heavy ions: CREME86 
• Galactic Cosmic Ray (GCR) Model from Moscow State University (MSU) 
o Solar variation is modeled with diffusion-convection theory of solar modulation 
• Cosmic Ray Effects in MicroElectronics (CREME96) 
o. CREME86 was updated with the GCR MSU Model 
• NASA GCR Model from Badhwar and O'Neill 
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o Similar approach to GCR MSU model with different implementation of the solar 
modulation theory 
• New approach by Davis et al. at the California Institute of Technology (CIT) 
o· Uses transport model for the GCRs through the galaxy preceding the penetration 
and subsequent transport in the heliosphere 
De facto model for solar heavy ions: CREME86 
• CRRES/SPACERAD Heavy Ion Model of the Environment (CHIME) - Chenette et 
al. sponsored by US AFRL 
o Heavy ion abundances scaled to protons results in overestimates 
• Modeling and Analysis of Cosmic Ray Effects in Electronics MACREE) - Majewski 
at al. sponsored by Boeing 
o Heavy ion abundances scaled to alphas results in less conservative estimates 
• CREME96 
o Uses the October 1989 event as a worst case 
o Most extensive heavy ion measurements are for C, 0, and Fe, and remaining 
elemental fluences are determined from a combination of measurements in 1 or 2 
energy bins and abundance ratios 
• PSYCHIC 
o Xapsos et al. sponsored by NASA 
o Has statistical ranges for worst case spectra 
Table A. I: Summary of New Trapped Particle Models 
· Model .·. .# of-Years of,· Spatial Coverage ' .·· Energy Range ' /, D11ta _S~iirce . 
· .. Name· ..... ·; bata·'. '.'. .. ·:';.-:· ' • <MeV) '· " : . ·· · · 
K;RRESPRO 1.2 1.15 < L < 5.5 I < E < 100 CRRES 
LATRM 17 < 1000 km 16< E < 80 TIROS/NOAA 
TPM-1 Depends on I.I S< L < 5.5 I < E< 100 CRRES, 
Region TIROS/NOAA 
PS897 4 1.l<L<2.0 18.S < E < SOO SAMPEX 
CRRESELE 1.2 2.S < L < 6.8 0.5 < E < 6.6 CRRES 
FLUMIC II Outer Zone 0.2 < E < 5.9 Various 
POLE 25 Geostationary 0.03 < E < 6.0 LANL Instruments 
'· 
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TABLE 7.6.1: ENHANCEMENT FACTORS FOR CREAM ON CONCORDE DURING SOLAR PARTICLE EVENTS 
Channel 29 Sep 19 Oct 200ct 22 Oct 240ct 
Number& 1406-1726 1420-1735 0859-1204 1814-2149 1805-2135 Charge 
Deposition 
Threshold 
1 19 fC 3.7 ± 0.02 1.6 ± 0.01 1.4 ± 0.01 1.5 ± 0.01 3.4 ± 0.01 
2 46 fC 4.9:1: 0.1 1.9 ± 0.04 1.6:1: 0.04 1.8 ± 0.04 4.5 :1: 0.06 
3 110 fC 5.7 ± 0.1 2.1 ± 0.07 1.8 :!:0.07 1.9 ± 0.07 5.2:1: 0.1 
4 260 fC 5.9:1:0.2 2.0:1: 0.1 1.8 :1: 0. 1 2.0± 0.1 5.7 ± 0.2 
5 610 fC 5.6 :1: 0.6 2.0± 0.3 2.0 ± 0.4 2.1 ±0.3 4.9± 0.4 
6 I.SO pC 6.1 ± 1.5 3.0 ± 0.7 I.I :1: 0.8 1.0 :1: 0.6 4.3 :1: I.I 
7 3.40 pC (17.4 :1: (30.4 :1: 
17.4) 30.4) 
8 8.10 pC 
9 19.3 pC 
Table 9.1. l: Spacecraft Effects and Mitigation 
Effect Mitil!ation 
Total Ionizing Selection of hardened components, 
Dose Shielding 
Non-ionizing Selection of hardened components, 
Dose Shielding, Plans for degradation, Close 
shutters 
Surface Erosion Selection of materials 
Single Event Selection of components, Error 
Effects correction, Watch-dog timers, Current 
limiters. Ooerational "workarounds" 
Surface Charging Grounding, Material selection, 
Operational "workarounds" 
Deep-dielectric Shielding, Grounding, Material 
Charging selection, Circuit protection 
Impacts Shields, Material selection, On-orbit 
maneuvers 
Drag Fuel consumption estimates, re-boosts, 
Relocation 
f . - ·-
Table 1.1 : Radiation Effects in Space 
R1dl1tlon Effect Impact on Mission Space Environment 
Biasing of Instrument readings, 0.01 • 100keV: Surface Charging Power drains, Elecll'OOS PhyS1cal damage 
Surface Dose Changes in thermal, eled/1cal, and Ultraviolet, Atomic oxygen, 
opUcal properties Particle Radiation 
Oeep-dlelectric Charging Electrical discharges causing physical >100keV: damage Electrons 
Performance degradalion, >100keV: 
Tolal Ionizing Dose Loss of function, Trapped and solar prolons, 
Loss of mission Trapped electrons 
>10MeV: 
Non..fonlzing Dose Degradation of optical components and TraPPed and solar protons, 
solarcens Trapped electrons, 
Neutrons 
Oala corruption, >10 MeV/amu: Protons (Trapped & Solar) 
Single Event Effects Noise on Images, Heavy ions (Galactlc Cosmic Interruption of service, 
Loss of spacecran Rays & Solar) Neutrons 
Table 2: Maximum Energies of Particles 
Particle Type 
Trapped Electrons 
Trapped Protons & Heavy Ions 
Solar Protons 
Solar Heavy Ions 
Galactic Cosmic Rays 
Maximum Energy 
lOsofMeV 
IOOsofMeV 
GeV 
GeV 
TeV 
' 
Natural Variation In 
Environment 
Minutes 
Minutes 
Hours 
Hours 
Days 
Days 
"' 
.. 
/ ,, 
Fig. 2.3.l: The Earth's magnetosphere, diagram adapted from T. W. Hill by P.H. Reiff 
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or ·sorr or 'Hard" 
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N,P = High Energy Nucleons 
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~= Nuclear Disintegration 
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Electromagnebc lnleractions from Meson to Nucleonic Component 
Fig. 2.4.l: Cosmic rays hit the top of the atmosphere and disintegrate into neutrons. Smart and Shea 
._, 
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Table 9.4.1: Summary of Models 
Mission Phase Characteristics of Models 
Pre-launch Levels throughout the solar cycle, 
"Climate" Models Spatial resolution, 
Worst-case environments 
Time distributions of changes in 
levels due to solar activity, 
Confidence levels, 
Broad enenzv ran2e 
Launch & Forecasts specific to the region, 
Operations Forecasts specific to particle 
"Weather" Models population, 
Energy range information, 
Ouiet-time forecasts 
Anomaly Time specific, 
Resolution Location specific, 
"Climate" and Environment component relevant to 
"Weather" Models the effect, 
'Energy spectrum of environment 
comoonent 
Fig. 3 .2.1: The three motions of the trapped particles form drift shells. after Hess 
Fig. 3.2.2: Drift shell of a trappe~ particle. Lemaire et al. 
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Fig. 3.1.1: Dipole field lines calculate? with internal and external field models. 
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Fig. 3.3.2: Magn~tic rigidity as calculated by Shea and Smart. Note that rigidity is lower at higher 
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Fig. 4.2.2.1: Large increases in daily SEU rates are observed during solar particle events. 
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Fig. 5.4. l: An artist's drawing of the Earth's radiation belts. (NASA, Radiation Belt Storm Probe 
mission) 
Fig. 5.4.2: Plot of the proton radiation belt showing the South 
Atlantic Anomaly (SAA) in low altitude regions. (ESA) 
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