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Cluster-analyse is een van de analysetechnieken die zich,
blijkens de vele publicaties van de laatste tijd, in een
toenemende belangstelling mag verheugen. Deze ontwikkeling
doet zich in een aantal wetenschappen zoals in de psycholo-
gie, psychiatrie, biologie, sociologie, de medische weten-
schappen, economie en archeologie gelijktijdig voor. Het is
vooral in de eerste drie wetenschappen dat het begin gezocht
moet worden en waar de vorderingen ook het grootst genoemd.
kunnen worden.
Bij de bewerking van sociologisch onderzoeksmateriaal wordt
de cluster-analyse ook wel toegepast bij het vormen van
"homogene" groepen of clusters onderzoeksvariabelen, zoals
gedragingen, houdingen, meningen, enz. Soms wil men nagaan
welke variabelen sterk onderling samenhangen om tot een re-
ductie in het aantal variabelen te komen, om daardoor een
grotere greep op het verzamelde materiaal te krijgen. Men
gaat er dan van uit dat deze samenvoegingen geschieden zon-
der aanmerkelijk verlies van relevante informatie. In een
ander geval, waarop Johnson (1967, blz. 241) gewezen heeft,
wil men in een groot aantal vrij willekeurig verzamelde ge-
gevens achteraf nagaan of er wellicht enige structuur in te
onderkennen valt. Vanwege het ontbreken van een goede onder-
zoeksopzet, is dit een minder aantrekkelijk toepassingsge-
bied te noemen.
De clustertechnieken vinden hun voornaamste toepassingsge-
bied echter bij het vormen van groepen onderzoekseenheden
zoals personen, bedrijven, verenigingen, enz. op basis van
het geheel van verzamelde gegevens per onderzoekseenheid.
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Het analyseren van de gegevens van een onderzoekseenheid als
geheel, dus als een patroon, kan zinvol zijn omdat patronen
informatie kunnen verschaffen die de afzonderlijke variabelen
te boven gaat. Meehl (1950) toonde aan dat het mogelijk is
dat twee dichotome testvariabelen, die elk een fifty-fifty
antwoordverdeling hebben op de dichotome criteriumvariabele,
toch bruikbaar kunnen zijn bij het voorspellen van de crite-
riumvariabele, als men gebruik maakt van het antwoordpatroon
op de beide testvariabelen (paradox van Meehl). Deze moge-
lijkheid doet zich voor indien de correlatie tussen beide
testvariabelen bij de te onderscheiden criteriumgroepen sterk
van elkaar verschillen.
In dit proefschrift willen wij een overzicht geven van de
methoden die her en der in de literatuur vermeld staan,waar-
bij wij op de merites van de voorgestelde procedures zullen
ingaan, opdat de onderzoeker een duidelijke keuze uit die
methoden kan maken.
` Het doel van een cluster-analyse is vergelijkbare eenheden
te groeperen en te onderscheiden van andere. Een cluster-
analyse tracht dus groepen onderzoekseenheden of -variabelen
te vormen, zodanig,dat de eenheden (variabelen) in een clus-
ter "veel" op elkaar gelijken maar "niet veel" gelijkenis
vertonen met eenheden (variabelen) buiten dat cluster, of
zóals Ward en Hook (1963, blz. 69) zeggen:
"... desire to group large numbers of persons, jobs,
or objects into smaller numbers of mutually exclusive
classes in which the members have similar charac-
teristics".
Elke onderzoekseenheid of variabele is in een cluster-ana-
lyse dus slechts in één cluster vertegenwoordigd. Iedere
clustertechniek geeft een eigen omschrijving van het "veel"
en "niet veel" op elkaar gelijken. Men zal dan ook in elk
geval na moeten gaan welke definitie de meest optimale lijkt,
gedachtig de uitspraak van McQuitty (1966a, blz. 3):"Whether
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or not types are found to exist depends in part on how they
are defined".
Clustertechnieken kun-nen ook beschouwd worden als methoden
voor het ontdekken van typen. Hempel en Oppenheim (1936)
hanteerden reeds het volgende empirische typebegrip:
"die Objekte lassen sich in gewisse Gruppen zusammen-
fassen, derart, dass die Objekte einer Gruppe mitein-
ander eine relativ grosse Ï~hnlichkeit aufweisen,
w~hrend die Objekte verschiedener Gruppen sich hin-
sichtlich jener Eigenschaften relativ stark unter-
schieden".
Deze omschrijving van het begrip type, komt geheel overeen
met de doelstelling van een cluster-analyse zoals wij die
hierboven hebben gegeven. Cluster-analyse is dus één van de
methoden tot het opstellen van typen, die, gebruik makende
van empirische onderzoeksresultaten met behulp van wiskun-
dige of statistische technieken homogene groepen onderschei-
den, op basis van alle variabelen die in het onderzoek zijn
betrokken (Capecchi, 1967, blz. 118-119). Clustertechnieken
kunnen dus door middel van het zoeken naar typen, o.a. een
bijdrage leveren tot de begripsvorming in de sociologie.
Een techniek die vaak in één adem met cluster-analyse ge-
noemd wordt is factor-analyse. De doelstelling van factor-
analyse is echter een enigszins andere dan die van een clus-
ter-analyse. Het is een techniek die tracht een gegeven
variabelen- of onderzoekseenhedenruimte weer te geven in een
ruimte met een kleiner aantal dimensies zonder al te veel
verlies aan informatie. Het is dan vereist dat de gegevens
op interval niveau gemeten zijn. Bovendien beperkt men zich
tot lineaire samenhangen. Het gebruik van factor-analyse
stuit dus op vrij grote beperkingen.
Om het verschil tussen clusters en factoren aan te geven,
stelt Cattell ( 1944, blz. 183)
"... that clusters are essentially representations at
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the descriptive level, and as such are little better
than straight statements of the correlation coeffi-
cients, whereas factors are statements at the inter-
pretive level. If the interpretations are correct the
factors have more permanent value and far wider utili-
ty ~~ .
Volgen wij echter de opvatting van Stouthard (1965, blz. 91)
dat het doel of motief bij de toepassing van data-modellen
(waarvan factor-analyse er één is) de materiaalreductie is,
dan moeten wij dit door Cattell gemaakte onderscheid als niet
reëel beschouwen. Zowel factor- als cluster-analyse zijn me-
thoden die materiaalreductie tot doel hebben, zij het op niet
gelijke wijze.
De ontwikkeling van de cluster-analyse staat niet geheel los
van de factor-analyse. In de begintijd van de factor-analyse
zijn er, vanwege de grote rekentechnische moeilijkheden, al
vroeg methoden ontwikkeld om het aantal variabelen te redu-
ceren, om zodoende factor-analyse mogelijk te ma!cen. Daar-
naast zijn er, al of niet als reactie op factor-analyse, me-
thoden ontwikkeld die leiden tot samenvoeging van onderzoeks-
eenheden of variabelen op basis van geheel andere vooronder-
stellingen.
Voor ons is dit de aanleiding geweest om de clusterprocedures
in twee aparte hoofdstukken te bespreken. Wij laten ze echter
vooraf gaan door een hoofdstuk waarin een aantal coëfficiën-
ten ter sprake komen die de relatieve gelijkheid tussen onder-
zoekseenheden aangeven. Aan de methoden die McQuitty ontwor-
pen heeft zullen wij, vanwege de systematiek die in deze me-
thoden te onderkennen valt en het geheel eigen uitgangspunt
van de auteur, een afzonderlijk hoofdstuk wijden. Tot slot
worden enige methoden geillustreerd aan een toepassing.
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HOOFDSTUK 1: COËFFICIËNTEN TER BEPALING VAN DE MATE
VAN GELIJKHEID VAN ONDERZOEKSEENHEDEN
l.l. INLEZDING.
Om een beeld te krijgen van de kenmerken (bijvoorbeeld ant-
woorden) van een onderzoekseenheid op een aantal variabelen,
kan men de variabelen op een X-as en de scores op een Y-as
uitzetten. De lijn die de punten in het XY vlak verbindt,
wordt dan vaak een profiel genoemd. De relatieve gelijkheid
van de onderzoekseenheden komt dan overeen met de relatieve
gelijkheid van hun profielen. Bij de bepaling van de mate
van gelijkheid is het zaak methoden te gebruiken, die van
alle relevante informatie gebruik maken.
Als voor de gebruikte variabelen het "transitory postulate"
(Stephenson, 1953, blz. 48) opgaat, dat inhoudt dat uit feno-
typische verschillen tot gelijkluidende verschillen in de
genotypische grootheid geconcludeerd moet kunnen worden
(Stouthard, 1965, blz. 32), mogen we sommen, gemiddelden e.d.
van de scores op de variabelen berekenen.
Indien aan bovenstaande eis voldaan is, kan aan een profiel
worden onderscheiden (Cronbach en Gleeser, 1953, blz. 460)
hoogte, scatter en shape. De hoogte komt overeen met de ge-
middelde score en de scatter wordt aangegeven als:
',L (X~ - X)2 - a,-n, hetgeen wiskundig een zeer goed mani-
puleerb3re grootheid is. Vaak wordt evenwel het kwadraat van
de veriaelde grootheid als scatter (rond het gemiddelde) aan-
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gegeven (Wilks, 1960, 1962). De vorm die resteert na stan-
daardisering voor gemiddelde en scatter, wordt shape genoemd.
Voor de aanvang van de analyse zal in verband met de te kie-
zen procedure moeten worden uitgemaakt welke van deze drie
facetten voor de analyse van belang zijn. Men zal tevens moe-
ten nagaan of het wenselijk is de verkregen scores te stan-
daardiseren aan de hand van de verdelingen van de interindi-
viduele verschillen voor de afzonderlijke variabelen, of om
scores voor clusters van variabelen te gebruiken. Zo hebben
Rohlf en Sokal (1965, blz. 6-11) er op gewezen, dat het niet
voorkomen van negatieve correlaties in twee studies op het
gebied van de taxonomie, te wijten was aan de verschillen in
spreidingsbreedte van de gebruikte variabelen, hetgeen impli-
ceert dat de correlatiecoëfficiënt ten onrechte is gebruikt.
Als onder de variabelen een continuum gedacht kan worden, dan
betekent dit in bovenstaand geval, dat een bepaalde code bij
de ene variabele op een geheel ander gedeelte van zijn onder-
ligqend continuum betrekking heeft dan bij een andere varia-
bele. Als er een tamelijk groot aantal variabelen dichotoom
(0, 1) gemeten zijn en de overige variabelen bijvoorbeeld in
een vijfpuntsschaal (0, 1, 2, 3, 4), dan heeft dit tot gevolg
dat in de correlatietabel veel waarnemingen voorkomen in de
linkerbovenhoek van de tabel. De consequentie hiervan is dat
een negatieve correlatie daardoor nagenoeg onmogelijk wordt.
Enkele punten waar volgens Cronbach en Gleeser (1953, blz.
457 e.v.) op gelet moet worden, zijn:
a, dat de beschouwde gelijkheid geen algemene kwaliteit is,
maar slechts betrekking heeft op die dimensie(s) die in
het onderzoek betrokken zijn;
b. dat berekening van een gelijkheidsindex reductie in de
configuratie van de scores en dus verlies aan informatie
betekent; men zal dus rekening moeten houden met de moge-
lijke gevolgen van de zogenaamde globale benaderingen;
c. dat de schaaleenheden waarmee men werkt met elkaar te
vergelijken zijn.
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Als gelijkheidsmaat zou genomen kunnen worden de correlatie-
coëfficiënt (die echter van gemiddelde en variantie abstra-
heert), de ratio's tussen de profielvariabelen, associatie-
coëfficiënten, enz. Aangezien deze evenwel niet specifiek
gericht zijn op de bepaling van de mate van gelijkheid tus-
sen onderzoekseenheden, zullen wij aan hen in dit hoofdstuk
verder geen aandacht besteden. Op enige andere coëfficiën-
ten, die meer direct op het gestelde doel gericht zijn en
die veelal ontwikkeld zijn vanuit de clinische en test-
psychologie, zullen wij verder ingaan.
Het gebruik van profielen is alleen zinvol als de gegevens
minimaal op ordinaal niveau zijn gemeten; zijn de gegevens
op nominaal niveau, dan zal men coëfficiënten moeten gebrui-
ken die uitgaan van de overeenkomst (agreement) tussen de
onderzoekseenheden. Associatiecoëfficiënten zijn hier onge-
schikt omdat zij de mate van associatie weergeven, die zo-
wel in de richting van overeenkomst als in de richting van
geen overeenkomst kan zijn (Cohen, 1960, blz. 39).
Allereerst zullen wij enige coëfficiënten bespreken die de
mate van gelijkheid van profielen aangeven, en daarna enige
coëfficiënten die gebaseerd zijn op de overeenkomst tussen
de onderzoekseenheden.
1.2. DE HELLINGSHOEKMETHODE VAN DU MAS.
Du Mas heeft getracht een coëfficiënt voor profielgelijkheid
te ontwerpen die voor de clinische psycholoog hanteerbaar is
en dus gemakkelijk te berekenen moet zijn, weinig tijd moet
kosten en geen of weinig statistische training vereist. Hij
wil een weg aangeven waarlangs men op een niet geheel arbi-
traire wijze tot bepaling van gelijkheid kan komen. Hij
definieert dan zijn rps (Du Mas, 1946, blz. 80) als een ge-
tal dat de gelijkheid van het ene profiel ten opzichte van
het andere aangeeft, in termen van de richting van de hel-
lingshoeken (positief, nul, negatief) van de met elkaar
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taal aantal profielsegmenten. Een profielsegment is hierbij
de lijn,getrokken van het scorepunt van de ene variabele
naar het scorepunt van de naastliggende variabele. De for-
mule voor rps luidt: rps - 2(T -;), waarbij S gelijk is
aan het aantal met elkaar overeenstemmende profielsegmenten
met een gelijkgerichte hellingshoek, en T het totaal aantal
profielsegmenten die tezamen het profiel vormen.
Nemen wij als voorbeeld twee onderzoekseenheden waarvan de
scores op vijf variabelen zijn gegeven (T - 4). De scores
zijn onafhankelijke trekkingen uit een standaard normale
verdeling:
nummer van de variabele
1 2- 3 4 5
nummer onder-
zoekseenheid. 1 0,42 -1,31 -0,13 -0,98 0,45
2 0,23 -0,13 -1,35 -0,71 -0,60




De profielen hebben voor de segmenten l- 2 en G-5 een ge-
lijk gerichte hellingshoek. Dus S- 2 en rps - 2(4 - 2) - 0.
Bij een verdere uitbouw van zijn coëfficiënt gaat Du Mas
(1949) uit van het geval dat:
a. de verdeling van de scores op de variabelen symmetrisch
en identiek zijn (bijvoorbeeld percentielen);
b. de regressie van een variabele op een nabijgelegen varia-
bele lineair is, en
c. de volgorde van de variabelen gefixeerd is.
Als men nu een matrix opstelt tussen de variabelen X en Y,
1 2 3 4 5
pll P12 p13 p14 p15 P1.
p21 p22 p23 P24 p25 p2.
P31 p32 p33 P34 p35 p3.
p41 p42 p43 P44 p45 p4.
p51 p52 p53 p54 p55 p5.
P.1 P.2 P.3 P-4 P.5 1
waarbij X in het profiel eerder voorkomt dan Y en in de cel-
len de relatieve frequenties staan van het voorkomen van de
respectievelijke combinaties van antwoordcategorieën, dan
liggen boven de hoofddiagonaal de score-combinaties met een
positieve hellingshoek (P'p), er onder die met een negatieve
(P'n) en er op die met een hellingshoek van nul'."(P'Z). De
aldus verkregen matrix is altijd vierkant en zou ook altijd
symmetrisch zijn onafhankelijk van de grootte van de correla-
tie (ibid. blz. 126). De kansen op een negatief of op een
positief segment zouden dan ook aan elkaar gelijk zijn, en
als gesteld wordt dat PP t Pn - l,gelijk zijn aan 'z.
Met m variabelen zijn er m-1 segmenten. Vo--gens Du Mas zou
dan voor alle segmenten tezamen gelden dat:
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m - 1 m - 1
E P f E P - m - 1 (m ~ 2) (1)
s- 1 ps q- 1 nq
Uit het identiek en symmetrisch zijn van de verdelingen van
de scores op de variabelen zou volgen dat Pp en Pn constan-
ten zijn zodat (1) geschreven kan worden als:
(m - 1) Pp t(m - 1) Pn - m- 1 en (2)
Pp t Pn - 1 (3)
Over een geheel profiel genomen blijken Pp en Pn afgezien
van Pz dus ook ~, te zijn. De kans dat een a-select getrok-
ken segment een bepaalde hellingshoekrichting heeft is dan
~, en de verwachtte grootte van S zal dan ~T zijn en dus
T-~. De verdeling van de ratio T kan verkregen worden met
behulp van de binomiale verdeling. De index rps - 2(T -~)
heeft dan een gemiddelde nul en een range van -1 tot fl,
waarbij
S- het aantal segmenten voor twee individuen met gelijk
gerichte hellingshoek
T- het totaal aantal segmenten minus het aantal segmenten
met hellingshoek nul.
aS - ~` T~ en aangezien rps - 2(T -~.) geldt
T
ar - 2 x
ps
De rps-verdelingen zouden dus allemaal binomiaal verdeeld
zijn en de normale verdeling benaderen indien T toeneemt.
Bij de rps-coëfficiënt van Du Mas zouden we de volgende op-
merkingen willen plaatsen:
- het is bevreemdend dat Du Mas begint met te stellen dat
de regressie van de variabelen op elkaar lineair is, en
vervolgens zijn betoog opbouwt aan de hand van een voor-
beeld waarbij de variabelen onafhankelijk zijn, zodat er
in het geheel van geen regressie sprake is;
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- uitgaande van de gemaakte vooronderstellingen lijkt
het
ons niet noodzakelijk dat de zogenaamde waarschijnlijk-
heids-matrix behalve in het geval van onafhankelijkheid,
symmetrisch is en dus Pp en Pn aan elkaar gelijk. Dat
over alle segmenten tezamen genomen geldt dat Pp t Pn -
1 en Pp - Pn -~ is een resultaat van het uitgangspunt
en wordt door de afleiding (1) en (2) niet bewezen;
- een nadeel van de methode is dat wanneer de
variabelen
onderling sterk gecorreleerd zijn P'z groot is met als
gevolg dat T klein en daardoor T een tamelijk willekeu-
rige grootheid wordt. Tevens meent Du Mas (1950) dat T
meer van de binomiale verdeling zal afwijken naarmate
T kleiner wordt. Dit zal echter alleen maar het geval
zijn als er een verband bestaat tussen de hellingshoek-
richting van het segment van het ene individu waarop
het andere een hellingshoek van nul heeft. Het is na-
tuurlijk wel zo dat bij kleine T de verschillen niet
erg snel significant zijn.
Om de segmenten met hellingshoek nul toch te kunnen ge-
bruiken en om de binomiale verdeling naar zijn mening
exact te verkrijgen, stelt Du Mas voor om de segmenten
met hellingshoek nul met behulp van een toevalsmechanis-
me waarin geldt dat p- q-~, een hellingshoekrichting
toe te wijzen. Deze procedure brengt echter een extra
toevalsfactor in rps hetgeen ons niet aanbevelenswaar-
dig lijkt;
- als algemene bezwaren tegen rps kan nog worden aange-
voerd dat hij afhankelijk is van de volgorde van de
variabelen, geen rekening houdt met eventuele hoogte-
verschillen van profielen, alleen let op de hellings-
hoekrichting en niet op de grootte daarvan. --'
Het moet dan ook betwijfeld worden of rps een geschikte
maatstaf is. Dat wij desondanks zoveel aandacht aan deze
coëfficiënt gegeven hebben vindt zijn oorzaak in het feit
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dat sommige auteurs rps als een adequate maatstaf aangeven,
(o.a. Guertin, 1966, blz. 29) hoewel zij hun motieven ver-
der niet toelichten.
1.3. DE r COEFFICIENT VOOR PATROONGELIJKHEID VAN CATTELL.
P
Bij onafhankelijke normaal verdeelde variabelen die uitge-
drukt zijn in standaardscores (bijvoorbeeld tot z-scores
getransformeerde factorscores), zal de verdeling van de
verschillen ook normaal verdeeld zijn met gemiddelde nul
en variantie twee.
m
E d2 - E(zjl - zj2)2 heeft dan een X2-verdeling.
j - 1
Een functie van de ratio van de verkregen Ed2 en de verwach-
2
ting van Ed2, bijvoorbeeld 1- 2m waarbij m gelijk is aan
het gemiddelde van de X2-verdeling (en tevens aan het aan-
tal varíabelen) zou dan als maatstaf kunnen dienen voor de
relatieve gelijkheid van de profielen. Cattell (1949) stelt
2
nu voor om een zodanige functie van 1- 2m te nemen, dat
de eigenschappen van die functie zo dicht mogelijk bij die
van de correlatiecoëfficiënt gelegen zijn, zodat deze o.a.
a. 1 is wanneer-de twee profielen exact met elkaar over-
eenstemmen ;
b. 0 is wanneer Ed2 gelijk is aan zijn kansverwachting;
c. -1 is wanneer de verschillen zo groot mogelijk zijn.
De formule r- 2k - Ed2 , waarbij k gelijk is aan de medi-
p 2k ~ Ed2
aan van de x2-verdeling van Ed2 voor een steekproef ter
grootte van n, voldoet aan deze eisen. In plaats van het
gemiddelde is de mediaan genomen om voor scheefheid te
corrigeren.
In het voorbeeld dat wij bij de bespreking van de coëffi-
ciënt van Du Mas gegeven hebben is k- 4,35 en krijgen wij
Ed2 -(0,42 - 0,23)2 f(-1,31 f 0,13)2 t(-0,13 f 1,35)2 t
(-0,98 t 0,71)2 t(0,45 f 0,60)2 - 4,08
8,70 - 4,08en rp - 8,70 f 4,08 - 0,36.
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Voor het geval dat de variabelen niet onafhankelijk van el-
kaar zijn heeft Cattell (1966) een formule voor rp gegeven
die voor de correlatie tussen de variabelen corrigeert. Ook
voor het wegen van de afzonderlijke variabelen zijn formules
beschikbaar.
Een nadeel van rp is dat alle variabelen statistisch onaf-
hankelijk en normaal verdeeld moeten zijn of daartoe getrans-
formeerd moeten worden. Op basis van onafhankelijke varia-
belen is het immers slechts in zeer bijzondere gevallen moge-
lijk clusters te formeren. Bovendien kan zeker niet als eis
voor een coëfficiënt die de gelijkheid van profielen aan-
geeft gesteld worden,dat hij dezelfde eigenschappen als de
product moment correlatiecoëfficiënt zou moeten bezitten.
1.4. DE D-COËFFICIËNT.
Indien de m gebruikte variabelen voorgesteld worden als as-
sen in de Euclidische ruimte, dan kunnen de onderzoeksper-
sonen aangegeven worden als punten in deze m-dimensionale
ruimte. Het verschil tussen de profielen van de personen e
en f kan dan gedefinieerd worden als de lineaire afstand








Def d2 jef ~ waarbij djef - Xje - Xjf'
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Hierbij kan worden opgemerkt dat de richting van het ver-
schil voor de berekening van D niet van belang is. We moeten
er bovendien op bedacht zijn dat de variabele met de grootste
variantie ook de grootste invloed op D heeft. In ons voor-
beeld (zie blz. 14) krijgen we dan Ed2 - 4,08 en D- 2,02.
In de literatuur (o.a. Lorr e.a., 1963, blz. 137, Overall,
1964, blz. 195) treft men de mening aan dat als men de varia-
belen in de Euclidische ruimte wil zien, zij ongecorreleerd
moeten zijn. Heermann (1965, blz. 128) verwijst hier terecht
naar het gebruikelijke scatterdiagram waar de X en Y assen
orthogonaal en de scores niettemin gecorreleerd zijn. Er be-
hoeft met andere woorden geen overeenstemming te bestaan
tussen de hoek die de co~rdinaat-assen vormen en de correla-
tie tussen de scores.
Als de variabelen gecorreleerd zijn blijkt D afhankelijk te
zijn van de configuratie van de variabelen in hun hoofdassen-
ruimte. Harrisx heeft aangetoond dat D berekend op factor-
scores die gewogen zijn met de wortel uit hun corresponderen-
de eigenwaarde gelijk is aan D berekend op de gestandaardi-
seerde scores op de variabelen. Het uitvoeren van een factor-
analyse op de te gebruiken variabelen kan wenselijk zijn
voordat men begint met de bestudering van gelijkheid tussen
de personen. Het inzicht in de oorzaken en de zwaarte van
deze oorzaken van de variatie in D kan er door vergroot wor-
den.
Behalve als punten kan men de hierboven omschreven individu-
en ook zien als de vectoren in de m-dimensionale ruimte. Het
scalaire product van de vectoren vj vl cos a(waarbij v de
lengte van de vector aangeeft) is dan gelijk aan EXje Xjf.
x in een niet gepubliceerde nota, aangehaald door Cronbach
en Gleeser, 1953, blz. 468.
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(De correlatiecoëfficiënt kan in dit verband gezien worden
als Ex. x.
r- ~~e ~~f waarbij xje - Xje - Xj.
e f
Xj - gemiddelde van Xj,
ve - lengte van de vector e berekend op xj).
Op de matrix van cross-producten van de ruwe scores is fac-
tor-analyse mogelijk (Nunnally, 1962). Immers elke positief
semi-definiete matrix B kan gefactoreerd worden zodanig dat
B- AA'. Als alleen de afstanden tussen de individuen be-
kend zijn, is het mogelijk, uitgaande van een referentie-
individu q de scalaire producten van de vectoren te bepalen
vanuit dat referentie-individu. (Torgerson, 1958, blz. 254
e.v.). dqe dqf cos aq blijkt dan qelijk te zijn aan
2 2 2~(Dqe t Dqf - Def), hetgeen met behulp van de consinusregel
gemakkelijk valt in te zien. Elk van de n individuen kan als
referentie-individu genomen worden, zodat men dan ook n min
of ineer van elkaar afwijkende matrices van scalaire produc-
ten heeft. Om het arbitraire karakter aan zo'n matrix te
ontnemen, kan men besluiten de centroíde van de punten als
oorsprong te nemen, waarvoor ook weer formules beschikbaar
zijn (ibid, blz. 258).
Cronbach (1958) heeft bezwaar tegen het gebruik van D. Aan-
gezien het een globale maatstaf is kan eenzelfde D op ver- '
schillende wijzen verkregen worden. Hij pleit dan ook voor
een afzonderlijk onderzoeken van de te onderscheiden compo-
nenten. Zo hebben in onderstaand geval de profielen 2, 3,
en 4 eenzelfde D ten opzichte van profiel 1. Een enkele af-
zonderlijke D blijkt dus weinig informatie te verschaffen
betreffende de twee profielen, maar in combinatie met de
andere D's (tussen 1, 2, 3 en 4) zal het verschil tussen










Ondanks de bezwaren die aan D verbonden kunnen zijn, lijkt
deze ons, indien aan de gestelde voorwaarden is voldaan,een
zeer bruikbare maatstaf.
1.5. DE INDEX VAN ZUBIN MET ZIJN VARIANTEN.
1.5.1. Uitgaande van dichotome variabelen heeft Zubinx een maatstaf
voor de gelijkheid tussen twee respondenten gedefinieerd als
het aantal variabelen waarop beide respondenten eenzelfde
score hebben, gedeeld door het totaal aantal variabelen.
McQuitty (1954) heeft een variant op deze index voorgesteld.
Hij stelt voor als index te nemen de som van de antwoordcate-
gorieën waarop beide onderzoekspersonen met elkaar overeen-
komen. Indien er bijvoorbeeld drie antwoordmogelijkheden:
"mee eens","?" en "niet mee eens" zijn en respondent A en B
beiden het antwoord "mee eens" gegeven hebben, zal hun agree-
ment score drie bedragen, namelijk telkens één voor het over-
eenstemmen op de antwoordcategorieën: "mee eens", "?" en
"niet mee eens". Later komt McQuitty (1956) hier op terug
en neemt dan als agreement score het aantal variabelen waar-
op beide respondenten eenzelfde ar~twoord gegeven hebben, af-
gezien van het aantal mogelijke antwoordcategorieën.
x. aangehaald door Gaier en Lee (1953, blz. 143).
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Bij deze formule valt op dat verschillen extra zwaar geteld
worden. Immers,indien het aantal afwijkende variabelen met
1 toeneemt, wordt de teller met 1 verminderd en de noemer
met 1 vermeerderd. Voor het sociologisch onderzoek lijkt
deze procedure, die een extra nadruk legt op de verschillen,
minder geschikt.
1.6. DE COEFFZCIENT VAN HYVARINEN.
Hyvárinen (1962) gaat uit van onderzoekseenheden waarvan de
eigenschappen betreffende m variabelen xj zijn gegeven. De
"waarden" van de variabelen worden aangegeven met xjp - 1,
2,..,p,..,rj. Indien bij een onderzoekseenheid informatie
over een variabele ontbreekt, wordt dit met een nul voor de
betreffende variabele aangegeven. De auteur weegt de over-
eenkomst op variabelen met het aantal "waarden" dat die
variabelen aan kunnen nemen:
m rj als xkj - xhj ~ 0
SHkh - E 1- 1 als xkj . xhj - 0
j-1 0 anderszins
In het bovenstaande voorbeeld is SH1~2 - 0 f 2 f 0- 2.
Het wegen van overeenstemming bij twee objecten op een varia-
bele met het aantal mogelijke waarden van die variabele be-
rust op de gedachte, dat door toeval twee objecten een kans
van r hebben om eenzelfde waarde op een variabele te bezit-
ten. ~Door deze gebeurtenis met rj te wegen wordt verkregen,
dat elke waarde van elke variabele een gemiddelde één krijgt,
zodat alle mogelijke waarden van de variabelen een gelijke
bijdrage aan SHkh hebben in de zin van de toevalswaarschijn-
lijkheid (ibid, blz. 87). Voor de toevalsverzameling zal de
verwachte waarde van SHkh dan ook gelijk zijn aan het aantal
gebruikte variabelen.
Het positieve aspect van de procedure,dat de invloed van toe-
valsovereenkomst voor alle variabelen even groot is gemaakt,
~a
Voor niet dichotome gegevens kan het gebruik van de agree-
ment score minder gewenst zijn. De betekenis van een over-
eenkomst is dan immers afhankelijk van het aantal antwoord-
categorieën van die betreffende variabele en van de verde-
ling van de antwoorden over de antwoordcategorieën. Dit
laatste geldt evenwel ook voor dichotome gegevens.
1.5.2. De gelijkheidsindex van Sneath (1957b, blz. 201-203) kan
ook als een variant van de index van Zubin beschouwd worden.
Hij werkt eveneens met dichotome variabelen (het al of niet
bezitten van een bepaald kenmerk in taxonomische problemen)
en definieert zijn index voor gelijkheid S als
n
S - n }s n , waarbij
s d
ns - het aantal kenmerken (variabelen) die beide objecten
bezitten,
nd - het aantal kenmerken dat wel de een maar niet de ander
bezit.
Een kenmerk dat bij geen van beide objecten voorkomt wordt
bij de berekening van S buiten beschouwing gelaten.
1.5.3. Rogers en Tanimoto (1960, blz. 1117) gaan uit van de ratio
tussen het aantal variabelen waarin beide objecten tot de-
zelfde subklasse behoren en het totaal aantal subklassen dat
bij beide voorkomt. In schema is dit bijvoorbeeld:
variabele 1 2 3
subklasse
-
1 2 3 4 1 2 1 2 3
object 1
object 2
0 0 1 0






aantal subklassen ( e) x x x x x
n
SR - é of ns } nd en in ons voorbeeld SR - 5'
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brengt het negatieve aspect met zich mee,dat de niet toeval-
lige overeenstemming op de ene variabele een grotere beteke-
nis heeft voor de gelijkheidscoëfficiënt dan op een variabele
met een kleiner aantal mogelijke waarden, zodat het ook bij
de vorming van klassen een belangrijke rol speelt. Dit alles,
terwijl het mogelijk is dat juist deze variabele inhoudelijk
veel minder van belang is of blijkt te zijn dan de andere.
1.7. DE COEFFICIENT VAN SMIRNOV.
De coëfficiënt van Smirnovxmaakt gebruik van de voorkomende
frequenties van de subklassen van de variabelen in de onder-
zoeksgroep. De overeenkomst op elke subklasse van een varia-
bele wordt gewogen met een functie van de kansen op het al
of niet voorkomen in die subklasse. Een overeenkomst in een
minder frequent voorkomende subklasse krijgt dan een groter
gewicht dan een overeenkomst in een meer frequent voorkomen-
de subklasse.
Als we het aantal eenheden dat tot subklasse p van varia-
bele j behoort aangeven met n(xjp) en het aantal dat niet
tot deze subklasse behoort met n(xjP), dan geldt
n(xjp) f n(xjP) - n(- aantal onderzoekseenheden). Bij de
frequenties 20, 25 en 5 voor de respectievelijke subklassen
van de derde variabele op blz. 23 kunnen we schrijven:
20 (x31) t 30 (x31) - 50
25 (x32) f 25 (x32) - 50
5 (x33) t 45 (x33) - 50
De gewichten voor overeenkomst zijn dan:
subklasse gewicht
301 wl,l - 2~ - 1,5
252 w2,2 - 25 - 1
453 w3~3 - 5 - 9
x beschreven in: Sokal en Sneath, 1963, blz. 135-139.
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Het gewícht voor het samen niet voorkomen is de reciproke
van het gewicht van het samen voorkomen, dus respectieve-
lijk 0,67, 1, 0,11.
Voor de gewichten van de subklassen van een variabele kan
een gemiddelde berekend worden:
wj - r (wl t w2 t... t wr )
7 7
waarbij rj het aantal subklassen aangeeft en w, het gewicht
voor het samen al of niet voorkomen in subklasse 1 aangeeft.
Indien wel de een maar niet de ander in subklasse 1 voor-
komt (mismatch), wordt wl --1 gesteld. Voor de variabele
in ons voorbeeld wordt dan: w3 - 3(0,67 - 1- 1) -- 0,44.
De gelijkheid tussen twee onderzoekseenheden wordt dan be-
rekend door de gewichten van alle subklassen van alle varia-
belen te sommeren en te delen door het totaal aantal sub-
klassen:
t - 1 E wErj j,P JP
Als de frequentie-verdelingen over de drie variabelen in
ons voorbeeld als volgt zijn:
variabele
subklasse 1 2 3
1 10 30 20
2 20 20 25
3 15 5
4 5
dan is t - 1 { (10 - 1 - 1 } 5) } (30 } 30) } (20 -1-1) }-1,2 9 40 45 20 2Ó 30
- 1(- 1,64 f 3- 1,33) - 0,00.9
Omdat de coëfficiënt van Smirnov de overeenkomsten weegt met
een functie van de frequentie waarin de betreffende subklas-
sen voorkomen, is hij afhankelijk van de grootte en de samen-
stelling van de onderzoeksgroep. Het is de vraag of dit gun-
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stig genoemd mag worden. Bovendien is de weging van mis-
matches nogal arbitrair. Een ander nadeel van de coëfficiënt
is dat gelijkheid van onderzoekseenheden niet resulteert in
een bepaalde constante waarde van de coëfficiënt. Zo is
tl~l - 0,91 en t2~2 - 1,77. De toepasbaarheid van de coëffi-
ciënt van Smirnov lijkt dus beperkt te zijn.
1.8. CONCLUSIE.
Uit het voorgaande zal het duidelijk zijn dat het niet moge-
lijk is een coëfficiënt aan te geven die in het algemeen het
meest aan te bevelen is. Bovendien is uit vergelijkende stu-
dies (Mosel en Roberts, 1954, Helmstadter, 1957, Muldoon en
Ray, 1958) gebleken dat de coëfficiënten nogal afwijkende
resultaten kunnen geven, terwijl de verschillen weer van ge-
val tot geval anders kunnen zijn. Men zal dus telkens na
moeten gaan welke coëfficiënt de meest optimale lijkt om het
gestelde doel te bereiken. Voor gegevens op interval niveau
lijkt de D-coëfficiënt doorgaans de beste maat. Als het me-
ten op een lager niveau heeft plaats gevonden en men de rela-
tieve gelijkheid van de onderzoekseenheden wil bepalen is de
agreement score van PdcQuitty wellicht de minst slechte keuze.
In het geval dat de gegevens op ordinaal niveau gelegen zijn,
kan echter het gebruik van de associatiecoëfficiënt gamma van
Goodman en Kruskal aan te bevelen zijn.
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HOOFDSTUK 2: METHODEN, ONTWIKKELD TER FORMERING VAN
CLUSTERS VOOR VARIABELEN EN ONDERZOEKS-
EENHEDEN
2.1. INLEIDING.
Een van de criteria waarop men de clustertechnieken kan in-
delen is hun toepassingsgebied. Kunnen zij toegepast worden
op variabelen, onderzoekseenheden of op beide? De oudere
technieken (zie o.a. Cattell) hebben tot doel clusters op
te sporen in een matrix met correlatiecoëfficiënten, waar-
bij met name gedacht wordt aan coëfficiënten tussen varia-
belen. Zij moeten vaak fungeren als vervanger van factor-
analyse, hetgeen bij de iteratieve factor-analyse (zie 2.8)
zelfs in de naamgeving naar voren komt. IIet merendeel van
de later (na f 1960) ontwikkelde technieken richt zich ech-
ter op het zoeken naar clusters van personen of andere onder-
zoekseenheden. Meestal kunnen de methoden voor variabelen
zonder enig bezwaar worden toegepast op onderzoekseenheden.
Het omgekeerde geldt slechts bij uitzondering.
In dit hoofdstuk zullen wij ons beperken tot de methoden
die voor variabelen ontwikkeld zijn. Een uitzondering hier-
op vormen de methoden van Michener e.a. die opgesteld zijn
voor onderzoekseenheden, maar die zo algemeen zijn dat ze
zonder bezwaar ook voor variabelen ( eventueel met gebruik-
making van een andere associatiecoëfficiënt) aangewend kun-
nen worden.
?g
2.2. DE MATRIX-DIAGONAAL METHODE.
De meest eenvoudige methode die door Cattell (1944) beschre-
ven is, vormt de matrix-diagonaal methode. Zn deze methode
wordt allereerst de matrix met gelijkheidscoëfficiënten om-
gezet in een matrix met alleen nullen en enen, zodanig dat
de coëfficiënten boven een bepaald minimum als een één wor-
den weergegeven en de overige als een nul. De onderzoeker
zal nu trachten deze herschreven matrix zodanig te heror-
denen dat alle enen langs of dichtbij de hoofddiagonaal ko-
men te liggen, waardoor dus groepen met elkaar correlerende
of sterk op elkaar gelijkende variabelen of onderzoekseen-
heden verkregen worden.
Nemen wij als voorbeeld onderstaande matrix (de nullen zijn
weggelaten):
1 2 3 4 5 6
1
1
Herschreven zou hij er als volgt uit kunnen zien:
5 2 1 3 4 6
1
1
Als nadelen van deze methode kunnen aangevoerd worden dat
hij als zodanig niet tot een routine procedure te herleiden
is en dat het subjectieve element vrij sterk van invloed kan
zijn. Bovendien zal men bij grote aantallen variabelen of
onderzoeksobjecten snel in moeilijkheden geraken, omdat het
toepassen van de methode een vrij grote mate van overzichte-
lijkheid vereist.
METHODEN TER HERORDENING VAN EEN SOCIOMATRIX.
In de..literatuur treffen we enige methoden aan die door
schrijvers zijn ontwikkeld om een sociomatrix te herschrij-
ven. Het.is wellicht mogelijk deze voor de systematisering
van de matrix-diagonaal methode te gebruiken. We moeten dan
de relatie kiezer-gekozene vertalen met "heeft een associa-
tie- of gelijkheidscoëfficiënt groter dan of gelíjk aan een
bepaald minimum". Omdat deze laatste relatie altijd weder-
kerig is, zullen we ons ook tot de wederkerige sociomatrix
moeten beperken.
Naast de methoden die wij in het kort zullen bespreken, zijn
er nog andere voorgesteld om klieken in een sociomatrix te
ontdekken. Deze (zie o.a. Hubbell, 1965) gaan echter uit van
de bereikbaarheid van de leden van een kliek, die al of niet
via andere personen kan plaats vinden. Eenheden die slechts
met één persoon contact hebben kunnen dus toegevoegd worden,
omdat zij via het contact dat zij bezitten met die ene per-
soon bereikbaar zijn voor de andere leden van de kliek. Het
principe van de bereikbaarheid lijkt ons dan ook niet over-
een te komen met het beginsel van een cluster, dat inhoudt
dat alle leden van een cluster "veel" op elkaar gelijken.
2.3.1. Beum en Brundage (1950) hebben een methode opgesteld met het
doel de kolommen en regels van een sociomatrix zodanig te
herordenen, dat het aantal diagonalen met alleen nullen ge-
maximaliseerd wordt, om zodoende de subgroepen of structuren
langs de hoofddiagonaal te ontdekken. Indien we ons beperken
tot het geval dat elke keuze eenzelfde gewicht krijgt, ver-
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loopt de procedure als volgt:
- sommeer de elementen van elke kolom;
- ken de regels gewichten toe naar de rangorde die ze in
de matrix innemen, te beginnen met 1 aan de onderste re-
gel, enz.;
- vermenigvuldig de elementen van elke kolom met het over-
eenkomstige gewicht van de regel en sommeer per kolom;
- deel deze gewogen sommen door de ongewogen sommen;
- herorden de matrix op volgorde van de aldus verkregen
gemiddelden, zodanig dat de persoon met het hoogste ge-
middelde het eerste geplaatst wordt enz.;
- herhaal de procedure op de herordende matrix;
- stop de iteraties als er door verdere iteraties geen ver-
anderingen meer in de volgorde optreden, of de veranderin-
gen zich beperken tot telkens dezelfde wijzigingen.









2 3 2 2 1 2
8 12 6 7 5 7
4 4 2 3,5 5 3,5
en de herordende matrix:
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Deze methode zal tot complicaties aanleiding geven als de
structuur van de gegevens niet erg duidelijk is en er dus
vele contacten met personen buiten de subgroep zijn, of in
onze terminologie, als vele eenheden in het cluster op een-
heden buiten het cluster gelijken. Zo'n contact zal immers
eerst bij de diagonaal geplaatst worden en later weer ver-
drongen worden door andere contacten, hetgeen bij een vol-
gende iteratie weer herhaald kan worden, mogelijk in iets
gewijzigde vorm.
Aangezien de methode geen ingebouwd criterium heeft, zal
men zelf tot het eindpunt van de analyse moeten besluiten,
hoewel men de gevolgen van dit besluit moeilijk of niet kan
beoordelen.
2.3.2. Coleman en MacRae (1960) hebben een iets andere procedure
voorgesteld. De opeenvolgende stappen zijn: Neem de eerste
kiezer en bepaal zijn rangnummer (plaats) in de keuzematrix.
Ga vervolgens na welk rangnummer de eerste gekozene heeft
en bepaal het verschil tussen deze twee. In het eerder ge-
geven voorbeeld heeft de eerste kiezer (nr. 1) ook rang-
nummer 1 en de eerst gekozene (nr. 2) rangnummer 2. Bepaal
vervolgens het gemiddelde rangnummer van de eerste kiezer
en de eerst gekozene (rond naar beneden af) en geef de kie-
zer deze rang (rangnummer) en de gekozene deze rang plus
één. Ga na of de kiezer nog meer gekozenen heeft en herhaal
daarvoor de procedure totdat alle gekozenen en ook alle kie-
zers in de analyse betrokken zijn geweest. Op dit punt aan-
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gekomen kan de gehele analyse herhaald worden. De som van
de verschillen tussen de rangen is een index voor het aan-
tal verschuivingen dat voor de herordeningen nodig is ge-
weest. Komt deze som beneden een vooraf gesteld criterium
dan kan de analyse als voltooid beschouwd worden.
Een echt eindpunt bezit ook deze methode niet. Indien bij-
voorbeeld een aantal onderzoekspersonen wederkerig op elkaar
de keuze hebben laten vallen, dan kan men tot in het onein-
dige blijven herordenen. De methode leidt met andere woor-
den vrij snel tot moeilijkheden indien er subgroepen of
klieken zijn, die we nu juist willen ontdekken: Hetzelfde
kan gezegd worden voor het geval van veel "outside" contac-
ten. De som van de verschillen in rang tussen kiezers en ge-
kozenen zou hier dan volgens de auteurs een oplossing moeten
bieden.
2.3.3. Weiss (1956) stelde zich ten doel een sociomatrix in segmen-
ten op te splitsen, waarbíj er in de segmenten veel onder-
linge contacten optreden. Hij geeft daartoe de persoon met
de minste contacten de eerste plaats (eerste regel en kolom)
in de nieuwe matrix en plaatst naast hem de persoon met wie
hij contact heeft, enz. Dat de persoon met het minste aan-
tal contacten de eerste plaats wordt toegekend berust op de
(in de door Weiss onderzochte organisatie niet onredelijke)
veronderstelling,dat deze zeker geen verbindingspersoon tus-
sen subgroepen is, zodat de contacten die hij heeft met an-
deren zeker binnen-groep contacten zullen zijn (Weiss, 1956,
blz. 88).
De vrij willekeurige volgorde van de keuze van de contacten
lijkt erg belangrijk te kunnen zijn voor de plaatsingen van
de overige personen. Een criterium voor de volgorde van de
keuze ontbreekt echter.
De gegeven matrix zou men als volgt kunnen herschríjven:
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5 2 1 3 6 4
1
1
De zo ontstane matrix kan dan op het oog opgedeeld worden
in segmenten, zodanig dat deze segmenten het grootste deel
van de enen in de matrix omvat. Speciale aandacht verdienen
de zogenaamde verbindingspersonen (liaison persons) die mo-
gelijk iets verder van de hoofddiagonaal verwijderd liggen.
Ze kunnen op het oog toegewezen worden aan het segment waar-
bij ze het beste lijken te passen.
De methode van Weiss blijkt weinig systematisch te zijn met
enkele tamelijk subjectieve ingrepen. Uitgaande van zijn
standpunt dat "as good a result as you can get without undue
labor is good enough" (ibid., blz. 100) en van zijn beperkte
doelstelling dat in de herordende matrix de enen dichter bij
de diagonaal liggen dan in de oorspronkelijke matrix (ibid.,
blz. 90), mag de methode voor hem voldoende zijn, voor onze
doeleinden lijkt hij minder geschikt.
2.3.4. Een andere mogelijkheid om subgroepen in een wederkerige
sociomatrix te ontdekken is ontwikkeld door Spilerman (1966).
Hij gaat uit van de persoon met het kleinste aantal gekozenen
en bepaalt op welke andere personen de wederkerige keuzen
qevallen zijn en geeft de relatie tussen hen in een "boom"
door lijnen aan. Op hun beurt wordt van deze gekozenen nage-
gaan op welke personen hun keuzen zijn gevallen, enz., tot-
dat er op deze wijze geen personen meer zijn opgenomen die
een wederkerige keuze hebben met een nog niet opgenomen per-
soon. De analyse wordt dan herhaald op de overgebleven per-
sonen. Aan de hand van de boom kan men dan eventueel tot
clusters besluiten.
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Als er veel verbindingspersonen zijn krijgt men op deze
wijze één cluster, die dan later door inspectie opgedeeld
kan worden in kleinere subgroepen. Aangezien het aanwezig
zijn van verbindingspersonen in ons geval sterk afhankelijk
is van de grootte van de kleinste coëfficiënt die nog als
een één wordt weergegeven, is dit criterium hier dus erq
belangrijk.
2.4. F2AMIFYING LINKAGE ANALYSIS.
Een ten opzichte van de matrix-diagonaal methode iets meer
gesystematiseerde techniek vormt de ramifying linkage
analysis (Cattell, 1944, 1952). Voor elke variabele wordt
hier een aparte kaart of lijst gemaakt met daarop vermeld
de variabelen die een gelijkheidscoëfficiënt met die varia-
bele bezitten boven een bepaald minimum. Met behulp van de-
ze lijsten kan men de variabelen bij elkaar zoeken die alle
een gelijkheidscoëfficiënt met elkaar hebben boven een ge-








Op lijst 1 komen 2 en 4 voor, maar 4 komt niet voor op lijst
2, zodat 1 en 2 in het eerste cluster geplaatst worden. Op
lijst 2 staan 1, 3 en 5, maar 3 en 5 komen niet voor op lijst
1, zodat 1 en 2 in een cluster geplaatst kunnen worden. Aan-
gezien dit cluster al gevonden is gaan we over naar 3, enz.
De gevonden clusters zijn (1,2), (2,3), (1,4), (2,5) en
(3,6). Deze clusters worden door Cattell "phenomenal" cluster
genoemd. De eenheden die gezamenlijk in mèer dai~ éën cluster
voorkomen worden met nuclear cluster aàngéduid. Als de pheno-
menal en nuclear clusters op deze wijze zijn opgespóord, zal
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de onderzoeker hieruit een keuze moeten doen, afhankelijk
van zijn onderzoeksdoel.
Voor kleine aantallen lijkt deze methode wel bruikbaar, hoe-
wel het gestelde criterium van grote invloed op de gang van
zaken kan zijn, zoals ook door Cattell (1957, blz. 21-22) is
aangegeven. De volgorde waarin de variabelen of eenheden aan
bod komen tijdens de clusterformering is erg willekeurig,hoe-
wel niet zonder belang. Zou bijvoorbeeld nummer 6 als eerste
in de matrix geplaatst zijn, dan zouden we de clusters (3,6),
(1,2), (4,6) en (2,5) gekregen hebben.
2.5. DE METHODE VAN GENGERELLI.
Gengerelli heeft in zijn artikel "The analysis of mutual
concurrences" (1961) een methode aangegeven om subsets te
achterhalen in een groep variabelen, die als een variant op
de ramifying linkage analysis opgevat kan worden. In zo'n
subset moeten dan alle variabelen significant met elkaar
samenhangen. Allereerst wordt voor alle mogelijke combina-
ties van variabelen nagegaan of het verband significant is
bij een lage onbetrouwbaarheid van bijvoorbeeld 1~ (dit
laatste om het ontstaan van toevalsclusters zoveel mogelijk
te beperken). Vervolgens wordt voor alle variabelen het aan-
tal variabelen bepsald waarmee zij significant correleren,en
deze worden op volgorde gezet van dit aantal. Voeg nu de
variabelen samen die onderling significant correleren, te
beginnen met de variabelen met het hoogste aantal signifi-
cante samenhangen (zie ramifying linkage analysis).
Als critiek op deze methode kan men stellen,dat bij het for-
meren van clusters primair de hoogte van de samenhang van be-
lang is en secundair de significantie. Bij een zeer groot
aantal onderzoekspersonen is een lichte samenhang immers al
significant. Een toetsing volgens de gebruikelijke procedure
vereist bovendien een a-selecte steekproef die in zeer veel
gevallen niet aanwezig is. Ook de invloed van de lage onbe-
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trouwbaarheid van lg voor het tegengaan van toevalsclusters
moet niet overschat worden. De kans dat er toevalssamenhan-
gen in een cluster van t variabelen voorkomen is
1- 0,992t (t-1). Voor t- 10 is dit 36g.
2.6. DE APPROXIMATE DELIMITATION METHODE.
Ook de approximate delimitation methode (Cattell, 1944)wordt
uitgevoerd met behulp van lijsten zoals die in 2.4, bespro-.
ken zijn. Elke lijst wordt nu vergeleken met elke andere.Als
blijkt dat twee of ineer variabelen op twee lijsten voorkomen,
wordt er een nieuwe lijst gevormd,met in de kop de eerste
variabele en daaronder alle overige die met de eerste varia-
bele twee of ineer variabelen gemeenschappelijk hebben, welke
laatste niet voor de verschillende variabelen dezelfde be-
hoeven te zijn. Indien de variabelen op deze nieuwe lijst
onderling ook met elkaar verbonden zijn, worden ze onder-
streept. De lijst wordt dan triangular linkage lijst genoemd,
omdat elke onderstreepte variabele zeker tot één triade be-
hoort. Als alternatieve procedure voor deze laatste stap zou
men alleen die variabelen met de eerste op gemeenschappelijke
overige variabelen kunnen bekijken,die in de enkelvoudige
lijsten (het uitgangspunt) van de eerste variabele voorkomen.
Op deze wijze bouwt men triangular lijsten op met alleen die
variabelen die onderstreept zijn in de hierboven genoemde
triangular lijsten, hetgeen uiteraard werkbesparing inhoudt.
De volgende stap in de analyse bestaat in het samenbrengen
van de triadenlijsten, hetgeen op een basis van bijvoorbeeld
2~3 gelijken zou kunnen geschieden (Cattell, 1944, blz. 173).
Als een check op deze clusters, die qua grootte nogal ver-
schillend kunnen zijn, kunnen de correlaties tussen de varia-
belen in dat cluster genomen worden. Ook deze methode van
Cattell blijkt weinig exact te zijn.
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2.7. DE B-COEFFICIÉNT VAN HOLZINGER EN HARMAN.
Holzinger en Harman stonden voor het probleem dat variabelen
gegroepeerd moesten worden om bepaalde vormen van factor-
analyse (o.a. de bi-factor en de multiple group methode)moge-
lijk te maken. Zij stelden voor om de clusters te formeren
aan de hand van de ratio (B) van de gemiddelde intercorrela-
tie van de variabelen in een cluster en da gemiddelde corre-
latie met de variabelen buiten het cluster (Harman, 1960,b1z.
128 e.v.). Er zijn du~ twee criteria in B verenigd, enerzijds
de gelijkheid in een cluster (zo groot mogelijk) en ander-
zijds de gelijkheid tussen de clusters (zo klein mogelijk).
De analyse wordt begonnen met de twee variabelen die het
sterkst met elkaar samenhangen. Aan deze twee wordt een der-
de variabele toegevoegd die met de reeds gegroepeerde de
hoogste gemiddelde correlatie heeft, enz. Door deze toevoe-
ging zal, behalve in het geval dat de variabele hoog corre-
leert met de reeds gegroepeerde variabelen en laag met alle
andere, de daling van het gemiddelde in de teller van B gro-
ter zijn dan in de noemer, zodat B geleidelijk zal dalen.De
uitbreiding van het cluster wordt gestopt zodra B een sterke
daling te zien geeft. De voorgaande variabelen worden dan als
een cluster beschouwd en alle uit de oorspronkelijke matrix
verwijderd om de analyse op de gereduceerde matrix te herha-
len, totdat alle variabelen gegroepeerd zijn. Aangezien een
B ter grootte van 1 betekent dat de gemiddelde correlatie in
het cluster gelijk is aan de gemiddelde correlatie van de
variabelen in het cluster met de variabelen er buiten, stelt
Harman voor de (enigszins arbitraire) waarde van 1,30 als
minimum te nemen.
Opgemerkt moet worden dat bij een groot cluster B slechts
weinig zal veranderen, ook al voegt men er een relatief
slecht passend item aan toe. Bovendien kan de volgorde van
het aan bod komen van een variabele belangrijk zijn. De
keuze van de volgende variabele waarvoor de B-coëfficiënt
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bepaald wordt, zal immers vaak een keuze zijn uit verschei-
dene mogelijkheden; doorgaans zullen er enkele zijn die on-
geveer dezelfde gemiddelde correlatie met de variabelen in
het cluster bezitten. Een daling in B voor een bepaalde
variabele houdt dan niet in dat de analyse gestopt wordt,
maar dat eerst voor de andere mogelijkheden de B berekend
wordt. Dit houdt de mogelijkheid in dat een variabele die
in het begin uitgesloten wordt, toegevoegd zou kunnen wor-
den als hij als laatste aan bod gekomen was.
2.8. ITERATIEVE FACTOR-ANALYSE.
2.8.1. Wherry en Gaylord (1943) hebben een methode aangegeven voor
het vormen van subsets van variabelen die veel gelijkenis
zouden vertonen met factoren in de factor-analyse. Deze me-
thode hebben zij de enigszins misleidende naam iteratieve
factor-analyse gegeven. Voor dichotome gegevens (0,1) ver-
loopt de procedure als volgt:
- bereken per persoon de totaalscore over alle variabelen
en bereken voor elke variabele de correlatie met die to-
taalscore;
- groepeer de variabelen met de hoogste correlaties;
- bepaal per persoon de totaalscore op de gegroepeerde
variabelen en bereken de correlatie voor e~ke variabele
met de nieuwe totaalscore;
- voeg de variabelen die met de nieuwe totaalscore een ho-
gere correlatie hebben dan met de eerste, toe aah de
groep, en verwijder die variabelen waarvan de correlatie
is gedaald. Ga door tot er geen veranderingen meer optre-
den in de samenstelling van het cluster;
- verwijder de variabelen die in het eerste cluster vallen
en herhaal de analyse met de overgebleven variabelen.
2:8;2. Bass (1957) heeft deze methode zodanig aanqég~st ddt het mo-
gelijk is in plaats van variabélén persnnen.,te grveperen.De
te nemen stappen zijn dan:
- bepaal de frequenties positieve antwoorden per variabele;
- rangschik alle variabelen naar deze frequenties en deel
deze verdeling in twee gelijke helften;
- ga voor elke variabele na of hij in het hoger of in het
lager gedeelte ligt, en bepaal per respondent het aantal
variabelen waarop hij positief gescoord heeft en die in
het hoge gedeelte gelegen zijn, en het aantal positieve
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- bepaal voor elke respondent de tetrachorische correlatie-
coëfficiënt op bovenstaande tabel, en neem de responden-
ten die een tetrachorische correlatiecoëfficiënt hebben
groter dan een bepaald minimum bij elkaar en beschouw ze
als een cluster;
- herhaal de analyse op de overgebleven respondenten tot-
dat er geen correlaties meer voorkomen boven het gestel-
de minimum.
2.8.3. Boon van Ostade (1963) heeft in de methode van Wherry en
Gaylord enige veranderingen aangebracht. Hij gaat uit van
dichotome gegevens met 508 plus (- 1) en 50B min-scores
(- 0). Per persoon wordt de totaalscore berekend. De fre-
quentieverdeling van de totaalscores wordt gesplitst in een
hoge en een lage helft, zodanig dat beide delen precies even
groot zijn (eventueel toewijzen met toevalscijfers). Voor
elke variabele wordt met deze gedichotomiseerde totaalscore
de samenhang ~(dit is de product moment correlatiecoëffi-
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De variabelen waarvan de ~ significant is of groter is dan
een bepaald minimum,worden afzonderlijk genomen. De totaal-
score op deze variabelen wordt als nieuwe totaalscore ge-
nomen enz. De correlaties van de variabelen in de aldus ge-
vormde clusters met hun cluster, zijn een schatting van de
ladingen op de eerste centroide factor (1963, blz. 19). Bij
de bepaling van het significantieniveau voor ~, moet men
rekening houden met het mogelijk effect van de part-whole
correlatie. Een significantieniveau van bijvoorbeeld 18
lijkt dan ook aan te bevelen.
De resultaten van de op deze wijze uitgevoerde iteratieve
factor-analyse blijken in een paar gevallen tamelijk goed
overeen te komen met die van de factor-analyse (Boon van
Ostade, 1963 en 1965, Wherry, Campbell and Perloff, 1951),
ondanks het feit dat bij factor-analyse met de residuele
correlatiematrix gewerkt wordt en bij de iteratieve factor-
analyse met een gereduceerd aantal variabelen. Factoren die
bestaan uit variabelen die reeds in eerdere factóren voor-
komen, zijn dan ook niet mogelijk bij de iteratieve methode.
De variabelen zullen dus duidelijk geisoleerde constellaties
moeten vormen wil de iteratieve factor-analyse goed uitvoer-
baar zijn (Boon van Ostade, 1963, blz. 25, 26).
Later heeft Boon van Ostade (Pennings, 1966, blz. 51-54)x
zijn methode zodanig gewijzigd, dat de formering van clus-
ters vanuit één variabele geschiedt door toevoegxng van an-
dere. Hiermee wordt het probleem van de ~artrwhgle.,correla-
x Binnenkort zal van de hand van Boon van Ostade sen publica-
tie over deze methode verschijnen. '
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tie voorkomen. Deze versie heeft de naam iteratieve cluster-
analyse gekregen. De werkwijze wordt dan:
- correleer elke variabele met de totaalscore van alle an-
dere variabelen en neem de variabele die de hoogste cor-
relatie heeft met de totaalscore;
- correleer vervolgens deze variabele met alle andere;
- bepaal de somscore van deze variabele met de variabele
die het hoogst met hem correleert boven een bepaalde
grens en correleer deze score met de overige variabelen;
- voeg de hoogst correlerende variabele boven de gestelde
grens bij de eerste twee, enz. Ga door totdat alle corre-
laties lager zijn dan het gestelde minimum. De aldus sa-
mengevoegde variabelen worden als een cluster beschouwd
en de analyse wordt op de overige variabelen herhaald.
Het is tevens mogelijk de methode toetsend te gebruiken.
Door het invoeren van bepaalde beginvariabelen kan men na-
gaan of er inderdaad clusters in het gegeven materiaal voor-
komen (zie Pennings, 1966, blz. 75 e.v.).
2.8.4. De geschetste versies van de zogenaamde iteratieve factor-
analyse gaan bij de bepaling van de clusters alle uit van
een (eventueel gedichotomiseerde) somvector. Dit lijkt ons
minder aantrekkelijk als men tot clusters wil komen met
"typische" eigenschappen. Een somvector is immers meestal
zeer algemeen, weinig specifiek. Stel bijvoorbeeld dat in
de laatste versie van de iteratieve factor-analyse zoals
die gegeven is door Boon van Ostade, er duidelijk twee posi-
tief gecorreleerde, nagenoeg even grote, clusters te onder-
scheiden zijn. Dan zal de centroide tussen de twee clusters
qelegen zijn. De variabelen die het eerst toegevoegd worden,
en dus de richting van het cluster het sterkst bepalen, zul-
len nu juist de randvariabelen van de beide clusters zijn.
Het is natuurlijk wel mogelijk, en is misschien zelfs het
meest waarschijnlijke, dat de verdere ontwikkeling van het
cluster in de richting van één bepaald cluster geschiedt.
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Tevens moet er op gewezen worden dat de grootte van Y:2t ge-
stelde criterium van invloed kan zijn op het verloop van de
analyse.
2.9. DE METHODEN VAN MICHENER EN SOKAL, SNEATH EN BRIDGES.
Zijn de tot nu toe aangegeven methoden ontwikkeld in de
psychologie of de sociologie, ook in de biologie, speciaal
de microbiologie, heeft men met gelijkgerichte problemen te
maken. Zo hebben Michener en Sokal (1957) een classificatie
opgesteld op basis van correlatiecoëfficiënten. Als de kern
van een groep namen zij de twee elementen die het sterkst
met elkaar correleerden. Aan dit paar werd een derde toege-
voegd, namelijk die de hoogste gemiddelde correlatie heeft
met de elementen die reeds in de groep zijn geplaatst, enz.
Gestopt kan worden bij een duidelijke daling in de gemiddel-
de córrelatie. De gegroepeerde eenheden worden uít de matrix
verwijderd en men gaat verder met de resterende. Nadat alle
elementen met een bepaalde minimale correlatie zijn gegroe-
peerd, worden met behulp van de Spearman-methode (Sokal and
Michener, 1958, blz. 1432 e.v.) de correlaties berekend tus-
sen de geformeerde groepen en tussen de groepen en de over-
gebleven eenheden. De groepen kunnen nu als elementen wor-
den beschouwd en op hen kan dezelfde procedure worden toe-
gepast met behulp van een nieuw (lager) criterium, om hen
in grotere groepen te brengen, enz. ~
Sneath (1957b, b1z.208-20.9) ging uit van een matrix met de
door hem ontwikkelde gelijkheidscoëfficiënten. Hi~j voegde
eerst de elementen samen die een gemiddelde coëfficiënt had-
den van 0,99 ver.volgens van 0.98 enz.
Bridges (1966) heeft de methoden van Sneath en Michener en
Sokal in zekere zin met elkaar gecombineerd. Zij stelt voor
om de samenvoegingen (eenheden met eenheden, eenheden met
-- " ~' - -'-clusters en clusters met clustersr'te laten geschieden op
basis van de hoogst mogélij.ke gemiddelde cQrr`~~a~ïe bij elke
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stap. Men kan net zo lang doorgaan totdat alle variabelen
in één cluster zijn samengevoegd.
Als critiek cp deze methoden kan men aanvoeren,dat na een
paar toevoegingen ook elementen die vrij sterk van elkaar
verschillen kunnen worden toegewezen, omdat de invloed van
een enkele variabele op het gemiddelde van een groter aan-
tal gering is. Dit bezwaar zal zich overigens de ene keer
sterker doen gevoelen dan de andere keer (zie Hodson e.a.,
1966, blz. 311).
2.10. DE METHODE VAN KING.
In de clusterprocedure van King (1966) worden in een matrix
met correlatiecoëfficiënten de twee variabelen met de hoog-
ste correlatiecoëfficiënt samengevoegd in een nieuwe varia-
bele. De score op deze nieuwe variabele is de som of het ge-
middelde van de scores op de samengevoegde variabelen. Voor
deze variabele worden de correlaties met de overige varia-
belen berekend, waarna weer naar de hoogste correlatie-
coëfficiënt gezocht wordt, enz.
De auteur betitelt zijn methode als onnauwkeurig. Inderdaad
kan het vormen van een somscore (of gemiddelde) van een gro-
ter aantal variabelen die niet zeer hoog met elkaar correle-
ren nadelige gevolgen hebben. De somscore kan dan immers uit
niet met elkaar vergelijkbare componenten bestaan. Daarnaast
is de invloed van de variabelen op de somscore niet gelijk,
maar afhankelijk van de grootte van zijn variantie.
Een ander criterium voor de samenvoeging van variabelen zou
(King, 1967) een oorspronkelijk door Wilks ontwikkelde
likelihood ratio toets kunnen zijn (zie Anderson, 1958, blz.
230 e.v.). Deze toets gaat na of k subsets vam m ~ormaal
verdeelde variabelen onafhankelijk van elkaar zijn. De ra-
tio is: W - An All , waarbij ~A~ de determinant is van
de matrix met crossproducten van de afwijkingen ten opzichte
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van het gemiddelde (scattermatrix) voor alle variabelen, en
Aii de scattermatrix voor subset i is. Met II wordt het pro-
ductteken aangeduid. De opsplitsing waarbij W maximaal is,
is dan de beste keuze.
Natuurlijk kan men ook in plaats van de verdeling van de
variabelen in k groepen eerst tot de beste opdeling in twee
groepen besluiten om daarna deze weer verder op te splitsen.
Rozeboom (1965) heeft voor de opdeling in twee groepen aan-
getoond dat W- II(1 - ri2), waarbij ri de i'de canonische
correlatiecoëfficiënt is tussen de twee groepen.
Het maken van alle mogelijke k groepen is een zeer omvang-
rijk karwei, dat ook met behulp van een computer niet of
zeer moeilijk uit te voeren kan zijn. Er zal, wil het prin-
cipe toegepast kunnen worden, een procedure gevonden moeten
worden die niet alle mogelijkheden nagaat, maar een zo opti-
maal mogelijke selectie maakt uit de mogelijke opdelingen.
2.11. DE CLUSTER-ANALYSE VAN TRYON.
Tryon (1958) heeft een multi-dimensionele analyse ontwik-
keld die hij de naam key cluster analysis heeft gegeven. In
onze ogen is deze methode evenwel geen cluster-analyse. Als
kenmerk van een cluster-analyse stellen wij, dat deze groe-
pen van variabelen of onderzoekseenheden onderscheiden die
veel op elkaar gelijken. De intentie van Tryon is echter de
variabelenruimte weer te geven in een kleinere factorenruim-
te. Dit brengt met zich mee dat voor alle variabelen de resi-
duele correlaties bepaald moeten worden. Ook dit is een han-
delwijze die vreemd is aan een cJ.uster-analyse.
2.I2. CONCLUSIE.
Overzien wij de technieken die in dit hoofdstuk aan de orde
zijn gekomen, dan zien wij dat aan nagenoeg alle technieken,
uitgezonderd de methode van Bridges, vrij ernstige bezwaren
kleven. De clustertechnieken voor variabelen vormen duide-
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lijk een achtergebleven gebied. Dit behoeft, gezien de ont-
wikkelingen die hebben plaats gevonden bij de andere analyse-
methoden (o.a. niet metrische factor-analyse, zie Kruskal,
1964 en Roskam, 1968) en de perspectieven die daardoor zijn
geschapen, nauwelijks verbazing te wekken. Het definitieve
oordeel over de iteratieve cluster-analyse van Boon van
Ostade willen wij ons graag voorbehouden tot na de aange-
kondigde publicatie. Het heeft er overigens de schijn van
dat zijn methode sterk in de richting van de multi-dimensio-
nele analyse gaat.
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HOOFDSTUK 3: METHODEN, ONTWIKKELD TER FORMERING VAN
CLUSTERS VOOR ONDERZOEKSEENHEDEN
3.1. INLEIDING.
Bij de methoden ter vorming van clusters voor onderzoeks-
eenheden valt een grote verscheidenheid te bespeuren. De
methoden zijn doorgaans los van elkaar ontwikkeld, zodat
een voortbouwen op de gedachten van andere auteurs niet
vaak voorkomt. Het gevolg hiervan is dat ook de opbouw van
dit hoofdstuk niet erg veel systematiek vertoont.
De eerste technieken die wij bespreken vereisen gegevens
die op interval niveau gemeten zijn; zij gaan uit (of kun-
nen uitgaan) van een matrix met D2-coëfficiënten. Daarna
besteden wij aandacht aan twee hiërarchische clustersche-
ma's en aan methoden die gebruik maken van begrippen uit
de informatietheorie. Vervolgens gaan wij in op prodedures
die min of ineer op de ramifying linkage analysis van Cattell
gebaseerd zijn (3.9.1. en 3.10.) en op een methode die al-
leen maar op deze plaats besproken wordt omdat de auteur
dezelfde is dan die van de in 3.9.1. behandelde methode.
Tot slot worden enige technieken besproken die in tegen-
stelling tot de eerder behandelde, niet de individuele
onderzoekseenheden tot uitgangspunt nemen, maar de gehele
groep onderzoekseenheden. Zij trachten de gehele groep in
een aantal subgroepen op te splitsen.
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3.2. DE METHODE VAN THORNDIKE.
Het probleem waarvoor Thorndike (1953) een oplossing heeft
willen geven is hoe n elementen in een bij wijze van hypo-
these gegeven aantal (k) clusters moeten worden verdeeld,
zodat er een zo groot mogelijke gelijkheid binnen de cate-
gorieën bestaat en een zo groot mogelijk verschil er tus-
sen. Aan de voorgestelde methode ligt de veronderstelling
ten grondslag,dat elementen die het verst van elkaar ver-
wijderd zijn in de Euclidische ruimte met de variabelen als
assen, automatisch in verschillende clusters vallen. De k
elementen worden dan ook als uitgangspunten van de clusters
genomen, waarna telkens één element aan elk cluster wordt
toegewezen, op grond van zijn gemiddelde afstand ten opzich-
te van de elementen die reeds in dat cluster zijn opgenomen.
Op deze wijze krijgen we dus k even grote clusters. Daarna
kunnen eventueel correcties aangebracht worden voor die
items die een geringere gemiddelde afstand ten opzichte van
een ander cluster hebben dan ten opzichte van het clu-tel
waar zij aan toegewezen zijn.
Het aantal clusters is niet eenvoudig te bepalen. Men kan
hierbij uitgaan van het feit dat bij een toenemend aantal
clusters de gemiddelde afstand van de elementen in de clus-
ters daalt. Er wordt nu nagegaan bij welk aantal clusters
de gemiddelde afstand in de clusters niet "veel" hoger is
dan wanneer één cluster meer verondersteld wordt (een knik
in de curve), welk aantal dan als het juiste aantal ~e-
schouwd wordt.
Aan de hierboven beschreven methode lijken ons nogal veel
bezwaren verbonden.
- Mag de veronderstelling dat items die ver uiteen liggen
tot verschillende clusters behoren gerechtvaardigd zijn,
dit als uitgangspunt nemen bij de formering van clusters
lijkt ons zeer bezwaarlijk. Zij zullen immers in de clus-
ters waartoe zij behoren randelementen zijn in plaats van
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kernelementen.
- Het valt moeilijk in te zien waarom de clusters ongeveer
even groot zouden moeten zijn.
- Het bepalen van het aantal clusters is een moeizame aan-
gelegenheid.
- Bij een groter aantal elementen (~ 25) is het een traag
verlopende en veel tijd eisende methode.
3.3. DE METHODE VAN SAWREY, KELLER EN CONGER.
De methode die Sawrey, Keller en Conger (1960) ontworpen
hebben selecteert groepen uit een matrix met D2-coëfficiën-
ten. Uitgaande van een klein aantal kernprofielen worden
homogene groepen gevormd die onderling veel van elkaar ver-
schillen. De te nemen stappen zijn achtereenvolgens (ibid,
blz. 657-660):
1. Bereken de matrix met D2-waarden.
2. Selecteer de potentiële kerngroepen.
a. Bepaal de maximum D2 waarbij nog van gelijkheid ge-
sproken kan worden, bijvoorbeeld 4 E s~ , waarbij s~
de variantie aangeeft van de jde variabele.
b. Maak een kaart van de n individuele profielen en geef
bij elk aan met welke andere deze een D2 heeft klei-
ner dan het gestelde maximum.
c. Neem als potentiële kerngroep elke twee of ineer pro-
fielen die op elkaar gelijken en laat deze groep ver-
tegenwoordigen door één individueel profiel. Begin
met het profiel dat het grootste aantal gelijkende
heeft. Als een profiel geselecteerd is, wordt het
tezamen met de profielen waarmee het een potentíële
kerngroep vormt uit de matrix verwijderd om overlap-
ping te voorkomen. Hebben twee of ineer profielen een-
zelfde aantal gelijkende, kies dan met behulp van een
toevalsmechanisme.
3. Selecteer die potentiële kerngroepen (irndividuele pro-
- fielen) die van elkaar verschillen. '
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a. Bepaal een minimum DZ voor ongelijkheid, bijvoor-
beeld E s? .7
b. Bepaal de D2-matrix van de geselecteerde profielen
van de potentiële kerngroepen.
c. Sommeer de kolommen van deze matrix. De volgorde
waarin men de onderscheiden groepen selecteert zal
gaan van het profiel met de grootste som naar dat
met de laagste. Als een profiel op deze manier uit-
gekozen is worden alle profielen die er niet van
verschillen, volgens het criterium in 3a, uit de
matrix verwijderd. Op deze wijze wordt doorgegaan
tot de hele matrix leeg is.
4. Vergelijk de overgebleven profielen met de kerngroepen
en voeg ze toe als volgt.
a. Bepaal voor elke kerngroep het gemiddelde~groeps-
profiel (centroide).
b. Maak een kaart voor iedere kerngroep van mogelijke
toevoegingen, welke laatste gedefinieerd zijn als
de profielen die niet verschillen van de profielen
van de kerngroep, volgens criterium 3a.
c. Bepaal de D2 tussen de mogelijke toevoegingen en de
centroide van de kerngroep.
d. Stel enige maximumgrenzen als opeenvolgende criteria
voor het toevoegen van additionele groepen aan de be-
staande groepen,bijvoorbeeld 1 E s2. 1 E s?; 1 E s?;4 j' 3 J 2 J
4 E sz en E s?. Hoe groter de limiet hoe minder dej J
homogeniteit natuurlijk zal zijn. Begin met het eer-
ste criterium.
e. Als een profiel bij twee of ineer groepen gevoegd kan
worden, valt het kennelijk tussen de groepen en wordt
het aan geen enkele groep toegevoegd.
f. Bereken de centroide van de aldus gevormde groepen en
bepaal de D2 met de overblijvende profielen en voeg
toe met behulp van het tweede criterium, enz.
5. Teken de centroiden van de eindgroepen en vergelijk de
binnen- en tussen-groepen D"~en.
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Tegen de geschetste procedure kunnen naar onze mening enige
bedenkingen worden aangevoerd. Zo worden de potentiële kern-
groepen bepaald aan de hand van de afstanden ten opzichte
van één individueel profiel en wordt niet gelet op de onder-
linge afstanden tussen de leden van de potentiële kerngroep.
Ook het laten vertegenwoordigen van een potentiële kerngroep
door één enkel profiel ter bepaling van de potentiële kern-
groepen die van elkaar verschillen en de min of ineer arbi-
traire keuze van de belangrijke criteria in het begin van
de analyse, kunnen een niet te verwaarlozen invloed op de
eindresultaten hebben. Een laatste bezwaar betreft het feit
dat de potentiële toevoegingen worden bepaald aan de hand
van de afstanden ten opzichte van de leden van de kerngroep,
en de feitelijke toevoegingen aan de hand van de centroide
van de groep geschieden.
3.4. DE METHODE VAN WARD.
Ward (1963) stelde zich ten doel een groep onderzoekseenhe-
den ter grootte van n, op basis van een aantal variabelen
zodanig in groepen te herordenen dat het aantal groepen tel-
kens met één afneemt, terwijl het verlies aan informatie dat
met elke samenvoeging gepaard gaat zo klein mogelijk is en
bovendien te kwantificeren valt. Het gaat er dus om, een of
andere functionele relatie tussen de onderzoekseenheden,die
het criterium van de onderzoeker weergeeft, voor elke stap
te minimaliseren. De functie waarvan de waarde zo klein mo-
gelijk moet zijn kan bijvoorbeeld zijn de som van de gekwa-
drateerde binnen-groep afwijkingen rond het groepsgemiddelde
van elke variabele, voor alle variabelen en voor alle groe-
pen tegelijkertijd: (Ward en Hook, 1963, blz. 72)
K- s{ g r yrsg - g~ng (r yrsg)2 J } waarbij
s - variabelenummer
g - groepsnummer
r - nummer van een onderzoekseenheid
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- waarde van de s'de variabele voor de r'de onderzoeks-yrsg
eenheid in de g'de groep
ng - aantal onderzoekseenheden in groep g.
Zijn twee onderzoekseenheden bij elkaar gevoegd, dan func-
tioneren zij verder als één geheel, hoewel bij de berekening
van de gekwadrateerde afwijkingen natuurlijk de individuele
profielen genomen worden. Indien men reeds de beschikking
heeft over een matrix met D2-coëfficiënten kan de boven-
staande functie ook geschreven worden als
K-~ E n { E E E(yrsg - yr'sg)2 ) ~ en dusg g r r's
K-~ E n E E D2g g rr'r r'
waarbij r en r' leden zijn van eenzelfde subgroep (Ward en
Hook, 1963, blz. 74).
Als de toename van K, dl, bij een bepaalde samenvoeging zeer
groot is, kan men besluiten die samenvoeging niet meer te
verrichten en de analyse op dat punt beëindigen. Deze be-
slissing kan het beste genomen worden aan de hand van de
toename in dl bij de opeenvolgende samenvoegingen.
Bij deze methode zullen variabelen met een grote variantie
meer invloed op de samenvoegingen hebben dan variabelen met
een kleine variantie. Bovendien zal een aantal kleinere af-
wijkingen doorgaans een kleinere kwadratensom opleveren dan
één grote, zodat tot de eerste samenvoeging besloten zal
worden. De tweede samenvoeging is uit typologisch standpunt
echter te verkiezen,als de qrote afwijking betrekking heeft
op een voor de typologie relatief onbelangrijke variabele.
Tot samenvoeging van eenheden en subgroepen wordt besloten
op grond van de bijdrage tot de som van de gekwadrateerde
afwijking (K). Het kan voorkomen dat de samenvoeging van
subgroepen x en y een kleinere som van gekwadrateerde af-
wijkingen zou hebben, maar dat toch tot de samenvoeging van
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x en z wordt besloten, omdat de verhoging van K in het twee-
de alternatief geringer is dan in het eerste. Dit zal het
geval zijn wanneer y homogener is dan z en wel in die mate
dat het verschil in de bijdragenverhoging van K wordt over-
troffen. Met andere woorden,niet de homogeniteit van de sub-
groepen staat primair maar de bijdrage tot K, hetgeen met
elkaar conflicterende waarden kunnen zijn. De opmerking van
Ward en Hook (1963, blz. 77) dat de voorgestelde methode de
binnen-groep sommen van gekwadrateerde afwijkingen van het
gemiddelde minimaliseert, moet dan ook gezien worden als be-
trekking hebbende op de som van die sommen en niet op de
sommen van de subgroepen.
Doordat bij de samenvoegingen alleen op de absolute som
wordt gelet, is het mogelijk dat op een gegeven ogenblik
tot samenvoeging met een relatief slecht passende eenheid
wordt besloten boven een samenvoeging met een (relatief
homogene) subgroep, hoewel het verschil in dl gering is.
Het lijkt wenselijk dat in dergelijke gevallen mede gelet
zou kunnen worden op het aantal onderzoekseenheden waarop
de samenvoeging betrekking heeft. Dit lijkt bovendien be-
langrijk,omdat in bovenstaand geval de slecht passende een-
heid op zich een grote invloed zou hebben op de verdere
richting waarin de subgroep zich zal ontwikkelen. Het lijkt
dus wenselijk naast het verloop van K de opbouw van de sub-
groepen in ogenschouw te nemen.
3.5. EEN HIERARCHISCH CLUSTERSCHEMA VOLGENS JOHNSON.
Johnson (1967) heeft een hiërarchische methode ontwikkeld
waaraan hij de eisen stelde dat de invoergegevens beperkt
blijven tot een halve matrix met gelijkheidscoëfficiënten,
de wijze van clustervorming een inhoudelijke betekenis heeft
en de resultaten invariant zijn onder monotone transforma-
ties van de gelijkheidsgegevens.
Het schema voor een algemene hiërarchische clusterprocedure
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kan als volgt worden weergegeven. Stel dat we n objecten
hebben die in een reeks van m t 1 samenvoegingen op de ni-
veau's S0, S1, ..., Sm worden samengevoegd. Elk niveau Sj
bezit een bepaalde waarde a. die een maat is voor de "af-
y.,...~...~.-. J
stand" tussen de ~~e~e~r op grond waarvan tot samenvoe-
ging wordt besloten. S~ stelt dan de reeks clusters voor
die bestaat uit de niet samengevoegde objecten (ao - 0), en
Sm geeft het niveau aan waarop alle objecten in één cluster
zijn opgenomen. Het is vereist dat aj in de loop van de ana-
lyse toeneemt en dat de clusters op niveau Sj bestaan uit
samenvoegingen van clusters op niveau S.~-1'
Bezien we nu de voorwaarden waaraan de afstandsmaat d in
het geval van een hiërarchische procedure moet voldoen
(ibid, blz. 244 e.v.). Stel dat x, y en z drie ~ar-~.abeler~
in de analyse zijn en dat L~~~-`1
d (x, y) - aj
d (Y~ z) - ak.
x en y zijn dus in hetzelfde cluster op niveau Sj en y en z
op niveau Sk (j ~ k). Omdat de gevolgde procedure hiërar-
chisch is zal op het hoogste niveau van j en k, stel p, het
cluster voorkomen dat x, y en z bevat. Dan zal gelden
d (x, y) ~ ap
ap - max { aj, ak } en
d(x, z) 6 max { d(x, y) , d(y, z) }
Deze laatste vergelijking wordt de ultrametrische ongelijk-
heid genoemd.
Laten we nu uitgaan van een afstandsmaat die aan de ultrame-
trische ongelijkheid voldoet,om de methode van cluster-ana-
lyse aan te geven die een hiërarchische oplossing geeft. Bij
deze methode zullen de objecten die de kleinste afstand tot
elkaar bezitten in een cluster worden samengevoegd. Als ob-
jecten eenmaal bij elkaar gevoegd zijn dan komen zij in de
verdere analyse steeds tezamen voor. Het cluster wordt als
een nieuw object beschouwd en daarna wordt, nadat voor het
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nieuwe object de afstand tot de andere is bepaald, nagegaan
tussen welke objecten de kleinste afstand voorkomt, enz.
De methode berust op de gedachte dat het mogelijk is twee
of ineer objecten te vervangen door een cluster en dat men
toch in staat moet zijn de afstand tussen zulke clusters
en andere objecten of clusters te bepalen. Dit is mogelijk
wanneer de afstandsmaat aan de ultrametrische ongelijkheid
voldoet en als telkens de clustering plaatsvindt op basis
van de kleinste afstand.
Omdat een gelijkheidsmatrix nagenoeg nooit geheel aan de
eis van de ultrametrische ongelijkheid zal voldoen, zal
men voor de afstand tussen het cluster x, y en z een of
andere functie moeten nemen voor de afstand tussen x en z
en tussen y en z:
d({x y} , z) - f{ d(x, z) , d(y, z) }.
Als de afstandsmaat bovendien ongevoelig moet zijn voor
monotone transformaties van de oorspronkelijke gegevens
(de methode mag dus alleen maar afhangen van de rangorde
van de gegevens),zou men voor f het maximum of het minimum
van beide coëfficiënten kunnen nemen. Het bovenstaande houdt
in dat de gebruikte maat op zich niet aan de ultrametrische
ongelijkheid behoeft te voldoen, maar dat het voldoende is
om een functie van die maat te nemen op het moment dat aan
de gestelde eis voldaan moet zijn.
Inhoudelijk bezien geeft het maximum model in elk stadium
van de analyse clusters waarin de grootst voorkomende af-
stand tussen de leden zo klein mogelijk is. De methóden zo-
als die door McQuitty (1960a) en door sneath (1957b) zijn
aangegeven kunnen als bijzondere gevallen gezien worden van
deze methode van Johnson. Het minimum model is moeilijker
te duiden en een zinvolle toepassing lijkt niet direct mo-
gelijk. Op het einde van de analyse zijn alle eenheden in
één cluster geplaatst. Dit zal slechts zelden het doel van
de onderzoeker zijn. De analyse zou beëindigd kunnen worden
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als de afstand waarop tot samenvoeging wordt besloten een
sterke stijging vertoont. Dit criterium bergt natuurlijk
een subjectief element in zich, maar dit behoeft op dit
punt van de analyse niet op grote bezwaren te stuiten. De
beslissing leent zich er bovendien goed voor om in een sche-
ma te worden weergegeven (zie 5.5.1.).
De toevoegingen geschieden op basis van één coëfficiënt.Het
kan voorkomen dat deze coëfficiënt geen goede weerspiegeling
is van de coëfficiënten die hij moet vertegenwoordigen. Het
opstellen van de submatrices met de afstandscoëfficiënten
voor de te onderscheiden clusters lijkt dus wenselijk, om
eventueel minder aantrekkelijke samenvoegingen op het spoor
te komen. De methode van Johnson lijkt een goede cluster-
procedure te zijn, hoewel men er niet blind op zal kunnen
vertrouwen.
3.6. DE HIERARCHISCHE WEERGAVE VAN EEN MATRIX MET GELIJKHEIDS-
COEFFICIËNTEN DOOR EEN BOOM.
Hartigan (1967) zoekt bij een matrix met gelijkheidscoëffi-
ciënten de best passende boom. In deze boom behoeft niet,
zoals bij Johnson, een samenvoeging beperkt te blijven tot
twee eenheden of clusters (door Hartigan nodes genoemd),
maar kunnen er verscheidene tegelijkertijd bij elkaar ge-
voegd worden. Voor een exacte boomstructuur moet aan de
ultrametrische ongelijkheid voldaan zijn. Een maat die aan-
geeft hoe goed de boom past bij de matrix met gelijkheids-
2coëfficiënten zou kunnen zijn E wij { S1 (i,j) - SZ (i,j) },
hetgeen de gewogen som van de gekwadrateerde verschillen tus-
sen de elementen van twee matrices is, waarbij S1 (i,j) de
feitelijk voorkomende gelíjkheidscoëfficiënten zijn, en
S2 (i,j) de coëfficiënten zoals ze zouden moeten zijn bij
de voorgestelde boom als aan de ultrametrische ongelijkheid
voldaan is.
Voor het bepalen van de best passende boom bestaan nog geen
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andere methoden dan het proberen van alle mogelijkheden. Het
is duidelijk dat als het aantal onderzoekseenheden niet zeer
klein is, de mogelijke bomen zo talrijk zijn dat het prac-
tisch niet uitvoerbaar is om alle mogelijkheden na te gaan.
Heeft men met een andere clusterprocedure echter een boom
gevonden, dan zou men met bovenstaand criterium na kunnen
gaan of door het weglaten, toevoegen of verplaatsen van no-
des of door combinaties van deze bewerkingen,een betere aan-
passing van de boom aan de matrix verkregen kan worden. Het
gevaar dat deze aanpassingen op zeer ondergeschikte plaatsen
zullen geschieden is natuurlijk erg groot. Deze bewerkingen
zijn (ook met de nadere beperkingen die de auteur aangeeft)
alleen mogelijk met behulp van een grote en snelle computer.
Voorlopig zullen de ideeën van Hartigan dus slechts beperkt
dienst kunnen doen voor het verbeteren van een boom die
reeds met behulp van een andere clusterprocedure is gevon-
den.
3.7. DE METHODE VAN ROGERS EN TANIMOTO.
Rogers en Tanimoto (1960) nemen als gelijkheidscoëfficiënt
de ratio (Sij) tussen het aantal karakteristieken dat beide
elementen gemeenschappelijk hebben en het totaal aantal
karakteristieken dat bij beide elementen voorkomt (zie
1.5.3.). Deze Sij wordt qetransformeerd tot een "afstand"
dij --logZSij. De maat voor overeenkomst wordt dus omgezet
in een maat voor verschil. Deze logarithmische transforma-
tie heeft een benadrukken van de verschillen tussen de ele-
menten tot gevolg. 2ij is bovendien alleen mogelijk voor
Sij ~ 0, hetgeen, als de elementen op een groot aantal
variabelen met elkaar vergeleken worden, wel altijd het ge-
val zal zijn. Vervolgens worden de afstanden van elk ele-
ment met alle andere gesommeerd, zodat we krijgen
Ii - E dij - E- log2Sij. Het element met de laagste Zi
(aan ~e duide~ met i0) wordt als het typische e.lement ge-
definieerd, omdat bij i0 de kans het grootst is dat het
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karakteristieken bezit die ook bij alle andere elementen
voorkomen (Tanimoto, 1960, blz. 36), hetgeen met behulp van
de eigenschappen van de logarithmische functie gemakkelijk
valt aan te tonen. Rond deze i0 moeten we nu een aantal ele-
menten trachten te verzamelen die een grote gelijkenis met
i0 vertonen, hetgeen met behulp van de entropy-functie kan
geschieden.
De methode van Rogers en Tanimoto lijkt voor onze doelein-
den minder geschikt. Immers, de definiëring van het meest
typische element als het element dat het grootste aantal
andere elementen heeft waarop het lijkt, mag voor de fylo-
genetische benadering in de biologie doeltreffend zijn,voor
de vorming van homogene clusters, waartussen onderling een
zo groot mogelijk verschil bestaat, lijkt het ons minder
juist. Het gebruik van de voorgestelde gelijkheidsindex
heeft bovendien tot gevolg dat de verschillen tussen de
elementen zwaar worden benadrukt.
3.8. DE METHODE VAN HYVARINEN.
De methode van Hyv~rinen (1962) ter classificatie van objec-
ten op basis van kwalitatieve gegevens (variabelen) maakt
ook gebruik van begrippen uit de informatietheorie. Zij gaat
uit van n objecten waarvan de eigenschappen betreffende m
variabelen xj zijn gegeven. De "waarde" van de variabelen
wordt aangegeven door xjp - 1, 2, .. p, .., rj. Indien bij
een object informatie over een variabele ontbreekt,wordt dit
met een nul voor de betreffende variabele aangegeven. De n x
m matrix met als cellen xij, die de waarde van de variabelen
voor de objecten aangeeft, wordt met observatiematrix aange-
duid. De methode gaat uit van het meest typische object en
voegt er de objecten aan toe die er een bepaalde minimale
gelijkheid mee bezitten. Van de overgeblevene wordt weer de
meest typische bepaald, enz. Het meest typische object is
gedefinieerd als het object dat het meest overeenkomt met
het geheel van de overige objecten. Om tot een maat van het
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typische van een object te komen, gaat Hyvárinen uit van
de informatie-inhoud (entropy) van een bepaalde variabele
van een bepaald object, hetgeen in formule weergegeven kan
worden als (ibid, blz. 85):
r.
Hij -- E~ f(xjp) log2 f(xjp)
p-1
f(xjp) - de relatieve frequentie van xjp.
De informatie-inhoud van een variabele over de gehele ob-
servatiematrix kan dan gezien worden als Hj - E Hij.
i
Hj zal maximaal zijn in het geval dat elke xjp in gelijke
mate voorkomt. De verhouding van Hj en Hj max doet dienst
als maat voor de diversiteit van de variabelen. De diversi-
teit van de gehele observatiematrix is dan:
EH.
Q - ~EH .~ max
Een maat voor het typische kan zijn T- Qi - Q, waarbij Qi
de diversiteit van de gehele observatiematrix voorstelt als
object i verwijderd is. De te gebruiken gelijkheidsindex
voor de objecten k en h is
( rj als xkj - xhj ~ 0
SHkh E l.~l 1 als xkj,xhj - 0
- j-1 ~ 0 anderszins
Nadat het meest typische object d is bepaald worden alle
objecten met m
SHdi , qSHdd - q E rj
j-1
0 s q s 1
tot één cluster gerekend.
Hyv~rinen heeft het meest typische object gedefinieerd als
het object dat de grootste gelijkenis vertoont met het to-
taal van de overige objecten. Dit object heeft dan een wei-
nig uitgesproken eigen karakter, hetgeen voor het opstel-
len van een classificatie met inhoudelijk relevante onder-
scheidingen niet erg aanlokkelijk lijkt. Het criterium q is
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ook van grote invloed op de resultaten van de analyse. Door
dat q het aantal toe te voegen objecten bepaalt, heeft het
invloed op de samenstelling van de overgebleven objecten en
hierdoor op de volgende bepaling van de meest typische en
daardoor op de samenstelling van de overige klassen. Een
oplossing hiervoor kan gezocht worden in het gebruik van
alternatieve q-waarden, hoewel men ook dan geen zekerheid
heeft dat een andere q-waarde geen inhoudelijk betere op-
lossing zou geven. Voor een critiek op de gebruikte gelijk-
heidscoëfficiënt zij verwezen naar 1.6.
3.9. DE METHODEN VAN BONNER.
3.9.1. Voor het opsporen van clusters op basis van dichotome varia-
belen heeft Bonner (1964) een analysemethode aangegeven.Hij
gaat uit van een matrix met gelijkheidscoëfficiënten zoals
die door Rogers en Tanimoto (1960) is voorgesteld (zie
1.5.3.). Deze matrix kan omgezet worden in een matrix met
nullen en enen, zodanig, dat de coëfficiënten boven een be-
paald minimum als enen worden weergegeven en de overige als
nullen. Op basis van deze matrix kunnen ook weer gelijkheids-
coëfficiënten berekend worden. Voor de nieuwe matrix wordt
de coëfficiënt tussen A en B berekend op de kolommen A en B
in de eerste matrix. De nieuwe coëfficiënt heeft dus betrek-
king op twee reeksen gelijkheidscoëfficiënten. Deze herhaal-
de berekening kan er toe leiden dat een beter onderscheid
tussen de clusters gemaakt kan worden. Hierna worden de
clusters opgespoord die zo zijn samengesteld dat alle leden
op elkaar lijken (dat wil zeggen met elkaar een gelijkheids-
coëfficiënt bezitten die weergegeven is als een één) en er
geen enkel niet-lid is dat op alle leden gelijkt. De proce-
dure die tot het gewenste resultaat moet leiden ziet er in
de vorm van een stroomdiagramx als volgt uit (zie volgende
bladzijde), waarbij:
x Wij hebben voor het stroomdiagram gekozen omdat de metho-
den van Bonner hiervoor zeer geschikt zijn en omdat een
verbale beschrijving lang en ingewikkeld zou moeten zijn.
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Stroomdíagram voor de methode van Bonner voor dichotome gegevens.
a - 1
ja
F(ytl) - F(y)n 5(Ly)
F(Y`1) - F(ytl) - L(Y)
C(Ytl) - C(y) ~ L(y)
L(}''ll - I,(}~) - 1
Y - . ` 1
C(y) is reeds gevonden
of is een subset van een
rceds gevonden cluster
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a - nummer van een onderzoekseenheid (object)
van 1 t~m n
y - niveau van de analyse
L(y) - nummer van een object in de analyse
L(m) - nummer van het laatste object in C(y)
C(y) - de set objecten die in een cluster zijn
opgenomen tot op niveau y van de analyse
F(y) - de set objecten die mogelijk toegevoegd
kunnen worden
S(Ly) - de set objecten die gelijken op L(y)
~ - nul-verzameling.
Vervolgens moet een set clusters geformeerd worden,zodat er
geen enkel object in meer dan één cluster voorkomt en alle
objecten in een cluster op elkaar gelijken. Als eerste de-
finitieve cluster wordt dan het grootste cluster uit het
eerste deel van de analyse genomen. De overige definitieve
clusters bestaan uit de elementen van een cluster uit het
eerste deel van de analyse die nog niet voorkomen in eerder
gevormde definitieve clusters, ook nu weer te beginnen bij
de grootste, enz. (zie Bonner, 1964, blz. 25). Wil men niet
al te kleine definitieve clusters, dan kan men de leden van
te klein geachte clusters toewijzen aan grotere, op basis
van de gelijkheidscoëfficiënten tussen de leden van de clus-
ters.
Als critiek op deze methode zouden wij het volgende willen
opmerken. De herschrijving van een matrix met gelijkheids-
coëfficiënten in nullen en enen moet als een niet aanbeve-
lenswaardige procedure worden beschouwd, hoewel de herhaal-
de berekening van de coëfficiënten dit bezwaar gedeeltelijk
kan ondervangen. Het vormen van de definitieve clusters
lijkt niet geheel zonder problemen. Bonner gaat uit van het
grootste cluster zonder meer, zonder aandacht te schenken
aan de hoogte van de betrokken gelijkheidscoëfficiënten.Dit
kan tot gevolg hebben dat objecten worden opgenomen die met
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de leden van andere te vormen (kleinere) definitieve clus-
ters hogere gelijkheidscoëfficiënten bezitten. De grootte
van het cluster alleen lijkt als criterium niet altijd zin-
vol te zijn.
3.9.2. In een andere door Bonner (1964, 1966) beschreven methode,
voor variabelen op interval niveau, worden de clusters zo
gekozen dat ze de multi-variate afhankelijkheid die er tus-
sen de onderzoekseenheden bestaat weerspiegelen. Er wordt
hierbij verondersteld dat elk cluster het effect van één
oorzaak weergeeft,of inet andere woorden,dat één oorzaak re-
sulteert in een bepaalde configuratie van de variabelen,
waarbij overigens toevalsafwijkingen mogelijk zijn. Het
clusterprobleem wordt dan het vinden van een set objecten
waarbij de variabelen onafhankelijk van elkaar zijn binnen
een set. Om de validiteit van een gevonden cluster te toet-
sen wordt uitgegaan van een toevalssituatie die gedefini-
eerd is als een hypothetische populatie,waarin alle varia-
belen onafhankelijk van elkaar zijn en waarvan de steek-
proevenverdelingen van de gemiddelden normaal verdeeld zijn.
De gemiddelden en varianties worden gelijk gesteld aan de
gemiddelden en de varianties van de feitelijke onderzoeks-
gegevens. Voor een gegeven cluster k wordt Gk berekend:
(x.k - x.)2
Gk - E ~ 2 ~ , waarbij
sj ~nk
xjk - gemiddelde van variabele j in cluster k
nk - aantal objecten in cluster k
sj2 - variantie van variabele j.
Omdat de trekkingen verricht zijn uit normaal verdeelde
variabelen die gestandaardiseerd worden tot een verdeling
met een gemiddelde van 0 en een variantie van 1, heeft G
voor de hypothetische verdeling een X2-verdeling, zodat de
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kans P bepaald kan worden dat door toeval G, Gk. Het ge-
bruikte cluster is echter geen toevalscluster, zodat het
belangrijk kan zijn de kans te bepalen dat G 3 Gk tenmin-
ste éénmaal voorkomt bij een clustergrootte van nk. Hier-
voor kan als schatting gebruikt worden (Bonner, 1964, blz.
27) : (nl
pk - 1 - (1 - p) lnik
Als pk voldoende klein is (bijvoorbeeld ~.O1) heeft men
enige zekerheid dat k niet komt uit de hypothetische ver-
deling. Maar dit kan zowel betekenen dat de variabelen bin-
nen het cluster niet onafhankelijk van elkaar zijn en~of
niet normaal verdeeld zijn:
Als een cluster gevonden wordt dat aan de gestelde eisen
voldoet, kan volgens Bonner (1966, blz. 979) getracht wor-
den om dit cluster verder te verdelen in nieuwe clusters.
De assumptie dat het verder op te splitsen cluster het ge-
volg is van één enkele oorzaak,zal men dan echter moeten
laten vallen, hetgeen dus een tegenstrijdigheid oplevert.
Om de clusters te vinden die een minimale G opleveren zou
men als volgt (zie volgende bladzijde) te werk kunnen gaan
(ibid, blz. 974-979), waarbij:
k- nummer van een object in de analyse
i - willekeurig nummer
A- criterium voor minimale gelijkheid
D - afstandsmaat
a- nummer van een object
r - het aantal toevoegingen
R- criterium voor nieuwe toevoegingen.
Van de op deze wijze verkregen clusters zal een groot aan-
tal clusters nagenoeg dezelfde objecten bevatten. Zo'n
groep clusters kunnen we dan door één cluster laten verte-
genwoordigen. Voor elk eindcluster kan dan nog de bijdrage
van elke variabele tot Gk bepaald worden.
In de voorgestelde procedure zitten enkele arbitraire cri-
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teria zoals A en R. Voor de keuze van het cluster uit een
groter aántal clusters met veel gelijke objecten is geen
procedure gegeven. Een combinatie van deze arbitraire be-
slissingen kan het eindresultaat weinig waardevol maken.
De veronderstelling dat de steekproevenverdeling van het
gemiddelde van een variabele normaal verdeeld is, houdt in
dat bij clusters van geringe omvang aangenomen moet worden
dat de variabelen normaal verdeeld zijn,of in dit geval,dat
de toevalsafwijkingen normaal verdeeld moeten zijn.
3.10. DE BOOLEAN CLUSTER SEARCH METHODE.
Cattell en Coulter (1966) maken onderscheid tussen phenome-
nal clusters en segregates, welke laatste zijn opgebouwd uit
nuclear clusters (zie 2.4.). Deze onderscheiding komt over-
een met de twee definities die zij van een type geven. Vol-
gens de eerste definitie is een type een cluster waarvan de
eenheden alle met elkaar een bepaalde minimale gelijkheid
bezitten (phenomenal clusters), terwijl volgens de andere
definitie een type een deel van een groep is waarvan elk lid
dichter bij één ander lid van die groep gelegen is dan bij
eenheden buiten de groep (zie definitie van McQuitty, blz.
82). De Boolean cluster search methode spoort nu de pheno-
menal clusters en de segregates op.
De methode begint met de toepassing van de ramifying linkage
analysis. De beginmatrix met nullen en enen (ook op de dia-
gonaal) wordt met Qo aangeduid. De gevonden phenomenal clus-
ters worden in een matrix G1 weergegeven, zodanig dat elke
kolom van de matrix een cluster aangeeft, en in de cellen
met een één staat aangegeven welke eenheden (die in de rij-
en staan vermeld) tot het cluster behoren. Als eenzelfde
cluster meer dan één keer wordt gevonden, wordt hij toch
maar één keer ín G1 vermeld. Op basis van het voorbeeld in
2.2. ziet G1 er als volgt uit (de nullen zijn weggelaten):
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G1: I II III IV V
1
Vervolgens wordt de matrix Q1 - G1 x G1' gevormd, waarbij
G1' de getransponeerde matrix Gl weergeeft. Bij deze ver-
menigvuldiging wordt de Booleaanse matrix vermenigvuldiging
toegepast, hetgeen wil zeggen dat het rekenkundig optellen
en vermenigvuldigen wordt vervangen door het logisch optel-
len en vermenigvuldigen. De som van een aantal enen wordt
dus met een één in de nieuwe matrix aangegeven:









Met deze vermenigvuldiging wordt bepaald welke eenheden te-
zamen in een phenomenal cluster voorkomen. Eerst wordt na-
gegaan in welke cellen in Qo een één voorkomt en in Q1 niet.
Dit blijkt in de cellen 4,6 en 6,4 het geval te zijn, het-
geen met een x in Q1 wordt aangegeven. Nu wordt een matrix
Q2 opgesteld,met een één voor alle x'en uit Q1 en een één
voor elke eenheid in de kolommen waarin een x voorkomt,die
in Qo met een één is weergegeven en voor wie ook een x voor-
komt in zijn regel in Q1:
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QZ: 1 2 3 4 5 6
In deze matrix worden weer de phenomenal clusters opge-
spoord. Zij worden als extra kolommen toegevoegd aan G1
die dan met G2 wordt aangeduid, waarna vermenigvuldiging
met zijn getransponeerde plaats vindt, enz.
Nadat de phenomenal clusters gevonden zijn, kan een matrix
worden opgesteld,met in de rijen en kolommen de phenomenal
clusters en in de cellen een één indien de clusters met
elkaar verbonden zijn. Het onderzoeksdoel zal hier bepa-
lend zijn voor de vereiste minimum grootte van de clusters
en het aantal eenheden dat in beide clusters vertegenwoor-
digd moet zijn wil er van gelijkheid sprake zijn. We kun-
nen dan de clusters onderscheiden die alle opeenvolgend
(al of niet via tussenliggende clusters) met elkaar ver-
bonden zijn.
De Boolean cluster search methode heeft tot resultaat dat
elke eenheid met elke andere eenheid waarmee hij een ge-
lijkheidscoëfficiënt heeft van de vereiste minimale groot-
te, in een cluster komt. Er wordt niet naar gestreefd om
alle mogelijke phenomenal clusters te vormen en er is geen
garantie dat de "beste" ontdekt zal worden. Ook het opti-
male breekpunt voor de gelijkheidscoëfficiënt (waarboven
hij als een één wordt aangegeven) blijft een moeilijke
zaak. Voorlopig lijkt het niet mogelijk vooraf een gefun-
deerde beslissing te nemen; het blijft een kwestie van pro-
beren.
G8
3.11. DE METHODE VAN GENGERELLI.
Gengerelli (1963) heeft een methode ontwikkeld om te bepa-
len of een (grote) populatie personen beschouwd kan worden
als te zijn opgebouwd uit subsets. Een subset definieert hij
dan (blz. 458) als een verzameling punten in de variabelen-
ruimte, zodanig dat de afstand tussen elke twee punten in de
subset kleiner is dan de afstand van een punt in de subset
en een punt daarbuiten. Deze zeer stringente definitie be-
rust op de gedachte,dat als twee individuen in verschillende
subsets meer op elkaar gelijken dan twee individuen in een
zelfde subset, de noodzaak van het begrip subset sterk ver-
minderd wordt. Deze mening komt ons echter als minder juist
voor. Het mag een ideaal zijn om dergelijke subsets te ver-
krijgen, daarnaast lijkt het waardevol om anders gesitueer-
de concentraties in de variabelen-ruimte van elkaar te onder-
scheiden.
Om het verschil tussen de personen aan te geven wordt de D-
coëfficiënt gebruikt. Gengerelli meent dat als variabelen
met elkaar gecorreleerd zijn, hun assen in de ruimte die
correlatie moeten weerspiegelen en dus niet orthogonaal mo-
gen zijn. Deze mening is, zoals eerder vermeld, onjuist en
leidt tot onnodige complicaties bij de berekening van de af-
standen.
De gegeven definitie van een subset wordt bij de uiteenzet-
ting van de methode nog verder beperkt. De eis wordt gesteld
dat de afstanden tussen de clusters groter zijn dan de groot-
ste afstand tussen twee punten in een cluster. Als aan boven-
gestelde eis voldaan is, zal de frequentieverdeling van de D-
waarden meertoppig zijn, met minimaal één onderbreking. Het
gedeelte van de curve voor de eerste onderbreking heeft dan
betrekking op de afstanden tussen de punten in de clusters,
en het overige gedeelte van de curve op de afstanden tussen
de punten die in verschillende clusters zijn gelegen. Over
de vorm van de curve is verder geen enkele uitspraak te doen.
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Het onderbrekingspunt in de D-curve geeft dan de grootste
afstand aan die tussen twee punten in een cluster voorkomt.
Aan de hand hiervan kan men nagaan of twee punten tot het-
zelfde cluster behoren of niet.
Als er tussen de subsets nog enkele punten zijn gelegen,
zal dit tot gevolg hebben dat de onderbreking in de verde-
ling van de afstanden verdwijnt en er een dal in de curve
voor in de plaats komt. Het midden van het eerste dal zou
dan als "critieke" afstand genomen kunnen worden, waarna
de analyse van mutual concurrences toegepast kan worden,
waarbij in plaats van te toetsen nagegaan wordt of de pun-
ten al of niet een grotere afstand tot elkaar hebben dan
de critieke afstand.
De toepasbaarheid van deze methode van Gengerelli lijkt ons,
gezien de stringente definitie van een subset, gering.
3.12. DE METHODE VAN MATTSON EN DAMMANN.
Mattson en Dammann (1965) stelden zich ten doel een tech-
niek te ontwikkelen die een set patronen opdeelt in een
"bruikbare" groep subsets, zodat een classificatie gemaakt
kan worden met behulp van lineaire drempelelementen. Een
lineair drempelelement F is een gewogen som van m variabe-
len Xj, die achteraf gedichotomiseerd wordt. Elke variabele
is weergegeven in een reëel getal. In formule is dit:
f. - E w. X. .
1 j J 1J
Fi - 1 als fi ~ T
F.i - 0 als f. ~ T1
wj - gewicht van variabele j
T - drempelwaarde.
Van elkaar afwijkende patronen zullen ook "typisch" van el-
kaar afwijkende sommen f ten gevolge hebben. Het gaat er om
de gewichten zodanig te kiezen dat de verschillen in f opti-
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maal zijn. Men kan stellen dat dit betekent dat E(fi - f)2
maximaal moet zijn (f - gemiddelde van f). Omdat f echter
afhankelijk is van de gewichten, lijkt
E (fi - f)
2




een betere maatstaf. w blijkt dan de eigenvector te zijn
die bij de grootste eigenwaarde van de matrix A behoort
(ibid, blz. 297), waarbij ajk - n covariantie (j,k).
De te volgen werkwijze wordt dan:
- bepaal de matrix A en de eigenvector behorende bij de
grootste eigenwaarde;
- bepaal de f-waarde per patroon en zet die in een fre-
quentieverdeling;
- stel T vast op het punt dat de verdeling van de f-waar-
den een onderbreking of een "knik" vertoont, en deel de
onderzoekseenheden op basis van T op in twee groepen;
- herhaal de analyse op de afzonderlijke delen, enz., tot
de f-curve in elk onderscheiden deel een duidelijk ge-
lijkmatig verloop heeft,en er dus wel geen subsets meer
te onderscheiden zullen zijn.
De procedure blijkt veel overeenkomst te tonen met de dis-
criminant-analyse. Het verschil is echter dat de subsets
niet van te voren vaststaan.
Wil men met de voorgestelde werkwijze goede resultaten boe-
ken, dan lijkt het vereist dat de opbouw in subsets zeer
duidelijk is. De auteurs (blz. 301) geven dit aan door te
zeggen dat de beste resultaten worden verkregen als de
inter-cluster spreiding groter is dan de intra-cluster
spreiding. Als bij drie tamelijk dicht bij elkaar gelegen
subsets een tweedeling gemaakt moet worden, zullen de le-
den van één van de subsets verdeeld worden over de twee te
onderscheiden delen. In dergelijke gevallen voorziet de me-
thode niet. Een bepaalde subset wordt niet meer verder op-
71
gesplitst als de verdeling van de f-waarden een gelijkmatig
verloop heeft (unimodaal is). Als de subset echter klein
van omvang is, zal het moeilijk zijn om te bepalen of van
een gelijkmatig verloop gesproken kan worden, met andere
woorden of een "knik" in de curve te wijten is aan toeval-
lige invloeden of aan het bestaan van te onderscheiden sub-
sets.
3.13. METHODEN VAN EDWARDS e.a.
Edwards en Cavalli-Sforza (1965) gaan uit van het gegeven
dat, als personen opgedeeld zijn in groepen, de totale kwa-
dratensom (T) van de afwijkingen ten opzichte van het ge-
middelde van een variabele gelijk is aan de som van de tus-
sen (B) en binnen (W) kwadratensommen: T- B t w. Voor het
geval van meer dan één variabele moet deze formule in ma-
trixvorm worden gezien. Voor het opsplitsen van de totale
onderzoeksgroep in twee delen gebruiken zij dan als crite-
rium trace W(- som van de elementen van de hoofddiagonaal
van W), die zo klein mogelijk moet zijn. Na de eerste op-
splitsing worden de zo gevormde groepen weer verder opge-
deeld, enz. Ward (1963) blijkt hetzelfde criterium genomen
te hebben. Zijn methode werkt echter in omgekeerde volgorde.
Om n objecten in g groepen te verdelen stelt Wilks (1962,
blz. 577) voor om ~W~ (- determinant van W) zo klein moge-
lijk te nemen ten opzichte van ~T~. Friedman en Rubin (1967,
blz. 1162) nemen als criterium:
W- ~ I f W-1B ~, of trace W-1B,
waarbij I de eenheidsmatrix aangeeft. Deze moeten dan zo
groot mogelijk genomen worden. Deze criteria kunnen natuur-
lijk ook gebruikt worden in de methode van Edwards en
Cavalli-Sforza.
Regnier (1965) gaat uit van een matrix met gelijkheidscoëf-
ficiënten die alleen de waarden 0 of 1 kunnen aannemen. Hij
tracht de totale groep in k klassen op te delen, zodanig dat
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de matrix met gelijkheidscoëfficiënten het meeste lijkt op
de matrix waarin tussen de leden van hetzelfde cluster al-
leen enen en tussen leden van verschillende clusters alleen
nullen voorkomen (zie oók: de la Vega, 1967). Bij deze me-
thoden moet voor alle mogelijke indelingen van de onder-
zoeksgroep in g groepen het criterium berekend worden. In-
dien n echter niet zeer klein is zal het aantal mogelijke
indelingen zo groot zijn,dat het practisch niet uit te voe-
ren is. De methoden die voorgesteld zijn (Friedman en Rubin,
1967, blz. 1164) om dit enigszins te ondervangen zijn zo be-
perkt van opzet en bergen een zo groot toevalselement in
zich,dat zij als twijfelachtig beschouwd moeten worden.
3.14. CONCLUSIE.
Van de methoden die in dit hoofdstuk ter sprake zijn geko-
men, lijken de methoden van Ward en Johnson (3.4. en 3.5.)
de meest aantrekkelijke te zijn, hoewel een zekere aanvul-
ling bij beide gewenst is. De overige methoden zijn alle
met meer of minder grote tekortkomingen behept.
HOOFDSTUK 4: METHODEN TOT HET OPSTELLEN VAN TYPEN
VOLGENS MCQUITTY
4.1. INLEIDING.
Vanuit de klinische psychologie heeft McQuitty enige metho-
den ontwikkeld voor het analyseren van de antwoorden op een
reeks vragen of een aantal kenmerken of eigenschappen van
een aantal onderzoekseenheden. Het ging hem daarbij speci-
aal om typen psychische ziekten van elkaar te onderschei-
den, hoewel hij zich bij de ontwikkeling van zijn methoden
niet tot dit probleemgebied beperkt heeft. Wij zullen in
het vervolg dan ook de woorden, personen en onderzoekseen-
heden als synoniemen van elkaar beschouwen. De antwoorden
die door een subject gegeven worden op een groep situaties,
zoals vragen van een test, wordt een antwoordpatroon ge-
noemd. Onder een type wordt verstaan een categorie binnen
een bepaald classificatie-systeem, zodanig dat de leden van
een type een combinatie van kenmerken hebben die uniek is
voor hen,en waarbij deze kenmerken op een bijzondere wijze
met elkaar samenhangen. (McQuitty, 1967a, blz. 22).
Bij de verwerking van sociologisch en psychologisch onder-
zoeksmateriaal wordt er vaak van uitgegaan,dat de betekenis
van een bepaald antwoord of kenmerk onafhankelijk is van de
context waarin het is opgenomen. Meestal worden immers de
items in een onderzoek afzonderlijk geanalyseerd. McQuitty
gaat er nu van uit dat als er typen respondenten zijn, deze
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typen weerspiegeld zullen worden in de antwoorden op de
tests of in andere gedragingen, niet in een 1-1 relatie tot
antwoorden op een bepaalde vraag, maar in een 1-1 relatie
tot een bepaald antwoordpatroon. Bij elk type behoort dus
een uniek antwoordpatroon en elk antwoordpatroon van een
categorie is een indicatie van het onderliggende type,waar-
bij natuurlijk wel verondersteld wordt dat de gestelde vra-
gen relevant zijn. Hoewel verondersteld wordt dat de vragen
een wisselende validiteit hebben, met andere woorden, dat
het antwoord bij verschillende mensen door verschillende
interne structuren (typen) bepaald wordt, wordt veronder-
steld dat de antwoordpatronen een constante validiteit heb-
ben. Het is dan ook van belang vragen te gebrtiiken die een
wisselende betekenis hebben naar gelang de combinatie met
andere antwoorden waarin zij voorkomen. Het kan hierbij
voorkomen dat een bepaald antwoord op een vraag als typisch
voorkomt bij verschillende typen. Deze opvatting houdt in
dat factor-analyse voor het gestelde doel ongeschikt is.
Factor-analyse veronderstelt immers dat de variabelen voor
~ iedereen hetzelfde betekenen,en daardoor kan een residuele
correlatiematrix berekend worden.
Het gaat er nu om op basis van antwoordpatronen de onder-
liggende oorzaak, het type, te ontdekken, waarbij in eerste
aanleg verondersteld zal worden dat de overeenkomsten tel-
kens door één type te verklaren zijn. Er wordt van uitge-
gaan dat de typen zich kunnen manifesteren in vele soorten
samenhangen, zodat het model niet beperkt mag zijn tot line-
aire samenhangen zoals bij factor-analyse het geval is. Er
moeten methoden ontwikkeld worden waarvan de analyse-uitkom-




Een methode voor de analysering van antwoordpatronen is
agreement analysis. Zij gaat uit van de volgende assumpties
(McQuitty, 1956, blz. 6):
a. de individuele antwoordpatronen zijn indicatief voor k
categorieën of typen, waarbij k onbekend is;
b. elke antwoordcategorie van elke vraag (ook wel met ken-
merk aan te duiden)kan relevant of irrelevant zijn voor
het type. Een antwoordcategorie is relevant alleen als
het antwoordpatroon van elk individu van dat type dat
antwoord bevat. Als een vraag een antwoordcategorie
heeft die relévant is voor de categorie, dan is de vraag
zelf relevant voor de categorie. Indien alle antwoord-
categorieën van een vraag irrelevant zijn, dan is ook
de vraag irrelevant;
c. antwoorden op irrelevante vragen zijn, per definitie,
te wijten aan een toevalsmechanisme, dat wil zeggen zij
zijn het resultaat van andere invloeden dan die van de
categorie waartoe zij behoren en zij worden veronder-
steld onafhankelijk te zijn van het classificatie-pa-
troon. -
In zijn eerste'~versie (1954) gaat de methode uit van de ge-
wijzigde agreemerit score van Zubin, waarbij voor elk paar
onderzoekseenheden (personen) de antwoordcategorieën geteld
worden waarop ze met el~aar overeenstemmen. De matrix met
agreement scores wordt gebruikt om de personen in groepen
in te delén die, naar analogie van het stelsel van Linnaeus,
soorten worden genoemd. Elke soort bestaat uit twee perso-
neri, behalve bij een oneven aantal personen. De laatste
~word~ dan op dat niveau niet samengevoegd met een ander.Het
samengaan van telkens twee personen in een soort is geen
methodologische eis, maar vergemakkelijkt de analyse sterk.
De eerste soort wordt gevormd door de twee personen met de
hoogste agreement score. Dit paar wordt een wederkerig paar
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genoemd, dat wil zeggen,elke persoon lijkt meer op de an-
dere van het wederkerige paar dan op enig ander. Deze twee
worden uit de matrix verwijderd en blijven bij de selectie
van de andere soorten buiten beschouwing. Vervolgens wordt
de hoogste agreement score genomen uit de restmatrix,waar-
van de bijbehorende personen verondersteld worden een soort
te vormen, enz. Bij gelijken, dus als bijvoorbeeld x met y
en z eenzelfde agreement score heeft, wordt x met y geclas-
sificeerd tenzij y met enig ander een hogere agreement
score heeft dan z met enig ander. (McQuitty, 1957b, blz.5-
6). De reden hiervoor is, dat de samenvoeging van de niet
toegevoegde persoon met een ander op basis van een hogere
agreement score kan gebeuren, dan anders het geval geweest
zou zijn.
Het antwoordpatroon van een soort wordt bepaald door de ant-
woordcategorieën van de twee samengevoegde personen te com-
bineren. Als de twee antwoorden op een vraag niet met elkaar
overeenstemmen worden deze in één antwoordcategorie onderge-
bracht die beide antwoorden bevat. Door de antwoordpatronen
van de soorten te gebruiken kunnen deze in generaties, fami-
lies, orden, klassen enz. ingedeeld worden. McQuitty geeft
echter niet aan hoe de antwoordcategorieën,waarin verschil-
lende mogelijkheden zijn gecombineerd,hierbij gehanteerd
moeten worden. In plaats van de gewijzigde index lijkt het
dan ook beter de oorspronkelijke index van Zubin voor niet-
dichotome gegevens te gebruiken. Het antwoorápatroon van
een soort kan dan omschreven worden als de antwoordcatego-
rieën die alle leden van een soort gemeenschappelijk hebben.
(McQuitty, 1956, blz. 6). Bij de verdere classificatie doen
de variabelen waarop geen overeenstemming bestaat dan niet
meer mee.







De theorie gaat er dus van uit dat elk individu een opeen-
volging van typen vertegenwoordigt, eerst een individueel
type dan typen analoog aan soorten, generaties enz.
Voorbeeld:
Als voorbeeld zullen wij een gedeelte nemen van de door
McQuitty (1962, blz. 518 e.v.)gegeven toepassing. Hij heeft
daarin een aantal bedrijven geclassificeerd op basis van 32
variabelen die aspecten van hun relatie met de vakbonden
weergeven. De bedrijven waren onder andere twee bouwbedrij-
ven (A en B), twee vervoersbedrijven (C en D), een meelfa-
briek (E) en een metaalfabriek (F). Tussen deze zes bedrij-
ven ziet de matrix met de agreement scores er als volgt uit:
Tabel 1: Agreement scores tussen zes bedrijven op basis van
32 variabelen.
A B C D E F
29 16 16 14 6
29 17 17 13 6
16 17 26 10 8
16 17 26 10 12
14 13 10 10 21
6 6 8 12 21
De bedrijven A-B (bouwbedrijven), C-D (vervoersbedrijven),
en E-F (meel- en metaalfabriek) vormen de soorten. Stel dat
tussen de soorten de volgende agreement scores voorkomen:
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AB-CD zullen dan samengevoegd worden.(ABCD bleken een veel
betere relatie met de vakbonden te onderhouden dan EF). Ten-
slotte zullen ABCD en EF worden samengevoegd, stel op basis
van een agreement score ABCD-EF van 10. Schematisch kan het
als volgt worden weergegeven:






Aan de agreement analyse blijken enige bezwaren verbonden
te zijn. Stel dat tussen zes onderzoekseenheden de volgen-
de matrix met agreement scores voorkomt:
Tabel 3: Agreement score-matrix tussen zes onderzoekseen-
heden.
A B C D E F
29 15 15 27 7
29 17 17 26 8
15 17 26 11 23
15 17 26 11 23
27 26 11 11 12
7 8 23 23 12
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Ook nu zullen A-B, C-D en E-F tezamen genomen worden, ter-
wijl E zeer veel overeenkomst met A-B en F met C-D, en E F
relatief sterk van elkaar verschillen. Dat E en F ondanks
het grote verschil toch samengevoegd worden, is te wijten
aan het feit dat eerst alle eenheden tot paren worden samen-
gevoegd, voordat samenvoegingen plaatsvinden waarbij paren
betrokken zijn. Aangezien A en B meer met elkaar gemeen-
schappelijk hebben dan E met A(hoewel E meer met A gemeen
heeft dan met enig ander) worden A en B samengevoegd en
daardoor E met een andere onderzoekseenheid waarmee hij,in
dit geval zelfs aanmerkelijk minder gemeenschappelijk heeft.
Hetzelfde verschijnsel doet zich voor met betrekking tot F
voor C en D.
Gezien de gevolgde procedure zullen de soorten, generaties
enz. altijd ten naaste bij een gelijk aantal onderzoekseen-
heden of personen in zich verenigen. Omgekeerd moet dus elk
type ongeveer in gelijke aantallen (welke aantallen ook nog
een macht van twee moeten zijn) in het onderzoeksmateriaal
voorkomen,wil het ontdekt kunnen worden. De bruikbaarheid
van de methode wordt hierdoor wel erg twijfelachtig. Van de
eis van gelijke aantallen kan afgezien worden indien typen
van verschillend niveau als einduitkomst geaccepteerd wor-
den. Maar gezien de opzet van de methode en de opvatting
dat een individu een opeenvolging van typen vertegenwoordigt,
is dit niet mogelijk.
Uitgaande van de gemaakte assumpties betreffende het al of
niet relevant zijn van variabelen,is het mogelijk de agree-
ment score voor de invloed van de niet relevante variabelen
te corrigeren. Gebruiken we de volgende notatie:
aij - agreement score van Zubin voor meerdere antwoordcate-"
gorieën;
p - aantal individuele antwoordpatronen in één van de sa-
men te voegen categorieën (onder categorieën zullen
wij in dit verband verstaan een aantal onderzoekseen-
80
heden die bij elkaar gevoegd zijn, maar waaraan nog
andere onderzoekseenheden toegevoegd kunnen worden.
Het is een stadium tussen de individuele onderzoeks-
eenheden en het uiteindelijke type of cluster);
q - aantal individuele antwoordpatronen in de andere sa-
men te voegen categorie;
k - aantal antwoordmogelijkheden voor elke vraag (con-
stant) ;
m - totaal aantal vragen;
Eij - totaal aantal irrelevante vragen.
De kans op overeenstemming op één bepaalde antwoordcatego-
rie van een vraag door toeval,zal dan voor de samen te voe-
gen categorieën respectievelijk zijn kP en kq. Voor een
categorie bestaande uit beide voorgaande categorieën zal dit
dus zijn kp}q en aangezien er k antwoordcategorieën per
vraag zijn, zal de overeenstemming door toeval op een bepaal-
de vraag zijn kp}q - t. De kans op geen overeenstemming is
dan 1 - t, dus
m - aij - (1-t) Eij
Eij - 1 1 t (m - aij).
In plaats van de berekende aij kan op deze wijze een gecorri-
geerde agreement score gebruikt worden, namelijk:aij-m-Eij.
Bij deze rekenwijze wordt overigens wel verondersteld dat de
wet van de grote aantallen opgaat, hetgeen vooral bij een
klein aantal irrelevante vragen (hetgeen toch de bedoeling
van de onderzoeker zal zijn) betwijfeld moet worden.
4.3. ELEMENTARY LINKAGE ANALYSIS.
De methoden zoals Cattell die beschreven heeft,werken alle
met een vooraf vastgesteld criterium ter beëindiging van de
samenvoegingen, hetgeen nadelige gevolgen kan hebben. Het
zal dus zaak zijn methoden te ontwikkelen waarbij de bene-
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dengrens van de te gebruiken coëfficiënt alleen door de
aard van het materiaal bepaald wordt.
Veel zal afhangen van de statistische definitie van een
type. Een type zou, zoals bij elementary linkage analysis
(McQuitty, 1957a, blz. 209), gedefinieerd kunnen worden als
een zodanige groep onderzoekseenheden (personen) dat elk
meer gemeen heeft met één ander lid van dat type dan met
enig lid van een ander type, met andere woorden,iedereen is
geclassificeerd met die ander waarmee hij de grootste over-
eenkomst heeft (McQuitty, 1967a, blz. 23). Het samenstel
van variabelen die alle leden van een type met elkaar ge-
meen hebben,zou als een prototype beschouwd kunnen worden.
~In plaats van agreement scores zou men volgens McQuitty
hier ook correlatiecoëfficiënten of andere associatiecoëffi-
ciënten kunnen gebruiken. De definitie van type moet dan in
zoverre worden aangepast dat niet meer wordt gesproken over
kenmerken met elkaar gemeen hebben, maar over een relatieve
gelijkenis of overeenkomst met elkaar bezitten.
De vorming van het eerste type zal dan ook uitgaan van het
paar, dat het meest met elkaar gemeenschappelijk heeft,bij-
voorbeeld x- y. Zij vormen een wederkerig paar,dat wil zeg-
gen x heeft het meest met y gemeenschappelijk en y met x.
Bij elk van deze twee worden degenen gezocht die met hen de
grootste gelijkheidsindex hebben, bijvoorbeeld p, q, r en s.
Vervolgens wordt voor de aldus toegevoegden nagegaan welke
van de overige met deze hun hoogste index hebben, bijvoor-
beeld n, m, enz. Schematisch weergegeven:
p r
y y
-~x ~~ yF- S f
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Als er op deze wijze geen toevoegingen meer plaatsvinden,
dan worden de geclassificeerden uit de matrix verwijderd
en wordt de analyse herhaald met de overgeblevenen.
Een nadeel van deze methode is dat personen op grond van
overeenkomsten op geheel andere variabelen tot het cluster
kunnen worden toegevoegd dan anderen.Zo is het mogelijk dat
de hoge overeenkomst van k met m op geheel andere variabe-
len betrekking heeft dan de overeenkomst van n met q.
Gezien de opvatting van de betekenis van de afzonderlijke
kenmerken,is het hier niet mogelijk om een residuele matrix
te berekenen zoals bij factor-analyse het gebruik is, waar
de verklaarde variantie van de te verklaren variantie afge-
trokken kan worden. Wel is het volgens McQuitty mogelijk
om, als de elementary linkage analysis berust op correla-
tiecoëfficiënten, de gehechtheid (relevantie) van het type
voor de personen aan te geven. McQuitty neemt hiertoe de
ladingen op de eerste factor van de submatrix die de leden
van het cluster bevat. Hij stelt immers dat de antwoorden
binnen een type dezelfde betekenis hebben, zodat binnen de
typen aan correlatiecoëfficiënten betekenis kan worden toe-
gekend.
Een belangrijke beperking van de hierboven geschetste me-
thode is wel,dat het aantal clusters uitsluitend afhanke-
lijk is van het aantal wederkerige paren,waarvan elk clus-
ter er één en slechts één van bevat (afgezien van ties).
Immers, als er geen wederkerige paren zijn, zullen er bij
de nog niet toegevoegden er altijd zijn die met leden van
het eerste cluster het meeste gemeen hebben en dus worden
opgenomen. Het feit dat er nog wederkerige paren zijn in
de niet toegevoegden, betekent dat de toevoegingen voor
het cluster op een bepaald moment gestopt moeten worden.
McQuitty (1957a, blz. 220) stelt voor om ter uitbreiding
van de methode de ladingen van de personen buiten het eer-
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ste cluster te bepalen,om daarna een residuele correlatie-
matrix te berekenen ter verkrijging van onafhankelijke clus-
ters. Als eerste zal steeds het cluster genomen worden dat
het meeste variantie verklaart. Dus eerst moeten alle typen
worden bepaald en vervolgens de bijdrage tot de variantie,
waarvoor volgens McQuitty (1957a, blz. 221) bijvoorbeeld de
som van de kwadraten van de correlatiecoëfficiënten genomen
kan worden of het aantal individuen in de submatrix. Ver-
volgens worden voor alle personen de ladingen berekend op
de eerste "typal" centroid, die afgetrokken worden van de
correlatiecoëfficiënten in de oorspronkelijke matrix,waar-
na op de residuele matrix de analyse herhaald wordt.
Deze uitbreiding van de elementary linkage analysis moet
naar onze mening als inconsequent worden beschouwd ten op-
zichte van de eerder geformuleerde structuur van typen.Toen
is immers betoogd dat de residuele correlatiematrix in de
zin van factor-analyse niet berekend kan worden;dat de ant-
woorden bij verschillende personen door verschillende in-
terne structuren (typen) bepaald worden (zie 4.1.). Van dit
principe wordt nu afgeweken, hetgeen tot gevolg heeft dat
dan ook de definitie van type gewijzigd zou moeten worden.
De elementary linkage analysis kan ook tot een hiërarchi-
sche methode worden uitgebreid, dat wil zeggen tot een me-
thode die de gevonden typen op haar beurt tracht samen te
voegen tot typen van een hogere orde. (McQuitty, 1964, blz.
446). Voor elk cluster moet dan een patroon gekozen worden
dat representatief geacht kan worden voor dat cluster.Deze
selectie kan plaatsvinden op theoretische, practische of
statistische gronden,zoals bijvoorbeeld de hoogste kolom-
som in de matrix. Op de matrix met agreement scores of an-
dersoortige gelijkheidscoëfficiënten, kan voor deze gekozen
referentie-personen weer de elementary linkage analysis wor-
den toegepast.
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4.4. ELEMENTARY FACTOR ANALYSIS.
Als men personen in een cluster wil samenbrengen en tege-
lijk een maat wil hebben waarin elk afzonderlijk het clus-
ter vertegenwoordigt, zou de procedure van elementary fac-
tor analysis (McQuitty, 1961c) toegepast kunnen worden.
Hiertoe moet in de matrix met correlatiecoëfficiënten met
behulp van elementary linkage analysis de clusters bepaald
worden. Voor elk cluster wordt daarna een submatrix gefor-
meerd met als referentie-persoon, het individu met de hoog-
ste kolomsom. De coëfficiënten in de kolom van het gekozen
referentie-individu in de oorspronkelijke matrix, zouden
dan als de ladingen van de personen op dat cluster be-
schouwd kunnen worden.
In termen van analyse van correlaties tussen personen kan
deze methode als een slechte benadering van factor-analyse
gezien worden. Maar ook als een methode voor het ontdekken
van typen is het een onnauwkeurige methode. Het laten ver-
tegenwoordigen van de correlaties van een persoon met een
groep andere personen door de correlaties met één enkel lid
van die groep, moet immers als onnauwkeurig worden beschouwd.
4.5. HIERARCHICAL LINKAGE ANALYSIS.
Gebruikt elementary linkage analysis het concept van weder-
kerige paren, hierarchical linkage analysis (McQuitty,1960a)
gaat uit van wederkerige combinaties. Een wederkerige combi-
natie is dan een combinatie van n personen, waarin elk meer
gemeenschappelijk heeft met de overige n-1 leden van de com-
binatie dan met enige andere combinatie van n-1 personen,
waarvan de leden al of niet gedeeltelijk uit de wederkerige
combinatie afkomstig zijn, en met elke combinatie van n-2,
enz. (McQuitty, 1960a, blz. 56).
De wederkerige combinaties kunnen worden opgespoord door al-
le agreement scores op volgorde van grootte te zetten (ties
kunnen arbitrair geplaatst worden) en vervolgens, door van
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boven naar beneden te gaan, de bij elkaar behorende indivi-
duen op te sporen. Stel dat tussen i en j de hoogste agree-
ment score voorkomt en dat daarop de agreement score tussen
i en k volgt. De personen i, j en k zullen eerst dan als
een combinatie beschouwd worden,als blijkt dat j meer met k
gemeenschappelijk heeft dan met enig ander,uitgezonderd i,
dit om te voorkomen dat er elkaar overlappende categorieën
zouden ontstaan. Mocht de score tussen j en m eerder voor-
komen dan die tussen j en k, dan wordt i-j-k-m als een voor-
lopige combinatie beschouwd, totdat blijkt dat aan de ver-
eisten is voldaan. Is eenmaal i met j gecombineerd, dan zul-
len i en j samen voorkomen in alle hogere combinaties.
Om te schatten op hoeveel variabelen de leden van een cate-
gorie met elkaar overeenstemmen,kan gebruik worden gemaakt
van de classificatie-assumptie (McQuitty, 1960a, b1z.59
e.v.). Deze assumptie houdt in dat de elementen van een
categorie zoveel met elkaar gemeenschappelijk hebben als
het paar dat uit hen gevormd kan worden dat het minst met
elkaar gemeenschappelijk heeft. De op deze wijze geschatte
agreement score is de bovengrens van de feitelijke agree-
ment score, zodat zij meestal te hoog zal uitvallen. Maar
als de individuen tot een bepaald type behoren, zullen ze
gekenmerkt worden door een groot aantal gemeenschappelijke
eigenschappen, zodat het niet zeer onwaarschijnlijk is dat
de feitelijke agreement score dicht bij de score van het
paar met de laagste score ligt. Volgens McQuitty hoeft de
overschatting bovendien geen bezwaar te zijn omdat zij
plaatsvindt in zowel de incorrecte als de correcte catego-
rieën, zodat het verschil tussen hen wellicht toch zal blij-
ven bestaan. Categorieën die een type vormen worden immers
gekenmerkt door hoge onderlinge scores,en categorieën die
geen type vormen geven voor sommige paren zeer lage scores
te zien. Naarmate het aantal gemeenschappelijke variabelen
tussen de paren een groter deel vormt van het totaal aantal,
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zal de kans op een goede benadering van de feitelijke score
met behulp van de classificatie-assumptie qroter worden.Bij
samenvoegingen van meer personen zal echter het aantal ge-
meenschappelijke variabelen kleiner worden en dus de moge-
lijkheid van sterke afwijkinqen groter. Met andere woorden,
de opgestelde redenering kan wel juist zijn, maar het is
volstrekt niet zeker dat dit ook steeds het geval zal zijn.
Dat het juist is in het door McQuitty gegeven voorbeeld is
geen bewijs voor zijn stelling, ondanks de duidelijke sug-
gestie van hem in die richting (1960b, blz. 299). Hij gaat
immers uit van zeer duidelijk van elkaar afwijkende typen
en gebruikt bovendien een klein aantal onderzoekseenheden,
zodat het ongunstige effect nauwelijks aan het licht kan
komen.
Voorbeeld.

















Allereerst worden A-B (bouwbedrijven), C-D (vervoersbedrij-
ven), en E-F (meel- en metaalfabriek) samengevoegd. In de
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rangschikking komt na deze paren vervolgens BC voor:de ver-
binding tussen AB en CD is dus gelegd.Nagegaan wordt of al-
le bedrijven meer met elkaar gemeen hebben dan met enig an-
der bedrijf, hetgeen bij AD - 16 het geval blijkt te zijn,
zodat ABCD voldoet aan de eis die aan een type wordt ge-
steld.
In plaats van alle agreement scores op volgorde van grootte
te zetten, kan ook gewerkt worden met submatrices, met in
de cellen de rangvolgorde van de agreement score van de per-
sonen die in de kop van de matrix is aangegeven met de per-
soon in de regel. Deze methode is door McQuitty "Rank order
typal analysis" genoemd (1963a). Zn ons geval krijgen wij
voor bijvoorbeeld de bedrijven A, B, C en D:
Tabel 4: Rangvolgorde van de agreement scores voor 4 bedrij-





A B C D
1 2 , 4" 4"
2 1 3 3
3 3 1 2? '
4 4 2 1
Wanneer in de cellen geen grotere rang staat vermeld dan de
rang van de submatrix, voldoen de bedrijven in de submatrix
aan de eis van een type.
Een gevolg van de wel zeer stringente definitie van een type
zal zijn dat vele individuen niet in een type gerangschikt
worden (McQuitty, 1967a, blz. 29), tenzij men met de samen-
voeging van alle onderzochte personen het doel bereikt acht.
Voor het vlot verlopen van de analyse zal het noodzakelijk
zijn dat niet alleen de categorieën intern consistent zijn,
maar ook de eventuele subcategorieën, zodat bij samenvoe-
gingen in een later stadium verscheidene individuen tege-
lijk kunnen worden toegevoegd.
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4.6. HIERARCHICAL SYNDROME ANALYSIS.
Een andere methode voor het opsporen van typen is de re-
placement versie van de hiërarchische syndroom-analyse
(McQuitty, 1960b).Bij deze methode wordt er naar gestreefd
dat elke persoon in een categorie geplaatst wordt, zodanig
dat hij meer lijkt op elk ander in die categorie dan op
enig ander in enige andere categorie. In de matrix met
agreement scores worden daartoe in elke kolom de hoogste
agreement scores onderstreept. Aldus vinden we de personen
waarmee degene in de top van de tabel de grootste overeen-
komst heeft. Van al deze onderstreepte scores wordt de hoog-
ste genomen (voor ties zie blz. 77), hetgeen het paar aan-
geeft dat het meest met elkaar gemeenschappelijk heeft en
dus als uitgangspunt voor de analyse genomen zal worden.In
tabel 1 blijkt dit paar AB te zijn. Zij worden in een cate-
gorie cJeplaatst, waarna de agreement scores van de catego-
rie met de overige onderzoekseenheden bepaald moeten worden,
eventueel met behulp van de classificatie-assumptie. Ver-
volger.s worden de regels en de kolommen van de leden van de
eerste categorie vervangen door die van de categorie. Be-
paal in deze nieuwe matrix de hoogste agreement score, enz.
Opgemerkt kan worden dat in tegenstelling tot elementary
linkage analysis het aantal wederkerige paren niet bepalend
is voor het aantal clusters. Een cluster in de syndroom-
analyse kan meer dan één wederkerig paar in zich verenigen.
Het is wel zc, dat elk wederkerig paar in de eerste samen-
voegingen als de kern van een afzonderlijke categorie fun-
geert. Verder in de analyse kunnen deze echter worden samen-
gevoegd.
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De schattingen van de agreement scores met behulp van de
classificatie-assumptie kan zeer eenvoudig verricht worden.
Moet bijvoorbeeld in ons voorbeeld de score voor ABC be-
paald worden, dan valt van de paren AB, AC en BC paar AB
zonder meer af, omdat op basis daarvan de categorie is ge-
~ A;'...~- -- - ~
vormd. Er hoeft dus alleen nagegaan te worden of AC of BC
het kleinste is, met andere woorden welke in de kolommen A
en B op regel C het kleinste is. Bij samentrekking van een
enkel individu met een categorie en van categorieën met el-
kaar,kan op gelijke wijze gehandeld worden.
Als in deze procedure twee personen i en j eenmaal bij el-
kaar gevoegd zijn, dan blijven zij ook in de hele verdere
analyse bij elkaar. i en j kunnen dus niet afzonderlijk met
k geclassificeerd worden,ook al heeft k meer met i of j ge-
meenschappelijk dan met enig ander. Er wordt geen rekening
gehouden met de mogelijkheid dat de samenvoeging van i en j
op grond van toeval, dus op grond van een reden onafhanke-
lijk van de typologie, is geschied. Het is dus mogelijk dat




heeft wordt samengevoegd. Aan de definitie van type is dan
niet voldaan.
in de self-checking versie kunnen alle individuen geclasei-
ficeerd worden met die waarmee ze de grootste overeenkomst
vertonen. De uit te voeren bewerkingen verschillen in zo-
verre van die van de replacement versie dat na de groepe- ~
ring alleen de kolommen (waarin de hoogste agreement score~
voorkomt) worden geschrapt, maar niet de regele. Hierdoor
wordt verkregen dat de reeds gegroepeerde peraonen afzonder-
lijk blijven meelopen in de rest van de analyse.
Bij het ontbreken van elkaar overlappende typen geven de
self-checking en de replacement versie,hetzelfde resultaat.

























De self-checking versie blijkt zeer arbeids-intensief te
zijn. Bij materiaal waarin de onderzoekseenheden niet zeer
duidelijk representanten zijn van typen, zullen de afzonder-
lijke eenheden vaak in meer dan één type voorkomen, hetgeen
interpretatie-moeilijkheden met zich mee kan brengen.
x Voor het criterium ter beëindiging van de analyse zie blz.
93.
A B C D E F AB CD EF BCD ABCDx
29 16 16 14 6
17 17 13 6
26 10 8
16 17 26




6 6 8 12 21
16 16 13
16 17
6 6 8 10
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De beide versies van de hiërarchische syndroom-analyse zijn
volgens McQuitty (1960b,b1z.295) toepasbaar op alle soorten
gelijkheidsindices. Deze methode maakt echter gebruik van
de classificatie-assumptie hetgeen voor agreement scores te
verdedigen valt, maar voor associatiecoëfficiënten en derge-
lijke een nadere argumentatie verdient, die, naar het ons
toeschijnt, niet te geven valt. Er is immérs een groot ver-
schil in de aard van de agreement score en de associatie-
coëfficiënten. Een agreement score heeft betrekking op een
aantal kenmerken die de onderzoekseenheden gemeenschappe-
lijk hebben. Associatiecoëfficiënten geven echter de mate
van samengaan of overeenkomst tussen twee grootheden aan,
hetgeen voor een combinatie van eenheden als een geheel met
een andere eenheid niet aan te geven lijkt. Bij correlatie-
coëfficiënten voor variabelen zou men in dit verband aan
een multipele correlatie kunnen denken.Bij deze is het ech-
ter zo,dat van de groep variabelen eerst een lineaire combi-
natie gemaakt wordt voordat de correlatie berekend wordt.De
variabelen in de combinatie worden hierbij als afzonderlijke
eenheden gezien en niet als een geheel.
Toepassing van de methode op associatiecoëfficiënten zal de-
zelfde resultaten geven als toepassing op agreement scores,
indien de indices die bij de samenvoegingen zijn gebruikt
dezelfde rangvolgorde hebben als de agreement scores zouden
hebben indien die op hetzelfde materiaal berekend zouden
zijn. Hoewel McQuitty op een dergelijke (door hem te ruim
gestelde) beperking wijst (1960b, blz. 295) blijkt in het
vervolg van zijn betoog (blz. 299) niet dat hij de gevolgen
van deze beperking zodanig acht dat een contróle nodig is.
Later (1966d) stelt hij voor,bij samenvoeging van categorie-
ën ~en gemiddelde te nemen, eventueel een gewogen gemiddelde
naar het aantal onderzoekseenhe~en in een categorie. Dit
heeft echter als nadeel,dat bij een gewogen gemiddelde de
bepaling van de gelijkheidsindex van een relatief sterk af-
wijkend individu met een categorie,de index in feite bepaald
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wordt door een categorie, hetgeen tot gevolg heeft dat de
afwijkingen in de indices snel geringer worden bij een ge-
lijktijdig optrekken van het niveau van de indices. Bij het
gebruik van een ongewogen gemiddelde zal een dergelijk ver-
schijnsel zich ook voordoen,maar wellicht in minder sterke
mate.
Een moeilijk punt in de analyse is de bepaling van het ein-
de van de analyse, dus de plaats waarop de categorieën niet
meer samengevoegd worden. McQuitty stelt voor het aantal
kenmerken (antwoorden) te gebruiken waarop de classificatie
berust. Hij noemt dit de classificatie-capaciteit. Zij zal
zijn de agreement score waarop tot samenvoeging is besloten,
vermenigvuldigd met het aantal personen die samengevoegd
worden. Samenvoegingen die een verlaging van de classifica-
tie-capaciteit inhouden zullen achterwege blijven. Het is
in dit verband mogelijk,dat een samenvoeging op basis van
de hoogste agreement score een verlaging van de classifica-
tie-capaciteit beteker.t, maar dat de daarop volgende wel
een hogere classificatie-capaciteit oplevert. Zo'n tweede
samenvoeging kan dan, gezien de definitie van een type,niet
verwezenlijkt worden.
In het door ons gebruikte voorbeeld verloopt de classifica-
tie-capaciteit voor de replacement versie als volgt:
Categorie Classificatie-capaciteit
AB 2 x 29 - 58
CD 2 x 26 - 52
EF 2 x 21 - 42
ABCD 4 x 16 - 64
ABCDEF 6 x 6- 36
De samenvoeging van de categorieën ABCD en EF doet een da-
ling in de classificatie-capaciteit ontstaan. Deze samen-
trekking zal dan achterwege worden gelaten, zodat het aan-
tal te onderscheiden typen op twee wordt gesteld.
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De classificatie-capaciteit wordt berekend met behulp van
geschatte agreement scores. Deze scores kunnen nu juist bij
grotere aantallen variabelen en onderzoekseenheden vrij
sterk overtrokken zijn, zodat de berekening van deze capaci-
teit weinig zin lijkt te hebben. Als in plaats van agreement
scores met andere gelijkheidsindices is gewerkt, is daardoor
ook de berekening van de capaciteit zijn zin ontnomen.
Het aantal variabelen waarop de classificering berust is
voor ABCD 16 en voor EF 21. De overige worden bij de bepa-
ling van typen niet gebruikt: er is nog een zeker surp].us
aan overeenkomst tussen de paren. Het zal dus wellicht moge-
lijk zijn op basis van deze niet gebruikte variabelen een
tweede type-indeling te maken,die onafhankelijk is van de
eerste, waarbij onafhankelijk wil zeggen dat de twee typen
geen gemeenschappelijke variabelen hebben (McQuitty, 1967a,
blz. 36).
De benodigde residuele agreement score-matrix kan verkregen
worden door de scores in de oorspronkelijke matrix voor de
paren die gevormd kunnen worden uit ABCD met 16 te vermin-
deren,en de score van EF met 21. Op deze restmatrix kan de
analyse herhaald worden. Deze procedure kan zo vaak worden
toegepast tot alle variabelen gebruikt zijn in een classifi-
catie. Bij een klein aantal residuele variabelen moet echter,
naar het ons toeschijnt, aan de betrouwbaarheid van de clas-
sificatie worden getwijfeld.
Ook bij deze multipele classificatie wordt er van uitgegaan
dat de geschatte agreement scores juist zijn. Is dit echter
niet het geval, hetgeen nagenoeg altijd zo zal zijn, dan is
de waarde van de restmatrix zeer beperkt.
Als de self-checking versie is gebruikt kan de berekening
van de residuele agreement score-matrix moeilijkheden ople-
veren,omdat een paar in meer dan één categorie kan voorko-
men. Een oplossing hiervoor zou kunnen zijn dat de agree-
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ment scores verminderd worden met de hooqste van de moge-
lijke alternatieven.
4.7. MULTIPLE RANK ORDER TYPAL ANALYSIS.
Tot nu toe is er van uitqegaan dat de invloed van het type
rechtstreeks en duidelijk het gedraq of de eiqenschappen
van de te onderzoeken personen bepaalt.Het is evenwel goed
voorstelbaar dat meer typen hun invloed tegelijkertijd doen
gelden. Een mogelijkheid tot analyse is de volgende
(McQuitty, 1965):
- analyseer een matrix met gelijkheidscoëfficiënten met
behulp van de rank order typal analysis;
- bepaal voor elk type de variabelen waarop alle leden van
dat type gelijk gescoord hebben;
- bepaal per type voor die variabelen maar voor alle per-
sonen in de oorspronkelijke matrix,gelijkheidscoëfficiën-
ten, en pas hierop de rank order typal analysis toe.
Deze methode zoekt dus eerst begin-types, en gaat vervolgens
bij elk type na, hoeveel additionele typen er op basis van
de kenmerken die karakteristiek zijn voor elk begin-type,te
onderscheiden zijn.
Indien de verschillende invloeden onafhankelijk van elkaar
werken, zou men, nadat de typen van de eerste orde bepaald
zijn, van elk type de kenmerken die de leden van het type
gemeenschappelijk hebben uit de beschrijving van dat lid
weg kunnen laten. Op basis van de overblijvende variabelen
worden nieuwe agreement scores berekend, waarop een nieuwe
rank order typal analysis wordt toegepast, enz.
4.8. CLASSIFICATIE DOOR MIDDEL VAN WEDERKERIGE PAREN.
In tegenstelling tot het standpunt dat tot nu toe is inge-
nomen, kan gesteld worden dat elke onderzoekseenheid zoals
die in een onderzoek voorkomt, een imperfect type is
(McQuitty, 1966b). Zo kunnen er bijvoorbeeld onjuiste ge-
gevens betreffende de variabelen verstrekt zijn of kan een
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individu een gebrekkige vertegenwoordiger zijn van het ty-
pe waartoe hij behoort. Daarenboven bestaat nog de mogelijk-
heid dat personen in verschillende categorieën belanden als
de analyse geschiedt op andere variabelen. Dit zijn evenzo-
vele redenen om van het bestaan van imperfecte typen uit te
gaan. Zij staan in tegenstelling tot de zuivere typen die
alleen in de theorie voor zullen komen.
Gesteld kan worden dat het aantal zuivere typen geringer ís
dan het aantal imperfecte. De kenmerken van deze zuivere ty-
pen kunnen benaderd worden door de imperfecte typen in in-
tern consistente categorieën in te delen op basis van weder-
kerige paren. Deze categorieën nemen dan een tussenpositie
in ten opzichte van de feitelijke imperfecte typen en de
theoretische zuivere typen. Zij worden hiërarchische typen
genoemd. Een individu vertegenwoordigt een groot aantal ty-
pen, eerst een individueel type, dan een type analoog aan
soorten, generaties, enz. Als meer en meer individuele ty-
pen gegroepeerd zijn ter representering van hogere hiërar-
chische typen, worden de opeenvolgende categorieën betere
vertegenwoordigers van de zuivere typen (McQuitty, 1966d,
blz. 825). Het nemen van wederkerige paren heeft het voor-
deel dat bij hen de kans het grootste is dat ook índerdaad
een valide classificatie wordt verkregen.
Gesteld wordt dat de zuivere typen het best benaderd worden
wanneer de classificatie-capaciteit maximaal is. Uitgaande
van deze laatste stelling is ook een multipele classifica-
tie mogelijk.
In de analyse worden alleen de wederkerige paren in een ma-
trix in ogenschouw genomen. Een wederkerig paar wordt dan
als één eenheid beschouwd, waarna met behulp van de classi-
ficatie-assumptie scores met de overige personen en paren
kunnen worden geschat, enz. Door uit te gaan van hiërarchi-
sche typen is het tevens mogelijk een oplossing te geven
voor het probleem, dat als ~wee individuen`bij 2lkaar ge-
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voegd zijn ze niet meer afzonderlijk met een ander geclas-
sificeerd kunnen worden, hetgeen inconsistenties tengevolge
kan hebben. Een hiërarchisch type wordt namelijk vertegen-
woordigd door een paar imperfecte typen van het naast la-
gere classificatie niveau, waarbij elk van deze imperfecte
typen meer op de ander gelijkt dan op enig ander imperfect
type op hetzelfde classificatie niveau (McQuitty, 1966c,
blz. 578). Dus i-j vormt alleen dan een hiërarchisch type
als i meer gemeen heeft met j dan met een andere variabele
k, en i-k vormt slechts een hiërachisch type als i en k
meer overeenkomst met elkaar vertonen dan met een andere
variabele j. Mocht dus i-j en i-k eenzelfde agreement score
hebben, dan vormen zij geen van beide een hiërarchisch type
in de zin als hierboven beschreven.
Deze door McQuitty gegeven "oplossing" berust echter op een
zo gekunstelde redenering dat zij moeilijk als een oplossing
gezien kan worden. Zij is immers uitsluitend gebaseerd op de
definitie van een hiërarchisch type, terwijl in deze defini-
tie het al of niet voorkomen van gelijken niet wezenlijk is.
Later (1967d, blz. 789) komt McQuitty hierop dan ook terug
en stelt hij voor, om in het geval van ties elk van de moge-
lijke paren te vormen en deze in de verdere analyse te laten
meelopen.
4.9. INTERCOLUMNAR CORRELATIONAL ANALYSIS.
Bij een patroon-analyse wordt in de meeste gevallen slechts
een klein deel van de gelijkheidscoëfficiënten gebruikt. Om
meer gebruik te maken van de beschikbare informatie stelt
McQuitty (1967c) voor om op basis van de gelijkheidscoëffi-
ciënten-matrix een correlatie (eventueel rangcorrelatie)
matrix te berekenen. De correlatie tussen A en B in de
nieuwe matrix I, is dan de correlatie tussen de kolommen A
en B van de eerste matrix. Op deze nieuwe matrix kan de pro-
cedure herhaald worden. Deze handelwijze is ook reeds door
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Bonner (1964, blz. 23) aangeprezen. Zij kan herhaald wor-
den tot er geen grote veranderingen in de coëfficiënten
meer optreden. Het is mogelijk dat er dan duidelijk sub-
matrices ontstaan met waarden die nagenoeg gelijk zijn aan
één. Voor deze submatrices kan op basis van de oorspronke-
lijke gegevens de analyse weer herhaald worden, totdat alle
personen als individuen zijn weergegeven. Het zij opgemerkt
dat McQuitty in deze methode het standpunt verlaat, dat de
vorming van de clusters dient te geschieden met de personen
die het meest op elkaar gelijken. Het is overigens wel moge-
lijk om op de I-matrix een syndroom-analyse toe te passen.
McQuitty en Clark (1968a, blz. 218 e.v.) willen aantonen dat
als er typen in de gegevens zijn weerspiegeld, de iteratieve
intercolumnar analyse deze clusters inderdaad isoleert. Een
type wordt gedefinieerd als een categorie personen, waarin
allen een groep gemeenschappelijke kenmerken bezitten. Een-
ieder die niet tot die categorie behoort, bezit niet al die
kenmerken. Opgemerkt moet worden dat deze definitie van een
type de bedoeling van de auteurs niet geheel dekt (zie blz.
74). Immers, bij een individu dat niet tot een bepaald type
behoort, wordt verondersteld dat de scores op de niet rele-
vante variabelen door toeval bepaald worden. Een bepaalde
combinatie van kenmerken kan dus zowel door toeval als onder
invloed van een type ontstaan.
Als de personen i en j tot hetzelfde type behoren en x en y
twee andere personen zijn, die al of niet tot dat zelfde ty-
pe behoren, dan zullen rxi en rxj, afgezien van toevalsaf-
wijkingen, aan elkaar gelijk zijn, dus rxi - rxj waarbij rxi
het gemiddelde van de kansverdeling van rxi aangeeft. Dit
geldt ook voor y en voor alle andere individuen. McQuitty
en Clark tonen nu langs algebraische weg aan dat Iij - 1.
Wij zullen hiervoor gebruik maken van een spreidingsdiagram,
dat vanwege zijn inzichtelijkheid de voorkeur verdient.
Omdat voor een willekeurig individu x altijd geldt dat
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rxi - rxj zullen alle x'en die tot een bepaald type behoren
in onderstaand assenstelsel op een punt van de 45~-lijn lig-
gen.
Alle individuen zijn dus in groepen , afhankelijk van het
type waartoe zij behoren, gesitueerd op een rechte lijn. De
correlatie is dan gelijk aan één, behalve in het geval dat
alle individuen in één punt samenvallen.
Voor het geval i en j tot verschillende typen behoren die
geen enkel kenmerk gemeenschappelijk hebben, stellen de au-
teurs (1968a, blz. 223) dat de gemiddelde correlaties van i
en j met elk ander individu gelijk maar tegengest2ld van te-
ken zijn, zodat dan Iij --1. Zij gaan er hierbij impliciet
van uit dat alle variabelen dichotoom zijn weergegeven. In
zijn algemeenheid is deze stelling dus niet juist. Tevens
wordt de mening verkondigd dat de intercolumnar correlatie
tussen i en j, als zij niet tot hetzelfde type behoren en
ook niet tot typen behoren die geen enkel kenmerk gemeen-
schappelijk hebben (bij dichotome variabelen), zal liggen
tussen.-1 en tl. Maar als i en j niet tot hetzelfde type
behoren, zullen alle x'en die tot één bepaald type behoren
in één punt in het assenstelsel samenvallen. Indien er twee
typen in de onderzoeksgroep te onderscheiden zijn, dan kan
door de twee punten altijd een rechte lijn getrokken worden,
zodat Ii~ altijd 0 of -1 zal zijn: Ook bij meer dan twee
clusters bestaat de kans dat de punten op éen`~reChfé lijn
liggen; ofschoon dèzé kans niet erg gróot z~ai'ii~n:~
Stappen wij nu af van de (onbekende) gemiddelde waarden van
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de correlatiecoëfficiënten en gebruiken wij de feitelijk
gevonden coëfficiënten. Als i en j tot hetzelfde type be-
horen, zal Iij voor de k'de iteratie groter zijn dan Iij
voor de k-1'de iteratie als de foutenvariantie bij de laat-
ste berekening relatief kleiner is dan in de berekening die
er aan vooraf gaat.Dit blijkt volgens de schrijvers "in het
algemeen" het geval te zijn. Iij zal dan na enkele iteraties
gelijk zijn aan 1.Voor personen die niet tot hetzelfde type
behoren zal I tot een waarde die kleiner is dan fl naderen.
Het zal moeilijk zijn te bepalen wanneer de iteraties ge-
stopt moeten worden. Een I-matrix met alleen tl of -1 als
waarden, zal immers slechts sporadisch voorkomen. Bovendien
zullen de I's tussen de leden van hetzelfde type niet alle
tegelijkertijd (nagenoeg) 1 worden of even sterk naar 1 con-
vergeren.
Er kan met behulp van iteraties dus niet (zoals gepreten-
deerd wordt) exact vastgesteld worden welke personen tot
een bepaald type behoren. De intercolumnar correlational
analysis is een twijfelachtige procedure.
4.10. MULTIPLE AGREEMENT ANALYSIS.
Hemingway (1961) heeft een methode tot het ontdekken van
clusters aangegeven, die gebaseerd is op de agreement ana-
lyse van McQuitty (1956). Uitgaande van de data-matrix,waar
in de regels de personen en in de kolommen de variabelen
zijn aangegeven, worden de agreement scores (dit is het aan-
tal gelijke antwoorden) tussen de personen berekend.
Als beginpunt voor het eerste cluster wordt het paar geno-
men met de hoogste agreement score. Bij ties wordt op arbi-
traire wijze één van de paren gekozen. De variabelen waar-
op de personen in het paar met elkaar overeenstemmen worden
geselecteerd en dienen als basis voor de berekening van de
agreement scores voor de overige personen met het eerste
paar. Het individu dat de hoogste score bezit met het be-
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ginpaar wordt voorlopig als het volgende lid van het clus-
ter genomen (bij ties wordt weer arbitrair gekozen). Aan de
hand van de classificatie-capaciteit (zie McQuitty) wordt
besloten of de toevoeging definitief wordt of voorlopig
blijft.
De voorgaande stappen worden steeds herhaald, totdat alle
agreement scores beneden een van te voren vastgesteld mini-
mum komen te liggen, óf dat de classificatie-capaciteit zou
gaan dalen. Het antwoordpatroon van het eerste cluster wordt
dan uit de oorspronkelijke data-matrix verwijderd. De perso-
nen die het eerste cluster vormen blijven in de matrix ver-
tegenwoordigd, maar niet op de variabelen die relevant zijn
voor het gevormde cluster. Op deze restmatrix wordt de ana-
lyse herhaald, enz.
Een eventuele berekening van een gecorrigeerde agreement
score, zoals door McQuitty voorgesteld, heeft hier geen zin.
Het aantal variabelen is immers constant en dus is de ver-
eiste correctie proportioneel aan de hoogte van de score,
zodat er geen verschil in de rangorde van de gecorrigeerde
agreement scores ten opzichte van de niet-gecorrigeerde kan
voorkomen.
De beperkingen van de voorgestelde procedure zijn volgens
Hemingway (blz. 95 e.v.) de volgende.
1. De mate van overeenkomst voor een individu met een reeds
gevormd cluster die nodig is om aan dat cluster toege-
voegd te worden, is verschillend naar gelang de grootte
van het cluster.
Als a- agreement score waarop het cluster gevormd is
p- aantal personen in dat cluster
q- proportie van a zodanig dat een additioneel indi-
vidu toegevoegd wordt
dan zal aan de volgende vergelijking voldaan moeten zijn:
(p t 1) q a; ap of, q;~. Met andere woorden, in-
dien een cluster uit twee personen bestaat zal een addi-
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tioneel individu een agreement score met dat paar moeten
hebben van 2~3 van de agreement score van dat paar, ter-
wijl als het cluster uit 9 personen bestaat deze 9~10
van de score van het laatst toegevoegde individu moet
zijn. Deze eigenschap van de methode is aanvaardbaar van-
uit het oogpunt dat in het begin een cluster nog slechts
zwak omlijnd is en dus nog nader moet worden afgebakend,
hetgeen door additionele eenheden kan geschieden, terwijl
als het cluster reeds meer omlijnd is strengere voorwaar-
den aangelegd kunnen worden om iemand toe te voegen. Het
betekent overigens wel, dat de richting waarin een be-
paald cluster ontwikkeld wordt een vrij arbitraire aan-
gelegenheid kan zijn. Als een additioneel individu in
het begin van de analyse een tamelijk lage agreement
score heeft, kunnen de punten van overeenkomst nogal af-
wijken van die van het individu met een iets kleinere
score. Welk toegevoegd wordt kan dan een vrij toevallige
zaak zijn, terwijl het bepalend is voor de richting waar-
in het cluster zich verder ontwikkeld.
2. Een andere beperking is de vereiste overeenkomst van al-
le eenheden op een aantal (relevante) variabelen. Als
men er van uit zou gaan dat de kenmerken in een cluster
een kansverdeling bezitten, dan zou dit betekenen, dat
de verkregen clusters kleiner zijn dan in feite mogelijk
is. Dit kan inhouden dat (kleinere) clusters die in een
later stadium gevormd zijn, bestaan uit personen die door
het te stringente criterium uit de eerdere geweerd zijn.
Naast de door Hemingway aangegeven beperkingen, zouden wij
nog op de mogelijkheid willen wijzen dat op het einde van
de vorming van een cluster individuen worden toegevoegd,die
beter passen in een ander cluster. Dit gevaar wordt nog ver-
groot doordat de agreement score maar over een beperkt deel
van de variabelen wordt berekend. Een verhoging van de ver-
eiste minimum score zou hier uitkomst kunnen bieden, maar
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dit brengt tevens het gevaar mee dat personen die wel tot
het cluster gerekend mogen worden, niet toegevoegd worden.
4.11. CLUSTER-ANALYSE VOLGENS CONSTANTINESCU.
Constantinescu (1966, 1967) gaat uit van een afstandenma-
trix met in de cellen uitsluitend gehele getallen.Als deze
matrix een hiërarchische opbouw wordt toegedacht, kan hij
in een "boom" worden weergegeven, zoals ook Johnson en
Hartigan voorstellen (zie 3.5. en 3.6.) en met de analyse-
resultaten van de methoden van McQuitty in 5.5.1. is ge-
daan. Opgemerkt moet worden dat het bij het gebruik van een
boom zoals bij McQuitty, ging om de weergave van het ver-
loop van de analyse en dat bij Constantinescu de boom de
afstandenmatrix moet vervangen. Voor een exacte hiërarchi-
sche opbouw zou de afstandsmaat aan de ultrametrische onqe-
lijkheid moeten voldoen (Johnson, 1967). Zoals Hartigan
(1967, blz. 1147) heeft aangegeven, is het echter nog niet
mogelijk voor een gegeven afstandenmatrix de best passende
boom te geven als het aantal onderzoekseenheden niet zeer
klein is.
De eenheden die op een bepaald niveau bijeengevoegd zijn,
noemt Constantinescu een subset. Ter bepaling van de sub-
sets heeft de auteur een methode aangegeven, die op de ver-
schillende niveaus van de afstandsmaat de eenheden bij el-
kaar zoekt, die alle een maximale afstand tot elkaar bezit-
ten die correspondeert met het betreffende niveau. De me-
thode is nogal omslachtig en garandeert niet dat de gevon-
den subsets op de onderscheiden niveaus een hiërarchische
opbouw vertonen.
Aangezien het doel van Constantinescu uiteindelijk gelijk
is aan dat van McQuitty in de replacement versie van de




Met de veronderstelling van McQuitty, dat een typa bepalend
is voor het antwoordpatroon op een reeks vragen en derge-
lijke, kunnen we in zijn algemeenheid vrede hebben. De abso-
lute interpretatie die McQuitty er aan geeft (een patroon
van precies dezelfde antwoorden of eigenschappen moet bij
elk lid van het type voorkomen) komt ons echter als minder
zinvol voor. Het is wellicht beter, zoals in de latent
class analysis gebeurt, aan te nemen dat de variabelen in
de verschillende clusters van elkaar afwijkende kansverde-
iingen over de antwoordcategorieën bezitten. Deze aanname
zal het model echter aanmerkelijk gecompliceerder maken,zo-
dat nadere beperkende assumpties vereist zullen zijn om tot
een oplossing te komen.
McQuitty stelt (zie blz. 75) dat bij elk type een uniek ant-
woordpatroon behoort en elk antwoordpatroon een indicatie
is van het onderliggende type. Uit het eerstgenoemde volgt
echter niet zonder meer het tweede. De definitie van een
type berust bij hem op twee gedachten. Enerzijds wordt een
type aangeduid als een samenstel van onderzoekseenheden die
onderling hoog correleren of sterk met elkaar overeenkomen,
anderzijds wordt een type als een oorzakelijkheidsfactor be-
schouwd, die dwingend bepaalde kenmerken voor de onderzoeks-
eenheden ten gevolge heeft. Deze twee facetten worden door
McQuitty zonder meer aan elkaar verbonden, hetgeen zeker
niet noodzakelijk hoeft te zijn. Vanuit de oorzakelijkheids-
gedachte is het bijvoorbeeld volslagen willekeurig dat de
personen die het meest met elkaar gemeen hebben als begin-
punt van de analyse genomen worden, en dus worden beschouwd
als zijnde de best mogelijke representanten van het type.
Blijft evenwel dat de replacement versie van de hierarchical
syndróme analysis en in mindere mate de elementary linkage
analysis, waardevolle methoden lijken tot het formeren van
tamelijk homogene submatrices in een matrix met gelijkheids-
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coëfficiënten. Dat de volgorde van samenvoeging met perso-
nen of categorieën bepaald wordt door de hoogste coëffi-
ciënt in de matrix, moet als een goede procedure beschouwd
worden. Zo wordt immers geheel afhankelijk van het materi-
aal de volgorde van de samenvoegingen bepaald. Bij gelijke
indices van een persoon met een ander individu en met een
categorie, lijkt het, ofschoon het vrij arbitrair is, aan
te bevelen de samenvoeging met de categorie te nemen, om-
dat de coëfficiënt met de categorie een groter aantal ho-
gere coëfficiënten vertegenwoordigt.
De gehanteerde classificatie-assumptie betekent in dit ver-
band de laagste coëfficiënt die in de submatrix van het
cluster voorkomt. Het is enigszins willekeurig dit als cri-
terium voor mogelijke toevoegingen te gebruiken, maar is
naar het ons toeschijnt te verkiezen boven het gemiddelde
van de coëfficiënten in een submatrix. De kans is dan min-
der groot dat relatief slecht gelijkende individuen aan de
categorie worden toegevoegd. Op deze wijze worden dan sub-
matrices gevormd waarin de cellen waarden bevatten gelijk
aan of groter dan de laagste coëfficiënt waarop de samen-
voeging berust.
Het lijkt minder gewenst om de classificatie-capaciteit te
nemen als criterium voor het juiste aantal clusters. Het
kan wel nuttig zijn deze als uiterste grens te laten funge-
ren. De zo gevormde submatrices kunnen daarna op hun samen-
stelling gecontroleerd worden om na te gaan of er misschien
toch afwijkende variabelen zijn toegevoegd. De analyseproce-
dure verschaft immers geen beeld van het totaal van coëffi-
ciënten van een bepaalde groep personen met een andere groep,
zodat een eventuele lage coëfficiënt niet als een uitschie-
ter tegenover de leden van een cluster fungeert, maar als
de laagste van een groter aantal lage coëfficiënten.
Hoewel McQuitty zijn methoden ontwikkeld heeft als een reac-
tie op factor-analyse, blijken de resultaten van beide metho-
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den vaak niet zo sterk van elkaar af te wijken. Zo vonden
Watson (1956) bij een onderzoek naar variabelen die betrek-
king hebben op persoonsintegratie,en Wrigley (1957) bij een
analyse van de afdelingen van de American Psychological
Association, tussen de uitkomsten van een agreement-analyse
en een factor-analyse bepaald meer punten van overeenkomst
dan van verschil. McQuitty (1957b) vond daarentegen bij een
analyse van eigenschappen van technici vrij veel verschil-
len tussen de beide methoden. Hij heeft echter de ongero-
teerde ladingen gebruikt, hetgeen, naar hij zelf toegeeft,
niet de meest optimale keuze is. De resultaten van de door
ons gemaakte toepassingen (zie o.a. hoofdstuk 5) lijken de
veronderstelling te wettigen dat, indien de factor-analyse
factoren geeft waarbij elke variabele slechts op één factor
een hoge lading vertoont, de syndroom-analyse en de factor-
analyse dezelfde resultaten opleveren.
Dat ondanks alle eerder vermelde bezwaren de door McQuitty
ontwikkelde methoden in zijn artikelen zo goed voldoen,
lijkt hoofdzakelijk te wijten aan het door hem gekozen voor-
beeld. Daarin is de type-indeling immers zeer duidelijk en
het aantal onderzoekseenheden beperkt, zodat vele van de
geopperde bezwaren juist hierdoor hun mogelijk nadelige in-
vloed niet kunnen doen gelden.
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HOOFDSTUK 5: ENKELE TOEPASSINGEN
5.1. INLEIDING.
Voor de toepassing van enkele clustertechnieken hebben we
als basismateriaal genomen de uitslagen van de Tweede
Kamer-verkiezingen in 1963 (C.B.S.,1963) voor een 25-tal
gemeenten (zie bladzijde 108). De gemeenten zijn a-select
gekozen,zodanig dat zij over het gehele land verspreid lig-
gen en dat de hoofdonderscheidingen van de C.B.S.-indeling
naar urbanisatiegraad (platteland,verstedelijkt platteland
en steden) in gelijke mate voorkomen.
Bij de berekening van D, r of product-sommen moeten wij er
op bedacht zijn, dat de schommelingen in de percentages
stemmen op de elf kleinere partijen tamelijk klein zijn,
zodat hun invloed op de berekende coëfficiënt gering is.
We moeten er dus rekening mee houden, dat de verschillen
in de coëfficiënten hoofdzakelijk door de vijf grote par-
tijen worden veroorzaakt, hetgeen een belangrijke beperking
van het materiaal inhoudt. Dat wij het toch als voorbeeld
genomen hebben komt, omdat op dit materiaal D-coëfficiënten
e.d. berekend kunnen worden (hetgeen voor sociologische
onderzoeksgegevens een uitzondering is), zodat ook de toe-
passing van methoden die gegevens op interval niveau ver-
eisen,mogelijk is.
Aan de resultaten van deze toepassingen moet geen al te gro-
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te waarde worden toegekend; zij fungeren louter als illu-
straties. Zou men met een bepaald doel groepen van gemeen-
ten willen vormen, dan zou men o.a. bij de keuze van de ge-
meenten rekening moeten houden met de bestaande kennis over
het te onderzoeken probleem.
5.2. DE METHODE VAN THORNDIKE.
In de D-matrix (zie bladzijde 110) hebben de qemeenten
Vrouwenpolder en Budel de grootste afstand (102,0) tot el-
kaar. Bij de veronderstelling van twee clusters worden zij
als beginpunten van de analyse genomen.In de opeenvolgende
stadia van de opbouw van de clusters verloopt de gemiddelde
afstand in de clusters als volgt:













t Warder Sappemeer 27,8













De gemiddelde afstand van elke gemeente ten opzichte van de









































































































































































































































Hoogezand~Sappemeer 24,6 Purmerend 48,3
Warder 31,7 Woudenberg 65,3
Nieuwe Schans 32,8
Bezien we de resultaten, dan blijkt vooral cluster I merk-
waardig samengesteld te zijn. De gemiddelde afstand in de
opeenvolgende stadia van het cluster blijft dalen tot na-
genoeg het einde toe, terwijl de gemiddelde afstand van de
op elkaar volgende gemeenten ten opzichte van de overige
gemeenten in het cluster ook daalt. Het middelpunt van het
cluster valt dus niet samen met het beginpunt. Het begin-
punt wordt een duidelijk randelement van het gevormde clus-
ter.
De stelling van Thorndike, dat de twee elementen, die het
verst van elkaar verwijderd zijn, automatisch tot twee ver-
schillende clusters behoren en dus als beginpunten van de
analyse gen~nen moeten worden, moet dus worden bestreden.
Het kan voorkomen, dat één van deze twee elementen een ele-
ment is, dat ver verwijderd ligt van alle overige en dus
als een afzonderlijk geval beschouwd moet worden.
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5.3. DE METHODE VAN SAWREY, KELLER EN CONGER.
De in de analyse te gebruiken E s~ is 1321,41. Voor de se-
lectie van de potentiële kerngroepen werd als criterium
4 E s~ - 330,3 genomen. De mogelijke kerngroepen zijn dan:
1: 10, 11, 20,.21, 22
2: 5, 12, 15, 17
3: -
4: 6
5: 2, 12, 15, 17
6: 4, 8
7:
8: 6, 10, 19
9: -
13: 10, 11, 14, 21, 24
14: 11, 13, 16, 21
15: 2, 5, 12, 17
16: 14
17: 2, 5, 12, 15
18: 25
19: 8, 10, 21
20: 1, 10, 11, 21
21: 1, 10, 11, 13, 14, 19,20
10: 1, 8, 11, 13, 19, 20, 21 22: 1
11: 1, 10, 13, 14, 20, 21 23:
12: 2, 5, 15, 17 24: 13
25: 18
Gekozen werden 21, 15, 6 en 25. Het bezwaar dat alleen ge-
let wordt op de D2 ten opzichte van een enkele onderzoeks-


















5960,7 17006,1 7954,6 10481,2
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Onder het criterium van E s~ - 1321,41 blijken 6-21 en 21-
25 niet van elkaar te verschillen. Op basis van de kolom-
totalen worden gekozen 15, 25 en 6 met als mogelijke toe-
voegingen:
15: 9
25: 1, 7, 11, 20, 21, 22
6: 1, 3, 10, 19, 22
Als opeenvolgende criteria tot toevoeging zijn genomen:
4 E s~ - 330,4
ï s~ - 1321,4
De eindgroepen zijn:
2 E s~ - 660,7
A: 3, 4, 6, 8, 10 en 19
B: 2, 5, 9, 12, 15 en 17
C: 7, 11, 18, 20, 21 en 25
3 E s~ - 440,5









29,8 24,6 16,0 8,0 8,0
77,4 9,1 3,0 1,1 2,8











PEA NDP GPV LU~W BP
0,6 0,2 1,8 0,2 1,9
0,5 0,1 0,1 0,2 4,5
0,4 0,2 1,8 0,1 2,8
De D2'en tussen deze centroiden en de gemiddelde D2'en tus-
sen de gemeenten van de groepen zijn respectievelijk:
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Bezien we bovenstaande tabellen en vergelijken we uit A de
nummers 3 en 19 en uit C de nummers 7 en 11 wat betreft het
percentage uitgebrachte stemmen op de vijf grootste partij-
en:
KVP PvdA WD AR CHU
A 3 44,2 5,9 8,2 11,6 17,9
19 25,7 35,6 14,3 4,9 4,1
7 30,5 11,4 4,3 6,3 33,1
11 9,4 38,6 14,8 10,9 8,5
dan blijkt duidelijk dat het doel van de analyse-procedure:
het bepalen van homogene groepen die sterk van elkaar ver-
schillen, in dit geval niet verwezenlijkt is.
Om de invloed vari de keuze van een gemeente ter vertegen-
woordiging van een mogelijke kerngroep aan te geven,is in
de analyse nr. 21 vervangen door nr. 10 omdat de keuze tus-
sen 21 en 10 op toevalsbasis is gebeurd. De D2-matrix voor
de kernprofielen wordt dan:
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5539,3 6326,6 15667,0 10613,7
met als gevolg dat 10, 15 en 25 gekozen worden als kerngroe-
pen. De eindgroepen zijn dan:
D: 1, 6, 8, 10, 11, 13, 14, 16, 19, 20, 21, 24
E: 2, 5, 9, 12, 15, 17








KVP PvdA WD AR CHU CPN SGP PSP
15,3 37,7 13,6 8,7 8,4 6,2 1,4 4,4
77,4 9,1 3,0 1,1 2,8 0,4 0,1 0,6
13,6 19,9 6,5 12,1 32,2 0,3 7,4 0,7
LSP CNVP Grol PEA NDP GPV LU~W BP
0,4 - - 0,6 0,2 0,7 0,2 2,2
0,1 - - 0,5 0,1 0,1 0,2 4,5
0,2 - - 0,2 0,1 2,2 - 4,7
De D2'en tussen de centroiden en de gemiddelde D2'en tussen
de gemeenten in de groepen zijn:















Deze laatste analyse blijkt iets homogenere clusters op te
leveren, terwijl bovendien drie gemeenten meer in de clus-
ters zijn opgenomen. Het verschil in samenstelling van de
clusters blijkt uit de volgende tabel:
Verdeling van de gemeenten over de clusters.









De keuze van de eenheden in het begin van de analyse ter
representering van een potentiële kerngroep blijkt sterk
van invloed te kunnen zijn op het eindresultaat. De metho-
de mist dus de zo begeerde eigenschap van repliceerbaarheid
(Sawrey e.a., 1960, blz. 660).
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5.4. DE METHODE VAN WARD.
De toepassing van de methode van Ward op de matrix met D2-
coëfficiënten verliep als volgt:
Samenvoegingen K dl d2
15-17 10,9 10,9
5-15-17 48,0 37,1 26,2
8-10 90,5 42,5 5,4
8-10-19 140,6 50,1 7,6
11-13 200,9 60,3 10,2
1-20 262,0 61,1 0,8
5-12-15-17 331,1 69,1 8,0
11-13-21 401,8 70,7 1,6
4-6 477,8 76,0 5,3
14-16 565,4 87,6 11,6
18-25 690,8 125,4 37,8
2-5-12-15-17 833,3 141,5 16,1
1-20-22 1024,0 191,7 50,2
11-13-21-24 1241,6 217,6 25,9
3-7 1509,5 267,9 50,3
11-13-14-16-21-24 (-a) 1969,6 460,1 192,2
1-18-20-22-25 (-b) 2446,9 477,3 17,2
2-5-9-12-15-17 (-c) 2996,2 549,3 72,0
4-6-8-10-19 (-d) 3633,6 637,4 88,1
3-7-d 5174,7 1541,1 903,7
b-23 6810,8 1636,1 95,0
a-b-23 9719,6 2908,8 1272,7
a-b-d-23-3-7 15507,2 5787,6 2878,8
a-b-c-d-3-7-23 33035,6 17528,4 11740,8
Het verloop van de kwadratensom per subgroep kan in schema
worden weergegeven (zie bladzijde 118). Het lijkt aanbeve-
ling te verdienen de samenvoegingen te stoppen als 4-6 ge-
combineerd is met 8-10-19. Er worden dan 5 clusters onder-
















5.5. DE SYNDROOM-ANALYSE VAN MCQUITTY.
5.5.1. De replacement versie van de syndroom-analyse van McQuitty
is toegepast op de matrix met correlatiecoëfficiënten. ilet
verloop van de analyse kan in schema worden gezet ( zie blad-
zijde 120). Als we het geheel van samenvoegingen bezien,dan





Nummer 7 is niet aan cluster A toegevoegd, omdat deze de
laagst voorkomende coëfficiënt sterk doet dalen.
5.5.2. Voor een andere toepassing van de replacement versie van de
syndroom-analyse van McQuitty werd gebruik gemaakt van de
gegevens over werkvoorkeuren van 310 bouwvakkers, die ver-
kregen waren in een onderzoek van het Instituut voor Arbeids-
vraagstukken (zie "Werkoriëntaties en marktgedrag van bouw-
vakarbeiders", 1963). Deze gegevens zijn ook door Stouthard
(1965, blz. 18-27) gebruikt voor een toepassing van de la-
tent class analysis. In het betreffende onderzoek werden de
respondenten gevraagd voor een aantal paren werkaspecten aan
te geven, aan welk aspect men de voorkeur gaf.
Om voor de analyse volgens de replacement versie tot een
hanteerbaar aantal personen te komen werden er 44 bouwvak-
kers gekozen, waarbij er 24 a-select uit de latente klasse
I en 20 uit de latente klasse II werden genomen. De verhou-








onderzoek, te weten 174:136 (Stouthard, 1965, blz. 22).Tus-
sen deze 44 respondenten werden de agreement scores bere-
kend, welke scores in een matrix werden geplaatst. Op deze
matrix werd de replacement versie toegepast, waarbij ge-
streefd werd naar maximalisatie van de classificatie-capa-
citeit. Het resultaat was, dat alle onderzoekspersonen in
één cluster werden samengevoegd.
Laat ons de agreement score-matrix bezien als deze zodanig
herordend is dat alle personen bij elkaar geplaatst zijn
die in hetzelfde cluster zijn geplaatst, op het punt van
de analyse, dat alle personen in een cluster zijn samenge-
voegd, uitgezonderd respondent nr. 34 (zie bladzijde 122).









De clusters A en F bestaan geheel uit respondenten uit de
latente klasse II, de clusters B, C en D geheel uit de la-
tente klasse I en de clusters E en G bevatten zowel respon-
denten uit klasse I als uit klasse II. Uit de agreement
scores van de personen in de clusters en tussen de clusters
blijkt, dat we tot het bestaan van één cluster moeten be-
sluiten. Dat op basis van de gebruikte variabelen de twee
latente klassen niet onderscheiden kunnen worden met behulp
van de syndroom-analyse is voor de hand liggend, als men de
latente waarschijnlijkheden beziet voor de antwoord-alterna-
tieven voor de beide latente klassen (Stouthard, 1965, blz.
22) :
121
Agreement scores op basis van latent class analysis gegevens (Stouthard, 1965).




17 15 15 14
21 13 17 18 15
24 12 12 11 14 12
40 14 16 17 14 16 11
44 13 17 18 15 17 12 18
3 10 10 9 10 10 11 11 10
10 14 12 11 12 12 11 13 12 15
12 9 11 10 13 11 12 10 11 16 14
39 12 12 9 10 10 9 9 10 13 15 19
S 13 13 12 13 13 14 12 13 10 12 11 12
14 10 10 9 12 10 9 9 10 11 11 i4 13 14
18 8 10 9 10 8 9 9 10 7 9 10 11 12 11
20 13 11 12 11 11 10 14 13 14 14 13 14 13 12 12
31 11 11 12 11 11 10 12 13 12 12 13 14 13 14 14 17
33 11 11 12 13 13 12 10 11 8 10 11 10 17 14 12 11 11
35 9 9 10 11 9 10 10 11 12 14 15 14 11 19 10 13 13 11
42 12 10 9 10 10 11 11 10 11 13 10 11 14 11 15 14 14 12 8
7 14 14 13 14 14 13 15 14 15 15 14 13 12 11 9 16 14 10 12 13
22 11 11 12 11 13 12 12 I1 14 14 13 12 13 30 10 15 13 13 11 14
23 14 8 7 10 8 13 9 8 11 13 10 13 14 11 9 14 12 12 12 13
25 15 11 8 11 9 10 10 9 10 12 9 14 13 10 10 13 11 11 9 12
29 12 10 11 12 12 15 11 10 I1 13 10 9 14 9 9 12 10 14 10 13
37 12 12 11 10 12 9 11 10 13 13 12 15 12 11 11 16 14 12 10 13
9 I1 13 14 15 15 10 12 13 10 12 13 10 13 12 12 11 11 15 11 12
19 9 13 16 13 15 8 14 15 10 10 11 8 11 10 10 11 11 13 11 8
30 8 12 13 12 14 9 11 12 11 13 14 11 10 11 11 10 10 12 12 11
36 10 14 15 14 16 11 13 14 11 13 14 11 12 11 11 12 12 12 12 11
41 12 12 13 14 14 11 13 12 13 15 14 11 12 11 11 14 12 14 12 13
43 10 12 11 14 12 11 11 12 13 13 14 10 14 13 11 10 10 14 12 11
1 11 15 14 13 15 14 14 15 12 14 ~13 12 15 10 12 13 13 13 11 14
4 13 13 14 13 13 12 16 15 12 14 11 10 11 8 10 15 13 9 11 12
6 12 12 13 12 14 13 13 12 11 11 8 7 10 7 5 10 8 10 B 9
26 12 12 11 12 12 11 13 12 13 15 12 11 10 11 9 12 12 8 10 13
28 12 14 13 12 14 13 13 14 11 15 12 13 14 9 11 12 12 12 12 13
32 12 12 11 12 12 13 13 12 13 15 12 11 12 9 9 12 10 10 10 13
38 11 13 14 13 13 12 14 15 12 12 11 10 9 8 8 11 11 7 11 8
2 7 9 6 11 7 10 6 7 10 8 11 10 9 10 14 9 11 9 9 12
13 8 10 11 12 12 11 9 10 7 7 8 5 12 11 9 6 8 14 8 9
15 8 10 9 12 10 13 9 10 11 11 12 9 14 13 13 10 12 19 12 13
27 10 8 7 10 8 13 9 8 13 11 10 9 12 11 9 12 12 10 10 13
34 11 13 12 11 11 8 14 13 10 10 9 10 9 8 10 13 11 7 9 10
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16 13 14 13
13 8 9 12 12
11 6 7 10 10 15
12 7 6 11 11 16 19
14 9 8 13 13 16 16 17
16 11 10 15 15 16 14 15 17
12 9 10 11 9 14 14 13 13 13
15 12 11 14 12 13 13 14 16 14 14
13 12 11 14 12 11 13 12 14 14 10 15
12 11 8 15 11 10 12 11 13 13 9 12 14
12 11 1~ 13 11 10 10 13 13 13 11 14 16 13
14 13 12 13 11 12 12 13 15 13 13 18 14 11 13
14 13 12 15 11 10 10 13 13 13 13 16 16 13 -17: 15
9 8 7 10 8 9 13 12 12 10 12 13 15 14 14 12 14
11 10 11 10 10 11 9 10 10 10 12 11 9 8 10 10 10 9;
10 9 8 13 7 12 14 il 13 11 13 12 10 13 11 11 11 10 12
12 11 8 13 9 12 12 11 13 13 15 14 10 11 11 13 11 10 14 15
14 15 12 15 11 8 8 7 9 11 11 12 12 13 13 11 13 10 14 13 15




1. Werken op een bouw die lang duurt
2. Werken bij een grote aannemer
3. Werken op een bouw waar veel men-
sen werken
4. In een ploeg werken
5. Steeds dezelfde soort werkzaamheden





11. Veel toezicht door de uitvoerder
12. Veel contact met de uitvoerder
13. Veel contact met de aannemer of
bedrijfsleider
14. Veel toezicht van de opzichter
15. Steeds met dezelfde mensen samen-
werken
16. Blijvend bij één aannemer werken
17. Werk waarvan je nog wat kunt leren
18. In de eigen woonplaats werken













































Alleen voor de variabelen 1, 2, 3 en 8 zijn de verschillen
in de latente waarschijnlijkheden zodanig, dat men een re-
delijk verschil kan verwachten tussen de antwoorden in de
beide klassen. De verschillen die deze vier variabelen ten
gevolge hebben, zullen echter overtroefd worden door de
overeenkomst op de variabelen die voor het onderscheid in
latente klasse I en II minder relevant zijn. In deze toe-
passing blijkt het verschil van aanpak en resultaat van de
latent class analysis en de syndroom-analyse. De latent
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class analysis zoekt naar verschillen tussen hypothetische
klassen en wel zodanig, dat in de analyse getracht wordt de
variabelen waarop de duidelijkste verschillen voorkomen de
belangrijkste rol in de analyse te laten spelen (Gibson,
1955, blz. 72). De verschillen worden dus zo sterk mogelijk
benadrukt. De syndroom-analyse zoekt daarentegen naar maxi-
male overeenkomst en zal nu juist de verschillen zoveel mo-
gelijk trachten weg te werken. Hetgeen, zoals uit onze toe-
passing blijkt, geheel andere resultaten ten gevolge kan
hebben.
Het gesignaleerde verschil tussen de twee methoden is overi-
gens niet het enige. Latent class analysis gaat uit van de
veronderstelling van locale independentie, terwijl McQuitty
van het tegendeel uitgaat. Bovendien is het McQuitty-model
deterministisch, in tegenstelling tot latent class analysis
dat probabilistisch is.
5.6. FACTOR-ANALYSE.
Omdat vele auteurs hun methode vergelijken met of afzetten
tegen factor-analyse, hebben wij de verkiezingsgegevens ook
gefactoranalyseerd. Door ons werd de hoofdassenmethode ge-
bruikt (Householder) en daarna werd geroteerd volgens het
varimax principe.
5.6.1. Het verloop van de eigenwaarden van de factoren voor de








Besloten werd drie factoren (die tezamen 93~ van de varian-
125
tie voor hun rekening nemen) te roteren met als resultaat:









































































De eerste factor blijkt overwegend de gemeenten te verte-
genwoordigen die niet confessioneel (PvdA, WD, CPN, PSP)
gestemd hebben, terwijl de tweede factor de KVP stemmende
en de derde factor de protestants-christelijk stemmende ge-
meenten representeert.
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5.6.2. Ook op product-sommen van de ruwe scores werd factor-analy-
se toegepast. Eerst werden alle product-sommen door 10.000
gedeeld om de matrix geschikt te maken voor computer-ver-
werking. Voor de uitkomsten heeft deze handelwijze geen ge-







Ook hier werden de eerste drie factoren geroteerd. De resul-
taten zijn:
Geroteerde factorladingen (ladingen ~ ~0,25~ zijn weggela-
ten) .
Gemeente I II III
1. Apeldoorn
2. Batenburg






























































De overeenkomst tussen de beide factor-analyses is groot.~
Het patroon van factorladingen blijkt bij beide hetzelfde
te zijn, hoewel de eerste en tweede factor gewisseld heb-
ben wat belangrijkheid betreft.
5.7. VERGELIJKING VAN DE TOEPASSINGEN.
Als we de resultaten van de methoden die toegepast zijn bij
het zoeken naar clusters van gemeenten met elkaar vergelij-
ken, dan zien we dat het aantal te onderscheiden clusters
niet voor alle methoden gelijk is. De methode van Sawrey
e.a. onderscheidt drie clusters, de factor-analyse drie
factoren, de methode van McQuitty vier en de methode van
Ward vijf clusters, als bij deze laatste ook het paar 3-7
als een cluster wordt gezien. Verder valt het op, dat het
cluster 2-5-9-12-15-17 geregeld terugkomt.
De overeenkomst tussen de tweede analyse volgens Sawrey
e.a, en de tweede factor-analyse en de overeenkomst van de
resultaten volgens de methode van Ward en McQuitty is groot.
De eerste analyse van Sawrey e.a. lijkt niet geheel te vol-
doen. Zo is in A de gelijkenis van gemeente nr. 3 met de
overige gemeenten in het cluster gering en is cluster C
sterk heterogeen samengesteld.
In de clusters van de analyses volgens McQuitty en Ward
blijkt hoofdzakelijk gestemd te zijn:
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A: KVP
B: KVP f niet-confessioneel (PvdA, VVD, PSP, CPN)
C: Niet-confessioneel
D: Protestant f niet-confessioneel.
Vergelijkt men deze resultaten met de resultaten van de
eerste factor-analyse, dan blijkt, dat de gemeenten van
cluster A hoge ladingen hebben op factor II (; .90), die
van B op l en II (~ .41), die van C op l en III (~ .44),
die van D op I(; .91). Het verschil tussen de methoden,
het zoeken naar de meest verklarende hypothetische dimen-
sies en het zoeken naar overeenkomst op een zo groot moge-
lijk aantal punten, komt op dit materiaal dus ook in de re-
sultaten tot uiting. Als het doel van de analyse is clus-
ters te onderscheiden, zodat elk cluster een eigen karakter
bezit, dan lijken ons de resultaten van de methoden van
Ward en McQuitty te verkiezen boven de andere.
129
SLOTBESCHOUWING
We hebben gepoogd in deze studie een critisch overzicht te
geven van technieken van cluster-analyse die in verschil-
lende wetenschapsgebieden zijn ontwikkeld, maar die ook in
het sociologisch onderzoek bruikbaar kunnen zijn. Wij wil-
len besluiten met enige algemene opmerkingen.
Bij het vormen van clusters kan men uitgaan van de groep
als geheel en deze opdelen in homogene subgroepen, of inen
kan uítgaan van de afzonderlijke onderzoekseenheden om door
samenvoeging van eenheden tot clusters te komen. Onze voor-
keur gaat uit naar de laatste benaderingswijze. Bij de eerst-
genoemde methoden kunnen eenheden die een geringe gelijkenis
vertonen met alle overige, maar ook weer niet zo sterk ver-
schillen dat ze meteen als afzonderlijke "groepen" worden
afgesplitst, een belangrijke invloed op de te maken opdelin-
gen hebben. Bovendien ligt het zeer voor de hand dat men,
als clusters van variabelen of onderzoekseenheden gevormd
moeten worden die onderling veel op elkaar gelijken, begint
met de variabelen of eenheden die het sterkst op elkaar ge-
lijken.
De meer recente technieken van cluster-analyse hebben meest-
al betrekking op onderzoekseenheden. Sommige van de methoden
kunnen echter zonder bezwaar ook voor variabelen worden ge-
bruikt (o.a. de syndroom-analyse van McQuitty). Bij een
cluster-analyse van variabelen zal het bepalen van clusters
meestal niet het uiteindelijke dcel zijn. Doorgaans zal men
een groot aantal scores willen ver~~angen door een geringer
aantal; het doel van de analyse is de materiaalreductie.Men
staat dan voor het probleem van de berekening van deze sco-
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res, omdat een eenvoudige somscore niet altijd zinvol is.
Hiervoor moeten dan aparte technieken worden ontwikkeld,
terwijl deze problemen bij o.a. factor-analyse reeds zijn
opgelost en hun bruikbaarheid hebben bewezen. Bovendien
zal dan een dimensie-analyse vaak aantrekkelijker zijn. Dit
wil overigens niet zeggen dat het zoeken naar clusters van
variabelen niet zinvol kan zijn. Hilgendorf e.a. (1967) heb-
ben aangetoond dat het gebruik van de hiërarchische linkage
analyse van McQuitty in combinatie met path-analyse een bij-
drage kan leveren aan het opstellen van causale modellen.
Het toepassingsgebied van nagenoeg alle clustertechnieken
die wij hebben beschreven, is zeer ruim. Dit heeft tot ge-
volg dat in de meeste concrete gevallen, waarin meer speci-
fieke eisen gesteld moeten worden, de methoden niet geheel
zullen voldoen. Door het opstellen van data-modellen kunnen
wellicht nauwkeuriger methoden worden ontworpen voor toepas-
sing op een beperkter gebied. Aan de methoden van McQuitty
ligt reeds een data-model ten grondslag, maar dit is naar
onze mening niet bruikbaar. Wij achten één of twee van zijn
methoden wel bruikbaar, maar dan vanuit een geheel ander ge-
zichtspunt.
Wij zijn tot de conclusie gekomen dat van de beschreven
technieken die van Ward, Johnson, Bridges en de replacement
versie van de syndroom-analyse van McQuitty het meest ge-
schikt lijken voor het opsporen van clusters onderzoekseen-
heden of variabelen die onderling een grote gelijkenis ver-
tonen. Het feit dat zij alle hiërarchische methoden zijn,
heeft tot gevolg dat de consequenties van de samenvoegingen
voor de homogeniteit van de clusters kan worden aangegeven.
Dit laatste kan de beslissing over het uiteindelijk te kie-
zen aantal clusters vergemakkelijken. Het is overigens niet
zo dat met deze procedures altijd de "beste" opdeling in een
bepaald aantal clusters wordt verkregen.
Cluster-analyse kan zowel toetsend als exploratief gebruikt
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worden. Voor toepassingen met een toetsend karakter mogen
wij verwijzen naar twee studies in de taxonomie, waar door
Michener en Sokal (1957) een gewijzigde classificatie is
opgesteld voor bijen en door Sneath (1962) voor een bepaal-
de groep bacteriën. Voor een geslaagde toepassing op explo-
ratief gebied zij o.a. verwezen naar Hílgendorf e.a. (1967)
en naar Hodson e.a. (1966).
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RESUME
Le but d'une analyse de grappe consiste à assembler les
unités d'analyse et les variables à observer de fa~on à
former des sous-groupe (grappes) dont les élements compo-
sants se ressemblent "beaucoup" à 1'intérieur du groupe,
mais ne présentent pas de ressemblances avec des unités ou
variables hors du groupe. Les techniques d'analyse de grap-
pes trouvent leur principal champ d'application dans la
constitution de groupes d'unités (comme des personnes, des
usines, des associations, etc.), basés sur les données ras-
semblées par unité. En tant que tel 1'analyse de grappe peut
étre considérée comme une méthode pour la découverte de
types: de la sorte elle peut contribuer entre autres à créer
de nouvelles notions dans la sociologie. Dans la présente
étude nous avons donné un aper~u et une évaluation des
techniques éparses dans la littérature.
Dans le premier chapítre nous avons traité les indices de
similarité développés jusqu'ici pour indiquer la mesure de
similarité des unités d'analyse. Dans le cas od les varia-
bles sont mesurées à une échelle d'intervalle la méthode de
la distance euclidienne peut se révéler comme qualifiée;dans
ce cas les variables sont les axes dans un espace de m di-
mensions. Lorsqu'on a pris les mesures à une échelle inféri-
eure le choix est considérablement plus difficile à faire.
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Le coefficient d'agrément de McQuitty indiquant le nombre
de variables sur lequel les deux unités d'analyse concordent
serait peut-ètre préférable, bien qu'on puisse y élever des
objections. Si les données sont situées sur une échelle ordi-
nale il paraít correct de choisir la gamma de Goodman et de
Kruskal.
Le deuxiëme chapítre traite des techniques développés sur-
tout au début de la période de 1'utilisation de 1'analyse
de grappes (avant t 1960) et qui sont utilisables aussi bien
pour les unités que pour les variables qu'on se met à obser-
ver. Presque toutes ces méthodes sont sujettes à de sérieuses
restrictions.
Nous avons abordé dans le troisième chapítre les techniques
d'analyser des unités. Parmi celles-là nous préférons retenir
deux méthodes hiérarchiques: celle de Ward (1963) et celle de
Johnson (1967). Une procédure hiérarchique se caractérise par
la jonction successive des unités isolées de telle manière
qu'à chaque phase le nombre des unités (ou grappes d'unités)
diminue d'une unité. Ward utilise comme critère la somme des
déviations quadratées à 1'intérieur des groupes autour de la
moyenne des groupes de chaque variable, pour toutes les varia-
bles et pour tous les groupes simultanément. Dans le modèle
maximal de Johnson on s'efforce de grouper les grappes de
telle fa~on que la plus grande distance entre les unités à
1'intérieur d'une grappe soit minimale.
A part les méthodes, basées sur des unités isolées qui par
assemblage forment des grappes, il existe des méthodes qui
partent de 1'ensemble du groupe et qui le divisent en un
certain nombre de sous-groupes. Cependant, ces dernières
méthodes sont seulement praticables, lorsque le nombre des
unités ou des variables est très limité.
Le quatrième chapítre est consacré aux méthodes de McQuitty,
développées pour la découverte des types. Le modèle, proposé
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par cet auteur, repose sur 1'hypothèse que 1'appartenance à
un certain type détermine totalement la "conduite" d'une
personne (par exemple les réponses à certaines parties d'un
test sont déterminantes et révélatrices du type en question).
Ce modèle est, à notre avis, à rejeter du fait de son carac-
tère déterministe. La version de remplacement de 1'analyse
de syndrome est, mais d'un point de vue tout à fait différent,
une meilleure méthode. Elle peut être considérée comme la
méthode de Johnson (d'ailleurs développée plus tard) valable
pour une matrice avec des coefficients de similarité au lieu
d'une matrice avec des distances.
Le dernièr chapítre présente comme illustration 1'applica-
tion d'un certain nombre de méthodes. Les résultats selon




Der Zweck einer Klumpenanalyse (cluster analysis) ist: die
in der Untersuchung bezogenen Untersuchungseinheiten oder
Variablen in solche Untergruppen (Clusters) zusammenzu-
fassen dasz die Einheiten oder Variablen innerhalb einer
Untergruppe einander "stark" gleichen, jedoch "schwache"
~lhnlichkeit mit Einheiten oder Variablen ausserhalb jener
Untergruppe aufzeigen.
Ihr wichtigstes Anwendungsgebiet finden die Techniken der
Klumpenanalyse in der Ausbildung von Gzuppen von Untersuch-
ungseinheiten, wie etwa von Personen, Betrieben, Vereinen,
usw., auf Basis des Ganzen der gesammelten Daten pro Unter-
suchungseinheit. An sich kann die Klumpenanalyse betrachtet
werden als eine Methode zur Entdeckung von Typen; sie kann
so vielleicht u.a. einen Beitrag zur Begriffsbildung in der
Soziologie liefern. In dieser Studie haben wir eine Uber-
sicht und eine Auswertung gegeben von den Techniken welche
hie und da in der Fachliteratur erwáhnt werden.
Unser erstes Kapitel haben wir den Gleichheitsindexen gewid-
met welche entwickelt worden sind zur Bezeichnung des Gleich-
heitsmasses von Untersuchungseinheiten. Falls die Variablen
auf Intervall-Ebene gemessen worden sind, bildet der eukli-
dische Abstand vielleicht das beste Masz, wobei die Variab-
len die Achsen sind im m-dimensionalen Raum. Wenn das Messen
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auf niedrigerer Ebene stattgefunden hat ist die Wahl bedeu-
tend schwieriger zu machen. Der Ubereinstimmungswert von
McQuitty, welcher angibt in wieviel Variablen die beiden
Untersuchungseinheiten mit einander ubereinstimmen, ver-
dient hier vielleicht den Vorzug, obwohl sich gegen diesen
Maszstab Einw~nde erheben lassen. Wenn die Daten auf Ordi-
nal-Ebene liegen kann Gamma, von Goodman und Kruskal, eine
gute Wahl sein.
Das zweite Kapitel behandelt Techniken welche namentlich in
der Beginnphase der Klumpenanalyse (vor plm. 1960), zur Ent-
wicklung gebracht wurden, und welche sowohl fur Untersuch-
ungseinheiten wie fur Variablen zu gebrauchen sind. Nahezu
allen diese Methoden weisen jedoch erhebliche Beschránkungen
auf.
Im dritten Kapitel befassen wir uns mit den Techniken von
Klumpenanalyse fur Untersuchungseinheiten. Zwei hierarchi-
sche Methoden m~chten wir bevorzugen, und zwar jene von Ward
(1963) und jene von Johnson (1967). Bei einem hierarchischen
Verfahren wird der Ausgangspunkt von einzelnen Einheiten ge-
bildet, welche nach einander gebundelt werden und zwar so
dasz die Zahl der Einheiten (oder Klumpen) bei jedem Schritt
um eine abnimmt. Ward gebraucht dazu als Kriterium die Summe
der Abweichungsquadrate innerhalb der Gruppe hinsichtlich
des Gruppendurchschnitts von jeder Variable, fur alle Variab-
len und fur alle Gruppen gleichzeitig. Im Maximummodell
Johnsons strebt man eine derartige Bildung von Klumpen nach,
dasz die grósste Entfernung zwischen den Gliedern innerhalb
eines Klumpens m~glichst klein gehalten wird.
Neben den Methoden welche von einzelnen Einheiten ausgehen
und durch Bundelung der einzelnen Einheiten die Klumpen ent-
stehen lassen gibt es auch Verfahren welche die Gesamtgruppe
als Ausgangspunkt nehmen und diese in eine, hypothetisch ge-
gebene, Anzahl von Untergruppen aufteilen. Diese letzten
Methoden sind aber nur dann durchzufuhren wenn die Zahl der
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Untersuchungseinheiten oder Variablen sehr klein ist:
Das vierte Kapitel ist jenen Methoden gewidmet welche von
McQuitty zur Entdeckung von Typen entwickelt worden sind.
Das von diesem Autoren entworfene Daten-Modell beinhaltet
in Kurzem die These, dasz die Zugehórigkeit zu einem ge-
wissen "Verhaltenstypus" einer Person, z.B. ihre Antworten
auf die Fragen eines Tests, vollst~ndig bestimmend ist, fur
jene Teile welche relevant sind fur den Typus. Wir glauben
dieses Modell u.a. wegen seiner determinierenden Art, ab-
lehnen zu mussen. Die Zurucklegungsversion der Syndromana-
lyse halten wir - sei es von einem ganz anderen Gesichts-
punkt aus - fur eine brauchbare Methode. Sie kann betrachtet
werden als die Methode von Johnson (welche ubrigens sp~ter
zur Entwicklung gebracht wurde) mit Gleichheitskoeffizienten
statt Abst~nden.
Im letzten Kapitel werden zur Zllustration einige Methoden
praktisch angewandt. Die Ergénisse nach den Methoden von
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