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Abstract
We study uniqueness of nonnegative solutions of the Cauchy–Neumann problem
for parabolic equations in unbounded domains, and give a sufficient condition for the
uniqueness of nonnegative solutions to hold. We also give a parabolic Harnack inequality
with Neumann boundary conditions.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we investigate uniqueness of nonnegative solutions of the
Cauchy–Neumann problem (in short, uniqueness of the positive Cauchy–Neu-
mann problem)
∂
∂t
u= div(A(x, t)∇u)+ 〈b(x, t),∇u〉− V (x, t)u in DT , (1.1)〈
A(x, t)∇u,n〉= 0 on ∂D× (0, T ), (1.2)
u(x,0)= u0(x) 0 in D, (1.3)
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where D is an unbounded domain in RN with piecewise smooth boundary ∂D,
n is the outer unit normal vector to ∂D, and u0 ∈ L2(D ∩ B(0,R)) for every
R > 0. Here DT =D × (0, T ), 0 < T <∞ and 〈x, y〉 =∑Ni=1 xiyi , x, y ∈ RN .
Throughout this paper we assume that A, b, and V are positive definite matrix-
valued, RN -valued, and R-valued functions on DT , respectively, such that
sup
|ξ |=1, ξ∈RN
t∈[0,T ]
〈
A(·, t)ξ, ξ 〉,
(
inf
|ξ |=1,ξ∈RN
t∈[0,T ]
〈
A(·, t)ξ, ξ 〉)−1 ∈L∞(D ∩B(0,R)), (1.4)
|b|2 + |V | ∈L∞(0, T : Lp(D ∩B(0,R))), (1.5)
for all R > 0, where p >N/2 if N  2 and p > 1 if N = 1.
The classical Widder theorem [W] showed that any nonnegative solution of
the Cauchy problem for the heat equation is determined uniquely by the initial
data. Subsequently, the Widder result has been extended to parabolic equations on
noncompact Riemannian manifolds (see [AT,Ar,Az,D,I2,IM1,IM2,LY,M1,M2,
M3,M4,Pc] and references therein). Among others, Ishige and Murata [IM1,
IM2] introduced an intrinsic distance for a parabolic equation, and gave a sharp
and general condition on the uniqueness of nonnegative solutions of the Cauchy
problem (which is abbreviated as UC) for parabolic equations on complete
Riemannian manifolds. In [I2] Ishige studied the uniqueness of nonnegative
solutions of the Cauchy–Dirichlet problem (which is abbreviated as UD), and
gave a sufficient condition for (UD) to hold.
In this paper we study the uniqueness of the positive Cauchy–Neumann
problem (which is abbreviated as UN) in view of an intrinsic distance introduced
by [IM1,IM2], and give a sufficient condition for (UN) to hold. Furthermore we
prove a parabolic Harnack inequality with Neumann boundary conditions (see
Appendix A), and give several typical examples of unbounded domains where
(UN) holds but where (UD) does not hold.
Consider the Cauchy–Neumann problem (1.1)–(1.3) under the conditions (1.4)
and (1.5). For any bounded domain Ω in D and 0 t1 < t2  T , we say that u is
a solution of (1.1) and (1.2) in the cylinder Ω × (t1, t2) if
u ∈ L∞(t1, t2: L2(Ω))∩L2(t1, t2: H 1(Ω))
and
t2∫
t1
∫
Ω
[
−u ∂
∂t
ϕ + 〈A(x, t)∇u,∇ϕ〉− 〈b(x, t),∇u〉ϕ
+ V (x, t)uϕ
]
dx dt = 0
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for all ϕ ∈C∞0 (RN × (t1, t2)) such that ϕ(x, t)= 0, (x, t) ∈ [D \Ω]× (t1, t2). We
say that u is a solution of (1.1) and (1.2) in the cylinder DT if, for any R > 0, u is
a solution of (1.1) and (1.2) in the cylinder [D ∩ B(0,R)] × (0, T ). Furthermore
we say that u satisfies the condition (1.3) if
lim
t→0
∫
D
u(x, t)ϕ(x) dx =
∫
D
u0(x)ϕ(x) dx, ϕ ∈ C0
(
RN
)
.
As in [IM2], we introduce an intrinsic distance for Eq. (1.1), and give two
conditions [PHP-σ ] and [RB-σ ], which are concerned with the behavior of the
coefficients of the equation (1.1) as |x|→∞. We assume
(A1) There exist a positive constant α1 and a continuous, positive definite matrix-
valued function G on D such that
α1
〈
G(x)ξ, ξ
〉

〈
A(x, t)ξ, ξ
〉
 α−11
〈
G(x)ξ, ξ
〉
, ξ ∈RN,
for almost all (x, t) ∈DT .
We define an intrinsic distance d of Eq. (1.1) as follows:
d(x, y)= inf{L(γ ) ∣∣ γ ∈ C1([0,1] : D ), γ (0)= x, γ (1)= y},
x, y ∈ D,
where
L(γ )=
1∫
0
〈
G−1
(
γ (s)
)
γ˙ (s), γ˙ (s)
〉1/2
ds, γ˙ (s)= d
ds
γ (s).
We furthermore assume
(A2) Let D be an unbounded domain with piecewise smooth boundary ∂D = ∅.
Assume that there exists a point P ∈D such that
lim
x∈D, |x|→∞d(P,x)=∞.
We introduce some notations to give two conditions [PHP-σ ] and [RB-σ ]. Let σ
be a nonincreasing positive continuous function on [0,∞). Let θ and r be positive
numbers. Put
B(x, r)= {y ∈D ∣∣ d(x, y) < r},
Qθx,t (r)= B(x, θr)×
(
t − r2, t + r2),
Q
θ,−
x,t (r)= B
(
x,
θr
2
)
×
(
t − 3r
2
4
, t − r
2
4
)
,
Q
θ,+
x,t (r)= B
(
x,
θr
2
)
×
(
t + r
2
4
, t + 3r
2
4
)
,
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for all (x, t) ∈ D × (0, T ). Furthermore we put Qx,t (r)=Q1x,t (r) and Q±x,t (r)=
Q
1,±
x,t (r) for simplicity.
[PHP-σ ] We say that [PHP-σ ] (the parabolic Harnack principle with scale
function σ ) holds if there exist a compact set K ⊂ RN and constants
C > 0 and θ ∈ (0,1) such that there holds
sup
Q
θ,−
x,t (r)
u C inf
Q
θ,+
x,t (r)
u,
for all nonnegative solution u of (1.1) and (1.2) in the cylinderQx,t (r),
where x ∈ D \K , t ∈ (0, T ), and 0 < r < σ(d(O,x)) with Qx,t (r) ⊂
DT .
[RB-σ ] We say that [RB-σ ] (the relative boundedness condition with scale
function σ ) holds if there exist 0 β1 < 1, 0 < β2 < 1, and C > 0 such
that β1 + β2 < 1 and∫
B(O,R)
[
1
4β2
〈
A−1(x, t)b(x, t), b(x, t)
〉+ ∣∣V (x, t)∣∣]ϕ2 dx
 β1
∫
B(O,R)
〈
A(x, t)∇ϕ,∇ϕ〉dµ+Cσ−2(R) ∫
B(O,R)
ϕ2 dx
for almost all t ∈ [0, T ] and for all R > 1 and ϕ ∈ C∞0 (RN) such that
D ∩ (suppϕ)⊂ B(O,R).
We are ready to give our main result of this paper.
Theorem A. Let σ be a nonincreasing positive continuous function on [0,∞),
satisfying
∞∫
1
σ(s) ds =∞. (σ∞)
Assume (A1), (A2), [PHP-σ ], and [RB-σ ]. Then any nonnegative solution of
(1.1)–(1.3) is determined uniquely by the initial data.
We follow the arguments of [IM1,IM2,I2] to prove Theorem A. By the
[PHP-σ ] condition, we obtain growth estimates of nonnegative solutions and of
the volume of B(0,R), and complete the proof of Theorem A by the following
Täcklind type uniqueness theorem.
Theorem B. Let q > 1 and σ be a nonincreasing positive continuous function
on [0,∞), satisfying (σ∞). Assume (A1), (A2), and [RB-σ ]. Let u1 and u2 be
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solutions of (1.1)–(1.3) such that, for any sufficiently small δ > 0, there exists a
constant C such that
T−δ∫
0
∫
B(O,R)\B(O,R/2)
|ui |q(x, t) dx dt
 exp
(
CRσ−1(R)
)
, R > 1, i = 1,2. (1.6)
Then u1 = u2 in DT .
In [IM2], by using the comparison principle, we reduce the positive Cauchy
problem to the one for the case that the initial data is constant zero. Furthermore
we obtain the inequality like (1.6) for the solutions, and prove (UC). (See also
[I2,IM1].) By the similar arguments to those of [IM2], it seems difficult to
reduce our Cauchy–Neumann problem (1.1)–(1.3) to the one for the case that
the initial data is constant zero. In order to overcome this difficulty, we first
prove the inequality (1.6) for sufficiently small q > 0. Next, by making use of
the iteration method with respect to the exponent q , we prove the inequality (1.6)
(see Proposition 3.2), and complete the proof of Theorem A by Theorem B.
In Section 5, by using a parabolic Harnack inequality with Neumann boundary
conditions (see Appendix A), we apply Theorem A to some positive Cauchy–
Neumann problems, and give some examples of unbounded domains for (UN) to
hold. Here we give a typical example of Theorem 4.3 given in Section 4.
Theorem C. Let
D = {x ∈RN ∣∣ x1 > 1, |x ′|< xα1 }, α ∈R.
Let |b| + |V | ≡ 0 in DT . Assume that (A1) holds with G = I , where I is the
identity matrix. Then, for any α ∈ R, any nonnegative solution of (1.1)–(1.3) is
determined uniquely by the initial data.
Remark. Consider the Cauchy–Dirichlet problem (1.1), (1.3), and
u(x, t)= 0 on ∂D × (0, T )
under the same conditions as in Theorem C. Then, by [M4,I2], (UD) holds if and
only if α −1. Therefore, we see that, for some unbounded domains shrinking at
infinity, the structure of the set of nonnegative solutions to the Cauchy–Neumann
problem is different from that of the Cauchy–Dirichlet problem.
The rest of this paper is organized as follows. In Section 2 we give two
growth estimates of the nonnegative solutions of the Cauchy–Neumann problem
(see (2.2) and (2.10)). In Section 3 we prove Theorems A and B. We obtain a
growth estimate of the volume of B(O,R) as R → ∞ by using the estimates
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obtained in Section 2. We furthermore prove that the nonnegative solutions
satisfy the assumptions of Theorem B, and complete the proof of Theorem A
by Theorem B. In Section 4 we apply Theorem A to some positive Cauchy–
Neumann problems, and give some examples of unbounded domains where the
uniqueness of the positive Cauchy–Neumann problem holds. In Appendix A we
prove a parabolic Harnack inequality with Neumann boundary conditions.
2. Growth estimate of solutions
In this section we give two growth estimates of nonnegative solutions of (1.1)
and (1.2) by making use of the [PHP-σ ] condition.
Proposition 2.1. Let σ be a nonincreasing positive continuous function on [0,∞),
satisfying
σ(s) (1+ s)−1, s  0. (σ1)
Assume (A1), (A2), and [PHP-σ ]. Let u be a nonnegative solution of (1.1)
and (1.2) in the cylinder B(O,3R/2)× (0, T ), R > 1. Then, for any δ > 0, there
exists a constant C such that
u(x, t)
(
sup
tτT−δ/2
u(O, τ)
)
exp
(
Cd(O,x)σ−1
(
d(O,x)
)+C), (2.1)
for all x ∈ B(O,R) and δ2σ 2(d(O,x)) t  T − δ, and such that
u(x, t)
(
inf
δ/2τt
u(O, τ)
)
exp
(−Cd(O,x)σ−1(d(O,x))−C), (2.2)
for all x ∈ B(O,R) and δ  t  T − δ2σ 2(d(O,x)).
Proof. We prove the inequality (2.1). Let x ∈ B(O,R) and θ ∈ (0,1) be a
constant appearing in the condition [PHP-σ ]. Then there exists a curve γ ∈
C1([0,1] : D) with γ (0)=O and γ (1)= x such that
L(γ ) 5
4
d(O,x), σ
(
d(O,x)
)
 2σ
(
L(γ )
)
. (2.3)
Let c = min(1,1/4σ(0),1/4σ 2(0), θδ/8). Then there exist a natural number n
and a sequence {sj }nj=0 with 0= s0 < s1 < · · ·< sn−1 < sn = 1 such that
γ (s) ∈ B
(
γ (sj ),
cθ
2
σ
(
L(γ )
))
, sj  s < sj+1, j = 0, . . . , n− 1,
γ (sj+1) ∈ ∂B
(
γ (sj ),
cθ
2
σ
(
L(γ )
))
, j = 0, . . . , n− 2 if n 2. (2.4)
By (2.3), we have
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B
(
γ (sj ), cσ
(
L(γ )
))⊂B(O,d(O,γ (sj ))+ cσ (L(γ )))
⊂B(O,L(γ )+ cσ(0))⊂ B(O, 3
2
R
)
. (2.5)
Furthermore we have
sj+1∫
sj
〈
G−1
(
γ (s)
)
γ˙ (s), γ˙ (s)
〉1/2
ds  cθ
2
σ
(
L(γ )
)
,
for j = 0, . . . , n− 2 if n 2. This implies
n 1+ 2(cθ)−1L(γ )σ−1(L(γ )). (2.6)
Let δ2σ 2(d(O,x)) t  T − δ. Put
tn = t + c
2
2
σ 2
(
L(γ )
)
,
tj = tj+1 + c2σ 2
(
L(γ )
)
, j = 0, . . . , n− 1. (2.7)
By (2.6), we have (n+ 3/2)c2σ 2(L(γ )) δ/2, and obtain
t0 + c2σ 2
(
L(γ )
)= tn + (n+ 1)c2σ 2(L(γ ))
 T − δ+
(
n+ 3
2
)
c2σ 2
(
L(γ )
)
 T − δ/2 (2.8)
and
tn − c2σ 2
(
L(γ )
)= t − c2
2
σ 2
(
L(γ )
)
 0. (2.9)
Put
Qj =Qγ (sj ),tj
(
cσ
(
L(γ )
))
, Q±j =Qθ,±γ (sj ),tj
(
cσ
(
L(γ )
))
, j = 0, . . . , n.
Then, by (2.5), (2.8), and (2.9), we get Qj ⊂ B(O,3R/2)× (0, T ), j = 0, . . . , n
and (x, t) ∈Q−n . Therefore, by the condition [PHP-σ ], there exists a constant C1
independent of j such that
sup
Q−j
uC1 inf
Q+j
u, j = 0, . . . , n.
By (2.4) and (2.7), Q−j ∩Q+j+1 = ∅, j = 0, . . . , n− 1, and we have
sup
Q−
j+1
uC21 inf
Q+j
u, j = 0, . . . , n− 1.
This inequality together with (2.8) implies
sup
Q−n
uCn+11 inf
Q+0
u Cn+11 sup
tτT−δ/2
u(O, τ).
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Therefore, by (2.3) and (2.6), there exists a constant C2 such that
u(x, t)
(
sup
tτT−δ/2
u(O, τ)
)
exp
(
C2L(γ )σ
−1(L(γ ))+C2)

(
sup
tτT−δ/2
u(O, τ)
)
exp
(
4C2d(O,x)σ−1
(
d(O,x)
)+C2),
for δ2σ 2(L(γ )) t  T − δ, and so the proof of the inequality (2.1) is complete.
Similarly, we obtain the inequality (2.2), and the proof of Proposition 2.1 in
complete. ✷
Proposition 2.2. Let σ be a nonincreasing positive continuous function on [0,∞),
satisfying (σ1). Assume (A1), (A2), and [PHP-σ ]. Let u be a nonnegative solution
of (1.1) and (1.2). Then, for sufficiently small δ > 0, there exist positive constants
C and α such that
u(x, t) t−α
(
sup
δ2σ 2(0)τT−δ/2
u(O, τ)
)
× exp(Cd(O,x)σ−1(d(O,x))+C), (2.10)
for all x ∈D and 0 < t  T − δ.
Proof. Let θ ∈ (0,1) be a constant appearing in the condition [PHP-σ ]. Let
δ be a constant such that 0 < δ2  min{1/2, T /8σ 2(0), T 2/4}. Let x ∈ D and
0 < t < δ2σ 2(d(O,x)). Let n be a natural number such that
3n−1t  δ2σ 2
(
d(O,x)
)
< 3nt. (2.11)
Put
Qj =Qx,2·3j t
(√
2 · 3j t ), Q±j =Qθ,±x,2·3j t(√2 · 3j t ), j = 0, . . . , n.
By (2.11),√
2 · 3j t √2δσ (d(O,x)) σ (d(O,x)),
4 · 3j t  4δ2σ 2(0) T − δ, (2.12)
for j = 0, . . . , n − 1. Since (x,3j t) ∈ Q−j and (x,3j+1t) ∈ Q+j , by [PHP-σ ]
and (2.12), there exists a constant C1 such that
u
(
x,3j t
)
 C1u
(
x,3j+1t
)
, j = 0, . . . , n.
This inequality together with (2.11) and (2.12) implies
u(x, t) Cn1u
(
x,3nt
)
, δ2σ 2
(
d(O,x)
)
< 3nt  T − δ. (2.13)
By (2.11) and (2.13), there exit constants C2 and α independent of x such that
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u(x, t)
(
δ2σ 2(d(O,x))
t
)α
sup
δ2σ(d(O,x))τT−δ
u(x, τ )
C2t−α sup
δ2σ(d(O,x))τT−δ
u(x, τ ), (2.14)
for all x ∈ D and 0 < t < δ2σ 2(d(O,x)). By (2.14) and Proposition 2.1, there
exists a constant C3 such that
u(x, t) t−α
(
sup
δ2σ 2(d(O,x))τT−δ/2
u(O, τ)
)
× exp(C3d(O,x)σ−1(d(O,x))+C3), (2.15)
for all x ∈D and 0< t  T − δ. In particular, we have
u(O, t) t−α
(
sup
δ2σ 2(0)τT−δ/2
u(O, τ)
)
expC3, 0 < t  T − δ. (2.16)
By (2.15) and (2.16), there exist constants C4 and C5 such that
u(x, t) t−α
(
δσ 2
(
d(O,x)
))−α(
sup
δ2σ 2(0)τT−δ/2
u(O, τ)
)
× exp(C4d(O,x)σ−1(d(O,x))+C4)
 t−α
(
sup
δ2σ 2(0)τT−δ/2
u(O, τ)
)
× exp(C5d(O,x)σ−1(d(O,x))+C5),
for all x ∈D and 0< t  T − δ, and so the proof of Proposition 2.2 is complete.✷
3. Proof of Theorems A and B
Proof of Theorem B. Let u and v be solutions of (1.1)–(1.3) satisfying the
inequality (1.6). Put w = u− v. Then, for any δ > 0, there exists a constant C1
such that
T−δ∫
0
∫
B(O,R)\B(O,R/2)
wq dx dt  eC1Rσ−1(R), R > 1.
Therefore we can complete the proof of Theorem B by the way similar to in [IM2]
and the standard calculations (cf. [LSU, Chapter 3]). ✷
In order to prove Theorem A, we give a growth estimate of the volumeB(O,R)
as R →∞. For any measurable set E in RN , let |E| be the Lebesgue measure
of E in RN .
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Proposition 3.1. Let σ be a nonincreasing positive continuous function on [0,∞),
satisfying (σ1). Assume (A1), (A2), [PHP-σ ], and [RB-σ ]. Then there exists a
positive constant C such that∣∣B(O,R)∣∣ exp[CRσ−1(2R)], R > 1. (3.1)
Proof. Let R > 1 and r be a positive constant such that B(O, r)⊂ B(O,1). Put
SR = T Rσ(R)/2 ∈ (0, T /2]. Let E be a bounded domain in D with piecewise
smooth boundary ∂E, such that B(O,3R/2)⊂ E ⊂ B(O,2R). Then there exists
a nonnegative solution v of the Cauchy–Neumann problem
∂tv = div
(
A(x, t)∇v)+ 〈b(x, t),∇v〉− V (x, t)v in E × (0, T ),〈
A(x, t)∇v,n〉= 0 on ∂E × (0, T ),
v(x,0)= χB(O,r)(x) in E.
Furthermore there exists a nonnegative solution w of the Cauchy–Neumann
problem
−∂tw = div
(
A(x, t)∇w− b(x, t)w)− V (x, t)w in E × (0, S2R),〈
A(x, t)∇w,n〉= 0 on ∂E× (0, S2R),
w(x,S2R)= χB(0,R)(x) in E.
(See [LSU, pp. 170].) Then we have∫
E
v(x,S2R)w(x,S2R) dx =
∫
E
v(x,0)w(x,0) dx. (3.2)
By Lemma 5.1 in [IM2] and [RB-σ ], there exists a constant C such that∫
E
∣∣w(x,0)∣∣2 dx  exp(Cσ−2(2R)S2R)∫
E
∣∣w(x,S2R)∣∣2 dx
 exp
(
CTRσ−1(2R)
)∣∣B(O,R)∣∣,
and we have∣∣∣∣∣
∫
E
v(x,0)w(x,0) dx
∣∣∣∣∣

∣∣B(0, r)∣∣1/2∣∣B(0,R)∣∣1/2 exp(CTRσ−1(2R)/2). (3.3)
By the extension principle, with v = 1 and V = 0 on B(0, r)× (−1,0), v is also
a nonnegative solution on B(0, r) × (−1, T ). This together with the parabolic
Harnack inequality implies that there exists a positive constant β independent
of R and E such that
inf
{
v(z, τ )
∣∣ z ∈B(O, r/2), 0 τ  S2R} β > 0.
K. Ishige / J. Math. Anal. Appl. 276 (2002) 763–790 773
By Proposition 2.1, there exists a constant C′ such that
v(x,S2R) β exp
[−C′Rσ−1(R)], x ∈ B(O,R).
This implies∫
E
v(x,S2R)w(x,S2R) dx  β exp
[−CRσ−1(R)]∣∣B(O,R)∣∣.
Therefore, by (3.2) and (3.3), we obtain∣∣B(O,R)∣∣ ∣∣B(O, r)∣∣β−1 exp[C′′Rσ−1(2R)]
for some constant C′′, and the proof of Proposition 3.1 is complete. ✷
Next we prove that nonnegative solutions of (1.1) and (1.2) satisfy the
assumptions of Theorem B. We use the iteration method with respect to the
exponent q in the inequality (1.6).
Proposition 3.2. Let σ be a nonincreasing positive Lipschitz function on [0,∞),
satisfying (σ1). Assume (A1), (A2), [PHP-σ ], and [RB-σ ]. Let u be a nonnegative
solution of (1.1) and (1.2) in DT . Then, for sufficiently small δ > 0, there exist
constants C > 0 and 1 < q < 2 such that
T−δ∫
0
∫
B(O,R)
uq dx dt  exp
[
CRσ−1(4R)
]
, R > 1. (3.4)
Here q is a constant independent of u.
Proof. Let µ be a constant to be chosen later such that 0 <µ< 1. For R > 0, put
ζR = max
{
0,min
{
2R− d(O,x),1}}, ϕ = (u+ l)µ−1ζ 2R, l > 0.
We multiply the function ϕ by Eq. (1.1), and integrate it over D × (t1, t2),
0 < t1 < t2 = T − δ. Then, by the standard calculations, we have
1
µ
∫
D
(u+ l)µζ 2R dx
∣∣∣∣t=t2
t=t1
+
t2∫
t1
∫
D
[(
C1
〈
A−1b, b
〉+ |V |)(u+ l)µζ 2R + l|V |(u+ l)µ−1]dx dt
+C1
t2∫
t1
∫
D
(u+ l)µ〈A∇ζR,∇ζR〉dx dt  0,
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for some positive constant C1. By the [RB-σ ] condition and by letting l→ 0, we
have ∫
B(O,2R)
uµζ 2R dx
∣∣∣∣
t=t1

∫
B(O,2R)
uµζ 2R dx
∣∣∣∣
t=t2
+C2
t2∫
t1
∫
B(O,2R)
[
σ−2(2R)+ 〈A∇ζR,∇ζR〉
]
uµ dx dt, (3.5)
for some constant C2 > 0. Here we use the inequality l(u+ l)µ−1  lµ for u 0.
By (A1) and the definition of d ,〈
A∇d(O,x),∇d(O,x)〉 α−11
for almost all (x, t) ∈DT , and by (3.5), we have∫
B(O,2R)
uµζ 2R dx
∣∣∣∣
t=t1

∫
B(O,2R)
uµζ 2R dx
∣∣∣∣
t=t2
+C3
(
1+ σ−2(2R)) t2∫
t1
∫
B(O,2R)
uµ dx dt, (3.6)
for some constant C3. Here we remark that the constant C3 depends on µ such
that limµ→1−0 C3 =∞. On the other hand, by Propositions 2.2 and 3.1, there
exist positive constants C4 and α such that
u(x, t) t−α exp
[
2C4Rσ−1(4R)
]
,∣∣B(0,2R)∣∣ exp[2C4Rσ−1(4R)], (3.7)
for all (x, t) ∈ B(O,2R)× (0, T − δ). These inequalities imply∫
B(O,2R)
uµζ 2R
∣∣∣∣
t=T−δ
 C5 exp
[
2µC4Rσ−1(4R)
]
, (3.8)
C3
t2∫
t1
∫
B(O,2R)
uµζ 2R dx dt
 C5 exp
[
2(1+µ)C4Rσ−1(4R)
] t2∫
t1
t−µα dt, (3.9)
for some constant C5.
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Let 0 < µ < min{1,1/α} such that there exists a natural number n such that
0 < (n− 1)µ < 1 and nµ> 1. Put µk = kµ, k = 1, . . . . Then the inequality (3.6)
holds uniformly with respect to µ= µk , k = 1, . . . , n− 1. Furthermore, by (3.6),
(3.8), and (3.9), we have
sup
0<t<T−δ
∫
B(O,2R)
uµζ 2R dx dt
C5C6
(
1+ σ−2(4R)) exp[2(1+µ)C4Rσ−1(4R)] (3.10)
where
C6 =
T−δ∫
0
t−µα dt <∞.
Let k ∈ {1, . . . , n− 1}. Assume there exists a constant C7 such that
sup
0<t<T−δ
∫
B(O,2R)
uµk ζ 2R dx dt
C7
(
1+ σ−2(4R))k exp[2(1+µk)C4Rσ−1(4R)]. (3.11)
Then, by (3.7) and (3.11), we have
T−δ∫
0
∫
B(O,2R)
uµk+1ζ 2R dx dt
 exp
[
2µC4Rσ−1(4R)
] T−δ∫
0
t−µα sup
0<t<T−δ
∫
B(O,2R)
uµkζ 2R dx dt
C6C7
(
1+ σ−2(4R))k exp[2(1+µk+1)C4Rσ−1(4R)]. (3.12)
Furthermore, if k ∈ {1, . . . , n− 2}, by (3.6), (3.8), and (3.12),
sup
0<t<T−δ
∫
B(O,2R)
uµk+1ζ 2R dx dt
 (C5 +C6C7)
(
1+ σ−2(4R))k+1
× exp[2(1+µk+1)C4Rσ−1(4R)]. (3.13)
Therefore, by (3.10), (3.11), and (3.13), there exists a constant C8 such that
sup
0<t<T−δ
∫
B(O,2R)
uµk ζ 2R dx dt
C8
(
1+ σ−2(4R))k exp[2(1+µk)C4Rσ−1(4R)], (3.14)
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for k = 1, . . . , n− 1. Furthermore, by (3.11), (3.12), and (3.14),
T−δ∫
0
∫
B(O,2R)
uµnζ 2R dx dt
 C6C8
(
1+ σ−2(4R))n−1 exp[2(1+µn)C4Rσ−1(4R)].
Therefore, putting q = µn ∈ (1,2), we obtain the inequality (3.4), and the proof
of Proposition 3.2 is complete. ✷
Proof of Theorem A. Put
σ1(s)= min
{
σ(s), (1+ s)−1}, σ2(s)= σ1(4s).
Then the conditions [PB-σ ] and (σ∞) hold with σ replaced by σ2. Here
we used in [IM2, Lemma 2.4] to prove the condition (σ∞). Furthermore, by
Proposition 3.2, the inequality (1.6) holds with σ replaced by σ2. Therefore, by
Theorem B, we obtain Theorem A. ✷
4. Examples
In this section we apply Theorem A to some positive Cauchy–Neumann
problems, and give some examples of unbounded domains for the uniqueness
of the positive Cauchy–Neumann problem to hold. In particular, we give some
examples of unbounded domains where (UN) holds but where (UD) does not
hold.
For any measurable set E in RN with 0 < |E|<∞ and f ∈L1(E), we put∫
−
E
f dx = 1|E|
∫
E
f dx.
Let σ be a nonincreasing positive continuous function on [0,∞). For x ∈ D and
r > 0, put
C(x, r)= {y ∈D ∣∣ 〈G−1(x)(x − y), x − y〉< r2}.
We define two conditions [BG-σ ] (the bounded geometry with scale function σ )
and [RB’-σ ] (see also [IM2,I2]).
[BG-σ ] There exists a constant α2 such that
α2G(y)G(x) α−12 G(y), y ∈C
(
x,σ
(
d(O,x)
))
, x ∈D.
[RB’-σ ] There exist positive constants α3 and R0 such that
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sup
x∈B(O,R)\B(O,R0)
0tT
( ∫
−
C(x,σ (R))
[〈
A−1b, b
〉
(y, t)+ ∣∣V (y, t)∣∣]dy)1/p
 α3σ−2(R), R > R0.
We consider the positive Cauchy–Neumann problem in unbounded domains
shrinking slowly.
Theorem 4.1. Let σ be a nonincreasing positive Lipschitz function on [0,∞)
satisfying (σ∞). Assume (A1), (A2), [BG-σ ], and [RB’-σ ]. Let D be an
unbounded domain in RN such that there exists a positive definite symmetric
matrix-valued function J on ∂D, satisfying the following conditions:
(i) There exists a positive constant α4 such that
α4G(x) σ−2
(
d(O,x)
)
J 2(x) α−14 G(x), x ∈ ∂D.
(ii) There exists a positive constant m> 0 such that for any x ∈ ∂D, there exists a
Lipschitz function onRN−1 with the Lipschitz constant m such that ϕ(0)= 0,
D ∩C(x,σ (d(O,x)))
= x + J (x)[B(0,1)∩ {(z′, zN) ∣∣ z′ ∈RN−1, zN > ϕ(z′)}],
∂D ∩C(x,σ (d(O,x)))
= x + J (x)[B(0,1)∩ {(z′, ϕ(z′)) ∣∣ z′ ∈RN−1}].
Then any nonnegative solution of the Cauchy–Neumann problem (1.1)–(1.3) is
determined uniquely by the initial data.
Proof. Let θ and r be positive numbers. For any (x, t) ∈ D× (0, T ), put
Rθx,t (r)=C(x, θr)×
(
t − r2, t + r2),
R
θ,−
x,t (r)=C
(
x,
θr
2
)
×
(
t − 3r
2
4
, t − r
2
4
)
,
R
θ,+
x,t (r)=C
(
x,
θr
2
)
×
(
t + r
2
4
, t + 3r
2
4
)
.
Let y ∈ ∂C(x, r) \ ∂D, 0 < r < σ(d(O,x)). Then there exists a curve γ ∈
C1([0,1] : D) with γ (0)= x and γ (1)= y such that
d(x, y) 1
2
1∫
0
〈
G−1
(
γ (s)
)
γ˙ (s), γ˙ (s)
〉1/2
ds. (4.1)
Furthermore there exists a point s0 ∈ (0,1] such that
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〈
G−1(x)
(
γ (s)− x), γ (s)− x〉 r2, s ∈ [0, s0],〈
G−1(x)
(
γ (s0)− x
)
, γ (s0)− x
〉= r2.
Then, by [BG-σ ] and (4.1), we have
d(x, y) 1
2
s0∫
0
〈
G−1
(
γ (s)
)
γ˙ (s), γ˙ (s)
〉1/2
ds 
α
1/2
2
2
r. (4.2)
So we have
B
(
x,
α
1/2
2
2
r
)
⊂C(x, r), 0 < r < σ (d(O,x)). (4.3)
On the other hand, by Lemma 2.2 in [I2], there exist constants τ0 and α4 such that
d(x, y) α4r,
1
2
 σ(d(O,y))
σ (d(O,x))
 2 (4.4)
for all x ∈ D and y ∈C(x, τ0σ(d(O,x))). By the first inequality of (4.4), we have
C(x, r)⊂ B(x,α4r), 0< r < τ0σ
(
d(O,x)
)
. (4.5)
Therefore, by (4.3) and (4.5), there exists a constant 0 < θ0 < min{α−14 , τ0} such
that
B
(
x, θ20 r
)⊂C(x, θ0r)⊂ B(x, r), 0 < r < σ (d(O,x)). (4.6)
We prove the condition [PHP-σ ]. Let (x, t) ∈ D× (0, T ) and 0 < r < σ(d(O,x))
such that (t − r2, t + r2) ⊂ (0, T ). Let u be a nonnegative solution of (1.1)
and (1.2) in the cylinderQx,t (r). Let
θ˜ = 1
2
min
{
α
1/2
2 θ0, α
−1
4
} ∈ (0, θ0).
We first consider the case C(x, θ˜r)⊂D. By using the same argument as in [IM2]
together with [BG-σ ] and [RB-σ ], we have
sup
R
θ˜,−
x,t (r)
uC1 inf
R
θ˜,+
x,t (r)
u,
for some constant C1. This inequality together with (4.6) implies
sup
Q
θ0 θ˜ ,−
x,t (r)
u C1 inf
Q
θ0 θ˜ ,+
x,t (r)
u. (4.7)
Next we consider the case x ∈ ∂D. Let J and ϕ be a positive definite
symmetric matrix and a Lipschitz function on RN−1, respectively, such that the
assumptions (i) and (ii) in Theorem 4.1 hold at x . Then, by (4.1), we can define a
function
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v(y, s)= u(x + rθ0Jy, t + r2s),
y ∈ B(0,1)∩ {(z′, zN) ∣∣ zN > ϕ(νz′)/ν}, s ∈ (−1,1),
where ν = rθ0/σ(d(O,x)). Furthermore we define a function w as follows:
w(z, s)= v(θ1z′, θ1zN + ϕ(νθ1z′)/ν, s),
(z, s) ∈ {z ∈B(0,1) ∣∣ zN > 0}× (−1,1),
where θ1 ∈ (0,1) is a constant depending only on the Lipschitz constant of ϕ.
Then, by [BG-σ ], the assumptions (i) and (ii) in Theorem 4.1, and [RB’-σ ], we
see that w is a solution of the parabolic equation with the zero Neumann boundary
condition,
∂
∂s
w = div(A˜(z, s)∇w)+ 〈b˜(z, s),∇w〉
− V˜ (z, s)w in {z ∈ B(0,1) ∣∣ zN > 0}× (−1,1),〈
A˜(z, s)∇w(z, s), n〉= 0 on {z ∈B(0,1) ∣∣ zN = 0}× (−1,1).
Here there exist constants λ˜ and C2 independent of (x, t) and r , such that
λ˜|ξ |2  〈A˜(z, s)ξ, ξ 〉 λ˜−1|ξ |2, ξ ∈RN,
for almost all (z, s) ∈ {z ∈ B(0,1) | zN > 0} × (−1,1), and
sup
−1<s<1
( ∫
−
B(0,1)∩{zN>0}
[∣∣b˜(z, s)∣∣2 + ∣∣V˜ (z, s)∣∣]p dz)1/p  C2.
Then, by Lemma A in Appendix A, there exists a positive constant C3 such that
sup
Q−
w  C3 inf
Q+
w,
where
Q− =
{
z ∈ B
(
0,
1
2
) ∣∣∣∣ zN > 0}×(−34 ,−14
)
,
Q+ =
{
z ∈ B
(
0,
1
2
) ∣∣∣∣ zN > 0}×(14 , 34
)
.
By the definition of the functions v and w, there exists a constant θ2 ∈ (0, θ0θ1)
such that
sup
R
θ2,−
x,t (r)
u C3 inf
R
θ2,+
x,t (r)
u. (4.8)
By (4.6), we have
sup
Q
θ0θ2,−
x,t (r)
u C3 inf
Q
θ0θ2,+
x,t (r)
u. (4.9)
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Next we consider the case x ∈D andC(x, θ˜r) ⊂D. Let z ∈ ∂D∩C(x, θ˜r). Then,
by (4.4), we have
d(y, x) d(y, z)+ d(z, x) d(y, z)+ 1
2
r, 0 < r/2 σ
(
d(O,x)
)
.
By [BG-σ ] and (4.6), we have
C(x, θ˜r)⊂ C(z,α1/22 θ˜ r)⊂C(z, θ0r2
)
⊂ B
(
z,
r
2
)
⊂ B(x, r). (4.10)
By (4.10), we apply the same argument as in the proof of the inequality (4.6), and
see that there exists a constant C4 such that
sup
R
θ3,−
z,t (r)
u C4 inf
R
θ3,+
z,t (r)
u, θ3 = θ2/2.
This inequality together with (4.10) implies
sup
R
θ˜,−
x,t (r)
uC4 inf
R
θ˜,+
x,t (r)
u.
Therefore, by (4.6), we have
sup
Q
θ0 θ˜ ,−
x,t (r)
u C4 inf
Q
θ0 θ˜ ,+
x,t (r)
u. (4.11)
By (4.7), (4.9), and (4.11), the condition [PHP-σ ] holds with θ = θ0θ˜ .
Next we consider the [RB-σ ] condition. Let θ = θ0θ˜ . By the previous argument
and Lemma A1 in Appendix A, for any A > 0, there exists a constant C(A) such
that ∫
B(x,θσ (R))
[∣∣b(x, t)∣∣2 + ∣∣V (x, t)∣∣]dx
 A
∫
B(x,θσ (R))
|∇ϕ|2 dx +C(A)σ−2(R)
∫
B(x,θσ (R))
ϕ2 dx,
for almost all t ∈ (0, T ) and all ϕ ∈ C∞(B(x, θσ (R))). (See also the proof
of Proposition 2.3 in [IM2].) By the similar argument to in the proof of
Proposition 2.3 in [IM2], we see that the [RB-σ ] condition holds. Therefore, by
Theorem A, the proof of Theorem 4.1 is complete. ✷
For the Cauchy–Dirichlet problem, we have a result similar to Theorem 4.1
under some additional conditions with respect to the matrix-valued function J .
(See Theorem 7.5 in [I2].) In order to clarify the difference between (UN) and
(UD), we improve Theorem 8.3 in [I2] by making use of the argument in [IM2],
and obtain the following result. (We also make corrections to the assumptions of
Theorem 8.3 in [I2].)
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Theorem 4.2. Let Ω be a bounded Lipschitz domain in RN−1 if N  3 and an
open interval if N = 2. Set
D =Ωh ≡
{
(x1, x
′) ∈RN
∣∣∣∣ x1 > 1, x ′h(x1) ∈Ω
}
,
where h is a positive Lipschitz function on [1,∞). Consider the Cauchy–Dirichlet
problem (1.1), (1.3), and
u(x, t)= 0 on (x, t) ∈ ∂D× (0, T ).
Assume that (A1) holds with G(x)= (1 + |x|)βI , β  2 and that there exists a
positive Lipschitz function ϕ on [1,∞) such that t−β/2ϕ(t) is nonincreasing on
[1,∞),
ϕ(s) < h(s), s  1, and
∞∫
1
t−βϕ(t) dt =∞.
Furthermore assume that there exists a constant C such that∣∣b(x, t)∣∣2 + (1+ |x|)β ∣∣V (x, t)∣∣ C(1+ |x|)2βϕ−2(|x|),
for almost all (x, t) ∈DT . Then any nonnegative solution of the Cauchy–Dirichlet
problem is determined uniquely by the initial data.
By Theorem 4.1, (UN) holds under the same assumptions as in Theorem 4.2,
and we see that Theorem C holds for the case α −1. For the case α <−1, (UD)
does not hold (see Theorem 1.1 in [M4]), but (UN) holds.
Theorem 4.3. Assume (A1) with G = I . Let σ be a nonincreasing positive
continuous function on [0,∞), satisfying (σ∞). Let
D = {(x1, x ′) ∣∣ x1 > 1, |x ′|< f (x1)}, (4.12)
where f is a positive C1-function on (1,∞) such that
sup
l>1+σ(0)
[
σ(l)
f (l)
sup
−1<s<1
∣∣f ′(l + sσ (l))∣∣]<∞. (4.13)
Furthermore assume that∣∣b(x, t)∣∣2 + ∣∣V (x, t)∣∣ σ−2(|x|) (4.14)
for almost all (x, t) ∈ DT . Then any nonnegative solution of the Cauchy–
Neumann problem (1.1)–(1.3) is determined uniquely by the initial data.
Proof. Let O = (1 + σ(0)/2,0). Then there exists a constant c0 such that
|x|  d(O,x)+ c0, x ∈ D. Put σ˜ (s) = σ(s + c0 + σ(0)). Then the conditions
(σ∞), (4.13) and (4.14) hold with σ replaced by σ˜ . Let x0 = (l, x ′0) ∈D such that
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l > 1 + σ(0). Let 0 < t < T and 0 < r < σ˜ (d(O,x0)) with (t − r2, t + r2) ⊂
(0, T ). Let u be a nonnegative solution of the Cauchy–Neumann problem (1.1)–
(1.2) in the cylinder B(x0, r)× (t − r2, t + r2). Put
Sx0 =
{
x = (x1, x ′) ∈D
∣∣ |x1 − l|< σ˜ (d(O,x0))}.
Here we remark that
l − σ˜ (d(O,x0)) l − σ(0) > 1.
For θ > 0, put Br(θ)= B((0, rx ′0), θ). We define a function v as follows:
v(y, s)= u(l + ry1, ry ′, t + r2s), (y, s) ∈ [K ∩Br(1)]× (−1,1),
(4.15)
where
K = {y = (y1, y ′) ∣∣ |y1|< 1, |y ′|< g(y1)}, g(y1)= f (l + ry1)
r
.
For θ > 0, put
B˜r (θ)=
{
z= (z1, z′)
∣∣∣∣ z1 = y1, z′ = g(z1)g(0) y ′, y = (y1, y ′) ∈ Br(θ)
}
.
By (4.13), there exists a constant C1 independent of l and r , such that
sup
−1<s<1
∣∣∣∣g′(s)g(0)
∣∣∣∣ C1. (4.16)
Therefore there exist constants θ1 and θ2 such that
B˜r (θ2)⊂ Br(θ1)⊂ B˜r (1), 0 < r < σ˜
(
d(O,x0)
)
. (4.17)
We define a function w as follows:
w(z, s)= v
(
z1,
g(z1)
g(0)
z′, s
)
, (z, s) ∈ [Lr ∩ B˜r (1)]× (−1,1), (4.18)
where
Lr =
{
z= (z1, z′)
∣∣ z1 ∈ (−1,1), |z′|< g(0)}.
By (4.15) and (4.18), w satisfies the equations
∂
∂s
w = div(A˜(z, s)∇w)+ 〈b˜(z, s),∇w〉− V˜ (z, s)w,
(z, s) ∈ [Lr ∩ B˜r (1)]× (−1,1),〈
A˜(z, s)∇w(z, s), n〉= 0,
(z, s) ∈ [(∂Lr \ {|z1| = 1})∩ B˜r (1)]× (−1,1).
Here, by (4.14) and (4.16), there exist constants λ˜ and C2 such that
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λ˜|ξ |2  〈A˜(z, s)ξ, ξ 〉 λ˜−1|ξ |2, ξ ∈RN,∣∣b˜(z, s)∣∣2 + ∣∣V˜ (z, s)∣∣ C2r2σ−2(|x0| + σ(0)) C2,
for almost all (z, s) ∈ [Lr ∩ B˜r (1)] × (−1,1). By (4.16), we apply Lemma A in
Appendix A to the solution w in the cylinder [Br(θ1) ∩ Lr ] × (−1,1), and see
that there exists a constant C3 independent of x , r and g(0)= f (l)/r , such that
sup
[Br(θ1/2)∩Lr ]×(−3/4,−1/4)
w  C3 inf[Br (θ1/2)∩Lr ]×(1/4,3/4)
w.
Therefore, by (4.17), we have
sup
Q
θ2,−
x0,t (r)
uC3 inf
Q
θ2,+
x0,t (r)
u, 0< r < σ˜
(
d(O,x0)
)
.
Therefore the condition [PHP-σ ] holds with σ replaced by σ˜ . Furthermore, by
making use of the argument in the proof of Theorem 4.1, we see that the condition
[RB-σ ] holds with σ replaced by σ˜ Therefore, by Theorem A, the proof of
Theorem 4.3 is complete. ✷
By Theorem 4.3, we have Theorem C. Furthermore, by Theorems 4.1 and 4.3,
we have the following result.
Corollary 4.4. Let
D = {(x1, x ′) ∈RN ∣∣ x1 > 1, |x ′|< xα1 }, α ∈R.
Consider the Cauchy–Neumann problem (1.1)–(1.3). Assume that the condi-
tion (A1) holds with
G(x)= (1+ |x|)βI, β  2.
If there exists a positive Lipschitz function σ on [1,∞) such that
(i) the function sβ/2σ(s) is nonincreasing on [1,∞),
(ii)
∞∫
1
σ(s) ds =∞,
(iii)
∣∣b(x, t)∣∣2 + (1+ |x|)β ∣∣V (x, t)∣∣
 σ−2
(|x|) for almost all (x, t) ∈DT .
Then for any α ∈ R, any nonnegative solution of the Cauchy–Neumann problem
(1.1)–(1.3) is determined uniquely by the initial data.
Proof. For the case α  1, β  2, the proof follows by Theorem 4.1, and so
we consider only the case α < 1, β  2. Let u be a nonnegative solution of the
Cauchy–Neumann problem. For the case α < 1, β < 2, we put
u(x1, x
′, t)= v(x1−β/21 , x−β/21 x ′, t), (x1, x ′, t) ∈DT .
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Then, by (i)–(iii), the function v is a solution of the Cauchy–Neumann problem
satisfying the assumptions of Theorem 4.2. Therefore, by Theorem 4.2, (UN)
holds for the case α < 1, β < 2. For the case α < 1, β = 2, we put
u(x1, x
′, t)=w(1+ log(x1), x−11 x ′, t), (x1, x ′, t) ∈DT .
Similarly, the function w is a nonnegative solution of the Cauchy–Neumann
problem satisfying the assumptions of Theorem 4.2, and (UN) holds for the case
α  1 and β = 2: so the proof of Corollary 4.3 is complete. ✷
Furthermore we apply the arguments in Theorem 4.3 and Corollary 4.4 to
unbounded domains shrinking faster than the domains in Corollary 4.4, and see
that the result of Corollary 4.4 holds with D replaced by
D = {(x1, x ′) ∈RN ∣∣ x1 > 1, |x ′|< f (x1)},
where f is a function of the following types: for the case β < 2,
e−sα (α  2− β), e−22−β [log(1+s)]α (α  1);
for the case β = 2,
e−[log(1+s)]α (α  2).
Appendix A
In this appendix we prove a Harnack inequality for nonnegative solutions
of parabolic equations with the zero Neumann boundary condition. Let v be a
nonnegative solution of
∂
∂t
v = div(A(x, t)∇v)+ 〈b(x, t),∇v〉− V (x, t)v in D × (−1,1), (A.1)〈
A(x, t)∇v(x, t), n〉= 0 on ∂D× (−1,1), (A.2)
where D is a locally Lipschitz domain in RN . Let x0 ∈ RN such that D ∩
B(x0,1) = ∅. Put
Ωr =D ∩B(x0,2r), Rr =Ωr × (−r/2, r/2), 1/2 r  1.
In particular, we put Ω = Ω1 and R = R1 for simplicity. Throughout this
appendix we assume that A, b, and V are positive definite matrix-valued, RN -
valued, and R-valued functions on D× (−1,1), respectively, such that
λ|ξ |2  〈A(x, t)ξ, ξ 〉 λ−1|ξ |2, ξ ∈RN, (A.3)
for almost all (x, t) ∈Ω × (−1,1), and
sup
−1<t<1
(∫
−
Ω
(∣∣b(x, t)∣∣2 + ∣∣V (x, t)∣∣)p dx)1/p D, (A.4)
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for some positive constants λ and D, where p > N/2 if N  2 and p > 1 if
N = 1.
The aim of this appendix is to prove the following
Lemma A. Let v be a nonnegative solution of (A.1) and (A.2). Let x0 ∈RN such
that D ∩B(x0,1) = ∅. Let c0 be a positive constant such that∣∣D ∩B(x0,2)∣∣ c0∣∣D ∩B(x0,1)∣∣. (A.5)
Assume (A.3), (A.4), and that D∩B(x0,2) is convex. Then there exists a positive
constant C = C(N,λ, c0,D) such that
sup
Q−
v  inf
Q+
v,
where
Q+ =Ω1/2 × (1/4,3/4), Q− =Ω1/2 × (−3/4,−1/4).
In order to prove Lemma A, we prove several lemmas.
Lemma A.1. Let U be a convex set in RN such that U ⊂ B(0,1). Let ψ be a
continuous function in U such that 0  ψ  1 in U and the level sets of ψ are
convex. Let κ∗ = 2N/(N − 2) if N > 2 and 2 κ∗ <∞ if N = 1,2. Then there
exists a constant C such that∥∥(v − V )√ψ ∥∥
Lκ
∗
(U)
 C
ψ(U)
∥∥|∇v|√ψ ∥∥
L2(U), (A.6)
for any v ∈W 1,2(U). Here
ψ(U)=
∫
U
ψ dx, V = 1
ψ(U)
∫
U
v(y)ψ(y) dy.
Proof. It suffices to prove the inequality (A.6) for all function v ∈ C∞(U). By
the assumptions on ψ , we have
ψ(x)ψ(y)min
{
ψ(x),ψ(y)
}
ψ
(
x + t (y − x)), x, y ∈U, t ∈ [0,1].
Putting
w(x)=
{ |∇v|, x ∈ U ,
0, x /∈ U , Ψ (x)=
{
ψ(x), x ∈ U ,
0, x /∈ U ,
we have
|v− V |√ψ(x)
 1
ψ(U)
1∫
0
∫
U
∣∣∇v(x + t (y − x))∣∣|y − x|√ψ(x + t (y − x))dy dt
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 1
ψ(U)
1∫
0
∫
[−1,1]N
w
(
x + t (y − x))|y − x|√Ψ (x + t (y − x))dy dt
 1
ψ(U)
∫
[−1,1]N
w(z)|z− x|√Ψ (z) 1∫
|z−x|/(2√2 )
t−(n+1) dt dz
 C1
ψ(U)
∫
U
|∇v(z)|√ψ(z)
|z− x|n−1 dz,
for some constant C1 = C1(N). This inequality together with the Riesz potential
theory implies the inequality∥∥(v − V )√ψ ∥∥
Lκ
∗
(U)
 C2
ψ(U)
∥∥|∇v|√ψ ∥∥
L2(U).
Here C2 is a positive constant depending only on N if N  3 and only on N and
κ∗ if N = 1,2. So the proof of Lemma A.1 is complete. ✷
Lemma A.2. Assume the same conditions as in Lemma A. Then there exists a
constantC = C(N) such that for every w ∈L∞((−1,1) :L2(Ωr))∩L2((−1,1) :
H 1(Ωr))
‖w‖Lκ(Rr )
 C|Ωr |(1/κ)−(1/2)
(
sup
−r/2<t<r/2
∥∥w(·, t)∥∥
L2(Ωr)
+ ‖∇w‖L2(Rr )
)
, (A.7)
for 1/2 r  1, where κ = 2(N + 2)/N .
Proof. Put
W(x, t)=w(x, t)− 1|Ωr |
∫
Ωr
w(x, t) dx.
The inequality (A.6) together with the Hölder inequality implies
‖W‖Lκ (Rr)  C
(
sup
−r/2<t<r/2
∥∥W(·, t)∥∥
L2(Ωr)
+ ‖∇W‖L2(Rr )
)
, (A.8)
for some constant C. On the other hand,
‖W‖Lκ (Rr)  ‖w‖Lκ(Rr ) + |Ωr |(1/κ)−(1/2) sup−r/2<t<r/2‖w(·, t)‖L2(Ωr),
sup
−r/2<t<r/2
∥∥W(·, t)∥∥
L2(Ωr)
 2 sup
−r/2<t<r/2
∥∥w(·, t)∥∥
L2(Ωr)
,
‖∇W‖L2(Rr )  ‖∇w‖L2(Rr ).
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These inequalities together with (A.8) imply the inequality (A.7), and the proof
of Lemma A.2 is complete. ✷
Lemma A.3. Assume the same conditions as in Lemma A. Then, for any β > 0,
there exists a positive constant C = C(N,D, β) such that∫∫
R
[|b|2 + |V |]ϕ2 dx dt  β ∫∫
R
|∇ϕ|2 dx dt +C
∫∫
R
ϕ2 dx dt, (A.9)
for all ϕ ∈ L2((−1,1) :H 1(Ω)).
Proof. By the Hölder inequality, we have∫∫
R
[|b|2 + |V |]ϕ2 dx dt
D|Ω |1/p
1∫
−1
(∫
Ω
ϕ2p
′
dx
)1/p′
dt
 2D|Ω |1/p
1∫
−1
[(∫
Ω
(ϕ − ϕ¯)2p′ dx
)1/p′
+ ϕ¯2|Ω |1/p′
]
dt
C1
1∫
−1
(∫
Ω
(ϕ − ϕ¯)2p′ dx
)1/p′
dt +C1
∫∫
R
ϕ2 dx dt, (A.10)
for some constant C1 = C1(D,N). Since 2p′ < κ∗, for any A > 0, there exists a
constant C2 such that
1∫
−1
(∫
Ω
(ϕ − ϕ¯)2p′ dx
)1/p′
dt
 A
1∫
−1
(∫
Ω
(ϕ − ϕ¯)κ∗ dx
)2/κ∗
dt +C2
∫∫
R
(ϕ − ϕ¯)2 dx dt.
Furthermore, by Lemma A.1, there exists a constant C3 such that
1∫
−1
(∫
Ω
(ϕ − ϕ¯)2p′ dx
)1/p′
dt
C3A
∫∫
R
|∇ϕ|2 dx dt +C2
∫∫
R
(ϕ − ϕ¯)2 dx dt. (A.11)
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For any β > 0, we put A = β/C1C3. Then, by the Hölder inequality, (A.10),
and (A.11), we have∫∫
R
[|b|2 + |V |]ϕ2 dx dt
 β
∫∫
R
|∇ϕ|2 dx dt +C4
∫∫
R
[
(ϕ − ϕ¯)2 + ϕ2]dx dt
 β
∫∫
R
|∇ϕ|2 dx +C5
∫∫
R
ϕ2 dx dt,
for some constants C4 and C5, and so the proof of Lemma A.3 is complete. ✷
By using Lemmas A.1–A.3, we apply the arguments in [I1] to obtain the
following four lemmas. See also [CS1,CS2,CS3,CW,Mo].
Lemma A.4. Let v be a nonnegative subsolution of (A.1) and (A.2) in R. Assume
the same conditions as in Lemma A. Let 0 < q0  2. Then, for any q0  q  2,
there exists a positive constants C = C(N,λ, c0,D, q0) such that
‖v‖L∞(Rr ) 
(
C
(r − r ′)2κ/(κ−2)|Ωr ′ |
∫∫
Rr′
|v|q dx dτ
)1/q
,
for all r , r ′ with 1/2 r < r ′  1.
Lemma A.5. Let v be a nonnegative solution of (A.1) and (A.2) in R. Assume
the same conditions as in Lemma A. Then there exist positive constants C and µ
such that for any 0< q  2
‖v‖L∞(Rr ) 
(
C
(r − r ′)µ|Ωr ′ |
∫∫
Rr′
|v|q dx dτ
)1/q
, (A.12)
for all r , r ′ with 1/2 r < r ′  1.
Lemma A.6. Let v be a nonnegative solution of (A.1) and (A.2). Assume the
same conditions as in Lemma A. Then there exist positive constants C and a such
that ∣∣{(x, t) ∈Q+ ∣∣ logv(x, t) <−s + a}∣∣
+ ∣∣{(x, t) ∈Q− ∣∣ logv(x, t) > s + a}∣∣ C
s
|Ω |.
Here C = C(N,λ, c0) and a = a(N,λ, c0, v).
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Lemma A.7. Let C1 andµ be some positive constants. Let v be a positive function
defined in R such that
sup
Rr
v 
[
C1
(r ′ − r)µ
∫
Rr′
vq dx dt
]1/q
,
for all r , r ′, and p such that 1/2 r < r ′  1, 0 < q < 2.
Furthermore assume that∣∣{(x, t) ∈Q ∣∣ logv > s}∣∣ C1
s
|Ω |, s > 0.
Then there exists a constant C2 such that
sup
R1/2
v < C2.
Proof of Lemma A. Let a be a constant given in Lemma A.6. Then, by
Lemmas A.4–A.7, there exists a constant C1 such that
sup
Q−
e−av  C1. (A.13)
On the other hand, for any r > 0 and A > 0, (v + A)−r is a subsolution of (A.1)
and (A.2). So, by Lemma A.3, the inequality (A.12) holds with v replaced by
(v + A)−1. Furthermore, by Lemma A.6, there exists a constant C2 independent
of A, such that∣∣{(x, t) ∈Q+ ∣∣ log(ea(v + A)−1)> s}∣∣ C2
s
|Ω |, s > 0.
Therefore, by Lemma A.7,
sup
Q+
ea(v + A)−1  C3, (A.14)
where C3 is a constant independent of A. By (A.13) and (A.14), we let A→ 0, and
obtain
sup
Q−
v  C1C3 inf
Q+
v,
and the proof of Lemma A is complete. ✷
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