In this work, we obtain the existence of quasi-symmetric monotone positive solutions and establish a corresponding iterative scheme for the following three-point boundary value problem:
Introduction
The purpose of this work is to consider the quasi-symmetric positive solutions of the following three-point boundary value problem:
point theorem play extremely important roles in the above study. However, in fact people are always concerned about not only the existence of positive solutions but also "where the solutions are". The monotone iterative technique can solve this problem. In 2004, by using the monotone iterative technique, Yao [5] studied the existence of n symmetric positive solutions for the two-point boundary value problem w (t) + h(t) f (w(t)) = 0, 0 < t < 1, αw(0) − βw (0) = 0, αw(1) + βw (1) = 0.
In [4] , applying the Avery five-functional fixed point theorem, Avery and Henderson discussed pseudo-symmetric boundary value problems, and in [4] the authors give the definition of a pseudo-symmetric function:
However, the above works on positive solutions were done under the assumption that the first-order derivative is not involved explicitly in the nonlinear term. Motivated by the above work, by introducing the definition of quasisymmetry and with the definition of quasi-symmetry, the boundary condition u (η) + u (1) = 0 follows immediately when u is a quasi-symmetric positive solution. Furthermore, by using the properties of cones, we obtain the existence of monotone positive solutions for BVP (1.1), (1.2) in which the first-order derivative is involved explicitly, and then give an iterative scheme for approximating solutions.
Preliminaries
Definition 2.1. Let E be a Banach space; a nonempty convex closed set P ⊂ E is said to be a cone provided the following hypotheses are satisfied:
(i) if u ∈ P, λ 0, then λu ∈ P;
(ii) if u ∈ P and −u ∈ P, then u = 0.
Every cone P ⊂ E induces a partial ordering " " on E defined by
Definition 2.2. Let (E, ) be an ordered Banach space. An operator ϕ : E → E is said to be nondecreasing (nonincreasing), provided that ϕ(u) ϕ(v) (ϕ(u) ϕ(v)) for all u, v ∈ E with u v. If the inequality is strict, then ϕ is said to be strictly nondecreasing (nonincreasing).
for any t 1 , t 2 ∈ [0, 1] and λ ∈ [0, 1].
We consider Banach space E = C 1 [0, 1] equipped with the norm u = max{ u ∞ , u ∞ }, where u ∞ = max t∈[0,1] |u(t)|. In this work, a positive solution u * of Eq. (1.1) means a solution u * of Eq. (1.1) satisfying u * > 0, for 0 < t < 1.
In this work, we always suppose that the following assumptions hold:
We define
It is easy to see that P is a cone in E. For any x ∈ C + [0, 1], suppose u is a solution of the following BVP:
Then,
For any
Lemma 2.1. T : P → P is completely continuous, i.e., T is continuous and compact. Moreover, T is nondecreasing provided that (H 2 ) holds.
Proof. For any x ∈ P, from the definition of T x, we know
Clearly, T x is concave. From the expression for T x, combining the condition (H 1 ) and α > 0, β 0, we know that T x is nonnegative on [0, 1]. We now prove that T x is quasi-symmetric about η ∈ (0, 1). Similarly, we have
So, T P ⊂ P. The continuity of T is obvious. We now prove that T is compact. Let Ω ⊂ P be a bounded set. Then, there exists R such that
For any x ∈ Ω , we have
Therefore,
So, (T x) is uniformly bounded. Now we prove that T x is equi-continuous. For 0 t 1 t 2 (η + 1)/2, we have
And similar results can be obtained for (η + 1)/2 t 1 t 2 1 and 0 t 1 (η + 1)/2 t 2 1. The Arzelà-Ascoli theorem guarantees that T Ω is relatively compact which means T is compact.
Finally, we show that T x is nondecreasing about x.
For any x i (t) ∈ P (i = 1, 2) with x 1 (t) x 2 (t), by the properties of cones, we have x 2 (t) − x 1 (t) ∈ P for t ∈ [0, 1]. Then x 2 (t) − x 1 (t) 0 is concave and quasi-symmetric about η ∈ (0, 1). Therefore,
Hence, for t ∈ [0, (η + 1)/2], by (H 2 ) and the definition of T x, we have
Furthermore, we have
In order to prove that
A similar result can be obtained for t ∈ [(η+1)/2, 1]. And it is easy to see that (T x 2 )(t)−(T x 1 )(t) is quasi-symmetric about η. So (T x 2 − T x 1 ) ∈ P and thus T is nondecreasing. 
Existence and iterative solutions for
Proof. We define P a = {w ∈ P : w a}. In what follows, we first prove T P a ⊂ P a . Let w ∈ P a ; then 0 w(t) max t∈[0,1] w(t) = w ∞ a. max t∈[0,1] |w (t)| = w (0) a. By assumption (H 2 ) and (3.1), for t ∈ [0,
f (t, a, a) a 1 .
For any w(t) ∈ P a , by Lemma 2.1, we know that T w ∈ P, and as a result Hence, T w a. Thus, we get T P a ⊂ P a . Let w 0 (t) = at (1+η−t) 2(1+η) 2 + 7 8 a for t ∈ [0, 1]; then w 0 = a and w 0 (t) ∈ P a . Let w 1 (t) = T w 0 ; then w 1 ∈ P a . We define w n+1 = T w n = T n+1 w 0 (n = 0, 1, 2, . . .).
(3.3)
Since T P a ⊂ P a , we have w n ∈ P a (n = 0, 1, 2, . . .). From Lemma 2.1, T is compact; we assert that {w n } ∞ n=1 has a convergent subsequence {w n k } ∞ k=1 and there exists w * ∈ P a such that w n k → w * . From the definition of T and (3.1), we have
On the other hand, we notice that
So w 0 (t) − w 1 (t) ∈ P a . By Lemma 2.1, we know T w 1 T w 0 , which means w 2 w 1 , 0 < t < 1. By induction, w n+1 w n , 0 < t < 1 (n = 0, 1, 2, . . .). Hence, we assert that w n → w * . Let n → ∞ in (3.3) to obtain T w * = w * , since T is continuous. It is well known that the fixed point of operator T is the solution of BVP (1.1), (1.2). Therefore, w * is a concave quasi-symmetric positive solution of BVP (1.1), (1.2).
Let v 0 = 0, t ∈ [0, 1]; then v 0 ∈ P a . Let v 1 = T v 0 ; then v 1 ∈ P a . We define v n+1 = T v n = T n+1 v 0 , n = 0, 1, 2, . . . . (3.4) Like for {v n } ∞ n=1 , we assert that {v n } ∞ n=1 has a convergent subsequence {v n k } ∞ k=1 and there exists v * ∈ P a such that v n k → v * . Now, since v 1 v 0 , by Lemma 2.1, we know T v 1 T v 0 , which means v 2 v 1 , 0 < t < 1. By induction, v n+1 v n , 0 < t < 1 (n = 0, 1, 2, . . .). Hence, we assert that v n → v * , T v * = v * , and v * (t) > 0, t ∈ (0, 1). Therefore, v * is a concave quasi-symmetric positive solution of BVP (1.1), (1.2).
Example. Consider the following second-order three-point quasi-symmetric boundary value problem: It is easy to check that the assumptions (H 1 ) and (H 2 ) hold. Set a 1 = 9, a = 16. Then we can verify that condition 
