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Анотацiя: Приведенi результати експериментального дослiдження запропонова-
ної нейро-фаззi моделi узгодження об’єктiв виробництва i засобiв упорядкування се-
редовища, якi засвiдчили переваги використання нейро-фаззi технологiй для розв’я-
зання слабкоформалiзованих задач прийняття рiшень з елементами нечiткостi i лiн-
гвiстичної невизначностi.
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Постановка задачi експериментального дослiдження
В рамках задачi вибору рацiонального складу системи упорядкуван-
ня середовища визначальним етапом є узгодження об’єктiв виробництва
(ОВ) i засобiв упорядкування середовища (ЗУС), що представляється вiд-
повiднiстю β [2], яка характеризується слабкоформалiзованiстю i наявнi-
стю елементiв нечiткостi та лiнгвiстичної невизначеностi. Авторами для
ефективного подання β запропонована нейро-фаззi модель (НФМ) – iнте-
лектуальна компонента управлiння та прийняття рiшень, заснована на
гiбридному використаннi нечiткої логiчної системи подання та виведен-
ня i нейронної мережi як унiверсального апроксиматора [1]. За визначен-
ням НФМ принципово дозволяє вiдображення довiльної функцiональної
залежностi, однак її адекватнiсть суттєво залежить вiд вибору структури
та якостi навчання.
Тому робота синтезованої компоненти НФМ має бути дослiджена з ме-
тою пiдтвердження можливостi її використання для вище визначених
задач, аналiзу адекватностi, стiйкостi та чутливостi моделi для заданих
вхiдних даних, виявлення особливостей i вироблення рекомендацiй що-
до формування баз правил та навчальних вибiрок, коригування НФМ
у випадку отримання незадовiльних результатiв, дослiдження переваг
використання НФМ замiсть традицiйних логiчних систем чи штучних
нейронних мереж (ШНМ).
Пропонується наступна багатоетапна методика експериментального
дослiдження роботи запропонованої НФМ:
1. Пiдготовчий етап: формування бази правил Pn та навчальної вибiр-
ки Xm, побудова НФМ, що структурно i функцiонально вiдповiдає
умовам задачi i сформованому набору правил.
2. Вiдпрацювання на синтезованiй моделi тестових ОВ. Оцiнка одер-
жаних результатiв. Визначення допустимих рiвнiв значущостi θ.
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3. Визначення впливу кiлькостi правил та їх деталiзованостi на якiсть
рiшень, що приймаються.
4. Формування традицiйного вирiшувача на чiткiй логiцi, що вiдповiд-
ає заданiй базi правил, та порiвняння результатiв його роботи з нечi-
ткою НФМ.
5. Вибiр параметрiв i проведення навчання НФМ та оцiнка його впливу
на якiсть рiшень, що приймаються.
6. Порiвняння результатiв роботи навченої НФМ з вiдповiдними моде-
лями на ШНМ.
В задачi узгодження ОВ i ЗУС структура НФМ безпосередньо визнача-
ється кiлькiстю значимих ознак компонентiв i базою продукцiйних пра-
вил, якi виражають вiдповiдностi мiж ними. З урахування спрощень,
що полягають у виключенi найменш суттєвих властивостей ОВ i ЗУС (це
жодним чином не впливає на значимiсть результатiв дослiджень стосов-
но усiєї предметної областi вцiлому), модель вiдповiдностi β мiж ними
має 14 вхiдних змiнних та 3 вихiднi, якi в залежностi вiд свого характе-
ру представляються неперервною сигмоїдною функцiєю належностi або
дискретною - синглетоном.
Основу НФМ складає сформована експертами множина правил про-
дукцiї Pn (всi правила мають однакову вагу), а для навчання використо-
вується множина векторiв “вхiд-вихiд” Xm, що представляє собою набiр
конкретних реалiзацiй цiєї вiдповiдностi. Кiлькiсть правил n = 50 та
об’єм навчальної вибiрки m = 50 визначений емпiрично, виходячи з мiр-
кувань компактностi множин i зростання репрезентативностi вибiрки
при збiльшеннi її об’єму, покриття та рiвномiрностi розподiлу по всьому
простору вхiдних значень. Навчальна множина роздiлена на навчальну
i тестову пiдмножини (20% вiд загального числа прикладiв). Остання за-
стосовується для крос-перевiрки результатiв навчання та експерименту.
Композицiя правил у НФМ вiдбувається в режимi max-iнференцiї.
Дослiдження виконуються у спецiально-розробленому програмному
комплексi “Нейро-фаззi конструктор”, який дозволяє моделювати нечiткi,
мережевi та нейро-фаззi системи в єдиному середовищi на вiдмiну вiд
iнших засобiв, що реалiзують таку функцiональнiсть лише частково.
Дослiдження дiєздатностi НФМ
Мета: перевiрка працездатностi моделi, пiдтвердження можливостi
використання нейро-фаззi моделей для прийняття рiшень у задачах те-
хнологiчного проектування, корекцiя та оптимiзацiя моделi у випадку
отримання незадовiльних результатiв.
Суть: модель вiдпрацьовує всi образи x¯i навчальної вибiрки, фiксую-
чи для кожного елементу z¯i еталонного вектора αij -рiвень вiдповiдного
вихiдного j-го терму.
Результати: з 50-ти пред’явлених на вхiд НФМ прикладiв кiлькiсть
“правильних” вiдповiдей становить вiд 38 до 44, тобто 76-90% (рис. 1),
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Рис. 1 – Гiстограма результатiв вiдпрацювання моделлю тестової множи-
ни(50 прикладiв)
Рис. 2 – Графiчне подання змiни загальної кiлькостi значущих вихiдних
термiв при зростаннi значення θ
що є свiдченням достатньо високого рiвня вiдповiдностi НФМ та її ба-
зи правил залежностi, яка моделюється. Дослiдження також вказують
на визначальне значення якостi бази правил на результати прийняття
рiшень. Так, при достатнiй кiлькостi правил, їх деталiзованостi моделю-
вання є досить точним, а вiдповiднiсть моделi прямує до 100% (змiнна
y1 мiститься в 30 правилах, всi терми наявнi в консеквентнiй частинi
правил, основнi залежностi прописанi). При недостатнiй кiлькостi пра-
вил, що має мiсце для змiнноїy3 (28 правил при 23 термах), якiсть рiшень
є невисокою. Невисока якiсть рiшень по змiннiй y2, як показує аналiз
бази правил, пов’язана з тим, що частина термiв вiдсутня в консеквен-
тнiй частинi правил (5 з 12), i правила не описують достатньо детально
закономiрностi вибору.
Слiд зазначити, що показник кiлькостi “правильних” вiдповiдей є не
достатнiм критерiєм адекватностi моделi, оскiльки враховує лише по-
милки I-го роду (не вибране правильне значення), в той час як помилки
II-го роду, коли моделлю вибирається значення, що на практицi не вiдпо-
вiдає вхiдному набору ознак, не враховуються. Складнiсть оцiнювання
якостi НФМ в контекстi помилок II-го роду пояснюється слабкоформалi-
зованiстю залежностi i, вiдповiдно, вiдсутнiстю точних значень всiх допу-
стимих вихiдних реакцiй на деякий вхiдний вектор. Тому оцiнити якiсть
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моделi на кiлькiсть помилок II-го роду може лише експерт, i ця оцiнка не
є строгою. Втiм мiнiмiзацiя кiлькостi помилок I-го роду є першочерговою,
оскiльки головною метою функцiонування НФМ є вiдсiювання очевидно
неузгоджених ЗУС у рамках пiдтримки прийняття рiшення, а остаточне
рiшення залишається за експертом. Тому НФМ вiдповiдно до одержаних
результатiв можна вважати адекватною для вирiшення даної задачi.
Дослiдження значущостi альфа-рiвнiв вихiдних змiнних.
Мета: визначення рацiональних значень допустимих рiвнiв значущо-
стi θ, вироблення практичних рекомендацiй щодо їх вибору.
Суть: доцiльнiсть встановлення рацiонального значущого рiвня θ ви-
значається необхiднiстю зменшення iмовiрностi помилкового вибору мо-
деллю “неправильних” значень шляхом фiльтрацiї α-рiвнiв малоймо-
вiрних або малоефективних значень, що пiдвищує роздiльну здатнiсть
НФМ та якiсть її рiшень. Дослiджується кiлькiсть значущих вихiдних
термiв при рiзних рiнях θ.
Результати: графiк на рис. 2 дає iнформацiю про розподiл α-рiвнiв
виходiв, з якого випливає, що в областi θ < 0, 5 можливо видiлити 2
дiапазони:
а) область 0 < θ < 0, 2, яка мiстить значну кiлькiсть значень – 5− 10%
вiд загальної кiлькостi. Оскiльки цi значення з α → 0 є малоймовiрни-
ми, а похибка при їх вiдсiканнi є незначною (не перевищує 5%), можна
рекомендувати фiльтрацiю рiвнiв по значенню θ = 0, 2.
б) область 0, 2 6 θ < 0, 5, яка мiстить мало значень – до 1%, що поясню-
ється перш за все крутiстю функцiї належностi (ФН) вхiдних змiнних
в цьому дiапазонi. Для дослiджуваної моделi (з заданими ФН i базою
правил) встановлення допустимого рiвня θ = 0, 5 є доцiльним, однак у за-
гальному випадку (наприклад, при iншiй формi ФН, вагах правил та iн.)
такий рiвень вiдсiкання може виявитись занадто жорстким. Прийняття
рiшення щодо можливостi збiльшення θ до 0,5 має здiйснюватись експер-
том виходячи з конкретної постановки задачi, в загальному ж випадку
рекомендованим значенням слiд вважати рiвень 0,2.
Таким чином, для зменшення кiлькостi помилок II-го роду (як зазна-
чалося у першому дослiдженнi, їх складно контролювати) доцiльним є
встановлення значення θ = 0, 2. Крiм того при “крутих” ФН, та стратегiї
вибору, направленої на зменшення числа альтернатив, доцiльно збiль-
шувати допустимий рiвень θ до 0,5.
Вивчення впливу кiлькостi правил на якiсть рiшень, що
приймаються
Мета: дослiдити вплив збiльшення числа продукцiйних правил на
якiсть роботи НФМ.
Суть: навчальнi данi вiдпрацьовуються на базах, що мiстять вiдповiд-
но 10, 20, 40, 50 i 60 продукцiйних правил, причому збiльшення кiлькостi
правил вiдбувається за рахунок їх деталiзацiї. Порiвнюється кiлькiсть
“правильних” вiдповiдей моделi та αij -рiвнi виходiв.
ISSN 1560-8956 89
“АСАУ” – 17(37) 2010
Рис. 3 – Графiчне подання залежностi похибки та кiлькостi значущих
термiв вiд числа правил в базi Pn для змiнної y1 “силовий вплив”
Рис. 4 – Гiстограма результатiв вiдпрацюваннятестової множини (50 при-
кладiв) НФМ з рiзними рiвнями θ i вiдповiдними їй логiчними системами
Результати: отриманi результати (рис. 3) пiдтверджують теоретичне
твердження про зростання якостi рiшень (зменшення похибки) при збiль-
шеннi числа правил. Бiльше того, при кiлькостi правил n < Nmin, модель
не являється адекватною (∆ > 20−30%). Для прийнятого набору вхiдних
даних мiнiмальна кiлькiсть правил Nmin = 50. Враховуючи обмеженiсть
областi значень експериментальної моделi (вiдповiдно до методики екс-
периментiв), на практицi збiльшення розмiрностi НФМ призведе до зро-
стання значення Nmin.
Однак зростання кiлькостi правил n призводить до збiльшення кiль-
костi значущих термiв i-ї вихiдної змiнної Li: n → ∞: Li → ki, де ki –
кiлькiсть значень-термiв i-ї змiнної. Для експериментальної моделi при
збiльшеннi числа правил середня кiлькiсть значущих термiв змiнної у1
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зростає з 0,78 до 3,16 при k1 = 15. Тобто вже при кiлькостi правил 60-
80 очевидно вiдбувається зростання кiлькостi помилок II-го роду. Тому
кiлькiсть правил у Pnдоцiльно вибирати емпiрично, виходячи з крите-
рiїв повноти, несуперечливостi та ненадлишковостi бази.
Дослiдження впливу нечiтких особливостей НФМ
Мета: порiвняти результати роботи НФМ з еталонним вирiшувачем
на булевiй логiцi з iдентичною базою правил.
Суть: результати роботи НФМ порiвнюються з вiдпрацюванням тiєї
ж вибiрки логiчною системою, що вiдповiдає базi Pn, але не мiстить нечi-
ткостi:
а) “оптимiстичною” (кожному вхiдному xi вiдповiдає k-те значення лiн-
гвiстичної змiнної a з найбiльшим значенням ФН:
k = max arg fj(xi)
j
(1)
б) “песимiстичною” (xi вiдноситься до k-го значення вхiдної змiнної a,
тiльки якщо ФН цього значення рiвна одиницi: k: fk(xi) = 1.
Результати: отриманi данi свiдчать, що введення нечiткого подан-
ня вхiдних параметрiв дозволяє пiдвищити вiдповiднiсть рiшень моделi
еталонним на 10-26%, причому перевага використання нечiткої моделi
зростає при збiльшеннi числа нечiтких вхiдних та вихiдних параметрiв,
поданих лiнгвiстичними змiнними з неперервними ФН (не синглетона-
ми). Як видно з гiстограми (рис. 4), для запропонованої НФМ (яка має
бiльшiсть симетричних переходiв ФН сусiднiх термiв) “оптимiстична” бу-
лева логiчна модель приблизно вiдповiдає НФМ з рiвнем допустимої зна-
чущостi виходiв θ = 0, 5.
“Песимiстична” модель демонструє найнижчу кiлькiсть правильних
вiдповiдей, однак мiнiмiзуючи при цьому i кiлькiсть помилок II-го роду.
Це пiдтверджує доцiльнiсть використання чiтких логiчних систем для
добре формалiзованих логiчних залежностей i ефективнiсть нечiтких
систем для слабко-формалiзованих, неповнiстю визначених та нечiтких
моделей.
Рис. 5 – Графiчне подання α-рiвнiв еталонних значень виходiв НФМ до
i пiсля навчання: y1 – силовий сплив; y2 – тип конструкцiї; y3 – констру-
ктивна реалiзацiя
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Рис. 6 – Графiчне подання α-рiвнiв еталонних значень виходiв НФМ i
вiдповiдної їй ШНМ: y1 - силовий сплив; y2 – тип конструкцiї; y3 – кон-
структивна реалiзацiя
Дослiдження роботи навченої НФМ
Мета: виконати навчання НФМ та дослiдити його вплив на якiсть
прийняття рiшень моделлю.
Суть: на навчальнiй вибiрцi виконується навчання синтезованої ра-
нiше НФМ. Швидкiсть навчання ξ = 0, 1, процедура навчання є збiжною.
Пiсля навчання вiдбувається перевiрка НФМ на тестовiй множинi.
Результати: при виконаннi 1000 iтерацiй середньоквадратична по-
хибка становить 0-02, що свiдчить про ефективнiсть такого навчання.
Внаслiдок аналоговостi нейронних мереж значення α-рiвнiв пiсля на-
вчання є наближеними, можуть перевищувати 1 або бути меншими 0.
Тому для точних вiдповiдостей (ФН=1), що мали мiсце в логiчнiй системi,
спостерiгається незначне зменшення значень α-рiвнiв (рис.5). Однак при
цьому навчена НФМ починає вiрно реагувати на всi iншi вхiднi вектори,
що зменшує сукупну похибку моделi до 0 − 5% (для помилок I-го роду).
Так, при рiвнi θ = 0, 7 похибка по всiм змiнним не перевищує 5%, що,
враховуючи малий об’єм вибiрок, являється задовiльним результатом.
Процедура навчання експериментальної НФМ є збiжною, однак слiд
враховувати, що при недостатнiй кiлькостi правил прихованi шари нечi-
ткої мережi будуть мiстити малу кiлькiсть нейронiв, що збiльшує iмовiр-
нiсть розбiжностi процедури навчання. У випадку розбiжностi процедури
навчання необхiдно додати новi правила або зменшити ξ.
Порiвняння якостi роботи НФМ i аналогiчної моделi на
ШНМ
Мета:порiвняти результати роботи навченої НФМ i аналогiчної моделi
на основi типової ШНМ.
Суть: результати роботи навченої НФМ з попереднього експерименту
порiвнюються з вiдповiдною ШНМ прямого поширення, яка має 18 вхi-
дних нейронiв i 50 вихiдних, 2 прихованих шари з кiлькiстю нейронiв
108 i 72 (вибранi експериментально).
Результати: значення вихiдних векторiв (рис. 6) запропонованої
ШНМ, отриманi при опрацюваннi тестової вибiрки, вказують на її аде-
кватнiсть вимогам експерименту, тобто на вiдповiднiсть НФМ, оскiльки
92 ISSN 1560-8956
“АСАУ” – 17(37) 2010
для всiх тестових прикладiв мережа видає на виходах, якi вiдповiдають
еталонним, сигнали, що суттєво вiдрiзняються вiд iнших вихiдних ней-
ронiв, а для 50−70% векторiв еталонному значенню вiдповiдає найбiльше
з вихiдних значень ШНМ. Крiм того, бiльшiсть незначущих виходiв ма-
ють значення в дiапазонi [−0, 1 . . . 0, 1] (до цього дiапазону належить бiля
75% значень вихiдних нейронiв).
Графiчна iнтерпретацiя на рис. 6 наглядно демонструє стабiльно вищi
значення виходiв НФМ в порiвняннi з вiдповiдною ШНМ, що обумовлено
наявнiстю в НФМ початкової iнформацiї з бази правил. Бiльшi абсолю-
тнi значення вихiдних α-рiвнiв НФМ пiдвищують надiйнiсть кiнцевих
рiшень за рахунок збiльшення рiзницi з незначущими термами i можли-
востi застосування бiльш високих рiвнiв θ. Результати свiдчать, що НФМ
з навчанням демонструє на 33 − 42% бiльш високi значення еталонних
виходiв в порiвняннi з ШНМ, що свiдчить про доцiльнiсть використан-
ня саме першої моделi. В практичних застосуваннях переваги можуть
бути меншими, особливо при збiльшеннi об’єму навчальної вибiрки Xmi
зменшеннi числа та якостi правил Pn, однак теоретичне твердже-
ння про зростання ефективностi моделювання за допомогою
НФМ в порiвняннi з ШНМ при збiльшеннi достовiрної iнформа-
цiї про дослiджуваний об’єкт (у виглядi продукцiйних правил)
пiдтверджується результатами даного дослiдження.
Висновки
1. Результати проведених дослiджень роботи запропонованої НФМ
розв’язання задачi вибору узгоджених ЗУС практично засвiдчили пере-
вагу використання нейро-фаззi пiдходу над iснуючими логiчними моде-
лями та ШНМ.
2. За результатами проведених дослiджень сформульованi рекоменда-
цiї щодо достатностi кiлькостi правил i об’єму навчальної вибiрки, рiвнiв
значущостi виходiв та iнших практичних аспектiв використання НФМ.
3. Дослiдження показали, що переваги НФМ проявляються тим бiль-
ше, чим бiльша нечiткiсть i лiнгвiстична невизначенiсть моделi та вхi-
дних параметрiв, що дозволяє рекомендувати застосування нейро-фаззi
пiдходу в задачах, де проявляються наведенi властивостi.
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