Abstract. We continue studying the problem of analytic approximation of matrix functions. We introduce the notion of a partial canonical factorization of a badly approximable matrix function Φ and the notion of a canonical factorization of a very badly approximable matrix function Φ. Such factorizations are defined in terms of so-called balanced unitary-valued functions which have many remarkable properties. Unlike the case of thematic factorizations studied earlier
Introduction
The problem of uniform approximation by bounded analytic functions has been studied for a long time. It was proved in [Kh] that for a continuous function ϕ on the unit circle T there exists a unique best approximation f by bounded analytic functions and the error function ϕ − f has constant modulus almost everywhere on T. Since that time this approximation problem has been studied by many authors. An important step in developing the theory of approximation by analytic functions was the Nehari theorem [Ne] according to which the distance from an L ∞ function ϕ to the space H ∞ of bounded analytic functions is equal to the norm of the Hankel operator H ϕ :
where P − is the orthogonal projection onto H 2 − . Hankel operators were used essentially for further development of this theory in and [PK] .
Later it turned out that the approximation problem in question plays a crucial role in so-called H ∞ control theory. Moreover, for the needs of control theory
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engineers have to consider matrix-valued functions. We refer the reader to [F] for an introduction in H ∞ control. In this paper we continue the study of best analytic approximation of matrixvalued functions. We consider the space L ∞ (M m,n ) of essentially bounded functions which take values in the space M m,n of m × n matrices and endow it with the norm Φ L ∞ = ess sup ζ∈T Φ(ζ) Mm,n , (the space M m,n is endowed with the operator norm in the space of operators from C n to C m ) and we study approximations of functions Φ ∈ L ∞ (M m,n ) by functions in the subspace H ∞ (M m,n ) of L ∞ (M m,n ) that consists of bounded analytic matrix functions in the unit disk D.
However, it is well known and it is easy to see that in the matrix case a continuous (and even infinitely smooth) function Φ generically has infinitely many best approximations by bounded analytic functions. It seems natural to impose additional constraints on a best approximation and choose among best approximations the "very best".
To introduce the notion of very best approximation, we recall that for a matrix A (or a Hilbert space operator A) the singular value s j (A), j ≥ 0, is by definition the distance from A to the set of matrices (operators) of rank at most j. Clearly, s 0 (A) = A .
Given a matrix function Φ ∈ L ∞ (M m,n ) we define inductively the sets Ω j , 0 ≤ j ≤ min{m, n} − 1, by Functions in Ω min{m,n}−1 are called superoptimal approximations of Φ by bounded analytic matrix functions. The numbers t j = t j (Φ) are called the superoptimal singular values of Φ. Note that the functions in Ω 0 are just the best approximations by analytic matrix functions. The notion of superoptimal approximation was introduced in [Y] . It was proved in [PY1] that for a continuous m×n matrix function Φ there exists a unique superoptimal approximation F by bounded analytic matrix functions and the error function Φ − F satisfies s j (Φ(ζ) − F (ζ)) = t j (Φ) almost everywhere on T.
(1.1)
Later this uniqueness result was obtained in a different way by Treil [T] . In [PT] the uniqueness result was improved. It was shown in [PT] that if Φ ∈ L ∞ (M m,n ) and the essential norm H Φ e of the Hankel operator H Φ is less than the smallest nonzero superoptimal singular value of Φ, then there exists a unique superoptimal approximation F by analytic matrix functions and (1.1) holds. For Φ ∈ L ∞ (M m,n ) the Hankel operator H Φ : H 2 (C n ) → H 2 − (C n ) is defined in the same way as in the scalar case: H Φ f = P − Φf , its norm is given by
( [Pa] ) and its essential norm is equal to
(see e.g., [Sa] where the proof of this formula in the scalar case is given, in the matrix case the proof is the same). Clearly, H Φ is equal to the largest superoptimal singular value t 0 (Φ) of Φ.
In [PY1] and [PT] it was shown that if Φ satisfies the above conditions and F is the unique superoptimal approximation of Φ, then the error function Φ−F admits a so-called thematic factorization (see §2 for precise definitions). The technique of thematic factorizations turned out to be very fruitful (see [PY1] , [PY2] , [PT] ). However, in the case of multiple superoptimal singular values the factors in a thematic factorization essentially depend on the choice of a factorization and by no means they can be determined by the matrix function Φ itself.
In this paper we consider a modification of the notion of a thematic factorization. Under the same assumptions on Φ we show that for the superoptimal approximation F the error function Φ − F admits a so-called canonical factorization. Unlike the case of thematic factorizations the factors in canonical factorizations are determined by the function Φ modulo constant unitary factors. Similarly, we consider so-called partial canonical factorizations for badly approximable matrix functions and prove the same invariance properties. This is done in §8.
Canonical factorizations are defined in terms of so called balanced unitary-valued matrix functions which are defined in §3. The notion of a balanced matrix function generalizes the notion of a thematic matrix function that was used to define a thematic factorization. We discuss some remarkable properties of balanced matrix functions in §3.
Recall that a matrix function Φ is called badly approximable if the zero function is a best approximation of Φ by bounded analytic matrix functions. A matrix function Φ is called very badly approximable if the zero function is a superoptimal approximation of Φ by bounded analytic matrix functions.
In §4 we prove that badly approximable matrix functions admit so-called partial canonical factorizations. In §5 and §6 we compare (partial) thematic factorizations with (partial) canonical factorizations and deduce a number of results on partial canonical factorizations from the corresponding results on partial thematic factorizations proved earlier in [PY1] and [PT] . Canonical factorizations of very badly approximable functions are discussed in §7. §9 is devoted to hereditary properties of (partial) canonical factorizations. In other words for many important function spaces X we prove in §9 that if Φ is a badly approximable matrix function whose entries belong to X, then the entries of all factors in a partial canonical factorization of Φ also belong to X. In particular if Φ ∈ (H ∞ + C)(M m,n ), then the entries of all factors in a canonical factorization of Φ belong to the space QC of quasi-continuous functions.
In §10 we characterize the very badly approximable unitary-valued functions U under the assumption H U e < 1. Such unitary-valued functions are involved in canonical factorizations.
Finally, in §2 we give definitions and state results that will be used in this paper.
Preliminaries
Toeplitz operators and Wiener-Hopf factorizations.
is defined by
Suppose now that m = n. By Simonenko's theorem [Si] (see also [LS] ), if T Φ is Fredholm, then Φ admits a Wiener-Hopf factorization
where d 1 , · · · , d n ∈ Z, and Q 1 and Q 2 are matrix functions invertible in H 2 (M n,n ). It is always possible to arrange the Wiener-Hopf indices d j is the nondecreasing order: d 1 ≤ · · · ≤ d n in which case they are uniquely determined by Φ.
Maximizing vectors of vectorial Hankel operators. Let Φ be a matrix function in L ∞ (M m,n ) such that the Hankel operator
. Let F be a best approximation of Φ by bounded analytic matrix functions. Put g = H Φ f . Then
and f (ζ) is a maximizing vector of Φ(ζ) − F (ζ) for almost all ζ ∈ T ([AAK3], see also [PY1] ).
Badly approximable scalar functions. If ϕ is a nonzero continuous scalar function on the unit circle, then ϕ is badly approximable if and only if ϕ has constant modulus and its winding number wind ϕ is negative (see [AAK1] and [Po] ). If ϕ is a nonzero scalar function in H ∞ + C, then ϕ is badly approximable if and only if |ϕ| is constant almost everywhere on T, ϕ ∈ QC and ind T ϕ > 0 (see [PK] ). Here
is a closed subalgebra of L ∞ and
Note that if ϕ ∈ QC and |ϕ| = const > 0, then the Toeplitz operator T ϕ is Fredholm. These results can easily be generalized to the set of scalar functions ϕ ∈ L ∞ satisfying H ϕ e < H ϕ . Under this condition ϕ is badly approximable if and only if |ϕ| = const and ind T ϕ > 0. Again it is easy to see that if |ϕ| = const and H ϕ e < H ϕ , then T ϕ is Fredholm.
Inner and outer matrix functions.
where I n stands for the identity n × n matrix (or the matrix function identically equal to I n ).
Consider the operator of multiplication by z on H 2 (C n ). If L is a nonzero invariant subspace of this operator, then by the Beurling-Lax theorem, there exists an inner matrix function Θ ∈ H ∞ (M n,r ) such that
In this case dim{f (ζ) : f ∈ L} = r for almost all ζ ∈ D.
If Θ
• is an inner matrix function in
• and there exists a unitary matrix U ∈ M r,r such that [SNF1] and [Ni] . Badly approximable matrix functions and thematic factorizations. Let n ≥ 2. An n × n matrix function V is called thematic if it is unitary-valued and has the form v Θ , where v is an n × 1 inner and co-outer column function and Θ is an n × (n − 1) inner and co-outer matrix function. It is natural to say that a scalar function is thematic if it is constant and has modulus 1.
where V and W t are thematic matrix functions, u is a unimodular scalar function (i.e., |u(ζ)| = 1 a.e. on T) such that T u is Fredholm and ind T u > 0, and Ψ is a matrix function in L ∞ (M m−1,n−1 ) such that Ψ L ∞ ≤ t 0 . This result was obtained in [PT] . Earlier the same fact was proved in [PY1] in the case Φ ∈ (H ∞ + C)(M m,n ). Moreover, it was shown in [PT] that H Ψ e ≤ H Φ e and it was proved in [PY1] that the problem of finding a superoptimal approximation of Φ reduces to the problem of finding a superoptimal approximation of Ψ.
Clearly, the left-hand side of (2.1) is a badly approximable function. Conversely, it follows from the results of [PY1] that if Φ ∈ L ∞ (M m,n ) and Φ admits a factorization in the form
where V and W t are thematic matrix functions, s > 0, u is a unimodular function such that T u is Fredholm and ind T u > 0, and Ψ L ∞ ≤ s, then Φ is badly approximable and s = t 0 (Φ) = H Φ .
Suppose now that H Φ e < t 1 . The inequality H Ψ e ≤ H Φ e proved in [PT] allows one to continue the diagonalization process and prove that if l ≤ min{m, n}, H Φ e < t l−1 and t l−1 > t l , then for any matrix function F ∈ Ω l−1 (the sets Ω j are defined in §1) the matrix function Φ − F admits a factorization
where V j are thematic matrix functions, the u j are unimodular functions such that T u j is Fredholm and ind T u j > 0, Ψ L ∞ ≤ t l−1 , and H Ψ < t l−1 . Factorizations of the form (2.2) are called partial thematic factorizations.
Finally, if H Φ e is less than the smallest nonzero superoptimal singular value of Φ and F is the unique superoptimal approximation of Φ, then Φ − F admits a factorization
where the u j , V j , W j are as above and t ι−1 is the smallest nonzero superoptimal singular value of Φ. Factorizations of the form (2.3) are called thematic factorizations. This result was obtained in [PT] . Earlier the same fact was proved in [PY1] in the case Φ ∈ (H ∞ + C)(M m,n ). Note that the lower right entry of the diagonal matrix function on the right-hand side of (2.3) has size (m − ι) × (n − ι) and the numbers m − ι or n − ι may be zero.
Clearly, the left-hand side of (2.3) is a very badly approximable function. Conversely, it follows from the results of [PY1] that if a matrix function admits a thematic factorization, it is very badly approximable.
A disadvantage of thematic factorizations is that a thematic factorization may essentially depend on the choice of matrix functions V j and W j and they are not uniquely determined by the given matrix function. Moreover, with any nonzero superoptimal singular value t j (Φ) we can associate the factorization index k j def = ind T u j of a thematic (or partial thematic) factorization. It was shown in [PY1] that in the case of multiple superoptimal singular values even the indices k j are not uniquely determined by Φ. We refer the reader to [PY2] , [PT] , and [AP1] for further results on the thematic factorization indices k j . In particular, in [AP1] it was proved that it is always possible to choose a so-called monotone (partial) thematic factorization and the indices of a monotone (partial) thematic factorization are uniquely determined by Φ. However, the matrix function V j and W j are still essentially dependent of our choice.
That is why we introduce in this paper (partial) canonical factorizations and we prove that they are "essentially" unique.
Balanced unitary-valued matrix functions
In [PY1] and [PT] thematic matrix functions and thematic factorizations played a crucial role to study superoptimal approximation. We consider here a more general class of balanced unitary-valued matrix functions.
Definition. Let n be a positive integer and let r be an integer such that 0 < r < n. Suppose that Υ is an n × r inner and co-outer matrix function and Θ is an n × (n − r) inner and co-outer matrix function. If the matrix function V = Υ Θ is unitary-valued, it is called an r-balanced matrix function. If r = 0 or r = n, it is natural to say that an r-balanced matrix is a constant unitary matrix. An n × n matrix function V is called balanced if it is r-balanced for some r, 0 ≤ r ≤ n.
Recall that thematic matrix functions are just 1-balanced according to this definition.
It is known (see [V] ) that if 0 < r < n and Υ is an n×r inner and co-outer matrix function, then it has a balanced unitary completion, i.e., there exists an n × (n − r) matrix function Θ such that Υ Θ is balanced. Moreover, such a completion is unique modulo a right constant unitary factor. We are going to study some interesting properties of balanced matrix functions and we need a construction of the complementary matrix function Θ. That is why we give the construction here.
We will see that balanced matrix functions have many nice properties which can justify the term "balanced".
Note that the case r = 1 was studied in [PY1] . However, it turns out that studying the more general case of an arbitrary r simplifies the approach given in [PY1] .
Theorem 3.1. Let n be a positive integer, 0 < r < n, and let Υ be and n × r inner and co-outer matrix function. Then the subspace
where Θ is an inner and co-outer n × (n − r) matrix function such that Υ Θ is balanced.
Proof. Clearly, the subspace L of H 2 (C n ) is invariant under multiplication by z. By the Beurling-Lax theorem (see §2), L = ΘH 2 (C l ) for some l ≤ n and an n × l inner matrix function Θ.
Let us first prove that Θ is co-outer. Suppose that Θ t = OF where O is an inner matrix function and F is an outer matrix function. Since Θ is inner, it is easy to see that O has size l × l while F has size l × n. It follows that O * Θ t = F , and so F t = ΘO. Since both Θ and O take isometric values almost everywhere on T, the matrix function F t is inner. Let us show that
First of all, it is easy to see that Υ t Θ is the zero matrix function. Let now
which proves (3.1).
It follows from (3.1) that
Multiplying the last inclusion by Θ * , we have
which implies that O is a constant unitary matrix function. Let us now prove that l = n − r. First of all it is evident that the columns of Υ(ζ) are orthogonal to the columns of Θ(ζ) almost everywhere on T. Hence, the matrix function Υ Θ takes isometric values almost everywhere, and so l ≤ n − r.
To show that l ≥ n − r, consider the functions P L C, where P L is the orthogonal projection onto L and C is a constant function which we identify with a vector in C n . Note that C ⊥ L if and only if the vectors f (0) and C are orthogonal in C n for any f ∈ L. Let us prove that
Since Υ is co-outer, it is easy to see that rank Υ(0) = r. Without loss of generality we may assume that Υ = Υ 1 Υ 2 , where Υ 1 has size (n − r) × r, Υ 2 has size r × r, and the matrix Υ 2 (0) is invertible. Let now K be an arbitrary vector in C n−r . Put
On the other hand, it is easy to see that
0)K and since K is an arbitrary vector in C n−r , this proves (3.2). We have already observed that
and so it follows from (3.2) that
It is easy to see that for C ∈ C n we have
Clearly, Θ(Θ * (0))C belongs to the linear span of the columns of Θ. This completes the proof of the fact that l = n − r and proves that Υ Θ is a balanced matrix function.
It is well known (see [V] ) that given an inner and co-outer matrix function Υ, the balanced completion Θ is unique modulo a right constant unitary factor. Indeed, if Υ Θ 1 is another balanced matrix function, then clearly
It follows (see [Ni] ) that Θ 1 = ΘO for an inner matrix function O.
t is inner, and since Θ 1 is co-outer, it follows that O is a unitary constant.
Next, we are going to study the property of analyticity of minors of balanced matrix functions. Let V = Υ Θ be an r-balanced n × n matrix function. We are going to study its minors V ı 1 ···ı k , 1 ··· k of order k, i.e., the determinants of the submatrix of V with rows ı 1 , · · · , ı k and columns
Similarly, by a minor of V on the last n − r columns we mean a minor
It was proved in [PY1] (Theorem 1.1) that for a thematic (i.e., 1-balanced) matrix function all minors on the first column are in H ∞ . The following result generalizes that theorem and makes it more symmetric. Proof. It is easy to see that it is sufficient to prove the theorem for the minors on the first r columns of V. To deduce the second assertion of the theorem, we can consider the matrix function V and rearrange its columns to make it (n − r)-balanced.
Denote by Υ 1 , · · · , Υ r and Θ 1 , · · · , Θ n−r the columns of Υ and Θ. In the proof of Theorem 3.1 we have observed that for any constant C ∈ C n we have
It follows that there exist
components are the minors of order r + d of the matrix function
where P L ⊥ is the orthogonal projection onto L ⊥ = clos Range T Υ . We have
The components of this vector belong to L ∞ and can be approximated in L 2/d by vector functions of the form
where
Hence, it is sufficient to prove that the components of (3.4) belong to
Clearly, almost everywhere on T the vectors Υ(ζ)f l (ζ) are linear combinations of Υ 1 (ζ), · · · , Υ r (ζ). Therefore if we expand the above wedge product using the multilinearity of ∧, all terms containing Υf l , give zero contribution. Thus we have
The following immediate consequence of Theorem 3.2 was obtained in [PY1] (Theorem 1.2) for r = 1 by another method. We shall need another nice property of balanced matrix functions that was obtained in [Pe4] . Namely, it was proved in Lemma 6.2 of [Pe4] that for a balanced matrix function V of size n × n the Toeplitz operator
has trivial kernel and dense range. If we apply that result to V with rearranged columns, we see that the Toeplitz operator T V also has trivial kernel and dense range.
Finally, we obtain in this section an analog of Lemma 1.5 of [PY1] where the case of thematic matrix functions was considered.
Theorem 3.4. Let 0 < r ≤ min{m, n} and let V and W t be r-balanced matrix functions of sizes n × n and m × m respectively. Then
The proof of Theorem 3.4 is exactly the same as the proof of its special case Lemma 1.5 of [PY1] .
Best approximation and partial canonical factorizations
For a matrix function Φ in L ∞ (M m,n ) satisfying the condition H Φ e < H Φ and a best approximation F of Φ by bounded analytic matrix functions we obtain a so-called partial canonical factorization of Φ − F . We characterize badly approximable functions satisfying this condition in terms of partial canonical factorizations. To this end we begin this section with the study of the minimal invariant subspace of multiplication by z on H 2 (C n ) that contains all maximizing vectors of H Φ .
where r is the number of superoptimal singular values of Φ equal to H Φ , Υ is an inner and co-outer n × r matrix function.
Proof. Consider first the case m = n. Without loss of generality we may assume that H Φ = 1. It follows from the results of §3 of [AP2] that there exists a unitary interpolant U of Φ (i.e., a unitary-valued matrix function U satisfyinĝ U(j) =Φ(j), j < 0) such that the Toeplitz operator T U is Fredholm and each such unitary interpolant has precisely r negative Wiener-Hopf indices. Consider a Wiener-Hopf factorization of U
where Q 1 and Q 2 are matrix functions invertible in H 2 (M n,n ), and
Since U has r negative Wiener-Hopf indices, we have
Clearly, H Φ = H U . It is also easy to see that a nonzero function f ∈ H 2 (C n ) is a maximizing vector of H Φ if an only if f ∈ Ker T U . It is well known and it is easy to see from (4.2) that
Here we denote by P + the set of analytic polynomials. Since M is the minimal invariant subspace of multiplication by z that contains Ker T U , it follows from (4.3) that
Since Q 1 (ζ) is an invertible matrix for all ζ ∈ D, it follows easily from (4.4) that dim{f (ζ) : f ∈ M} = r for all ζ ∈ D. Therefore the z-invariant subspace M has the form M = ΥH 2 (C r ), where Υ is an n × r inner matrix function (see [Ni] ). It remains to prove that Υ is co-outer.
Denote by Q ♥ the matrix function obtained from Q 1 by deleting the last n − r columns. It is easy to see that Υ is an inner part of Q ♥ . Let Q ♥ = ΥF , where F is an r × r outer matrix function.
Denote by Q ♠ the matrix function obtained from Q −1 1 by deleting the last n − r rows. Clearly, Q ♠ (ζ)Q ♥ (ζ) = I r for almost all ζ ∈ T.
We have I r = Q ♠ Q ♥ = Q ♠ ΥF, and so
It follows that Υ t is outer, and so Υ is co-outer. Consider now the case m < n. Let Φ # be the matrix function obtained from Φ by adding n−m zero rows. It is easy to see that the Hankel operators H Φ and H Φ # have the same maximizing vectors. This reduces the problem to the case m = n.
Finally, assume that m > n. Let Φ ♭ be the matrix function obtained from Φ by adding m − n zero columns. It is easy to see that f is a maximizing vector of H Φ ♭ if and only if it can be obtained from a maximizing vector of H Φ by adding m − n zero coordinates. Let M ♭ be the minimal invariant subspace of multiplication by z on H 2 (C m ) that contains all maximizing vectors of H Φ ♭ . Clearly, the number of superoptimal singular values of Φ ♭ equal to 1 is still r. Therefore there exists an m × r inner and co-outer matrix function Υ ♭ such that
It is easy to see that the last m − n rows of Υ ♭ are zero. Denote by Υ the matrix function obtained from Υ ♭ by deleting the last m − n zero rows. Obviously, Υ is an inner and co-outer n × r matrix function and M = ΥH 2 (C r ). We need the following result.
Lemma 4.2. Suppose that Φ satisfies the hypotheses of Theorem 4.1 and M is given by
Proof. As we have noted in §2, if f is a maximizing vector of H Φ , then f (ζ) is a maximizing vector of Φ for almost all ζ ∈ T and Φ(ζ) Mm,n = H Φ almost everywhere. Without loss of generality we may assume that H Φ = 1.
Let L be the set of vector functions of the form
where q j ∈ P + and the g j are maximizing vectors of H Φ . By definition, M is the norm closure of L. Since the g j (ζ) are maximizing vectors of Φ(ζ) for almost all ζ ∈ T (see §2), it follows that for g ∈ L, g(ζ) is a maximizing vector of Φ(ζ) almost everywhere on T. Let {f j } be a sequence of vector functions in L that converges
and since obviously,
Again, suppose that Φ is as in Theorem 4.1. Obviously, a vector function f in H 2 (C n ) is a maximizing vector of H Φ if and only if g 
Clearly, this is equivalent to the equality P − Φ tzḡ 2 = zḡ 2 , which means thatzḡ is a maximizing vector of H Φ t .
It is easy to see that the matrix functions Φ and Φ t have the same superoptimal singular values. Let N be the minimal invariant subspace of multiplication by z on H 2 (C m ) that contains all maximizing vectors of H Φ t . By Theorem 4.1, there exists an inner and co-outer matrix function Ω ∈ H ∞ (M m,r ) such that
By Theorem 3.1, Υ and Ω have balanced completions, i.e., there exist inner and co-outer matrix functions Θ ∈ H ∞ (M n,n−r ) and Ξ ∈ H ∞ (M m,m−r ) such that
are unitary-valued matrix functions. 
where V and W are given by (4.5), U is an r × r unitary-valued very badly approximable matrix function such that H U e < 1, and Ψ is a matrix-function in
Moreover, U is uniquely determined by the choice of Υ and Ω, and does not depend on the choice of F .
Proof. Without loss of generality we may assume that H Φ = 1. It follows from Lemma 4.2 that the columns of Υ(ζ) are maximizing vectors of Φ(ζ) − F (ζ) for almost all ζ ∈ T. Similarly, the columns of Ω(ζ) are maximizing vectors of Φ t (ζ) − F t (ζ) almost everywhere on T. We need two elementary lemmas. 
, and Ψ ∈ L ∞ (M m−r,n−r ). If we apply Lemma 4.4 to the matrices (Φ − F )(ζ), ζ ∈ T, and the columns of Υ(ζ) and Ω(ζ), we see U = Ω t (Φ − F )Υ is unitary-valued. By Lemma 4.5, X and Y are the zero matrix functions which proves (4.6).
Let us prove that H U e < 1. Since
we have
Now it is turn to show that U is very badly approximable. Denote by L the minimal invariant subspace of multiplication by z that contains all maximizing vectors of H U . Suppose that f is a maximizing vector of H Φ . Then f = Υg for some g ∈ H 2 (C r ). Clearly, H Φ f is a maximizing vector of H * Φ . As we have mentioned in §2, H Φ f = (Φ − F )f . Hence,zΦ − Ff is a maximizing vector of H Φ t . ThereforezΦ − Ff ∈ ΩH 2 (C r ), and so
It follows that g is a maximizing vector of H U and H U = 1. Therefore
Hence, L = H 2 (C r ), and by Theorem 4.1, t 0 (U) = · · · = t r−1 (U) = 1. It follows that U is very badly approximable. Hence, the zero matrix function is the only best approximation of U by analytic matrix functions.
This uniqueness property together with (4.7) implies that U does not depend on the choice of the best approximation F .
It is evident from (4.6) that Ψ L ∞ ≤ 1. It remains to prove that H Ψ = t r (Φ).
Suppose that F $ is another best approximation of Φ by bounded analytic matrix functions. Then as we have already proved, Φ − F $ can be represented as
By Theorem 3.4, a matrix function G ∈ H ∞ (M m,n ) is a best approximation of Φ if and only if there exists Q ∈ H ∞ (M m−r,n−r ) such that Ψ − Q L ∞ ≤ 1 and
This proves that H Ψ = t r (Φ). Remark. It can be shown easily that if U is an r × r unitary-valued very badly approximable matrix function and H U e < 1, then the Toeplitz operator T U is Fredholm. Indeed, by Theorem 3.1 of [PY1] , if Φ is a very badly approximable function in (H ∞ + C)(M m,n ) and rank Φ(ζ) = m almost everywhere on T, then the Toeplitz operator
has dense range. The results of [PT] show that the proof given in [PY1] also works in the more general case when Φ ∈ L ∞ (M m,n ) and H Φ e < H Φ . Hence, T zU has dense range. Then the operator H * zU * Hz U * is unitarily equivalent to the restriction of H * zU H zU to the orthogonal complement to the subspace
(see [Pe2] ). Since H U e < 1, this subspace is finite-dimensional, and so
The result follows now from the well-known fact that for a unitary-valued function U the conditions H U e < 1 and H U * e < 1 are equivalent to the fact that T U is Fredholm (see e.g., §1 of [AP2] for some comments). Factorizations of the form (4.6) with Ψ satisfying
form a special class of partial canonical factorizations. The matrix function Ψ is called the residual entry of the partial canonical factorization. The notion of a partial canonical factorization in the general case will be defined in §7.
The following theorem together with Theorem 4.3 gives a characterization of the badly approximable matrix functions Φ satisfying the condition H Φ e < H Φ . Theorem 4.6. Let Φ ∈ L ∞ (M m,n ) and H Φ e < H Φ . Suppose that Φ admits a representation of the form
where σ > 0, V and W t are r-balanced matrix functions, U is a very badly approximable unitary-valued r × r matrix function such that H U e < 1, and Ψ L ∞ ≤ σ. Then Φ is badly approximable and t 0 (Φ) = · · · = t r−1 (Φ) = σ.
Proof. Suppose that V and W are given by (4.5). Let g ∈ H 2 (C r ) be a maximizing vector of H U . Then it is easy to see that
Υg is a maximizing vector of H Φ , and Φ is badly approximable.
Since U is very badly approximable, it follows from Theorem 4.1 that the minimal invariant subspace of multiplication by z on H 2 (C r ) that contains all maximizing vectors of H U is the space H 2 (C r ) itself. Let M be the minimal invariant subspace of multiplication by z on H 2 (C n ) that contains all maximizing vectors of H Φ . Since Υ is co-outer, it follows that the matrix Υ(ζ) has rank r for all ζ ∈ D. Hence, dim{f (ζ) : f ∈ M} ≥ r for all ζ ∈ D. It follows now from Theorem 4.1 that t 0 (Φ) = · · · = t r−1 (Φ).
We also need the following version of the converse to Theorem 4.3.
Theorem 4.7. Let Φ ∈ L ∞ (M m,n ) and H Φ e < H Φ . Suppose that Φ admits a representation of the form
where σ > 0, V and W t are r-balanced matrix functions of the form (4.5), U is a very badly approximable unitary-valued r × r matrix function such that H U e < 1, and Let us first complete the proof of Theorem 4.7. Since U is very badly approximable, we have t 0 (U) = · · · = t r−1 (U) = 1. By Theorem 4.1, the minimal invariant subspace of multiplication by z on H 2 (C r ) that contains all maximizing vectors of H U is H 2 (C r ). It follows now from Lemma 4.8 that the minimal invariant subspace of multiplication by z on H 2 (C n ) that contains all maximizing vectors of H Φ is ΥH 2 (C r ). To complete the proof, we can apply this result to the matrix function Φ t . Proof of Lemma 4.8. First of all, by Theorem 4.6, H Φ = σ. Without loss of generality we may assume that σ = 1. It has been proved in the proof of Theorem 4.6 that if g is a maximizing vector of H U , then Υg is a maximizing vector of H Φ .
Suppose now that f is a maximizing vector of H Φ . We have
Since W * is unitary-valued and Ψ L ∞ < 1, it follows that Θ t f = 0. Put
Let us show that g ∈ H 2 (C r ). Let γ be a vector in C r . Since Υ t is outer, it follows that there exists a sequence {ϕ j } of functions in H 2 (C n ) such that {Υ t ϕ j } converges in H 2 (C r ) to the function identically equal to γ, and so the sequence {ϕ t j Υ} converges to the function identically equal to γ t . Hence,
, and so γ t g ∈ H 2 for any constant vector γ. Consequently, g ∈ H 2 (C r ). We have
Clearly, f is a maximizing vector of H Φ if and only if ΩUg ∈ H 2 − (C r ) which is equivalent to the conditionzΩUg ∈ H 2 (C r ). Since Ω t is outer, we can apply the same reasoning as above to show thatzUg ∈ H 2 (C r ) which is equivalent to the fact that Ug ∈ H 2 − (C r ). But the latter just means that g ∈ Ker T U , and so g is a maximizing vector of H U .
Suppose now that the matrix function Ψ in the factorization (4.6) also satisfies the condition H Ψ e < H Ψ . Then we can continue this process, find a best analytic approximation G of Ψ and factorize Ψ − G as in (4.6). If we are able to continue this diagonalization process till the very end, we construct the unique superoptimal approximation Q of Φ and obtain a canonical factorization of Φ − Q.
Therefore we need an estimate of H Ψ e . In [PT] in the case r = 1 it was shown that H Ψ e ≤ H Φ e . We want to obtain the same inequality for an arbitrary r. We could try to generalize the proof given in [PT] to the case of an arbitrary r. However, we are going to choose another way. We would like to deduce this result for an arbitrary r from the corresponding result in the case r = 1.
Relations with thematic factorizations
In this section we compare partial canonical factorizations obtained in §4 with partial thematic factorizations and find useful relations between the complementing matrix functions Θ and Ξ in (4.5) and the corresponding complementing matrix functions in partial thematic factorizations.
Let Φ be a matrix function in L ∞ (M m,n ) such that H Φ e < H Φ . Let r be the number of superoptimal singular values of Φ equal to H Φ . Suppose that r < min{m, n}. It follows from the results of §4 that if F is a best approximation of Φ by bounded analytic matrix functions, then Φ − F admits a partial canonical factorization
where V and W t are r-balanced matrix functions of the form (4.5) and Ψ L ∞ ≤ t 0 = H Φ , and H Ψ < t 0 . On the other hand, it follows from the results of [PT] that Φ−F admits a partial thematic factorization of the form
where ∆ L ∞ ≤ t 0 and H ∆ < t 0 ,
with thematic matrix functionsV j ,W t j , and the u j are unimodular functions such that the Toeplitz operators T u j are Fredholm with ind T u j > 0. For j = 0 we assume thatV 0 = V 0 andW 0 = W 0 .
Suppose that
where the matrix functions v j , Θ j , w j , Ξ j , Υ, Θ, Ω, Ξ are inner and co-outer.
Theorem 5.1. Under the above hypotheses there exist constant unitary matrices U 1 ∈ M n−r,n−r and U 2 ∈ M m−r,m−r such that
Proof. It follows from Theorem 3.4 that if we replace F with another best approximation G, the matrix function Φ − G will still admit factorizations of the forms (5.1) and (5.2) with the same matrix functions V, W, V j , W j . Hence, we may assume that F ∈ Ω r (see §1). Then the matrix functions Ψ in (5.1) and ∆ in (5.2) satisfy the inequalities
Define the function ρ : R → R by
. It was proved in Lemmas 3.4 and 3.5 of [AP1] that
On the other hand, it follows from (5.1) that
It is easy to see now that Ker M = ΘH 2 (C n−r ). Together with (5.6) this yields
which means that both inner functions Θ and Θ 0 Θ 1 · · · Θ r−1 determine the same invariant subspace of multiplication by z on H 2 (C n ). Therefore there exists a constant unitary function U 1 such that (5.4) holds (see §2). To prove (5.5) we can apply (5.4) to (Φ − F ) t .
Corollary 5.2. Let Ψ and ∆ be the matrix functions in the factorizations (5.1) and (5.2). Then
where U 1 and U 2 are unitary matrices from (5.4) and (5.5).
Proof. By Corollary 3.2 of [AP1] ,
. On the other hand, it is easy to see from (5.1) that
which implies (5.7). Now we are in a position to estimate H Ψ e for the residual entry Ψ in the factorization (5.1). This will be used in §7 to obtain canonical factorizations of very badly approximable matrix functions. Proof. Iterating Theorem 6.3 of [PT] , we find that H ∆ e ≤ H Φ e . The result follows now from (5.7).
Consider now the unitary-valued matrix function U in the partial canonical factorization (5.1). As we have observed in the remark following the proof of Theorem 4.3, the Toeplitz operator T U is Fredholm. We are going to evaluate now the index of T U in terms of the indices of the partial thematic factorization (5.2). Recall that the indices k j of the partial thematic factorization (5.2) are defined by
Then the entry U of of the diagonal block matrix function in the partial canonical factorization (5.1)
Proof. Without loss of generality we may assume that H Φ = 1. By Theorem 4.3, U is very badly approximable, H U e < H U = 1. Therefore the Toeplitz operator T zU has dense range in H 2 (C r ) (see Theorem 3.1 of [PY1] where this fact was proved in the case U ∈ (H ∞ + C)(M r,r ), however the proof given in [PY1] also works in the more general case H U e < H U = 1). Therefore Ker T * U = {0}, and so ind T U = dim Ker T U .
By Theorem 9.3 of [PT] ,
(earlier this result was proved in [PY2] , Theorem 2.2 in the case Φ ∈ (H ∞ + C)(M m,n )). Let us show that the left-hand side of (5.9) is equal to dim Ker T U . Indeed, if g ∈ H 2 (C r ), then g ∈ Ker T U if and only if g is a maximizing vector of H U . By Lemma 4.8,
which proves the result.
To conclude this section, we obtain an inequality between the singular values of H Φ and the singular values of H Ψ in the factorization (5.1).
best approximation of Φ by bounded analytic functions and Φ − F is represented by the partial canonical factorization (5.1). Then
Note that (5.10) was proved in [PT] , Theorem 10.1 in the case r = 1. We reduce the general case to the case r = 1.
Proof. Consider the partial thematic factorization (5.2). Let k j def = ind T u j , 0 ≤ j ≤ r − 1, be the indices of this factorization. We have
where Φ [1] is given by the partial thematic factorization
Now we can apply Theorem 10.1 of [PT] to the factorization (5.11) and find that
Then we can apply Theorem 10.1 of [PT] to the above partial thematic factorization of Φ [1] , etc. After applying Theorem 10.1 of [PT] r times we obtain the inequality
The result follows now from Corollary 5.2 and Theorem 5.4.
Invertibility of the Toeplitz operators T V and T W
For a matrix function Φ ∈ L ∞ (M m,n ) satisfying H Φ e < H Φ we have constructed in §4 balanced matrix functions V and W t . We have mentioned in §3 that by Lemma 6.2 of [Pe4] , T V and T W have trivial kernels and dense ranges. In this section we prove that under the condition H Φ e < H Φ the Toeplitz operators T V and T W are invertible. In the case r = 1 it was proved in [PT] (see the proof of Theorem 5.1 of [PT] ) that the Toeplitz operators T V and T W t are invertible. Instead of trying to generalize the proof given in [PT] to the case of an arbitrary r we are going to reduce the general case to the case r = 1.
Then we are going to prove that the matrix functions Υ, Θ, Ω, Ξ given by (4.5) are left invertible in H ∞ . Note that this result in the case r = 1 plays an important role (see [PY2] and [PT] ).
We are going to use the following fact from [Pe2] (see also [PK] where the scalar case was considered):
If V is an n × n unitary-valued function such that the Toeplitz operator
has trivial kernel and dense range, then the operators
We need another well known fact (see [D] or [Ni] for the scalar case, in the matrix case the proof is the same):
Consider now a balanced matrix function V = Υ Θ . Clearly, H V = H Θ and H V * = H Υ . Since T V has trivial kernel and dense range (Lemma 6.2 of [Pe4] ), it follows that
T V is invertible if and only if the norms in (6.1) are less than 1. It is also clear that the last condition is equivalent to the invertibility of T V t .
Theorem 6.1. Let Φ ∈ L ∞ (M m,n ) and suppose that H Φ e < H Φ . Let V and W t be the r-balanced matrix functions in the partial canonical factorization (5.1).
Then the Toeplitz operators T V , T V t , T W , and T W t are invertible.
Recall that for r = 1 this was proved in [PT] (see the proof of Theorem 5.1 of [PT] ). We are going to reduce the general case to the case r = 1.
Proof. Consider the partial thematic factorization (5.2) and the corresponding thematic matrix functionsV j and the inner matrix functions Θ j given by (5.3). As we have already mentioned, it was shown in the proof of Theorem 5.1 of [PT] that the Toeplitz operators TV j are invertible for 0 ≤ j ≤ r − 1. Since theV j are 1-balanced, this is equivalent to the fact that H Θ j < 1, 0 ≤ j ≤ r − 1 (see the discussion preceding the statement of Theorem 6.1). To prove that T V is invertible, it is sufficient to show that H Θ < 1, where as usual, V = Υ Θ .
By Theorem 5.1, Θ = Θ 0 · · · Θ r−1 U, where U is a constant unitary matrix. Clearly, to show that H Θ < 1, it is sufficient to prove the following lemma.
Lemma 6.2. Let Θ 1 be an n × k inner matrix function and let Θ 2 be a k × l inner matrix function such that H Θ 1 < 1 and
Let us first complete the proof of Theorem 6.1. Applying Lemma 6.2 inductively, we find that H Θ < 1. As we have explained this is equivalent to the invertibility of T V and T V t . Similarly, one can prove that the Toeplitz operators T W t and T W are invertible.
Proof of Lemma 6.2. Let σ < 1 be a positive number such that H Θ 1 < σ and
. We claim that the functions P − Θ 2 f and Θ
2 . The result follows now from the trivial inequality 2σ 2 − σ 4 < 1. Proof. Let us prove that Θ is left invertible. By Theorem 6.1. the Toeplitz operator T V is invertible. Hence,
If we apply this inequality to functions f of the form f = 0 ϕ , we find that
It follows now from the Sz.-Nagy-Foias theorem mentioned above that Θ is left invertible in H ∞ . To prove that Υ is left invertible in H ∞ , we can apply the above reasoning to the matrix function V. Finally, to obtain the same results for Ω and Ξ, we can apply the above reasoning to the matrix functions W * and W t .
Canonical factorizations of very badly approximable functions
Given Φ ∈ L ∞ (M m,n ), consider the sequence {t j } of its superoptimal singular values. Suppose that
are all nonzero superoptimal singular values of Φ, i.e., t 0 has multiplicity r 1 and t r j has multiplicity r j+1 − r j , 1 ≤ j ≤ ι − 1. By Theorem 4.3, if H Φ e < H Φ and F 0 is a best approximation of Φ by bounded analytic matrix function, then Φ − F 0 admits a factorization
where V 0 and W 
V * 1 , whereV 1 andW t 1 are (r 2 − r 1 )-balanced matrix functions, U 1 is a very badly approximable unitary-valued matrix function of size (r 2 − r 1 ) × (r 2 − r 1 ) such that H U 1 e < 1, and Φ
[2] is a matrix function in L ∞ (M m−r 2 ,n−r 2 ) such that
We can apply now Theorem 3.4 and find a matrix function
If t r 2 is still greater than H Φ e , we can continue this process and apply Theorem 4.3 to Φ [2] . Suppose now that t r d−1 > H Φ e , 2 ≤ d ≤ ι. Then continuing the above process and applying Theorem 3.4, we can find a function
where the U j are (r j+1 − r j ) × (r j+1 − r j ) very badly approximable unitary valued functions such that H U j e < 1,
3) V j andW t j are (r j+1 − r j )-balanced matrix functions, and Φ is a matrix function satisfying
Factorizations of the form (7.2) with V j and W j of the form (7.3) and Φ [d] satisfying (7.4) are called partial canonical factorizations. The matrix function Φ [d] is called the residual entry of the partial canonical factorization (7.2).
Finally, if H Φ e is less than the smallest nonzero superoptimal singular value t rι−1 , then we can complete this process and construct the unique superoptimal approximation of Φ by bounded analytic matrix functions. This proves the following theorem.
Theorem 7.1. Let Φ ∈ L ∞ (M m,n ) and suppose that the nonzero superoptimal singular values of Φ satisfy (7.1). If H Φ e < t rι−1 and F is the unique superoptimal approximation of Φ by bounded analytic functions, then Φ − F admits a factorization
where the V j and W j , and U j are as above.
Note that the lower right entry of the diagonal matrix function on the right-hand side of (7.5) is the zero matrix function of size (m − r ι ) × (n − r ι ). Here it may happen that m − r ι or n − r ι can be zero.
Clearly, the left-hand side of (7.5) is a very badly approximable matrix function. Factorizations of the form (7.5) are called canonical factorizations of very badly approximable matrix functions.
The following result shows that the right-hand side of (7.5) is always a very badly approximable matrix function. 
Suppose that Φ admits a factorization
in which the U j , V j , and W j are as above. Then Φ is very badly approximable and the superoptimal singular values of Φ are given by
where Υ, Θ, Ω, Ξ are inner and co-outer matrix functions. By Theorem 4.7, the minimal invariant subspace of multiplication by z on H 2 (C n ) that contains all maximizing vectors of H Φ is ΥH 2 (C r 1 ) and the minimal invariant subspace of multiplication by z on H 2 (C m ) that contains all maximizing vectors of H Φ t is ΩH 2 (C r 1 ). By Theorem 4.6, Φ is badly approximable and
By Theorem 3.4, we can reduce our problem to the function
This function is also represented by a canonical factorization which makes it possible to continue this process and prove that Φ is very badly approximable and the superoptimal singular values of Φ satisfy the desired equality.
Invariance properties of canonical factorizations
In this section we demonstrate an advantage of canonical factorizations over thematic factorizations. Namely, we show that canonical factorizations possess certain invariance properties, i.e., the matrix functions U j in the canonical factorization (7.5) are uniquely determined modulo unitary constant factors. Moreover, if
and theV j andW j are given by (7.3), then the matrix functions Υ j , Θ j , Ω j , Ξ j are also uniquely determined modulo constant unitary factors.
We start with partial canonical factorizations of the form (5.1). Suppose that a matrix function Φ in L ∞ (M m,n ) satisfies H Φ e < H Φ and admits partial canonical factorizations 
4)
and
Proof. By Theorem 4.6, σ = σ • = H Φ . Next, by Theorem 4.7, the minimal invariant subspace of multiplication by z on H 2 (C n ) that contains all maximizing vectors of H Φ is equal to ΥH 2 (C r ) and at the same time it is equal to Υ • H 2 (C r • ). It follows that r = r
• and there exists a unitary matrix V # ∈ M r,r such that Υ • = ΥV # . Applying the same reasoning to Φ t , we find a unitary matrix function V ♭ ∈ M r,r such that Ω • = ΩV ♭ which proves (8.3). By Theorem 3.1,
By (8.3), Ker T Υ t = Ker T (Υ • ) t which implies that there exist a unitary matrix U # ∈ M n−r,n−r such that Θ • = ΘU # . Applying the same reasoning to Φ t , we find a unitary matrix U ♭ ∈ M m−r,m−r such that Ξ • = ΞU ♭ which proves (8.4). By (4.7), σU = Ω t ΦΥ and σU
This implies the first equality in (8.5). Finally, by (5.8), Ψ = Ξ * ΦΘ and Ψ • = Ξ • * ΦΘ • which completes the proof of (8.5).
We can obtain similar results for arbitrary partial canonical factorizations and canonical factorizations. Let us consider in detail the following special case. Suppose that the matrix functions Ψ and Ψ
• in (8.1) and (8.2) admit the following partial canonical factorizations
which is another partial canonical factorization of Ψ. We can compare now the factorizations (8.6) and (8.8). By Theorem 8.1, σ
It is easy to see that the same results hold in the case of arbitrary partial canonical factorizations as well as arbitrary canonical factorizations.
Hereditary properties
In this section we consider the following heredity problem. Suppose that the initial matrix function Φ belongs to a certain function space X. We study the problem of whether all matrix functions in a (partial) canonical factorization of Φ belong to the same space X (by this we certainly mean that all their entries are in X). This is not true for an arbitrary function space X. In particular, it can be shown that this is not true if X is the space C(T) of continuous function. Nevertheless, we prove that this is true for two natural classes of function spaces. The first class consists of so-called R-spaces, i.e., spaces that can be described in terms of rational approximation in the norm of BMO (see [PK] ). The second class of spaces consists of Banach algebras satisfying Axioms (A1)-(A4) below. In both cases we apply so-called recovery theorems for unitary-valued functions obtained in [Pe2] and [Pe3] .
We are not going to give a formal definition of R-spaces and refer the reader to [PK] for details. Roughly speaking, a linear R-space is a linear space X of functions on T such that X ⊂ V MO and there exists a Köthe sequence space E such that ϕ ∈ X if and only if ϕ ∈ BMO and the singular values of the Hankel operators H ϕ and Hφ satisfy {s n (H ϕ )} n≥0 ∈ E and {s n (Hφ)} n≥0 ∈ E.
Recall that E is a Köthe sequence space if
Important examples of R-spaces are the Besov spaces B 1/p p , 0 < p < ∞ (see [PK] , [Pe1] (the corresponding Köthe space E is ℓ p ) and the space V MO of functions of vanishing mean oscillation (E is the space c 0 of sequences converging to 0). We refer the reader to [G] for definitions and properties of the spaces BMO and V MO.
The second class consists of function spaces X ⊂ C(T) that contain the trigonometric polynomials and satisfy the following axioms:
(A1) If f ∈ X, thenf ∈ X and P + f ∈ X; (A2) X is a Banach algebra with respect to pointwise multiplication; (A3) for every ϕ ∈ X the Hankel operator H ϕ is a compact operator from X + to X − ; (A4) if f ∈ X and f does not vanish on T, then 1/f ∈ X.
Here we use the notation X + = {f ∈ X :f (j) = 0, j < 0}, X − = {f ∈ X :f(j) = 0, j ≥ 0}.
For simplicity we write Φ ∈ X if all entries of a matrix function Φ belong to X. Note here that the Besov classes B s p,q , 1 ≤ p < ∞, 1 ≤ q ≤ ∞, s > 1/p, the space of functions with absolutely convergent Fourier series, the spaces {f : f (n) ∈ V MO}, {f : P + f (n) ∈ C(T), P − f (n) ∈ C(T)}, n ≥ 1, satisfy (A1)-(A4). Among nonseparable Banach spaces X satisfying (A1)-(A4) we mention the following ones: the Hölder-Zygmund spaces Λ α , α > 0, the spaces {f : f (n) ∈ BMO}, {f : P + f (n) ∈ H ∞ , P − f (n) ∈ H ∞ }, n ≥ 1, the space {f : |f (j)| ≤ const(1 + |j|) −α }, α > 1, (see [Pe3] ). We need the following so-called recovery theorem for unitary-valued functions. Let X be either an R-space or a space of functions satisfying (A1)-(A4) and let U be a unitary-valued matrix function in X(M n,n ) such that the Toeplitz operator T U : H 2 (C n ) → H 2 (C n ) has dense range. Then P − U ∈ X =⇒ U ∈ X. (9.1) Moreover, if X is a Banach R-space, then we can conclude that
For R-spaces this was proved in [Pe2] , for spaces satisfying (A1)-(A4) this was proved in [Pe3] , see also [PK] for the scalar case. In fact, in [PK] and [Pe3] the assumptions on X were slightly different but it was shown in [AP2] that the method used in [Pe3] can be adjusted to work for all spaces satisfying (A1)-(A4).
Note that both R-spaces and spaces satisfying (A1)-(A4) are contained in V MO. Therefore if Φ ∈ L ∞ (M m,n ) and P − Φ ∈ X(M m,n ), then H Φ is compact. To establish the main result of this section we need the fact that for a linear R-space X the space X ∩ L ∞ forms an algebra with respect to pointwise multiplication. Indeed, suppose that ϕ, ψ ∈ X ∩ L ∞ . Clearly, ϕ ∈ X if and only ifφ ∈ X, and so it is sufficient to prove that P − (ϕψ) ∈ X. Let f ∈ H 2 . We have − . It is easy to deduce from (9.2) that P − (ϕψ) ∈ X.
Theorem 9.1. Suppose that X is a linear R-space or X is a function space satisfying (A1)-(A4). Let Φ be a bounded m × n matrix function such that P − Φ is a nonzero matrix function in X(M m,n ). If F ∈ H ∞ (M m,n ) is a best approximation of Φ and Φ − F admits a partial canonical factorization
then Υ, Θ, Ω, Ξ, U, P − Ψ ∈ X.
Proof. Assume without loss of generality that t 0 = 1. By Theorem 3.4, if we replace a best approximating function F with any other best approximation, we do not change P − Ψ. Thus we may assume that F is the unique superoptimal approximation of Φ by bounded analytic matrix functions. Then Φ − F belongs to X. For linear R-spaces this was proved in [PY1] , Theorem 5.1. For spaces X satisfying (A1)-(A4) this is Theorem 9.2 of [Pe3] . (Theorem 9.2 is stated in [Pe3] under slightly different assumptions but using the results of §4 of [AP2] , one can easily see that the proof given in [Pe3] works for all spaces satisfying (A1)-(A4).)
Let us first prove that Θ ∈ X. Consider a partial thematic factorization of Φ − F of the form (5.2). Then the matrix functions V j given by (5.3) belong to X. If X is a linear R-space, this was proved in §5 of [PY1] , for spaces satisfying (A1)-(A4) this was proved in §9 of [Pe3] . (Again this was proved in [Pe3] under slightly different assumptions but the results of §4 of [AP2] show that the proof given in [Pe3] works for all spaces satisfying (A1)-(A4).) In particular the inner matrix functions Θ j in (5.3) belong to X. Since X ∩ L ∞ is an algebra, it follows now from (5.4) that Θ ∈ X.
Consider now the unitary-valued matrix function V = Υ Θ . We have just proved that P − V ∈ X. As we have mentioned in §3, the Toeplitz operator T V has dense range in H 2 (C n ). Therefore by (9.1), V ∈ X, and so Υ ∈ X. If we apply the above reasoning to Φ t , we prove that Ξ ∈ X and Ω ∈ X. It follows now from (4.7) that U ∈ X. Finally, it follows from (5.8) that P − Ψ ∈ X.
Remark. It can be shown that if X is a linear R-space, then the X-norms of Υ, Θ, Ω, Ξ, U, P − Ψ can be estimated in terms of the X-norm of P − Φ.
Clearly, it follows from Theorem 9.1 that the same result holds for arbitrary partial canonical factorizations. In particular, the following theorem holds.
Theorem 9.2. Let Φ ∈ L ∞ (M m,n ) and F is the superoptimal approximation of Φ by bounded analytic matrix functions. If (7.5) is a canonical factorization of Φ − F , then all factors on the right-hand side of (7.5) belong to X.
Consider now separately the important case X = V MO. As we have already noted, V MO is an R-space. It is well known that if Φ ∈ L ∞ , then P − Φ ∈ V MO if and only if Φ ∈ H ∞ + C. It is also well known that QC = V MO ∩ L ∞ .
Theorem 9.3. Let Φ ∈ (H ∞ + C)(M m,n ) and P − Φ = 0. If F is a best approximation of Φ by bounded analytic functions and Φ − F admits a partial canonical factorization (4.6), then V, W, U ∈ QC and Ψ ∈ H ∞ + C.
Theorem 9.3 follows immediately from Theorem 9.1 if we put X = V MO.
Very badly approximable unitary-valued functions
In this section we study unitary-valued very badly approximable matrix functions which play a crucial role in canonical factorizations. The following theorem describes such functions U under the condition H U e < 1. Proof. First of all it is trivial that (ii) is equivalent to (iii). The implication (i)⇒(ii) is proved in the Remark after the proof of Theorem 4.3.
