Subsampling strategies are derived to sample a small portion of design (data) points in a low-dimensional linear regression model y = Xβ + ε with near-optimal statistical rates. Our results apply to both problems of estimation of the underlying linear model β and predicting the real-valued response y of a new data point x. The derived subsampling strategies are minimax optimal under the fixed design setting, up to a small (1 + ) relative factor. We also give interpretable subsampling probabilities for the random design setting and demonstrate explicit gaps in statistial rates between optimal and baseline (e.g., uniform) subsampling methods.
Introduction
Linear regression is perhaps the simplest yet most widely used statistical model in a number of scientific or engineering disciplines that involve handling and processing of noisy data. Typically, a linear regression model can be written as y = Xβ + ε,
where X ∈ R n×p is the design matrix or data matrix, y ∈ R n is the response, ε ∼ N n (0, σ 2 I n ) are i.i.d. white Gaussian noise with variance σ 2 and β is a fixed but unknown p-dimensional linear regression model. Under the fixed design setting the design matrix X is fixed a priori; in contrast, under the random design setting each row of X is sampled i.i.d. from some underlying data distribution over R p . Given the design matrix X and response y, one wishes to estimate the regression model β or the "true" responses Xβ.
In this paper we focus on the so-called "low-dimensional" setting where the number of data points n is larger than the number of variables p. Under such settings, an effective estimator of β is the ordinary least squares (OLS) estimator, which is defined asβ ols ∈ argmin β∈R p y − Xβ 
When the design matrix X has linear independent columns (i.e., columns in X are linear independent), the solution to Eq. (2) is unique and can be written aŝ
The OLS estimator has been extensively studied in prior statistics and machine learning literature. It is also known to be minimax optimal 1 for estimation of either β or Xβ under low-dimensional settings when the design matrix X has full rank.
Despite the optimality of OLS for low-dimensional linear regression, in practice it may not be desirable to obtain the full n-dimensional response vector y due to sampling or measurement constraints. For example, in some geographical or genetic applications the number of data points n might equal to the entire population of a region or all genes on human chromosomes. Acquiring response variables (labels) for all data points can then be very expensive or even infeasible and it is an important question to select a small set of "representative" data points to regress on. Such problem is usually referred to as experimental design or simply optimal design in the statistics literature. A handful of optimality criteria for different objectives has been proposed to guide the careful selection of data points [Puk93] .
In this paper, we present a systematic treatment of subsampling in low-dimensional linear regression models. The main idea is to consider a convex relaxation of an otherwise computationally infeasible combinatorial optimization problem. Our main results are polynomial-time near-optimal minimax subsampling strategies for both prediction and estimation in fixed-design linear regression, which greatly generalizes prior results on optimal subsampling strategies [ZMMY15, CVSK15, MMY13] . For the random design setting, we derive interpretable subsampling strategies based on our framework, which gains insights into the nature of the subsampling problem and might also be used as a near-optimal alternative if computing the optimal subsampling strategy is computationally intensive. We consider our work as a first step towards optimal subsampling of low-dimensional linear regression.
Related work
Our work is mostly inspired by a trend of recent research that focuses on deriving effective subsampling strategies for linear regression and graph signal recovery under sample and measurement constraints [ZMMY15, CVSK15, MMY13] . Two sampling strategies (uniform sampling and leverage score sampling) were considered and analyzed in [MMY13] and it was shown that neither one dominates the other in terms of statistical rate. In [CVSK15] a zero-filling based subsampling distribution is analyzed. However, the proposed method is sub-optimal in that the subsampled estimatorβ does not converge to the underlying regression model β even if the noise level σ 2 goes to zero. Zhu et al. analyzed asymptotic variance of subsampled estimators for both weighted and unweighted OLS in [ZMMY15] . Their results are stated in an asymptotic manner and hence it is not clear how many subsamples are needed to make the asymptotic approximation valid. In addition, no optimal sampling strategies were derived for unweighted OLS and even for the sub-optimal weighted OLS estimator, the derived subsampling strategy is not optimal.
The problem of selecting a subset of design points for statistical inference purposes is usually referred to as experimental design or optimal design in the statistics literature. There has been a long history of research that is devoted to this topic and many optimality criteria have been proposed for different statistical purposes [Puk93] . However, few finite sample approximation bounds are known for computationally efficient algorithms, especially for the A-and G-optimality criteria 2 that are related to estimation and prediction performance and are known to be non-submodular. Computationally efficient approximation algorithms for A-optimality were proposed in [AB13] with provable guarantees. However, due to the worst-case nature of the analysis provided in [AB13] , the results are asymptotically not interesting for subsampled linear regression, as we explain in Sec. 3.1. Joshi and Boyd proposed a convex optimization based method with a rounding technique for sensor selection problems [JB09] . Their formulation primarily focused on the Doptimality criteria and no theoretical analysis is provided for the subsampled results. Krause et al. proposed a polynomial-time greedy algorithm that computes near-optimal sensor placement solutions [KSG08] . The optimization criterion they considered is a mutual information criterion, which is submodular and relatively easy to (approximately) optimize. In [DMNW15] a similar convex relaxation was considered for a constrained adaptive sensing problem. No formal theoretical analysis was provided, however, for the proposed convex relaxation formulation.
Optimal subsampling of data points is also related to the active learning setting in machine learning, where a learner (estimator) is capable of actively selecting data points and observe their labels (responses) from an oracle. There has been abundant work on active classification and regression for multi-dimensional linear models [BBZ07, BL13] . The active learning model is arguably stronger than the subsampling model because in active learning the learner (estimator) can adjusts data point selection in a feedback-driven manner from previous labels. Among the existing works, [HK15, SM14] specifically focus on low-dimentional linear regression and [CKNS15] focuses on maximum likelihood estimation, which includes linear regression as a special case. However, these work mostly considers the prediction error for regression, while estimation and inference of underlying regression models are largely overlooked. As remarked in [HKZ14] and also discussed in Sec. 2 in this paper, parameter recovery is more difficult than prediction in linear regression models. In addition, we analyze both fixed and randomized designs in our paper, which differs from previous work that usually concentrates on one of the two settings.
Finally, there is another line of research on using sketching or subsampling based methods to accelerate the computation of linear regression models [Woo14, DLFU13, CLL + 15, DMMS11, HKZ14, AM14]. Most of the work are computationally oriented and typically access all response variables y. In [DLFU13] a uniform subsampling method that only observes a small portion of y was proposed for OLS regression. Though the authors justify their uniform subsampling strategy under an isotropic design setting, such method is far from optimal for general design matrices, as we discuss in Sec. 3.1 and 4.1.
A minimax formulation of subsampled linear regression
Minimax analysis is a standard approach of quantifying statistical optimality in statistical estimation and machine learning. The goal of minimax analysis is to find estimators with optimal worst-case performance with respect to an unknown but fixed underlying model parameter. In terms of the low-dimensional linear regression model, one wishes to find
whereβ n is a (possibly random) estimator that maps n labeled data points {(x i , y i )} n i=1 ⊆ R p × R to a p-dimensional linear regression model. The expectation is taken over the random drawn of the response variables {y i } n i=1 ⊆ R with respect to the true underlying regression model β; that is, y i ∼ N (x i β, σ 2 ). The design matrix X = (x 1 , · · · , x n ) ∈ R n×p can be either fixed or sampled from an underlying data distribution. When prediction of y rather than estimation of β is of interest, the minimax estimation rule can be re-formulated as
When the n × p design matrix X is fixed and of full column rank (we focus on full-rank designs as the estimation error β − β would be arbitrarily large for rank-deficient designs), it is a well-known fact that the OLS estimator in Eq. (2, 3) is minimax optimal with respect to both estimation and prediction [VdV00] . In particular, the minimax estimation risk is σ 2 tr(Σ −1 )/n and the minimax prediction risk is σ 2 p/n, where σ 2 is the variance of the Gaussian noise ε in Eq.
(1) and Σ = X X/n is the sample covariance matrix of X. We also remark that minimax estimators are often not unique and improvements are possible over certain or even all regions of the parameter space. In fact, the OLS estimator is inadmissible in that there exists another estimator 3 that achieves equal or smaller estimation/prediction error for all underlying parameters β ∈ R p . Nevertheless, these estimators must have the same worst-case performance by definition and in this paper we shall focus solely on the minimax objective and completely ignores admissibility issues.
In practice, it is often desired that we only observe a small portion of the response variables y. It is then an important question to subsample the data matrix X so that it is the most efficient to perform linear regression over the sampled data points. Suppose 1 ≤ k < n is a fixed budget parameter and an estimator is only allowed to access k responses in y. We consider the following two subsampling models in this paper: 3 On such example is the 2 -regularized Ridge regression estimator:β ridge n,λ ∈ argmin β∈R p { y − Xβ 2 2 + λ β 2 2 }.
1. Weighted subsampling model: An algorithm A performs weighted subsampling by first producing, either deterministically or randomly, a matrix X ∈ R k×p . After X is produced, the algorithm deterministically assigns a weight vector w ∈ R k (possibly depending onX) such that w i ≥ 0 and k i=1 w i ≤ k. Finally, the algorithm observesỹ = diag( √ w) Xβ + ε with ε ∼ N k (0, σ 2 I k ) and attempts to estimate the underlying model β. We use A w (k) to denote all such algorithms A.
2. Unweighted subsampling model: An algorithm A performs unweighted subsampling by producing, either deterministically or randomly, a matrix X ∈ R k×p so that each row of X is equal to a particular row in X. The algorithm then observesỹ = Xβ + ε with ε ∼ N k (0, σ 2 I k ) and attempts to estimate the underlying model β. We use A u (k) to denote all such algorithms A.
We emphasize that in the weighted subsampling model the noise variables ε are still i.i.d. and does not scale together with the signal part Xβ. As a result, the weighted subsampling model is more powerful than the unweighted one, as the algorithm is allowed to specify an distribution of sensing energy over the subsampled data points (characterized by the weights w). In certain statistical learning and sensing applications like fMRI neural imaging, the sensing energy can be manually set by a sensing algorithm. On the other hand, the more restrictive unweighted sampling model might be more practical and general because it only requires subsampling design points without changing signal strength of each design point. Finally, we remark that the weighted subsampling model is not equivalent to weighted OLS estimation considered in [ZMMY15, MMY13] : the former is a slighly more powerful sensing model while the latter is an easy-to-analyze but sub-optimal estimator for subsampled linear regression.
The main goal of this paper is to characterize the minimax performance of subsampled estimators of linear regression defined as
Minimax subsampled regression:
inf
Here the algorithm space A(k) can be either A u (k) or A w (k) andβ ∈ R p is the regression model output by algorithm A, which takes X as input and accesses only k labels. The loss function R can be either R(β, β) = β − β 3 Near-optimal subsampling for fixed designs
We present computationally efficient algorithms for computing near-optimal subsampling strategies for lowdimensional linear regression under the fixed design setting. Sec. 3.1 through Sec. 3.4 focus on the estimation problem β − β 2 2 and the prediction problem Xβ − Xβ 2 2 is discussed in Sec. 3.5. For the estimation problem, we first cite a greedy subset selection algorithm from [AB13] as a baseline subsampling method in Sec. 3.1. We then continue to introduce a convex relaxation and present two near-optimal algorithms for both the unweighted and weighted sampling models defined in Sec. 2.
A baseline algorithm via greedy subset selection
Recall that when full observation is available, the OLS estimator is optimal with minimax risk σ 2 tr(Σ −1 )/n, where Σ = X X/n is the sample covariance matrix. One baseline method is then to consider the following subset selection problem, which is also referred to as A-optimality or A-criterion in the experimental design literature [Puk93] :
After the optimal set S * to the problem of Eq. (7) is obtained, an OLS estimatorβ can be built upon S * ; that is,β = (X S * X S * ) −1 X S * y S * .
However, such approach and the formulation in Eq. (7) have two deficiencies. First, the problem is deterministic in nature, by finding one optimal subset S that minimizes tr((X S X S ) −1 ). A randomized algorithm that outputs different S during different runs might achieve smaller estimation error in expectation. Furthermore, Eq. (7) is computationally intractable: a brute-force algorithm requires O(n k ) time complexity and is clearly infeasible even for small k values. 4 Approximation algorithms exists [AB13, dHM11] . Theorem 3.1 from [AB13] represents the state-of-the-art result on approximately solving Eq. (7) in polynomial time.
Theorem 3.1 (Theorem 3.1, [AB13] ). Fix X ∈ R n×p with full column rank and n ≥ k > p. There exists a polynomial-time deterministic algorithm that outputs S with |S| = k such that
As a simple consequence, Corollary 3.1 states that the expected estimation error of a subsampled estimator based on Theorem 3.1.
Corollary 3.1. Fix X ∈ R n×p with full column rank and n ≥ k = Ω(p). Let X S ∈ R k×p be the subsampled data points obtained via the subset selection algorithm in Theorem 3.1 and defineβ ols S = (X S X S ) −1 X S y S be the OLS estimator built upon X S and y S . We then have
where Σ = X X/n is the sample covariance of the full design matrix X.
Unfortunately, results of the form Eq. (9) is not particularly interesting for the purpose of optimal subsampling in linear regression. As shown in Proposition 3.1, a simple uniform sampling strategy achieves the same statistical rate asymptotically:
Proposition 3.1. Fix X ∈ R n×p with full column rank and let X ∈ R k×p be a subsampled matrix with each row sampled uniformly at random with replacement from rows in X. Defineβ ols unif = ( X X) −1 X ỹ as the OLS estimator built upon X andỹ, whereỹ = Xβ + ε with ε ∼ N k (0, σ 2 I k ). We then have
where C > 0 is a universal constant.
Proof. By weak law of large numbers,
The continuous mapping theorem then yields
The proof is then completed by applying the mean-square error of OLS.
Although both Corollary 3.1 and Proposition 3.1 exhibit the same statistical rate asymptotically, there is major difference on the finite-sample properties between the uniform sampling and subset selection approaches. In particular, the approximate subset selection method achieves the statistical rate whenever k = Ω(p), while for uniform sampling the rate is asymptotic and one cannot easily quantify how many subsamples k are sufficient to achieve the same estimation error rate.
Finally, we remark that results in Theorem 3.1 is shown to be tight in [AB13, GTZ97] . In fact, there exists X ∈ R n×p such that any submatrix X S ∈ R k×p satisfies tr((X S X S )
This, however, does not contradict with our improvements in later sections because the lower bound concerns with the approximation performance on the worst-case design matrix X. It is intuitively true that for the worst-case design where each row of X are fairly uniformly spread out, the best one can do is to uniformly sample rows in X. On the other hand, for general X one may hope to significantly improve over the uniform sampling baseline by carefully designing subsampling strategies.
A convex relaxation
We start by considering a continuous relaxation of the subset selection problem in Eq. (7):
Note that we have substitute 1 for k in the "signal level"
n i=1 π i for normalization purposes. The objective in Eq. (10) bears similarity to the one in [ZMMY15] for weighted OLS estimators 5 that is of the form tr(X diag(π) −1 X). The latter objective is easier to solve and has a more interpretable optimal solution as derived in [ZMMY15] . Nevertheless, it was shown in [ZMMY15] that the weighted OLS estimator with covariance X diag(π) −1 X is provably sub-optimal compared to the optimal solution to Eq. (10). We also remark that the solution to Eq. (10) is not a valid subsampling strategy for either weighted or unweighted subsampling models introduced in Sec. 2, because the resulting sampling distribution might access all data points in the original design X. Nevertheless, the optimization problem serves as a nice platform for our considered problems because the objective function and the constraints are convex with respect to π. In fact, in Appendix A we show that Eq. (7) can be cast as a semi-definite programming (SDP) problem and hence can be solved in polynomial time. In addition, the optimal solution to Eq. (10) also serves as a lower bound for the minimax estimation error of subsampled estimators for both weighted and unweighted subsampling models. We will rigorously establish this point at the end of this section (Proposition 3.2).
Let f opt be the value of the objective function at the optimal solution of Eq. (10). It is straightforward to see that f opt ≤ k · min |S|≤k tr((X S X S ) −1 ) because Eq. (10) is a continuous relaxation of the later problem. In fact, we have the following extended chain of inequalities:
Algorithm 1 Near-optimal weighted subsampling for linear regression 1: Input: full design X ∈ R n×p , sensing budget k, error tolerance parameter , number of iterations T .
2: Convex optimization: solve Eq. (10) to obtain optimal sampling strategy π
Obtain X ∈ R k×p by sampling k rows of X with replacement according to p i , with tentative weightw i = π * i /kp i . 4: Boosting: Repeat Step 3 T times and obtain {(
where
(t * ) ) does not exist, fall back to the approximate subset selection algorithm in Theorem 3.1 to produce an unweighted subset.
5: Estimation: set w i = kw
and produce the OLS estimateβ on the weighted subsampled data matrix.
In addition, there is a randomized algorithm A ∈ A w (k) with poly(n, 1/ ) running time that achieves the upper bound in Eq. (12). Such an algorithm is given in Algorithm 1 with input parameters k, and T = Ω( −1 log(n/ )).
Theorem 3.2 is near optimal in the sense that the upper and lower bounds of the minimax estimation error of weighted subsampled linear regression differ by only a small (1 + ) relative error term. The obtained bound is better than that of uniform subsampling discussed in Proposition 3.1: by considering the sub-optimal solution π * i ≡ 1/n we recover the risk bound in Proposition 3.1. The condition on the number of subsampled data points k = Ω( −2 p log(n/ )) is also nearly minimal, as p points are absolutely necessary for estimating a p-dimensional linear regression model, which has at least p degrees of freedom.
Before proving Theorem 3.2 we first give a high-level description of the proposed weighted subsampling algorithm. The first step is to solve the convex optimization problem specified in Eq. (10) to obtain an optimal distribution π * over all n data points. The algorithm then performs a weighted sampling step that samples each data point x i with probability proportional to π * i and x i (Σ * ) −1 x i and also weighs each data point so that the covariance of the subsampled data points remains unbiased with respect to the optimal underlying covariance
Note that it is possible for some π * i to be zero, which yields an infinitely large weightw i by definition. However, when π * i = 0 the data point x i would be sampled with probability zero and hence its weight can be arbitrarily set without affecting the weighted covariance matrix Σ (t) . The sampling scheme resembles the effective resistance sampling in the graph sparsification literature [SS11] . Afterwards, a boosting step is carried out that repeats leverage score sampling T times and selects the best subsampled data points in terms of the closeness of covariance matrices and also sum of the weights. Finally, the algorithm falls back to the baseline greedy algorithm cited in Theorem 3.1, which has deterministic guarantees for the expected estimation error if the design matrix X has full rank.
We next sketch the proof of Theorem 3.2. We first present a key lemma that bounds the deviation between Σ * and the covariance of the weighted subsampled Σ when k is large enough:
be the covariance matrix of the weighted sample ( X (t) ,w (t) ). Then with probability at least 1 − 0.01 the following holds:
Lemma 3.1 shows that with high probability, the covariance matrix of the weighted subsampled data points is a spectral approximation of Σ * , the covariance of the continuously subsampled data matrix. The proof is similar to the analysis of graph sparsification via effective resistance sampling [SS11] and we place the detailed proof in Appendix B.1.
Algorithm 2 Near-optimal unweighted subsampling for linear regression 1: Input: full design X ∈ R n×p , sensing budget k, error tolerance parameter , number of iterations T .
k×p by sampling k rows with replacement from X according to distribution specified by π * .
4: Boosting: Repeat Step 3 T times and obtain { X (t) } T t=1 . Find X (t * ) from the obtained subsets such that
does not exist, fall back to the approximate subset selection algorithm to produce an unweighted subset. 5: Estimation: Observe {y i } k i=1 over unweighted subsampled design X (t * ) and produce the OLS estimatê β on the subsampled data matrix.
We are now ready to prove the main theorem in this section.
Proof of Theorem 3.2. The lower bound part in Eq. (12) is implied by Proposition 3.2. So we only prove the upper bound part in Eq. (12) by analyzing the statistical performance of Algorithm 1. By Lemma 3.1, we know that if k = Ω( −2 p log(n/ )) then
holds for any fixed t ∈ {1, · · · , T } with probability at least 1 − 0.01 . In addition, because E[
the probability that iw i > 1 + 0.1 is at most 1/(1 + 0.1 ) ≤ 1 − 0.05 due to Markov inequality. By union bound, the failure probability of a single trial in Step 3 of Algorithm 1 is at most 1 − 0.06 . Therefore, setting T = Θ(log(n/ )/ log(1 + 0.04 )) = Θ( −1 log(n/ )) the probability of falling back is at most O( /n). As a result, we have
for some universal constant C. By carefully selecting constants in T we can make C ≤ 0.8. Furthermore, note that tr((X X) −1 )) ≤ f opt . Consequently,
Near-optimal unweighted subsampling
In this section we consider the unweighted subsampling model for low-dimensional linear regression. We prove the following theorem that provides near-optimal minimax rate of unweighted subsampled data points when the estimation error β − β 2 2 is of interest: Theorem 3.3 (Minimax rates for unweighted subsampling linear regression). Fix X ∈ R n×p with full column rank and error tolerance parameter
In addition, there is a randomized algorithm A ∈ A u (k) with poly(n, log(1/ )) running time that achieves the upper bound in Eq. (14). Such an algorithm is given in Algorithm 2 with input parameters k, and T = Ω(log(n/ )).
The proof of Theorem 3.3 is close to the proof of Theorem 3.2 and is deferred to Appendix B.2. We next remark on several differences between the weighted and unweighted subsampling settings. First, because the subsample data points X are unweighted by problem setting, we only sample each data point x i with probability π * i in order to obtain an unbiased covariance with respect to Σ * . This worsens the conditions over the number of subsamples as k now depends on the least singular value of Σ * . However, unlike the covariance matrix Σ = X X/n of the original design matrix X, in many cases the weighted covariance
is well-conditioned and hence the impact on the lower threshold of k is mild. In Sec. 4.1 we provide two concrete examples where the lower thresholds of k are identical for both weighted and unweighted subsampling models.
Near-optimal subsampling for linear prediction
In this section we consider the linear prediction problem in contrast of previous sections that primarily focus on the estimation problem. More specifically, let X ∈ R n×p and Z ∈ R m×p be training and testing sets consisting of n and m points in R p . We would like to find the following minimax rate for subsampled linear prediction:
where the expectation is taken over y on the training set X (i.e., y = Xβ + ε) and A(k) can be either A w (k) or A u (k) for weighted or unweighted sampling settings. The estimatorβ is obtained on the training set X and labels for the testing set Z are not accessible by the estimator. When Z = X, the objective in Eq. (15) reduces to the standard prediction problem of linear regression in Eq. (5), which resembles a "smoothing" problem over the design points. Note that under the linear model, when full observation of y is available, the minimax estimatorβ for prediction on Z is still the OLS estimatorβ = (X X) −1 X y regardless of whether Z = X or not. This fact can be easily derived by similar arguments of reducing the linear prediction problem to normal mean estimation and apply Proposition 8.6 in [VdV00] .
The prediction problem is rather different from the estimation perspective. In general, predictions are easier as the estimated regression modelβ could be far away from the true model β while still achieving near-optimal prediction performance. For example, for low-dimensional linear regression the minimax estimation rate is σ 2 tr(Σ −1 X )/n while the minimax prediction error is σ 2 p/n for Z = X, which does not depend on the conditioning of the design matrix X. In particular, consider the extreme example of rank deficient designs: estimation of β would be impossible (i.e., infinite minimax risk) while prediction is still feasible and is even simpler since the intrinsic rank of the model is smaller. On the other hand, because the prediction risk O(σ 2 p/n) does not depend on any properties of the design matrix X, it is difficult to provably demonstrate the benefits of optimal subsampling as uniform subsampling would result in a rate of O(σ 2 p/k) and is asymptotically tight for a wide range of scenarios. As a result, in this section we consider the setting where the testing data Z could be different from the training data X. The case of Z = X would then be a special case of our analysis. Finally, the problem of predicting on a test set different from the training one (i.e., Z = X) is usually referred to as transfer learning in the machine learning literature. One major difference is that in transfer learning it is conventional to assume that rows in both X and Z are i.i.d. sampled from some possibly different underying data distributions P X and P Z (i.e., the random design setting), while in this section X and Z are assumed to be fixed. The random design setting is further discussed in Sec. 4.2.
When both X and Z are full rank, a minimax estimator for Zβ is Zβ ols , whereβ ols is the OLS estimator as defined in Eq. 3. Note that Zβ ols is still minimax optimal even if Z is not the same as X. Under the Gaussian noise model y = Xβ + ε, the risk of Zβ ols can then be computed as
This leads to the following combinatorial problem when subsampling is employed:
Similar to Eq. (7), Eq. (16) is a combinatorial optimization problem that is hard to solve. Subsequently, we consider the following continuous relaxation of optimal subsampling strategies:
Eq. (17) is a continuous relaxation of 17) is convex and can also be formulated as a semi-definite programming problem, which admits polynomial-time algorithms. When Z = X, Eq. (17) resembles the G-criterion in the experimental design literature for optimal design of predictions [Puk93] . After the optimal subsampling weights π * are obtained from solving Eq. (17), we carry out subsampling using either Algorithm 1 for the weighted model or 2 for the unweighted model. The following theorem shows that such algorithms are nearly optimal in the minimax sense for subsampled linear prediction.
Theorem 3.4 (Minimax subsampled linear prediction for fixed designs). Fix X ∈ R n×p with full column rank and error tolerance parameter ∈ (0, 1/2). Let Z ∈ R m×p be a test data matrix. Suppose g opt is the objective of the optimal solution to Eq. (17). We then have
Furthermore, suppose k = Ω( −2 p log(n/ )) for the weighted subsampling model
2 log(n/ )) for the unweighted subsampling model A u (k), where B = max i x i 2 and
to Eq. (17). Then with probability at least 1 − over the randomness of the subsampling algorithms, we have
The proof of Theorem 3.4 is trivial by substituting
x i x i everywhere in the proof of Theorem 3.2 and Theorem 3.3. As a result, we obtain near-optimal subsampling strategies for prediction under the low-dimensional linear regression model. Our result also allows the test data matrix Z to be different from the training matrix X, which makes it applicable to a wider range of problems in practice.
Interpretable subsampling for random designs
We gave a complete characterization of minimax estimation and prediction rates of subsampled low-dimensional linear regression in the previous sections. Nevertheless, the rates are expressed in terms of the optimal objective of a convex optimization problem (i.e., f opt and g opt ), which does not admit a closed-form expression. As a result, the derived results could be confusing because it is not clear how good the near-optimal subsampling algorithms are compared to, for example, uniform subsampling or other forms of baseline approaches. In this section, we provide interpretable subsampling probabilities under the random design setting, where each row of the design matrix X or the testing matrix Z is assumed to be sampled i.i.d. from an underlying data distribution. Meanwhile, we derive an explicit upper bound on the minimax rate of subsampled estimation/prediction and formally demonstrate a gap between the derived result and a trivial upper bound obtained by uniform sampling the data points.
Subsampled linear estimation for random designs
Let X = (x 1 , · · · , x n ) ∈ R n×p be the design matrix. We assume x 1 , · · · , x n i.i.d.
∼ F 0 for some underlying data distribution F 0 . We also make the following assumption on F 0 :
Intuitively, Assumption 4.1 requires that the underlying distribution F has a density that is bounded away from below on a small isotropic set S. We would then have the following theorem that upper bounds the minimax mean square error of subsampled linear regression estimators.
Theorem 4.1. Fix δ ∈ (0, 1/2). Suppose x 1 , · · · , x n ∼ F 0 for some underlying data distribution F 0 on R p that satisfies Assumption 4.1 with parameters B, ψ and constants C 1 (B, p), C 2 (B, p). Suppose also that
If k = Ω(p log n) for weighted sampling or k = Ω(B 2 log n · C 2 (B, p)/C 1 (B, p)) for unweighted sampling, then with probability at least 1 − δ over the random draw of X, we have
for some absolute constant γ > 0.
The main intuition behind Theorem 4.1 is an explicit weight assignment construction that achieves nearoptimal solution for Eq. (10). More specifically, for x 1 , · · · , x n i.i.d. sampled from F 0 , we define a nearoptimal solutionπ * as
Here n = |{x i : x i ∈ S}| ≤ n is the total number of data points in S and Z is a normalization constant to make
. When the number of data points n is sufficiently large, we have
x ∈ S = C 1 (B, p).
Applying Theorem 3.2 and 3.3 we immediately arrive at Theorem 4.1. A complete version of the proof, which formally establishes the finite-sample guarantees in Theorem 4.1, is given in Appendix B.3. We also remark that the subsampled weightsπ * i are carefully chosen so as to make the weighted covariance matrix Σ * close to an identity matrix. There are two reasons we believe this is a good surrogate objective. First, the estimation error of the OLS estimator depends on tr(Σ −1 ), where Σ is the underlying covariance matrix. Once the signal level tr(Σ) is fixed, the error is minimal when the eigenvalues of Σ are spread uniformly; i.e., Σ is the identity. In addition, KKT condition of Eq. (10) asserts that
where C is a constant. When n is large and {x 1 , · · · , x n } sufficiently fill the isotropic set S, (Σ * ) −1 must behave like an identity matrix.
In the remaining part of this section, we give two concrete data distribution examples and derive their corresponding upper bounds of minimax estimation error based on Theorem 4.1.
Example 1: a toy discrete distribution
We first consider a toy example where the underlying data distribution F 0 is a discrete distribution. Let e 1 , · · · , e p be an orthonormal basis of R p and define F 0 as Pr[x = √ pe i ] = α i for a set of parameters
When no subsampling is performed, we have the following proposition that characterizes the asymptotic minimax rate of linear regression estimation under the random design setting. . We then have
Proposition 4.1 can be easily verified because the empirical covariance Σ = X X/n converges in probability to the covariance Σ 0 of the underlying data distribution F 0 by weak law of large numbers. Also note that Σ 0 = p · diag(α 1 , · · · , α p ) and hence tr(Σ
As a result, the estimation error of the OLS estimator is closely tied to the conditioning of the underlying covariance matrix Σ 0 . When Σ 0 = I is the identity matrix, the rate in Eq. (23) becomes σ 2 p/n, which is the standard parametric rate for lowdimensional linear regression. On the other hand, when weighted or unweighted subsampling is employed, we have the following theorem that upper bounds the minimax subsampled estimation error: 0 log p) and k = Ω(p log n) for either weighted or unweighted sampling. Then with high probability over the random drawn of x 1 , · · · , x n , we have
Compared to uniform subsampling, which achieves error bound σ 2 (
i )/pk as shown in Proposition 4.1, the risk bound in Eq. (23) is strictly better because by Jensen's inequality
Theorem 4.2 can be easily proved by invoking Theorem 4.1 with S = supp(
We remark that the upper bound in Eq. (23) no longer depends on the conditioning of the covariance Σ * 0 of the underlying data distribution. This is achieved by carefully assigning weightsπ * i to each of the data point presented and hence obtaining a well-conditioned subsets of the design points. Note that the number of original data points n still depends on α 0 , the smallest eigenvalue of Σ 0 , to ensure sufficient exploration of the data space.
Example 2: non-isotropic Gaussian distribution
As a second example, we take F 0 to be a zero-mean multivariate Gaussian distribution N (0, Σ 0 ) with positive definite non-isotropic covariance Σ 0 = I p×p . The minimax estimation error without any subsampling is then stated in the following proposition: Proposition 4.2. Let x 1 , · · · , x n ∼ N (0, Σ 0 ) be n i.i.d. sampled data points and y i = x i β + i for some underlying linear model β ∈ R p and i.i.d. noise variable i ∼ N (0, σ 2 ). We then have
Here λ 1 ≥ λ 2 ≥ · · · ≥ λ p > 0 are eigenvalues of the covariance matrix Σ 0 .
On the other hand, by subsampling and carefully assigning the subsampling weightsπ * , the dependency over the conditioning of the covariance matrix Σ 0 can be significantly improved or even removed. In particular, for data points x 1 , · · · , x n , defineπ * aŝ
The sampling distribution as specified in Eq. (25) is derived following Eq. (21) and be thought as an "exponentiated" version of leverage score sampling. The following theorem states the statistical rate of the considered subsampled estimator, thus upper bounding the minimax subsampled estimation rate for low-dimensional linear regression. and k = Ω(p log n) for either weighted or unweighted sampling. Then with high probability over the random drawn of x 1 , · · · , x n , we have
The proof of Theorem 4.3 is based on Theorem 4.1 and is deferred to Appendix B.4. We next compare the obtained rates in Theorem 4.3 with the one in Proposition 4.2 and remark on the benifits of near-optimal subsampling. By Proposition 4.2, the asymptotic estimation error of uniform subsampling is σ 2 tr(Σ −1 0 )/k. Assume λ 1 ≥ λ 2 ≥ · · · ≥ λ p > 0 are eigenvalues of Σ 0 . By Jensen's inequality we have
.
and hence the rate of convergence in Eq. (26) for subsampeld estimators is provably faster than that of uniform subsampling . In addition, by Jensen's inequality one expects the gap to be even larger when the underlying Gaussian covariance matrix Σ 0 is ill-conditioned.
Subsampled linear prediction for random designs
Similar to Sec. 4.1, we derive interpretable subsampling distributions for low-dimensional linear regression prediction when both X and Z are random design matrices. More specifically, we assume each row of X or Z are i.i.d. sampled from some underlying data distributions P X and P Z . To simplify presentations, we assume both P X and P Z are centered (i.e., have zero mean). In practice one may subtract the empirical mean from both X and Z to achieve near-centered data distributions.
To facilitate our analysis, we impose the following three assumptions on the underlying data distributions P X and P Z . Assumption 4.2 requires both P X and P Z to be sub-Gaussian; this is essentially needed because we want to bound the difference between the sample covariance matrix and the true covariance of P X and P Z , which would be otherwise difficult if the distributions have heavy tails. Assumption 4.3 is a technical moment assumption that is used for covariance estimation in [BX15] . This assumption trivially holds with c 0 = π/2 [BX15] . Finally, Assumption 4.4 bounds the relative discrepancy on a compact set between the densities of training and testing distributions p X and p Z , since in general we cannot hope to do well when P Z is far from P X . Assumption 4.2 (Sub-gaussian design). Assume both P X and P Z are sub-Gaussian with parameter ν 2 . That is, for every a ∈ R p we have
Assumption 4.3 (Polynomial bounds of higher moments)
. Let x ∼ P X or x ∼ P Z be a p-dimensional random vector. There exists a constant c 0 > 0 such that
for all u ∈ R p , where the ψ 2 norm of a p-dimensional random vector Y ∈ R p is defined as
Assumption 4.4 (Bounded discrepancy on a compact set). There exists B > 0 such that
where p Z (·) and p X (·) are densities of P X and P Z .
For the linear prediction problem under the random design setting, we consider the following explicit construction of subsampling distributions as a near-optimal solution to the optimization problem in Eq. (17):
Here n = {x i : x i 2 ≤ B} ≤ n is the number of data points x i that have bounded norm and Z is a normalization factor so that n i=1π * i = 1. We remark that the subsampling distribution specified in Eq. (27) is closely related to the importanceà la importance reweighting in the covariance shifting and transfer learning literature [SKM07] , where the covariance of the training and testing distributions change while the conditional distribution y|x is assumed to be fixed. Though our setting is arguably similar to covariance shifting, two important differences apply: first, we focus on selecting a few training data points to reduce number of measurements/samples, while covariance shifting and/or transfer learning typically assume all labels on the training data set are known and can be accessed; In addition, the weights specified in Eq. (27) are used for subsampling the data points and afterwards unweighted OLS Zβ = Z(X S X S ) −1 X S y S is carried out to make linear predictions on Z; in contrast, in transfer learning/covariance shifting the relative importance weights are typically used to perform weighted empirical risk minimization.
We then have the following theorem that bounds the expected risk using subsampling distributions specified in Eq. (27). Its proof is presented in Appendix B.5.
Theorem 4.4. Fix , δ ∈ (0, 1/2). Suppose both data distributions P X and P Z satisfy Assumptions 4.2 through 4.4 with B = ω(νp log(1/ )). Assume also that
If in addition k = Ω( −2 p log(n/ )) for the weighted subsampling model or k = Ω( −2 B 2 log(n/ )) for the unweighted subsampling model, then there exists a computationally efficient algorithm such that with probability at least 1 − δ over the randomness of X, Z and the subsampling of data points in X, we have
Theorem 4.4 shows that when the total number of samples (n and m) is sufficiently large, by employing relative-probability based subsampling one can achieve the near-optimal σ 2 p/k rate for prediction even when the testing distribution P Z is different from the training distribution P X . On the other hand, without subsampling the asymptotic rate for prediction would be σ 2 tr(Σ Z Σ −1 X )/k, which could be very large when Σ X is not close to Σ Z .
Experimental results
We report experimental results of our proposed near-optimal subsampling strategies on both synthetic and real-world low-dimensional regression data sets. We also compare our results with existing subsampling strategies in prior literature, which include
• Unifom sampling: each data point is sampled with equal probability; that is, π i = 1/n.
• Leverage score sampling: each data point is sampled with probability proportional to its leverage scores; that is, π i ∝ u i 2 2 where u i is the ith row of the left singular matrix U of the design matrix X. Alternatively, π i can be expressed as π i ∝ x i Σ −1 X x i where Σ X = X X/n. Leverage score sampling has wide applications in low-rank matrix approximations [DMM08, CBSW13] and was recently proposed for subsamping in linear regression as well [MMY13] .
• Double leverage score sampling: each data point is sampled with probability proportional to the "doubled" version of its leverage scores. More specifically,
. This is the optimal sampling strategy if weighted OLS is employed.
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• Predictive-Length (PL) sampling: x i is sampled with probability proportional to its 2 norm; that is, π i ∝ x i 2 . The PL sampling was proposed in [ZMMY15] .
Though not a subsampling method, we also compare our algorithm with the popular D-optimality criterion:
Algorithm 3 Optimization procedure of Eq. (10) and (17) via projective gradient descent 1: Input: design matrices X, Z (optional, only for predictions), backtracking line search parameters α, β ∈ (0, 1), convergence parameter .
Gradient computation: For each data point x i , compute partial derivatives ∂f /∂π i = Σ Backtracking line search: find the smallest s ≥ 0 such that f (π) − f (π) ≤ α∇f (π − π), wherẽ π = P ∆ n−1 (π (t) − β s ∇f ).
6:
Update:
7: end while 8: Output: optimal sampling probabilities π (t) .
• Approximate D-optimality: find a subset S of size k that maximizes det(X S X S ). We invoke the Matlab routine candexch, which implements the Fedorov exchange algorithm [MN94] to approximately compute D-optimal designs.
To facilitate a fair comparison, we focus solely on the unweighted subsampling model, where a subsampling strategy is not allowed to weigh the sampled data points without changing the signal-to-noise level. We also take T = 50 in Algorithm 2 and do not fall back to the greedy subset selection baseline at any point.
Implementation details
Although both Eq. (10) and (17) are convex and can be solved in polynomial time via semi-definite programming (details in Appendix A), such algorithms are not practical because semi-definite programming cannot scale to even moderately sized inputs. To overcome such difficulties, we implement first-order methods for optimizing Eq. (10) and (17), whose running time scales linearly with n (the total number of data points) and is more computationally efficient. More specifically, we consider the projective gradient descent algorithm which updates solution π in iterations and at iteration t we compute
where f (π) is the objective function, s t > 0 are step size parameters and P ∆ n−1 (·) is the projection operator onto the n-dimensional simplex {x ∈ R n : x i ≥ 0, i x i = 1}. Projection onto a probability simplex can be efficiently computed in linear time [DSSSC08] . The gradient ∇f (π) can be computed as
for estimation and
for prediction. Here Σ −1 X = X diag(π)X and Σ Z = Z Z/m. Finally, the step sizes s t are determined by backtracking line search (Armijo's rule) for projective gradient descent [Ber99] with threshold parameter α = 0.5 and shrinkage parameter β = 0.5. Details are presented in Algorithm 5.1.
Synthetic datasets
For synthetic datasets, a p-dimensional linear regression model β ∈ R p is generated by randomly sampling from a multivariate Normal distribution N (0, I p×p ). The labels y are then generated by the linear model Figure 1 : Plots of estimation error β − β 2 2 against number of subsamples k of different subsampling strategies. n = 10000, p = 10 and k ranges from 100 to 1000. From left to right are increased eigenvalue decays of the design matrix X. y = Xβ + ε, where ε are i.i.d. Gaussian white noise with zero mean and σ 2 variance. Since both estimation and prediction error scales linearly with σ 2 and is independent of the subsampling procedure, we set σ = 0.01 for simplicity. The n × p design matrix X is also randomly generated, with each row of X i.i.d. sampled from a multivariate Gaussian N (0, Σ X ), where Σ X = UΛU for some uniformly sampled orthogonal matrix U and fixed diagonal matrix Λ = diag(λ 1 , · · · , λ p ). Different eigenvalue settings are considered, ranging from slow decay (λ k ∝ 1/k), fast power-law decay (λ k ∝ 1/k 3 ) and exponential decay (λ k ∝ e −k ). In addition, we adopt the sampling with replacement setting in our synthetic experiments, where fresh noise are imposed on the same data point x i if it is sampled more than once. This agrees with the settings considered in our theoretical analysis.
In Figure 5 .2 we report estimation error β − β 2 2 for different subsampling strategies, under shared subsampling budget k. The full design matrix X is 10000 × 10 dimensional and the number of subsamples k range from 100 to 1000. We observe that the optimal sampling strategy (depicted in black lines) outperforms the other subsampling methods, including the approximate D-optimality designs. The performance gap is even larger when the design matrix X is closer to singular (e.g., fast spectral decay λ k ∝ e −k ). This is consistent with our theoretical findings in Sec. 4.1, which demonstrate larger gap of rate of estimation error between optimal and uniform subsampling for ill-conditioned designs.
We also report prediction error Figure 5 .2. The performance of both optimal sampling strategies in this paper are provided: Optimal-Sampling (A) corresponds to Eq. (10) and Optimal-Sampling (G) corresponds to Eq. (17). Both the training matrix X and the testing matrix Z are 10000 × 10 dimensional and the number of subsamples k again ranges from 100 to 1000. Each row of the design matrices X and Z are generated i.i.d. from their corresponding underlying distributions N (0, Σ X ) and N (0, Σ Z ). The covariances Σ X and Σ Z are determined in two ways: in the top row of Figure 5 .2, Figure 5 .2 shows that both optimal sampling strategies significantly outperform the other subsampling methods considered in prior work. In addition, Optimal-Sampling (G) performs the best when Z has a significant different distribution from X (e.g., in the bottom right plot) because Optimal-Sampling (G) is the only subsampling strategy that takes the test data Z into consideration.
Real-world data sets
Apart from synthetic data sets, we also test and compare our proposed subsampling algorithms with other baseline methods on two real-world data sets: the cpu relative performance data set [EDF87a] 2 against number of subsamples k of different subsampling strategies. n = m = 10000, p = 10 and k ranges from 100 to 1000. Top row: Σ X = UΛU , Σ Z = VΛV where Λ = diag(λ 1 , · · · , λ p ) and U, V are independent samples of random orthonormal basis. Bottom row: λ k ∝ k −3 and V = orth(U + E), where orth(·) is the Gram-Schmidt orthogonalization procedure and E is a random Gaussian matrix normalized so that E 2 = ξ.
CPU relative performance dataset
CPU relative performance refers to the relative performance of a particular CPU model in terms of a base machine -the IBM 370/158 model. Comprehensive benchmark tests are required to accurately measure the relative performance of a particular CPU, which might be time-consuming or even impossible if the actual CPU has not been on the market yet. In [EDF87a] the authors considered a linear regression model to characterize the relationship between CPU relative performance and several CPU capacity parameters such as main memory size, cache size, channel units and machine clock cycle time. These parameters are fixed for any specific CPU model and could be known even before the manufacturing process. The learnt model can also be used to predict the relative performance of a new CPU model based on its model parameters, without running extensive benchmark tests.
Using domain knowledge, in [EDF87a] the authors narrow down to three parameters of interest: average memory size, cache size and channel capacity, all being explicitly computable functions from CPU model parameters. An offset parameter is also involved in the linear regression model, making the number of variables p = 4. A total of n = 209 CPU models are considered, with all of the model parameters and relative performance collected and no missing data. The [EDF87a] paper applies stepwise linear regression to obtain a linear model. Since in our experimental setting all parameters of interest are known and nuisance parameters excluded, we will simply adopt ordinary least squares (OLS) as our estimator.
In the left panel of Figure 3 we plot the mean-square prediction error of subsampled linear regression model, with the number of subsamples k ranging from 11 to 20, which is far smaller than the entire sample size (n = 209) but still larger than the number of variables (p = 4). As we can see, both optimal subsampling strategies (A and G) achieve stable and low prediction error for a wide range of k values. They also consistently outperform approximate D-optimality. On the other hand, leverage score sampling only achieves comparable performance when the number of subsamples k is large (e.g., k ≥ 16) and has high variance for small k values. The other subsampling methods have even worse prediction error. We also compare the estimated linear modelβ subsample with the OLS estimator on the entire sampleβ ols in Table 1 . ∆β 2 = β subsample −β ols 2 measures the estimation error of subsampled estimators with respect to the full OLS estimator. Table 1 shows that optimal subsampling (A) achieves significantly lower estimation error compared to the other subsampling based methods, and the error decays fast as the number of subsamples k grows. This verifies our theoretical findings that optimal subsampling (A) is near minimax optimal for estimation of regression coefficients.
Gene expression data set of cancer patients
The second real-world data set we use is the gene expression data set of soft-tissue cancer patients. The data set was built by [NWL + 02a] and is publicly availble online [NWL + 02b]. After SVD pre-processing described in [NWL + 02a], the data set consists of 46 soft-tissue cancer patients, each represented by a 5520-dimensional vector. Approximately 6.7% of the data entries are missing in the original data set. We apply k-nearest-neighbor based method for missing data imputation, as is the common practice in gene expression data analysis [TCS + 01]. Similar to the analysis proposed in [MMY13] , we randomly pick a patient from the data set and regress his/her gene expression on the other patients' gene expression vectors. This yields a low-dimensional regression problem, with n = 5520 and p = 45. With the subsampling based approaches in mind, we hope to subsample as few gene expression snippets of a new patient as possible and recover the complete gene expression of that patient using gene expressions of existing patients and also an estimated linear regression model. The mean-square prediction error is then evaluated as the mean squared difference between the predicted and the true gene expression of the new patient and is plotted in the right panel of Figure 3 , with the number of subsamples k ranging from 100 to 200. As shown in the figure, both optimal subsampling algorithms (A and G) consistently outperform the other subsampling strategies when k is not too small. 6 Discussion and concluding remarks Computational Efficiency Our implementation of proposed subsampling algorithms (cf. Sec. 5.1) is relatively computationally efficient: each gradient computation takes O(np 2 ) flops, the same time complexity of fitting an OLS estimator on the full sample set. In addition, empirical evidence suggests that the algorithm converges fast: it converges in 100 iterations to a relative precision of 10 −5 on the most ill-conditioned synthetic design matrix (λ k ∝ e −k ) with n = 10000 design points. In contrast, for the approximate D-optimality implemented with Federov's exchange algorithm, each iteration (i.e., exchange) requires O(nkp 2 ) flops and could be slow if the number of subsamples k is large.
Optimality of derived subsampling based estimators Under the fixed design setting (Sec. 3), our derived subsampling based estimators for both estimation and prediction are nearly minimax optimal up to a (1 + ) relative factor, provided that the number of subsamples k is not too small. It is an intriguing question of whether such conditions on k are necessary and minimal. For the weighted subsampling model, k = Ω( −2 p log(n/ )) is near minimal since Ω(p) data points are absolutely necessary to recover an arbitrary p-dimensional linear regression model β and the −2 term is a typical approximation term that appears in, for example, Johnson-Lindenstrauss transforms [DG03] . The log n term is perhaps loose. It comes from a matrix Bernstein's type argument on an n × n matrix constructed in our graph sparsification proof and might be improvable by a sharper analysis. We conjecture that k = Ω( −2 p log(p/ )) should be sufficient to achieve (1 + )-relative minimax rate for the weighted subsampling model.
On the other hand, under the unweighted subsampling model the number of subsamples k should exceed a threshold that depends on the conditioning of the optimal weighted covariance Σ * or Σ * pred . It is yet unclear what happens in the under-sampling regime when the number of subsamples k does not meet the threshold as specified in Theorem 3.3 and 3.4. Nevertheless, the optimal weighted covariance Σ * and/or Σ * pred are usually well-conditioned and in certain scenarios (e.g., examples covered in Sec. 4.1.1 and 4.1.2) the same conditions are imposed on k for both weighted and unweighted subsampling models.
Sampling with and without replacement Throughout the entire paper we operate under a sampling without replacement scheme, for both weighted and unweighted subsampling models. That is, an subsampling algorithm (estimator) is allowed to sample the same data point more than once and get results contaminated by fresh, independent noise each time. This setting may not be practical in some applications. For example, one cannot expect the same domain expert to provide different labels for the same data point when that data point is labeled more than once. It is then a desired property that a subsampling based estimator only access the response y i of each data point x i at most once. However, the sampling without replacement model poses significant technical challenges, as also remarked in [CKNS15] , because the obtained samples are no longer independently distributed. It remains an open question to characterize the optimal subsampling strategy when repetition of sampled data points is not allowed.
High-dimensional estimation: an open problem This work focuses solely on the so-called "low-dimensional" setting, where both the number of data points n and the number of subsamples k are assumed to be larger than the dimension p of each data point, and the design matrix X is assumed to have full rank. In practice, however, the "high-dimensional" estimation setting where p > n is perhaps more common. Under typical structural assumptions (e.g., sparse linear model) the high-dimensional estimation problem is tractable and popular estimators include the famous Lasso estimator [Tib96] . Minimax rates of the form
are also analyzed in [RWY11] , under certain incoherence type assumptions imposed on the design matrix X. Under the subsampling model, we pose the characterization of the following rate of minimax error as an open problem:
Minimax subsampled high-dimensional estimation:
where k is the maximum number of subsampled data points and the algorithm (estimator) class A(k) can be either the unweighted model A u (k) or the weighted model A w (k) as defined in Sec. (2). To the best of our knowledge, even a computationally infeasible estimator with asymptotically minimax error rate is still unknown.
However, we remark that the SDP formulation is for theoretical purposes only and is not suitable for practical implementation due to its poor scalability. In real-world applications, coordinate descent or even first-order methods like gradient descent might be more appropriate for large-scale data sets.
Appendix B Proofs
We present detailed proofs of technical lemmas and propositions in this section.
B.1 Proof of Lemma 3.1
In this section we give the complete proof of Lemma 3.1, the key lemma for spectral approximation of covariance matrix with leverage score sampling. Most of the proof is based on the seminal analysis of effective resistance sampling for graph sparsification [SS11] . We also apply matrix Berstein inequality in order to get smaller failure probability.
Recall that
is the p × p covariance matrix of the optimally reweighting obtained from solving Eq. (10). Since we assume the original design matrix X has full column rank, Eq. (10) has feasible solutions and Σ * is invertible. Let Φ = diag(π * ) be the optimal reweighting diagnal matrix and
We have the following proposition that lists properties of the n × n matrix Π: Proposition B.1 (Properties of projection matrix). The following properties hold for Π:
1. Π is a projection matrix. That is, Π 2 = Π.
2. im(Π) = im(Φ 1/2 X).
3. The eigenvalues of Π are 1 with multiplicity p and 0 with multiplicity n − p.
Proof. Proof of 1: By definition, Σ * = X ΦX and subsequently
Proof of 2: first note that
For the other direction, take arbirary u ∈ im(Φ 1/2 X) and express u as u = Φ 1/2 Xv for some v ∈ R p . We then have
and hence u ∈ im(Π). Proof of 3: Since Σ * = X ΦX is invertible, the n × p matrix Φ 1/2 X must have full column rank and hence ker(Φ 1/2 X) = {0}. Consequently, dim(im(Π)) = dim(im(Φ 1/2 X)) = p − dim(ker(Φ 1/2 X)) = p. On the other hand, the eigenvalues of Π must be either 0 or 1 because Π is a projection matrix. So the eigenvalues of Π are 1 with multiplicity p and 0 with multiplicity n − p.
Proof of 4: By definition,
In addition, Π is a symmetric projection matrix. Therefore,
The following lemma shows that a spectral norm bound over deviation of the projection matrix implies spectral approximation of the underlying (weighted) covariance matrix.
and S be an n×n non-negative diagonal matrix. If ΠSΠ − Π 2 ≤ for some error parameter ∈ (0, 1/2) then
where Σ * = X ΦX and Σ * = X ΦSX.
We are now ready to prove the main lemma in Sec. 3.3.
Proof of Lemma 3.1. Let X ∈ R k×p be the subsample design matrix andw ∈ R k be the associated weights. Define S to be an n × n non-negative diagonal matrix with S ii = k i /kp i , where p i is the probability of choosing data point x i and k i is the number of times x i is chosen in X. Since Σ * = X ΦX and
kpix ix i = X ΦSX, by Lemma B.1 we only need to show ΠSΠ − Π 2 ≤ 0.1 with probability at least 1 − 0.1 to obtain spectral approximation between Σ * and Σ * . Let v be an n-dimensional random vector defined as
By definition, ΠSΠ = 
Furthermore, applying properties 4 and 3 in Proposition B.1 we have
Applying matrix Bernstein inequality (Theorem C.2) with R = 2p/k and σ 2 = 4p/k, we get
Equating the right-hand side of Eq. (31) with the desired failure probability 0.01 we obtain k = Ω( −2 p log(n/ )).
B.2 Proof of Theorem 3.3
The proof of Theorem 3.3 follows the same line of analysis as the proof of Theorem 3.2. We first present a key lemma bounding the deviation of the subsampled covariance and the underlying optimized weighted covariance
provided that the number of subsamples k is sufficently large. This can be thought as an unweighted version of Lemma 3.1 in Sec. 3.3.
Proof. The proof is identical to the proof of the weighted version (Lemma 3.1), except that the bounds on R and σ 2 are different. Let v be an n-dimensional random vector defined as
Consequently,
−1 2 k and hence by matrix Bernstein inequality (Theorem C.2) the following holds
Equating the right-hand side of Eq. (33) with 1 − 0.01 and applying Lemma B.1 we obtain
2 log(n/ )).
With Lemma B.2, the results in Theorem 3.3 is immediate by following the same proof of Theorem 3.2.
B.3 Proof of Theorem 4.1
In this section we prove the main theorem in Sec. 4.1 that upper bounds subsampled minimax estimation error for low-dimensional linear regression under the random design setting. We first prove the following lemma, which shows that assigning π * i ∝ 1/p(x i |x i ∈ S) will produce a near-identity weighted covariance matrix with high probability.
Lemma B.3. Let F 0 be an underlying data distribution that satisfies Assumption 4.1. Fix , δ ∈ (0, 1/2) and suppose
Draw n data points x 1 , · · · , x n i.i.d. from F 0 and obtain x 1 , · · · , x n by discarding all data points that are not in S. Then with probability at least 1 − δ the following holds:
Proof. We use matrix Bernstein inequality (Theorem C.2) as the main tool of proving this lemma. First observe that
Here the last equation is due to Assumption 4.1. Define
By definition, E[T i ] = 0. In addition, by Assumption 4.1, for any x ∈ S we have x 2 ≤ B and
Matrix Berstein inequality (Theorem C.2) states that Eq. (34) holds with probability ≥ 1 − δ if
which yields n = Ω max B 2 ψ −1 log(p/δ) C 1 (B, p) , log(p/δ) , (1 + B 2 ψ −1 ) log(p/δ) 2 C 1 (B, p)
= Ω
(1 + B 2 ψ −1 ) log(p/δ) min{ , 2 C 1 (B, p)} .
The proof is then completed by noting that n = Ω(n) with high probability because Pr[x ∈ S] ≥ 1/2.
The next lemma upper bounds the normalization constant Z:
Lemma B.4. Fix δ ∈ (0, 1/2) and suppose n = Ω(C 2 (B, p) −2 ψ −2 log(1/δ)). Draw n data points x 1 , · · · , x n i.i.d. from F 0 and obtain x 1 , · · · , x n by discarding all data points that are not in S. Then with probability at least 1 − δ the following holds:
≤ 2C 2 (B, p).
Proof. Define X i = 1/p X (x i |x i ∈ S). It is clear by definition that X i are independent random variables and The proof is then completed by noting that n = Ω(n) with high probability because Pr[x ∈ S] ≥ 1/2.
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. Fix failure probability δ ∈ (0, 1/2) and suppose n = Ω (1 + B 2 ψ −1 + ψ −2 ) log(p/δ) min{1, C 1 (B, p), C 2 (B, p) 2 } .
Applying Lemma B.3 with = 0.5, we have
x i x i p X (x i |x i ∈ S) − C 1 (B, p) · I p×p 2 ≤ 0.5C 1 (B, p) with probability at least 1 − δ/2. By Weyl's theorem (Theorem C.3), this implies
x i x i p X (x i |x i ∈ S)   ≥ 0.5C 1 (B, p), ∀j = 1, · · · , p.
On the other hand, by Lemma B.4 the following holds with probability at least 1 − δ/2:
Combine Eq. (37), (38) using union bound and recall the definition ofπ. We then obtain the following bound on the trace and spectral norm of the weighted covariance matrix with probability at least 1 − δ: 
B.4 Proof of Theorem 4.3
Proof of Theorem 4.3. First, note that for any orthogonal matrix W ∈ R p×p , Xβ = (XW)β withβ = W β and one may estimate β by estimatingβ and then taking the orthogonal transformβ → Wβ. As a result, we may assume without loss of generality that Σ 0 = diag(λ 1 , · · · , λ p ) with λ 1 ≥ · · · ≥ λ p > 0.
Let B 2 = 2tr(Σ 0 ) and S = {x : x 2 ≤ B}. Since E[ Here we applied Sterling's formula to approximate the volume of a p-dimensional ball of radius B. To compute the two constants C 1 (B, p), note that the uniform distribution over a p-dimensional ball of radius B has covariance matrix Finally, applying Theorem 4.1 we complete the proof.
B.5 Proof of Theorem 4.4
In this section we prove Theorem 4.4, the main theorem in Sec. 4.2 that upper bounds the minimax subsampled linear prediction error and gives interpretable subsampling strategies under the random design setting. Let S = {x ∈ R p : x 2 ≤ B}, where B is the parameter defined in Assumption 4.4. Throughout the proof we shall define the following three quantities:
x i x i − S p Z (x)xx dx;
The following lemmas bound the spectral norm of ∆ 1 , ∆ 2 and ∆ 3 with high probability:
where the last inequality is due to the assumption that ≤ Σ 2 . Finally, note that n = Ω(n) with high probability because Pr X [x ∈ S] ≥ 1/2.
The next lemma bounds the spectral norm as well as trace of the weighted covariance matrix Σ * pred under the subsampling probabilitiesπ * specified in Eq. (27). We start with bounding A 2 . Because ∆ 2 ≤ 2 σ p (Σ Z ), applying Weyl's theorem (Theorem C.3) we have
Subsequently,
where the last two inequalities is due to the assumption that ∈ (0, 1/6). 
The proof is then completed by combining Eq. (39) and (40) and noting that 1/(1 − ) ≤ 1 + 2 by conditions on .
The following lemma upper bounds the normalization constant Z in Eq. (27):
Lemma B.8. Fix , δ ∈ (0, 1/2). Let x 1 , · · · , x n be i.i.d. sampled from the underlying data distribution F 0 and let x 1 , · · · , x n be the data points after discarding all x i with x i 2 > B. Suppose n = Ω( −2 ξ 2 log(1/δ)).
Then with probability at least 1 − δ the following bound on Z holds:
