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Abstract
The most important results of standard Caldero´n-Zygmund The-
ory have recently been extended to very general non-homogeneous
contexts. In this survey paper we describe these extensions and
their striking applications to removability problems for bounded
analytic functions. We also discuss some of the techniques that
allow us to dispense with the doubling condition in dealing with
singular integrals. Special attention is paid to the Cauchy Inte-
gral.
0. Introduction
In recent years it has been ascertained that central results of classical
Caldero´n-Zygmund Theory hold true in very general situations in which
the standard doubling condition on the underlying measure is not satis-
fied. This has come as a great surprise to those, the author among them,
that felt that homogeneous spaces were not only a convenient setting for
developing Caldero´n-Zygmund Theory, but that they were essentially
the right context. The list of results that one can prove without resort-
ing to the doubling condition is amazing: the T (b)-Theorem ([D2] and
[NTV3]), the Caldero´n-Zygmund decomposition and the derivation of
weak L1 and Lp bounds, 1 < p < ∞, from L2 bounds ([NTV1], [T1]
and [T2]), Cotlar’s inequality for the maximal singular integral ([NTV1]
and [T3]) and many others ([MMNO], [OP] and [GM]). However, the
L∞-BMO inequality does not follow from the L2 inequality if one insists
in dealing with the standard definition of BMO ([NTV3] and [V3]).
The right notion of BMO in the non-homogeneous setting has been in-
troduced in [T4], where the H1-BMO duality is discussed thoroughly
and some applications are given.
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As it happens in standard Caldero´n-Zygmund Theory, an important
role is played by the maximal Hardy-Littlewood operator associated with
the underlying measure. We will use the centered version, which satisfies
the usual Lp and weak type estimates, even without homogeneity as-
sumptions, by Besicovitch’s covering lemma [MA]. We refer the reader
to [SS] and the references given there for interesting recent developments
on the non-centered version of the maximal Hardy-Littlewood operator
associated with certain non-doubling measures.
The purpose of this survey paper is twofold. First, we want to explain
the reasons that brought us to consider singular integrals of Caldero´n-
Zygmund type on non-homogeneous spaces. Second, we want to satisfy
the curiosity of the interested reader and describe some of the technical
devices that allow us to dispense with the doubling condition. This will
be done in the context of the Cauchy Integral, a model case which has
traditionally attracted a lot of attention and has the advantage of being
technically simple.
In Section 1 we review the notion of homogeneous space and we de-
scribe a couple of examples relevant to subsequent discussions. The con-
nection between the notion of removability for bounded analytic func-
tions and the L2 Theory of the Cauchy Integral is explored in Section 2.
Section 3 is devoted to explain how the T (b)-Theorem of David, Journe´
and Semmes can be used to show that sets satisfying appropriate “geo-
metric” assumptions are removable. It will become clear here that one
should give up homogeneity if the most general geometric situation has
to be dealt with. The three remaining sections are more technical and
are designed to satisfy the reader interested in knowing some details
about how homogeneity can be dispensed with. In them we present a
proof of the T (1)-Theorem for the Cauchy Integral with respect to an
underlying measure that is not supposed to satisfy the standard doubling
condition. Section 4 contains a sketch of the main idea of the proof and
a discussion of the good λ inequality on which it is based. In particular,
we point out the main reason why good λ inequalities behave well in
non-homogeneous situations. In Section 5 we prove Cotlar’s inequality.
Here the reader will see in action one of the simplest and most useful
tricks designed to overcome the difficulties caused by the lack of homo-
geneity. The last section contains a proof of the basic L2 inequality via
Menger curvature, a tool specific to the Cauchy kernel, which, surpris-
ingly enough, has no analogue associated to the higher dimensional Riesz
kernels.
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1. Homogeneous spaces
Recall that an homogeneous space is a metric space E endowed with
a positive Borel measure µ satisfying the doubling condition
µ(2B) ≤ Constµ(B), for all balls B,(1)
where 2B is the ball concentric with B of twice the radius [CoG]. The
meaning of (1) is that the mass that µ gives to the annulus 2B\B is
controlled by a constant times the mass of B. The opposite of that means
that µ(B) is much less than µ(2B\B), and therefore that µ rarefies at
B. The basic example of a doubling measure is, of course, Lebesgue
measure in Rn. A simple example of non-doubling measure is
µ = χQ(x, y) dx dy + χI(x) dx,
where Q is the square [−1, 1] × [−1, 1] and I = Q ∩ R. If B is the
disc centered at (x, y) ∈ Q, y > 0, of radius y, then µ(B) = piy2 while
µ(2B) ' y.
There are two relevant facts about spaces of homogeneous type
that explain their great success. First, they show up very frequently
(see [CoW] and [ST]). Second, most of the central results in the Euclid-
ean setting generalize with little difficulties to the homogeneous setting.
The graph of a Lipschitz function y = A(x), x ∈ Rn, endowed with
the surface measure ds =
√
1 + |∇A(x)|2 dx is an example of homoge-
neous space. The boundary of a bounded Lipschitz domain, with the
surface measure, is another example of a similar nature. Other relevant
examples are the Heisenberg group and Riemannian manifolds. Doubling
measures arise in a large variety of situations, ranging from weights in
the Muckenhoupt classes to derivatives of quasisymmetric homeomor-
phisms of the real line or to the harmonic measure on the boundary of
certain domains. We come now to the notion of Ahlfors regularity, which
provides an important class of spaces of homogeneous type.
An Ahlfors regular set of dimension d is a Borel set in Rn such that
C−1rd ≤ Hd(E ∩B(x, r)) ≤ Crd, x ∈ E, 0 < r ≤ diam(E).(2)
Here Hd denotes d-dimensional Hausdorff measure, B(x, r) the ball of
center x and radius r and diam(E) the diameter of E. Then E has,
locally, positive finite Hd-measure in a uniform way. Clearly the set E
together with the measure Hd|E is a space of homogeneous type.
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Notice that there are rectifiable curves on which the arclength measure
does not satisfy the uniformity condition (2) for d = 1. The graph of
y = xα sin
(
1
x
)
, 0 ≤ x ≤ 1, 1 < α < 2, is an example. If α ≥ 2, then we
obtain a Lipschitz graph, which is an Ahlfors regular set of dimension 1,
as one checks easily.
An interesting fact is that there exist one dimensional Ahlfors regular
sets that are not rectifiable. An example, which will be relevant later on,
is the planar Cantor set of Hausdorff dimension one, whose construction
we review next. Start with an equilateral triangle T of side length 1.
Divide it in 9 equal equilateral triangles of side length 13 and take those
3 that contain the vertices of T . Perform the same operation on each
of the 3 triangles obtained at the first step to get 9 triangles of side
length 19 . Inductively, one gets at the n-th generation 3
n triangles of
side length 3−n. Call their union En. The Cantor set we are referring
to is E =
∞⋂
n=1
En. Notice that the projection of each En onto the real
axis is a fixed interval of length 1 and, consequently, the projection of E
itself is this interval.
Figure 1
Thus E has positive length because a projection does not increase length.
It is easy to convince oneself that E has finite length. Since what you
see inside any of the 3n triangles of the n-th generation is a dilation and
a translation of E, we conclude that (2) holds for d = 1. Thus E is an
Ahlfors regular set of dimension 1.
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Garnett proved in 1970 [G1], in a nice short paper, that E is remov-
able for bounded analytic functions. This amounts to saying that any
bounded analytic function on C\E is constant. We now know that this is
equivalent, for the particular set E, to the unboundedness on L2(H1|E) of
the Cauchy Integral operator defined with respect to the measure H1|E .
The set E is a fascinating object, indeed. It has a subtle smallness
property that explains why its complement does not carry a non-constant
bounded analytic function, or why the Cauchy Integral is unbounded:
in spite of having positive length, E projects into a set of zero length
on almost all directions. By Besicovitch Theory, this is equivalent to
intersecting any rectifiable curve in a set of zero length. One says, in
geometric measure theory, that E is purely unrectifiable [MA]. To sum
up, E is a one dimensional Ahlfors regular compact set, which is purely
unrectifiable and removable.
The rest of this section will be devoted to the description of a beautiful
example, due to P. Mattila, of a set of positive finite length, purely
unrectifiable, such that the length measure restricted to the set is not
doubling. It is the basic example that justifies the interest in developing
Caldero´n-Zygmund Theory in a non-homogeneous context.
We begin by describing an operation we want to perform when a
disc D of radius r and a positive integer m are given. We take a disc of
radius r/m concentric with D and we take m − 1 discs of radius r/m,
internally tangent to the boundary of D and uniformly separated. Notice
that the sum of the radii of the new discs is precisely r. Also there
is a deserted area between the small disc concentric with D and the
m− 1 discs uniformly distributed along the boundary of D.
Start with a disc of radius 1 and with a non-decreasing sequence of
positive integers (mn)∞n=1 tending to ∞. You perform the operation
described above on the given disc for the integer m1. Then you repeat
the operation on each of the m1 discs obtained at the first step for
the integer m2. Inductively, one obtains at the n-th step a family of
n∏
j=1
mj discs of radii rn ≡
(
n∏
j=1
mj
)−1
. Denote their union by En and
set E =
∞⋂
n=1
En.
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Figure 2
Then E has positive finite length, as one can prove without pain. It
can also be shown that E is purely unrectifiable. If D is a disc in the
(n − 1)-th generation, then H1 (D2 ∩ E) ' rn and H1(D ∩ E) ' rn−1.
Since rn−1 = mnrn and the mn tend to ∞, H1|E is not doubling. If
moreover
∞∑
n=1
1
mn
= ∞, then one can use the Borel-Cantelli Lemma to
show that for H1-almost all x ∈ E, the point x belongs to the central
disc for infinitely many generations. Thus the failure of homogeneity
occurs around almost all points in E for infinitely many scales.
2. Removability and the Cauchy Integral
A compact subset E of the plane is said to be removable for bounded
analytic functions if given any open set Ω and any bounded analytic
function f on Ω\E, then f extends to an analytic function on Ω. This
can be easily shown to be equivalent to any bounded analytic function
on the complement of E being constant. For example, a set reduced
to a point is removable and a (closed) disc is not. Painleve´ proved
more than one hundred years ago that if E is a compact set of zero
length, then E is removable. He also asked for a metric, or, even better,
geometric characterization of removable sets. The Painleve´ problem, as
it is now known, is yet unsolved, although important progress has been
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made recently with the help of the Caldero´n-Zygmund Theory of singular
integrals.
If one restricts the attention to subsets of the real line, then the con-
verse of Painleve´’s result is true, so that the removable subsets of the
real line are precisely those of zero length.
Denjoy believed that the same would happen if the real axis were
replaced by a general rectifiable curve, but the argument he found had a
gap. A complete proof of the “Denjoy Conjecture” did not arrive until
Caldero´n obtained in 1977 his famous result on the L2 boundedness of
the Cauchy Integral on Lipschitz graphs with small Lipschitz constant.
The interested reader is invited to consult [CH1] and [V1] for a more
detailed description of these results and their relationship.
Notice that the solution of the Denjoy Conjecture provides an answer
to Painleve´’s problem for a restricted class of compact sets. Another
partial solution of Painleve´’s problem has been provided recently by
G. David and P. Mattila by completing the proof of Vitushkin’s Con-
jecture, which we now proceed to discuss. As we said in the preceding
section, the Cantor set E of Figure 1 is a removable set of positive finite
length. This means that E must have some smallness property, different
from having zero length. We explained in Section 1 that this property
is pure unrectifiability, that is, the property of intersecting each rectifi-
able curve in a set of zero length. Vitushkin conjectured in 1967 [VI]
that among sets of finite length removability is characterized by pure
unrectifiability. That removability implies pure unrectifiability is again
a consequence of Caldero´n’s Theorem, by essentially the same argument
that gives the Denjoy Conjecture. The other implication is the difficult
one. The proof consists of a rather sophisticated argument that gathers
partial contributions of several people.
There are now some presentations of the background of Vitushkin’s
Conjecture and of the main steps of its proof that the reader may find
helpful and interesting, such as [D3] and [V2]. Here we will only indi-
cate the connection of Vitushkin’s Conjecture with the T (b)-Theorem of
David, Journe´ and Semmes.
Let us remark, anticipating some facts that will be described thor-
oughly in the next section, that if you want to prove that a purely un-
rectifiable set E is removable, by using at some point Caldero´n-Zygmund
Theory, you are in trouble if your set is that of Figure 2, because homo-
geneity is missing in this case.
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3. The T (b)-Theorem
Let µ be a positive Borel measure in the plane. Given ε > 0 and a
compactly supported function in L1(µ), set
Cε(fµ)(z) =
∫
|ζ−z|>ε
f(ζ)
ζ − z dµ(ζ), z ∈ C.
One says that the Cauchy Integral maps boundedly Lp(µ) into Lp(µ) (or
that the Cauchy Integral is bounded on Lp(µ)) whenever∫
|Cε(fµ)|p dµ ≤ C(p)
∫
|f |p dµ,(3)
where C(p) is a positive constant independent of ε and of the compactly
supported function f ∈ Lp(µ). If µ has no atoms a necessary condition
for (3) is
µ(D) ≤ C radius(D), for each disc D,(4)
as shown in [D4, p. 56].
The T (b)-Theorem provides a criterion for L2 boundedness of a sin-
gular integral operator T of Caldero´n-Zygmund type. Since we do not
want that technical details complicate the understanding of the main
ideas we discuss the T (b)-Theorem only for the particularly important
case in which the operator T is the Cauchy Integral.
Assume that our underlying measure µ satisfies (4) and that for some
bounded µ-measurable function b and some positive constant C, we have
|Cε(bµ)| ≤ C, ε > 0.(5)
Assume further that b satisfies the following non-degeneracy condition,
called paraaccretivity:
µ(D) ≤ C
∣∣∣∣∫
D
b dµ
∣∣∣∣ , for some C > 0 and all discs D.(6)
Then the T (b)-Theorem asserts that the Cauchy Integral is bounded on
L2(µ) (and, in fact, on Lp(µ), 1 < p < ∞). The boundedness hypothe-
sis (5) can be replaced by a weaker condition involving BMO(µ), but we
will not discuss this fact further.
The T (b)-Theorem was first proved by David, Journe´ and Sem-
mes [DJS] in 1985 under the additional assumption that µ satisfies the
doubling condition (1). The non-homogenenous version we just stated
is proved in [NTV3] and was preceded by a slightly different version
used by David in [D2]. Early pioneer work by Nazarov, Tolsa, Treil and
Volberg should also be mentioned. Prompted by the author, Tolsa [T1]
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solved in his thesis the special case b = 1 in the non-homogeneous set-
ting. In [NTV4] the same result was independently obtained by different
methods and for more general kernels.
The connection of the T (b)-Theorem with removability, found by
M. Christ [CH2], is as follows. Assume that one wants to prove the
difficult part of Vitushkin’s Conjecture, that is, that a purely unrectifi-
able set E is given and one wants to show that E is removable. Equiv-
alently, one can assume that E is non-removable and then one has to
find a rectifiable curve intersecting E in a set of positive length. The
construction of such a curve is not an easy matter. One has to use a
quadratic condition discovered by P. Jones [J1] and [J2], involving some
geometric quantities called beta numbers, that tell us when a given com-
pact set is a subset of a rectifiable curve. The beta numbers in turn are
estimated, in favourable circumstancies, by another geometric quantity
called Menger curvature (see Section 6), which is directly related to the
L2 boundedness of the Cauchy Integral. For a description of all these
facts the reader is referred to [D3] or [V2]. What is important for us
here is that a rectifiable curve intersecting E in a set of positive length
can be constructed provided one finds a subset F of E of positive length
such that the Cauchy Integral is bounded on L2(H1|F ). The existence of
such an F follows from the non-removability property of E by a beautiful
idea of M. Christ, which we describe next.
Set µ = H1|E . By the standard density theorems for Hausdorffmeasure
you easily reduce matters to the case in which the growth condition (4)
is satisfied. The example of Figure 2 shows, however, that we cannot
expect to have the doubling condition (1). Since E is not removable,
there exists a non-constant bounded analytic function B on C\E. Using
Cauchy’s Integral formula and a limiting argument one finds readily a
function b in L∞(µ) such that
B(z)−B(∞) =
∫
b(ζ)
ζ − z dµ(ζ), z /∈ E.
From the above identity and an averaging process we obtain
|Cε(bµ)(z)| ≤ C‖B‖∞, ε > 0, z ∈ E.
Since B′(∞) ,= 0, as one can assume without loss of generality, one can
see that
∫
b dµ ,= 0; but this unfortunately does not localize to give the
paraaccretivity condition (6). M. Christ’s idea was to run a stopping
time argument to discard places where (6) fails. Doing things carefully
one is still left with a set F of positive length on which the T (b)-Theorem
can be applied to get L2(µ)-boundedness of the Cauchy Integral. The
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above strategy works rather smoothly in the homogeneous context, but
gets much more complicated in the general case, in which new ideas
are required to overcome the technical difficulties caused by the lack of
homogeneity (see [D2], [DM] and [NTV2]).
4. The T (1)-Theorem for the Cauchy Integral: the good
λ inequality
In this and the next two sections, of a more technical nature, we try
to explain how one can avoid using the doubling condition in dealing
with typical problems of Caldero´n-Zygmund Theory, such as estimating
a singular integral operator in L2 or proving a pointwise estimate for the
maximal operator associated to the truncations of a singular integral
(Cotlar’s inequality).
More concretely, we would like to describe the author’s proof, a sim-
plification of Tolsa’s original argument, of the T (1)-Theorem for the
Cauchy Integral. We state again the result, for the sake of clarity.
Let µ be a positive Borel measure in the plane satisfying the growth
condition (4). If the Cauchy Integral is bounded on L2(µ), then applying
(3) for p = 2 and f = χD, D a disc, we obtain∫
D
|Cε(χDµ)|2 dµ ≤ Cµ(D), for each disc D,(7)
and for some positive constant C independent of ε > 0 and D. The con-
tent of the T (1)-Theorem is that, conversely, (7) implies L2(µ) bound-
edness of the Cauchy Integral.
Theorem. Condition (7) implies that the Cauchy Integral is bounded
on L2(µ), that is,∫
|Cε(fµ)|2 dµ ≤ C
∫
f2 dµ, f ∈ L2(µ), ε > 0.
If µ is a doubling measure, then (7) can be seen to be equivalent to
“C(1) belongs to BMO(µ)” and thus the preceding statement is just the
T (1)-Theorem for the Cauchy Integral.
Fix ε > 0. The strategy for proving the theorem consists in finding
inside each disc D a “big piece” in the sense of G. David [D1]. A big
piece inside D is a subset E of D such that µ(E) ≥ 99100µ(D) and
µ{z ∈ E : C∗ε (fµ)(z) > t} ≤
C
t2
∫
f2 dµ, f ∈ L2(µ),(8)
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where the constant C does not depend on ε and
C∗ε (fµ)(z) = sup
δ≥ε
|Cδ(fµ)(z)|.
In other words, E is a subset of D that occupies 99% of the measure
of D and on which C∗ε has a weak L2 estimate. Once you have this
the rest of the proof follows very closely the argument in [D1]: one
shows that there is a good λ inequality between C∗ε and the centered
Hardy-Littlewood maximal operator with respect to the measure µ. By
Besicovitch’s covering lemma the centered maximal operator has the
standard Lp estimates, even without the doubling condition on µ, and
because of the good λ inequality these estimates transfer to C∗ε , with
constants independent of ε. The only point that has to be checked
carefully is that the classical way of establishing a good λ inequality
from (8) does not need the doubling condition. Since this is a key step
in avoiding doubling we describe a few more details about it.
The concrete form of the good λ inequality we need is the following.
For each η > 0 there exists γ = γ(η) > 0 small enough so that
(9) µ{z : C∗ε (fµ)(z) > (1 + η)t and Mµ(f2µ)1/2(z) ≤ γt}
≤ 1
2
µ{z : C∗ε (fµ)(z) > t},
where
Mµ(g)(z) = sup
r>0
1
µ(D(z, r))
∫
D(z,r)
|g| dµ
is the centered maximal operator. To prove (9) you follow the standard
method, which is briefly described below.
Set Ω = {z : C∗ε (fµ)(z) > t}. Using Whitney’s decomposition of the
open set Ω one can find a covering of Ω by open discs Dj = D(aj , rj)
that have the finite intersection property and moreover are Whitney
discs, that is, their size is comparable to their distance to the boundary.
Concretely one can manage to obtain rj = 15 dist(aj , ∂Ω). Thus the
family {4Dj} has again the finite intersection property.
Inequality (9) is then reduced to its local version
(10) µ{z ∈ Dj : C∗ε (fµ)(z) > (1 + η)t and Mµ(f2µ)1/2(z) ≤ γt}
≤ αµ(4Dj),
where η > 0 and 0 < α < 1 are given and γ = γ(η,α) is small enough.
The small number α is introduced to compensate the constant in the
finite intersection property in order to produce the factor 12 in the right
hand side of (9).
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Inequality (10) is proved basically as in the classical context. Under
our present hypothesis we cannot use the doubling condition to say that
µ(4Dj) ≤ Cµ(Dj) before summing on j. But one does not really need
such an estimate, because the union of the discs 4Dj is Ω (and they
have the finite intersection property). Therefore doubling is somehow
absorbed by the open set Ω. The conclusion is that good λ inequalities
behave well when the doubling condition is not present. This was already
observed in [SA].
Section 6 will be devoted to the construction of the big piece E inside
a given disc D. Instead of (8) we will get∫
E
|Cε(fµ)|2 dµ ≤ C
∫
f2 dµ, f ∈ L2(µ), ε > 0,(11)
which yields (8) via a Cotlar type inequality. The precise form of the
Cotlar type inequality we need is
C∗ε (fµ) ≤ C{Mν(|Cε(fµ)|2)1/2 + Mν(|f |2)1/2},(12)
where ν = χEµ. It is clear that (11) and (12) imply (8), by the weak L1
type estimate for the centered maximal operator.
The derivation of (12) from (11) in the non doubling context involves
what seems to be one of the the most useful tricks in dealing with non-
homogeneous situations. It is a beautiful simple idea, which appeared
for the first time in [DM] and was used to prove (12) in [T3]. It will be
discussed in detail in the next section.
5. Cotlar’s inequality
The variant of Cotlar’s inequality we will discuss is
C∗ε (fµ) ≤ C{Mµ(|Cε(fµ)|2)1/2 + Mµ(|f |2)1/2},(13)
where µ, as before, is a positive Borel measure satisfying the growth
condition (4). We also assume that we have the L2 inequality∫
|Cε(fµ)|2 dµ ≤ C
∫
|f |2 dµ, f ∈ L2(µ).
This is not exactly the situation we had in the previous section but it is
simpler, and the main idea will be understood more conveniently under
our assumptions. By basically the same type of argument one gets (12)
from (11).
To prove (13) we fix a point a and a δ ≥ ε. We are supposed to
estimate |Cδ(fµ)(a)|. In the standard doubling context one lets D to be
the disc centered at a of radius δ, splits the function f as f = fχD +
fχDC and then remarks that Cδ(fχDC ) has controlled variation on the
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disc D2 . One ends up taking an average on
D
2 and at this point one uses
“doubling” in the form µ(D) ≤ Cµ (D2 ). Suppose now that the doubling
condition fails so wildly that we have
µ(2jD) > 3µ(2j−1D), j = 0, 1, . . . , N.
Then µ(D) ≤ 3−Nµ(2ND) ≤ ( 23)N δ. If the above inequality holds for
all N , then µ(D) = 0, which is not the case because we can assume that
a belongs to the support of µ. Therefore, for some N ,
µ(2ND) ≤ 3µ(2N−1D).(14)
Assume that N is in fact the first non negative integer for which (14)
holds. Then
µ(2jD) ≤ 3−(N−1−j)µ(2N−1D), j = 0, 1, . . . , N − 1.
Therefore we have shown that if doubling fails with constant 3 for many
generations then the mass of D decreases geometrically faster than its
radius. This enables us to compare Cδ(fµ)(a) with C2Nδ(fµ)(a):
|Cδ(fµ)(a)− C2Nδ(fµ)(a)| ≤
N∑
j=1
|C2j−1δ(fµ)(a)− C2jδ(fµ)(a)|
≤
N∑
j=1
∫
2jD\2j−1D
|f(z)|
|z − a| dµ(z)
≤ C
N∑
j=1
2−jδ−1µ(2jD)Mµ(f)(a)
≤ CMµ(f)(a)
N∑
j=1
2−jδ−13−(N−1−j)µ(2N−1D)
≤ CMµ(f)(a)
N∑
j=1
(
2
3
)N−1−j
≤ CMµ(f)(a).
Since we can apply the classical argument to estimate C2Nδ(fµ)(a), be-
cause of (14), we are done.
To complete the proof of the T (1)-Theorem for the Cauchy Integral
we are left with the task of proving (11). This is done in the next section
by means of Menger curvature and Schur’s Lemma.
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6. Menger curvature
What we did in the previous two sections works for standard Caldero´n-
Zygmund kernels in Rn. To prove inequality (11), which is the only task
left, we will use next a special positivity property of the Cauchy kernel
that is not shared by the Riesz kernels of the form x|x|d+1 , x ∈ Rn, with
n ≥ d > 1.
The following simple lemma [ME] was first applied to estimate the
Cauchy Integral by the author in [MV] and then by the author and
P. Mattila in [MMV].
Lemma. Given three distinct points z1, z2 and z3 in the plane, one has∑
σ
1
(zσ(2) − zσ(1))(zσ(3) − zσ(1)) =
1
R2
,
where the sum is over the permutations of the set {1, 2, 3} and R is the
radius of the circle through z1, z2 and z3.
The quantity c(z1, z2, z3) = 1R is called Menger curvature associated
to the given triple. It is defined as zero if two of the three points coincide.
The proof of (11) is based on the formula [V3]
(15) 2
∫
D
|Cε(fµ)|2 dµ + 4Re
∫
Cε(fµ)Cε(χDµ)f dµ
=
∫∫∫
Sε
c2(z, w, ζ)f(z)f(w)χD(ζ) dµ(z) dµ(w) dµ(ζ)+O
(∫
f2 dµ
)
,
where f is a real function in L2(µ), D is a disc and
Sε = {(z, w, ζ) ∈ C3 : |z − w| > ε, |z − ζ| > ε and |w − ζ| > ε}.
Taking f = χD one gets
6
∫
D
|Cε(χDµ)|2 dµ =
∫∫∫
Sε∩D
c2(z, w, ζ) dµ(z) dµ(w) dµ(ζ)+O(µ(D)).
In particular (7) is equivalent to∫∫∫
D3
c2(z, w, ζ) dµ(z) dµ(w) dµ(ζ) ≤ Cµ(D),(16)
which is the author’s way of exploiting the lemma in estimating the
Cauchy Integral. The basic idea for the problem at hand is that to
estimate
∫
D |Cε(fµ)|2 dµ you are going to use (15), which relates directly
this quantity to the hypothesis (7) via its equivalent formulation (16).
It can be shown that the second term in the left hand side of (15) is
absorbed by the first. This is not completely obvious and, in fact, the
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actual definition of the big piece E is designed to take care of this second
term too. But we prefer to overlook this secondary point to focus on the
central difficulty.
Thus the only term which is not yet under control is the first term in
the right hand side of (15). Set
K(z, w) = KD(z, w) =
∫∫
D
c2(z, w, ζ) dµ(ζ),
and Kf(z) =
∫
K(z, w)f(w) dµ(w), so that the first term in the right
hand side of (15) is estimated by∫
Kf(z)f(z) dµ(z).(17)
We wish to apply Schur’s Lemma to the operator K and for that we
need ∫
K(z, w) dµ(w) ≤ C, z ∈ C,
which unfortunately does not necessarily hold. But (16) translates into∫
D
(∫
D
K(z, w) dµ(w)
)
dµ(z) ≤ Cµ(D),
and thus, by Chebyschev’s inequality,∫
D
K(z, w) dµ(w) ≤ C, z ∈ E,
for some subset E of D of measure µ(E) ≥ 99100µ(D).
If f ∈ L2(E), then Schur’s Lemma gives∫
E
(Kf)2 dµ ≤ C
∫
E
f2 dµ,
and thus (17) can be estimated by C
∫
E f
2 dµ. Hence Cε maps boundedly
L2(E) into L2(D). By duality Cε maps L2(D) into L2(E) boundedly.
Since it is a standard matter to show that Cε maps L2(DC) into L2(D)
boundedly [V3], we obtain the desired conclusion that Cε maps bound-
edly L2(C) into L2(E). This completes the proof of the T (1)-Theorem.
Unfortunately the strategy we have been describing cannot be applied
to more general kernels in Rn, because nothing exists like the lemma
stated at the beginning of this section [F]. To deal with the general
situation in Rn one must use another approach, namely the Coifman-
Jones-Semmes idea of writing the matrix of the operator in the Haar
basis and estimating the terms outside the main diagonal. Of course,
lack of homogeneity complicates the technical details and new ideas are
required (see [DM], [D2] and [NTV2]).
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