Abstract. This paper examines trend uncertainties in layer-average free atmosphere temperatures arising from the use of different trend estimation methods. It also considers statistical issues that arise in assessing the significance of individual trends and of trend differences between data sets: Possible causes of these trends are not addressed. We use data from satellite and radiosonde measurements and from two reanalysis projects. To facilitate intercomparison, we compute from reanalyses and radiosonde data temperatures equivalent to those from the satellite-based Microwave Sounding Unit (MSU). We compare linear trends based on minimization of absolute deviations (LA) and minimization of squared deviations (LS). Differences are generally less than 0.05øC/decade over 1959-1996. Over 1979-1993, they exceed 0.10øC/decade for lower tropospheric time series and 0.15øC/decade for the lower stratosphere. Trend fitting by the LA method can degrade the lower-tropospheric trend agreement of 0.03øC/decade (over 1979-1996) previously reported for the MSU and radiosonde data. In assessing trend significance we employ two methods to account for temporal autocorrelation effects. With our preferred method, virtually none of the individual 1979-1993 trends in deep-layer temperatures are significantly different from zero. To examine trend differences between data sets we compute 95% confidence intervals for individual trends and show that these overlap for almost all data sets considered. Confidence intervals for lower-tropospheric trends encompass both zero and the model-projected trends due to anthropogenic effects. We also test the significance of a trend in d(t), the time series of differences between a pair of data sets. Use of d(t) removes variability common to both time series and facilitates identification of small trend differences. This more discerning test reveals that roughly 30% of the data set comparisons have significant differences in lower-tropospheric trends, primarily related to differences in measurement system. Our study gives empirical estimates of statistical uncertainties in recent atmospheric temperature trends. These estimates and the simple significance testing framework used here facilitate the interpretation of previous temperature trend comparisons involving satellite, radiosonde, and reanalysis data sets.
Introduction
Since 1979 the satellite-based Microwave Sounding Units (MSU) have measured the upwelling microwave radiation from oxygen molecules. These observations have been used to monitor the vertically weighted temperature of deep atmospheric layers [Spencer and Christy, 1992a The MSUb and MSUc data spanned the periods 1979-1995 and 1979-1997, respectively, while MSUd was available for 1979-1998. All three versions of the MSU data were in the form of monthly means on a 2.5 ø x 2.5 ø latitude/longitude grid. For each version, data were available for the 2•, retrieval and channels 2 and 4, which provide information on (vertically weighted) mean temperatures in the lower troposphere, midtroposphere and lower stratosphere, respectively. The nominal maxima of the weighting functions for these three channels are at 740, 595, and 74 hPa.
Reanalysis Data
Reanalysis projects use a numerical forecast model of the atmosphere with a fixed observational data assimilation system [Trenberth, 1995] . The model output is not a direct observation of the climatic state, since it is influenced by the data assimilation strategies and numerical models that are employed. However, it does yield internally consistent climate data uncontaminated by the changes in model physics that typically affect operational analyses [Trenberth and Olson, 1991] .
We use data from two separate reanalyses. The first is that performed by the European Centre for Medium-Range Weather Forecasts (ECMWF) and is referred to henceforth as ERA (ECMWF Re-Analysis) [see Gibson et al., 1997] . The second is that conducted jointly by the National Center for Environmental Prediction (NCEP) and the National Center for Atmospheric Research (NCAR). We refer to this as NCEP [see Kalnay et al., 1996] . The reanalyses are of different lengths: NCEP covers the period January 1958 through December 1997, while ERA data are available from January 1979 through February 1994. Monthly-mean reanalysis data were interpolated to a common 2.5 ø x 2.5 ø latitude/longitude grid to facilitate intercomparisons. Temperature data from NCEP and ERA were available on 17 discrete pressure levels.
The two reanalyses differ not only in terms of the physics and resolution of the numerical forecast models that they use but also in terms of the data assimilation strategies employed, particularly with regard to the assimilation of satellite data. It is therefore difficult to isolate the exact cause or causes of the differences in the climate changes that ERA and NCEP simulate (see S99). monthly CLIMAT reports. In HadRTi.1 (HadRT1.2), station data were gridded to 5 ø x 10 ø (10 ø x 20 ø) latitude/longitude boxes. The different gridding procedures result in a substantial coverage increase in HadRT1.2 relative to HadRTi.1 (see S99). Other differences between HadRTi.1 and HadRT1.2 are discussed by Parker et al. [1997] .
While HadRTi.1 is available in the form of monthly-mean anomalies from January 1958 through December 1996, The third radiosonde data set used here consists of virtual or "thickness" temperatures computed from the height differences between specific pressure levels [Angell, 1988] . We refer to this subsequently as "ANGELL." Thickness temperatures in ANGELL were estimated using individual (daily or twice daily) soundings from a network of 63 stations. Possible effects on global-average temperature estimates arising from this sparse coverage and from instrumental inhomogeneities have been discussed by Trenberth and Olson [1991] , Gaffen [1994] , and S99. Elliott et al. [1994] additionally consider the effect of both real and apparent humidity changes (the latter due to radiosonde humidity sensor changes) on ANGELL virtual temperatures. The ANGELL data are available in the form of global-mean seasonal-mean anomalies (relative to a 1958-1977 base period) from December to February (DJF) 1958 through DJF 1998.
Computation of Equivalent MSU Temperatures
To facilitate comparison with the actual MSU deep-layer temperatures for the 2LT retrieval and channels 2 and 4, we computed equivalent MSU temperatures from NCEP, ERA, HadRTi.1, and HadRT1.2. This was not possible for the ANGELL data, since these exist in the form of layer-average temperatures only. Nevertheless, the ANGELL data were included in our study because they figure prominently in previous comparisons of MSU-and radiosonde-derived temperature trends [e.g., Christy et al., 1997, 1998 ].
We computed equivalent MSU temperatures in two ways, using both a radiative transfer code and a static weighting function [see Spencer and Christy, 1992a] . The former approach accounts for land/sea differences in surface emissivity and for variations in atmospheric moisture as a function of space and time, while the latter approach does not. 
Linear Trend Sensitivity to Fitting Method
To investigate the sensitivity of linear trends to the choice of fitting method, we use global-mean seasonal-mean temperature anomalies from the data sets described in section 2. All anomalies are defined with respect to 1979-1993 climatological seasonal means. We consider sensitivities to fitting method for short-term trends over 1979-1993 (the period of overlap between the data sets used here) and for longer-term trends over 1959-1996 (the period of overlap between the NCEP, HadRTi.1, HadRT1.2, and ANGELL data sets). This yields time samples of nt = 60 and nt = 152, respectively.
Previous comparisons of linear trends in different temperature data sets have almost invariably used a least-squares estimator of the trend [e.g., Parker et al., 1997; Christy et al., 1998; S99]. Alternative linear trend estimators exist, which are less sensitive to outliers [see, e.g., Lanzante, 1996] . One such estimator involves minimization of the absolute deviations between the data and the linear fit [Press et al., 1992] . We refer to these two approaches subsequently as "LS" (least squares) and "LA" (least absolute deviation).
Channel 4
Over the period of the MSU record, lower stratospheric temperature anomalies typically show pronounced cooling (see Figure 1 ). In the radiosonde data this cooling is sustained over an even longer period of time (the reasons why long-term cooling is not evident in the 40-year NCEP reanalysis are discussed in S99). It is likely that some portion of this multidecadal cooling of the lower stratosphere is related to the combined anthropogenic effects of stratospheric ozone depletion and an increase in atmospheric CO2 and other greenhouse gases [Ramaswamy et Table 6 ). The latter study showed that channel 4 trend uncertainties arising from the version of the MSU or HadRT data used and the method used to compute an equivalent MSU temperature never exceeded 0.037øC/decade. The trend differences resulting from the choice of linear fitting method are much larger than this, exceeding 0.10øC/decade in 7 out of 13 cases (for the "Volcano Included" results in Linear trends (øC/decade) in global-mean seasonal-mean temperature for three deep atmospheric layers, as estimated from reanalyses (NCEP, ERA), the satellite-based Microwave Sounding Unit (MSUb, MSUc, and MSUd), and radiosondes (HadRTI.1, HadRT1.2, and ANGELL). All trends were computed over 1979-1993. The atmospheric layers considered are the lower troposphere, midtroposphere, and lower stratosphere, as defined in terms of the characteristics of the MSU weighting functions for the 2L? retrieval and channels 2 and 4, respectively. To facilitate comparison of trends in disparate data sets, "equivalent" MSU temperatures were computed from the NCEP and ERA data sets using two approaches: a global-mean weighting function (WF) and a radiative transfer code (RT; see section 3). Only the WF approach was used for computing equivalent MSU temperatures from the HadRT data sets. Trends estimated from the NCMASK, ERMASK, and MSUMASKc data sets were obtained after subsampling the globally complete reanalyses and MSUc with the actual coverage changes in HadRTi.i. Linear trends were fitted using both a conventional least squares approach (LS) and a method that minimizes the absolute deviations (LA). The trend differences arising from use of different fitting methods (LS minus LA) are also shown. The final three columns give trends computed after removing most of the effects of the E1 Chich6n and Pinatubo eruptions from time series of lower-stratospheric temperatures. are larger than LA trends (Tables la and lb) . This is in part due to the lesser weight that LA trend estimates give to the large positive temperature anomalies associated with E1 Nifio events, which are more prominent near the end of the record (Figure 3) . Second, trend differences between the LA and LS methods (over 1979-1993) are larger than those arising from coverage differences, version of the MSU data, and the method used to compute an equivalent MSU temperature (see Table la above and Table 6 in S99). The two linear fitting methods give lower tropospheric trend differences ->0.05øC/ decade in 6 out of 13 cases and ->0.10øC/decade in 1 case (Table la) 
Statistical Significance of Individual Trends
In this section we consider how the significance of individual trends should be assessed when the data are strongly autocorrelated. We do this primarily within the framework of a model consisting of a linear trend plus noise, where the noise is assumed to have a lag-1 autocorrelation structure. Lower tropospheric trend agreement between MSU and various radiosonde data sets. All trends (in øC/decade) were computed using global-mean seasonal-mean anomaly data and are given for two periods (1979-1993 and 1979-1996) 
The regression residuals, e(t), are defined as e(t) = x(t) -•(t); t = 1, --., n,.
For statistically independent values of e (t), the standard error of b is defined as
[Znt (t __ •)211/2 Lag-1 autocorrelation coefficients (r•) and effective sample sizes (he) for the global-mean seasonal-mean (SEAS) and annual-mean (ANN) anomaly data described in Table la . The actual sample size (nt) is 60 for seasonal-mean data and 15 for annual-mean data. Effective sample sizes are reported to the nearest integer, but full precision was retained for calculating adjusted standard errors.
By substituting the estimated effective sample size n e for/t t in (4), one obtains "adjusted" estimates of the standard deviation of regression residuals (S'e) and hence of the standard error (s•,) and t ratio (t•,). We refer to this modification of the NAIVE approach as adjusted standard error (AdjSE). A third variant, AdjSE + Adjusted Degrees of Freedom (AdjSE + AdjDF), involves use of the effective sample size n e not only in computation of the adjusted standard error but also in the indexing of the critical t value.
One interesting issue is whether r• should be estimated directly fromx(t) or from the regression residuals e(t). In the presence of a large overall trend in x(t), the former approach yields higher estimates of r•, since the trend inflates the lag-1 autocorrelation. We examined the sensitivity of our significance test results (and of our adjusted confidence intervals; see section 5.1) to the choice of how r• is estimated and found this sensitivity to be small for the layer-average temperature time series used here. This reflects the fact that over the short period of the satellite record, the LS linear trends explain only a small portion of the overall variance of the time series. The large volcanic warming signatures (in the lower stratosphere) and the large amplitude variability associated with E1 Nifio (in the troposphere) dominate the lag-1 autocorrelation, which is why we find that r• is not very different if estimated from x(t) or e (t). Here we have chosen to estimate r • from e (t) and note that this choice leads to slightly smaller "adjusted" standard errors and a slightly more liberal test for the significance of the trend in x (t).
Results
The 
Statistical Significance of Trend Differences
We use two approaches to assess the significance of trend Note that different null hypotheses are being examined in Sensitivity of unadjusted and adjusted 95% confidence intervals to length of record. Results are for MSUd least squares linear trends in lower-tropospheric temperature computed over three different intervals (1979-1993, 1979-1997, and 1979-1998) . LS trends and confidence intervals are given in øC/decade and are based on both seasonal-mean and annual-mean anomaly data. Also shown for unadjusted and adjusted results are the lag-1 autocorrelation (r•) of the regression residuals e(t), the actual 2 or effective sample sizes (nt and ne), and the variance of e(t) (Se 2 and Se'). these two approaches. In the first approach, we are testing whether the individual trends in x(t) and y(t) are drawn from the same population. In the second method, we are testing whether differences in data treatment (measurement methods, spatial coverage, the version of the dataset, or the methods used to compute an equivalent MSU temperature) have a significant effect on the trends.
• +_ s•,•). The second method that we employ uses the difference time series d(t) = x(t) -y(t) and then determines whether b a, the trend in d(t), is significantly different from zero. Operating on the difference time series reduces noise levels by subtracting variability common to x(t) and y(t). This

Confidence Interval Method
Given the raw standard errors St, x and St, y, the P% confidence intervals for bx and by can be determined assuming that the sampling distributions of b x and by are Gaussian. This is a reasonable assumption if the temporal sample size is large (>30), as in calculation of the unadjusted standard errors St, x and St, y (where n t = 60 seasons). In this case, the unadjusted 95% confidence interval is simply bx + 1.96 (St, x), with the 95% confidence interval for by defined similarly.
However, for the seasonal-mean anomaly data considered here, values of tt e used for calculating the adjusted standard errors are invariably <<30 (see Table 3 ). To determine the ' and s' it is more appropri-95% confidence intervals for s t,x t,y, ate to assume that b x and by are distributed as Student's t.
Since the t distribution gives greater "weight" (i.e., assigns greater probability) to the tails than the normal distribution [see, e.g., Wilks, 1995] , the small-sample confidence intervals estimated with the t distribution are wider than the corresponding confidence intervals estimated with the normal distribution. For tt e = 5, for example, (the smallest effective sample size in Table 3 ), the estimated 95% confidence interval is b x _+ 2.57 (S•,x), which is nearly 30% larger than in the normal distribution case.
In the following, we assume that bx and by are normally Table 4 ). This is largely due to the strong E1 Nifio event in 1998.
Sensitivity of the estimated confidence intervals to the length of record is comparatively small (-20-30%), at least for the MSUd 2LT data. Our previous conclusion that the adjusted 95% confidence intervals for short timescale 2LT trends are large and encompass both zero and model predictions is therefore robust.
Difference Series Method
An alternative method to identify small trend differences embedded in noisy time series is to examine the difference time series d(t) = x(t) -y(t). In our case, it is meaningful to consider pairwise differences in x(t) and y(t), since both purportedly represent temperature fluctuations in the same atmospheric layer and over the same time period. Differencing facilitates identification of overall trend differences by removing variability that is common to both time series. An analysis of this kind is typical of statistical assessments of the effects of physical or chemical treatments [e.g., Dixon and Massey, 1983].
Here we consider whether there are significant trend differences that may be related to differences in the system used to estimate temperature, in the version of the data set, in spatial coverage, and in the method used to compute an equivalent MSU temperature.
To determine whether any trend ba in d (t) is significantly different from zero, we proceed as in eqs. (1) We infer from this result that differences in measurement systems can have a significant impact on lower tropospheric temperature trends. Other factors do not yield significant differences in 2LT trends, although the trend difference between HadRTi.1 and HadRT1.2 (largely related to coverage differences; see S99) is significant at the 5% level. For channel 2, most of the trend differences significant at the 5% level or better involve HadRT1.2 and MSUMASKc (Table 5b) . These have the largest negative and positive midtropospheric trends over 1979-1993 (-0.098 and +0.052øC/decade, respectively; see Table la For channel 4, all difference series tests involving the AN-GELL data set yield trend differences that are significant at the 1% level (Table 5c) Is a trend in data setx(t) significantly different from zero or from that in data set y(t)? This is the next issue that we have addressed. We used three different methods to assess the sig- For assessing the significance of trend differences, we used two complementary approaches, the "confidence interval" and "difference series" methods. In the former, we compute the "unadjusted" and "adjusted" 95% confidence intervals for LS linear trend estimates. The unadjusted intervals are based on a large-sample normal approximation, while the larger adjusted intervals account for temporal autocorrelation effects (through the effective sample size) and rely on a small-sample t distribution approximation. For the adjusted 95% confidence intervals, there is always overlap between the intervals estimated for different data sets. This holds for all three atmospheric regions considered here. It also holds, in all cases except ANGELL's lower-stratospheric trend over 1979-1993, for the unadjusted 95% confidence intervals. In virtually all cases, therefore, we cannot reject the null hypothesis that the trends in the individual satellite, radiosonde, and reanalysis data sets are drawn from the same population. Our results also show that for the 2LT trends over 1979-1993, the large adjusted 95% confidence intervals for all data sets encompass both zero and the modelprojected trends due to anthropogenic effects. This conclusion does not depend on whether adjusted confidence intervals are computed with seasonal-mean or annual-mean data.
The "confidence interval" test is not an efficient way of discerning relatively small trend differences that are embedded As for Table 54 , but for midtropospheric (channel 2) trend differences between various data sets. in noisy time series. In the "difference series" approach we use d(t), the time series of paired differences between x (t) and y(t). This markedly reduces noise levels by subtracting variability components common to x (t) and y (t) and facilitates the identification of trend differences arising from different data treatment methods. We then test whether the LS trend in d (t) is significantly different from zero, using the same three approaches employed for testing significance of individual trends. For the lower tropospheric trends, our preferred approach (AdjSE + AdjDF) indicates that significant trend differences exist between ERA and all other data sets except HadRTI.1 and MSUMASKc (which have a positive 2LT trend over 1979-1993, like ERA). In the midtroposphere, most of the trend differences significant at the 5% level or better involve HadRT1.2 and MSUMASKc, the two data sets with the largest negative and positive midtropospheric trends, respectively, over 1979-1993. Results for the lower stratosphere indicate that ANGELL's trend over 1979-1993 differs significantly from that in all other data sets. In most cases, the only factor that produces significant trend differences is the difference in the system used to monitor temperature (i.e., radiosondes, satellites, and reanalysis models). In a few instances, however, differences in the version of the MSU data (for channel 2 and 4) and the HadRT radiosonde data (for the 2LT retrieval) were also found to be important.
In summary, it is difficult to obtain reliable estimates of short-timescale trends embedded in noisy time series and assess their statistical significance. Trend uncertainties arising from the choice of linear fitting method can be large. The high noise levels and strong temporal autocorrelation of the deeplayer temperature data used here lead to broad confidence bands about the trend estimates. Because of this, for virtually all data sets considered here, one cannot conclude that the observed trends differ from zero nor that they differ from model estimates of what these trends should be in response to anthropogenic perturbations. Claims that we know the observed global-mean lower-tropospheric temperature trend over the satellite era to within a few hundredths of a degree C/decade should therefore be treated with caution.
