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Abstract - -We consider the problem of salving a Toeplitz system of equations by conjugate gradient 
method. When a sequence of nested Toeplitz matrices is associated to a function, the spectral 
behaviour of the matrices involved is closely related to the analytical properties of the generating 
function. Thus, it is possible to devise fficient preconditioning techniques by using various functional 
approximation strategies. This approach leads to attractive results in the case of ill-conditioned 
matrices, for which a wide class of preconditioners are proposed. 
1. INTRODUCTION 
The n x n matrix An is said to be Toeplitz if its entries are constant hrough each diagonal, that 
is An = (ai-j)in, j=l. Such kind of matrices arises in many applicative fields [1], where the efficient 
solution of very large Toeplitz systems of equations is required. 
Since a Toeplitz matrix is characterized by O(n) parameters (instead of O(n 2) as for general 
matrices), an extensive literature has been devoted to the study of resolution methods with low 
arithmetic cost. So-called "superfast" direct methods [2] compute the solution of a Toeplitz 
system in O(n log 2 n) operations, but they are intrinsically sequential: in the parallel PRAM 
model, O(n) steps using O(n) processors are needed by these algorithms. 
In most recent works [3-8], the computational behaviour of iterative methods for solving sym- 
metric positive definite (spd) Toeplitz systems has been analyzed. Efficient preconditioning tech- 
niques have been proposed, assuming that a sequence (An)n°°=1 of nested Toeplitz matrices is 
given, and these matrices belong to the Wiener class: that is, the sequence of real numbers 
co  oo   k=o I"kl < case, we (ak)k=0 satisfies +c¢. In this can define the real-valued continuous func- 
tion a(x) = a0 + 2)"~k°o_-t a~ coskx where x E [0,~r] (we will call it the generating function of 
oo  (An)n=l). 
The spectral properties of a spd Toeplitz matrix are well understood by studying its generating 
function: two main results due to Szego [9] are recalled here. 
LEMMA 1.1. Assume that (An)n°°=t is generated by the continuous function a(x), and let m = 
mina(x),M = maxa(x). If A~n) < ~")  <. . .  < ~(") are the eigenvalues of A,, then for every 
[O , , r ]  [O , , r ]  - -  - -  - -  
F E C[m, M] the relation 
" lfo" lim l~. .F(A~n)) . -oo .  = F(a(x)) dx 
( s J i= l  ~ i--1 
distributed. II 
Typeset by ~AA~q-TEX 
35 
36 F. DI BENEDETTO, et at 
LEMMA 1.2. The spectrum of each A, is contained in the interval [m,M]; moreover, m = 
inf A~ n), M = sup A (n). l 
nEAr nEAr 
When a is strictly positive on [0, r], that is m > 0, the matrices A, are also positive definite, in 
view of Lemma 1.2; in this case, the application of the conjugate gradient method with a suitable 
preconditioner looks really competitive with respect o direct methods [3,4]. 
Under such assumptions, the condition number of An can be bounded from above by the 
ratio M/m, so that this case does not include ill-conditioned spd Toeplitz matrices, which are 
frequently encountered in the applications involving integral and differential equations (consider 
the simple case a(x) = 2 - 2 cos ~:). 
The case of nonnegative functions is examined in [7]: it is proved that it is possible to find a 
very simple Toeplitz matrix Pn in order to make the product Pn 1 An (the preconditioned matrix) 
well-conditioned: it suffices that the generating function p(x) of Pn be a trigonometric polynomial 
having the same roots as a(z). 
In the present work, we show that the spectrum of PnlAn is dense on the range of the ratio 
a(z)/p(x); hence, a more careful choice of p(x) can further improve the condition umber of the 
preconditioned matrix. 
The proof of the main result (Theorem 3.2) is based on the derivation of some consequences 
of the equidistribution property stated in Lemma 1.1; as an intermediate step, we obtain a nice 
asymptotical relation (stated as Corollary 3.1) between the inertia of a symmetric Toeplitz matrix 
and the sign of its generating function. 
A wide class of preconditioners for ill-conditioned matrices is also proposed, together with 
numerical results concerning MATLAB experiences about such strategies. In all the examples 
analyzed, we found an improvement with respect o the methods of [4] and [7], either in terms 
of the convergence rate or the computational cost per iteration. 
The paper is organized as follows. Section 2 surveys the known results concerning well- 
conditioned matrices. In Section 3, we prove the main theoretical results about nonnegative 
generating functions. The effective choice of p(x) and Pn is discussed in Section 4, where the 
related numerical experiments are also presented. 
2. THE PRECONDITIONED CG METHOD FOR TOEPLITZ MATRICES 
The iterative resolution of a Toeplitz system is particularly attractive from the point of view 
of parallel computation. In fact, the product of a Toeplitz matrix for a vector can be computed 
by means of FFT in O(log n) parallel steps; the conjugate gradient (cg) method becomes also 
interesting, since it requires to compute such a product at each iteration: in order to achieve 
a drastic improvement with respect o direct methods, it is necessary to perform a constant 
number of iterations to obtain the desired precision in the solution. We recall from [10] that the 
convergence rate for cg method applied to the system Anx = b is independent of the size n, 
provided that the matrix A, is well-conditioned: the absolute rror on the solution is reduced at 
each iteration at least by the factor ( ~ -  1)/(X/r~An) + 1). 
If a preconditioning technique is used, the method works on the spd matrix CnlAnCn 1, where 
Pn def Cn 2 is called the precouditioner. Pn can be chosen in order to obtain a better condition 
number for the modified matrix with respect to the original; in fact, tcu(C~IA, C~ 1) = Amax/Ami., 
where Amax and Amin are the extremal eigenvalues of PnlA,. Moreover, it is possible to show 
that the cg method achieves a superlinear convergence if the spectrum of p~IAn is clustered 
around 1 (that is, if e is fixed, then only a constant number of eigenvalues falls outside the 
interval [1 - e, 1 + e], for every dimension ). The design of a good preconditioner should satisfy 
two essential features: 
(a) an iteration of the preconditioned cgmethod involves, in addition, the solution of a system 
with Pn as coefficient matrix; thus, the inversion of Pn must be computationally "simpler" 
than the inversion of A,; 
(b) P, must have similar spectral properties as the original matrix An, in such a way that the 
spectrum of P~IAn is clustered around 1 or uniformly bounded with respect o n. 
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In the recent literature, efficient preconditioners have been devised for the case of Toeplitz 
matrices whose generating function is strictly positive: in this case, the condition number of the 
matrices involved does not depend on the size. 
The preconditioner of Chart and Strang [11,12] belongs to the class Cn of circulant matrices, 
that is the algebra generated by the matrix 
[i °il ~7-- -  "o 1 
A circulant matrix is diagonalized by a discrete Fourier transform (DFT), so that the in- 
version of P can be performed at the cost of O(log n) parallel steps. The "natural choice", 
for n = 2m, associates to the matrix An the Toeplitz preconditioner Pn, whose first row is 
(ao a 1 . . .  am_ 1 a,~ am- 1 ... a 1 ), ( a0. . .  an) b eing the first row of An. This setting yields a superlin- 
ear convergence of the method [3], while a more sophisticated choice (like minimizing I IAn-P.IIF 
on the class C,~, where I]" IIF is Frobenius norm) does not lead to any improvement [11]. 
Another easily invertible preconditioner can be found in the class 7", [13], the algebra generated 
by 
W = 
0 , 
0 "- 
" . .  " . .  
1 
A matrix W, E rn is not Toeplitz (unless it is tridiagonal), but it can be represented as a 
difference between a suitable symmetric Toeplitz matrix Tn and the Hankel matrix Hn derived 
from Tn according to the relations 
T .  = 
to . . .  tn-1 
• • • 
tn-1 • • • to  
, / / .=  
t~ . . .  tn-1 0 1 • •.. 0 
tn -1  tn? l  • 
o. 
[°o o • 
Given a Toeplitz matrix An, setting tj = aj, j = 0, . . . .  n -  1 and applying the "Hankel cor- 
rection," Hn yields a preconditioner Pn E rn. This "natural choice" works very well when An 
is banded: Pn is obtained from An through a low rank correction, hence P~IAn  has a constant 
number (with respect o n) of eigenvalues different from 1. 
Under the assumption of a(z) > 0, in [4], it is shown that a superlinear rate is reached, even 
in the general case where An is not banded. The convergence rate is slightly better than in 
the circulant case, and each iteration of the cg method with a r preconditioner requires sine 
transforms for the inversion of Pn (instead of DFT), so the total computational cost becomes 
smaller• Even in this case, attempting to minimize flA, - PnlfF on the class 1", does not realize 
any drastic improvement. 
Other different echniques have been introduced in [5] and [6], the former based on the discrete 
Hartley transform, the latter on the incomplete Cholesky factorization; see also [8] for a systematic 
analysis of several preconditioners. 
We point out that all the above preconditioning techniques have not been designed for ill- 
conditioned Toeplitz matrices whose generating function is nonnegative, but vanishes at some 
point: the proofs of convergence in [3] and [4] don't apply. Only if An is banded and Pn is its 
low rank correction in rn, the spectrum of p~IA ,  certainly remains clustered around 1 as for 
well-conditioned matrices. 
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3. SPECTRAL  PROPERT IES  OF A TOEPL ITZ  PRECONDIT IONER 
If the matrix An is ill-conditioned, it is necessary to find a preconditioner Pn, such that P~" 1 An 
becomes well-conditioned. Since the generating function a(z) of An must have some zero in [0, 7r] 
(as observed in Section 1), the basic idea consists in choosing a "simple" function p(x) having 
the same zeros as a(x), and then we will construct a suitable preconditioner Pn related to p(x). 
Theorem 3.1 (already proved in [7]) and Theorem 3.2 show that such a choice is always possible; 
but first, we state the following theoretical result. 
LEMMA 3.1. Let Tn, n = 1,2 , . . . ,  be symmetric Toeplitz matrices generated by the nonzero 
continuous function f(z);  if f is nonnegative on [0, ~r], then all the matrices 7", are positive 
detinite. 
PROOF. Compare Lemma 1 in [7]. | 
The property above is rather strong and is useful to prove the next theorem. 
THEOREM 3.1. Let An, Pn be Toeplitz matrices whose generating functions a( z ) and p( x ) satisfy 
the assumptions of Lemma 3.1. If there exist real and positive constants m < M such that 
m = inf "~-~ M = sup "~-~ then all the eigenvalues of p~IAn lie in the open interval 
~e[0,~] ' ~[0,~1 ' 
1 1 
(m, M). In particular, tc2(PZ~AnPZ ~) < M/m. 
PROOF. If A E 7~ is an eigenvalue of P; IAn,  then the matrix An - APn is singular. Observe 
that T (1) = An - ~Pn and T (2) = ~Pn - An are symmetric Toeplitz matrices; their generating 
functions are respectively f(1)(x) = a(x) - Ap(x) and f(2)(x) = ~p(x) - a(z). Finally, T O) and 
T (2) cannot be positive definite (they are both singular), so that f(1) and ](2) do not satisfy the 
assumptions of Theorem 3.1. 
f(1) or f(2) cannot vanish identically (a(x)/p(z) should be a constant, so that m = M), 
hence, we find ~,t/ • [0, Tr] such that f(1)(~) < 0, f(2)(r/) < 0. It follows p(~) (~--~ - ~) < 0, 
% 
p(7/) (A -  ~)  < 0; using the assumption that p is nonnegative, we conclude A > and 
< ~-~-~, whence m < ~ < M. | 
The following theorem investigates the density of eigenvalues of the preconditioned Toeplitz 
matrices. Hereafter, re(X) denotes the Lebesgue's measure of the set X. 
THEOREM 3.2. Let Pn and An satisfy the hypothesis of Theorem 3.1; moreover, assume that 
m {x: p(x) = 0} = O; then the union I.J a(P~lAn) of the spectra of p~IAn is dense on the 
interval [m, M]. nel¢ 
PROOF. We want to prove that every c~ • [m, M] is the limit of a suitable sequence of eigenvalues 
of the matrices p~IA,,. If e > 0 is fixed, we are looking for a size n and a real number t such 
that 
det(An - tPn) = 0, I t -  a I < e. (1) 
Without loss of generality, we can assume that a ~ m, M and 
• a(x)  
v p( 0) = 0 # Jimo (2) 
We want to study the spectra of (A , -  t Pn),~e~, when t lies in the interval [a -  e, ot + e]; 
observe that the associated function is ft(z) ~f a(x) - tp (z ) .  
For all x E [0, ~r], we have f~_,(x) > f,,+,(x); moreover, since ot E (m, M), there exists ~ such 
that p(~) > 0 (because of (2)) and f~(~) = 0, so that 
fa-¢(i:) =- cp(m) > 0 > --cp(ff:) = fo+¢(i:). (3) 
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It follows 
m{z:  fa - , ( z )  <_ 0} < m {z: fa+,(m) <_ 0}. (4) 
Now we need to study the sign of the eigenvalues ofToeplitz matrices according to the sign of 
their generating function: some auxiliary results will be stated in the following. 
We consider a generic sequence (Tn)n¢ff of nested symmetric Toeplitz matrices generated by 
the Wiener class function f(z); " "  ~)t~n)~ are the eigenvalues of Tn sorted in nondeereasing 
-- " i=l,...,n 
order. In view of Lemma 1.1, for all continuous function F defined on the range of f(x) we have: 
i=1 n '+T = ~ F ( f ( z ) )dz .  (5) 
We are interested in the way the ~n) are distributed in the image of f(z); first, we will consider 
a continuous and increasing function f(z). 
DEFINITION 3.1 Assuming x~ n) de._f i,r then V n E Af we define fn(x) : [0, r] --+ ~ as follows • - n+l '  
(a) fn (z~ n)) = A~ n) fo r /= 1, . . . ,n ;  
. ( ,)  (b) fn is constarlt on x~ n) , . i+ l ) ,  i "- 0,... , n; 
(c) fn(O) ---- f(O); fn(~r) ---- f(a'). 
REMARK. The ordering of A~n) imply that V n E .hi', fn is a piecewise constant and nondecreasing 
function. 
From the definition, fn is integrable and for each continuous function F we have 
i=1 n+ 1 -- 7r F ( fn (z ) )dz .  (6) 
From (5) and (6), it follows that 
d im F( f ( z ) ) ]  dz = 0. (7) 
We are ready to state the following. 
THEOREM 3.3. 
f .  --. f ,  
i.e., fn converges pointwise to f ( z )  for a/l z E [0, Tr]. 
PROOF. If the thesis is false, there exists ~ E (0, ~r) such that 
limsup [fn(z) - f(z)[ = e > 0 
n- - *OO 
consequently, there exists (nk)k such that one of the following holds 
(1 ) )Lmfn , (~) -  f (~)  = c; 
- = -c .  
Suppose that 1 holds (the argument is the same for the second case), then since Vnfn(z )  is 
nondecreasing, Ve3k such that for ~ < x _< ~r, we have 
Vk > ~:, fm,(z) > f (~) . -kc - - , ;  
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moreover, as f (x ) i s  continuous and fnu(r) = f ( r ) ,  there exists $ E (~,r] such that f(~) = 
f(~) + c -- e. 
If we choose F :  [f(0), f ( r ) ]  --+ 7~ defined as 
then Vk > k: 
0, 
F(t)  = t - f (~),  
f (~) -- f (~),  
fo "~ [F(fn, (x)) - F(f(x))] dx 
if t e If(O), f(~)),  
if t E [ f(~),  f (~)) ,  
if t • [f(~), f ( r ) ] ,  
(8) 
then 
whence 
l iminf C~- > m{x: f (x )<O},  limsup C~ < m{x: f (x )<_O} (10) 
n--.oo n+l -  r n---*oo n+l -  r 
PROOF. Define a -  = inf {x : f (x )  = 0}, a + = sup {x : f (x )  = 0}, and let e > 0 be fixed. 
Setting 6 = re, the nondecreasing function ](x)  takes on a negative value at a -  - 6 and a 
positive value on a + +6; in view of Theorem 3.3, for n sufficiently large fn(z) < 0 for x < a -  -6  
and fn (x) > 0 for x > a + + 6. 
Since C~- = ~{i : fn  (x~ 0)) < 0~, it follows i -  < C n < i +, where i -  is the last index i such 
that x~ n) < a-  - 6, and i + is the first value of i such that x~ n) > a + + 6. Thus, 
( i -  + 1)r (i + - 1)r 
> a -  - 6, < ~+ + 6, 
n+l  n+l  
defining 
a- 1 C~ a + 1 
- - - -e - - - -<  < +e+-- "  
r n+l  ~ r n+l '  
as n tends to infinity and e goes to zero, we get the inequalities (10). | 
When f(x) is not monotone, it is possible to consider a transformation ](x)  such that ] is mono- 
tone and (5) still holds. Let f : [0, r] --* ~ be a continuous function such that min f(x) = m, 
0$x<~ 
max f(z) - M and 
0<x<~ 
m{z : f (x ) -  c} -- 0, VcE[m,M], (11) 
¢(h) = m{x : f(x) < h}, (12) 
then ¢(z) is obviously monotone and, from (11), continuous on [m, M]  and therefore invertible 
on this set; ] is then given by 
] = ¢-1. (13) 
/o • /" /; = F(fn, (x)) dx + [F(f,, k (x)) - F( f (x) ) ]  dx + [F(f~, (x)) - F( f (z ) ) ]  dx 
// >_ [F ( l , , , (x ) )  - F ( f (x ) ) l  dx = - I (x )  dx > 0. (9) 
From (8), the last integral of the three is zero as both f~, and f(x) are greater than f(~).  The 
relation (9) contradicts (7), and this completes the proof. | 
An interesting consequence ofTheorem 3.3 is that it allows us to give an asymptotical estimate 
of the number of positive and negative igenvalues. 
COROLLARY 3.1. With the preceding definition, setting 
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THEOREM 3.4. With the definitions (11)-(13), the following relations hold 
(1) ] is monotone and continuous on [0, 11"]; 
(2 ) / (o )  = = M;  
(3) For each continuous function F : Ira, M] --* 7~ 
]0" ]0" F(f(x))  dx - F(](x)) dx. 
PROOF. From the above definitions, 1and 2 are obvious; to prove 3 it suffices to note that given 
h E [m, M) and dh > 0, we have 
re{x: h <_ ](x) <_ h + dh} = ¢(h + dh) - ¢(h) 
= re{x: f (z)  < h + dh}-  re{z: f (z)  < h} 
= m{x : h <_ f(x) <_ h + dh}; 
from Lebesgue's integration theory, point 3 follows. | 
It is interesting to note that (11) may be released if we assume that whenever ¢ has a "jump" 
we assume ] constant in that interval. It is also interesting to point out that the function ] so 
constructed is the only nondecreasing function verifying Items (1)-(3). 
The third relation of Theorem 3.4 allows us to conclude that Theorem 3.3 and (10) hold for 
generic functions f(x): the assumption of f nondecreasing can be removed by considering ] 
instead of f .  
We are now able to terminate the proof of our main theorem: label as C~-(e), C~ ( -e)  the 
number of negative igenvalues of An - (a + e)Pn and An - (a - e)Pn, respectively. In view of (4) 
and (10), we have 
limoo [C~(e) -C~(-e) ]  = +oo. 
In particular, by a continuity argument it follows that for a suitable size n there is an eigen- 
value A(t) of An - t Pn being negative for t = a + e and nonnegative for t = a - e. Hence, we 
find a value t E [a - e, a + e] for which An - tPn has 0 as eigenvalue, so that (1) is proved. | 
4. LOOKING FOR A PRECONDIT IONER 
The main consideration that arises from the previous ections is that it is possible to handle 
Toeplitz matrices and their preconditioners in terms of their generating functions; this reduces 
the problem of finding a semi-inverse of An to the approximation of a(z) by trigonometric poly- 
nomials. 
In the following, we give the heuristic of many ways to approximate a(x) and its zeros in order 
to provide convergence rates independent of n. 
4.1. Dealing with the Zeros ofa(z) 
As the eigenvalues ofP~ 1 An are evenly distributed in the range of a(z)/p(z),  in order to obtain 
a convergence rate independent of the dimension we must avoid the cases in which eigenvalues 
of the ratio tend to zero or infinity. Whenever a(z) = 0 for some ~ E [0, r], in order to have 
m < < M, Vz e [0, (14) 
for some (strictly) positive and finite m and M, we must choose as minimal preconditioner a 
matrix generated by a polynomial p(x) having a unique zero in ~ of the same order of a(x), i.e., 
such that for a positive constant c we get 
a(x) 
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When the matrices An are in band form and in the majority of the other cases, from the 
positive definiteness, the order of the zero is even, so a good choice for p(z) is given by a power 
of the trigonometric polynomial 
p~(z) d-----ef2COS% -- 2COSZ (15) 
that has a single zero in ~ and is associated to the tridiagonal Toeplitz matrix P~: 
def 
"2 cos~ -1  
- -1  " -  " .  
• ° - -1  
-1  2 cos 
From Theorem 3•1, such a choice ensures condition (14). As an example, consider the case 
a(z) = z 2, the matrices An show a condition number growing as n 2 (see [7, Corollary of 
Theorem 2]); from the discussion above, the minimal preconditioner is given by 
p(z) = 2 - 2cosz. 
In this section, all the numerical experiments will be referred to such matrix with n = 200. 
Table 1 compares the error reduction for A200 in oo-norm when we choose I or P0 as precon- 
ditioners; all the calculations have been made in double precision using MATLAB. 
Table 1. 
Case a(z) = z 2 
Prec = 
Step = 1 er r .  = 
Step= 2 err. = 
Step= 3 err. = 
Step= 4 err. = 
Step= 5 err. = 
Step= 6 err. = 
Step = 7 err. = 
Step= 8 err. = 
Step= 9 err. = 
Step= 10 err. = 
I 
9 49644 
9 44697 
9 03174 
8 28545 
7 96437 
7 63530 
7 37671 
7 13113 
6 99331 
6 81484 
E-O1 
E-O1 
E-01 
E-O1 
E-O1 
E-O1 
E-O1 
E-O1 
E-O1 
E-O1 
PO 
3.92508 
I 27115 
3 56149 
7 74028 
1 77635 
4 34434 
1 02930 
2 38099 
5 97104 
1 36921 
E-OI 
E-Of 
E-02 
E-03 
E-03 
E-04 
E-04 
E-05 
E-06 
E-06 
The mean reduction rates are 0.964 and 0•249, respectively. 
~.2. Approximation Methods 
The next step is to make m and M close to 1 obtaining a superlinear method. 
The idea is to "enrich" p(z) by a convolution with a low degree trigonometric approximation 
of the ratio 
dof 
= p(x) '  0 < x < ~r, 
obtaining a good approximation of a(z); we first try to approximate r(z) by means of trigono- 
metric polynomials, then an heuristic will be shown using rational approximation• 
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~.2.1. Series Truncation 
The most natural way to approximate r(z) is to use its representation bymeans of trigonometric 
series, this gives a 2-norm approximation/interpolation echnique. 
The function a(z) being an eigenvalues function for Toeplitz matrices is obviously even and 2~r- 
periodic, so is p(z) as proposed above and consequently also r(z) is of the same form; then r(z) 
may be represented by cosines, a suitable form for generating Toeplitz preconditioners; moreover, 
the continuity of r(z) will ensure a good convergence of the series. 
The idea is to sample the function r(x) in m + 1 points xj }~ = -~-, k = 0, . . . , rn ,  and then build 
the interpolation/approximation rigonometric polynomial 
8 
,(,) = + (x6) 
j= l  
for some s < m giving the bandwidth of the resulting preconditioner. As r(z)  is even the values Ay 
are given by 
Aj = l r(0) + (-1)Jr(Tr) + 2 E r(zy)cos(kzy) . (17) 
m k=l  
Such a series when s = rn is just an interpolation of r(z) at the Chebyshev points zj ,  while for 
s < rn we obtain the best discrete approximating polynomial for these points. 
Applying this method to the example seen above leads to very good results; we have used 
as minimal preconditioner p(z) = 2 - 2 cos z and sampled the function z2/p(z) in two hundred 
points taking the very first Aj's; in the following table, we compare the results of ten iterations 
of the conjugate gradient method when the band of the preconditioner increases: 
Table 2. 
Case a(x) = x 2 
Ma.ximum Aj = 1 2 3 4 
Step= 1 Er r= 1 .346e-01  3 .706e-02  4 .190e-02  1 .819e-02  
Step = 2 Err= 9.132e-03 3.886e-03 1.586e-03 6.606e-04 
Step= 3 Err = 1.664e-03 2.712e-04 7.623e-05 2.505e-05 
Step= 4 Err= 9.378e-05 1.520e-08 1.741e-06 6.747e-07 
Step= 5 Err= 1.1Sle-05 7.480e-07 8.201e-08 1.780e-08 
Step= 6 Err= 9.912e-07 S.370e-08 3.697e-09 7.896e-10 
Step= 7 Err= 1.189e-07 2.072e-09 1.496e-I0 1.861e-ll 
Step= 8 Err= 9.647e-09 1.480e-10 6.018e-12 6.485e-13 
Step= 9 Err= 1.013e-09 9.602e-12 2.033e-13 5.329e-14 
Step= I0 Err= 1.198e-I0 4.396e-13 6.455e-14 2.914e-14 
10 -14  being close to the inherent error. Table 2 shows clearly the fast convergence of the method, 
further on underlined if compared with the recent r preconditioner proposed in [4]. In Table 3, 
we compare this method (in the first column) with ours of bandwidth 20 where we have used 
Toeplitz and r preconditioners (in the second and third column) sharing the same central rows. 
For the r case with a full matrix, the inherent error is attained as soon as the seventh iteration. 
REMARK. All the convergence rates are comparable, while the inversion of a banded r (instead of 
banded Toeplitz) preconditioner can be carried out in a more stable way and with a considerable 
saving of calculations. 
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Table 3. 
4.3. Rational 
Step= 
Step= 
Step= 
Step= 
Step= 
Step= 
Step= 
Step= 
Step= 
Step= 
Comparison of 
1 Err= 3.090445e-01 
2 Err= 1.168507e-02 
3 Err= 1.873606e-03 
4 Err= 8.266104e-05 
S Err= 4.498907e-06 
6 Err= 4.314347e-08 
7 Err= 3.283653e-I0 
8 Err= 2.611023e-12 
9 Err= 4.374279e-14 
10 Err= 3.658185e-14 
Approximation 
the  methods 
8 489073e-03 
1 380712e-04 
2 755891e-06 
3 237217e-08 
5 784988e-10 
6 635914e-12 
1 .831313e-13  
7 .940870e-14  
2 .065015e-14  
4 .007905e-14  
3 122227e-01 
4 975030e-03 
6 567944e-05 
6 970815e-06 
2 949262e-07 
3 218249e-09 
2 993872e- l l  
7 558260e-13 
1 066369e-13 
3 985701e-14 
Our next step is to consider a rational preconditioner "splitting" the approximation of f(z) 
in two parts, the first concerned with the "difficult" part of the function i.e., the zeros, and the 
other related to the superlinear part of the method. 
We know that at each step of the preconditioned cgmethod the solution of the linear system 
Py=d 
is required, where P is the preconditioning matrix; the idea is to consider P = Q-1/5 where/5 is 
generated by p(x) considering the zeros of a(x) while Q is generated by the approximation q(x) 
of 
1 _ p(x) 
- 
With this choice at each iteration step, we only need to solve the linear system 
/sy = Qd (18) 
with a sensible spare in terms of computational complexity. 
Although this preconditioner is not symmetric, the resulting iterations of cg method are well- 
defined and the convergence is still observed in practice. 
In the following table, we show the effectiveness of the technique applying it to the previous ex- 
ample using p(x) = 2 -2  cos x and for q(x) the very first terms of the interpolation/approximation 
technique applied to (2 -  2 cos x)/x 2. 
Table 4. 
Maximum 
Step= 1 
Step= 2 
Step= 3 
Step= 4 
Step= S 
Step= 6 
Step= 7 
Step= 8 
Step= 9 
Step 10 
Rational 
*j= 
Err= 2 
Err= 2 
Err= 8 
Err= 6 
Err= 2 
Err= 3 
Err = 3 
Err= 9 
Err= 1 
Err= 6 
approximation 
1 
927812e-01 
270131e-02 
035114e-04 
303406e-05 
088785e-06 
449325e-07 
498895e-08 
396643e-10 
698131e-10 
627920e-12 
2 
2 279848e-01 
1 314966e-02 
2 839685e-04 
1 078165e-05 
6 211575e-07 
3 789057e-08 
3 952193e-09 
2 226545e-10 
5 686340e-12 
3 346212e-13 
3 
2.465642e-01  
1 059485e-02 
1 539517e-04 
8 341595e-06 
1 002466e-06 
4 745477e-08 
8 535458e-10 
6 .422129e- l l  
6 .985856e-12  
2 .901013e-13  
We again compare this method with the full r matrix. In the following table, we report the 
comparison of the full case on the left with our method when the matrix Q is generated by the 
first 20 terms of the approximation: 
The method performs very well requiring also a very low computational cost involving a tridi- 
agonal system solving and a banded matrix-vector multiplication at each step. 
Toeplitz matrices 
Table 5. 
45 
Step= 1 Err= 3.090445e-01 3.122466e-01 
Stepffi 2 Err= 1.168507e-02 3.945115e-03 
Step= 3 Err= 1.873606e-03 8.926689e-05 
Step= 4 Err= 8.266104e-05 6.670028e-06 
Step = 5 Err= 4.498907e-06  1 .416990e-07 
Step= 6 Err= 4.314347e-08 9.483358e-10 
Step= 7 Err= 3.283653e-10 1.275746e- l l  
Step = 8 Err= 2.611023e-12 1.$90256e-13 
Step= 9 Err= 4.374279e-14 6.528111e-14 
Step 10 Err= 3.658185e-14 4.574119e-14 
5. CONCLUSIONS 
Ill-conditioned Toeplitz systems can be well treated by finding a suitable approximation of 
the generating function. The accuracy of the approximation can be improved without a great 
increase in the computational cost per iteration: it suffices to use r preconditioners or rational 
approximation. In particular, we may always choose p(x) as the "minimal" divisor proposed 
in [7], while the degree of approximation of a(z) is improved by increasing the bandwidth of Q. 
This slightly affects the cost of the computations required in (18). 
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