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THE L2 BEHAVIOR OF EIGENFUNCTIONS NEAR THE GLANCING SET
JEFFREY GALKOWSKI
Abstract. Let M be a compact manifold with or without boundary and H ⊂ M be a smooth, interior
hypersurface. We study the restriction of Laplace eigenfunctions solving (−h2∆g − 1)u = 0 to H. In
particular, we study the degeneration of u|H as one microlocally approaches the glancing set by finding
the optimal power s0 so that (1+h2∆H)s0+ u|H remains uniformly bounded in L2(H) as h→ 0. Moreover,
we show that this bound is saturated at every h-dependent scale near glancing using examples on the disk
and sphere. We give an application of our estimates to quantum ergodic restriction theorems.
1. Introduction
Let (M, g) be a compact Riemannian manifold with or without boundary. We consider the eigenvalue
problem 
(−∆g − λ2j )uj = 0 on M
〈uj , uk〉 = δjk
Buj = 0 on ∂M.
Here, ∆g is the negative Laplacian, 〈u, v〉 denotes the L2 inner product on M , and either Bu = u for Dirich-
let eigenvalues or Bu = ∂νu for Neumann eigenvalues. Our main goal is to give a precise understanding of
the concentration of such eigenfunctions on hypersurfaces. We say that H ⊂M is an interior hypersurface
if it is a smooth embedded hypersurface with d(H, ∂M) > 0. For convenience, we write λj = h−1j and
uj = uhj .
Sharp Lp bounds for eigenfunctions restricted to hypersurfaces have been studied by Burq–Gerard–
Tzvetkov, Hassell–Tacy, Tacy, and Tataru [BGT07, HT12, Tac10, Tat98]. In particular, these works show
that
(1) ‖u|H‖L2(H) ≤ C
{
h−1/4 H general
h−1/6 H is curved
where we say H is curved if it has positive definite second fundamental form. Optimal bounds for restric-
tions of normal derivatives of eigenfunctions of the form
(2) ‖h∂νHu|H‖L2(H) ≤ C
were given by Christianson–Hassell–Toth and Tacy in [CHT14, Tac14]. Heuristically, h∂νHu ∼ (1 +
h2∆H)1/2+ u, where ∆H denotes the (negative definite) Laplace–Beltrami operator on H, so the bound
(2) roughly says that
(3) ‖(1 + h2∆H)1/2+ u|H‖L2(H) ≤ C
and in fact, the bound (3) is an easy consequence of [CHT14, Section 4]. Here,
(x)s+ =
{
xs x > 0
0 x ≤ 0.
1
ar
X
iv
:1
60
4.
01
69
9v
1 
 [m
ath
.A
P]
  6
 A
pr
 20
16
2 JEFFREY GALKOWSKI
When H = ∂M , concentration questions have been addressed in Barnett–Hassell–Tacy and Hassell–Tao
[BHT15, HT02, HT10]. In particular, for respectively Dirichlet and Neumann eigenfunctions we have the
sharp estimates
‖h∂νu|∂M‖L2(∂M) ≤ C, ‖u|∂M‖L2(∂M) ≤ Ch−1/3.
Moreover, in [BHT15] the authors show that for Neumann eigenfunctions
(4) ‖(1 + h2∆∂M )1/2+ u|∂M‖L2(∂M) ≤ C.
The authors also show that the power 1/2 in (4) is optimal in the sense that there are Neumann eigen-
functions such that replacing 1/2 by ρ < 1/2 may result in an L2 norm that is not uniformly bounded.
1.1. Results. This raises the question of whether the power 1/2 in (3) is optimal. We will see that the
optimal power is 1/4 for interior hypersurfaces. Throughout the rest of the paper, we use the notation a+
or a− to mean that a statement holds respectively with a replaced by a+  and a−  for any  > 0. When
we use this notations, all constants may depend on the  chosen.
Theorem 1. Let H ⊂M be an interior hypersurface. Then if H is curved or H is totally geodesic∥∥∥(1 + h2∆H)1/4++ u|H∥∥∥
L2(H)
≤ C.
For the definition of a totally geodesic hypersurface see (8). Theorem 1 is actually a consequence of our
next theorem (together with (1)) which applies to more general hypersurfaces.
Before stating our next theorem, we introduce some notation for a regularization of (1 + h2∆H)s+. Let
χ1, χ2 ∈ C∞(R) with χ1 ≡ 1 on [2,∞), suppχ1 ⊂ [1,∞) and χ1 + χ2 ≡ 1. Let
Gρ,s1 (σ) := σsχ1
( σ
hρ
)
, Gρ,s2 (σ) := hsρχ2
( σ
hρ
)
(5)
Gρ,s(σ) := Gρ,s1 (σ) +G
ρ,s
2 (σ).
We define Gρ,si (1 + h2∆H) using the functional calculus.
Theorem 2. Let H ⊂M be an interior hypersurface. Then∥∥∥[G2/3−,1/41 (1 + h2∆H)]u|H∥∥∥
L2(H)
≤ C(log h−1)−1/2∥∥∥[G2/3,1/4+1 (1 + h2∆H)]u|H∥∥∥
L2(H)
≤ C.
and ∥∥∥[G2/3−,−1/41 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
≤ C(log h−1)−1/2∥∥∥[G2/3,−1/4+1 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
≤ C.
If H is nowhere tangent to the geodesic flow to infinite order,∥∥∥[G2/3−,1/41 (1 + h2∆H)]u|H∥∥∥
L2(H)
+
∥∥∥[G2/3,1/4+1 (1 + h2∆H)]u|H∥∥∥
L2(H)
≤ C,∥∥∥[G2/3−,1/41 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
+
∥∥∥[G2/3,1/4+1 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
≤ C,
Moreover, if H is totally geodesic, then∥∥∥[G1−,1/41 (1 + h2∆H)]u|H∥∥∥
L2(H)
+
∥∥∥[G1,1/4+1 (1 + h2∆H)]u|H∥∥∥
L2(H)
≤ C,∥∥∥[G1−,−1/41 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
+
∥∥∥[G1,−1/4+1 (1 + h2∆H)]h∂νHu|H∥∥∥
L2(H)
≤ C.
THE L2 BEHAVIOR OF EIGENFUNCTIONS NEAR THE GLANCING SET 3
The power 1/4 in Theorem 2 is optimal in the sense that replacing 1/4 by s < 1/4 may result in an
L2 norm that is not uniformly bounded as h → 0. Moreover, the power 1/4 is optimal at every scale. In
particular, letting µ = 2/3 if H is not totally geodesic and 1 otherwise, for each 0 ≤ ρ1 < ρ2 < µ, we give
examples (H,uh) so that
‖Gµ,s1 (1 + h2∆H)1[1−hρ1 ,1−hρ2 ](−h2∆H)uh|H‖L2(H) ≥ Chρ2(s−1/4).
Since 1/4 in Theorem 2 is strictly less than the power 1/2 in (4), just as with unweighted L2 bounds,
weighted L2 bounds are less singular on interior hypersurfaces than on boundaries.
Remark 1. We conjecture that for general H,
‖G1,1/4(1 + h2∆H)u|H‖L2(H) ≤ C,
but our techniques showing the equivalence of microlocalization on H and microlocalization on M fail at
scale h2/3 unless H is totally bicharacteristic.
More generally, we consider a semiclassical pseudodifferential operator P with real principal symbol,
p(x, ξ). Let
Σx0 := {ξ | p(x0, ξ) = 0} ⊂ T ∗x0M}.
We assume that
(6)
p(x0, ξ0) = 0 ⇒ ∂ξp(x0, ξ0) 6= 0, lim|ξ|g→∞ |p(x, ξ)| =∞
Σx0 has positive definite second fundamental form and is connected for each x0.
Remark 2. The assumption that Σx0 be connected is not essential, but we make it to simplify the presen-
tation.
Furthermore, we say that H is curved if the projection of the bicharacteristic flow is at most simply
tangent to H. That is, for any defining function r for H,
(7) p(x0, ξ0) = r(x0) = Hpr(x0, ξ0) = 0 ⇒ H2pr(x0, ξ0) 6= 0
where Hp denotes the Hamiltonian vector field of p. We say that Hp is tangent to H to infinite order at
(x0, ξ0) if for all k > 0,
p(x0, ξ0) = r(x0) = Hkp r(x0, ξ0) = 0.
Finally, let Φt : T ∗M → T ∗M be the Hamiltonian flow of p given by Φt(x, ξ) = exp(tHp)(x, ξ). We say
that H is totally bicharacteristic near (x0, ξ0) if
(8) p(x0, ξ0) = r(x0) = Hpr(x0, ξ0) = 0 ⇒ Φ∗t r(x0, ξ0) ≡ 0 for t in a neighborhood of 0.
Let pi : T ∗HM → T ∗H be given by orthogonal projection and ν denote a fixed normal to H. Let
Σ := {p = 0}, G := Σ ∩ {∂νp = 0}, Σ0 := pi(Σ), G0 := pi(G) = ∂Σ0.
(For the fact that under (6), ∂Σ0 = G0, see Section 4.)
Definition 1.1. We say that b ∈ Sm(T ∗H;R) defines G0 if b is a defining function for G0, b > 0 on Σ0 \G0,
and |b| > c〈ξ′〉m > 0 on |ξ′|g ≥M .
Let γH : u 7→ u|H denote the restriction operator. Theorem 2 is then an easy consequence of the
following theorem.
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Theorem 3. Suppose that H ⊂M is an interior hypersurface and that P has principle symbol p satisfying
(6). Suppose that b ∈ Sm(T ∗H) defines G0. Then there exists  > 0 small enough so that for ψ ∈ S with
ψ(0) = 1 and supp ψˆ ⊂ [−, ] we have∥∥∥∥G2/3−,1/41 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C(log h−1)−1/2∥∥∥∥G2/3,1/4+1 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,∥∥∥∥G2/3−,−1/41 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C(log h−1)−1/2,∥∥∥∥G2/3,−1/4+1 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C.
If H is nowhere tangent to Hp to infinite order, then∥∥∥∥G2/3−,1/41 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
+
∥∥∥∥G2/3,1/4+1 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,∥∥∥∥G2/3−,−1/41 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,∥∥∥∥G2/3,−1/4+1 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,
and if H is totally bicharacteristic, then∥∥∥∥G1−,1/41 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
+
∥∥∥∥G1,1/4+1 (b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,∥∥∥∥G1−,−1/41 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,∥∥∥∥G1,−1/4+1 (b(x′, hDx′))γH∂νp(x, hD)ψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C.
Furthermore, the power 1/4 is sharp in the sense for for any power less than 1/4, examples exists where
these operators are not uniformly bounded in h.
Combining Theorem 3 with the the analog of the estimates (1) for quasimodes gives
Corollary 1.1. Let H be an interior hypersurface. Then if H is curved,∥∥∥∥G2/3,1/4+(b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C,
and if H is totally bicharacteristic,∥∥∥∥G1,1/4+(b(x′, hDx′))γHψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C.
Finally, we give an application of our estimates to quantum ergodic restriction theorems. We say that
a sequence of eigenfunctions of the Laplacian, uh, is quantum ergodic if for all A ∈ Ψ(M),
〈Auh, uh〉 −→
h→0
1
µL(S∗M)
∫
S∗M
σ(A)(x, ξ)dµL
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where µL is the Liouville measure on S∗M . By the now classical quantum ergodicity theorem of Shnirleman
[Sˇni74], Colin de Verdie`re [CdV85], Zelditch [Zel87], and Zelditch–Zworski [ZZ96], if the (broken) geodesic
flow on M is ergodic, than there is a full density subsequence of eigenfunctions which is quantum ergodic.
More recently, there has been interest in quantum ergodic properties of restrictions of eigenfunctions.
Dyatlov–Zworski [DZ13], and Toth–Zelditch [TZ12, TZ13] showed that, under an asymmetry condition on
H, there is a further full density subsequence of uh, such that for A ∈ Ψ(H),
(9) 〈Auh|H , uh|H〉 → 2
µL(S∗M)
∫
B∗H
σ(A)(x, ξ′)(1− |ξ′|2g)−1/2dxdξ′.
Moreover, Christianson–Toth–Zelditch [CTZ13] show that without the need to make an additional asym-
metry condition or to take a further full density subsequence
(10) 〈Ah∂νHuh|H , h∂νHuh|H〉+ 〈(1 + h2∆H)Auh|H , uh|H〉 →
4
µL(S∗H)
∫
B∗H
σ(A)
√
1− |ξ′|2gdxdξ′.
One should notice that there is an extra factor of (1 + h2∆H) in the second term of (10) when compared
to (9). This is due to the fact that (even quantum ergodic) eigenfunctions may have bad concentration
properties near trajectories tangent to the hypersurface H. However, Theorem 3 gives us uniform control
over how bad this concentration may be and as a consequence, we can reduce the number of factors of
(1 + h2∆H) required.
Theorem 4. Suppose that uh is quantum ergodic and A ∈ Ψ(H). Then for all s < 1/2,
〈G2/3,−s1 (1 + h2∆H)Ah∂νHuh, h∂νHuh〉+ 〈G2/3,1−s1 (1 + h2∆H)uh|H , uh|H〉
→ 4
µL(S∗M)
∫
B∗H
σ(A)(x, ξ′)(1− |ξ′|2g)1/2−sdxdξ′.
1.2. Outline of the proof of Theorem 3. To prove Theorem 3, we start by proving estimates on
restrictions of normal frequency bands of ψ(P/h). In particular, let ν be a fixed conormal to H. Then we
use [Tac14] to obtain estimates on
(11)
∥∥∥∥γHχ(∂νp(x, hD)h˜
)
ψ
(
P
h
)∥∥∥∥
L2(M)→L2(H)
.
Observe that
Pψ
(
P
h
)
= OL2→L2(h)
and since {ξ | p(x0, ξ) = 0} is compact for all x0, there exist χ ∈ C∞c (R) such that
(1− χ(|hD|g))ψ
(
P
h
)
= OC∞(h∞).
Therefore, to obtain the estimates on (11), we need only prove estimates for quasimodes, u such that u is
compactly microlocalized, ‖u‖L2(M) ≤ 1, and Pu = OL2(h).
Our next task is to give restriction estimates on normal frequency bands of u. In particular, let χ ∈
C∞c (R) with suppχ ⊂ [1/2, 4]. Using [Tac14, Proposition 1.1], we show that for h˜ h,
(12) γHχ
(
∂νp(x, hD)
h˜1/2
)
u = OL2(H)(h˜−1/4).
To deduce Theorem 3 from (12), we need to show that for a quasimode of P , microlocalization at scale
h˜1/2 away from G in the ambient manifold passes to h˜ microlocalization away from the G0 after composition
with γH . Because of the square root singularity in pi : Σ→ Σ0 near G0, we need to use the second microlocal
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calculus from [SZ99, SZ07]. More precisely, we show that for χν ∈ C∞c (R) with suppχν ⊂ [1, 2], there
exists χ ∈ C∞c (R) such that
(13)
(
1− χ
(
b(x′, hDx′)
h˜
))
γHχν
( |∂νp(x, hD)|
h˜1/2
)
ψ
(
P
h
)
is negligible (see Figure 1.1 for a schematic view of the various microsupports). This will only be possible
when h˜  h2/3 unless H is totally bicharacteristic. Finally, to complete the proof of Theorem 3, we use
an almost orthogonality argument.
suppχνsuppχν
χ ≡ 1h˜
{p = 0} b(x′, ξ′)
∂νp(x, ξ)
√
h˜
√
h˜
Figure 1.1. The figure shows the supports of the various pseudodifferential cutoffs in (13).
1.3. Organization of the paper. In Section 2, we review some facts from the second microlocal calculus
of [SZ99, SZ07]. In Section 3, we adapt Tacy’s methods [Tac14] for our purposes. Next, in Section 4, we
examine the geometry of G0, G, Σ, and Σ0 for general Hamiltonians p. Then, in Section 5, we prove that
small scale microlocalization in T ∗M |H away from G passes to small scale microlocalization in T ∗H away
from G0. Next, in Section 6, we complete the proof of the main theorem. In Section 7, we show that
the power 1/4 cannot be improved. Finally, in Section 8, we prove Theorem 4 as an application for our
estimates.
Acknowledgemnts. The author would like to thank Suresh Eswarathasan for the many stimulating
discussions that started this project and for his careful reading of an earlier version of this paper. Thanks
also to John Toth, Andras Vasy, and Maciej Zworski for valuable suggestions. The author is grateful
to the National Science Foundation for support under the Mathematical Sciences Postdoctoral Research
Fellowship DMS-1502661.
2. Second microlocalization at a hypersurface
In this section, we review the necessary results from the second microlocal calculus associated to a
hypersurface from [SZ99, SZ07] where one can find more details. Throughout, let (M, g) be a compact
Riemannian manifold of dimension d with T ∗M its cotangent bundle.
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2.1. The basic calculus. Here, we collect some facts from the standard semiclassical calculus (see [Zwo12,
Chapter 4], [DS99, Chapter 7] for more details). We first introduce symbol classes. For δ ≤ 1/2,
Smδ (T ∗M) := {a ∈ C∞(T ∗M) | |∂αx ∂βξ a| ≤ Cαβh−δ(|α|+|β|)〈ξ〉m−|β|}
where 〈ξ〉 := (1 + |ξ|2g)1/2. We also define an h˜ class of symbols when δ = 1/2.
Sm1/2,h˜(T
∗M) := {a ∈ C∞(T ∗M) | |∂αx ∂βξ a| ≤ Cαβh−
1
2 (|α|+|β|)h˜|α|+|β|〈ξ〉m−|β|}.
Then, the corresponding h-Weyl pseudodifferential operators are operators that in local coordinates
have Schwartz kernels of the form
Ka(x, y) =
1
(2pih)d
∫
e
i
h 〈x−y,ξ〉a
(
x+ y
2 , ξ;h
)
dξ.
Here, the integral is defined as an oscillatory integral (see [Zwo12, Section 3.6]). We write OphRd(a) for
the operator with Schwartz kernel Ka.
Then we have the following lemma in local coordinates [Zwo12, Theorems 4.11,4.12,9.5]
Lemma 2.1. For 0 ≤ δ ≤ 1/2, a ∈ Sm1δ (T ∗Rd), and b ∈ Sm2δ (T ∗Rd)
OphRd(a) OphRd(b) = OphRd(c)
where
c = eihσ(Dx,Dξ,Dy,Dη)/2a(x, ξ)b(y, η)
∣∣∣x=y
ξ=η
∈ Sm1+m2δ (T ∗Rd).
Moreover, for δ < 1/2, or a ∈ Sm11/2,h˜, b ∈ S
m2
1/2,h˜, c has an asymptotic expansion
c ∼
∑
j
ijhj
j!2j
[
(σ(Dx, Dξ, Dy, Dη))j(a(x, ξ)b(y, η))
]∣∣x=y
ξ=η
.
In particular, if supp a ∩ supp b = ∅, then
c = O(h˜∞〈ξ〉−∞), c = O(h∞〈ξ〉−∞).
respectively for a, b ∈ S∗1/2,h˜ and a, b ∈ S∗δ for δ < 1/2.
Moreover, we have the following boundedness lemma [Zwo12, Theorems 4.23, 8.10]
Lemma 2.2. There exists a constant M , such that for all s, a ∈ Sm1/2(T ∗Rd)
‖OphRd(a)u‖Hsh ≤ C
 ∑
|α|≤Md
h|α|/2 sup |∂αa(x, ξ)〈ξ〉−m|
 ‖u‖Hs+m
h
where
‖u‖Hs
h
:= ‖〈hD〉su‖L2 .
For 0 ≤ δ ≤ 1/2, let Ψmδ (M) denote the class of pseudodifferential operators with symbol in Smδ (T ∗M)
(see for example [DZ, Appendix E] [Zwo12, Chapter 14]) and define a global quantization procedure and
symbol map
Oph(a) : Smδ → Ψmδ (M), σ : Ψmδ (M)→ Smδ,h˜(T ∗M)/h1−2δh˜Sm−1δ,h˜ (T ∗M)
so that for b real, Oph(b) is symmetric, and
Oph(1) = Id, σ ◦Oph = pi
where pi is the natural projection map. When it is convenient, we will sometimes write a(x, hD) for Oph(a).
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2.2. Second microlocal operators along a hypersurface, Σ. We now review calculus of second mi-
crolocal pseudodifferential operators associated to a hypersurface (see [SZ99, SZ07] for a more complete
treatment). Let Σ ⊂ T ∗M be a compact embedded hypersurface with M a manifold of dimension d. For
0 ≤ δ ≤ 1, we say that a ∈ Sk1,k2Σ,δ,h˜(T ∗M) if
(14)

near Σ : V1 . . . Vl1W1 . . .Wl2a = O(h−δl2 h˜l2〈h−δh˜d(Σ, ·)〉k1),
where V1 . . . Vl1 are tangent to Σ
and W1 . . .Wl2 are any vector fields
away from Σ : ∂αx ∂
β
ξ a(x, ξ) = O(〈h−δh˜〉k1〈ξ〉k2−|β|).
where we take h˜ = 1 if δ < 1 and write Sk1,k2Σ,δ,h˜(T
∗M) and h˜ small with h chosen small enough depending
on h˜ for δ = 1. To define a class of operators associated to these symbol classes, we proceed locally and
put Σ into the normal form Σ0 = {ξ1 = 0}. Let a = a(x, ξ, λ;h), λ = h˜h−δξ1 be defined near (0, 0) so that
near Σ0 (14) becomes
(15) ∂αx ∂
β
ξ ∂
k
λa = 〈λ〉k1−k.
If (15) holds, we write
a = O˜(〈λ〉k1).
For such a, we define the quantization
O˜ph,h˜(a)u(x) :=
1
(2pih)d
∫
a
(
x+ y
2 , ξ, h˜h
−δξ1;h
)
e
i
h 〈x−y,ξ〉u(y)dydξ.
Then, using Lemma 2.3, we see that
Lemma 2.3. For 0 ≤ δ ≤ 1, a = O˜(〈λ〉k1), and b = O˜(〈λ〉k2). Then,
O˜ph,h˜(a)O˜ph,h˜(b) = O˜ph,h˜(c)
where
c = eihσ(Dx,h˜h
−δDλ+Dξ1 ,Dξ′ ,Dy,h˜h
−δDω+Dη1 ,Dη′ )/2a(x, ξ, λ)b(y, η, ω)
∣∣∣x=y
ξ=η
λ=ω
= O˜(〈λ〉k1+k2〉).
Moreover, for c has an asymptotic expansion
c ∼
∑
j
ijhj
j!2j
[
(σ(Dx, h˜h−δDλ +Dξ1 , Dξ′ , Dy, h˜h−δDω +Dη1 , Dη′))j(a(x, ξ)b(y, η))
]∣∣x=y
ξ=η
λ=ω
.
In particular, if supp a ∩ supp b = ∅, then
c = O(h˜∞(h1−δ)∞〈λ〉−∞).
For an operator O˜ph,h˜(a), we define its principle symbol by the equivalence class of a in
O˜(〈λ〉k1)/O˜(h˜h1−δ〈λ〉k1−1).
The L2 boundedness for second microlocal operators follows easily from Lemma 2.2.
Lemma 2.4. For a = O˜(〈λ〉k1) with bounded support in ξ1, there exists C > 0 such that
‖O˜ph,h˜(a)u‖L2 ≤ Ch−δmax(k1,0)‖u‖L2 .
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Proof. We have
‖O˜ph,h˜(a)‖L2→L2 ≤ ‖Op
1
((a(y, hη, h1−δh˜ξ1))‖L2→L2
≤ C
∑
|α|≤Md
‖∂αa(y, hη, h1−δh˜ξ1)‖L∞
where the last line follows by Lemma 2.2 applied with h = 1. 
The class
Ψk1Σ0,δ(R
d) := {O˜ph,h˜(a) | a = O˜(〈λ〉k1)}
is invariant under conjugation by h-Fourier integral operators preserving Σ0.
We say that A = B microlocally on an opens set U ⊂ T ∗M if for any a, a′ ∈ C∞c (T ∗M) supported in a
small enough neighborhood of U ,
Oph(a)(A−B) Oph(b) = OD′→C∞(h˜∞(h1−δ)∞).
Now, we define the global class of operators Ψk1,k2Σ,δ,h˜(M) by saying A ∈ Ψ
k1,k2
Σ,δ,h˜(M) if and only if for any
point p ∈ Σ and elliptic h-FIO, U : C∞(M)→ C∞(Rd) quantizing a symplectomorphism, κ, with
κ(p) = (0, 0), and κ(Σ ∩ V ) ⊂ Σ0
where V is some neighborhood of p, microlocally near (0, 0),
UAU−1 = O˜ph,h˜(O˜(〈λ〉k1))
and for any point p /∈ Σ, A ∈ (h−δh˜)k1Ψk2(M) microlocally near p.
For a ∈ Sk1,k2Σ,δ,h˜(T ∗M), we define a quantization procedure using the normal form. Let ψ ∈ C∞c (T ∗M)
have ψ ≡ 1 on {d(p,Σ) ≤ } and suppψ ⊂ {d(p,Σ) ≤ 2} for some  > 0 to be chosen small enough. We
then find a finite cover Wj of suppψ such that there exists a neighborhood V of (0, 0) ∈ T ∗Rd such that
for each j there is a symplectomorphism κj
κj : V →Wj , κj(V ∩ Σ0) = Σ ∩Wj .
Then choose elliptic h−FIO’s Uj quantizing κj defined microlocally in a neighborhood of V ×Wj . Let ϕj
be a partition of unity on {d(p,Σ) ≤ 2} subordinate to Wj and define aj as the unique symbol of the form
aj = aj(x, ξ′, λ;h) such that
(aj)|λ=h˜h−δξ1 = (ψφja) ◦ κj ,
and define
OpΣh,h˜(a) = Oph,h˜((1− ψ)a) +
∑
j
U−1j O˜ph,h˜(aj)Uj .
By adjusting the Uj , we may arrange so that
OpΣh,h˜(1) = Id .
Then we have the following lemma [SZ99, Proposition 4.1].
Lemma 2.5. There exists maps
OpΣh,h˜ : S
k1,k2
Σ,δ,h˜(T
∗M)→ Ψk1,k2Σ,δ,h˜(M)
and
σΣ : Ψk1,k2Σ,δ,h˜(M)→ S
k1,k2
Σ,δ,h˜(T
∗M)/h1−δh˜Sk1−1,k2−1Σ,δ,h˜ (T
∗M).
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Such that
σΣ(AB) = σΣ(A)σΣ(B),
0→ h1−δh˜Ψk1−1,k2−1Σ,δ,h˜ (M)→ Ψ
k1,k2
Σ,δ,h˜(M) −→σΣ S
k1,k2
Σ,δ,h˜(T
∗M)/h1−δh˜Sk1−1,k2−1Σ,δ,h˜ (M)
is a short exact sequence,
σΣ ◦OpΣh,h˜ : Sk1,k2Σ,δ,h˜(T ∗M)→ S
k1,k2
Σ,δ,h˜(T
∗M)/h1−δh˜Sk1−1,k2−1Σ,δ,h˜ (T
∗M)
is the natural projection map and if a ∈ Sk1,k2Σ,δ,h˜(T ∗M) is supported away from Σ, then OpΣh,h˜(a) ∈
h−δk1Ψk2(M). Finally, if supp a ∩ supp b = ∅, then
OpΣh,h˜(a) Op
Σ
h,h˜(b) = OD′→C∞((h1−δh˜)∞).
Remark 3. When δ = 1, we will take the residual class to be operators which are OD′→C∞(h˜∞) microlocally
near Σ. The residual class actually has addition properties which are often convenient (see [SZ07, Section
5.4]), but this will be enough for our purposes.
Our last task will be to show that the operators Gρ,si (b(x, hD)) are pseudodifferential operators in the
second microlocal calculus. Let b(x, ξ) ∈ Sm(T ∗M ;R) with
|b(x, ξ)| ≥ c〈ξ〉m > 0, |ξ|g ≥M,
ψ(t) ∈ C∞c (R) and χ ∈ C∞c (R) with χ ≡ 1 near 0. Notice that under these assumptions, Oph(b) is self
adjoint with domain Hm.
We consider ψ(Oph(b)h˜h−δ) microlocally near a point (x0, ξ0). We have
ψ(Oph(b)h˜h−δ) =
hδ
2pihh˜
∫
e
i
h tOph(b)ψˆ(h˜−1hδ−1t)dt
= h
δ
2pihh˜
∫
e
i
h tOph(b)ψˆ(h˜−1hδ−1t)χ(t)dt
+ h
δ
2pihh˜
∫
e
i
h tOph(b)ψˆ(h˜−1hδ−1t)(1− χ(t))dt
= h
δ
2pihh˜
∫
e
i
h tOph(b)ψˆ(h˜−1hδ−1t)χ(t)dt+OD′→C∞((h˜h1−δ)∞)
= h
δ
(2pih)d+1h˜
∫
e
i
h (ϕ(t,x,θ)−〈y,θ〉+〈hδh˜−1t,τ〉)a(t, x, θ)ψ(τ)χ(t)dtdτdθ
+OD′→C∞((h˜h1−δ)∞)
where
∂tϕ = b(x, ∂xϕ), ϕ(0, x, θ) = 〈x, θ〉, a(0, x, θ) = 1 +O(h).
Then, performing stationary phase in the t, τ variables gives
1
(2pih)d
∫
e
i
h 〈x−y,θ〉a1(x, θ)dθ
where
a1(x, θ) ∼ ψ(h˜h−δb(x, θ)) +
∞∑
j=1
(h1−δh˜)jL2j(aψ)
∣∣∣ t=0
τ=h˜h−δb(x,θ)
and L2j is a differential operator of order 2j in t and s. Now, changing coordinates so that b(x, ξ) = ξ1
and using a microlocal partition of unity, proves the following lemma
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Lemma 2.6. Let b(x, ξ) ∈ Sm(T ∗M ;R) define Σ and have
|b(x, ξ)| ≥ c〈ξ〉m, on |ξ|g > M.
Then for ψ ∈ C∞c (R),
ψ(Oph(b)h˜h−δ) ∈ Ψ−∞,−∞Σ,δ,h˜
and
σΣ(ψ(Oph(b)h˜h−δ)) = ψ(b(x, ξ)h˜h−δ).
Now, let ψ,ψ0 ∈ C∞c (R) with ψ ≡ 1 on [1, 2] and suppψ ⊂ [1/2, 4] such that
ψ0(x) +
∞∑
j=1
ψj(x) ≡ 1, ψj(x) = ψ(2−jx).
Then,
Gρ,si (b(x, hD)) = G
ρ,s
i (b(x, hD))
ψ0(b(x, hD)h−ρ) + ∞∑
j=1
ψ(2−jb(x, hD)h−ρ)
 .
Lemma 2.6 implies that if ρ < 1,
Gρ,s1 (b(x, hD))ψj(b(x, hD)h−ρ) ∈ hρs2jsΨ−∞,−∞Σ,ρ,1 ,
Gρ,s2 (b(x, hD))ψj(b(x, hD)h−ρ) ∈ hρsΨ−∞,−∞Σ,ρ,1 .
Then, the orthogonality of ψj(b(x, hD)h−ρ) and ψk(b(x, hD)h−ρ) for |j − k| > 2 implies that
Gρ,s1 (b(x, hD)) ∈ hmin(s,0)ρΨs,−∞Σ,ρ,1 , Gρ,s2 (b(x, hD)) ∈ hρsΨ0,−∞Σ,ρ,1
In addition, if ρ = 1, then
G1,s1 (b(x, hD))ψj(b(x, hD)h−1) ∈ hρs2jsΨ−∞,−∞Σ,1,2−j ,
G1,s2 (b(x, hD))ψj(b(x, hD)h−1) ∈ hρsΨ−∞,−∞Σ,1,2−j .
and hence for J > 0,
G1,s1 (b(x, hD)) ∈ hmin(s,0)Ψs,−∞Σ,1,2−J +OL2→L2(hs),
G1,s2 (b(x, hD)) ∈ hsΨ0,−∞Σ,1,2−J +OL2→L2(hs).
3. Estimates on normal frequency bands
We start by giving a quantitative estimate on the restriction of quasimodes when microlocalized at a
certain scale from the glancing set. We say that u is compactly microlocalized if there exists χ ∈ C∞c (R)
such that
u = χ(|hD|g)u+OC∞(h∞).
We say that u is a quasimode for P if
‖Pu‖L2(M) = O(h)‖u‖L2(M).
Lemma 3.1. Let u be compactly microlocalized and let h˜ ≥ h1/2. Suppose that χ ∈ C∞c (R) has support in
[1, 4]. Then, ∥∥∥∥γHχ( |∂νp(x, hD)|h˜
)
u
∥∥∥∥
L2(H)
≤ Ch˜−1/2(‖u‖L2(M) + Ch−1‖Pu‖L2(M)).
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In particular, if u is a quasimode for P , then∥∥∥∥γHχ( |∂νp(x, hD)|h˜
)
u
∥∥∥∥
L2(H)
≤ Ch˜−1/2‖u‖L2(M).
Proof. We deduce the lemma from the work of Tacy [Tac14, Proposition 1.1], which we recall here
Lemma 3.2 ([Tac14]). Let ζ ∈ C∞c (R) have supp ζ ⊂ [1, 4]. Then for h˜ ≥ h1/2,
‖γH(∂νp)h˜,ζ(x, hD)u‖ ≤ Ch˜1/2(‖u‖L2(M) + h−1‖Pu‖L2(M))
where
(∂νp)h˜,ζ(x, ξ) = ζ(h˜−1|∂νp(x, ξ)|)∂νp(x, ξ).
Write
χ˜(x) = 1
x
χ(x).
Then, χ˜ ∈ C∞c (R) with suppχ ⊂ [1, 4] and
h˜−1(∂νp)h˜,χ˜ = χ(h˜−1|∂νp(x, ξ)|).
Therefore, Lemma 3.2 implies∥∥∥∥γHχ( |∂νp(x, hD)|h˜
)
u
∥∥∥∥
L2(H)
≤ Ch˜−1/2(‖u‖L2(M) + h−1‖Pu‖L2(M))
as desired. 
4. The structure of G0 and Σ0
Our goal for this section is to show that near the glancing set G0, general Hamiltonians, p, have roughly
the same structure as the Laplacian, p = |ξ|2g−1. We will do this using the Malgrange preparation theorem
together with similar ideas to those used in [KTZ07, Mel76] to put Hamiltonians in a normal form. We
first recall this structure for the Laplacian.
4.1. Structure of G0 and Σ0 for the Laplacian. In this section, we work in Fermi normal coordinates.
That is, H = {xd = 0} and
−h2∆g = (hDxd)2 +R(x′, hDx′) + 2xdQ(xd, x′, hDx′) + hr(x, hDx)
where R(x′, ξ′) = |ξ′|2g1 where g1 is the metric induce on H from M , Q is a quadratic function of ξ′ such
that Q(0, ·, ·) is the symbol of the second fundamental form of H and r ∈ S1(T ∗M). In these coordinates,
p = σ(−h2∆g − 1) = ξ2d +R(x′, ξ′) + 2xdQ(xd, x′, ξ′)− 1, ∂νp(x, ξ) = 2ξd.
Therefore,
Σ = {(x′, xd, ξ′, ξd) | ξ2d +R(x′, ξ′) + 2xdQ(xd, x′, ξ′) = 1}, Σ0 = {(x′, ξ′) | R(x′, ξ′) ≤ 1},
G = {(x′, xd, ξ′, 0) | R(x′, ξ′) + 2xdQ(xd, x′, ξ′) = 1}, G0 = {(x′, ξ′) | R(x′, ξ′) = 1}.
In particular, notice that G0 = ∂Σ0, 1−R(x, ξ′) defines G0, and
Σ =
{
(∂νp(x, ξ))2 =
1
4R(x, ξ
′)
}
.
We will show that these three facts continue to hold for a general Hamiltonian p and b defining G.
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4.2. Structure of G0 and Σ0 for general Hamiltonians. We will show that ∂Σ0 = G0 and examine
the structure of Σ near G. Choose coordinates so that H = {xd = 0}. We start by considering
Σ0 \ G0 = {(x′, ξ′) ∈ T ∗H | for all ξd either p(x′, 0, ξ′, ξd) 6= 0 or ∂ξdp(x′, 0, ξ′, ξd) 6= 0}.
Consider a point (x′0, ξ′0) ∈ Σ0 \ G0. Then either p(x′0, 0, ξ′0, ξd) 6= 0 for all ξd or there exists ξd such that
with (x0, ξ0) = (x′0, 0, ξ′0, ξd), p(x0, ξ0) = 0 and ∂ξdp(x0, ξ0) 6= 0. In the first case (x′0, ξ′0) /∈ Σ0. Therefore,
we need only consider the second case.
In the second case, by the implicit function theorem near (x0, ξ0),
p(x, ξ) = e(x, ξ)(ξd − a(x, ξ′))
with |e(x, ξ)| > c > 0. Therefore, there exists a neighborhood, U of (x′0, ξ′0) ∈ T ∗H such that U ⊂ Σ0.
Hence, (x′0, ξ′0) is in the interior of Σ0.
Now, consider a point (x′0, ξ′0) ∈ G0. Then there exists ξd such that p(x′0, 0, ξ′0, ξd) = 0 and ∂ξdp(x′0, 0, ξ′0, ξd) =
0. Let (x0, ξ0) = (x′0, 0, ξ′0, ξd). By assumption ∂ξp 6= 0 on Σ. Therefore, we may assume that ∂ξ1p(x0, ξ0) 6=
0, ∂ξ′′p = 0 where ξ = (ξ1, ξ′′). By the implicit function theorem, near (x0, ξ0), with x = (x1, x′′),
ξ = (ξ1, ξ′′),
(16) p(x, ξ) = e(x, ξ)(ξ1 − a(x1, x′′, ξ′′))
with |e(x, ξ)| > c > 0. Now, ∂ξdp(x0, ξ0) = 0 implies that ∂ξda(x0, ξ′′0 ) = 0. By (6), Σx0 has positive
definite second fundamental form at ξ0. Therefore, since ∂ξ′′p(x0, ξ0) = 0, ∂2ξdp(x0, ξ0) 6= 0 and hence
∂2ξda(x0, ξ
′′
0 ) 6= 0.
Now, we assume without loss that ∂2ξdp(x0, ξ0) > 0, otherwise take p 7→ −p. Then by the Malgrange
preparation theorem
(17) p(x, ξ) = e(x, ξ)((ξd − a0(x, ξ′))2 − a1(x, ξ′))
where e > c > 0. Now, since ∂ξ1p(x0, ξ0) 6= 0, ∂ξ1a1(x0, ξ′0) 6= 0 and hence by the implicit function theorem,
there exists |e1(x, ξ′)| > c > 0, a2(x, ξ′′′) where ξ = (ξ1, ξ′′′, ξd) such that
a1(x, ξ′) = e1(x, ξ′)(ξ1 − a2(x, ξ′′′)).
We will assume again that ∂ξ1p(x0, ξ0) > 0 ( here we can write x1 7→ −x1 if necessary) without loss so that
e1 > c > 0. Therefore,
(18) p = e(x, ξ)((ξd − a0(x, ξ′))2 − e1(x, ξ′)(ξ1 − a2(x, ξ′′′)))
and, near (x0, ξ0),
Σ = {ξ1 ≥ a2(x, ξ′′′)}.
Now, by (6), for all x0, Σx0 has everywhere positive definite second fundamental form and is connected.
Therefore, it is the boundary of a strictly convex set. Moreover, Σx0 is closed since p is continuous. Thus,
for any line
L := {(x0, ξ′0, ξd) | ξd ∈ R},
there are three options, #L ∩ Σx0 = 2, #L ∩ Σx0 = 0, or L is tangent to Σx0 and #L ∩ Σx0 = 1.
Now, by (18) for each (x0, ξ′0) with
ξ0,1 − a2(x0, ξ′′′0 ) > 0,
we have found two solutions ξd to p(x0, ξ0,1, ξ′′′0 , ξd) = 0 and hence there are no other solutions.
Next, by (18) we see that if ξ0,1 − a2(x0, ξ′′′0 ) = 0, then ∂ξdp = 0 on Σx0 ∩ L and hence L is tangent to
Σx0 and there is one point in the intersection, (x0, ξ0). Moreover, ∂ξ1p(x0, ξ0) 6= 0. Therefore, there is a
hyperplane A, supporting Σx0 so that ∂ξ1 is transverse to A at (x0, ξ0), so for
ξ0,1 − a2(x0, ξ′′′0 ) < 0,
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there are no solutions ξd. Together, this implies that ∂Σ0 = G0.
Moreover, for any defining function b of G0, near (x0, ξ0), there exists ±e5 > c > 0 such that
b = e5(x, ξ)(ξ1 − a2(x, ξ′′′))
and hence for some e6 > c > 0,
(19) Σ = {(ξd − a0(x, ξ′))2 − e6(x, ξ′)b(x, ξ′) = 0}
Summarizing, we have
Lemma 4.1. Let p satisfy (6) and H ⊂M a smooth hypersurface with defining function r, Then G0 = ∂Σ0
and for any b defining G, there exist  > 0, a function e ∈ C∞(T ∗H), c > 0 such that e > c > 0 and for ν
the dual variable to r, (i.e. conormal to H)
Σ ∩ {|r| ≤ } = {(∂νp)2 = eb}.
5. Microlocalization
We now prove a lemma that allows us to pass from microlocalization in ∂νp on M to microlocalization
on H. (See Figure 1.1 for a schematic of the various microlocalizers in the following lemma.)
Lemma 5.1. Let ψ ∈ S such that supp ψˆ ⊂ [−, ], ψ(0) = 1, χν ∈ C∞c (R) with suppχ ⊂ [1, 4] and χ ≡ 1
on [2, 3], Q ∈ Ψ1(M) with
|σ(Q)| ≤ |∂νp(x, ξ)|µ, on |p| ≤ 1
and b define G. Then there exists 0 < a1 < a2 so that for h˜ ≥ h2/3, and χν ∈ C∞c (R) with suppχν ⊂ [a1, a2],(
1− χ
(
b(x′, hDx′)
h˜
))
γHχν
( |∂νp(x, hD)|
h˜1/2
)
Qψ
(
P
h
)
= OL2→L2(h−h˜−1/4+µ/2(hh˜−3/2)∞).
Proof. Recall that by Lemma 4.1, there exists e > c > 0 such that
(20) Σ = {p = 0} = {(∂νp)2 = eb}.
Without loss of generality, we assume that e ≡ 1 since otherwise we can simply absorb e into b and adjust
a1, a2 appropriately. To prove the Lemma, we will use the normal form for second microlocal operators
twice. Once before restriction to H and once after. By doing this and using (20), we reduce Σ to the form
{ξ2d − η1 = 0} where we are able to easily analyze the necessary integration by parts.
We may use a partition of unity in a neighborhood of H to reduce to a single coordinate chart. First,
write
ψ
(
P
h
)
= 12pi
∫
e
i
h tP ψˆ(t)dt.
Then, by [Zwo12, Theorem 10.4], for a pseudodifferential operator, A0 with wavefront set in a small enough
neighborhood of a point (x0, ξ0) ∈ T ∗M
ψ
(
P
h
)
A0 =
1
2pi(2pih)d
∫
e
i
h (ϕ(t,x,θ)−〈y,θ〉)a(t, x, y, θ)ψˆ(t)dtdθ +OΨ−∞(h∞)
where
(21) ∂tϕ(t, x, θ) = p(x, ∂xϕ), ϕ(0, x, θ) = 〈x, θ〉.
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Next, for A1 = Oph(a1) and supp(a1) in a small neighborhood of (x′0, ξ′0), by the definition of second
microlocal operators, we have for T1 unitary and quantizing a symplectomorphism, κ1 such that κ∗1(b) = η1,
the kernel of
T−11 A1
(
1− χ
(
b(x′, hDx′)
h˜
))
= Ch−M
∫
e
i
h (〈y−y′1,η′〉+Φ1(y′1,y′2,θ1)a1(y, η, y′1, y′2, θ1, η1/h˜)dy′1dη′dθ1
+OL2→C∞((hh˜−1)∞)
with a1 supported in η1/h˜ ∈ supp(1 − χ). Similarly, for T2 unitary quantizing a symplectomorphism, κ2
such that κ∗2(ν) = ξd and A2 = Oph(a2) with supp(a2) in a small neighborhood of (x0, ξ0)
T2A2χν
(
∂νp(x, hD)
h˜1/2
)
T−12 = Ch−M
∫
e
i
h (〈y−y1,ξ〉+Φ1(y1,y2,θ1)a1(y, ξ, y1, y2, θ1, ηdh˜−1/2)dy1dξdθ1
+OL2→C∞(h∞).
Thus, modulo negligible terms,
(22) T−11 A1
(
1− χ
(
b(x′, hDx′)
h˜
))
γHA2χν
( |∂νp(x, hD)|
h˜1/2
)
Qψ
(
P
h
)
A0
Ch−M−N h˜µ/2
∫
e
i
h (〈x−y′1,η′〉+Φ1(y′1,y′2,θ1)−y2,dζd−Φ2(y3,y2,θ2)+〈y3−y4,ξ〉+〈y4−y5,ω〉+Φ2(y5,y6,θ3)+ϕ(t,y5,θ4)−〈y,θ4〉)
a˜(x, y′1, η′, y′1, y′2, θ1, y2, y3, θ2, y4, θ3, t, y5, θ4, y6, ω, ξdh˜−1/2, η1h˜−1)ψˆ(t)
dy′1dη
′dθ1dy2dζddy3dθ2dy4dξdy5dθ3dtdθ4dy6dω
with
(23) supp a˜ ⊂ {η1h˜−1 ∈ supp(1− χ), ξdh˜−1/2 ∈ suppχν}
Now, let Ψ denote the phase function in the above integral. Then,
(24)
dy′1Ψ = dy′1Φ1 − η′ dy′2Ψ = dy′2Φ1 − dy′2Φ2 dy2,dΨ = −ζd − dy2,dΦ2 dζdΨ = −y2,d
dy3Ψ = −dy3Φ2 + ξ dy5Ψ = −ω + dy5Φ2 dy6Ψ = dy6Φ2 + dy6ϕ dtΨ = dtϕ
dθ1Ψ = dθ1Φ1 dθ2Ψ = −dθ2Φ2 dθ3Ψ = dθ3Φ2 dθ4Ψ = dθ4ϕ− y
dξΨ = y3 − y4 dωΨ = y5 − y6 dy4Ψ = ω − ξ
In particular, these equations imply
p(y5, ∂y6ϕ) = 0 κ2(y6, ∂y6ϕ) = (y4, ξ)
κ2(y′2, 0,−dy′2Φ2(y4, y′2, 0, θ2), ζd) = (y4, ξ) κ1(y′2,−dy′2Φ2(y4, y′2, 0, θ2)) = (y′1, η′)
Putting this together with (21) and letting d denote the differential in all variables listed in (24) and using
the definition of κ1, and κ2, we have that
dΨ = 0 ⇒ η1 = ξ2d.
Together, this implies that for some γi smooth and independent of h,
ξ2d − η1 =
∑
i
γidiΨ
where di runs over the variables in (24).
Now, we integrate by parts. In particular, we write
h
i
∑
i γidiΨ
ξ2d − η1
e
i
hΨ = e ihΨ.
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Now, for a1 = 5, a2 = 7, in the support of the integrand, 5h˜ ≤ η1 ≤ 7h˜ and |ξd| /∈ h˜1/2[4, 9]. Therefore, the
denominator is larger than h˜. Integration by parts in all variables except ξd does not cause any difficulty.
However, integration by parts in ξd requires closer analysis. The ξd derivative can fall on a˜, producing
hh˜−3/2 or it can fall on the denominator. In this case,
∂ξd
1
ξ2d − η1
= 2ξd(ξ2d − η1)2
.
Suppose that ξ2d ≤ Ch˜, then the numerator is bounded by h˜1/2 and hence the overall bound is h˜−3/2.
Furthermore, if ξ2d ≥ Ch˜, then we also have the bound h˜−3/2. For higher order derivatives, the derivative
can fall on a˜, (ξ2d− η1)−1, or ξd. We have already seen that the first two cases result in terms of size h˜−3/2.
For the last case, observe that we replace
ξd
(ξ2d − η1)2
→ 1(ξ2d − η1)3
and hence replace a factor which we bounded by h˜−3/2 with one bounded by h˜−3. Thus, after each
integration by parts, we gain hh˜−3/2 and the integrand is bounded by
CNh
N h˜−3N/2.
Hence, there exists M > 0 such that
(25)
∥∥∥∥(1− χ(b(x′, hDx′)h˜
))
γHχν
( |∂νp(x, hD)|
h˜1/2
)
Qψ
(
P
h
)∥∥∥∥
L2→L2
≤ CN h˜µ/2h−M h˜−rhN h˜−3N/2
where r = 0.
By the results of Lemma 3.2 applied to Qψ(P/h), the operator∥∥∥γHχν(∂νp(x, hD)/h˜1/2)Qψ(P/h)∥∥∥
L2→L2
= h˜−1/4+µ/2
and (
1− χ (b(x′, hDx′)/h˜)) = OL2→L2(1).
Therefore, applying Cauchy Schwarz we have that∥∥∥∥(1− χ(b(x′, hDx′)h˜
))
γHχν
( |∂νp(x, hD)|
h˜1/2
)
Qψ
(
P
h
)∥∥∥∥
L2→L2
≤ h˜µ/2C1/22N h−M/2h˜−(4r+1)/8(hh˜−3/2)N .
Thus, (25) with M implies the same bound with h−M h˜−r replaced by h−M2 h˜−
(4r+1)
8 and hence (25) is
proved with (M, r) replaced by (M2−N , 1/4(1−2−N )) by iterating this procedure finitely many times. 
Lemma 5.2. Suppose the H is totally bicharacteristic. Let ψ ∈ S such that supp ψˆ ⊂ [−, ], ψ(0) =
1,χν ∈ C∞c (R) with suppχ ⊂ [1, 4] and χ ≡ 1 on [2, 3], Q ∈ Ψ1(M) with
|σ(Q)| ≤ |∂νp(x, ξ)|, on |p| ≤ 1,
and b define G. Then there exists 0 < a1 < a2 so that for h˜ ≥ h, and χν ∈ C∞c (R) with suppχν ⊂ [a1, a2],(
1− χ
(
b(x′, hDx′)
h˜
))
γHχν
( |∂νp(x, hD)|
h˜1/2
)
Qψ
(
P
h
)
= OL2→L2(h−h˜−1/4+µ/2(hh˜−1)∞)
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Proof. We modify the proof of Lemma 5.1 in the case that H is totally bicharacteristic. Consider (24)
without the dξdΨ information. Then we arrive at
p(y6, ∂y6ϕ) = 0, κ2(y6, ∂y6ϕ) = (y4, ξ)
κ2(y′2, 0,−dy′2Φ2(y′4, y3,d, y′2, 0, θ2), ζd) = (y′4, y3,d, ξ),
κ1(y′2,−dy′2Φ2(y′4, y3,d, y′2, 0, θ2)) = (y′1, η′)
In particular,
0 = p(κ−12 (y4, ξ)) = p(κ−12 (y′4, y3,d, ξ) + p(κ−12 (y′4, y3,d, ξ))− p(κ−12 (y′4, y3,d, ξ))
= ξ2d − η1 + p(κ−12 (y′4, y3,d, ξ))− p(κ−12 (y′4, y3,d, ξ))
Now, since κ2 is a symplectomorphism,
∂ydp◦κ−12 = Hp∂ξdp = O(∂ξdp).
But, since H is totally bicharacteristic (in particular, nowhere curved), on Hp∂ξdp|xd=0 = 0 and
p(κ−12 (y′4, y3,d, ξ))− p(κ−12 (y′4, y3,d, ξ)) = O(ξd(y3,d − y4,d) + (y3,d − y4,d)2).
Therefore, there exists γi, γ ∈ C∞ such that
ξ2d − η1 =
(
γ(ξd + (y3,d − y4,d))dξd +
∑
i
γidi
)
Ψ
where the second term does not contain a term with dξd . Moreover,
hDξde
i
hΨ = (y3,d − y4,d)e ihΨ.
Therefore,
γ(ξdhDξd + (hDξd)2) +
∑
i γihDi
ξ2d − η1
e
i
hΨ = e ihΨ.
So, as in Lemma 5.1 integrating by parts in all variables except ξd results in terms of the form O((hh˜−1)N ).
Following the analysis there, when we integrate by parts twice in ξd and divide by ξ2d − η1 once, we lose
h˜−2. Similarly, integrating by parts in ξd once, dividing by ξ2d − η1 once, and multiplying by ξd we lose
h˜−1. Therefore, all the integrand is O((hh˜−1)N ) for any N . Together with the same analysis as at the end
of Lemma 5.1, this implies the lemma 
6. Almost orthogonality and the completion of the proof
We will need two lemmas on almost orthogonality to complete the proof.
Lemma 6.1. Suppose that suppχ ⊂ [1, 4]. Then for j, k ≥ 0
(26)
∥∥∥∥χ(b(x′, hDx′)2jh
)
χ
(
b(x′, hDx′)
2kh
)∥∥∥∥
L2(H)→L2(H)
≤
{
C |j − k| ≤ 2
0 |j − k| > 2
Proof. The proof follows from the functional calculus. 
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Lemma 6.2. Suppose that Hp is nowhere tangent to H to infinite order or is totally bicharacteristic. Then
there exists  > 0 small enough so that for ψ ∈ S with ψˆ ⊂ [−, ], χ ∈ C∞c with suppχ ⊂ [1, 4], j, k ≥ 0,
and A,B ∈ Ψ1(M)∥∥∥∥γHBχ( |∂νp|(x, hD)2jh1/2
)
ψ
(
P
h
)
χ
( |∂νp|(x, hD)
2kh1/2
)
Aγ∗H
∥∥∥∥
L2(H)→L2(H)
≤ h−1/2−2−(j+k)(1/2−)
{
C |j − k| ≤ 2
CN2−(j+k)N |j − k| > 2.
To prove Lemma 6.2, we need the following dynamical lemma.
Lemma 6.3. Suppose that H = {xd = 0} is either nowhere tangent to Hp to infinite order or totally
bicharacteristic. Let Φt = exp(tHp) denote the Hamiltonian flow of p. For all M > 0, there exists  > 0
small enough so that
|t| ≤ , 0 < |∂νp(x′, 0, ξ)| ≤M, Φt(x′, 0, ξ) ∈ T ∗M |H
implies
c|∂νp(x′, 0, ξ)| ≤ |∂νp◦Φt(x′, 0, ξ)| ≤ C|∂νp(x′, 0, ξ)|.
Remark 4. One can see using the example
H :=
{
(x, e−1/x
2
) x > 0
(x, 0) x ≤ 0
}
⊂ R2
with P = −h2∆− 1 that if H is tangent to Hp to infinite order but is not totally bicharacteristic then the
conclusion of Lemma 6.3 may not hold.
Proof. We may assume t ≥ 0, the proof of the opposite case being identical. Let
(x(t), ξ(t)) := exp(tHp)(x′, 0, ξ).
Then
x˙d(t) = ∂ξdp(x(t), ξ(t)).
First, observe that for any fixed δ > 0, if |x˙d(0)| > δ, then there exists  small enough so that |xd(t)| > 0
for 0 < t < . Hence, the claim is trivial for |x˙d(0)| > δ for any fixed δ.
H is nowhere tangent to Hp to infinite order.
There exists δ0 > 0 small enough, C > 0 large enough so that if δ < δ0 and
xd = 0, 0 < |∂ξdp(x′0, 0, ξ0)| < δ0
then there exists (y′, η) with d((x′0, 0, ξ0), (y, η)) < C|∂ξdp(x′0, 0, ξ0)| such that ∂ξdp(y′, 0, η) = 0. Therefore,
there exists a > 0, K > 0 such that if xd(0) = 0, and |x˙d(t)| < δ0, then there exists 2 ≤ k ≤ K and
|A| > a > 0 such that
xd(t) = ∂ξdp(0)t+
A
k
tk +O(tk+1) +O(t2∂ξdp(0))
∂ξdp(t) = ∂ξdp(0) +Atk−1 +O(tk) +O(t∂ξdp(0)).
Therefore, suppose xd(t) = 0, t 6= 0. Then
∂ξdp(t) = ∂ξdp(0)(1− k +O(t)) +O(tk).
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Now, since |t| < , if |t|k > 14 |∂ξdp(0)| then |t|k−1 > 14|t| |∂ξdp(0)| and hence for  > 0 small enough,
|xd(t)| ≥ |t|
(( |A|
k
− C|t|
)
tk−1 − (1 + C|t|)|∂ξdp(0)|
)
≥ a100K |∂ξdp(0)| ≥ 0.
Therefore,
|∂ξdp(0)(|(1− k)| − 1/2) ≤ |∂ξdp(t)| ≤ |∂ξdp(0)|(|(1− k)|+ 1/2)
when 0 < |∂ξdp(0)| < δ0. In particular,
1
2 |∂ξdp(0)| ≤ |∂ξdp(t)| ≤ |∂ξdp(0)|2K
H is totally bicharacteristic
When H is totally bicharacteristic,
x¨d = Hp∂ξdp = O(x2d + |∂ξdp|).
Now, if xd(0) = 0,
|x˙d(t)− x˙d(0)| =
∣∣∣∣∫ t
0
x¨d(s)ds
∣∣∣∣ ≤ C ∫ t
0
x2d(s) + |x˙d(s)|ds
= C
∫ t
0
(∫ s
0
x˙d(w)dw
)2
+ C
∫ t
0
|x˙d(s)|ds
≤ C
∫ t
0
∫ s
0
x˙2d(w)sdwds+ C
∫ t
0
|x˙d(s)|ds
= C 12
∫ t
0
x˙2d(w)(t− w)2dw + C
∫ t
0
|x˙d(s)|ds
≤ C
∫ t
0
1
2 t
2x˙2d(s) + |x˙d(s)|ds
Now, let
t0 := inf
t>0
{
|x˙d(t)− x˙d(0)| ≥ |x˙d(0)|2
}
.
If t0 >  then we are done. If not, then |x˙d(t0)− x˙d(0)| = |x˙d(0)|2 . Therefore,
|x˙d(t0)− x˙d(0)| = 12 |x˙d(0)| ≤
3
2C
∫ t0
0
3
4 t
2
0x˙
2
d(0) + |x˙d(0)|ds
= C 32
(
1
4 t
3
0|x˙d(0)|+ t0
)
|x˙d(0)|
So,
C−1 ≤ 34 t
3
0|x˙d(0)|+ 3t0
and choosing  > 0 small enough finishes the proof of the lemma. 
Proof of Lemma 6.2. We assume that H is given by {xd = 0}. Then the kernel of
γHχ
( |∂νp|(x, hD)
2jh1/2
)
ψ
(
P
h
)
χ
( |∂νp|(x, hD)
2kh1/2
)
γ∗H
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is given microlocally near a point (x0, ξ0) ∈ T ∗H by
Ch−3d
∫
e
i
h (〈x′−w′1,η′〉−w1,dηd+ϕ(t,w1,θ)−〈w2,θ〉+w2,dξd+〈w′2−y′,ξ′〉)ψ̂(t)a˜dw1dw2dtdθdξdη
where
supp a˜ ⊂ {∂νp(x′, 0, η)2−kh−1/2 ∈ suppχ, ∂νp(w2, ξ)2−jh−1/2 ∈ suppχ}
and
|∂αa˜| ≤ Cα2−min(j,k)|α|h−|α|/2.
Let Φt denote the Hamiltonian flow of p. Then the phase is stationary when
p(x, ξ) = 0, Φt(y′, 0, ξ) = (x′, 0, ξ)
and by Lemma 6.3 there exist , δ > 0 so that for |t| ≤ , and 0 < |∂νp(x′, 0, ξ)| ≤ δ, there exist c, C > 0
so that when Φt(y′, 0, ξ) ∈ T ∗M |H ,
c|∂νp| ≤ |∂νp◦Φt| ≤ C|∂νp|.
In particular, on the support of the integrand,
|Φt(y′, 0, ξ)− (x′, 0, ξ)| > 2max(k,j)h1/2.
Therefore, integration by parts proves the estimate with h−1/2−2−(1/2−)(j+k) replaced by h−M . To obtain
the lemma, we then repeat the argument at the end of Lemma 5.1 using the fact that∥∥∥∥γHχ( |∂νp|(x, hD)2jh1/2
)
ψ
(
P
h
)∥∥∥∥
L2→L2
≤ Ch−1/42−j/2.

Now, let ρ ≤ 1, s ∈ R, µ ∈ R, Gρ,s1 be as in the introduction, A ∈ Ψ1(M) have
|σ(A)| ≤ C|∂νp|µ, on |p| ≤ 1,
and χ ∈ C∞c (R) so that
∞∑
j=0
χ(2−jx) ≡ 1 for x ∈ [1/8,∞).
Define
χ0 = 1−
∞∑
j=0
χ.
Let Mh−1 ≥ 2J  h−1. Then, since ∂νp is uniformly bounded above on {p = 0},
Aψ
(
P
h
)
=
χ0( |∂νp(x, hDx)|2jhρ/2
)
+
J∑
j=0
χ
( |∂νp(x, hDx)|
2jhρ/2
)Aψ(P
h
)
.
Define
Tj = Gρ,s1 (b(x′, hDx′))γHχ
( |∂νp(x, hDx)|
2jhρ/2
)
Aψ
(
P
h
)
so that
Gρ,s1 (b(x′, hDx′))γHAψ
(
P
h
)
=
J∑
j=0
Tj +
{
OL2→L2(h∞) ρ < 1
OL2→L2(hs+µ/2) ρ = 1.
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The h∞ error is clearly negligible. To see that the hs+µ/2 error is negligible, we use the estimate (1)∥∥∥∥γHAψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ Ch−1/4
to see that for s ≥ 1/4− µ/2, the error term is uniformly bounded in h.
Now, by Lemmas 5.1 and 5.2,
Tj = Gρ,s1 (b(x′, hDx′))χj
(
b(x′, hDx′)
2jhρ
)
γHχν
(
∂νp(x, hD)
2j/2hρ/2
)
Aψ
(
P
h
)
+OL2→L2(h−hρ(s−1/4+µ/2)2j(s−1/4+µ/2)(h1−αρ2−αj)∞)
where α = 3/2 unless H is totally bicharacteristic, in which case α = 1. So, taking ρ < α−1 or s > 1/4−µ/2,
the remainder term is summable with sum bounded uniformly in h. Therefore, we may analyze only
T˜j = Gρ,s1 (b(x′, hDx′))χj
(
b(x′, hDx′)
2jhρ
)
γHχν
(
∂νp(x, hD)
2j/2hρ/2
)
Aψ
(
P
h
)
.
In this case, Lemmas 3.1, 6.1, and 6.2 show that if Hp is nowhere tangent to H to infinite order or
totally bicharacteristic then for  > 0 small enough, and |j − k| > 2,
‖T˜j T˜ ∗k ‖L2→L2 + ‖T˜ ∗j T˜k‖L2→L2 ≤ CN2(j+k)(s+µ/2−1/4−)hρ(2s+µ−1/2−)h(1−ρ)N2−(j+k)N
Moreover,
‖T˜j‖2L2→L2 ≤ C2j(2s+µ−1/2)hρ(2s+µ−1/2).
Then by the Cotlar–Knapp–Stein lemma (see for example [Zwo12, Theorem C.5]) if s ≥ 1/4 − µ/2 and
ρ < 1 or s > 1/4− µ/2 and ρ ≤ 1
‖
∑
j
T˜j‖L2→L2 ≤ C.
If Hp is somewhere tangent to infinite order, then Lemma 6.2 does not apply and therefore we instead
estimate for ρ < 1, 〈∑
j
T˜ju,
∑
k
T˜ku
〉
≤ C‖u‖2L2(M)
{
log h−1 s = 1/4− µ/2
1 s > 1/4− µ/2 .
Hence,
Lemma 6.4. Let α = 1 if H is totally bicharacteristic, and 3/2 otherwise, µ ≥ 0, 0 ≤ ρ ≤ α−1 and
s ≥ 1/4− µ/2, and A ∈ Ψ1(M) have
|σ(A)| ≤ C|∂νp(x, ξ)|µ, on |p| ≤ 1.
Then if ρ < α−1 or s > 1/4−µ/2, and either Hp is nowhere tangent to infinite order to H or H is totally
bicharacteristic, ∥∥∥∥Gρ,s1 (b(x′, hDx′))γHAψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C.
If instead Hp is somewhere tangent to infinite order to H but not totally bicharacteristic, then∥∥∥∥Gρ,s1 (b(x′, hDx′))γHAψ(Ph
)∥∥∥∥
L2(M)→L2(H)
≤ C
{
(log h−1)1/2 s = 1/4− µ/2
1 s > 1/4− µ/2 .
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7. Optimality of the power 1/4.
We will show that the power 1/4 is optimal for curved H and for totally geodesic H. In fact, we will
show that the power 1/4 is sharp at every scale. More precisely, letting µ = 2/3 if H is curved, and 1 if it
is totally geodesic, for all 0 ≤ ρ1 < ρ2 < µ, we give examples of eigenfunctions uh with
‖(Gρ2,s1 −Gρ1,s1 )(1 + h2∆H))uh|H‖L2(H) ≥ chρ2(s−1/4).
7.1. H curved. Consider the unit disk B(0, 1) ⊂ R2. Then the Dirichlet eigenfunctions are given by
u = cnJn(λr)einθ, Jn(λ) = 0.
Let H = {|x| = 1/2} and fix α < 2/3. By the uniform asymptotics for zeroes of Bessel functions ([OLBC10,
Section 10.20,10.21] ), the mth zero of the nth Bessel function is given by
jn,m = nz(ζ) +O(n−1), ζ = n−2/3am
where am is the mth zero of the Airy function and ζ solves(
dζ
dz
)2
= 1− z
2
ζz2
and is infinitely differentiable on 0 < z <∞. The zeroes of the airy function have
am = −
(
3
8pi(4m− 1)
)2/3
+O(m−4/3).
Now, since z(0) = 1 and limζ→−∞ z(ζ) = ∞, there exists ζ0 < 0 with z(ζ0) = 2 and, moreover, there
exists c > 0 so that ζ0 < −c < 0. Hence, for any β < 1, M > 0 there exists m ≥ cn, such that
n−2/3am ∈ ζ0 − [Mn−β , (M + 1)n−β ].
In particular,
z(n−2/3am) ∈ 2 + [Mn−α, (M + 1)n−α]
which implies there exists
(27) λn ∈ 2n+ [Mn1−α, (M + 1)n1−α]
such that
un = cneinθJn(λ(n)r)
is a Dirichlet eigenfunction. One can see that to L2 normalize un, cn ∼ cn1/2. Moreover,
Jn(nz) =
(
4ζ
1− z2
)1/4(
Ai(n2/3ζ)
n1/3
+O(n−2/3)
)
.
So, evaluating at 12λn and using the asymptotics for the Airy function gives, since 0 ≤ α < 2/3,∣∣∣∣Jn(12λn
)∣∣∣∣ ≥ cn−1/3−(2/3−α)/4.
Therefore,
(28) un|H = Aneinθ, |An| ≥ cn−1/3−(2/3−α)/4,
and, taking M large enough in (27), ρ1 < α ≤ ρ2,
(29)
Gρ2,s1 (1 + λ−2n ∆H)un|H =
(
1− 4n
2
λ2n
)s
un|H ∼ cn−αsun|H
Gρ1,s1 (1 + λ−2n ∆H)un|H = 0
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Hence, for α < 2/3 and ρ1 < α < ρ2, using (28) and (29),
‖(Gρ2,s1 −Gρ1,s1 )(1 + λ−2n ∆H)un|H‖L2(H) ≥ cnα(1/4−s) ≥ c˜λα(1/4−s)n
for some c˜ > 0. In particular, for s < 1/4, this unbounded.
7.2. H totally geodesic. Consider the unit sphere, S2 ⊂ R3. Let
[0, 2pi)× [0, pi] 3 (θ, φ) 7→ (cos θ sinφ, sin θ sinφ, cosφ) ∈ S2
be coordinates on S2. Then an orthonormal basis of Laplace eigenfunctions is given by
Y ml (θ, φ) =
(
(l −m)!(2l + 1)
4pi(l +m)!
)1/2
eimθPml (cosφ), −l ≤ m ≤ l,
where Pml is an associated Legendre function (see for example [OLBC10, Section 14.30]). For the definition
of Pml see [OLBC10, Section 14.2]. Note that
(−∆S2 − λ2l )Y ml = 0, λl :=
√
l(l + 1).
Let H := {φ = 12pi}, fix α < 1 and let
(30) ml ∈ l − [M,M + 1]l1−α
so that l +ml ∈ 2Z (i.e. is even). Then by [OLBC10, Section 14.30ii],
Y mll
(
θ,
1
2pi
)
= (−1)
(l+ml)/2
2l
( 1
2 (l −ml)
)
!
( 1
2 (l +ml)
)
!
(
(l −ml)!(l +ml)!(2l + 1)
4pi
)1/2
eimlθ =: Aleimlθ.
After some straightforward, but tedious computations, one finds that for some a > 0, |Al| ≥ clα/4. Hence,
(31) Y mll |H = Aleimlθ, |Al| ≥ clα/4.
Now, for ρ1 < α ≤ ρ2, using (30) and taking M large enough,
(32)
Gρ2,s1 (1 + λ−2l ∆H)Y
ml
l |H ≥
(
1− m
2
l
λ2l
)s
Y mll |H
Gρ1,s1 (1 + λ−2l ∆H)Y
ml
l |H = 0.
Hence, for α < 1 and ρ1 < α < ρ2, using (31) and (32),
‖(Gρ2,s1 −Gρ1,s1 )(1 + λ−2l ∆H)Y mll |H‖L2(H) ≥ a1lα(1/4−s) ≥ a˜λα(1/4−s)l
for some a˜ > 0. In particular, for s < 1/4, this is unbounded.
8. Application to Cauchy Quantum Ergodic Restrictions
We now prove Theorem 4. Let uh be a quantum ergodic sequence of Laplace eigenfunctions. Then by
the quantum ergodic restriction theorem for Cauchy data [CTZ13] (see also (10)), for A ∈ Ψ(H),
〈Ah∂νu|H , h∂νu|H〉+ 〈(1 + h2∆H)Au|H , u|H〉 → 4
µL(S∗M)
∫
B∗H
σ(A)
√
1− |ξ′|2gdxdξ′.
Let χδ ∈ C∞c (R) with χδ ≡ 1 on {|x| ≤ 1−2δ}, with suppχ ⊂ {|x| ≤ 1− δ} and ψδ = 1−χδ. Then denote
χδ(h) := χδ(−h2∆H), ψδ(h) := ψδ(−h2∆H), Gρ,s1 (h) := Gρ,s1 (1 + h2∆H).
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Let A ∈ Ψ(H), s < 1/2, and consider
〈G2/3,−s1 (h)Ah∂νu, h∂νu〉+ 〈(1 + h2∆H)G2/3,−s1 (h)Au|H , u|H〉
= 〈(χδ(h) + ψδ(h))G2/3,−s1 (h)Ah∂νu, h∂νu〉+ 〈(χδ(h) + ψδ(h))G2/3,1−s1 (h)Au|H , u|H〉
= 4
µL(S∗M)
∫
χδ(|ξ′|2g)σ(A)(x, ξ)(1− |ξ′|2g)1/2−sdxdξ′ + oδ(1)
+ 〈ψδ(h)G2/3,−s1 (h)Ah∂νu, h∂νu〉+ 〈ψδ(h)G2/3,1−s1 (h)Au|H , u|H〉(33)
The proof of Theorem 4 will be complete after we estimate the term in (33).
Let G˜2/3,β1 be defined as in (5) but with χ˜1 replacing χ1 so that χ˜1χ1 = χ1 and supp χ˜ ⊂ [1/2,∞).
Next, let ψ˜δ have supp ψ˜δ ⊂ {|x| ≥ 1− 3δ} and ψ˜δψδ = ψδ. Then,
ψδ(h)G2/3,β1+β21 (h) = ψδ(h)G
2/3,β1
1 (h)ψ˜δ(h)G˜
2/3,β2
1 (h)
and hence
ψδ(h)G2/3,β1+β21 (h)A = ψδ(h)G
2/3,β1
1 (h)Aψ˜δ(h)G˜
2/3,β2
1 (h) + ψδ(h)G
2/3,β1
1 (h)[ψ˜δ(h)G˜
2/3,β2
1 (h), A]
= ψδ(h)G2/3,β11 (h)Aψ˜δ(h)G˜
2/3,β2
1 (h) +OL2→L2(h1−2/3(1−min(β1,0)−min(β2,0))).
Therefore,
〈ψδ(h)G2/3,1−s1 (h)Au|H , u|H〉 = 〈ψδ(h)G2/3,(1−s)/21 (h)Au|H , ψ˜δ(h)G˜2/3,(1−s)/21 (h)u|H〉
= 〈ψδ(h)G2/3,01 (h)Aψ˜δ(h)G˜2/3,(1−s)/21 (h)u|H , ψ˜δ(h)G˜2/3,(1−s)/21 (h)u|H〉
+ 〈OL2→L2(h1−2/3)u|H , ψ˜δ(h)G˜2/3,(1−s)/21 (h)u|H〉
〈ψδ(h)G2/3,−s1 (h)Ah∂νu|H , h∂νu|H〉
= 〈ψδ(h)G2/3,−s/21 (h)Ah∂νu|H , ψ˜δ(h)G˜2/3,−s/21 (h)h∂νu|H〉
= 〈ψδ(h)G2/3,01 (h)Aψ˜δ(h)G˜2/3,−s/21 (h)h∂νu|H , ψ˜δ(h)G˜2/3,−s/21 (h)h∂νu|H〉
+ 〈OL2→L2(h1−2/3(1+s))h∂νu|H , ψ˜δ(h)G˜2/3,−s/21 (h)h∂νu|H〉
Now, by the functional calculus of self adjoint operators,
ψ˜δ(h)G˜2/3,β1 (h) = Zαψ˜δ(h)G˜
2/3,β−α
1 (h), Zα = OL2→L2(δα).
By Theorem 3, for β < 1/4,
‖G˜2/3,1/2−β1 (h)u|H‖L2(H) + ‖G˜2/3,−β1 (h)h∂νu|H‖L2(H) ≤ C.
Hence, we have
‖ψ˜δ(h)G2/3,(1−s)/21 (h)u‖L2(H) + ‖ψ˜δ(h)G2/3,−s/21 (h)h∂νu‖L2(H) ≤ Cδs/2−1/4−.
In particular, using (1) and (2) to see that ‖u|H‖L2(H) ≤ Ch−1/4 and ‖h∂νu‖L2(H) ≤ C, together with
h3/4−2/3 = o(1) and h1−2/3(1+s) = o(1),
〈ψδ(h)G2/3,−s1 (h)Ah∂νu, h∂νu〉+ 〈ψδ(h)G2/3,1−s1 (h)Au|H , u|H〉 = oδ(1) +O(δ1/2−s−).
Therefore,
〈G2/3,−s1 (h)Ah∂νu, h∂νu〉+ 〈(1 + h2∆H)G2/3,−s1 (h)Au|H , u|H〉
= 4
µL(S∗M)
∫
χδ(|ξ′|2g)σ(A)(x, ξ)(1− |ξ′|2g)1/2−sdxdξ′ + oδ(1) +O(δ1/2−s−).
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So, since s < 1/2, letting h→ 0 and then δ → 0, we have
〈G2/3,−s1 (1 + h2∆H)Ah∂νu, h∂νu〉+ 〈G2/3,1−s1 (1 + h2∆H)u|H , u|H〉
→ 4
µL(S∗M)
∫
B∗H
σ(A)(x, ξ)(1− |ξ′|2g)1/2−sdxdξ′,
completing the proof of Theorem 4.
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