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Abstract 
Avramov, L.L. and H.-B. Foxby, Homological dimensions of unbounded complexes, Journal 
of Pure and Applied Algebra 71 (1991) 129-155. 
This paper explores various notions of projective, injective, and flat dimensions, arising from 
recent constructions of resolutions of unbounded complexes, proposed by N. Spaltenstein and 
by S. Halperin with the authors. The different versions of each dimension are compared to each 
other, and also to the classical concepts, whenever these may be defined. Cohomological 
characterizations of the dimensions are provided in terms of vanishing of appropriate derived 
functors. The behavior of the dimensions under change of rings is investigated. 
Introduction 
There are two complementary aspects of Cartan and Eilenberg’s [6] classical 
theory of homological dimensions of modules over associative rings: dimensions 
are defined in terms of resolutions, and computed in terms of derived functors. 
The interplay between these two facets has been so successful, that they have 
almost come to be confounded. However, each one has a particular role to play: 
Indeed, while the invariant approach via derived functors is used to establish 
whether a resolution of bounded length exists, the investigation of the properties 
of the module itself depends heavily on working directly with such a resolution. 
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The extension of Homological Algebra from modules to complexes of modules, 
started already in the last chapter of [6], and pursued in [7-9, 11, 131, etc., has 
produced a theory of homological dimensions, which is only partly satisfactory, 
since it presupposes stringent boundedness conditions on the complexes under 
consideration. Thus, projective (or flat) dimension is only defined for complexes 
which are homologically bounded below while injective dimension is introduced 
only for those which are homologically bounded above. However, many perfectly 
natural and most useful operations on complexes do not respect these assump- 
tions, hence make it difficult to keep track of such important limitations as the 
finiteness of homological dimensions. 
One of the major obstacles to the construction of a satisfactory theory of 
homological dimensions has been the fact that until recently no sufficiently 
general result was available for the existence of resolutions of unbounded 
complexes, from which one would be able to compute the corresponding derived 
functors. The situation has changed recently, with the introduction in [3] of 
appropriate substitutes of free resolutions (in the more general context of DG 
modules over DG rings), the construction in [12] of resolutions from which one 
can compute Ext and Tor by any one of the two arguments, and finally the 
general constructions in [2], an abstract of which is given in Section 1 below. 
Since each type of resolution comes with a built-in notion of finite homological 
dimension, several a priori different concepts arise. In Section 2 we study their 
interplay, and in particular we show that the homological dimensions defined via 
the boundedness of Spaltenstein’s ‘K-resolutions’ [12], via the boundedness of the 
‘DG-resolutions’ of [2], and via the vanishing of the derived functors, all yield the 
same result. It is relevant to note here that our proof makes essential use of the 
fact that the resolutions of [2] not only have good homotopy properties (which 
define those of [12]), but also have good module properties (as classical resolu- 
tions do). This point seems to be crucial in establishing that the vanishing of 
(co-)homology implies the existence of resolutions with zero component beyond a 
certain point. 
Section 3 considers the situation over rings of finite global dimension, and 
reinterprets in our present framework some early results of Dold. 
Sections 4 and 5, which in many respects motivated the whole investigation, 
consider what are essentially ‘change-of-rings’ situations, and present several 
connections between homological dimensions over the various rings of operators. 
The form taken by our results will no doubt appear familiar, since some of the 
formulas are identical to well-known expressions when all arguments are modules. 
The point we want to make is that for complexes the right-hand side and the 
left-hand side are not even always simultaneously defined by earlier approaches. 
However, it is not for the purpose of obtaining aesthetically balanced formulas 
that we were led to consider the implications for unbounded complexes of the 
vanishing of their derived functors. Indeed, in our study of locally Gorenstein and 
locally Cohen-Macaulay homomorphisms of noetherian rings, situations where 
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derived functors were trivial kept appearing from various angles, and this was the 
only finiteness condition on the complexes under consideration that we could start 
from. Thus, we were literally forced to try to obtain from here information on a 
(co-)chain level. 
In the process, we came to realize, once more, the complex simplicity of the 
classical approach, which was outlined in the opening paragraph of this intro- 
duction. 
1. Homological algebra of complexes of modules 
Let R denote an associative ring. In this paper, the term R-module will be used 
to indicate a left R-module. Any complex of R-modules is equipped with a 
differential of degree -1, ubiquitously denoted ~3. The cycles, boundaries, and 
homology functors from complexes of R-modules to graded R-modules, are as 
usual denoted Z(-), B(-), and H(-), respectively. A complex of R-modules M is 
said to be homologically trivial if H(M) = 0. We say a complex M is bounded 
above (respectively, bounded below, bounded) if there is an 12 E Z such that 
Mi = 0 for i > n (respectively, i < n, 1 iI I n). Furthermore, we set sup M = 
sup{iEZIH,(M)#O} and inf M = inf{ i E Z 1 H,(M) # 0} . Once and for all, we 
identify any module M with a complex of R-modules, denoted by the same letter, 
which has M in degree zero and is trivial elsewhere. 
If M and N are complexes of R-modules, then Hom,(M, N) denotes the 
complex of Z-modules with Hom,(M, N), = ni,, Hom,(M,, N,,,), and 
d((ai)iEZ) = (‘i+rz (yi - (-l)“ai-ldi)i~ZY 
for (LY~)~~~ E Hom,(M, N),. A homo- 
morphism of complexes (Y : M+ N of degree n is a cycle in Hom,(M, N),, that is, 
a family (ai : Mi+ N,+,)iGz of R-linear maps, such that a,+,(~, = (-~)“cx_,I~~. Two 
homomorphisms (Y and p of degree n are said to be homotopic, if they differ by a 
boundary of Hom,(M, N), that is, if there is a family (si: Mi+ Ni+n+l)LEL of 
R-linear maps, such that (Y - p = sa + as; in this case we write (Y - /3. Homotopy 
is an equivalence relation, and (Y - p implies H(a) = H( /3). If the identity map 
1, is homotopic to the zero map, then M is called contractible. A morphism 
(Y : M+ N is a homomorphism of complexes of degree 0. A homology isomorph- 
ism is a morphism CY, such that H(a) is an isomorphism; homology isomorphisms 
are marked by placing the sign ‘1 next to their arrow. The equivalence relation 
generated by homology isomorphisms is denoted =: thus, M = N means there is a 
sequence (Y(O), . . . , CX(~-*) of homology isomorphisms a(i) : M”‘S MCr+l) or 
,G) . MC’+‘) 7 MC’), with M = ~(0) and N = MC”). 
For any complex M, we define its subcomplex: 
T,,(M) = . . .~M,~Mi_l~...~M,+,-tZ,(M)~O~O~..’ 
and its quotient complex: 
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and call them truncations of M. Furthermore, we use the same name to denote 
the inclusion 7,,(M) + M and the projection M+ T_(M), which we denote by 
7 ,,, and r,,,, _ _ respectively. Their utility comes from the fact that Hi(7zn) is an 
isomorphism for i 2 ~1, while H1(r_) has this property for i 5 n. 
We now come to the main concepts. They are taken from [2], which contains 
proofs of all the claims in this section (cf. also Remark 1.7(3) below). 
Definition. A complex of R-modules P is called: 
- DG-projective if Hom,(P, -) transforms surjective homology isomorphisms 
into surjective homology isomorphisms; 
- r-projective if Hom,(P, -) preserves homology isomorphisms; 
- #-projective if Pi is a projective R-module for each i E Z. 
l.l.P. Remarks. (1) If P is bounded below and #-projective, it is DG-projective. 
(2) Any contractible complex is r-projective. 
(3) A complex P is n-projective if and only if Hom,(P, -) preserves homologi- 
cal triviality. 
In general, the relation between the different notions of projectivity is ex- 
pressed by the following: 
1.2.P. A complex is DG-projective if and only if it is r-projective and #- 
projective. 0 
The essential properties of rr-projective complexes are given by the next two 
easy results. 
1.3.P. (Y : P+ F is a homology isomorphism of r-projective complexes, then 
Hom,(a, N) is a homology isomorphism for any complex N. 0 
1.4.P. If P is a rr-projective complex and P = M, then there is a homology 
isomorphism Pz M. 0 
Definition. A complex of R-modules I is called: 
- DG-injective if Hom,(-, I) transforms injective homology isomorphisms into 
surjective homology isomorphisms; 
- n-injective if Hom,(-, Z) preserves homology isomorphisms; 
- #-injective if li is an injective R-module for each i E Z. 
1.1.1. Remarks. (1) If Z is #-injective and bounded above, it is DG-injective. 
(2) Any contractible complex is 7r-injective. 
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(3) A complex I is r-injective if and only if Hom,(-, Z) preserves homological 
triviality. 
1.2.1. A complex is DG-injective if aqd only if it is rr-injective and #-injective. 0 
1.3.1. If p : I”-, I is a homology isomorphism of r-injertive complexes, then 
Hom,(M, p) is a homology isomorphism for any complex M. 0 
1.4.1. Zf Z is a r-injective complex and N = I, there there is a homology isomorph- 
ismN<Z. 0 
Recall that the tensor product of a complex of right R-modules M’ and a 
complex of R-modules N is the complex of Z-modules M’ @‘R N with 
(M’@RN), =J_IiEz (M( @RN,-i) and a(m’@n) = a(m’)@n + (-l)‘m’@a(n) 
for m’ E MI, n E Nnpi. 
Definition. A complex of R-modules F is called: 
- DG-flat if - aR F transforms injective homology isomorphisms into injective 
homology isomorphisms; 
- rr-flat if - @‘R F preserves homology isomorphisms; 
- #-flat if F, is a flat R-module for each i E Z. 
l.l.F. Examples. (1) If F is #-flat and bounded below, it is DG-flat. 
(2) Any contractible complex is r-flat. 
(3) A complex F is rr-flat if and only if - mR F preserves homological triviality. 
1.2.F. A complex is DG-flat if and only if it is r-flat and #-pat. 0 
1.3.F. Zf (Y : F+ F is a homology isomorphism of r-flat complexes, then M’ BR cx 
is a homology isomorphism for any complex M’ of right R-modules. 0 
The flat analog of 1.4.P does not hold: cf. Example 2.9.F below. On the other 
hand, the usual relation holds between flatness and projectivity: 
1.5. A DG-projective (respectively, n-projective, #-projective) complex is DG- 
flat (respectively, n-flat, #-pat). 0 
Next we introduce resolutions. 
Definition. Let M be a complex of R-modules. A homology isomorphism P; M 
with P DG-projective (respectively, r-projective) is called a DG-projective 
(respectively, rr-projective) resolution of M (over R). A homology isomorphism 
MG Z with Z DG-injective (respectively, 7r-injective) is called a DG-injective 
(respectively, r-injective) resolution of M (over R). 
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1.6. Every complex has a DG-projective resolution and a DG-injective 
resolution. 0 
1.7. Remarks. (1) If M is a bounded below complex, then it is a classical result of 
Cartan and Eilenberg [6, XVII, (1.2)] that there is a homology isomorphism 
P; M with P #-projective and Pi = 0 for i < inf M. In view of Remark l.l.P(l), 
this provides, in particular, a DG-projective resolution of M. 
If, furthermore, R is left noetherian and H,(M) is a finitely generated R-module 
for each i E Z, then the modules P, can be chosen to be free of finite rank, cf. [9, 
(2.3.c)]. 
(2) If M is a bounded above complex, then by [6, XVII, (1.2)] there is a 
homology isomorphism MG Z with Z #-injective and Z, = 0 for i > sup M, hence 
this provides a DG-injective resolution of M in view of Remark l.l.I( 1). 
(3) Combining 1.6 with 1.2.P and 1.2.1, one sees that every complex has a 
n-projective resolution and a 7r-injective resolution. The existence of such 
resolutions for unbounded complexes was first proved in [12], where they are 
called K-projective and K-injective, respectively. However, the existence of DG- 
projective resolutions follows already from [3, (1.9)] where semi-free resolutions 
are introduced in the more general framework of DG modules over DG rings. 
1.8. Constructions. (1) Let M and N be arbitrary complexes, and let PG M ZF 
and Z c-N% r” be, respectively, DG-projective and DG-injective resolutions. It 
then follows from the definitions together with 1.3.P and 1.3.1 that there are 
homology isomorphisms Hom,(P, N) $ Hom,(F, N) and Hom,(M, Z) $ 
Hom,(M, I”), which are inverse to each other up to homotopy, and which are 
defined uniquely up to homotopy. It follows that the homotopy class (in particu- 
lar, the equivalence class) of the complex of I2-modules Hom,(P, Z) does not 
depend on the choice of the resolution. We denote by Eom,(M, N) any 
representative of this class. It is well known that in order to make the assignment 
(M, N) *HomR(M, N) properly functorial it is necessary to introduce derived - 
categories, cf. e.g. [7, 11, 131. However, for our purposes here much less is 
needed, so we only remark that it follows from the preceding that 
H gom,(M, N) is defined uniquely up to a unique isomorphism, hence is indeed 
natural in both arguments. We set Ext,(M, N) = ZZigom,(M, N) and note that 
a homology isomorphism of either argument induces an isomorphism of the 
corresponding Ext’s. Furthermore, due to 1.2.P, 1.3.P, 1.2.1, 1.3.1, there are 
isomorphisms H Hom,(P, N) z Ext,(M, N) z H Hom,(M, Z) for any n-projec- 
tive P with P = M and any n-injective Z with N = I. 
(2) A discussion parallel to the one above shows that if P’G M’ is a DG- 
projective resolution of the complex of right R-modules M’, and Qs N is a 
DG-projective resolution of the complex of R-modules N, then the homotopy 
class (in particular, the equivalence class) of the complex of Z-modules P’ @‘R Q 
does not depend on the choices made. We denote by M’C& N any representative 
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of this class and set Torf(M, N) = H,(M’@& N). This is a functor in both 
arguments, which transforms homology isomorphisms into isomorphisms. Fur- 
thermore, due to 1.2.F, 1.3.F and 1.5, it can be computed from any DG-flat or 
r-flat complex F, such that F = N: TorR(M’, N) E H(M’ @JR F). 
1.9. Lemma. Let R be a ring and let i be an integer. 
(a) If M is a complex of R-modules such that Extk(M, N) = 0 for all R-modules 
N, then H,(M) = 0. 
(b) If N is a complex of R-modules such that Extk(M, N) = 0 for all R-modules 
M (or just for M = R), then H_,(N) = 0. 
(c) Zf M’ is a complex of right R-modules such that Tor”(M’, N) = 0 for all 
R-modules N (or just for N = R), then H,(M’) = 0. 
(d) Zf N is a complex of R-modules such that Tory(M’, N) = 0 for all right 
R-modules M’ (or just for M’ = R), then H,(N) = 0. 
Proof. (a) Set E = n, E,(RIJ), where E,(N) denotes the injective hull of N, 
and J ranges over the left ideals of R. If P is a DG-projective resolution of M, 
then: 
Extk(M, E) g H_iHom, (P, fl EAR/J)) 
J 
z Horn, (H,(P), n E,(R/J)) 
J 
G nHom,(Hi(M), E,(RlJ)) . 
I 
If x is a nonzero element of H,(M), then Rx g R/J for J = annRx # R, hence the 
monomorphism Rx G R/J-+ E,(RIJ) extends, by the injectivity of E,(RIJ), to a 
nonzero homomorphism H,(P) + E,(RIJ). In other words, if H,(P) # 0, then 
Extk(M, E) # 0. This proves our assertion. 
For (b), respectively (c), respectively (d), we set M = R, respectively N = R, 
respectively M’ = R, and use the canonical isomorphism Exti(R, N) s H_,(N), 
respectively Tor”(M’, R) z H,(M’), respectively Torp(R, N) z H,(N). 0 
2. Homological dimensions 
This section introduces projective, injective, and flat dimensions for arbitrary 
complexes of R-modules. In fact, due to the existence of DG-, TP, and #- 
resolutions of each type, each dimension arises in three different guises. The main 
results of the section show that the DG- and r-dimensions admit characteriza- 
tions in terms of the vanishing of appropriate derived functors and, as a 
consequence, coincide. In contrast, the #-dimensions, which might at the first 
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appear as the most natural generalizations of the corresponding notions for 
modules, are shown by easy examples to reflect in a rather inadequate manner the 
homological properties of the complexes+r even modules-under consideration. 
In order to order the exposition and make more apparent the similarities, as 
well as the differences, between the Projective, Injective, and Flat dimensions, 
this section is broken down into three subsections, following the PIF approach we 
have tried to implement in a consistent manner throughout the paper. 
2.P. Projective dimension 
2.1.P. Definition. Let IZ E Z. A complex of R-modules, M, is said to have 
projective dimension at most YE (denoted pd,M 5 n), if there exists an equivalence 
P = M, with P a DG-projective complex of R-modules with Pi = 0 for i > n. If 
pd,M 5 n holds, but pd,M 5 n - 1 does not, we write pd,M = n; if pd,M 4 n 
for all n E Z, we write pd,M = -m; if pd,M % n for no IZ E Z we write pd,M = w. 
This can also be expressed by the equality 
pd,M = inf,sup{ n 1 P, f 0} 
where P ranges over the DG-projective complexes of R-modules such that P = M. 
2.2.P. Variants. By replacing throughout in the preceding definition ‘DG-projec- 
tive’ by ‘rr-projective’ (respectively, by ‘#-projective’), one obtains the definition 
of the notion of r-projective dimension (respectively, #-projective dimension) of 
M, which is denoted by rr-pd,M (respectively, #-pd,M). 
2.3.P. Remarks. (1) If M = M’, then pd,M = pd,M’ and similarly for r-pd, and 
#-pd,. 
(2) The inequality 
#-pd,M 5 pd,M 
holds for any complex M of R-modules, due to 1.2.P. 
(3) The equality pd,M = --00 (respectively, rr-pd,M = -00, #-pd,M = -m) is 
equivalent to H(M) = 0. 
(4) There is an inequality pd,M 2 sup M, and similarly for r-pd,M and 
#-pd,M. 
2.4.P. Theorem. For a complex M of R-modules the following conditions are 
equivalent: 
(i) pd,M 5 n. 
(i)’ M has a DG-projective resolution P with Pi = 0 for i > n. 
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(ii) rr-pd,M 5 IZ. 
(ii)’ M has a rr-projective resolution P with Pi = 0 for i > n. 
(iii) Ex&(M, N) = 0 f or i > n - inf N and any complex of R-modules N. 
(iv) Exti+‘(M, N) = 0 f or any R-module N and H,(M) = 0 for i > n + 1. 
(v) H,(M) = 0 f or i > n and for any (respectively, some) DG-projective com- 
plex of R-modules P, such that P = M, the R-module Coker(a,+, : P,,+l -+ P,) is 
projective. 
(vi) For P as in (v) the truncation T,, : P-, T,,(P) is a homology isomorphism, 
and r_,(P) is DG-projective. 
(vi)’ For P as ( ), h m v t ere is an isomorphism P s P’ CB p’: with PI = 0 for i > n, 
and pll contractible. 
Proof. We give a cyclic proof, and start by observing that (i) + (i)’ and (i)’ + (ii)’ 
follow from 1.4.P and 1.2.P, respectively, while (ii)‘+ is trivial. 
(ii)+ (iii) Let N’ --i, N be the truncation rzj, with j = inf N, and let P be a 
rr-projective complex as in (ii). There are then isomorphisms Extk(M, N) z 
H_,Hom,(P, N) g KiHom,(P, N’). Since Hom,(P, N’)_i = 0 for -i <j - n, 
the assertion of (iii) follows. 
(iii) 3 (iv) By Lemma 1.9(a). 
(iv) + (v) Th e h ypothesis of (iv) implies by Lemma 1.9(a) that H,(P) = 0 for 
i > n. It follows that the complex 
. ..Pi~P._,_$...~P~+z~Pn+~~P,~o~o~... 
gives an R-projective resolution of the R-module Coker a,,,. In particular, for 
any R-module N one has an isomorphism Extk(Coker a,,,, N) z 
H _n_IHomR(P, N) = 0, so that Coker a,,, is R-projective. 
(v) $ (vi) Consider the exact sequence of complexes 
with r = r,,, the truncation homomorphism. Since pi = P, for i < n, and P,, = 
Coker d,, 1, the complex p is #-projective. Furthermore, the exact sequence 
O+B,(P)+P,+Coker8,+,+0 
shows that B,(P) is a projective R-module, hence the complex P” is #-projective 
as well. Being bounded below, it is in fact even DG-projective, cf. l.l.P( 1). Let 
now N be any homologically trivial complex of R-modules. Since the R-modules 
Fi are projective, the sequence of complexes of Z-modules 
O-+Hom,(P, N)-+Hom,(P, N)+Hom,(P”, N)+o 
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is exact. Furthermore, the second and third complexes have trivial homology by 
l.l.P(3), hence the homology exact sequence shows that Hom,(F, N) is 
homologically trivial as well. We have shown that is is rr-projective, and since we 
already know it is #-projective, we conclude from 1.2.P that it is DG-projective. 
Finally, note that Hi(~) is an isomorphism: for i 5 y1 this holds by construction, 
while for i > n it is a map of trivial homology modules. 
(vi)+ (vi)’ By assumption T,, is a surjective homology isomorphism onto a 
DG-projective complex, hence it has a splitting (+ : T,,(P)-+ P, which necessarily 
is a homology isomorphism. Setting P” = Ker(r,,) and P’ = Im (T, we get P = 
P’ CB P”, with P’ a DG-projective complex such that Pi = 0 when i > n. Further- 
more, H(P”) = 0 by the homology exact sequence, and since P” is a bounded 
below complex of projective R-modules, its contractibility follows. 
(vi)’ 3 (i) The complex P’ is DG-projective, being a direct summand of P, and 
the projection P+ P’ is a homology isomorphism, because of the contractibility 
of its kernel, pl: Thus M = P’. 0 
2.5.P. Corollary. For any complex M of R-modules one has 
pd,M = rr-pd,M 
= sup{ j E Z 1 Extk(M, N) # 0 for some R-module N} . 0 
To show that there is no better relation between pd,M and #-pd,M than the 
one given in Remark 2.3.P(1), we make use once more of a popular example, 
which seems to appear first in [S, (3.4)]. 
2.6.P. Remark. There are a ring R and an R-module M, such that pd,M = 00 and 
#-pd,M = 0. 
Namely, set R = z/(4) and M = Rl2R. The complex 
p=. . Y&RR-- -+R&+O+- .-+O+O+.-. , 
with the last R in degree zero, is a DG-projective resolution of M, hence 
Exta(M, M) = H_jHom,(P, M) E M for i 2 0, so that pd,M = ~0. On the other 
hand, the complex 
with the first R in degree zero, is homology isomorphic with M by the map M + I, 
m -2rn + (4) E R = I,, hence #-pd,M 5 0. Now 2.3.P(4) shows that #- 
pd,M = 0. 
2.7.P. Corollary. Let M be a complex of R-modules, such that H(M) is bou_nded 
below. Then pd,M 5 n if and only if there is a homology isomorphism P-+ M, 
with P a complex of projective R-modules such that P, = 0 for ie[inf M, n]. 
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In particular, pd,M = #-pd,M. 
If, furthermore, R is left noetherian and H,(M) is a finitely generated R-module 
for each i E Z, then each P, can be chosen finitely generated. 
Proof. Immediate from Remark 1.7(l) and the theorem. q 
2.8.P. Remark. The last corollary shows that pd,M, as defined in 2.1.P, yields 
the classical notion in case when M is an R-module or, more generally, a 
homologically bounded below complex of R-modules. 
2.1. Injective dimension 
2.1.1. Definition. Let n E Z. A complex of R-modules, N, is said to have injective 
dimension at most n (denoted id,N 5 n), if there exists an equivalence N = I, 
with Z a DG-injective complex of R-modules such that Z, = 0 for i < -n. If 
id,N 5 n holds, but id,N I n - 1 does not, we write id,N = n; if id,M 5 n for all 
n E Z we write id,M = -00; if id,M 5 n for no n E Z we write id,M = w. This can 
also be expressed by the equality 
id,N = inf,sup{ - yt ( I,, # 0} 
where I ranges over the DG-injective complexes of R-modules such that N = I. 
2.2.1. Variants and 2.3.1. Remarks. Variants 2.2.P and Remarks 2.3.P(1)- 
2.3.P(3) carry over to the injective setup with the simple replacement of 
‘projective’ by ‘injective’, while 2.3.P(4) becomes the following: 
2.3.1. (4) There is an inequality id,N e -inf N, and similarly for 7r-id,N and 
#-id,N. 
2.4.1. Theorem. For a complex N of R-nodules the following conditions are 
equivalent: 
(i) id,N 5 ~1. 
(i)’ N has a DG-injective resolution I with Ii = 0 for i < - n. 
(ii) r-id,N I n. 
(ii)’ N has a 7r-injective resolution I with Zi = 0 for i < -n. 
(iii) ExtL(M, N) = 0 f or i > n + sup M and any complex of R-modules M. 
(iv) Ext”,+‘(R/J, N) = 0 f oranyleftidealJofRandH,(N)=Ofori<-n-1. 
(9 H,(N) = 0 f or i < -n and for any (respectively, some), DC-injective 
complex of R-modules I, such that I = N, the R-module Ker(a_, : I_, + I_,_ ,) is 
injective. 
(vi) For I as in (v), the truncation 7,-,(Z) -+ I is a homology isomorphism, and 
T,-,(Z) is DG-injective. 
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(vi)’ For I as in (v), there is an isomorphism I z I’ %3 I”, with 1: = 0 for i < -II 
and I” contractible. 
Proof. The argument follows the same scheme as that of 2.4.P, by simple 
dualization. 0 
2.5.1. Corollary. For any complex N of R-modules, one has 
id,N = rr-id,M 
= sup{ j E Z 1 Extk(RlJ, N) # 0 for some left ideal .I} . 0 
2.6.1. Remark. There are a ring R and an R-module N such that id,N = m and 
#-id,N = 0. 
Namely, take R = Z/(4), and N = M = Rl2R. The computation of Extk(M, M) 
in the proof of Remark 2.6.P shows that id,N = 00, while the homology isomorph- 
ism PG N from the same proof shows that #-id,N = 0, since R is self- 
injective. 0 
2.7.1. Corollary. Let N be a complex of R-modules, such that H(N) is bounded 
above. Then id,N YS n if and only if there is a homology isomorphism Ns I, with 
I a complex of injective R-modules such that I, = 0 for i g[- n, sup N]. 
In particular, id,N = #-id,N. 0 
2.8.1. Remark. The last corollary shows that id,N, as defined in Definition 2.1.1, 
yields the classical notion when N is an R-module or, more generally, a 
homologically bounded above complex of R-modules. 
2.F. Flat dimension 
2.1.F. Definition and 2.2.F. Variants. The notions of flat dimension’, r-flat 
dimension, and #-flat dimension’, are obtained by replacing ‘projective’ by ‘flat’ in 
Definition 2.1.P. and Variants 2.2.P; they are denoted by fd,, r-fd,, and #-fd,, 
respectively. 
2.3.F. Remarks. Remarks 2.3.P(1)-2.3.P(4) remain valid with the same substitu- 
tions as above. Furthermore, one has from 1.5 the following: 
2.3.F. (5) For any complex of R-modules N, there is an inequality fd,N 5 pd,N. 
’ The definition of flat dimension (for bounded complexes) in [9, (6.32)] is worded incorrectly; this 
does not affect the arguments or formulations of those notes, which use the present definition. 
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2.4.F. Theorem. For a complex M of R-modules, the following conditions are 
equivalent: 
(i) fd,N 5 n. 
(ii) r-fd,N I n. 
(iii) Tor”(M’, N = ) 0 for i > n + sup M’ and any complex of right R-modules M’. 
(iv) Tot-f,, (R/J’, N)=Of or any right ideal J’ of R and H,(N) = 0 for i > n + 1. 
69 K(N) = 0 f or i > n and for any (respectively, some) DG-fiat complex of 
R-modules F, such that F = N, the R-module Coker(a,+, : F,,+, -+ F,,) is flat. 
(vi) For F as in (v), the truncation T,, : F* T,, (F) is a homology isomorphism, 
and 7,,(F) is DG-flat. 
Proof. The scheme is once again circular, with (i) + (ii) given by 1.2.F, (vi) 3 (i) 
trivial, and the remaining implications following the corresponding arguments in 
Theorem 2.4.P with the obvious adjustments. 0 
2.5.F. Corollary. For any complex N of R-modules, one has 
fd,N = n-fd,N 
= sup{ i E Z ]TorF(R/J’, N) # 0 for some right ideal J’} , 0 
2.6.F. Remark. There is an R-module N such that fd,N = x and #-fd,N = 0. 
Indeed, take R and M as in Remark 2.6.P, and set N = M. 
2.7.F. Corollary. Let N be a complex of R-modules such that H(N) is bounded 
below. Then fd,N I n if and only if there is an equivalence F = N, with F a 
complex of flat R-modules such that F, = 0 for i $Z’[inf N, n]. 
In particular, fd,N = #-fd,N. 0 
2.8.F. Remark. Theorem 2.4.F shows that fd,N, as defined in Definition 2.1.F, 
yields the classical notion when N is an R-module. However, when N is a complex 
of R-modules, the equivalence F = N in the last corollary cannot, in general, be 
replaced by a homology isomorphism F; N, in analogy with Remark 2.8.P or 
2.8.1. Indeed, consider the following example, which also shows that in Theorem 
2.4.F condition (i) (or (ii)) cannot be strengthened to a requirement that N has a 
DG-flat (or n-flat) resolution FG N with F, = 0 for i >fd,N: compare with 
conditions (i)’ (or (ii)‘) of Theorems 2.4.P and 2.4.1. 
2.9.F. Example. Let R = Z, and let 0 + N, 5 N, 5 Q + 0 be an exact sequence 
with N, and N, free Z-modules. Let N be the complex of Z-modules with a, = a, 
N, = 0 for i # 0, 1. Assume (Y : F; N is a homology isomorphism with F r-hat, 
and Fi = 0 for i > fd,Q = 0, and note that one then obtains a commutative 
diagram. 
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-&(F)--+ -G(N) = NLl 
II I I 
H,(F) ZH,(N) = Q 
This implies that the free abelian group N, contains a copy of the divisible 
abelian group Q, which is absurd. 
We finish this section by the well-known comparison of flat and projective 
dimension under noetherian assumptions. 
2.10.F. Corollary. If R is left noetherian and N is a complex of R-modules such 
that H,(N) is finitely generated for each i E Z and N is bounded below, then 
fd,N = pd,N. 
Proof. Since pd,N 2 fd,N by Remark 2.3.F(5), it suffices to assume fd,N = 
n < CQ. Let PG N be a DG-projective resolution with Pi finitely generated 
for i E Z, cf. Remark 1.7(l). Then by Theorem 2.4.F(v) we have that 
Coker(a,+, : P,+l + P,) is a flat R-module, hence-being finitely presented-it is 
projective. It follows from Theorem 2.4.P(v) that pd,Ns n. q 
3. Global dimension 
A classical consequence of the computation of projective and injective dimen- 
sions in terms of Ext’s is the equivalence of the following conditions: 
(i) each R-module has projective dimension at most n; 
(ii) each R-module has injective dimension at most n; 
(iii) Exta(M, N) = 0 f or i > n and arbitrary R-modules M and N, cf. [6]. 
When they hold, R is said to have (Zeft) global dimension at most n which is 
denoted gldim R 9 n. 
Our purpose here is to record some implications of the finiteness of the global 
dimension of R on the homological dimensions of the complexes of R-modules. 
3.1. Proposition. The following conditions on a ring R and an integer n are 
equivalent: 
(i) gldim R 5 n, 
(ii) pd,M I n + sup M for any complex of R-modules M, 
(iii) id,N 5 n - inf N for any complex of R-modules N, 
(iv) Exta(M, N) = 0 f or i > n + sup M - inf N and arbitrary complexes M 
and N. 
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Proof. (i) 3 (ii) Clearly, we can assume that s = sup M is finite. If P = M and P is 
DG-projective, it suffices by Theorem 2.4.P to prove that P,+,IB,+,(P) is a 
projective R-module. This is certainly the case if IZ = 0, so assume n > 0. Then 
H,+,(P) z H,+,(M) = 0, and hence P,+,IB,+,(P) = P,+,lZ,+,(P) z B,+,_,(P). 
For II = 1 this R-module is projective because it is a submodule of the projective 
R-module PS+,+l. When II > 1 we have the exact sequence of R-modules. 
o+ -%+,-1(P)+ p,+,-I--, Ph-*-. . *+ Ps+, * P,+ B,_,(P)+0 
in which all the P,‘s are projective. It follows that Z,+,_,(P) is itself projective. 
Furthermore we have H,+,_,(P) z H,+,_,(M) = 0 since s + IZ - 1 is strictly larger 
than s, hence B,+,_l (P) = Z,+,_,(P) is projective, as claimed. 
(i) + (iii) This is proved by dualizing the preceding argument. 
(ii) 3 (iv) and (iii) + (iv). Th ese follow immediately from Theorem 2.4.P and 
Theorem 2.4.1, respectively. 
That (iv) implies (i) follows by letting M and N be modules in (iv). 0 
Next we recall two notions due to Bass [4]: 
FPD R = sup{pd,M 1 M is an R-module with pd,M < m} 
and 
FID R = sup{id,N 1 N is an R-module with id,M < 001 
are called, respectively, the (left) finitistic projective dimension of R and the (left) 
@it&tic injective dimension of R. 
3.2. Proposition. (P) Let R be a ring such that FPD R <m. Zf P is a bounded 
above complex of projective R-modules, and pd,P < m, then P is DG-projective. 
(I) Let R be a ring with FID R < ~0. Zf Z is a bounded below complex of injective 
R-modules, and id,Z < 03, then Z is DG-injective. 
Proof. (P) By Theorem 2.4.P there is a homology isomorphism (Y : P’+ P, where 
P’ is a DG-projective complex, such that PI = 0 for i > pd,P. Choose s E Z such 
that s 2 pd,P and Pi = 0 for i > s. Let C = C(a) denote the mapping cone of (Y. 
Note that C, = 0 for i > s + 1 and that H(C) = 0, hence the sequence 
is exact for each integer j P s. 
Note next that by 1.2.P the R-modules Pi are projective for i E Z, hence so are 
the modules C,. 
Thus we have shown the following: 
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3.3.P. pd,B,(C) is finite for each j E Z. 
Set now p = FPD R, and consider the exact sequence 
o+ B,(C)+ c,-, . . ‘-+ c,_,+, + Bj_,(C)dO . 
Since pd,B,_,(C)(p, it shows that the R-module B,(C) is, 
Thus for each j E Z, we may choose a split exact sequence 
in fact projective. 
of R-modules 
6, + 1 A,+1 
O+ B,+l(C)p~,cj+I y Bj(c)+o ) 
I 
with ?~,+i = bjhj+i. It is now clear that the homomorphisms of R-modules y, = 
ujPj = ‘I+ ‘j+l P rovide a contracting homotopy y of C, hence the complex C is 
r-projective, cf. l.l.P(2). 
Let now N be a homologically trivial complex of R-modules. Consider the 
mapping cone exact sequence 
O+P+C+sP’+O, 
where 5 P’ is the complex with (sP’)~ = Pi _, and differential opposite to that of 
P’. Since it is split as a sequence of graded R-modules, it induces an exact 
sequence of complexes of Z-modules 
O-+HomR(~P’, N)-+Hom,(C, N)+Hom,(P, N)+O. 
The first complex is homologically trivial, since P’ is rr-projective by 1.2.P. The 
second one is homologically trivial, since C is r-projective. Thus by the homology 
exact sequence Hom,(P, N) is homologically trivial. 
This shows that P is rr-projective, and hence it follows from 1.2.P that P is 
DG-projective, as claimed. 
(I) This is proved by dualizing the preceding arguments. q 
Remark now that in the proof of Proposition 3.2(P) the assumptions that P is 
bounded above and pd,P < CO have been used only to establish the claim of 3.3.P, 
that is, the finiteness of the projective dimension of certain modules. This, 
however, is automatically verified if R has finite global dimension. Thus the 
argument for Proposition 3.2(P) also proves the first part of the next result: this is 
due to Dold [8, (3.1)]. The second part is related to Proposition 3.2(I) in a similar 
manner. 
3.4. Proposition. Assume that R is a ring with gldim R < 00. 
(P) If a complex of R-modules is #-projective, then it is DC-projective. 
(I) Zf a complex of R-modules is #-injective, then it is DG-injective. 0 
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As a corollary to the preceding propositions we obtain further conditions under 
which all three projective or injective dimensions of a complex coincide: compare 
Remark 2.3(2) and Corollaries 2.5 and 2.7. 
3.5. Corollary. If R is a ring of finite jinitistic projective dimension, and M is a 
complex of R-modules with pd,M cm, then 
(P) pd,M = #-pd,M . 
If R is a ring of finite jinitistic injective dimension, and M is a complex of 
R-modules with id,M < ~0, then 
(I) id,M = #-id,M , 
If R is a ring of finite global dimension, then the equalities (P) and (I) hold for 
any complex of R-modules. 0 
3.6. Example. When R is a commutative noetherian ring of finite Krull dimen- 
sion, then both its finitistic projective and finitistic injective dimensions are finite, 
cf. [lo, (3.2.6)] and [5, (5.5)]. Thus when a homological dimension of a complex 
of R-modules is finite, it coincides with its #-version, and the finiteness assump- 
tion can be dropped if, furthermore, the ring R is regular. 
However, the following generalization of Dold’s example [S, (3.4)] shows that 
in general the finiteness of the homological dimension is essential. 
3.7. Proposition. Let R be a Gorenstein local ring. If R is not regular, then there is 
a homologically trivial complex M of finitely generated free R-modules, which is 
not DG-projective OY DG-flat, and there is a homologically trivial complex N of 
injective R-modules, which is not DG-injective. 
Furthermore, there exist R-modules K and L such that 
pd,K=m, #-pd, K = 0 
and 
id,L = 00, #-id,L = 0. 
Proof. Let W be the nth syzygy of the residue field k of R with n = dim R. Then 
depth,W= dim R and pd,W= ~0. Let Qr W be a minimal free resolution, and 
consider the complex Q* = Horn,,, Q, R). Since R is Gorenstein and W is a 
maximal Cohen-Macaulay R-module, H_i( Q*) = Extk( W, R) vanishes for i # 0, 
hence we have a homology isomorphism: W * G Q * , where W * = Horn,,, W, R). 
Furthermore, since W* is a maximal Cohen-Macaulay R-module, pdRW* < m 
would imply that W* is free, hence W is free, hence pd,R < 00, which contradicts 
the assumption that R is not regular. Thus the minimal free resolution Ps W* is 
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infinite, and we define M to be the complex obtained by splicing P and Q* along 
W*. Clearly M is #-projective and homological trivial. If M were also r-flat, the 
homology isomorphism Mf 0 would have produced by 1.3.F a contradiction: 
0 g H(M gR R) s M gR R # 0. Thus M is not rr-flat, and in particular not DG-flat, 
cf. 1.2.F, or DG-projective, cf. 1.5. 
To obtain the complex N and the modules K and L, set N = Hom,(M, E,(R)), 
K = W*, and L = Hom,(K, RR(d)). 0 
In connection with Proposition 3.4, and Corollary 3.5, we raise the following 
question: 
3.8. Question. If R is a ring such that the equality pd,M = #-pd,M (or: 
id,M = #-id,M) holds for every complex of R-modules M, is it then true that R 
has finite global dimension? 
3.9. Remark. When R is a Gorenstein local ring, Proposition 3.7 shows that the 
answer to the above question is affirmative. More generally, the proof of 
Proposition 3.7 shows that, if R is a local ring admitting a finitely generated 
nontrivial infinite syzygy K, then pd,K = ~0 and #-pd,K = 0. However there 
exists nonregular local rings Q without such infinite syzygies, for example, 
Q = R/m2 when R is a regular local ring of dimension at least 2. 
4. Complexes of bimodules 
When one considers a complex whose components are bimodules, and whose 
differentials commute with both module structures, interesting connections arise 
between the homological dimensions of the complex over its different rings of 
operators. The purpose of this section is to exhibit some relations of this type, 
which are especially useful in various ‘change-of-rings’ situations. 
The homological dimensions introduced in Section 2 can be defined for 
complexes of right modules, by the obvious modifications of the definitions. 
Clearly, all the preceding results have valid ‘right-hand versions’, to which we 
shall refer by the same labels. However, it is sometimes necessary to distinguish 
the left and right dimensions of a complex of bimodules, which has two possibly 
non-symmetric module structures over the same ring: a typical example arises 
when a ring S is viewed as a left R-, right R-bimodule via a homomorphism of 
rings R+ S. For this reason we write pd M,, etc., in order to denote the 
corresponding homological dimension of M viewed as a complex of right R- 
modules. 
It should be noted that most of the formulas established below cannot even be 
formulated without the notions of homological dimension for unbounded com- 
plexes, unless special precautions are taken to have all the dimensions in play 
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computed from complexes which are bounded ‘on the correct side’. For the entire 
section, we fix some uniform notation. 
4.0. Conventions. 
- R, S and T are associative rings. 
- N is a complex of left R-, right T-bimodules. 
- M is a complex of left R-, right S-bimodules. 
- M’ is a complex of right R-, left S-bimodules. 
(We note that not all these structures are used in each result: for instance, the 
T-module structure is ‘passive’ in Theorem 4.1 and 4.3, hence it can be ignored, 
and similarly for the S-module structure in Theorem 4.7.) 
4.1. Theorem. In the preceding notation, the following assertions hold: 
(P) pd,(M’& N) 5 pd,M’ + pd,J; 
(I) id,gom,(M, N) 5 fd Ms + id,N; 
(F) fd,(M’ @&N) I fd,M’ + fd,N. 
Proof. We consider first the inequality (P). There is something to prove only if 
both s = pd,M’ and r = pd,N are finite, which we assume from now on. In 
particular, there is a DG-projective resolution Q< N of the complex of R- 
modules N, such that Qj = 0 for i > r. Furthermore, let L be any S-module, and 
let L -5 I be a resolution by injective S-modules, with Z, = 0 for j > 0. By Theorem 
2.4.P one has H_, Hom,(M’, Z) = Ex?(M’, L) = 0 for h > s, hence the trunca- 
tion: d = 7,_, HomS(M’, I) + HomS(M’, Z) is a homology isomorphism. Thus we 
obtain isomorphisms: 
Exti(M’g, N, L) z H_, Hom,(M’ NR Q, Z) 
g H_, Horn,,, Q, HomJM’, I)) 
z H-, Horn,,, Q, 1) . 
Note now that for -h < -s - r, at least one of the modules Qi, L, in 
Hom,(Q,l)_, = II,_,=_, Hom,(Qi,J,) is equal to zero. Thus, for any S- 
modules L, we have Exti(M’g, N, L) = 0 when h > s + r = pd,M’ + pd,N. By 
Theorem 2.4.P this means that pd,(M’C?J, N) 5 pd,M’ + pd,N. 
The proofs of (I) and (F) are similar. 0 
4.2. Corollary. Let $ : R + S be a homomorphism of rings. 
(a) The following inequalities hold for any complex N of R-modules: 
(P) pd,(S C& N) 5 p&N; 
(I) id, gom,(S, N) 5 id,N; 
(F) fd,(S& N) I fd,N. 
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(b) The following inequalities hold for any complex L of S-modules: 
(P) pd,L 5 pd,L + pd,S; 
(I) id,L 5 id,L + fd S,; 
(F) fd,L 5 fd,L + fd,S. 
Proof. For (a) set M = S = M’ in the theorem. For (b) consider instead a 
homomorphism r,!~ : S+ R, and set in the theorem M = R = M’. This gives the 
inequalities pd,YN I pd,R + pd,N, id,N 5 fd R, + id,N, fd,N 5 fd,R + fd,N, 
from which the ones to be proved are obtained by change of notation. 0 
4.3. Notation. If P’ is a complex of right S-modules, consider the map 
0 P’MN : P’ @‘s Hom,(M, N)+ Hom,(Hom,(P’, M), N) , 
given by O,,,, @‘@B)(o) =(-I) i(j+h)Pcz(~‘) for x’ E Pi, a E Homs(P’, M)j, 
P E Hom,(M, N)h. 
If P is a complex of S-modules, consider the map 
mpMzN : Hom,(P, M’) BR N+ Hom,Y(P, M’ gR N) 
given by o~,,,,,~ (cz @y)(x) = (-l)%(x)C3y f or (Y E Hom,7(P, M’)h, y E N,, x E Pi. 
It is easily checked that both maps are morphisms of complexes and they are 
natural in all three arguments. 
4.4. Lemma. In the preceding notation the following hold: 
(I) Assume that P’ is bounded below and each Pi is a finitely generated 
projective right S-module, that H(M) is bounded, and that N is DG-injective. 
Then 0,,,, is a homology isomorphism when either pd P; < ~0 or id,N <x. 
(F) Assume that P is bounded below and each Pi is a finitely generated 
projective S-module, that H(M’) b IS ounded above, and that N is DG flat. 
Then mpMsN is a homology isomorphism when either pd,YP < 0~ or fd,N < ~0. 
Proof. (I) In degree iz we have the following expressions: 
(P’ @Js Hom,(M, N)), = u (P: g’s fl Hom,(M,, N,_i+,,)) , 
I h 
and 
Hom,(Hom,(f”, M), N), = n Horn,, Hom,(f’:, Mi+j>> N,+, ) . i 
Replacing M by a suitable trunction we may assume that M is bounded. 
Furthermore, if id,N < x we can assume that N is bounded below, and if 
pd 9; < ~0 we can assume that P’ is actually bounded, cf. Theorem 2.4.P. Under 
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these assumptions all the products above are finite, and thus 
and 
(P’ @‘s Hom,(M, N)), = u (P: @.Y Hom,(M,, Nk)) , 
i-h+k=n 
Hom,(Hom,(P’, M), N), = u Hom,(Hom,(Pi, Mh), Nk) . 
r-h+k=n 
It remains to note that the restriction of the canonical morphism maps 
P: @‘s Hom,(M,, Nk) isomorphically to Hom,(Hom,(P:, Mh), Nk), since P: is a 
finitely generated projective right S-module. 
(F) The proof is similar. 0 
4.5. Theorem. In the notation of 4.0 the following hold: 
(I) Assume that S is right noetherian and H(M) is bounded. Zf either id,N < m 
or rgldim S <cc, then 
fd, Eom,(M, N) I id M, + sup N 
(F) Assume that S is left noetherian and H(M’) is bounded above. Zf either 
fd,N < m or gldim S <m, then 
id,y(M’g, N) 5 id,M’ - inf N . 
Proof. (F) There is nothing to prove unless s = id,M’ and q = inf N are finite, so 
we assume they are. Choose a DG-flat resolution QG N of the complex N of 
R-modules, such that Q j = 0 for j @[ q; fd,N]. Let furthermore J be a left ideal of 
S, and let P be a projective resolution of the S-module S/J, with P, finitely 
generated for each i and Pi = 0 for ipf [O; gldim S]. By Lemma 4.4(F) the 
complexes Hom,(P, M’)@, Q and Hom,(P, M’gR Q) are homology iso- 
morphic. 
Note next that H_, Hom,(P, M’) = Exti(SIJ, M’) is zero for h > s by Theorem 
2.4.1, hence the truncation P = r,_, Hom,(P, M’)+ Hom,(P, M’) is a homology 
isomorphism. Thus we obtain isomorphisms 
Extt(SIJ, M’& N) z H_, Hom,(P, M’ GGR Q) 
z H-, (Hom,(P, M’) NR Q) 
= H_,(_P@, Q) . 
The complex EC!XJ~ Q is trivial in degrees -h < -s + q, hence we see that 
E&(SIJ, M’C& N) = 0 for any right ideal J of S, when h > s - q = id,M’ - 
inf N. 
The proof of (I) is similar. q 
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4.6. Corollary. Let R be a left and right noetherian ring, with id,R <CC and 
id R, < ~0, and let N be a complex of R-modules with bounded homology. Then 
fd,N is finite if and only if id,N is finite. 
Proof. For S = M = M’ = R the theorem yields the inequalities id,(N)) 5 id,R - 
inf N when fd,N is finite, and fd,(N) I id R, + sup N when id,N is finite. 0 
Remark. When R is a commutative local ring, the corollary is proved in 
[9, (8.30.b)]. 
The following results have a different flavor: they give sufficient conditions for 
the finiteness of Ext- and Tor-modules. The part concerning complexes, both of 
which are homologically bounded from ‘the correct’ side, is well known and fairly 
standard. However, there seems to be no result available in the literature that 
would give a noetherian conclusion for the derived functors of unbounded 
complexes. 
4.7.1. Theorem. In the notation of 4.0 assume furthermore R is left noetherian, 
H,(M) is a finitely generated R-module for each i E Z, H(N) is bounded above, 
and H,(N) is a noetherian right T-module for each i E Z. 
If H(M) is bounded below or id,N < ~0, then the right T-module Extk(M, N) is 
noetherian for each j E Z. 
Proof. Assume first H(M) is bounded below. By Remark 1.7(l) there is then a 
resolution FG M with F, a finitely generated free R-module for each i, and F, = 0 
for i < inf M. Thus for any left R-, right T-bimodule H, which is noetherian over 
T, the right T-modules Extk(M, H) = Hpj Hom,(F, H) are finitely generated for 
each j. In particular, the right T-modules 2Ep4 = Exti(M, H_,(N)) are noeth- 
erian. Note that they form the *E-term of a spectral sequence with T-linear 
differentials which, under our assumptions, converges strongly to Exti”(M, N). 
It follows that this right T-module is noetherian, for each p + q. 
Consider now the case id,N < 00, and choose, by Corollary 2.7.1, a bounded 
complex I of injective R-modules with F = I; in particular, there are integers 
m 5 n, such that I, = 0 for i < m and for i 2 n. Let furthermore PG M be a 
DG-projective resolution of the complex M of R-modules. Fix an integer j, and 
consider the exact sequence of complexes of R-modules 
where T is the truncation homomorphism T?,(P)+ P, and t = m + j - 2. It induces 
an exact sequence of complexes of Z-modules 
O+Hom,(C, Z)+Hom,(P, Z)zHom,(& Z)+O. 
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Since in degrees -j + 1, -j, and -j - 1 the second and third complexes coincide, 
Xj(7*) is bijective, hence Extk(7, N) : Extk(P, N)-+ Exti(P’, N) is an isomorph- 
ism of right T-modules. By the initial part of the proof, the second of these 
modules is noetherian. It remains to note that Extk(P, N) G Extk(M, N) as right 
T-modules. 0 
For the next result, the proof is similar to the one just completed above. 
4.7.F. Theorem. In the notation 4.0 assume furthermore R is right noetherian, 
H,(M’) is a finitely generated right R-module for each i E Z, H(N) is bounded 
below, and H,(N) is a noetherian right T-module for each i E Z. 
Zf H(M’) is bounded below or fd,N < 00, then the right T-module Tory(M’, N) 
is noetherian for each j E Z. 0 
A consequence of the last proposition is sufficiently important to warrant 
explicit mention. 
4.8. Corollary. Let cp : R+ S be a homomorphism of left noetherian rings, which 
gives S a structure of right R-module of finite flat dimension. 
Zf N is a complex of R-modules such that H,(N) is noetherian for each i E Z, 
then the S-module H,(S C& N) is noetherian for each i E Z. q 
5. Complexes over commutative noetherian rings 
In this section we consider the possibilities of determining homological dimen- 
sions from local data. There is a variety of possible behaviors for the different 
dimensions, which is due to the restricted commutativity of the formation of 
fractions with that of Horn groups. First we note the following: 
5.1. Proposition. Zf R is a commutative ring, U is a multiplicatively closed subset 
of R, and M and N are complexes of R-modules, then 
(P) pd,-,&-‘M) 5 pd,M; 
(F) fd,+,(U-‘N) I fd,N; 
(I) if furthermore R is noetherian and H(N) is bounded above, then 
id”-,,(U-‘N) 5 id,N. 
Proof. Since VIR is R-flat, one has U’RC3, M = U’R aR M z U-lM, hence 
(P) and (F) follow from Corollary 4.2(a). For (I) it suffices to apply Corollary 
2.5.1 and Lemma 5.2(b) below. 0 
5.2. Lemma. Let R, M and N be as in Proposition 5.1. 
(a) There is a natural isomorphism: 
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U-‘TorR(M, N) ~TTo~~~~~(U-~M, U’N) . 
(b) Assume that R is noetherian, that H,(M) is finitely generated for each i E Z, 
that H(M) is bounded below, and that H(N) is bounded above. There is then a 
natural isomorphism 
U-‘Ext,(M, N) = Ext,-,,(U-‘M, U-'N) . 0 
In the next group of statements we use the notation k(n) to denote the residue 
field R,IpR, of the localization R, of R at a prime ideal n. 
5.3.P. Proposition. Let R be a commutative noetherian ring and let M be a 
complex of R-modules, such that H(M) is bounded below and H,(M) is finitely 
generated for each i E Z. There are then equalities: 
pd,M = sup{ j) Extk(M, R/p) # 0 for some p E Spec R} 
= sup{ j 1 ExtLD(M,, k(p)) # 0 for some &I E Spec R} 
= sup pdRDM, . 
pESpec R 
53.1. Proposition. Let R be a commutative noetherian ring and let N be a complex 
of R-modules if H(N) is bounded above, then there are equalities: 
id,N = sup{ j) Extk(RIP, N) # 0 for some p E Spec R} 
= sup{ j 1 ExtQk(P), Np) f 0 for some 4J E Spec R} 
= sup idRDNp . 
pESpec 
5.3.F. Proposition. if R is a commutative noetherian ring and N is a complex of 
R-modules, there are equalities: 
fd,N = sup{ j ]TorT(Rlp, N) # 0 for some p E Spec R} 
=sup{jITor~~(K(n), N,)#O forsomepESpecR}. 
Furthermore, for any commutative ring: 
fd,N = sup fdRDN, . 
pESpec R 
Remarks. In case N is bounded below; the expression of fd,N in terms of 
vanishing of Toryu(k(p), ND) is the result of [7, (5.5.23)]. The results 5.3.P, 5.3.1 
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and 5.3.F, respectively, are established in [9] for bounded complexes, cf. [9, 
(6.44) and (6.45.b)], [9, (6.22) and (6.23)] and [9, (6.34) and (6.35)], respective- 
ly. The proofs given below are slight modifications of those in [9]. 
Proofs. We consider 5.3.1 first, and for the arguments denote by i,,, the mth 
supremum (m E {1,2,3}). By Corollary 2.5.1 and the isomorphisms 
Ext,(RIn, N), = Ext,J@), NJ, cf. L emma 5.2(b), there are inequalities 
id,N 2 i, L i,, hence equalities hold when i, = m. Thus assume i = i, is finite, and 
we are going to show that if ExtA(-, N) f 0, then j I i: in view of Corollary 2.5.1 
this implies the inequality id,N I i. 
Note first that by Corollary 2.5.1 there is a finitely generated R-module A4 with 
Extk(M, N) # 0 for some h 2 j. Taking a finite filtration of A4 with subquotients 
of the form R/q for appropriate primes q of R, we see from the long exact 
sequence of ExtL(-, N) that the set 
{q E Spec R 1 th ere is an h 1 j such that Exth,(Rlq, N) # 0} 
is not empty. Take p maximal in this set, and for x E R/p consider the exact 
sequence 
O+ R/P-~;R/P+ Rl(p + Rx)+O. 
It induces an exact sequence 
(5.4) Exth,(Rl(n + Rx), N)+ Exth,(R/n, N)G Ext;(R/n, N) 
+ Ext;+‘(Rl(n + Rx), N) 
in which the left-hand term is trivial because of the maximality of p. Thus the 
homothety on Ext,(R/p, N) defined by each x$$n is injective, hence so is the 
localization homomorphism Exti(Rlp, N)+ Extt(Rln, N), E Ext&,(k(n), NU). 
This shows the last module is non-zero, which implies h I i. Recalling that j 5 h, 
we get our claim. The equality id,N = i, follows from the functorial isomorphisms 
Ext,(M, N)P zE~xt,~(M,, N,) for finitely generated modules M, cf. Lemma 
5.2(b), and from Corollary 2.5.1. 
The arguments for 5.3.P and 5.3.F are similar. 0 
5.5. Proposition. Let C#J : (R, M, R) + S be a local homomorphism of noetherian 
local rings, and let N be a complex of S-modules, such that H,(N) is a finitely 
generated S-module for each i E Z. 
(F) If H(N) is bounded below, then 
fd,N = sup{ j 1 Tory(R, N) # 0} . 
154 L.L. Avramov, H.-B. Foxby 
(I) Zf H(N) is bounded above, then 
id,N = sup{ j 1 Extk(R, N) # 0} . 
(P) If 4 is the identity map and H(N) is bounded below, then 
pd,N = sup{ j 1 Extk(N, R) # 0} . 
Remark. In case N is an S-module the equality in (F) appears in [l, (2.57)]. 
Proof. (I) By the preceding result it suffices to show that if Ext&(Rlp, N) # 0, 
then Extk(L, N) # 0 for some h z-j. So let p be maximal among those q E Spec R, 
for which there is a g? j with Exti(Rlu, N)#O. If n#m choose xEm- n. 
Since Extg(Rl(p + Rx), N) = 0 for all g 2 j, the right-hand term of the exact 
sequence (5.4) vanishes. Thus the homothety of Exti(Rlp, N) defined by x E m 
is surjective, and since the Ext is a finitely generated S-module by Theorem 4.7.1, 
and x is not invertible in S, Nakayama’s lemma yields Exti(RIP, N) = 0. This 
contradiction shows p = m, which proves our claim. 
(F) The proof is similar. 
(P) It is well known that under these hypotheses there is a minimal free 
resolution Pz N, that is, one for which each P, is a finitely generated free 
R-module and such that aP, C mPj_, for all j EZ, cf. e.g. [9, (2.3.c)]. It follows 
that: 
Extk(N, R) s Hom,(Pj, 6) G Hom,(R@, P,, k) 
s Hom,(Tory(R, N), R) , 
hence by part (F) of the proposition: 
sup{ j) Extk(N, 4) # 0} = sup{ j ]TorT(R, N) # 0} = fd,N 
The claim now follows from Corollary 2.10.F. 0 
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