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Abstract
This paper discusses error estimates and convergence for interpolation by div–curl spline under tension
of a vector field in the classical vectorial Sobolev space on an open bounded set with a Lipschitz-continuous
boundary. A property of convergence is also given when the set of interpolating points becomes more and
more dense.
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1. Introduction
The div–curl splines under tension were introduced and studied in [5]. Their construction is
based on the thin plate splines with tension and involve two positive parameters one for the control
of the oscillations and the other one allows the control of the divergence and the curl of the field.
The scalar splines under tension belong to a class of radial basis functions, see for instance [7],
and may be used for approximation and interpolation of scattered data points.
The problem of div–curl splines was also studied by other authors, we cite among others
[2,10,12,14] and have been used successfully in many applications like the reconstruction of
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wind velocity in meteorology [3], optical flow motion estimates [17], human heart motion analysis
[8,18] as well as image processing [16].
The aim of the present paper is to study the error estimates and convergence for interpolating
div–curl splines under tension in the vectorial Sobolev space Wk,p(;R3) = [Wk,p()]3 where
 ⊂ R3 is a bounded open domain and Wk,p() denotes the usual Sobolev space of all distribu-
tions f for which all of whose derivatives up to and including order k are in the classical Lebesgue
space Lp(), namely
Wk,p() = {u ∈ D′() : Du ∈ Lp() for  ∈ N3 and 0 ||k}.
Here D′(R3) is the space of Schwartz distributions and Du = ||
x11 x
2
2 x
3
3
u. In this paper, we
will also establish an approximation order of convergence whenever some hypotheses hold. Now,
we give the outline of this paper. In Section 2, we recall some fundamental results and propo-
sitions related to the native scalar functional space Vm(R3) of scalar splines under tension, we
recall and we give some propositions related to the native vectorial functional spaces Vm (R3;R3),
 = 1, 2, 3, of div–curl, curl-free and div-free splines under tension and we recall the minimal
div–curl approximation problem. In Section 3, we give some results on error estimates and con-
vergence for interpolation by these splines under tension.
2. Div–curl splines problem under tension
2.1. Scalar functional spaces
In this subsection, we recall some results, properties and notations related to the scalar functional
space. Let m be a nonnegative integer and consider the space Vm(R3) given by
Vm(R3) = {u ∈ D′(R3) | Du ∈ L2(R3) for  ∈ N3 and || = m,m + 1}.
Let  > 0 be a positive parameter. In the space Vm(R3) we consider the following semi-scalar
product:
[u|v]
m,,R3 =
∑
||=m+1
(m + 1)!
!
∫
R3
Du(x)Dv(x) dx
+2
∑
||=m
m!
!
∫
R3
Du(x)Dv(x) dx. (2.1)
The semi-norm associated to (2.1) is denoted by [u]
m,,R3 =
√[u|u]
m,,R3 , and the null space
associated to (2.1) is the spacem−1(R3) of polynomials of 3-variables of degree at most m− 1,
whose dimension is denoted by dm and is given by dm = m(m+1)(m+2)6 .
The following result was established in [4–6,13].
Proposition 2.1. 1. The space Vm(R3) endowed with the semi-scalar product [.|.]
m,,R3 is a
semi-Hilbert space.
2. For any bounded open subset  of R3, the space Vm(R3) endowed with the scalar product
[[u|v]]
m,,R3 = [u|v]m,,R3 +
∫

u(x)v(x) dx (2.2)
is a Hilbert space whose topology is independent of .
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3. We have the continuous embedding, Vm(R3) ↪→ Hm+1loc (R3) and consequently the following
one Vm(R3) ↪→ Cm−1(R3).
Let be a nonempty open bounded connected subset of R3 having a Lipschitz boundary (in the
sense of [15]). The usual semi-norm and norm in the Sobolev space Wk,p() are, respectively,
given by
|f |k,p,:=
⎛
⎝∑
||=k
∫

|Df (x)|p dx
⎞
⎠
1
p
(2.3)
and
‖f ‖k,p,:=
⎛
⎝ ∑
0 ik
|f |p
i,p,
⎞
⎠
1
p
, (2.4)
for 1p < +∞. Let |.|k, and [.]m,, denote the semi-norms defined onHm+1()=Wm+1,2()
and be associated to the following semi-scalar products:
(f |g)k, =
∑
||=k
k!
!
∫

Df (x)Dg(x) dx,
[f |g]m,, = (f |g)m+1, + 2(f |g)m,, (2.5)
respectively. According to the Sobolev imbedding theorem, the following continuous injection:
Hm() = Wm,2() ↪→ Wk,p()
holds for p ∈ [2,∞[ and for any positive integer k with 0km − 32 + 3p . For more details
related to the imbedding theorem and equivalence norms or semi-norms for Sobolev spaces, one
can see [1,15], for instance.
The space of restrictions to of functions belonging to Vm(R3) (respectively, to Wm+1,2(R3))
is denoted by Vm (R
3) (respectively, by Wm+1,2 (R3)). Let R denote the operator of restriction
from R3 to , we have Vm (R
3) = R[Vm(R3)] and Wm+1,2 (R3) = R[Wm+1,2(R3)]. We give
the following proposition.
Proposition 2.2. Letbe any open bounded nonempty subset ofR3, thenVm (R3)=Wm+1,2 (R3).
Furthermore, if is with a Lipschitz-continuous boundary then the operator R of restriction to
is linear and continuous from Vm(R3) onto Wm+1,2(). Thus, there exists an extension operator
Em which is linear and continuous from Wm+1,2() into Vm(R3) such that REmu = u for all
u in Wm+1,2().
Proof. See [4,6,11,13]. 
2.2. Vector functional spaces
Let Vm1 (R3;R3) denote the following product space:
Vm1 (R3;R3) = Vm(R3) × Vm(R3) × Vm(R3). (2.6)
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In Vm1 (R3;R3), we consider the semi-scalar product and its associated semi-norm given by
[u|v]
m,,R3 =
3∑
i=1
[ui |vi]m,,R3 , [u]m,,R3 =
√[u|u]
m,,R3 , (2.7)
for all u = (u1, u2, u3) and v = (v1, v2, v3) inVm1 (R3;R3). The semi-scalar product [ui |vi]m,,R3
is given by (2.1). The null space associated to the semi-scalar product (2.7) in Vm1 (R3;R3) is the
spacem−1(R3;R3) of vector-polynomials whose components are inm−1(R3). The following
result is an immediate consequence of Proposition 2.1.
Proposition 2.3. We have the following properties
1. The space Vm1 (R3;R3) endowed with the semi-scalar product (2.7) is a semi-Hilbert space.
2. For any bounded open subset of R3, the space Vm1 (R3;R3) endowed with the scalar product
and its associated norm
[[u|v]]
m,,R3=[u|v]m,,R3+
3∑
i=1
∫

ui(x)vi(x) dx, [[u]]m,,R3=
√[[u|u]]
m,,R3 , (2.8)
for u = (u1, u2, u3) and v = (v1, v2, v3), is a Hilbert space whose topology is independent
of .
3. We have the following continuous embedding, Vm1 (R3;R3) ↪→ Hm+1loc (R3;R3) and conse-
quently Vm1 (R3;R3) ↪→ Cm−1(R3;R3).
In the following, we use the classical notations for the divergence and the rotational operators,
given by
div u = ∇ · u =
3∑
i=1
iui,
rot u = ∇ × u = (2u3 − 3u2, 3u1 − 1u3, 1u2 − 2u1). (2.9)
We consider the bilinear (and quadratic) forms Dm,, Rm, and Jm,, defined on Vm1 (R3;R3)
for all u = (u1, u2, u3) and v = (v1, v2, v3) in Vm1 (R3;R3) by
Dm,(u, v) = [div u|div v]m−1,,R3 , Dm,(u) = Dm,(u,u),
Rm,(u, v) =
3∑
i=1
[(rot u)i |(rot v)i]m−1,,R3 , Rm,(u) = Rm,(u,u),
Jm,,(u, v) = Dm,(u, v) + Rm,(u, v), Jm,,(u) = Jm,,(u,u), (2.10)
where [ui |vi]m,,R3 is given by (2.1),  > 0 is a given real positive parameter and (rot u)i is the
ith component of rot u.
Proposition 2.4. 1. For all u and v ∈ Vm1 (R3;R3), we have
Jm,,1(u, v) = Dm,(u, v) + Rm,(u, v) = [u|v]m,,R3 , (2.11)
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and consequently
inf (1, )[u]2
m,,R3
Jm,,(u) sup (1, )[u]2
m,,R3
. (2.12)
2. For any bounded open subset of R3, the space Vm1 (R3;R3) endowed with the scalar product
〈u|v〉
J,R3 = Jm,,(u, v) +
3∑
i=1
∫

ui(x)vi(x) dx (2.13)
is a Hilbert space whose topology is independent of .
Proof.
1. The first result Jm,,1(u, v) = [u|v]m,,R3 is established in [5], and using the inequality
inf (1, )Jm,,1(u,u)Jm,,(u) sup (1, )Jm,,1(u,u),
we get the result (2.12).
2. It is an immediate consequence of item 1 and Proposition 2.3, item 3. 
For  = 2, 3, we introduce the spaces Vm (R3;R3) given by
Vm2 (R3;R3) = {u ∈ Vm1 (R3;R3)|rot u = 0},
Vm3 (R3;R3) = {u ∈ Vm1 (R3;R3)|div u = 0}. (2.14)
The following proposition gives a characterization of the spaces Vm (R3;R3),  = 2, 3, and was
established in [5,9].
Proposition 2.5. We have
1. The spaces Vm (R3;R3),  = 2, 3 are closed in Vm1 (R3;R3) and satisfy
Vm2 (R3;R3) = {u ∈ Vm1 (R3;R3)|∃ ∈ Vm+1(R3) : u = ∇}, (2.15)
and
Vm3 (R3;R3) = {u ∈ Vm1 (R3;R3)|∃ ∈ Vm+11 (R3;R3) : u = rot }. (2.16)
2. The Helmholtz decomposition holds in Vm1 (R3;R3), namely, for all u ∈ Vm1 (R3;R3) there
exist  ∈ Vm+1(R3) and  ∈ Vm+11 (R3;R3) such that
u = ∇ + rot . (2.17)
For  = 1, 2, 3, we consider the spaces Hm (;R3) and m−1,(;R3) given by
Hm1 (;R3) = Hm+1(;R3) = [Hm+1()]3,
Hm2 (;R3) = {u ∈ Hm1 (;R3)|rot u = 0},
Hm3 (;R3) = {u ∈ Hm1 (;R3)|div u = 0} (2.18)
and
m−1,1(;R3) = m−1(;R3) = [m−1()]3,
m−1,2(;R3) = {u ∈ m−1(;R3)|rot u = 0},
m−1,3(;R3) = {u ∈ m−1(;R3)|div u = 0}. (2.19)
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In the space Hm1 (;R3), we consider the semi-norm denoted by [.]m,, and associated to the
following semi-scalar product given by
[f |g]m,, =
3∑
i=1
[fi |gi]m,,, (2.20)
where f = (f1, f2, f3), g = (g1, g2, g3) and the semi-scalar product [fi |gi]m,, is given by (2.5).
Proposition 2.6. 1. The space Hm1 (;R3) endowed with the scalar product
[[f |g]]m,, = [f |g]m,, +
3∑
i=1
∫

fi(x)gi(x) dx, (2.21)
for f = (f1, f2, f3) and g = (g1, g2, g3), is a Hilbert space and the associated norm [[.]]m,,
of the scalar product (2.21) is equivalent to the usual norm ‖ . ‖m+1,2, .
2. There exists a constant C such that for all f ∈ Hm1 (;R3)
inf
p∈m−1,1(;R3)
‖f + p‖m+1,2,C[f]m,,. (2.22)
Proof.
1. Item 1 is a consequence of the fact that the scalar space Wk,2() endowed with the norm
‖f ‖Wk,2() =
(
|f |20, + |f |2k,
)1/2
,
and its associated scalar product is a Hilbert space and the norm ‖.‖Wk,2() is equivalent to the
norm ‖ · ‖k,2, defined by (2.4), see [1,15].
2. From some results given in [15], it is not difficult to obtain the following property: There exists
a constant C such that for all u ∈ Hm+1()
inf
p∈m−1()
‖ u + p ‖m+1, C[u]m,,. (2.23)
Then the similar property (2.22) for the vectorial space Hm1 (;R3), holds. 
The following proposition was established in [9], and gives some characterizations of the spaces
Hm (;R3), for  = 2, 3.
Proposition 2.7. 1. The spaces Hm (;R3), for  = 2, 3 are closed in Hm1 (;R3) and satisfy
Hm2 (;R3) = {u ∈ Hm1 (;R3)|∃ ∈ Hm+2() : u = ∇} (2.24)
and
Hm3 (;R3) = {u ∈ Hm1 (;R3)|∃ ∈ Hm+2(;R3) : u = rot }. (2.25)
2. The Helmholtz decomposition holds in Hm1 (;R3), namely for all u ∈ Hm1 (;R3) there exist
 ∈ Hm+1() and  ∈ Hm+11 (;R3) such that
u = ∇ + rot . (2.26)
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Proposition 2.8. Let  = 1, 2, 3 and  be any open bounded nonempty subset of R3 with a
Lipschitz-continuous boundary, then the operator R of restriction to  is linear and continuous
from Vm (R3;R3) onto Hm (;R3). Thus, there exists an extension operator Em, which is linear
and continuous fromHm (;R3) intoVm (R3;R3) such thatREm,u = u for all u inHm (;R3).
Proof.
1. For  = 1: It is a consequence of Proposition 2.2.
2. For  = 2: According to Proposition 2.7, every element u in Hm2 (;R3) can be written as
u = ∇ with  ∈ Hm+2(). We set Em,2u = ∇Em+1 ∈ Vm1 (R3;R3) where Em+1 is the
extension operator defined in Proposition 2.2. It is not difficult to obtain that
rot (Em,2u) = rot (∇Em+1) = 0
and
R(Em,2u) = R(∇Em+1) = ∇REm+1 = ∇ = u.
This implies that the operator R : Vm2 (R3;R3) → Hm2 (;R3) is surjective. The continuity
of this operator is a consequence of item 1.
3. For  = 3: According to Proposition 2.7, every element u in Hm3 (;R3) can be written as
u = rot  with  ∈ Hm+2(;R3). We set Em,3u = rot (Em+1,1) ∈ Vm1 (R3;R3) where
Em+1,1 is the extension operator defined in item 1 for m + 1. It is not difficult to obtain that
div (Em,3u) = div (rot (Em+1,1)) = 0
and
R(Em,3u) = R(rot (Em+1,1)) = rot (REm+1,1) = rot() = u.
This implies that the operator R : Vm3 (R3;R3) → Hm3 (;R3) is surjective. Also, the conti-
nuity of this operator is a consequence of item 1. 
2.3. Div–curl splines under tension
Let A = {x1, . . . , xN } be a finite set of N distinct points of  := closure(). We assume that
A ism−1-unisolvent set, which means that any polynomial inm−1(R3) which vanishes on A
is identically zero.
Proposition 2.9. Let  = 1, 2, 3. For all u ∈ Vm (R3;R3), we have
1. The minimal approximation problem
min
w∈C,(u)
Jm,,(w), (2.27)
where CA,(u) = {w ∈ Vm (R3;R3)|w(a) = u(a), ∀a ∈ A} admits a unique solution SA,u
in Vm (R3;R3), which is the unique element of CA,(u) satisfying the characterization relation
Jm,,(S
A,u, v) = 0, (2.28)
for all v ∈ Vm (R3;R3) such that v(a) = 0 for all a ∈ A.
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2. For all p ∈ m−1,(R3;R3)
SA,p = p. (2.29)
Proof. See [5]. 
Let us remark that the minimal approximation problem (2.27) corresponds to three interpolation
problems by splines under tension. The first one, for  = 1, is the div–curl problem, the second
one, for  = 2, is the curl-free problem and the last one, for  = 3, is the div-free problem.
The closed form of the solution SA,u of the interpolation problem, for each case  = 1, 2, 3, is
explicitly given in [5] and is not needed here. We invite the reader interested by the explicit form
to see [5].
The following proposition gives some results about the minimal div–curl extension problem
under tension.
Proposition 2.10. Let  = 1, 2, 3. For all f ∈ Hm (;R3) we have
1. The minimal div–curl extension problem
min
w∈C,(f)
Jm,,(w), (2.30)
where C,(f) = {w ∈ Vm (R3;R3)|Rw = f} admits a unique solution S,f in Vm (R3;R3),
which is the unique element of C,(f) satisfying the characterization relation
Jm,,(S
,f, v) = 0, (2.31)
for all v ∈ Vm (R3;R3) such that Rv = 0.
2. For all p ∈ m−1,(;R3)
S,p = p in . (2.32)
Proof. See [5]. 
Let ‖ · ‖Hm1 (;R3) be any Banach norm on H
m
1 (;R3). According to Proposition 2.7, the
space Hm (;R3), for  = 2, 3, is a closed subspace of Hm1 (;R3). Thus, the space Hm (;R3)
endowed with the induced norm from ‖ · ‖Hm1 (;R3) is also a Banach space. Let H˙
m
 (;R3), for
 = 1, 2, 3, denote the quotient space given by H˙m (;R3):=Hm (;R3)/m−1,(;R3), and
consider the quadratic forms ‖ · ‖,j , for j = 1, 2, 3, defined by
‖f˙‖,1 = inf
p∈m−1, (;R3)
‖ f + p ‖Hm1 (;R3), (2.33)
‖f˙‖,2 = [f]m,,, ∀f˙ ∈ H˙m (;R3), (2.34)
‖f˙‖,3 = [S,f]m,,R3 , ∀f˙ ∈ H˙m (;R3), (2.35)
for all classes f˙ = {f + p}p∈m−1,(;R3) ∈ H˙m (;R3). Since the subspace m−1,(;R3)
is a closed subspace of Hm (;R3), the quadratic form ‖.‖,1 is a norm on H˙m (;R3). It is
obvious that ‖.‖,2 is also a norm on H˙m (;R3). From the property (2.29), S,p = p for all
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p ∈ m−1,(;R3) and the property S,f ≡ 0 if and only if f ≡ 0, we deduce that ‖ · ‖,3 is a
norm on H˙m (;R3).
Lemma 2.1. For j,  = 1, 2, 3, the spaces (H˙m (;R3), ‖ · ‖,j ) are Banach spaces.
Proof.
1. For j = 1: It is a consequence of the fact that the subspacem−1,(;R3) is a closed subspace
of Hm (;R3).
2. For j = 2: We first consider the case  = 1. From the continuity of the quadratic func-
tional [·]m,, on Hm1 (;R3) and the fact that the null space of [.]m,, is the subspace
m−1,1(;R3), there exists a constant C1 > 0 such that
[f]m,, = [f + p]m,,C1 ‖ f + p ‖Hm1 (;R3),
for all f ∈ Hm1 (;R3) and p ∈ m−1,1(;R3). Thus,
‖f˙‖1,2 = [f]m,,C1‖f˙‖1,1, ∀f ∈ Hm1 (;R3). (2.36)
The inequality (2.22) implies that, there exists a constant C > 0 such that
‖f˙‖1,1 = inf
p∈m−1,1(;R3)
‖ f + p ‖m+1,2, C[f]m,, = C‖f˙‖1,2. (2.37)
The inequalities (2.36) and (2.37) show that the norms ‖.‖1,1 and ‖.‖1,2 are equivalent in
Hm1 (;R3). Thus, from the previous item 1, the space (H˙m1 (;R3), ‖ · ‖1,2) is a Banach
space.
Now, we consider the case  = 2, 3. Let (f˙n)n be a Cauchy sequence in (H˙m (;R3), ‖ · ‖,2).
Since ‖f˙n‖,2 = [fn]m,, = ‖f˙n‖1,2, we deduce that (f˙n)n is a Cauchy sequence in the Banach
space (H˙m1 (;R3), ‖ · ‖1,2). Then there exist pn ∈ m−1,1(;R3) and g ∈ Hm1 (;R3) such
that
fn + pn −→
n→+∞ g in (H
m
1 (;R3), [[·]]m,,).
Let P be the orthogonal projector from Hm1 (;R3) onto Hm (;R3). From the continuity of
both the projector P and the quadratic form [·]m,, on Hm1 (;R3) and since Pfn = fn, we
get
fn + qn −→
n→+∞Pg = f in (H
m
 (;R3), [[.]]m,,),
where qn = Ppn and f = Pg ∈ Hm (;R3). Then
‖f˙n − f˙‖,2 = [fn + qn − f]m,, = [fn − f]m,, −→
n→+∞ 0.
The sequence (f˙n)n is convergent in (H˙m (;R3), ‖ · ‖,2).
3. For j = 3: Let (f˙n)n be a Cauchy sequence in the space (H˙m (;R3), ‖ ·‖,3). Since ‖f˙n‖,3 =
[S,fn]m,,R3 and (Vm1 (R3;R3), [·]m,,R3) is a semi-Hilbert space, then there exist pn ∈
m−1,1(R3;R3) and g ∈ Vm1 (R3;R3) such that
S,fn + pn −→
n→+∞ g in (V
m
1 (R
3;R3), [[·]]
m,,R3).
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Let Q be the orthogonal projector from Vm1 (R3;R3) onto Vm (R3;R3). Since QS,fn =
S,fn, we get
Q(S
,fn + pn) = S,fn + qn −→
n→+∞ h in (V
m
 (R
3;R3), [[·]]
m,,R3),
where h = Qg ∈ Vm (R3;R3) and qn = Q(pn) ∈ m−1,1(R3;R3). According to the
characterization property (2.31) of S,fn, we have
Jm,,(S
,fn,u) = 0,
for all u ∈ Vm (R3;R3), such that Ru = 0. By taking the limit, we get
Jm,,(h,u) = 0, (2.38)
for all u ∈ Vm (R3;R3) such that Ru = 0.
Let f = Rh. The element h belongs to C,(f) defined in Proposition 2.9 and satisfies the
property (2.38) which is the characterization property (2.31) of S,f . Thus, h = S,f . Finally
we have
‖f˙n − f˙‖,3 = [S,fn + qn − S,f]m,,R3 = [S,fn − S,f]m,,R3 −→n→+∞ 0,
which means that the sequence (f˙n)n converges in (H˙m (;R3), ‖ · ‖,3). 
Proposition 2.11. Let  = 1, 2, 3.
1. For all f ∈ Hm (;R3) we have
Jm,,(S
,f − SA,f)Jm,,(S,f), (2.39)
where SA,f and S,f are the solutions of the minimal approximation problems (2.27) and
(2.30), respectively.
2. There exists a constant K (depending on m, , l and ) such that
[S,f]
m,,R3K[f]m,,, ∀f ∈ Hm (;R3). (2.40)
Proof.
1. The solution SA,f of the problem (2.27) satisfies Jm,,(SA,f,u) = 0 for all u inVm (R3;R3)
vanishing on A (see (2.28)). Since the function u = S,f − SA,f vanishes on A, we get
Jm,,(S
,f) = Jm,,(S,f − SA,f + SA,f, S,f − SA,f + SA,f)
= Jm,,(S,f − SA,f, S,f − SA,f) + Jm,,(SA,f, SA,f)
= Jm,,(S,f − SA,f) + Jm,,(SA,f).
2. The space H˙m (;R3) with the norm ‖ · ‖,2 or the norm ‖ · ‖,3 is a Banach space. Moreover,
for all f ∈ Hm (;R3), we have RS,f = f and
‖f˙‖,2 = [f]m,, = [S,f]m,,
 [S,f]
m,,R3 = ‖f˙‖,3, ∀f ∈ Hm (;R3).
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It follows that the canonical injection
i : (H˙m (;R3), ‖.‖,3) −→ (H˙m (;R3), ‖.‖,2)
is continuous. Using the open mapping theorem, we obtain that i−1 is also continuous. Then,
there exists a constant K = ‖i−1‖ (the norm of the linear application i−1), depending on m,
, and  such that
[S,f]
m,,R3 = ‖f˙‖,3 = ‖i−1(f˙)‖,3
 K‖f˙‖,2 = K[f]m,,
holds for all f ∈ Hm (;R3). This concludes the proof of Item 2. 
3. Error estimates and convergence in the Sobolev space
In this section, we give some results about error estimates and convergence on the classical
Sobolev space Wk,p(;R3). Henceforth, we suppose that the following hypothesis are satisfied
(H1)  is an open bounded connected subset of R3 having a Lipschitz-continuous boundary.
(H2) A is a finite m−1-unisolvent subset of .
(H3) m > 32 .
The fill-distance from A to  is defined by
h:=h(A,) = sup
t∈
inf
a∈A
|t − a|.
From (H1), the domain  satisfies the cone property. The following proposition has been proved
by Duchon [11].
Proposition 3.1 (Duchon [11]). There exist constants M1, M11 and ε0 > 0 such that, for
any ε such that 0 < εε0 there exists Tε ⊂  satisfying
(i) B(t, ε) ⊂  for all t ∈ Tε,
(ii)  ⊂⋃t∈Tε B(t,Mε),(iii) ∑t∈Tε 1B(t,Mε)M1,
where 1B(t,Mε) stands for the characteristic function of the closed ball B(t,Mε).
The following proposition gives a result on a local error estimate and was established in [6].
Proposition 3.2. For any M1, for any p ∈ [2,∞[ and for any integer k such that 0km−
3
2 + 3p , there exists R > 0 (depending on m) and there exists C > 0 (depending on M, R, m k, p and
) such that for all h > 0 and for all t ∈ R3 the ball B(t, Rh) contains d(m) balls B1, . . . , Bd(m)
of radius h such that, the following inequality:
|u|k,p,B(t,MRh)Chm−k−
3
2 + 3p [u]m,,B(t,MRh) (3.1)
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holds for all u ∈ Wm+1,2(B(t,MRh)) which vanishes at least on one point of each ball
B1, . . . , Bd(m).
In the following theorem we give a result about the global error estimate.
Proposition 3.3. There exists h0 > 0 (depending on  and m) such that for any p ∈ [2,∞[ and
for any integer k with 0km − 32 + 3p , there exists a constant C (depending on , m, k, p and
) such that for every function g belonging to Vm(R3) satisfying g(a) = 0, ∀a ∈ A, and for every
finite m−1-unisolvent subset A of  satisfying h = supt∈ infa∈A |t − a|h0, the following
inequality holds:
|g|k,p,Chm−k−
3
2 + 3p [g]
m,,R3 . (3.2)
Proof. Letbe an open bounded connected subset ofR3 having a Lipschitz-continuous boundary.
Then  satisfies the cone property with a radius r and an angle . According to Proposition 3.1,
there exist constants M1 and M11 (depending on ) and ε0 (depending on  and r) such that
for all ε ∈]0, ε0] there exists a set Tε ⊂  satisfying
(i) B(t, ε) ⊂  for all t ∈ Tε,
(ii)  ⊂⋃t∈Tε B(t,Mε),(iii) ∑t∈Tε 1B(t,Mε)M1.
Let m, p and k be given as in the hypothesis. By using Proposition 3.2 combining with
Proposition 3.1, we get the existence of R > 0 (depending on m) and the existence of C > 0 (de-
pending on M, m, k, p and ) such that for every finitem−1-unisolvent subset A of  satisfying
h = sup
t∈ infa∈A |t − a| with h < h0 = ε0R there exists a set Th := Tε ⊂  satisfying items(i)–(iii) where we set ε = Rh.
Let g ∈ Vm(R3). The intersection B(t, h) ∩ A is not empty for all t ∈  and the function g
vanishes on A. Then the inequality
|g|k,p,B(t,MRh)Chm−k−
3
2 + 3p [g]m,,B(t,MRh)
holds for all t ∈ Th. It follows that
|g|k,p, = (|g|pk,p,)1/p

(
|g|p
k,p,
⋃
t∈Tε B(t,MRh)
)1/p

⎛
⎝∑
t∈Th
|g|p
k,p,B(t,MRh)
⎞
⎠
1/p
 Chm−k−
3
2 + 3p
⎛
⎝∑
t∈Th
[g]p
m,,B(t,MRh)
⎞
⎠
1/p
.
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For p ∈ [2,∞[, by using the fact that (∑i |xi |p)1/p(∑i |xi |2)1/2, we get
|g|k,p,Chm−k−
3
2 + 3p
⎛
⎝∑
t∈Th
[g]2
m,,B(t,MRh)
⎞
⎠
1/2
.
Finally, we have the following result:
|g|k,p,C
√
M1 h
m−k− 32 + 3p [g]
m,,R3 . 
Theorem 3.1. There exist h0 > 0 (depending on  and m) and K (depending on  and m)
such that for any p ∈ [2,∞[ and integer k with 0km − 32 + 3p , there exists a constant
C (depending on , m, k, p and ) such that for every function f = (f1, f2, f3) belonging to
Hm (;R3),  = 1, 2, 3, and for every finite m−1-unisolvent subset A of  satisfying h =
sup
t∈ infa∈A |t − a|h0, the following inequality holds:
|f − SA,S,f |k,p,Chm−k−
3
2 + 3p
√
sup(1, )
inf(1, )
[f]m,,. (3.3)
Proof. Let  = 1, 2, 3 and f = (f1, f2, f3) belonging to Hm (;R3). Since RSA,S,f = f
and taking successively g = (S,f)i − (SA,S,lf)i ∈ Vm(R3), for i = 1, 2, 3 in Proposition
3.3, we get
|fi − (SA,S,f)i |k,p, = |(S,f)i − (SA,S,f)i |k,p,
 C1hm−k−
3
2 + 3p [(S,f)i − (SA,S,f)i]m,,R3
 C1hm−k−
3
2 + 3p [S,f − SA,S,f]
m,,R3 . (3.4)
Using the inequalities (2.12) and (2.39) successively, we obtain
|fi − (SA,S,f)i |k,p,  C1hm−k−
3
2 + 3p
√
1
inf(1, )
Jm,,(S,f − SA,S,f)
 C1hm−k−
3
2 + 3p
√
1
inf(1, )
Jm,,(S,f).
Using the inequalities (2.12) and (2.40) successively, we get
|fi − (SA,S,f)i |k,p,  C1hm−k−
3
2 + 3p
√
sup(1, )
inf(1, )
[S,f]
m,,R3
 C1K
√
sup(1, )
inf(1, )
h
m−k− 32 + 3p [f]m,,.
Using the fact that for all x = (x1, x2, x3) ∈ R3, the inequality, |xi |c, for i = 1, 2, 3, implies
‖x‖p =
(
3∑
i=1
|xi |p
) 1
p
3
1
p c, we obtain the required inequality (3.3) where C = C1K3
1
p
. 
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Now, we give the following convergence result.
Theorem 3.2. For  = 1, 2, 3, and f = (f1, f2, f3) ∈ Hm (;R3) we have
1. S,f = lim
h→0 S
A,S,f in Vm (R3;R3).
2. f = lim
h→0 S
A,S,f in Hm (;R3) and consequently in Cm−1(;R3).
Proof.
1. Using inequality (3.3) with k = 0 and p = 2 we get
|S,f − SA,S,f |0,2, = |f − SA,S,f |0,2,Chm
√
sup(1, )
inf(1, )
[f]m,,. (3.5)
Using the inequalities (2.12) and (2.39) successively, we get
[S,f − SA,S,f]
m,,R3 
√
1
inf(1, )
Jm,,(S,f − SA,S,f)

√
1
inf(1, )
Jm,,(S,f)

√
sup(1, )
inf(1, )
[S,f]
m,,R3 . (3.6)
The inequalities (3.5) and (3.6) imply that the sequence
(
SA,S,f
)
A⊂ is bounded, as h tends
to zero, in the closed vector subspace Vm (R3;R3) of the Hilbert space Vm1 (R3;R3) equipped
with the norm [[.]]
m,,R3 defined in (2.8). Thus, we can find a subsequence
(
SAn,S,f
)
n∈N
which weakly converges to an element w in Vml (R3;R3). From the inequality
Jm,,(S
A,S,f)Jm,,(S,f),
we obtain
Jm,,(w) lim inf
n→∞ Jm,,(S
An,S,f)Jm,,(S,f). (3.7)
Using the inequality (3.5), we obtain that
f = lim
n→∞ S
An,S,f in L2(R3;R3). (3.8)
Since the restriction operator R is continuous, the subsequence
(
SAn,S,f
)
n∈N is weakly
convergent to Rw in L2(;R3). In consequence, Rw = f = RS,f . Using the inequality
(3.7) and the uniqueness of the solution S,f of the problem (2.30), we conclude that w =
S,f . Thus, from the inequality (3.7), we obtain the convergence
Jm,,(S
,f) = lim
n→∞ Jm,,(S
An,S,f), (3.9)
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and the inequality (2.12) implies
[S,f]
m,,R3 = limn→∞ [S
An,S,f]
m,,R3 .
From the previous result and together with (3.8), we obtain the norm convergence
[[S,f]]
m,,R3 = limn→∞ [[S
An,S,f]]
m,,R3 .
The weak convergence and the norm convergence imply the strong convergence.
In the same manner, we can show that every convergent subsequence of
(
SA,S,f
)
A⊂ is
necessarily convergent to S,f . In consequence, the sequence
(
SA,S,f
)
A⊂ is convergent
to S,f in Vm (R3;R3).
2. It is a consequence of item 1 and the continuity of the operator R. 
It is clear that from the inequality (3.3), we can deduce an O-error estimate, namely
|f − SA,S,f |k,p, = O
(
h
m−k− 32 + 3p
)
, h → 0, (3.10)
for any p ∈ [2,∞[ and any integer k such that 0km − 32 + 3p .
In the following result, we state a similar result for o-error estimate.
Corollary 3.1. Let  = 1, 2, 3, and f = (f1, f2, f3) ∈ Hm (;R3). For all real p ∈ [2,∞[ and
integer k such that 0km − 32 + 3p , we have
|f − SA,S,f |k,p, = o(hm−k−
3
2 + 3p ), h → 0. (3.11)
Proof. The result is an immediate consequence of Theorems 3.1 and 3.2. Let f ∈ Hm (;R3).
According to Theorem 3.2, we have lim
h→0 [S
,f − SA,S,f]
m,,R3 = 0. Let ε > 0, there exists
h0 such that for h = supt∈ infa∈Ah |t − a|h0, we have C[S,f − SA,S,f]m,,R3 < ε,
where C is the constant appearing in Theorem 3.1. Using (3.4), we get
|f − SA,S,f |k,p,
h
m−k− 32 + 3p
ε,
which conclude the proof. 
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