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E-THEORY IS A SPECIAL CASE OF KK-THEORY
V. MANUILOV AND K. THOMSEN
Abstract. Let A and B be C∗-algebras, A separable, and B σ-unital and stable. It is
shown that there are natural isomorphisms
E(A,B) = KK(SA,Q(B)) = [SA,Q(B)⊗K],
where SA = C0(0, 1) ⊗ A, [·, ·] denotes the set of homotopy classes of ∗-homomorphisms,
Q(B) =M(B)/B is the generalized Calkin algebra and K denotes the C∗-algebra of compact
operators of an infinite dimensional separable Hilbert space.
1. Introduction
Connes and Higson have introduced a variant of Kasparov’s KK-theory, [CH], [K], called
E-theory, originally with the purpose of realizing a theory developed by Higson, [H2], which
is half-exact with respect to arbitrary extensions of (separable) C∗-algebras. E-theory relates
directly to Kasparov’s theory via a natural map
KK(A,B)→ E(A,B),
which is an isomorphism when A is nuclear, but which is not always injective, reflecting the
fact that KK-theory is not half-exact in general, [S]. By specializing, this map gives us also
a natural map
KK(SA,Q(B ⊗K))→ E(SA,Q(B ⊗K)),
where SA = C0(0, 1) ⊗ A is the suspension of A, and Q(B ⊗ K) = M(B ⊗ K)/B ⊗ K
is the generalized Calkin algebra, or ‘corona’ algebra, of the stabilized C∗-algebra B ⊗ K.
Thanks to the unrestricted excision properties of E-theory, combined with Bott-periodicity
and stability, there is a natural isomorphism E(SA,Q(B ⊗ K)) = E(A,B), and we have
therefore a natural map
KK(SA,Q(B ⊗K))→ E(A,B). (1)
The main result of the present paper is that this map is an isomorphism, when A is separable
and B σ-unital. The method of proof is easily explained. In [MT3] we introduced a method
which produces a genuine ∗-homomorphism ϕ˜ : A → Q(B ⊗ K) out of an asymptotic
homomorphism ϕ = (ϕt)t∈[1,∞) : A → Q(B). We will show that this construction gives rise
to a group homomorphism
[[SA,Q(B)⊗K]]→ [SA,Q(B ⊗K)⊗K],
where brackets [·, ·] (resp. double brackets [[·, ·]]) denote the set of homotopy classes of
homomorphisms (resp. of asymptotic homomorphisms). Composed with the obvious map
[SA,Q(B⊗K)⊗K]→ KK(SA,Q(B⊗K)), we obtain a natural map E(A,B) = [[SA,Q(B)⊗
K]]→ KK(SA,Q(B⊗K)), which we show is an inverse for the map (1). As a by-product of
the proof we also obtain the description ofE-theory as homotopy classes of ∗-homomorphisms
spelled out in the abstract.
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Despite the simplicity in the idea of proof, the actual realization of the approach is quite
technical, and it will occupy the remaining part of the paper.
It should be pointed out that an alternative translation between KK-theory and E-theory
was obtained by the second-named author in [T]; specifically, it was shown that
E(A,B) = KK(A,Cb([1,∞), B ⊗K)/C0([1,∞), B ⊗K)),
when A and B are both separable. However, Cb([1,∞), B⊗K)/C0([1,∞), B⊗K) is a nasty
C∗-algebra which is never σ-unital (unless B = 0), and is certainly a rather unnatural gadget
to consider in relation to KK-theory. In contrast Q(B⊗K) is always unital and a ’must’ in
every theory dealing with extensions of C∗-algebras.
In [MT3] we came very close to the conclusion that E(A,B) = [SA,Q(B) ⊗ K], in that
we proved the equality E(A,B) = lim−→n[SA,Q(B ⊗ K) ⊗Mn]. By combining this with the
result in the present paper we see that lim−→n[SA,Q(B ⊗ K) ⊗Mn] = [SA,Q(B ⊗ K) ⊗ K].
This equality seems so plausible that one is tempted to write down a direct proof. However,
we are unaware of any proof which avoids the use of asymptotic homomorphisms.
2. Fundamental notation and terminology
Let A and B be C∗-algebras, M(B) the multiplier algebra of B and qB : M(B) →
M(B)/B = Q(B) the quotient map. An asymptotic homomorphism ϕ = (ϕt)t∈[1,∞) : A →
Q(B) will also be called an asymptotic extension of A by B. Two asymptotic extensions
ϕ, ψ : A→ Q(B) are unitarily equivalent when there is a normcontinuous path (ut)t∈[1,∞), of
unitaries inM(B) such that limt→∞Ad qB(ut)◦ψt(a)−ϕt(a) = 0 for all a ∈ A. An asymptotic
extension ϕ : A→ Q(B) is said to be split (as an asymptotic extension) when there exists an
asymptotic homomorphism (λt)t∈[1,∞) : A→M(B) such that limt→∞ qB ◦ λt(a)− ϕt(a) = 0
for all a ∈ A. (We will show along the way that this is equivalent to the apparently stronger
condition that there exists an asymptotic homomorphism (λ′t)t∈[1,∞) : A→M(B) such that
qB ◦ λ′t(a) = ϕt(a) for all a ∈ A, t ∈ [1,∞), provided only that ϕ is equi-continuous, cf.
Lemma 4.3.) An asymptotic homomorphism ϕ = (ϕt)t∈[1,∞) : A → B is equi-continuous
when the family of maps (ϕt)t∈[1,∞) : A → B is an equi-continuous family, i.e. has the
property that for all a ∈ A and all ǫ > 0 there is a δ > 0 such that ‖ϕt(a) − ϕt(b)‖ ≤ ǫ
for all t ∈ [1,∞) and all b ∈ A with ‖a − b‖ ≤ δ. It is well-known that any asymptotic
homomorphism ϕ : A → B is asymptotically identical with an equi-continuous asymptotic
homomorphism ψ, in the sense that limt→∞ ϕt(a)− ψt(a) = 0 for all a ∈ A. Thanks to this
it is almost always possible to restrict the attention to asymptotic homomorphisms that are
equi-continuous. This is very useful, also for asymptotic extensions, and to make it even
more useful we make the following observation.
Lemma 2.1. Let ϕ : A→ Q(B) be an equi-continuous asymptotic extension. It follows that
there is an equi-continuous family of maps (ϕ̂t)t∈[1,∞) : A → M(B) such that qB ◦ ϕ̂t = ϕt
for all t ∈ [1,∞) and supt∈[1,∞) ‖ϕ̂t(a)‖ <∞ for all a ∈ A.
Proof. Since ϕ is an asymptotic homomorphism, lim supt→∞ ‖ϕt(a)‖ ≤ ‖a‖ for all a ∈ A.
Since ϕ is equi-continuous, we can define a continuous map Φ : A→ Cb([1,∞), Q(B)) such
that Φ(a)(t) = ϕt(a). There is a surjective ∗-homomorphism Q : Cb([1,∞),M(B)) →
Cb([1,∞), Q(B)) such that Q(f)(t) = qB(f(t)). By the Bartle-Graves selection theorem
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there is a continuous section S : Cb([1,∞), Q(B)) → Cb([1,∞),M(B)) for Q, and we set
ϕ̂t(a) = (S ◦ Φ(a)) (t).
We will refer to ϕ̂ = (ϕ̂t)t∈[1,∞) as an equi-continuous lift of ϕ. Recall, cf. [MT1], that a
discretization, {ϕtn}∞n=1, of an asymptotic homomorphism ϕ = (ϕt)t∈[1,∞) : A → B is given
by a sequence t1 < t2 < t3 < . . . in [1,∞) such that
(d1) limn→∞ tn =∞, and
(d2) limn→∞ supt∈[tn,tn+1] ‖ϕt(a)− ϕtn(a)‖ = 0 for all a ∈ A.
When A is separable discretizations always exist, cf. [MT1].
For any C∗-algebra A we denote by SA the suspension of A, i.e. SA = C0(0, 1)⊗ A, and
we denote by IA the C∗-algebra C[0, 1] ⊗ A. For any s ∈ [0, 1], evs : IA → A is then the
∗-homomorphism given by evaluation at s, i.e. evs(f) = f(s).
Concerning extensions we will adopt the terminology from [MT3]; in particular, we will call
an extension ϕ : A→ Q(B) asymptotically split when there is an asymptotic homomorphism
π : A→M(B) such that ϕ(a) = qB ◦ πt(a) for all a ∈ A, t ∈ [1,∞). Concerning asymptotic
homomorphism we shall use the standard notation and terminology; in particular [[A,B]] will
denote the homotopy classes of asymptotic homomorphisms from A to B, and [[A,B]]cp will
denote the homotopy classes of completely positive asymptotic homomorphsims from A to
B, where we call an asymptotic homomorphism ϕ = (ϕt)t∈[1,∞) : A→ B completely positive
when the individual maps ϕt are all completely positive contractions. It is fundamental
to our approach that KK-theory can be realized by using completely positive asymptotic
homomorphisms, specifically that KK(A,B) = [[SA, SB ⊗K]]cp, cf. [H-LT].
3. The basic construction
Let D and E be C∗-algebras, D separable, E σ-unital. Let (ϕt)t∈[1,∞) : D → Q(E) be an
equi-continuous asymptotic extension. We will construct an extension ϕf of D by E out of
ϕ. The construction was introduced and used in [MT3], and uses Voiculescu’s tri-diagonal
projection trick from [V]. Let b be a strictly positive element in E of norm ≤ 1. A unit
sequence (cf. [MT3]) in E is a sequence {un}∞n=0 ⊆ E such that
(u1) for each n = 0, 1, 2, . . . there is a continuous function fn : [0, 1]→ [0, 1] which is zero
in a neighbourhood of 0 and un = fn(b),
(u2) un+1un = un for all n, and
(u3) limn→∞ unx = x for any x ∈ E.
Unit sequences exist by elementary spectral theory. Given a unit sequence {un}∞n=0 we set
∆0 =
√
u0 and ∆j =
√
uj − uj−1, j ≥ 1. Note that (u2) implies that
∆i∆j = 0, |i− j| ≥ 2. (2)
Lemma 3.1. For any norm-bounded sequence {mj} ⊆ M(E), and any k ∈ N, the sum∑∞
j=0∆jmj∆j+k converges in the strict topology to an element of M(E),
‖
∞∑
j=0
∆jmj∆j+k‖ ≤ sup
j
‖mj‖
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and
‖qE
( ∞∑
j=0
∆jmj∆j+k
)
‖ ≤ lim sup
n
‖mn‖.
In particular,
∑∞
j=0∆jmj∆j+k ∈ E when limj→∞ ‖mj‖ = 0.
Proof. For any e ∈ E and any N < M in N we have the estimates
‖
M∑
j=N
∆jmj∆j+ke‖2 ≤ ‖
M∑
j=N
∆jmjm
∗
j∆j‖‖
M∑
j=N
e∗∆2j+ke‖ ≤ ‖
M∑
j=N
e∗∆2j+ke‖ max
N≤i≤M
‖mi‖2,
and
‖
M∑
j=N
∆j+km
∗
j∆je‖2 ≤ ‖
M∑
j=N
∆j+km
∗
jmj∆j+k‖‖
M∑
j=N
e∗∆2je‖ ≤ ‖
M∑
j=N
e∗∆2je‖ max
N≤i≤M
‖mi‖2.
It follows that
∑∞
j=0∆jmj∆j+k converges in the strict topology, as asserted. We can then
take N = 0 and let M tend to infinity in the first estimate to conclude that
‖
∞∑
j=0
∆jmj∆j+k‖ ≤ sup
j
‖mj‖.
If we only let M go to infinity we see that
‖qE
( ∞∑
j=0
∆jmj∆j+k
)
‖ ≤ ‖
∞∑
j=N
∆jmj∆j+k‖ ≤ sup
i≥N
‖mi‖
for all N .
Let (ϕ̂t)t∈[1,∞) : D → M(E) be an equi-continuous lift of ϕ. We will say that the pair(
(ϕ̂t)t∈[1,∞) , {un}∞n=0
)
is a compatible pair for ϕ when
(p1) limn→∞ supt∈[1,n+3] ‖unϕ̂t(a)− ϕ̂t(a)un‖ = 0
for all a ∈ D.
Lemma 3.2. For any unit sequence {vn}∞n=0 in E there is a unit sequence {un}∞n=0 such that
un is in the convex hull co{vi : i ≥ n} for all n, and(
(ϕ̂t)t∈[1,∞) , {un}∞n=0
)
is a compatible pair.
Proof. Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence of finite sets with dense union in D. Since
(ϕ̂t)t∈[1,∞) is an equi-continuous family of maps it suffices to construct a sequence {un}∞n=0
such that
(v1) ‖unϕ̂t(a)− ϕ̂t(a)un‖ ≤ 1n for all a ∈ Fn and all t ∈ [1, n+ 1],
(v2) unun−1 = un−1, n ≥ 1,
(v3) un ∈ co{vi : i ≥ n},
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for all n. The un’s are constructed inductively. Since the argument for the induction start
is contained in the argument for the induction step, we will only give the latter. So assume
that un−1 has been found. Since un−1 ∈ co{vi}, there is an N ≥ n such that viun−1 = un−1
for all i ≥ N . Since co{vi : i ≥ N} is a convex approximate unit in E, the existence of un
follows from [A] or [P].
Lemma 3.3. Let (ϕ̂t)t∈[1,∞) be an equi-continuous lift of ϕ. There exists a sequence t1 <
t2 < t3 < . . . in [1,∞) such that {ϕtn}∞n=1 is a discretization of ϕ and
(t1) limn→∞ supt∈[tn,tn+1] ‖ϕ̂t(a)− ϕ̂tn(a)‖ = 0 for all a ∈ D, and
(t2) tn ≤ n for all n ∈ N.
Proof. Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence of finite sets with dense union in D. By
uniform continuity there are Nn’s in N, Nn ≥ 1, such that, for any s, t ∈ [n, n + 1],
|s− t| ≤ 1
Nn
⇒ ‖ϕ̂t(a)− ϕ̂s(a)‖ ≤ 1
n
for all a ∈ Fn. Set N0 = 0 and tj = k + j−(N0+N1+···+Nk)Nk+1 when N0 + N1 + · · · + Nk ≤ j ≤
N0+N1+ · · ·+Nk+Nk+1. Then limn→∞ supt∈[tn,tn+1] ‖ϕ̂t(a)− ϕ̂tn(a)‖ = 0 for all a ∈
⋃
n Fn.
By equi-continuity of (ϕ̂t)t∈[1,∞) the same must hold for all a ∈ D. Since limn→∞ tn = ∞,
{ϕtn}∞n=1 is a discretization of ϕ. Note that tn ≤ n for all n by construction.
Lemma 3.4. Let
(
(ϕ̂t)t∈[1,∞) , {un}∞n=0
)
be a compatible pair for ϕ. There is then a sequence
n0 < n1 < n2 < . . . in N such that
(t3) ni − ni−1 > i+ 1 for all i ≥ 1,
(t4) limi→∞ supj≥ni supt∈[1,i+3] ‖ (1− uj) (ϕ̂t(a)ϕ̂t(b)− ϕ̂t(ab)) ‖−‖ϕt(a)ϕt(b)−ϕt(ab)‖ =
0,
(t5) limi→∞ supj≥ni supt∈[1,i+3] ‖ (1− uj) (ϕ̂t(a) + λϕ̂t(b)− ϕ̂t(a+ λb)) ‖ − ‖ϕt(a) +
λϕt(b)− ϕt(a+ λb)‖ = 0,
(t6) limi→∞ supj≥ni supt∈[1,i+3] ‖ (1− uj) (ϕ̂t(a∗)− ϕ̂t(a)∗) ‖ − ‖ϕt(a∗)− ϕt(a)∗‖ = 0
for all a, b ∈ D and all λ ∈ C.
Proof. Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence of finite sets with dense union in D, and
note that
Ki = {ϕ̂t(a)ϕ̂t(b)− ϕ̂t(ab) : t ∈ [1, i+ 3], a, b ∈ Fi},
∪ {ϕ̂t(a) + λϕ̂t(b)− ϕ̂t(a + λb) : t ∈ [1, i+ 3], a, b ∈ Fi, λ ∈ C, |λ| ≤ i}
∪ {ϕ̂t(a∗)− ϕ̂t(a)∗ : t ∈ [1, i+ 3], a ∈ Fi}
is a compact subset of M(E). Since {un}∞n=0 is an approximate unit for E there is an li ∈ N
so large that
‖ (1− uj)m‖ ≤ ‖qE(m)‖+ 1
i+ 1
for all m ∈ Ki and all j ≥ li. Set n0 = l0 and ni = max{li, ni−1 + i + 2}, i ≥ 1. Then (t3)
holds, and (t4)-(t6) hold for all a, b ∈ ⋃n Fn and all λ ∈ C. We can therefore conclude by
appealing to the equi-continuity of (ϕ̂t)t∈[1,∞) and (ϕt)t∈[1,∞).
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Let
(
(ϕ̂t)t∈[1,∞) , {un}∞n=0
)
be a compatible pair for ϕ. Let {ϕtn}∞n=1 be a discretization of
(ϕt)t∈[1,∞) such that (t1) and (t2) hold. Let {ni}∞i=0 be any sequence in N such that (t3)-(t6)
hold. In this setting, put
∆0 =
√
un0
and
∆j =
√
unj − unj−1 , j ≥ 1.
Lemma 3.5. There is then a ∗-homomorphism ϕf : D → Q(E) such that
ϕf(d) = qE
( ∞∑
j=0
∆jϕ̂tj+1(d)∆j
)
for all d ∈ D.
Proof. Since {‖ϕ̂t(d)‖ : t ∈ [1,∞)} is bounded, we can apply Lemma 3.1 to see that∑∞
j=0∆jϕ̂tj+1(d)∆j converges in the strict topology. To check that ϕ
f is a ∗-homomorphism,
we calculate modulo E, with the aid of Lemma 3.1:( ∞∑
j=0
∆jϕ̂tj+1(a)∆j
)( ∞∑
j=0
∆jϕ̂tj+1(b)∆j
)
=
∞∑
j=0
∆jϕ̂tj+1(a)∆
2
j ϕ̂tj+1(b)∆j +
∞∑
j=0
∆jϕ̂tj+1(a)∆j∆j+1ϕ̂tj+2(b)∆j+1
+
∞∑
j=0
∆j+1ϕ̂tj+2(a)∆j+1∆jϕ̂tj+1(b)∆j (by (2))
=
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj+1(b)∆
2
j∆j +
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj+2(b)∆j+1∆j∆j+1
+
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj (b)∆j−1∆j∆j−1 (using (t2) and (p1))
=
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj+1(b)∆
2
j∆j +
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj+1(b)∆j+1∆j∆j+1
+
∞∑
j=1
∆jϕ̂tj+1(a)ϕ̂tj+1(b)∆j−1∆j∆j−1 (using (t1))
=
∞∑
j=1
∆jϕ̂tj+1(ab)∆
2
j∆j +
∞∑
j=1
∆jϕ̂tj+1(ab)∆j+1∆j∆j+1
+
∞∑
j=1
∆jϕ̂tj+1(ab)∆j−1∆j∆j−1 (using (t4))
=
∞∑
j=0
∆jϕ̂tj+1(ab)∆j (since (∆
2
j +∆
2
j+1 +∆
2
j−1)∆j = ∆j, j ≥ 2).
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Hence ϕf(ab) = ϕf(a)ϕf(b) for all a, b ∈ D. The other conditions for ϕf to be a ∗-
homomorphism (i.e. linearity and self-adjointness) are established in the same way.
Remark 3.6. If ϕ : D → Q(E) is a genuine ∗-homomorphism then it is natural to use a
t-independent lift ϕ̂; then it is obvious that ϕf = ϕ, i.e. our basic construction does not
change ∗-homomorphisms.
We will refer to ϕf as a folding of ϕ. The quadruple(
(ϕ̂t)t∈[1,∞) , {un}∞n=0, {ni}∞i=0, {ti}∞i=1
)
which goes into the construction of ϕf will be called the folding data.
At first sight it is not clear how much a folding depends on the folding data chosen for its
construction. Furthermore, it is not difficult to vary the construction in different ways, for
example by omitting condition (t3). A major part of the proof consists of showing that in
the appropriate setting and modulo the appropriate equivalence relations the construction
is in fact independent of all choices made. Specifically, we will show that it gives rise to a
group homomorphism
F : [[SD,Q(E)⊗K]]→ [SD,Q(E ⊗K)⊗K].
For this purpose, condition (t3) will come in handy.
4. Preparing the ground
Let A and B be C∗-algebras, A separable, B σ-unital. We say that an asymptotic
homomorphism ϕ = (ϕt)t∈[1,∞) : A → B is uniformly continuous when the function
[1,∞) ∋ t 7→ ϕt(a) is uniformly continuous for all a ∈ A, i.e. when the following holds:
∀a ∈ A ∀ǫ > 0 ∃δ > 0 : |t− s| ≤ δ ⇒ ‖ϕt(a)− ϕs(a)‖ ≤ ǫ.
Lemma 4.1. Let ϕ, ψ : A → B be asymptotic homomorphisms such that limt→∞ ϕt(a) −
ψt(a) = 0 for all a ∈ A. If ψ is uniformly continuous then so is ϕ.
Proof. Left to the reader.
Lemma 4.2. Let ϕ : A → B be an asymptotic homomorphism. There exists a continuous
increasing function r : [1,∞)→ [1,∞) such that limt→∞ r(t) =∞ and (ϕr(t))t∈[1,∞) : A→ B
is uniformly continuous.
Proof. Thanks to Lemma 4.1 it suffices to prove the statement when ϕ is equi-continuous.
Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence of finite sets with dense union in A. There is a δn > 0
so small that ‖ϕt(a) − ϕs(a)‖ ≤ 1n for all a ∈ Fn and all t, s ∈ [1, n] with |t − s| ≤ δn. For
each n we choose kn ∈ N so large that δn+4 ≥ 1kn . Set Nj = 1 +
∑j
n=1 kn, j = 1, 2, . . . , and
N0 = 1. Define r : [1,∞)→ [1,∞) by
r(t) = j +
t−Nj−1
kj
, t ∈ [Nj−1, Nj ].
To check that (ϕr(t))t∈[1,∞) is uniformly continuous, let a ∈ A and ǫ > 0. Since ϕ is equi-
continuous there is an n ∈ N and an element b ∈ Fn such that 1n ≤ ǫ3 and supt∈[1,∞) ‖ϕt(a)−
ϕt(b)‖ ≤ ǫ3 . For x ≥ Nn and |x − y| ≤ 1, we have that |r(x)− r(y)| ≤ 1kj ≤ δj+4 when x ∈
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[Nj, Nj+1]. Since r(x), r(y) ∈ [1, j+4] in this case, we see that ‖ϕr(x)(b)−ϕr(y)(b)‖ ≤ 1n+4 ≤ ǫ3
for all x, y with x ≥ Nn and |x−y| ≤ 1. Choose δ ∈]0, 1] so small that ‖ϕr(x)(b)−ϕr(y)(b)‖ ≤ ǫ3
for all x, y ∈ [1, Nn + 1] with |x− y| ≤ δ. Then ‖ϕr(x)(b)− ϕr(y)(b)‖ ≤ ǫ3 for all x, y ∈ [1,∞)
with |x−y| ≤ δ. It follows that ‖ϕr(x)(a)−ϕr(y)(a)‖ ≤ ǫ for all x, y ∈ [1,∞) with |x−y| ≤ δ.
Lemma 4.3. Let λ : A → Q(B) be an equi-continuous asymptotic extension. Assume that
λ is homotopic to a split asymptotic extension, i.e. that there is a homotopy Φ : A→ IQ(B)
connecting λ = ev0 ◦Φ with an asymptotic extension ev1 ◦Φ which is split (as an asymptotic
extension). It follows that there is an equi-continuous asymptotic homomorphism δ : A →
M(B) such that λt = qB ◦ δt for all t.
Proof. The proof is based on an idea of Voiculescu, cf. [V], and is a refinement of
the proof of Lemma 2.1 in [MT3]. By assumption there is an asymptotic homomorphism
ψ′ : A→M(B) such that λ is homotopic to the asymptotic extension qB ◦ψ′t, t ∈ [1,∞). Let
ψ : A→M(B) be an equi-continuous asymptotic homomorphism such that limt→∞ ψ′t(a)−
ψt(a) = 0 for all a ∈ A. There is then an equi-continuous asymptotic homomorphism
Φ : A → IQ(B) which is a homotopy connecting λ and qB ◦ ψ, i.e. ev0 ◦Φt = λt and
ev1 ◦Φt = qB ◦ ψt for all t. Define Λ : A → Cb([1,∞), IQ(B)) by Λ(a)(t) = Φt(a). Λ is
continuous since Φ is equi-continuous. Let Q : Cb([1,∞), IM(B)) → Cb([1,∞), IQ(B)) be
the surjective ∗-homomorphism induced by idC[0,1]⊗qB : IM(B) → IQ(B), i.e. Q(f)(t) =(
idC[0,1]⊗qB
)
(f(t)), t ∈ [1,∞). By the Bartle-Graves selection theorem there is a continuous
section S for Q. We set
µst(a) = evs (S ◦ Λ(a)(t)) + s (ψt(a)− ev1 (S ◦ Λ(a)(t)))
for all a ∈ A, all t ∈ [1,∞) and all s ∈ [0, 1]. Then
qB
(
µ0t (a)
)
= ev0 (Q ◦ S ◦ Λ(a)(t)) = λt(a)
for all a, t. Hence µst , s ∈ [0, 1], t ∈ [1,∞), is an equi-continuous family of maps such that
(m1) (µ1t )t∈[1,∞) is an asymptotic homomorphism, and
(m2) qB ◦ µ0t (a) = λt(a) for all a ∈ A and all t.
Furthermore, since ψt(a)− ev1 (S ◦ Λ(a)(t)) ∈ B,
(m3) limt→∞ sups∈[0,1] ‖qB ◦ µst (a∗)− qB ◦ µst(a)∗‖ = 0,
(m4) limt→∞ sups∈[0,1] ‖qB ◦ µst (a)qB ◦ µst(b)− qB ◦ µst (ab)‖ = 0, and
(m5) limt→∞ sups∈[0,1] ‖qB ◦ µst (a) + λqB ◦ µst(b)− qB ◦ µst (a+ λb)‖ = 0,
for all a, b ∈ A and all λ ∈ C. Choose continuous functions fi : [1,∞)→ [0, 1], i = 0, 1, 2, . . . ,
such that
(m6) f0(t) = 0 for all t ∈ [1,∞),
(m7) fn ≤ fn+1 for all n,
(m8) for each n ∈ N, there is an mn ∈ N such that fi(t) = 1 for all i ≥ mn, and all
t ∈ [1, n+ 1],
(m9) limt→∞maxi |µfi(t)t (a)− µfi+1(t)t (a)| = 0 for all a ∈ A.
The last requirement, (m9), can be fulfilled thanks to the separability of A and the equi-
continuity of the family µst , s ∈ [0, 1], t ∈ [1,∞). Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be an increasing
sequence of finite subsets with dense union in A. For each n, choose mn ∈ N as in (m8).
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We may assume that mn+1 > mn. By general facts on quasi-central approximate units ([A],
[P]) we can choose elements
Xn0 ≥ Xn1 ≥ Xn2 ≥ . . .
in B such that 0 ≤ Xni ≤ 1 for all i and Xni = 0 for i ≥ mn, and
(i) Xni X
n
i+1 = X
n
i+1 for all i,
(ii) ‖Xni x− x‖ ≤ 1n + ‖qB(x)‖ for all i = 0, 1, 2, . . . , mn − 1, and all x ∈ Sn,
(iii) ‖Xni y − yXni ‖ ≤ 1n for all i and all y ∈ Ln,
where Ln = {µst(a) : s ∈ [0, 1], a ∈ Fn, t ∈ [1, n+ 1]} and
Sn = {µst(a) + λµst(b)− µst(a+ λb) : a, b ∈ Fn, s ∈ [0, 1], t ∈ [1, n+ 1], λ ∈ C, |λ| ≤ n}
∪ {µst(ab)− µst (a)µst(b) : a, b ∈ Fn, s ∈ [0, 1], t ∈ [1, n+ 1]}
∪ {µst(a∗)− µst (a)∗ : a ∈ Fn, s ∈ [0, 1], t ∈ [1, n+ 1]}
are the compact subsets of M(B).
By choosing the Xni ’s recursively, we can arrange that X
n+1
i X
n
k = X
n
k for all k and all i.
By connecting first Xn0 to X
n+1
0 via the straight line between them, then X
n
1 to X
n+1
1 via a
straight line, then Xn2 to X
n+1
2 etc., we obtain norm-continuous paths, X(t, i), t ∈ [n, n+1],
i = 0, 1, 2, 3, . . . , in B such that X(n, i) = Xni , X(n+ 1, i) = X
n+1
i for all i and
(m10) X(t, i)X(t, i+ 1) = X(t, i+ 1), t ∈ [n, n+ 1], for all i,
(m11) ‖X(t, i)x − x‖ ≤ 1
n
+ ‖qB(x)‖ for all i = 0, 1, 2, . . . , mn − 1, t ∈ [n, n + 1] and all
x ∈ Sn,
(m12) ‖X(t, i)y − yX(t, i)‖ ≤ 1
n
for all i, all t ∈ [n, n + 1] and all y ∈ Ln.
In addition, X(t, i) = 0, i ≥ mn+1, t ∈ [n, n + 1]. Set Λt0 =
√
1−X(t, 0), and Λtj =√
X(t, j − 1)−X(t, j), j ≥ 1, and define δt : A→M(B) by
δt(a) =
∞∑
j=0
Λtjµ
fj(t)
t (a)Λ
t
j.
Note that the sum is finite for t in a compact set, and that t 7→ δt(a) is norm-continuous.
Observe also that
(m13) ΛtjΛ
t
i = 0, |i− j| ≥ 2, for all t, and
(m14)
∑∞
j=0
(
Λtj
)2
= 1 for all t.
It follows from (m6) that qB ◦ δt(a) = qB ◦ µ0t (a) for all a, t. Thanks to (m2) it now only
remains to show that δ = (δt)t∈[1,∞) is an asymptotic homomorphism. We check that it
is multiplicative. Because (δt)t∈[1,∞) is an equi-continuous family, it suffices to consider
a, b ∈ Fn, and show that limt→∞ δt(a)δt(b) − δt(ab) = 0. For this purpose observe that for
any sequence of functions gi : [1,∞)→M(B), i = 0, 1, 2, . . . , we have the estimates
‖
∞∑
j=0
Λtjgj(t)Λ
t
j‖ ≤ sup
i
‖gi(t)‖, ‖
∞∑
j=0
Λtjgj(t)Λ
t
j+1‖ ≤ sup
i
‖gi(t)‖ (3)
for all t. This follows as in the proof of Lemma 3.1.
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In the following we will write ∼ between two expressions that depend on t when their
difference tends to 0 in norm as t tends to infinity. We will use repeatedly the estimate (3)
in the calculation below.( ∞∑
j=0
Λtjµ
fj(t)
t (a)Λ
t
j
)( ∞∑
j=0
Λtjµ
fj(t)
t (b)Λ
t
j
)
=
∞∑
j=0
Λtjµ
fj(t)
t (a)
(
Λtj
)2
µ
fj(t)
t (b)Λ
t
j +
∞∑
j=0
Λtjµ
fj(t)
t (a)Λ
t
jΛ
t
j+1µ
fj+1(t)
t (b)Λ
t
j+1
+
∞∑
j=0
Λtj+1µ
fj+1(t)
t (a)Λ
t
j+1Λ
t
jµ
fj(t)
t (b)Λ
t
j (using (m13))
∼
∞∑
j=0
Λtjµ
fj(t)
t (a)µ
fj(t)
t (b)
(
Λtj
)2
Λtj +
∞∑
j=0
Λtjµ
fj(t)
t (a)µ
fj+1(t)
t (b)Λ
t
jΛ
t
j+1Λ
t
j+1
+
∞∑
j=1
Λtjµ
fj(t)
t (a)µ
fj−1(t)
t (b)Λ
t
jΛ
t
j−1Λ
t
j−1 (using (m12))
∼
∞∑
j=0
Λtjµ
fj(t)
t (a)µ
fj(t)
t (b)
(
Λtj
)2
Λtj +
∞∑
j=0
Λtjµ
fj(t)
t (a)µ
fj(t)
t (b)Λ
t
jΛ
t
j+1Λ
t
j+1
+
∞∑
j=1
Λtjµ
fj(t)
t (a)µ
fj(t)
t (b)Λ
t
jΛ
t
j−1Λ
t
j−1 (using (m9))
∼
∞∑
j=0
Λtjµ
fj(t)
t (ab)
(
Λtj
)2
Λtj +
∞∑
j=0
Λtjµ
fj(t)
t (ab)Λ
t
jΛ
t
j+1Λ
t
j+1
+
∞∑
j=1
Λtjµ
fj(t)
t (ab)Λ
t
jΛ
t
j−1Λ
t
j−1 (using (m11),(m4) and (m1))
=
∞∑
j=0
Λtjµ
fj(t)
t (ab)Λ
t
j (using (m13) and (m14)).
Similar considerations show that δ is also asymptotically linear and asymptotically self-
adjoint.
The following lemma is crucial in understanding to what extend the basic construction
depends on a choice of folding data.
Lemma 4.4. Let ϕ, ψ : A→ Q(B) be equi-continuous asymptotic extensions. Assume that
the asymptotic extension (
ϕ 0
0 ψ
)
: A→M2(Q(B))
is split (as an asymptotic extension). It follows that for any foldings, ϕf and ψf , of ϕ and
ψ, respectively, the extension (
ϕf 0
0 ψf
)
: A→ M2(Q(B))
is asymptotically split.
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Proof. Let
(
(ϕ̂t)t∈[1,∞) , {un}∞n=0, {ni}∞i=0, {ti}∞i=1
)
be the folding data used to define ϕf
and
(
(ψ̂t)t∈[1,∞), {u′n}∞n=0, {n′i}∞i=0, {t′i}∞i=1
)
the folding data used to define ψf . To simplify
notation, set wi = uni and w
′
i = u
′
n′i
for all i. By assumption there is a an asymptotic
homomorphism π = (πt)t∈[1,∞ : A→ M2(M(B)) such that
lim
t→∞
qM2(B) ◦ πt(a)−
(
ϕt(a)
ψt(a)
)
= 0 (4)
for all a ∈ A. We may assume that π is an equi-continuous asymptotic homomorphism. Let
F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence of finite sets with dense union in A. Since
(( un
u′n
))
n∈N
is an approximate unit in M2(B) we can choose a sequence 0 = r0 < r1 < r2 < r3 < . . . in
N such that
‖
(
1−uj
1−u′j
) [(
ϕ̂t(d)
ψ̂t(d)
)
− πt(d)
]
‖ ≤ 1
n
+ ‖
(
ϕt(d)
ψt(d)
)
− qM2(B) ◦ πt(d)‖ (5)
for all t ∈ [1, n + 2], j ≥ rn−2, d ∈ Fn. It follows from conditions (p1) and (t4)-(t6) on the
folding data that we can arrange that
(a) ‖ujϕ̂t(a)− ϕ̂t(a)uj‖ ≤ 1i+1 , t ∈ [1, i+ 2], j ≥ ri,
(b) ‖ (1− uj) (ϕ̂t(a)ϕ̂t(b)− ϕ̂t(ab)) ‖ ≤ ‖ϕt(a)ϕt(b)−ϕt(ab)‖+ 1i+1 , t ∈ [1, i+2], j ≥ ri,
(c) ‖ (1− uj) (ϕ̂t(a) + λϕ̂t(b)− ϕ̂t(a+ λb)) ‖ ≤ ‖ϕt(a) + λϕt(b)−ϕt(a+ λb)‖+ 1i+1 , t ∈
[1, i+ 2], j ≥ ri,
(d) ‖ (1− uj) (ϕ̂t(a∗)− ϕ̂t(a)∗) ‖ ≤ ‖ϕt(a∗)− ϕt(a)∗‖+ 1i+1 , t ∈ [1, i+ 2], j ≥ ri
and
(a’) ‖u′jψ̂t(a)− ψ̂t(a)u′j‖ ≤ 1i+1 , t ∈ [1, i+ 2], j ≥ ri,
(b’) ‖ (1− u′j) (ψ̂t(a)ψ̂t(b)− ψ̂t(ab)) ‖ ≤ ‖ψt(a)ψt(b)−ψt(ab)‖+ 1i+1 , t ∈ [1, i+2], j ≥ ri,
(c’) ‖ (1− u′j) (ψ̂t(a) + λψ̂t(b)− ψ̂t(a+ λb)) ‖ ≤ ‖ψt(a)+λψt(b)−ψt(a+λb)‖+ 1i+1 , t ∈
[1, i+ 2], j ≥ ri,
(d’) ‖ (1− u′j) (ψ̂t(a∗)− ψ̂t(a)∗) ‖ ≤ ‖ψt(a∗)− ψt(a)∗‖+ 1i+1 , t ∈ [1, i+ 2], j ≥ ri,
for all a, b ∈ Fi and all λ ∈ C, |λ| ≤ i.
We will construct continuous paths wi(t), w
′
i(t), t ∈ [0,∞), i = 0, 1, 2, . . . , in B such that
(w1) {wi(t)}∞i=0 and {w′i(t)}∞i=0 are unit sequences for all t,
(w2) wi(0) = wi, w
′
i(0) = w
′
i for all i,
(w3) wi(t) = wi, w
′
i(t) = w
′
i for i ≥ rk+1 when t ∈ [k, k + 1],
(w4) w0(k) ≥ wrk−1, w′0(k) ≥ w′rk−1,
(w5) wi(t) ∈ co{uj : j ≥ ni}, w′i(t) ∈ co{u′j : j ≥ n′i} for all i, t,
(w6) wi(t) ∈ co{uj : j ≥ rk−1}, w′(t) ∈ co{u′j : j ≥ rk−1} for all i when t ∈ [k, k + 1].
To see how to do that, assume that we have constructed {wi(t}∞i=0 and {w′i(t)}∞i=0 for all
t ∈ [0, k]. Then wrk−1 ≤ w0(k) ≤ w1(k) ≤ · · · ≤ wrk−1(k) ≤ wrk(k) = wrk , and wi(k) = wi,
i ≥ rk. Thanks to condition (t3) on the folding data there are elements v0 < v1 < · · · < vrk
from {uj : nrk < j < nrk+1} such that
w0(k) ≤ w1(k) ≤ · · · ≤ wrk−1(k) ≤ wrk ≤ v0 ≤ v1 ≤ · · · ≤ vrk ≤ wrk+1 ≤ wrk+2 ≤ . . .
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is a unit sequence. We define wi(t), t ∈ [k, k+1], such that wi(t) = wi, i ≥ rk+1. To define
wi(t) for i ≤ rk and t ∈ [k, k+1], set Ij = [k+ jrk+1 , k+
j+1
rk+1
], j = 0, 1, . . . , rk. On the interval
Ij, wrk−j is the line from wrk−j(k) to vrk−j, while wm is constant on Ij for m 6= rk − j. This
completes the construction of {wi(t)}∞i=0 for t ∈ [k, k + 1]. Proceed inductively to construct
{wi(t)}∞i=0, t ∈ [1,∞). {w′i(t)}∞i=0, t ∈ [1,∞), is constructed in the same way.
Note that (a)-(d) and (a’)-(d’) in combination with (w6) imply that
(A) supj ‖wj(s)ϕ̂t(a)− ϕ̂t(a)wj(s)‖ ≤ 1i , s, t ∈ [i, i+ 1],
(B) supj ‖ (1− wj(s)) (ϕ̂t(a)ϕ̂t(b)− ϕ̂t(ab)) ‖ ≤ ‖ϕt(a)ϕt(b)−ϕt(ab)‖+ 1i , s, t ∈ [i, i+1],
(C) supj ‖ (1− wj(s)) (ϕ̂t(a) + λϕ̂t(b)− ϕ̂t(a+ λb)) ‖ ≤ ‖ϕt(a) + λϕt(b)− ϕt(a+ λb)‖+
1
i
, s, t ∈ [i, i+ 1], j ≥ ri,
(D) supj ‖ (1− wj(s)) (ϕ̂t(a∗)− ϕ̂t(a)∗) ‖ ≤ ‖ϕt(a∗)− ϕt(a)∗‖+ 1i , s, t ∈ [i, i+ 1], j ≥ ri
and
(A’) supj ‖w′j(s)ψ̂t(a)− ψ̂t(a)w′j(s)‖ ≤ 1i , s, t ∈ [i, i+ 1],
(B’) supj ‖
(
1− w′j(s)
) (
ψ̂t(a)ψ̂t(b)− ψ̂t(ab)
)
‖ ≤ ‖ψt(a)ψt(b)−ψt(ab)‖+ 1i , s, t ∈ [i, i+1],
(C’) supj ‖
(
1− w′j(s)
) (
ψ̂t(a) + λψ̂t(b)− ψ̂t(a+ λb)
)
‖ ≤ ‖ψt(a)+λψt(b)−ψt(a+λb)‖+
1
i
, s, t ∈ [i, i+ 1],
(D’) supj ‖
(
1− w′j(s)
) (
ψ̂t(a
∗)− ψ̂t(a)∗
)
‖ ≤ ‖ψt(a∗)− ψt(a)∗‖+ 1i , s, t ∈ [i, i+ 1],
for all a, b ∈ Fi and all λ ∈ C, |λ| ≤ i.
Set ∆0(t) =
√
w0(t), ∆
′
0(t) =
√
w′0(t), ∆i(t) =
√
wi(t)− wi−1(t), ∆′i(t) =√
w′i(t)− w′i−1(t), i ≥ 1, and define f i, gi : [1,∞) → [1,∞) by f i(t) = max{t, ti+1} and
gi(t) = max{t, t′i+1}, i = 1, 2, . . . . Let
πt =
(
π11t π
12
t
π21t π
22
t
)
be the matrix decomposition of πt. We define ρ = (ρt)t∈[1,∞) : A→M2(M(B)) by
ρt(a) =
(∑∞
i=1∆i(t)ϕ̂f i(t)(a)∆i(t) 0
0
∑∞
i=1∆
′
i(t)ϕ̂gi(t)(a)∆
′
i(t)
)
+
(
∆0(t)π
11
t (a)∆0(t) ∆0(t)π
12
t (a)∆
′
0(t)
∆′0(t)π
21
t (a)∆0(t) ∆
′
0(t)π
22
t (a)∆
′
0(t)
)
.
Note first of all that due to (w3) one has
qM2(B) ◦ ρt =
(
ϕf 0
0 ψf
)
(6)
for all t. It suffices therefore to show that ρ is an asymptotic homomorphism. To simplify the
following calculations set Φt(a) =
∑∞
i=1∆i(t)ϕ̂f i(t)(a)∆i(t), Ψt(a) =
∑∞
i=1∆
′
i(t)ψ̂gi(t)(a)∆
′
i(t)
so that
ρt(a) =
(
Φt(a) 0
0 Ψt(a)
)
+
(
∆0(t) 0
0 ∆′0(t)
)
πt(a)
(
∆0(t) 0
0 ∆′0(t)
)
.
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Note that (Φt)t∈[1,∞) is an equi-continuous family by Lemma 3.1 since (ϕ̂t)t∈[1,∞) is. As π
is also equi-continuous, we find that (ρt)t∈[1,∞) is an equi-continuous family. To show that
ρt(a)ρt(b) ∼ ρt(ab) for all a, b it suffices therefore to check for a, b ∈ Fn. We find that
Φt(a)Φt(b)
=
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)∆i(t)
2ϕ̂f i(t)(b)∆i(t) +
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)∆i(t)∆i+1(t)ϕ̂f i+1(t)(b)∆i+1(t)
+
∞∑
i=2
∆i(t)ϕ̂f i(t)(a)∆i(t)∆i−1(t)ϕ̂f i−1(t)(b)∆i−1(t)
∼
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)ϕ̂f i(t)(b)∆i(t)
2∆i(t) +
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)ϕ̂f i+1(t)(b)∆i(t)∆i+1(t)
2
+
∞∑
i=2
∆i(t)ϕ̂f i(t)(a)ϕ̂f i−1(t)(b)∆i(t)∆i−1(t)
2 (by (A), (w5) and (p1))
∼
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)ϕ̂f i(t)(b)∆i(t)
2∆i(t) +
∞∑
i=1
∆i(t)ϕ̂f i(t)(a)ϕ̂f i(t)(b)∆i(t)∆i+1(t)
2
+
∞∑
i=2
∆i(t)ϕ̂f i(t)(a)ϕ̂f i(t)(b)∆i(t)∆i−1(t)
2 (by (t1))
∼
∞∑
i=1
∆i(t)ϕ̂f i(t)(ab)∆i(t)
2∆i(t) +
∞∑
i=1
∆i(t)ϕ̂f i(t)(ab)∆i(t)∆i+1(t)
2
+
∞∑
i=2
∆i(t)ϕ̂f i(t)(ab)∆i(t)∆i−1(t)
2 (by (D), (w5) and (t4))
= Φt(ab)−∆1(t)2∆0(t)2ϕ̂f1(t)(ab) (since
∞∑
j=0
∆j(t)
2 = 1).
In the same way we see that
Ψt(a)Ψt(b) ∼ Ψt(ab)−∆′1(t)2∆′0(t)2ψ̂g1(t)(ab).
It follows from (5) and (w6) that(
∆1(t)2
∆′1(t)
2
)(
ϕ̂
f1(t)(ab)
ψ̂
g1(t)(ab)
)
∼
(
∆1(t)2
∆′1(t)
2
)
πt(ab). (7)
Thus (
Φt(a)
Ψt(a)
)(
Φt(b)
Ψt(b)
)
∼
(
Φt(ab)
Ψt(ab)
)
−
(
∆1(t)2∆0(t)2
∆′1(t)
2∆′0(t)
2
)
πt(ab). (8)
It follows from (A), (A’) and (w6) that
(
∆0(t) 0
0 ∆′0(t)
)
asymptotically commutes with πt(a) for
all a ∈ ⋃n Fn. Hence(
∆0(t) 0
0 ∆′0(t)
)
πt(a)
(
∆0(t) 0
0 ∆′0(t)
)(
∆0(t) 0
0 ∆′0(t)
)
πt(b)
(
∆0(t) 0
0 ∆′0(t)
)
∼
(
∆0(t)2 0
0 ∆′0(t)
2
)
πt(ab). (9)
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Finally, it follows easily from (7) that(
Φt(a)
Ψt(a)
)(
∆0(t)2 0
0 ∆′0(t)
2
)
πt(b) ∼
(
∆0(t)2∆1(t)2 0
0 ∆′0(t)
2∆′1(t)
2
)
πt(ab) (10)
and (
∆0(t)2 0
0 ∆′0(t)
2
)
πt(a)
(
Φt(b)
Ψt(b)
)
∼
(
∆0(t)2∆1(t)2 0
0 ∆′0(t)
2∆′1(t)
2
)
πt(ab). (11)
Now the desired conclusion, that ρt(a)ρt(b) ∼ ρt(ab), follows by combining (8), (9), (10) and
(11). That ρ is also asymptotically linear and self-adjoint follows fairly straightforwardly
from (C), (C’), (D), (D’), (t5), (t6), (w6) and the fact that π is asymptotically linear and
self-adjoint.
Lemma 4.5. Let ϕ, ψ : A → Q(B) be asymptotic extensions that are unitarily equivalent.
It follows that there are foldings, ϕf and ψf , of ϕ and ψ, respectively, such that
(
ϕf 0
0 0
)
and(
ψf 0
0 0
)
are unitarily equivalent.
Proof. By assumption there is a norm-continuous path (vt)t∈[1,∞), of unitaries
in M(B) such that limt→∞Ad qB(vt) ◦ ϕt(a) − ψt(a) = 0 for all a ∈ A. It is easy
to see that we can take folding data
(
(ϕ̂t)t∈[1,∞), {un}∞n=0, {ni}∞i=0, {ti}∞i=1
)
for ϕ and(
(ψ̂t)t∈[1,∞), {u′n}∞n=0, {n′i}∞i=0, {t′i}∞i=1
)
for ψ such that un = u
′
n, tn = t
′
n for all n and ni = n
′
i
for all i, and such that, furthermore, limi→∞ vti+1 − vti = 0 and limi→∞ univti − vtiuni = 0.
Let ϕf and ψf be the foldings obtained with such choices. Set ∆0 =
√
un0 and ∆j =√
unj − unj−1, j ≥ 1. Then
∑∞
j=0∆jvtj+1∆j converges in the strict topology to an ele-
ment v ∈ M(B). Using Lemma 3.1 we see that qB(v) is a unitary in Q(B) such that
Ad qB(v) ◦ ϕf = ψf . Let w ∈M2(M(B)) be a unitary lift of
(
qB(v) 0
0 qB(v)
∗
)
. Then
Ad qM2(B)(w) ◦
(
ϕf 0
0 0
)
=
(
ψf 0
0 0
)
.
We assume now that B is stable. This gives space to add extensions and asymptotic
extensions: Let W1,W2 be isometries in M(B) such that W1W
∗
1 + W2W
∗
2 = 1. When
ψ, ϕ : A → Q(B) are asymptotic extensions we set (ψ ⊕ ϕ)t(a) = qB(W1)ψt(a)qB(W ∗1 ) +
qB(W2)ϕt(a)qB(W
∗
2 ). Up to unitary equivalence this addition is independent of the choice of
isometries, W1,W2.
Lemma 4.6. Let ψ : A→ Q(B) be a completely positive asymptotic extension. Assume that
ψ is homotopic to an asymptotic extension which is split (as an asymptotic extension). It
follows that there are
1) a completely positive asymptotic extension µ : A → Q(B) which is split (as an
asymptotic extension),
2) a continuous increasing function r : [1,∞)→ [1,∞) with limt→∞ r(t) =∞ , and
3) a norm-continuous path (Ut)t∈[1,∞), of unitaries in M2(M(B))
such that
lim
t→∞
Ad qM2(B) (Ut) ◦
(
ψr(t)(a)
µt(a)
)
− ( 0 µt(a) ) = 0
for all a ∈ A.
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Proof. Since ψ is equi-continuous, Lemma 4.3 tells us that there is an equi-continuous
asymptotic homomorphism ϕ : A → M(B) such that qB ◦ ϕt = ψt for all t ∈ [1,∞).
By Lemma 4.2 there is a continuous increasing function r0 : [1,∞) → [1,∞) such that
limt→∞ r0(t) = ∞ and such that (ϕr0(t))t∈[1,∞) is a uniformly continuous asymptotic homo-
morphism. Since qB ◦ ϕr0(t) = ψr0(t), we can assume that ϕ is uniformly continuous. Set
tn =
∑n
k=1
1
k
. Let {Vi}∞i=1 be a sequence of isometries in M(B) such that
∑∞
i=1 ViV
∗
i = 1, in
the strict topology. Set
ν˜t(a) =
∞∑
i=2
Viϕti+t(a)V
∗
i .
It is clear that ν˜ : A → M(B) is an asymptotic homomorphism since ϕ is. We claim
that qB ◦ ν˜t is a completely positive contraction for all t ∈ [1,∞). We prove first that
‖1− qB ◦ ν˜t(a)‖ ≤ 1 when 0 ≤ a ≤ 1 in A. To this end, let {bn}∞n=1 be an approximate unit
in B. Then
‖1− qB ◦ ν˜t(a)‖ ≤ ‖
(
1−
n∑
k=1
VkbmV
∗
k
)(
1−
∞∑
i=2
Viϕti+t(a)V
∗
i
)(
1−
n∑
k=1
VkbmV
∗
k
)
‖
= ‖
∑
j>n
Vj(1− ϕtj+t(a))V ∗j + V1(1− bm)V ∗1 +
n∑
j=2
Vj(1− bm)
(
1− ϕtj+t(a)
)
(1− bm)V ∗j ‖
(12)
for all n,m. For a given ǫ > 0 there is a K ∈ N such that ‖1 − ϕtj+s(a))‖ ≤ 1 + ǫ for all
j ≥ K and all s ∈ [1,∞). This is because ϕ is an asymptotic homomorphism. In particular,
‖
∑
j>K
Vj(1− ϕtj+t(a))V ∗j ‖ ≤ 1 + ǫ.
We see therefore from (12) that
‖1− qB ◦ ν˜t(a)‖ ≤ max{1 + ǫ, ‖
K∑
j=2
Vj(1− bm)
(
1− ϕtj+t(a)
)
(1− bm)V ∗j ‖} (13)
for all m ∈ N. Since qB ◦ ϕtj+t is a completely positive contraction for all j = 2, 3, . . . , K,
there is an m ∈ N such that
‖(1− bm)
(
1− ϕtj+t(a)
)
(1− bm)‖ ≤ 1 + ǫ
for all j ∈ {2, 3, . . . , K}. Since ǫ > 0 is arbitrary, it follows therefore from (13) that ‖1 −
qB ◦ ν˜t(a)‖ ≤ 1. Similar arguments show that qB ◦ ν˜t is a linear self-adjoint contraction,
and combined with what we have just established this implies that qB ◦ ν˜t a positive linear
contraction. By applying the same argument to the maps Mn(A)→ Mn(Q(B)) induced by
qB◦ν˜t, we see that qB◦ν˜t is a completely positive contraction for all t. Let r : [1,∞)→ [1,∞)
be a continuous function such that
tn + t ≤ r(t) ≤ tn+1 + t (14)
for t ∈ [n, n+ 1]. Set
Snt = 1− VnV ∗n − Vn+1V ∗n+1 + cos
(π
2
(t− n)
)
VnV
∗
n + cos
(π
2
(t− n)
)
Vn+1V
∗
n+1
+ sin
(π
2
(t− n)
)
Vn+1V
∗
n − sin
(π
2
(t− n)
)
VnV
∗
n+1
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for t ∈ [n, n + 1]. Then St = Snt Sn−1n . . . S12 , t ∈ [n, n + 1], is a norm-continuous path of
unitaries in M(B), constructed such that (14) and the uniform continuity of ϕ ensure that
lim
t→∞
St
(
V1ϕr(t)(a)V
∗
1 +
∞∑
i=2
Viϕti+t(a)V
∗
i
)
S∗t −
∞∑
i=1
Viϕti+1+t(a)V
∗
i = 0
for all a ∈ A. Since V = ∑∞i=2 ViV ∗i−1 is a an isometry in M(B) such that
V
(∑∞
i=1 Viϕti+1+t(a)V
∗
i
)
V ∗ = ν˜t(a) for all a, t, we can put µ = ν ⊕ 0 and Ut = St ⊕ 1.
Lemma 4.7. Let ψ : A → Q(B) be an asymptotically split extension. It follows that there
is a asymptotically split extension ν : A→ Q(B) and a unitary U ∈M2(M(B)) such that
Ad qM2(B)(U) ◦
(
ψ 0
0 ν
)
= ( 0 00 ν ) .
Proof. By assumption there is an asymptotic homomorphism ϕ˜ = (ϕ˜t)t∈[1,∞) : A →
M(B) such that qB ◦ ϕ˜t = ψ for all t ∈ [1,∞). Set
B = {f ∈ Cb([1,∞),M(B)) : qB(f(t)) = qB(f(1)), t ∈ [1,∞)}.
Then ϕ˜ defines a ∗-homomorphism ϕ̂ : A → B/C0([1,∞), B). By the Bartle-Graves se-
lection theorem there is a continuous section χ : B/C0([1,∞), B) → B for the quotient
map B → B/C0([1,∞), B). Set ϕt(a) = χ (ϕ̂(a)) (t). Then (ϕt)t∈[1,∞) is an asymptotic
homomorphism such that qB ◦ ϕt = ψ for all t. Compared to ϕ˜, ϕ has the property of
being equi-continuous. This will be helpful in the construction of ν. Let {di}i∈N be a
dense sequence in A. Let {ϕti}i∈N be a discretization of ϕ, cf. [MT1], chosen such that
supt∈[ti−1,ti] ‖ϕt(dk)−ϕti−1(dk)‖ ≤ 1i , k ≤ i, for all i. For each i ∈ N, choose αi ≥ 1 such that
‖ϕti+ tαi (dk)− ϕti(dk)‖ ≤
1
i
(15)
for all t ∈ [1, i] and all k ≤ i. Let {Vi}i∈N be a sequence of isometries in M(B) such that∑∞
i=1 ViV
∗
i = 1, in the strict topology. Set
ν˜t(d) =
∞∑
i=2
Viϕti+ tαi
(d)V ∗i .
To check that ν˜ is an asymptotic homomorphism we must check that
lim
t→∞
sup
i∈N
‖ϕti+ tαi (a)ϕti+ tαi (b)− ϕti+ tαi (ab)‖ = 0 (16)
for any pair a, b ∈ A. Let ǫ > 0. Since ϕ is an asymptotic homomorphism, there is an N ∈ N
so large that
‖ϕti+ tαi (a)ϕti+ tαi (b)− ϕti+ tαi (ab)‖ ≤ ǫ
for all t ∈ [1,∞), when i ≥ N . Choose T ∈ [1,∞) so large that
sup
i≤N
‖ϕti+ tαi (a)ϕti+ tαi (b)− ϕti+ tαi (ab)‖ ≤ ǫ
when t > T . Then
sup
i∈N
‖ϕti+ tαi (a)ϕti+ tαi (b)− ϕti+ tαi (ab)‖ ≤ ǫ
when t > T , proving (16). The other asymptotic algebraic identities follow in the same way.
Since ϕt(a)− ϕs(a) ∈ B for all a, s, t, (15) ensures that ν˜t(dk)− ν˜1(dk) ∈ B for all k and t.
Thanks to the equi-continuity of ϕ, qB ◦ ν˜t is a continuous map for each t, so the density
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of {di}i∈N in A ensures that ν = qB ◦ ν˜t is independent of t, and hence defines an extension
which is asymptotically split by construction. Note that ψ ⊕ ν is unitarily equivalent to
µ = qB ◦ µ˜, where
µ˜t(a) = V1ϕt1+ tα1
(a)V ∗1 +
∞∑
i=2
Viϕti+ tαi
(a)V ∗i .
Set S =
∑∞
i=2 Vi−1V
∗
i . Then S is an isometry in M(B) which by (15) has the property that
AdS ◦ ν˜t(dk)− µ˜t(dk) ∈ B for all t, k. It follows that Ad qB(S) ◦ ν = µ. Hence ψ ⊕ ν ⊕ 0 is
unitarily equivalent to ν ⊕ 0. Since ν is unitarily equivalent to 0⊕ ν it follows that ψ ⊕ ν is
unitarily equivalent to 0⊕ ν, which is the statement of the lemma.
We will say that an asymptotic extension ϕ : A → Q(B) is semi-invertible when there
is another asymptotic extension ψ : A → Q(B) such that ϕ ⊕ ψ is split (as an asymptotic
extension).
Lemma 4.8. Let ϕ, ψ : A → Q(B) be two semi-invertible asymptotic extensions that are
homotopic. Then there exists a split asymptotic extension µ such that ϕ⊕ µ and ψ ⊕ µ are
unitarily equivalent. In fact, there is a unitary U ∈M2(M(B)) such that
lim
t→∞
Ad qM2(B) (U) ◦
(
ϕt(a) 0
0 µt(a)
)
−
(
ψt(a) 0
0 µt(a)
)
= 0
for all a ∈ A.
Proof. We may assume that ϕ and ψ are equi-continuous. Choose equi-continuous
asymptotic extensions ϕ1, ψ1 : A → Q(B) such that ϕ ⊕ ϕ1 and ψ ⊕ ψ1 are split. Then
ϕ⊕ψ1 is homotopic to the split asymptotic extension ψ⊕ψ1, and hence µ1 = ϕ⊕ψ1 is split
by Lemma 4.3. Set µ2 = ψ ⊕ ψ1, and note that ψ ⊕ µ1 is unitarily equivalent to ϕ ⊕ µ2.
It follows from Lemma 4.7 that there are split asymptotic extensions νi such that µi ⊕ νi is
unitarily equivalent to νi, i = 1, 2. Set µ = ν1 ⊕ ν2.
5. Proof of the main results
For any C∗-algebra D we denote by sD the stabilizing ∗-homomorphism sD : D → D⊗K
given in standard notation by sD(d) = d ⊗ e11, and we let βB : Q(B) ⊗ K → Q(B ⊗ K) be
the canonical embedding.
Lemma 5.1. There is a group homomorphism
F : [[SA,Q(B)⊗K]]→ [SA,Q(B ⊗K)⊗K]
such that F [ϕ] = [sQ(B⊗K) ◦ (βB ◦ ϕ)f ], when ϕ is an equi-continuous asymptotic homomor-
phism ϕ : SA→ Q(B)⊗K.
Proof. We prove first that the class of sQ(B⊗K) ◦ (βB ◦ ϕ)f in [SA,Q(B ⊗ K) ⊗ K] is
independent of the choices made in the construction of (βB ◦ϕ)f . The philosophy underlying
the approach is due to Higson, cf. Theorem 3.4.3 in [H1]. Since [[SA,Q(B)⊗K]] is a group
there is an equi-continuous asymptotic homomorphism ψ : SA→ Q(B)⊗K such that(
ϕ 0
0 ψ
)
: SA→ Q(B)⊗K
is homotopic to 0. It follows that (
βB◦ϕ 0
0 βB◦ψ
)
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is homotopic to 0, and hence split (as an asymptotic extension) by Lemma 4.3. Then Lemma
4.4 tells us that (
(βB◦ϕ)
f 0
0 (βB◦ψ)
f
)
is asymptotically split. It follows then from Lemma 4.7 that [sQ(B⊗K)◦(βB◦ϕ)f ] = −[sQ(B⊗K)◦
(βB ◦ ψ)f ] in [SA,Q(B ⊗ K) ⊗ K]. Thus [sQ(B⊗K) ◦ (βB ◦ ϕ)f ] = −[sQ(B⊗K) ◦ (βB ◦ ψ)f ],
regardless of the folding data used in the construction of (βB ◦ ϕ)f . Assume next that
ϕ, ϕ′ : SA → Q(B) ⊗ K are homotopic as asymptotic homomorphisms. By Lemma 4.8
there is a (split) asymptotic extension µ : SA → Q(B ⊗ K) such that (βB ◦ ϕ) ⊕ µ and
(βB ◦ ϕ′) ⊕ µ are unitarily equivalent. Since we are now free to choose the foldings at will
we conclude from Lemma 4.5 that [sQ(B⊗K) ◦ (βB ◦ ϕ)f ] = [sQ(B⊗K) ◦ (βB ◦ ϕ′)f ]. Hence
F : [[SA,Q(B) ⊗ K]] → [SA,Q(B ⊗ K) ⊗ K] is well-defined, and by using the freedom of
choice of foldings again it follows that F is a homomorphism.
Let i : [[SA,Q(B) ⊗ K]]cp → [[SA,Q(B) ⊗ K]] and I : [SA,Q(B ⊗ K) ⊗ K] →
[[SA,Q(B ⊗K)⊗K]]cp be the obvious (forgetful) maps. Denote by ŝB : Q(B)→ Q(B ⊗K)
the homomorphism induced by sB : B → B ⊗K.
Lemma 5.2. The composition
[[SA,Q(B)⊗K]]cp i // [[SA,Q(B)⊗K]] I◦F // [[SA,Q(B ⊗K)⊗K]]cp
agrees with (ŝB ⊗ idK)∗.
Proof. Let ϕ′, ψ′ : SA→ Q(B)⊗K be completely positive asymptotic homomorphisms
such that ψ′ represents the inverse of [ϕ′] in [[SA,Q(B)⊗K]]cp. Set ϕ = βB ◦ϕ′ and ψ = βB ◦
ψ′. It follows from Lemma 4.3 that there is an equi-continuous asymptotic homomorphism
π : SA→ M2(M(B)) such that (
ϕt 0
0 ψt
)
= qM2(B⊗K) ◦ πt (17)
for all t. Let (ϕ̂t), (ψ̂t)t∈[1,∞) : SA→ M(B) be equi-continuous lifts of ϕ and ψ, respectively.
Let
(
(ϕ̂t)t∈[1,∞) , {un}∞n=0, {ni}∞i=0, {ti}∞i=1,
)
be the folding data used to define ϕf , so that
ϕf(a) = qB⊗K
( ∞∑
j=0
∆jϕ̂tj+1(a)∆j
)
,
where ∆0 =
√
un0 and ∆j =
√
unj − unj−1 , j ≥ 1. Let F1 ⊆ F2 ⊆ F3 ⊆ . . . be a sequence
of finite sets with dense union in SA. Since we can choose the folding data at will we can
apply Lemma 3.2 to arrange that
‖∆jψ̂t(a)− ψ̂t(a)∆j‖ ≤ 2−j (18)
for all a ∈ Fj , t ∈ [1, j + 3], and all j. It follows then that
ψt(a) = qB⊗K ◦ ψ̂t(a) = qB⊗K
( ∞∑
j=0
∆jψ̂t(a)∆j
)
,
for all t ∈ [1,∞), first for all a ∈ ⋃n Fn, and then by continuity for all a ∈ SA. We now
proceed much as in the proof of Lemma 4.4: Using (17) we choose a sequence r1 < r2 < r3 <
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. . . in N such that
‖
(
1−uj
1−uj
) [(
ϕ̂t(d)
ψ̂t(d))
)
− πt(d)
]
‖ ≤ 1
n
(19)
for all t ∈ [1, n + 3], j ≥ rn−2, d ∈ Fn, and such that (a)-(d) and (a’)-(d’) from the proof of
Lemma 4.4 hold, with u′j = uj. We then construct the same path {wi(t)}∞i=0, t ∈ [1,∞), of
unit sequences as in the proof of Lemma 4.4, but this time we set
ρt(a) =
(∑∞
i=1∆i(t)ϕ̂f i(t)(a)∆i(t) 0
0
∑∞
i=1∆i(t)ψ̂t(a)∆i(t)
)
+
(
∆0(t) 0
0 ∆0(t)
)
πt(a)
(
∆0(t) 0
0 ∆0(t)
)
.
As in the proof of Lemma 4.4 we see that ρ is an asymptotic homomorphism. Since
qB⊗K ◦ ρt =
(
ϕf 0
0 ψt
)
for all t, it follows from Lemma 4.6 that [sQ(B⊗K) ◦ϕf ] = −[sQ(B⊗K) ◦ψ] in [[SA,Q(B⊗K)⊗
K]]cp. Since −[sQ(B⊗K) ◦ ψ] = [sQ(B⊗K) ◦ ϕ], we conclude that I ◦ F ◦ i =
(
sQ(B⊗K) ◦ βB
)
∗
.
Note that sQ(B⊗K) ◦ βB and ŝB ⊗ idK both map Q(B) ⊗ K into Q(B) ⊗ K ⊗ K, and that
there is a unitary U ∈ M(Q(B) ⊗K⊗K) such that AdU ◦ sQ(B⊗K) ◦ βB = ŝB ⊗ idK. Since
the unitary group of M(Q(B) ⊗ K ⊗ K) is connected in the strict topology, it follows that
sQ(B⊗K) ◦ βB and ŝB ⊗ idK are homotopic. Hence I ◦ F ◦ i = (ŝB ⊗ idK)∗.
Note that since B is stable there is an isometry V ∈ Q(B ⊗ K) such that Q(B) ∋
x 7→ V ∗ŝB(x)V ∈ Q(B ⊗ K) is an isomorphism, which we will denote by γ, and such that
AdV ◦ γ = ŝB. We can therefore improve Lemma 5.2 as follows.
Lemma 5.3. The composition
[[SA,Q(B)⊗K]]cp
i

[[SA,Q(B ⊗K)⊗K]]cp
(γ−1⊗idK)
∗

[[SA,Q(B)⊗K]]
I◦F
44
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
[[SA,Q(B)⊗K]]cp
is the identity.
In a similar way we can prove
Lemma 5.4. The composition
[[SA,Q(B)⊗K]]
I◦F

[[SA,Q(B ⊗K)⊗K]]
(γ−1⊗idK)∗

[[SA,Q(B ⊗K)⊗K]]cp
i
44
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
[[SA,Q(B)⊗K]]cp
is the identity.
In fact, the proof is somewhat simpler because we don’t have to worry about complete
positivity of the asymptotic homomorphisms.
Corollary 5.5. The map i : [[SA,Q(B)⊗K]]cp → [[SA,Q(B)⊗K]] is an isomorphism.
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Proof. It follows from Lemma 5.3 that i is injective. Since the γ−1∗ ◦ i = i ◦ γ−1∗ we
conclude from Lemma 5.4 that i is also surjective.
Before we finally relate E-theory and KK-theory we need to identify KK(SA,Q(B))
with [[SA,Q(B)⊗K]]cp. By [H-LT] and [DL] one has KK(SA,D) = [[SA,D⊗K]]cp for any
separable C∗-algebra D. To pass from separable C∗-algebras to Q(B) we use the following
statement.
Lemma 5.6. Let A and B be C∗-algebras, A separable and B σ-unital. Then
lim−→
D
[[A,D ⊗K]]cp = [[A,B ⊗K]]cp, lim−→
D
KK(A,D) = KK(A,B),
where the limits are taken over the net of separable C∗-subalgebras D of B.
Proof. There is an obvious map lim−→D[[A,D⊗K]]cp → [[A,B⊗K]]cp. Let ϕ : A→ B⊗K
be a completely positive asymptotic homomorphism. Let {eij}i,j∈N be the standard matrix
units in K. Then
{s−1B ((1B ⊗ e1i)ϕt(a) (1B ⊗ ej1)) : t ∈ [1,∞), i, j ∈ N, a ∈ A}
generates a separable C∗-subalgebra D of B such that ϕt(A) ⊆ D⊗K. This shows that the
map is surjective. Handling a homotopy of completely positive asymptotic homomorphisms
in the same way shows that the map is also injective. By [C], KK(A,B) = [qA,B ⊗ K],
and since qA is separable when A is, the same argument shows that lim−→DKK(A,D) =
KK(A,B).
Since Q(B) is unital we can combine Lemma 5.6 with [H-LT] and [DL] to conclude that
KK(SA,Q(B)) = [[SA,Q(B)⊗K]]cp. (20)
Lemma 5.7. Let A be a separable C∗-algebra. Then the functor [[SA,−⊗K]] is half-exact
on the category of all C∗-algebras, and there is a natural isomorphism [[SA,Q(B) ⊗ K]] =
[[SA, SB ⊗K]], for any stable C∗-algebra B.
Proof. By working with equi-continuous asymptotic homomorphisms we can adopt the
proof of Lemma 5.6 to conclude that
[[SA,B ⊗K]] = lim−→
D
[[SA,D ⊗K]], (21)
for any C∗-algebra B, where we take the limit over the net of separable C∗-subalgebras of B.
Therefore the fact that [[SA,−⊗K]] is half-exact on the category of separable C∗-algebras,
cf. [CH] and [DL], implies that the same is true on the category of all C∗-algebras. Hence
the canonical extension 0→ B → M(B)→ Q(B)→ 0 gives rise to a long exact sequence, a
part of which is
[[SA, SM(B)⊗K]] // [[SA, SQ(B)⊗K]] ∂ // [[SA,B ⊗K]] // [[SA,M(B)⊗K]],
cf. e.g. Theorem 21.4.3 of [Bl]. To show that ∂ is an isomorphism it suffices now to show
that [[SA, SM(B) ⊗ K]] = [[SA,M(B) ⊗ K]] = 0. Since B is stable there is a sequence of
isometries Vi, i = 1, 2, 3, . . . , in M(B) such that ψ(m) =
∑∞
i=1 VimV
∗
i converges in the strict
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topology for all m ∈M(B) and defines an endomorphism ψ :M(B)→M(B). Furthermore,
for any pair of isometries W1,W2 ∈M(B) for which W1W ∗1 +W2W ∗2 = 1,
U = W2V
∗
1 +
∞∑
i=2
W1Vi−1V
∗
i
is a unitary inM(B) with the property thatW1ψ(m)W
∗
1+W2mW
∗
2 = AdU◦ψ(m) for allm ∈
M(B). It follows that ψ∗+id∗ = ψ∗, both as endomorphisms of the group [[SA, SM(B)⊗K]],
and of the group [[SA,M(B)⊗K]]. Hence [[SA, SM(B)⊗K]] = [[SA,M(B)⊗K]] = 0, and
we conclude that ∂ is an isomorphism.
Applied with A replaced by SA we get an isomorphism
[[S2A, SQ(B)⊗K]] = [[S2A,B ⊗K]]. (22)
It follows from (21) and [DL] that the suspension maps
S : [[SA,Q(B)⊗K]]→ [[S2A, SQ(B)⊗K]] (23)
and
S : [[S2A,B ⊗K]]→ [[S3A, SB ⊗K]] (24)
are both isomorphisms. Since S3A⊗K and SA⊗K are equivalent in E-theory, there is also
an isomorphism
[[S3A, SB ⊗K]] = [[SA, SB ⊗K]]. (25)
The desired isomorphism [[SA,Q(B) ⊗ K]] = [[SA, SB ⊗ K]] is put together by (23), (22),
(24) and (25).
Theorem 5.8. Let A be a separable C∗-algebra, and B a stable σ-unital C∗-algebra. There
is then a natural isomorphism
E(A,B) = KK(SA,Q(B)).
Proof. It follows from Lemma 5.7 that E(A,B) = [[SA,Q(B) ⊗ K]]. We have already
seen that KK(SA,Q(B)) = [[SA,Q(B)⊗ K]]cp, cf. (20). Combine Lemma 5.2 and Lemma
5.3.
Corollary 5.9. Let A be a separable C∗-algebra, and B a stable σ-unital C∗-algebra. Then
E(A,B) = [SA,Q(B)⊗K].
Proof. It follows from Lemma 5.3 that I : [SA,Q(B⊗K)⊗K]→ [[SA,Q(B⊗K)⊗K]]cp
is surjective. To show that it is also injective, observe that Lemma 4.3 of [MT3] tells us that
the composition
[SA,Q(B)⊗K]
i◦I

[SA,Q(B ⊗K)⊗K]
(γ−1⊗idK)
∗

[[SA,Q(B)⊗K]]
F
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
[SA,Q(B)⊗K]
is the identity.
22 V. MANUILOV AND K. THOMSEN
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