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Abstract
In the past few years deep artificial neural networks (DNNs) have been
successfully employed in a large number of computational problems including,
e.g., language processing, image recognition, fraud detection, and computa-
tional advertisement. Recently, it has also been proposed in the scientific
literature to reformulate partial differential equations (PDEs) as stochastic
learning problems and to employ DNNs together with stochastic gradient de-
scent methods to approximate the solutions of such PDEs. There are also a
few mathematical convergence results in the scientific literature which show
that DNNs can approximate solutions of certain PDEs without the curse of
dimensionality in the sense that the number of real parameters employed to
describe the DNN grows at most polynomially both in the PDE dimension
d ∈ N and the reciprocal of the prescribed approximation accuracy ε > 0.
One key argument in most of these results is, first, to employ a Monte Carlo
approximation scheme which can approximate the solution of the PDE under
consideration at a fixed space-time point without the curse of dimensionality
and, thereafter, to prove then that DNNs are flexible enough to mimic the
behaviour of the employed approximation scheme. Having this in mind, one
could aim for a general abstract result which shows under suitable assump-
tions that if a certain function can be approximated by any kind of (Monte
Carlo) approximation scheme without the curse of dimensionality, then the
function can also be approximated with DNNs without the curse of dimen-
sionality. It is a key contribution of this article to make a first step towards
this direction. In particular, the main result of this paper, roughly speaking,
shows that if a function can be approximated by means of some suitable dis-
crete approximation scheme without the curse of dimensionality and if there
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exist DNNs which satisfy certain regularity properties and which approximate
this discrete approximation scheme without the curse of dimensionality, then
the function itself can also be approximated with DNNs without the curse of
dimensionality. Moreover, for the number of real parameters used to describe
such approximating DNNs we provide an explicit upper bound for the opti-
mal exponent of the dimension d ∈ N of the function under consideration as
well as an explicit lower bound for the optimal exponent of the prescribed
approximation accuracy ε > 0. As an application of this result we derive
that solutions of suitable Kolmogorov PDEs can be approximated with DNNs
without the curse of dimensionality.
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1 Introduction
In the past few years deep artificial neural networks (DNNs) have been success-
fully employed in a large number of computational problems including, e.g., lan-
guage processing (cf., e.g., [12, 20, 26, 27, 34, 54]), image recognition (cf., e.g., [28,
35, 48, 50, 53]), fraud detection (cf., e.g., [11, 47]), and computational advertise-
ment (cf., e.g., [52, 55]). Recently, it has also been proposed in [14, 23] to refor-
mulate partial differential equations (PDEs) as stochastic learning problems and
to employ DNNs together with stochastic gradient descent methods to approxi-
mate the solutions of such PDEs (cf., e.g., also [33, 37, 41, 51]). We refer, e.g.,
to [1, 2, 3, 4, 5, 8, 10, 13, 15, 17, 18, 19, 24, 25, 29, 31, 38, 39, 40, 44, 45, 49] for further
developments and extensions of such deep learning based numerical approximation
methods for PDEs. In particular, the references [2,8,15,31,40] deal with linear PDEs
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(and the stochastic differential equations (SDEs) related to them, respectively), the
references [1, 10, 13, 17, 18, 25, 29] deal with semilinear PDEs (and the backward
stochastic differential equations (BSDEs) related to them, respectively), the refer-
ences [3, 38, 44, 45] deal with fully nonlinear PDEs (and the second-order backward
stochastic differential equations (2BSDEs) related to them, respectively), the refer-
ences [24,39,49] deal with certain specific subclasses of fully nonlinear PDEs (and the
2BSDEs related to them, respectively), and the references [4,5,19,49] deal with free
boundary PDEs (and the optimal stopping/option pricing problems related to them
(see, e.g., [7, Chapter 1]), respectively). In the scientific literature there are also a
few rigorous mathematical convergence results for such deep learning based numer-
ical approximation methods for PDEs. For example, the references [24, 49] provide
mathematical convergence results for such deep learning based numerical approxi-
mation methods for PDEs without any information on the convergence speed and,
for instance, the references [9, 16, 21, 22, 30, 32, 36, 46] provide mathematical con-
vergence results of such deep learning based numerical approximation methods for
PDEs with dimension-independent convergence rates and error constants which are
only polynomially dependent on the dimension. In particular, the latter references
show that DNNs can approximate solutions of certain PDEs without the curse of
dimensionality (cf. [6]) in the sense that the number of real parameters employed to
describe the DNN grows at most polynomially both in the PDE dimension d ∈ N and
the reciprocal of the prescribed approximation accuracy ε > 0 (cf., e.g., [42, Chap-
ter 1] and [43, Chapter 9]). One key argument in most of these articles is, first, to
employ a Monte Carlo approximation scheme which can approximate the solution
of the PDE under consideration at a fixed space-time point without the curse of di-
mensionality and, thereafter, to prove then that DNNs are flexible enough to mimic
the behaviour of the employed approximation scheme (cf., e.g., [32, Section 2 and
(i)–(iii) in Section 1] and [21]). Having this in mind, one could aim for a general
abstract result which shows under suitable assumptions that if a certain function
can be approximated by any kind of (Monte Carlo) approximation scheme without
the curse of dimensionality, then the function can also be approximated with DNNs
without the curse of dimensionality.
It is a key contribution of this article to make a first step towards this direction.
In particular, the main result of this paper, Theorem 2.3 below, roughly speaking,
shows that if a function can be approximated by means of some suitable discrete
approximation scheme without the curse of dimensionality (cf. (2.9) in Theorem 2.3
below) and if there exist DNNs which satisfy certain regularity properties and which
approximate this discrete approximation scheme without the curse of dimensionality,
then the function itself can also be approximated with DNNs without the curse of
dimensionality. Moreover, for the number of real parameters used to describe such
approximating DNNs we provide in Theorem 2.3 below an explicit upper bound
for the optimal exponent of the dimension d ∈ N of the function under considera-
tion as well as an explicit lower bound for the optimal exponent of the prescribed
approximation accuracy ε > 0 (see (2.16) in Theorem 2.3 below).
In our applications of Theorem 2.3 we employ Theorem 2.3 to study in Theo-
rem 4.5 below DNN approximations for PDEs. Theorem 4.5 can be considered as
a special case of Theorem 2.3 with the function to be approximated to be equal
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to the solution of a suitable Kolmogorov PDE (cf. (4.42) below) at the final time
T ∈ (0,∞) and the approximating scheme to be equal to the Monte Carlo Euler
scheme. In particular, Theorem 4.5 shows that solutions of suitable Kolmogorov
PDEs can be approximated with DNNs without the curse of dimensionality. For the
number of real parameters used to describe such approximating DNNs Theorem 4.5
also provides an explicit upper bound for the optimal exponent of the dimension
d ∈ N of the PDE under consideration as well as an explicit lower bound for the
optimal exponent of the prescribed approximation accuracy ε > 0 (see (4.43) be-
low). In order to illustrate the findings of Theorem 4.5 below, we now present in
Theorem 1.1 below a special case of Theorem 4.5.
Theorem 1.1. Let ϕ0,d : R
d → R, d ∈ N, and ϕ1,d : Rd → Rd, d ∈ N, be func-
tions, let ‖·‖ : (∪d∈NRd) → [0,∞) satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd
that ‖x‖ = (∑di=1 |xi|2)1/2, let Ad ∈ C(Rd,Rd), d ∈ N, satisfy for all d ∈ N,
x = (x1, x2, . . . , xd) ∈ Rd that Ad(x) = (max{x1, 0},max{x2, 0}, . . . ,max{xd, 0}),
let N = ∪L∈N ∪(l0,l1,...,lL)∈NL+1 (×Lk=1(Rlk×lk−1 × Rlk)), let P : N → N and R : N →
∪k,l∈NC(Rk,Rl) satisfy for all L ∈ N, l0, l1, . . . , lL ∈ N, Φ = ((W1, B1), (W2, B2),
. . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1 × Rlk)), x0 ∈ Rl0 , x1 ∈ Rl1, . . . , xL−1 ∈ RlL−1 with
∀ k ∈ N ∩ (0, L) : xk = Alk(Wkxk−1 + Bk) that P (Φ) =
∑L
k=1 lk(lk−1 + 1), R(Φ) ∈
C(Rl0,RlL), and (R(Φ))(x0) = WLxL−1 + BL, let T, κ ∈ (0,∞), d1 ∈ [1/2,∞), d3 ∈
[4,∞), e, d2, d4, d5, d6 ∈ [0,∞), θ ∈ [1,∞), (φm,dε )(m,d,ε)∈{0,1}×N×(0,1] ⊆ N, assume
for all d ∈ N, ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈ Rd that R(φ0,dε ) ∈ C(Rd,R), R(φ1,dε ) ∈
C(Rd,Rd), P (φm,dε ) ≤ κd2(−m)d3ε−2(−m)e, |(R(φ0,dε ))(x) − (R(φ0,dε ))(y)| ≤ κdd6(1 +
‖x‖θ + ‖y‖θ)‖x − y‖, ‖(R(φ1,dε ))(x)‖ ≤ κ(dd1+d2 + ‖x‖), |ϕ0,d(x)| ≤ κdd6(dθ(d1+d2) +
‖x‖θ), ‖ϕ1,d(x)− ϕ1,d(y)‖ ≤ κ‖x− y‖, and
‖ϕm,d(x)− (R(φm,dε ))(x)‖ ≤ εκdd(5−m)(dθ(d1+d2) + ‖x‖θ), (1.1)
and for every d ∈ N let ud : [0, T ] × Rd → R be an at most polynomially growing
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x)ϕ1,d(x) +
d∑
i=1
( ∂
2
∂x2i
ud)(t, x) (1.2)
with ud(0, x) = ϕ0,d(x) for (t, x) ∈ (0, T ) × Rd. Then for every p ∈ (0,∞) there
exist c ∈ R and (Ψd,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it holds that
R(Ψd,ε) ∈ C(Rd,R), [
∫
[0,1]d
|ud(T, x)− (R(Ψd,ε))(x)|p dx]1/p ≤ ε, and
P (Ψd,ε) ≤ cε−(e+6)d6[d6+(d1+d2)(θ+1)]+d3+emax{d5+θ(d1+d2),d4+d6+2θ(d1+d2)}. (1.3)
Theorem 1.1 is an immediate consequence of Corollary 4.6 in Section 4 below.
Corollary 4.6, in turn, is a special case of Theorem 4.5. Let us add some comments
regarding the mathematical objects appearing in Theorem 1.1. The set N in The-
orem 1.1 above is a set of tuples of pairs of real matrices and real vectors and this
set represents the set of all DNNs (see also Definition 3.1 below). The functions
Ad ∈ C(Rd,Rd), d ∈ N, in Theorem 1.1 represent multidimensional rectifier func-
tions. Theorem 1.1 is thus an approximation result for rectified DNNs. Moreover,
for every DNN Φ ∈ N in Theorem 1.1 above P (Φ) ∈ N represents the number of real
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parameters which are used to describe the DNN Φ (see also Definition 3.1 below).
In particular, for every DNN Φ ∈ N in Theorem 1.1 one can think of P (Φ) ∈ N as a
number proportional to the amount of memory storage needed to store the DNN Φ.
Furthermore, the function R : N→ ∪k,l∈NC(Rk,Rl) from the set N of “all DNNs” to
the union ∪k,l∈NC(Rk,Rl) of continuous functions describes the realization functions
associated to the DNNs (see also Definition 3.3 below). The real number T > 0 in
Theorem 1.1 describes the time horizon under consideration and the real numbers
κ, e, θ, d1, d2, . . . , d6 ∈ R in Theorem 1.1 are constants used to formulate the assump-
tions in Theorem 1.1. The key assumption in Theorem 1.1 is the hypothesis that
both the possibly nonlinear initial value functions ϕ0,d : R
d → R, d ∈ N, and the
possibly nonlinear drift coefficient functions ϕ1,d : R
d → Rd, d ∈ N, of the PDEs in
(1.2) can be approximated by means of DNNs without the curse of dimensionality
(see (1.1) above for details). Results related to Theorem 4.5 have been established
in [21, Theorem 3.14], [32, Theorem 1.1], [30, Theorem 4.1], and [46, Corollary 2.2].
Theorem 3.14 in [21] proves a similar statement to (1.3) for a different class of PDEs
than (1.2), that is, Theorem 3.14 in [21] deals with Black-Scholes PDEs with affine
linear coefficient functions while in (1.2) the diffusion coefficient is constant and the
drift coefficient may be nonlinear. Theorem 1.1 in [32] shows the existence of con-
stants and exponents of d ∈ N and ε > 0 such that (1.3) holds but does not provide
any explicit form for these exponents. Theorem 4.1 in [30] studies a different class
of PDEs than (1.2) (the diffusion coefficient is chosen so that the second order term
is the Laplacian and the drift coefficient is chosen to be zero but there is a non-
linearity depending on the PDE solution in the PDE in Theorem 4.1 in [30]) and
provides an explicit exponent for ε > 0 and the existence of constants and exponents
of d ∈ N such that (1.3) holds. Corollary 2.2 in [46] studies a more general class of
Kolmogorov PDEs than (1.2) and shows the existence of constants and exponents of
d ∈ N and ε > 0 such that (1.3) holds. Theorem 4.5 above extends these results by
providing explicit exponents for d ∈ N and ε > 0 in terms of the used assumptions
such that (1.3) holds and, in addition, Theorem 4.5 can be considered as a special
case of the general DNN approximation result in Theorem 2.3 with the functions to
be approximated to be equal to the solutions of the PDEs in (1.2) at the final time
T ∈ (0,∞) and the approximating scheme to be equal to the Monte Carlo Euler
scheme.
The remainder of this article is organized as follows. In Section 2 we present
Theorem 2.3, which is the main result of this paper. The proof of Theorem 2.3
employs the elementary result in Lemma 2.2. Lemma 2.2 establishes suitable a priori
bounds for random variables and follows from the well-known discrete Gronwall-
type inequality in Lemma 2.1 below. In Section 3 we develop in Lemma 3.29 and
Lemma 3.30 a few elementary results on representation flexibilities of DNNs. The
proofs of Lemma 3.29 and Lemma 3.30 use results on a certain artificial neural
network (ANN) calculus which we recall and extend in Subsections 3.1–3.7. In
Section 4 in Theorem 4.5 we employ Lemma 3.29 and Lemma 3.30 to establish
the existence of DNNs which approximate solutions of suitable Kolmogorov PDEs
without the curse of dimensionality. In our proof of Theorem 4.5 we also employ error
estimates for the Monte Carlo Euler method which we present in Proposition 4.4 in
Section 4. The proof of Proposition 4.4, in turn, makes use of the elementary error
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estimate results in Lemmas 4.1–4.3 below.
2 Deep artificial neural network (DNN) approxi-
mations
In this section we show in Theorem 2.3 below that, roughly speaking, if a function
can be approximated by means of some suitable discrete approximation scheme
without the curse of dimensionality and if there exist DNNs which satisfy certain
regularity properties and which approximate this discrete approximation scheme
without the curse of dimensionality, then the function itself can also be approximated
with DNNs without the curse of dimensionality. In our proof of Theorem 2.3 we
employ the elementary a priori estimates for expectations of certain random variables
in Lemma 2.2 below. Lemma 2.2, in turn, follows from the well-known discrete
Gronwall-type inequality in Lemma 2.1 below.
2.1 A priori bounds for random variables
Lemma 2.1. Let α ∈ [0,∞), β ∈ [0,∞] and let x : N0 → R satisfy for all n ∈ N
that xn ≤ αxn−1 + β. Then it holds for all n ∈ N that
xn ≤ αnx0 + β(1 + α + . . .+ αn−1) ≤ αnx0 + βeα. (2.1)
Proof of Lemma 2.1. We prove (2.1) by induction on n ∈ N. For the base case n = 1
note that the hypothesis that ∀ k ∈ N : xk ≤ αxk−1 + β ensures that
x1 ≤ αx0 + β = α1x0 + β ≤ α1x0 + βeα. (2.2)
This establishes (2.1) in the base case n = 1. For the induction step N ∋ (n− 1)→
n ∈ N ∩ [2,∞) observe that the hypothesis that ∀ k ∈ N : xk ≤ αxk−1 + β implies
that for all n ∈ N∩ [2,∞) with xn−1 ≤ αn−1x0+ β(1 +α+ . . .+ αn−2) it holds that
xn ≤ αxn−1 + β ≤ αnx0 + αβ(1 + α+ . . .+ αn−2) + β
= αnx0 + β(1 + α + . . .+ α
n−1) ≤ αnx0 + βeα.
(2.3)
Induction thus establishes (2.1). This completes the proof of Lemma 2.1.
Lemma 2.2. Let N ∈ N, p ∈ [1,∞), α, β, γ ∈ [0,∞) and let Xn : Ω → R, n ∈
{0, 1, . . . , N}, and Zn : Ω → R, n ∈ {0, 1, . . . , N − 1}, be random variables which
satisfy for all n ∈ {1, 2, . . . , N} that
|Xn| ≤ α|Xn−1|+ β
[
γ + |Zn−1|
]
. (2.4)
Then it holds that
(E[|XN |p])1/p ≤ αN(E[|X0|p])1/p + eαβ
[
γ + supi∈{0,1,...,N−1} (E[|Zi|p])1/p
]
. (2.5)
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Proof of Lemma 2.2. First, note that (2.4) implies for all n ∈ {1, 2, . . . , N} that
(E[|Xn|p])1/p ≤ α(E[|Xn−1|p])1/p + β
[
γ + (E[|Zn−1|p])1/p
]
≤ α(E[|Xn−1|p])1/p + β
[
γ + supi∈{0,1,...,N−1} (E[|Zi|p])1/p
]
.
(2.6)
Lemma 2.1 (with α = α, β = β [γ + supi∈{0,1,...,N−1}(E[|Zi|p])1/p] in the notation of
Lemma 2.1) hence establishes for all n ∈ {1, 2, . . . , N} that
(E[|Xn|p])1/p ≤ αn(E[|X0|p])1/p + eαβ
[
γ + supi∈{0,1,...,N−1} (E[|Zi|p])1/p
]
. (2.7)
The proof of Lemma 2.2 is thus completed.
2.2 A DNN approximation result for Monte Carlo algo-
rithms
Theorem 2.3. Let (Ω,F ,P) be a probability space, let n0 ∈ (0,∞), n1, n2, e, d0, d1,
. . . , d6 ∈ [0,∞), C, p, θ ∈ [1,∞), (MN)N∈N ⊆ N, let ZN,d,mn : Ω→ Rd, n ∈ {0, 1, . . . , N−
1}, m ∈ {1, 2, . . . ,MN}, d,N ∈ N, be random variables, let fN,d ∈ C(Rd × Rd,Rd),
d,N ∈ N, and Y N,d,xn = (Y N,d,m,xn )m∈{1,2,...,MN} : Ω → RMNd, n ∈ {0, 1, . . . , N},
x ∈ Rd, d,N ∈ N, satisfy for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd, n ∈
{1, 2, . . . , N}, ω ∈ Ω that Y N,d,m,x0 (ω) = x and
Y N,d,m,xn (ω) = fN,d
(
ZN,d,mn−1 (ω), Y
N,d,m,x
n−1 (ω)
)
, (2.8)
let ‖·‖ : (∪d∈NRd) → [0,∞) satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
‖x‖ = (∑di=1 |xi|2)1/2, for every d ∈ N let νd : B(Rd)→ [0, 1] be a probability measure
on Rd, let gN,d ∈ C(RNd,R), d,N ∈ N, and ud ∈ C(Rd,R), d ∈ N, satisfy for all
N, d ∈ N, m ∈ {1, 2, . . . ,MN}, n ∈ {0, 1, . . . , N − 1} that(
E
[∫
Rd
∣∣ud(x)− gMN ,d(Y N,d,xN )∣∣p νd(dx)
])1/p
≤ Cdd0N−n0 , (2.9)
(
E
[‖ZN,d,mn ‖2pθ])1/(2pθ) ≤ Cdd1 , and
[∫
Rd
‖x‖2pθ νd(dx)
]1/(2pθ)
≤ Cdd1+d2 , (2.10)
let N be a set, let P : N → N, D : N → ∪∞L=2NL, and R : N → ∪k,l∈NC(Rk,Rl)
be functions, let Nd,ε ⊆ N, ε ∈ (0, 1], d ∈ N, let (fN,dε,z )(N,d,ε,z)∈N2×(0,1]×Rd ⊆ N,
(gN,dε )(N,d,ε)∈N2×(0,1] ⊆ N, (Id)d∈N ⊆ N, assume for all N, d ∈ N, ε ∈ (0, 1],
x, y, z ∈ Rd that Nd,ε ⊆ {Φ ∈ N : R(Φ) ∈ C(Rd,Rd)}, Id ∈ Nd,ε, (R(Id))(x) = x,
P(Id) ≤ Cdd3, R(fN,dε,z ) ∈ C(Rd,Rd), (Rd ∋ z 7→ (R(fN,dε,z ))(x) ∈ Rd) is B(Rd)/
B(Rd)-measurable, and
‖fN,d(z, x)− (R(fN,dε,z ))(x)‖ ≤ εCdd4(dθ(d1+d2) + ‖x‖θ), (2.11)
‖(R(fN,dε,z ))(x)‖ ≤
(
1 + C
N
)‖x‖+ Cdd2(dd1 + ‖z‖), (2.12)
‖fN,d(z, x)− fN,d(z, y)‖ ≤ C‖x− y‖, (2.13)
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assume for every N, d ∈ N, ε ∈ (0, 1], Φ ∈ Nd,ε that there exist (φz)z∈Rd ⊆ Nd,ε such
that for all x, z, z ∈ Rd it holds that (R(φz))(x) = (R(fN,dε,z ))((R(Φ))(x)), P(φz) ≤
P(Φ) + CNn1dd3ε−e, and D(φz) = D(φz), assume for all N, d ∈ N, ε ∈ (0, 1], x =
(xi)i∈{1,2,...,N} ∈ RNd, y = (yi)i∈{1,2,...,N} ∈ RNd that R(gN,dε ) ∈ C(RNd,R) and
|gN,d(x)− (R(gN,dε ))(x)| ≤ εCdd5
[
dθ(d1+d2) + 1
N
N∑
i=1
‖xi‖θ
]
, (2.14)
|(R(gN,dε ))(x)− (R(gN,dε ))(y)| ≤
Cdd6
N
[
N∑
i=1
(dθ(d1+d2) + ‖xi‖θ + ‖yi‖θ)‖xi − yi‖
]
,
(2.15)
and assume for every N, d ∈ N, ε ∈ (0, 1], Φ1,Φ2, . . . ,ΦMN ∈ Nd,ε with D(Φ1) =
D(Φ2) = . . . = D(ΦMN ) that there exists ϕ ∈ N such that for all x ∈ Rd it holds that
R(ϕ) ∈ C(Rd,R), (R(ϕ))(x) = (R(gMN ,dε ))((R(Φ1))(x), (R(Φ2))(x), . . . , (R(ΦMN ))(x)),
and P(ϕ) ≤ CNn2(Nn1+1dd3ε−e+P(Φ1)). Then there exist c ∈ R and (Ψd,ε)(d,ε)∈N×(0,1] ⊆
N such that for all d ∈ N, ε ∈ (0, 1] it holds that R(Ψd,ε) ∈ C(Rd,R), [
∫
Rd
|ud(x)−
(R(Ψd,ε))(x)|p νd(dx)]1/p ≤ ε, and
P(Ψd,ε) ≤ cd
d0(n1+n2+1)
n0
+d3+emax{d5+θ(d1+d2),d4+d6+2θ(d1+d2)}ε
−
(n1+n2+1)
n0
−e
. (2.16)
Proof of Theorem 2.3. Throughout this proof let γ = 46eCC2(4eC+1C3)2θ, let δ =
max{d5+θ(d1+d2), d4+d6+2θ(d1+d2)}, letXN,d,x,εn = (XN,d,m,x,εn )m∈{1,2,...,MN} : Ω→
R
MNd, n ∈ {0, 1, . . . , N}, ε ∈ (0, 1], x ∈ Rd, d,N ∈ N, be the random variables which
satisfy for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd, ε ∈ (0, 1], n ∈ {1, 2, . . . , N},
ω ∈ Ω that XN,d,m,x,ε0 (ω) = x and
XN,d,m,x,εn (ω) =
(
R
(
fN,d
ε,ZN,d,mn−1 (ω)
))(
XN,d,m,x,εn−1 (ω)
)
, (2.17)
and let (Nd,ε)(d,ε)∈N×(0,1] ⊆ N and (Ed,ε)(d,ε)∈N×(0,1] ⊆ (0, 1] satisfy for all ε ∈ (0, 1],
d ∈ N that
Nd,ε = min
(
N ∩ [(2Cdd0
ε
)1/n0 ,∞)) and Ed,ε = εγdδ . (2.18)
Note that for all N, d ∈ N, ε ∈ (0, 1], n ∈ {0, 1, 2, . . . , N} it holds that(
R
d ∋ x 7→ XN,d,x,εn ∈ RMNd
) ∈ C(Rd,RMNd). (2.19)
This implies that for all N, d ∈ N, ε ∈ (0, 1] it holds that(
E
[∫
Rd
∣∣ud(x)− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
≤
(
E
[∫
Rd
∣∣ud(x)− gMN ,d(Y N,d,xN )∣∣p νd(dx)
])1/p
+
(
E
[∫
Rd
∣∣gMN ,d(Y N,d,xN )− (R(gMN ,dε ))(Y N,d,xN )∣∣p νd(dx)
])1/p
+
(
E
[∫
Rd
∣∣(R(gMN ,dε ))(Y N,d,xN )− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
.
(2.20)
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Next observe that (2.14) ensures for all N, d ∈ N, ε ∈ (0, 1] that
(
E
[∫
Rd
∣∣gMN ,d(Y N,d,xN )− (R(gMN ,dε ))(Y N,d,xN )∣∣p νd(dx)
])1/p
≤ εCdd5
(
E
[∫
Rd
∣∣∣dθ(d1+d2) + 1MN MN∑
m=1
‖Y N,d,m,xN ‖θ
∣∣∣p νd(dx)
])1/p
≤ εCdd5
[
dθ(d1+d2) + 1
MN
MN∑
m=1
(
E
[∫
Rd
‖Y N,d,m,xN ‖pθ νd(dx)
])1/p]
.
(2.21)
In addition, note that (2.11) and (2.12) assure that for all N, d ∈ N, ε ∈ (0, 1],
x, z ∈ Rd it holds that
‖fN,d(z, x)‖ ≤ ‖fN,d(z, x)− (R(fN,dε,z ))(x)‖+ ‖(R(fN,dε,z ))(x)‖
≤ εCdd4(dθ(d1+d2) + ‖x‖θ) + (1 + C
N
)‖x‖+ Cdd2(dd1 + ‖z‖). (2.22)
This proves that for all N, d ∈ N, x, z ∈ Rd it holds that
‖fN,d(z, x)‖ ≤
(
1 + C
N
)‖x‖+ Cdd2(dd1 + ‖z‖). (2.23)
Hence, we obtain that for allN, d ∈ N,m ∈ {1, 2, . . . ,MN}, x ∈ Rd, n ∈ {1, 2, . . . , N}
it holds that
‖Y N,d,m,xn ‖ =
∥∥fN,d(ZN,d,mn−1 , Y N,d,m,xn−1 )∥∥
≤ (1 + C
N
)‖Y N,d,m,xn−1 ‖+ Cdd2[dd1 + ‖ZN,d,mn−1 ‖]. (2.24)
Moreover, note that (2.12) assures that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd,
ε ∈ (0, 1], n ∈ {1, 2, . . . , N} it holds that
‖XN,d,m,x,εn ‖ =
∥∥∥(R(fN,d
ε,ZN,d,mn−1
))(
XN,d,m,x,εn−1
)∥∥∥
≤ (1 + C
N
)‖XN,d,m,x,εn−1 ‖+ Cdd2[dd1 + ‖ZN,d,mn−1 ‖]. (2.25)
Lemma 2.2 (with N = n, p = 2pθ, α = (1 + C
N
), β = Cdd2, γ = dd1 , Zi = ‖ZN,d,mi ‖
for N, d ∈ N, n ∈ {1, 2, . . . , N}, m ∈ {1, 2, . . . ,MN}, i ∈ {0, 1, . . . , n − 1} in
the notation of Lemma 2.2), (2.24), and (2.10) therefore demonstrate that for all
N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd, ε ∈ (0, 1], n ∈ {1, 2, . . . , N} it holds that
max
{(
E
[‖Y N,d,m,xn ‖2pθ])1/(2pθ) , (E[‖XN,d,m,x,εn ‖2pθ])1/(2pθ)}
≤ (1 + C
N
)n‖x‖+ e(1+ CN )Cdd2 [dd1 + supi∈{0,1,...,n−1} (E[‖ZN,d,mi ‖2pθ])1/(2pθ)
]
≤ eC‖x‖+ eC+1Cdd2[dd1 + Cdd1] ≤ eC‖x‖+ 2eC+1C2dd1+d2
≤ 2eC+1C2[‖x‖+ dd1+d2].
(2.26)
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This and the fact that ∀ a, b ∈ R : |a + b|θ ≤ 2θ−1(|a|θ + |b|θ) prove for all N, d ∈ N,
m ∈ {1, 2, . . . ,MN}, x ∈ Rd, ε ∈ (0, 1], n ∈ {1, 2, . . . , N} that
max
{
E
[‖Y N,d,m,xn ‖2pθ],E[‖XN,d,m,x,εn ‖2pθ]}
≤ (2eC+1C2[‖x‖+ dd1+d2])2pθ = (2eC+1C2)2pθ [‖x‖+ dd1+d2]2pθ
≤ 22p(θ−1) (2eC+1C2)2pθ [‖x‖θ + dθ(d1+d2)]2p
≤ (4eC+1C2)2pθ[‖x‖θ + dθ(d1+d2)]2p.
(2.27)
This and (2.10) establish that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, ε ∈ (0, 1] it
holds that
max
{(
E
[∫
Rd
‖Y N,d,m,xN ‖2pθ νd(dx)
])1/(2p)
,
(
E
[∫
Rd
‖XN,d,m,x,εN ‖2pθ νd(dx)
])1/(2p)}
≤ (4eC+1C2)θ
(∫
Rd
[‖x‖θ + dθ(d1+d2)]2p νd(dx)
)1/(2p)
≤ (4eC+1C2)θ
[(∫
Rd
‖x‖2pθ νd(dx)
)1/(2p)
+ dθ(d1+d2)
]
≤ (4eC+1C2)θ[Cθdθ(d1+d2) + dθ(d1+d2)] ≤ 2(4eC+1C3)θdθ(d1+d2). (2.28)
Hence, we obtain that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN} it holds that(
E
[∫
Rd
‖Y N,d,m,xN ‖pθ νd(dx)
])1/p
≤
(
E
[∫
Rd
‖Y N,d,m,xN ‖2pθ νd(dx)
])1/(2p)
≤ 2(4eC+1C3)θdθ(d1+d2).
(2.29)
Combining this and (2.21) demonstrates that for all N, d ∈ N, ε ∈ (0, 1] it holds
that(
E
[∫
Rd
∣∣gMN ,d(Y N,d,xN )− (R(gMN ,dε ))(Y N,d,xN )∣∣p νd(dx)
])1/p
≤ εCdd5[dθ(d1+d2) + 2(4eC+1C3)θdθ(d1+d2)] ≤ 3εC(4eC+1C3)θdd5+θ(d1+d2).
(2.30)
In addition, observe that (2.15) ensures that for all N, d ∈ N, x ∈ Rd, ε ∈ (0, 1] it
holds that∣∣(R(gMN ,dε ))(Y N,d,xN )− (R(gMN ,dε ))(XN,d,x,εN )∣∣ (2.31)
≤ Cd
d6
MN
[
MN∑
m=1
(
dθ(d1+d2) + ‖Y N,d,m,xN ‖θ + ‖XN,d,m,x,εN ‖θ
)‖Y N,d,m,xN −XN,d,m,x,εN ‖
]
.
This ensures for all N, d ∈ N, ε ∈ (0, 1] that(
E
[∫
Rd
∣∣(R(gMN ,dε ))(Y N,d,xN )− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
≤ Cd
d6
MN
MN∑
m=1
(
E
[ ∫
Rd
(
dθ(d1+d2) + ‖Y N,d,m,xN ‖θ + ‖XN,d,m,x,εN ‖θ
)p
· ‖Y N,d,m,xN −XN,d,m,x,εN ‖p νd(dx)
])1/p
.
(2.32)
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Ho¨lder’s inequality hence assures for all N, d ∈ N, ε ∈ (0, 1] that(
E
[∫
Rd
∣∣(R(gMN ,dε ))(Y N,d,xN )− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
≤ Cd
d6
MN
MN∑
m=1
(
E
[ ∫
Rd
(
dθ(d1+d2) + ‖Y N,d,m,xN ‖θ + ‖XN,d,m,x,εN ‖θ
)2p
νd(dx)
])1/(2p)
·
(
E
[ ∫
Rd
‖Y N,d,m,xN −XN,d,m,x,εN ‖2p νd(dx)
])1/(2p)
. (2.33)
Moreover, note that (2.28) implies that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, ε ∈
(0, 1] it holds that(
E
[ ∫
Rd
(
dθ(d1+d2) + ‖Y N,d,m,xN ‖θ + ‖XN,d,m,x,εN ‖θ
)2p
νd(dx)
])1/(2p)
≤ dθ(d1+d2) +
(
E
[ ∫
Rd
‖Y N,d,m,xN ‖2pθ νd(dx)
])1/(2p)
+
(
E
[ ∫
Rd
‖XN,d,m,x,εN ‖2pθ νd(dx)
])1/(2p)
≤ dθ(d1+d2) + 4(4eC+1C3)θdθ(d1+d2) ≤ 5(4eC+1C3)θdθ(d1+d2).
(2.34)
Next observe that (2.13) and (2.11) prove that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN},
x ∈ Rd, ε ∈ (0, 1], n ∈ {1, 2, . . . , N} it holds that
‖Y N,d,m,xn −XN,d,m,x,εn ‖
=
∥∥∥∥fN,d(ZN,d,mn−1 , Y N,d,m,xn−1 )− (R(fN,dε,ZN,d,mn−1
))(
XN,d,m,x,εn−1
)∥∥∥∥
≤
∥∥∥fN,d(ZN,d,mn−1 , Y N,d,m,xn−1 )− fN,d(ZN,d,mn−1 , XN,d,m,x,εn−1 )∥∥∥
+
∥∥∥∥fN,d(ZN,d,mn−1 , XN,d,m,x,εn−1 )− (R(fN,dε,ZN,d,mn−1
))(
XN,d,m,x,εn−1
)∥∥∥∥
≤ C‖Y N,d,m,xn−1 −XN,d,m,x,εn−1 ‖+ εCdd4
(
dθ(d1+d2) + ‖XN,d,m,x,εn−1 ‖θ
)
.
(2.35)
Lemma 2.2 (with N = N , p = 2p, α = C, β = εCdd4, γ = dθ(d1+d2), Zn =
‖XN,d,m,x,εn ‖θ, Xn = ‖Y N,d,m,xn − XN,d,m,x,εn ‖ for N, d ∈ N, m ∈ {1, 2, . . . ,MN},
x ∈ Rd, ε ∈ (0, 1], n ∈ {1, 2, . . . , N} in the notation of Lemma 2.2) and (2.27) hence
ensure for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd, ε ∈ (0, 1] that(
E
[‖Y N,d,m,xN −XN,d,m,x,εN ‖2p])1/(2p)
≤ eCεCdd4
[
dθ(d1+d2) + supi∈{0,1,...,N−1}
(
E
[‖XN,d,m,x,εi ‖2pθ])1/(2p)
]
≤ εeCCdd4
[
dθ(d1+d2) +
(
(4eC+1C2)2pθ
[‖x‖θ + dθ(d1+d2)]2p)1/(2p)]
= εeCCdd4
[
dθ(d1+d2) + (4eC+1C2)θ
[‖x‖θ + dθ(d1+d2)]]
≤ 2εeCCdd4(4eC+1C2)θ[‖x‖θ + dθ(d1+d2)].
(2.36)
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This and (2.10) demonstrate that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, ε ∈ (0, 1] it
holds that(
E
[ ∫
Rd
‖Y N,d,m,xN −XN,d,m,x,εN ‖2p νd(dx)
])1/(2p)
≤ 2εeCCdd4(4eC+1C2)θ
[∫
Rd
(‖x‖θ + dθ(d1+d2))2p νd(dx)
]1/(2p)
≤ 2εeCCdd4(4eC+1C2)θ
([∫
Rd
‖x‖2pθ νd(dx)
]1/(2p)
+ dθ(d1+d2)
)
≤ 2εeCCdd4(4eC+1C2)θ(Cθdθ(d1+d2) + dθ(d1+d2))
≤ 4εeCC(4eC+1C3)θdd4+θ(d1+d2).
(2.37)
Combining this with (2.33) and (2.34) establishes that for all N, d ∈ N, ε ∈ (0, 1] it
holds that(
E
[∫
Rd
∣∣(R(gMN ,dε ))(Y N,d,xN )− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
≤ Cdd6 · 5(4eC+1C3)θdθ(d1+d2) · 4εeCC(4eC+1C3)θdd4+θ(d1+d2)
≤ 20εeCC2(4eC+1C3)2θdd4+d6+2θ(d1+d2).
(2.38)
This, (2.9), (2.20), and (2.30) prove for all N, d ∈ N, ε ∈ (0, 1] that
(
E
[∫
Rd
∣∣ud(x)− (R(gMN ,dε ))(XN,d,x,εN )∣∣p νd(dx)
])1/p
≤ Cdd0N−n0 + 3εC(4eC+1C3)θdd5+θ(d1+d2) + 20εeCC2(4eC+1C3)2θdd4+d6+2θ(d1+d2)
≤ Cdd0N−n0 + 23εeCC2(4eC+1C3)2θdδ
= Cdd0N−n0 + εγd
δ
2
. (2.39)
Combining this and (2.18) assures that for all d ∈ N, ε ∈ (0, 1] it holds that
(
E
[∫
Rd
∣∣∣ud(x)− (R(gMNd,ε ,dEd,ε
))(
X
Nd,ε,d,x,Ed,ε
Nd,ε
)∣∣∣p νd(dx)
])1/p
≤ ε
2
+
ε
2
= ε. (2.40)
This and, e.g., [32, Corollary 2.4] establish that there existsw = (wd,ε)(d,ε)∈N×(0,1] : N×
(0, 1]→ Ω which satisfies for all d ∈ N, ε ∈ (0, 1] that
[∫
Rd
∣∣∣ud(x)− (R(gMNd,ε ,dEd,ε ))(XNd,ε,d,x,Ed,εNd,ε (wd,ε))
∣∣∣p νd(dx)
]1/p
≤ ε. (2.41)
Next note that for all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, x ∈ Rd, ε ∈ (0, 1], ω ∈
Ω it holds that XN,d,m,x,ε0 (ω) = (R(Id))(x). The assumption that for all d ∈
N, ε ∈ (0, 1] it holds that Id ∈ Nd,ε and (2.17) hence ensure that there exist
(ΦN,d,m,ε,ωn )m∈{1,2,...,MN} ⊆ Nd,ε, ω ∈ Ω, n ∈ {0, 1, 2, . . . , N}, ε ∈ (0, 1], d,N ∈ N,
which satisfy for all N, d ∈ N, ε ∈ (0, 1], n ∈ {0, 1, 2, . . . , N}, ω ∈ Ω , m ∈
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{1, 2, . . . ,MN}, x ∈ Rd that P(ΦN,d,m,ε,ωn ) ≤ P(Id) + nCNn1dd3ε−e, D(ΦN,d,m,ε,ωn ) =
D(ΦN,d,1,ε,ωn ), and
(R(ΦN,d,m,ε,ωn ))(x) =
(
R
(
fN,d
ε,ZN,d,mn−1 (ω)
))(
XN,d,m,x,εn−1 (ω)
)
= XN,d,m,x,εn (ω). (2.42)
The assumption that for all d ∈ N it holds that P(Id) ≤ Cdd3 therefore implies for
all N, d ∈ N, m ∈ {1, 2, . . . ,MN}, ε ∈ (0, 1], ω ∈ Ω that
P(ΦN,d,m,ε,ωN ) ≤ Cdd3 +NCNn1dd3ε−e ≤ Cdd3 + CNn1+1dd3ε−e. (2.43)
Therefore, we obtain that there exist ΨN,d,ε,ω ∈ N, ω ∈ Ω, ε ∈ (0, 1], d,N ∈ N,
which satisfy for all N, d ∈ N, ε ∈ (0, 1], ω ∈ Ω, x ∈ Rd that R(ΨN,d,ε,ω) ∈ C(Rd,R),
P(ΨN,d,ε,ω) ≤ CNn2(Nn1+1dd3ε−e + Cdd3 + CNn1+1dd3ε−e), and
(R(ΨN,d,ε,ω))(x)
= (R(gMN ,dε )
(
(R(ΦN,d,1,ε,ωN ))(x), (R(ΦN,d,2,ε,ωN ))(x), . . . , (R(ΦN,d,MN ,ε,ωN ))(x)
)
= (R(gMN ,dε ))
(
XN,d,1,x,εN (ω), X
N,d,2,x,ε
N (ω), . . . , X
N,d,MN ,x,ε
N (ω)
)
= (R(gMN ,dε ))(XN,d,x,εN (ω)). (2.44)
Hence, we obtain that for all N, d ∈ N, ε ∈ (0, 1], ω ∈ Ω it holds that
P(ΨN,d,ε,ω) ≤ C2Nn2dd3ε−e(2Nn1+1 + 1)
≤ 3C2Nn1+n2+1dd3ε−e. (2.45)
This and (2.18) demonstrate that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ΨNd,ε,d,Ed,ε,wd,ε)
≤ 3C22n1+n2+1(2Cdd0
ε
) (n1+n2+1)
n0 dd3ε−eγedeδ
≤ 3C22n1+n2+1(2C)
n1+n2+1
n0 γed
d0(n1+n2+1)
n0
+d3+eδε
−
(n1+n2+1)
n0
−e
.
(2.46)
Combining this, (2.41), and (2.44) establishes (2.16). The proof of Theorem 2.3 is
thus completed.
3 Artificial neural network (ANN) calculus
In this section we establish in Lemma 3.29 and Lemma 3.30 below a few elementary
results on representation flexibilities of ANNs. In our proofs of Lemma 3.29 and
Lemma 3.30 we use results from a certain ANN calculus which we recall and extend
in Subsections 3.1–3.7. In particular, Definition 3.1 below is [22, Definitions 2.1], Def-
inition 3.2 below is [22, Definitions 2.2], Definition 3.3 below is [22, Definitions 2.3],
Definition 3.4 below is [22, Definitions 2.5], and Definition 3.5 below is [22, Defini-
tions 2.17].
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3.1 ANNs
Definition 3.1 (ANNs). We denote by N the set given by
N = ∪L∈N ∪(l0,l1,...,lL)∈NL+1
(×Lk=1(Rlk×lk−1 × Rlk)) (3.1)
and we denote by P,L, I,O : N → N, H : N → N0, and D : N → ∪∞L=2NL the
functions which satisfy for all L ∈ N, l0, l1, . . . , lL ∈ N, Φ ∈ (×Lk=1(Rlk×lk−1 × Rlk))
that P(Φ) = ∑Lk=1 lk(lk−1 + 1), L(Φ) = L, I(Φ) = l0, O(Φ) = lL, H(Φ) = L − 1,
and D(Φ) = (l0, l1, . . . , lL).
3.2 Realizations of ANNs
Definition 3.2 (Multidimensional versions). Let d ∈ N and let ψ : R → R be a
function. Then we denote by Mψ,d : R
d → Rd the function which satisfies for all
x = (x1, . . . , xd) ∈ Rd that
Mψ,d(x) = (ψ(x1), . . . , ψ(xd)) . (3.2)
Definition 3.3 (Realizations associated to ANNs). Let a ∈ C(R,R). Then we
denote by Ra : N → ∪k,l∈NC(Rk,Rl) the function which satisfies for all L ∈ N,
l0, l1, . . . , lL ∈ N, Φ = ((W1, B1), (W2, B2), . . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1 × Rlk)),
x0 ∈ Rl0 , x1 ∈ Rl1, . . . , xL−1 ∈ RlL−1 with ∀ k ∈ N∩ (0, L) : xk = Ma,lk(Wkxk−1+Bk)
that
Ra(Φ) ∈ C(Rl0,RlL) and (Ra(Φ))(x0) =WLxL−1 +BL (3.3)
(cf. Definition 3.1 and Definition 3.2).
3.3 Compositions of ANNs
Definition 3.4 (Compositions of ANNs). We denote by (·) • (·) : {(Φ1,Φ2) ∈ N ×
N : I(Φ1) = O(Φ2)} → N the function which satisfies for all L,L ∈ N, l0, l1, . . . , lL,
l0, l1, . . . , lL ∈ N, Φ1 = ((W1, B1), (W2, B2), . . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1 ×Rlk)),
Φ2 = ((W1,B1), (W2,B2), . . . , (WL ,BL )) ∈ (×Lk=1(Rlk×lk−1×Rlk)) with l0 = I(Φ1) =
O(Φ2) = lL that
Φ1 • Φ2 =

(
(W1,B1), (W2,B2), . . . , (WL−1,BL−1), (W1WL ,W1BL +B1),
(W2, B2), (W3, B3), . . . , (WL, BL)
) : L > 1 < L
(
(W1W1,W1B1 +B1), (W2, B2), (W3, B3), . . . , (WL, BL)
)
: L > 1 = L(
(W1,B1), (W2,B2), . . . , (WL−1,BL−1), (W1WL ,W1BL +B1)
)
: L = 1 < L
(W1W1,W1B1 +B1) : L = 1 = L
(3.4)
(cf. Definition 3.1).
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3.4 Parallelizations of ANNs with the same length
Definition 3.5 (Parallelizations of ANNs with the same length). Let n ∈ N. Then
we denote by
Pn :
{
(Φ1,Φ2, . . . ,Φn) ∈ Nn : L(Φ1) = L(Φ2) = . . . = L(Φn)
}→ N (3.5)
the function which satisfies for all L ∈ N, (l1,0, l1,1, . . . , l1,L), (l2,0, l2,1, . . . , l2,L), . . . ,
(ln,0, ln,1, . . . , ln,L) ∈ NL+1, Φ1 = ((W1,1, B1,1), (W1,2, B1,2), . . . , (W1,L, B1,L)) ∈ (×Lk=1
(Rl1,k×l1,k−1×Rl1,k)), Φ2 = ((W2,1, B2,1), (W2,2, B2,2), . . . , (W2,L, B2,L)) ∈ (×Lk=1(Rl2,k×l2,k−1×
R
l2,k)), . . . , Φn = ((Wn,1, Bn,1), (Wn,2, Bn,2), . . . , (Wn,L, Bn,L)) ∈ (×Lk=1(Rln,k×ln,k−1 ×
R
ln,k)) that
Pn(Φ1,Φ2, . . . ,Φn) =






W1,1 0 0 · · · 0
0 W2,1 0 · · · 0
0 0 W3,1 · · · 0
...
...
...
. . .
...
0 0 0 · · · Wn,1

 ,


B1,1
B2,1
B3,1
...
Bn,1



 ,




W1,2 0 0 · · · 0
0 W2,2 0 · · · 0
0 0 W3,2 · · · 0
...
...
...
. . .
...
0 0 0 · · · Wn,2

 ,


B1,2
B2,2
B3,2
...
Bn,2



 , . . . ,




W1,L 0 0 · · · 0
0 W2,L 0 · · · 0
0 0 W3,L · · · 0
...
...
...
. . .
...
0 0 0 · · · Wn,L

 ,


B1,L
B2,L
B3,L
...
Bn,L






(3.6)
(cf. Definition 3.1).
3.5 Linear transformations of ANNs
Definition 3.6 (Identity matrix). Let n ∈ N. Then we denote by In ∈ Rn×n the
identity matrix in Rn×n.
Definition 3.7 (ANNs with a vector input). Let n ∈ N, B ∈ Rn. Then we denote
by BB ∈ (Rn×n × Rn) the pair given by BB = (In, B) (cf. Definition 3.6).
Lemma 3.8. Let n ∈ N, B ∈ Rn. Then
(i) it holds that BB ∈ N,
(ii) it holds that D(BB) = (n, n) ∈ N2,
(iii) it holds for all a ∈ C(R,R) that Ra(BB) ∈ C(Rn,Rn), and
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(iv) it holds for all a ∈ C(R,R), x ∈ Rn that
(Ra(BB))(x) = x+B (3.7)
(cf. Definition 3.1, Definition 3.3, and Definition 3.7).
Proof of Lemma 3.8. Note that the fact that BB ∈ (Rn×n×Rn) ensures that BB ∈
N and D(BB) = (n, n) ∈ N2. This establishes items (i)–(ii). The fact that BB =
(In, B) (cf. Definition 3.6) and (3.3) therefore prove that for all a ∈ C(R,R), x ∈ Rn
it holds that Ra(BB) ∈ C(Rn,Rn) and
(Ra(BB))(x) = x+B. (3.8)
This establishes items (iii)–(iv). The proof of Lemma 3.8 is thus completed.
Lemma 3.9. Let Φ ∈ N (cf. Definition 3.1). Then
(i) it holds for all B ∈ RO(Φ) that D(BB • Φ) = D(Φ),
(ii) it holds for all B ∈ RO(Φ), a ∈ C(R,R) that Ra(BB • Φ) ∈ C(RI(Φ),RO(Φ)),
(iii) it holds for all B ∈ RO(Φ), a ∈ C(R,R), x ∈ RI(Φ) that
(Ra(BB • Φ))(x) = (Ra(Φ))(x) +B, (3.9)
(iv) it holds for all B ∈ RI(Φ) that D(Φ •BB) = D(Φ),
(v) it holds for all B ∈ RI(Φ), a ∈ C(R,R) that Ra(Φ •BB) ∈ C(RI(Φ),RO(Φ)),
and
(vi) it holds for all B ∈ RI(Φ), a ∈ C(R,R), x ∈ RO(Φ) that
(Ra(Φ •BB))(x) = (Ra(Φ))(x+B) (3.10)
(cf. Definition 3.3, Definition 3.4, and Definition 3.7).
Proof of Lemma 3.9. Note that Lemma 3.8 demonstrates that for all n ∈ N, B ∈ Rn,
a ∈ C(R,R), x ∈ Rn it holds that D(BB) = (n, n), Ra(BB) ∈ C(Rn,Rn), and
(Ra(BB))(x) = x+B. (3.11)
Combining this and, e.g., [22, Proposition 2.6] establishes items (i)–(vi). The proof
of Lemma 3.9 is thus completed.
Definition 3.10 (ANNs with a matrix input). Let m,n ∈ N, W ∈ Rm×n. Then we
denote by WW ∈ (Rm×n × Rm) the pair given by WW = (W, 0).
Lemma 3.11. Let m,n ∈ N, W ∈ Rm×n. Then
(i) it holds that WW ∈ N,
(ii) it holds that D(WW ) = (n,m) ∈ N2,
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(iii) it holds for all a ∈ C(R,R) that Ra(WW ) ∈ C(Rn,Rm), and
(iv) it holds for all a ∈ C(R,R), x ∈ Rn that
(Ra(WW ))(x) = Wx (3.12)
(cf. Definition 3.1, Definition 3.3, and Definition 3.10).
Proof of Lemma 3.11. Note that the fact that WW ∈ (Rm×n × Rm) ensures that
WW ∈ N and D(WW ) = (n,m) ∈ N2. This establishes items (i)–(ii). Next observe
that the fact that WW = (W, 0) ∈ (Rm×n × Rm) and (3.3) prove that for all a ∈
C(R,R), x ∈ Rn it holds that Ra(WW ) ∈ C(Rn,Rm) and
(Ra(WW ))(x) = Wx. (3.13)
This establishes items (iii)–(iv). The proof of Lemma 3.11 is thus completed.
Lemma 3.12. Let a ∈ C(R,R), Φ ∈ N (cf. Definition 3.1). Then
(i) it holds for all m ∈ N, W ∈ Rm×O(Φ) that Ra(WW • Φ) ∈ C(RI(Φ),Rm),
(ii) it holds for all m ∈ N, W ∈ Rm×O(Φ), x ∈ RI(Φ) that
(Ra(WW • Φ))(x) = W
(
(Ra(Φ))(x)
)
, (3.14)
(iii) it holds for all n ∈ N, W ∈ RI(Φ)×n that Ra(Φ •WW ) ∈ C(Rn,RO(Φ)), and
(iv) it holds for all n ∈ N, W ∈ RI(Φ)×n, x ∈ Rn that
(Ra(Φ •WW ))(x) = (Ra(Φ))(Wx) (3.15)
(cf. Definition 3.3, Definition 3.4, and Definition 3.10).
Proof of Lemma 3.12. Note that Lemma 3.11 demonstrates that for all m,n ∈ N,
W ∈ Rm×n, x ∈ Rn it holds that Ra(WW ) ∈ C(Rn,Rm) and
(Ra(WW ))(x) = Wx. (3.16)
Combining this and, e.g., [22, Proposition 2.6] establishes items (i)–(iv). The proof
of Lemma 3.12 is thus completed.
Definition 3.13 (Scalar multiplications of ANNs). We denote by (·)⊛(·) : R×N→
N the function which satisfies for all λ ∈ R, Φ ∈ N that
λ⊛ Φ = Wλ IO(Φ) • Φ (3.17)
(cf. Definition 3.1, Definition 3.4, Definition 3.6, and Definition 3.10).
Lemma 3.14. Let λ ∈ R, Φ ∈ N (cf. Definition 3.1). Then
(i) it holds that D(λ⊛ Φ) = D(Φ),
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(ii) it holds for all a ∈ C(R,R) that Ra(λ⊛ Φ) ∈ C(RI(Φ),RO(Φ)), and
(iii) it holds for all a ∈ C(R,R), x ∈ RI(Φ) that
(Ra(λ⊛ Φ))(x) = λ
(
(Ra(Φ))(x)
)
(3.18)
(cf. Definition 3.3 and Definition 3.13).
Proof of Lemma 3.14. Throughout this proof let L ∈ N, l0, l1, . . . , lL ∈ N satisfy
that L = L(Φ) and (l0, l1, . . . , lL) = D(Φ). Note that item (ii) in Lemma 3.11 proves
that
D(Wλ IO(Φ)) = (O(Φ),O(Φ)) (3.19)
(cf. Definition 3.6 and Definition 3.10). Combining this and, e.g., [22, item (i) in
Proposition 2.6] assures that
D(λ⊛ Φ) = D(Wλ IO(Φ) • Φ) = (l0, l1, . . . , lL−1,O(Φ)) = D(Φ). (3.20)
This establishes item (i). Moreover, observe that items (i)–(ii) in Lemma 3.12
demonstrate that for all a ∈ C(R,R), x ∈ RI(Φ) it holds that Ra(λ ⊛ Φ) ∈
C(RI(Φ),RO(Φ)) and
(Ra(λ⊛ Φ))(x) = (Ra(Wλ IO(Φ) • Φ))(x)
= λ IO(Φ)
(
(Ra(Φ))(x)
)
= λ
(
(Ra(Φ))(x)
)
.
(3.21)
This establishes items (ii)–(iii). The proof of Lemma 3.14 is thus completed.
3.6 Representations of the identities with rectifier functions
Definition 3.15. We denote by I = (Id)d∈N : N → N the function which satisfies
for all d ∈ N that
I1 =
(((
1
−1
)
,
(
0
0
))
,
( (
1 −1) , 0)) ∈ ((R2×1 × R2)× (R1×2 × R1)) (3.22)
and
Id = Pd(I1, I1, . . . , I1) (3.23)
(cf. Definition 3.1 and Definition 3.5).
Lemma 3.16. Let d ∈ N, a ∈ C(R,R) satisfy for all x ∈ R that a(x) = max{x, 0}.
Then
(i) it holds that D(Id) = (d, 2d, d) ∈ N3,
(ii) it holds that Ra(Id) ∈ C(Rd,Rd), and
(iii) it holds for all x ∈ Rd that
(Ra(Id))(x) = x (3.24)
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(cf. Definition 3.1, Definition 3.3, and Definition 3.15).
Proof of Lemma 3.16. Throughout this proof let L = 2, l0 = 1, l1 = 2, l2 = 1. Note
that (3.22) ensures that
D(I1) = (1, 2, 1) = (l0, l1, l2). (3.25)
This and, e.g., [22, Lemma 2.18] prove that
Pd(I1, I1, . . . , I1)
∈ (×Lk=1 (R(dlk)×(dlk−1) × R(dlk))) = ((R(2d)×d × R2d)× (Rd×(2d) × Rd)) (3.26)
(cf. Definition 3.5). Hence, we obtain that D(Id) = (d, 2d, d) ∈ N3. This establishes
item (i). Next note that (3.22) assures that for all x ∈ R it holds that
(Ra(I1))(x) = a(x)− a(−x) = max{x, 0} −max{−x, 0} = x. (3.27)
Combining this and, e.g., [22, Proposition 2.19] demonstrates that for all x =
(x1, x2, . . . , xd) ∈ Rd it holds that Ra(Id) ∈ C(Rd,Rd) and
(Ra(Id))(x) =
(Ra(Pd(I1, I1, . . . , I1)))(x1, x2, . . . , xd)
=
(
(Ra(I1))(x1), (Ra(I1))(x2), . . . , (Ra(I1))(xd)
)
= (x1, x2, . . . , xd) = x.
(3.28)
This establishes items (ii)–(iii). The proof of Lemma 3.16 is thus completed.
3.7 Sums of ANNs with the same length
Definition 3.17. Let m,n ∈ N. Then we denote by Sm,n ∈ (Rm×(nm) × Rm) the
pair given by
Sm,n = W(Im Im ... Im) (3.29)
(cf. Definition 3.6 and Definition 3.10).
Lemma 3.18. Let m,n ∈ N. Then
(i) it holds that Sm,n ∈ N,
(ii) it holds that D(Sm,n) = (nm,m) ∈ N2,
(iii) it holds for all a ∈ C(R,R) that Ra(Sm,n) ∈ C(Rnm,Rm), and
(iv) it holds for all a ∈ C(R,R), x1, x2, . . . , xn ∈ Rm that
(Ra(Sm,n))(x1, x2, . . . , xn) =
∑n
k=1 xk (3.30)
(cf. Definition 3.1, Definition 3.3, and Definition 3.17).
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Proof of Lemma 3.18. Note that the fact that Sm,n ∈ (Rm×(nm) × Rm) ensures
that Sm,n ∈ N and D(Sm,n) = (nm,m) ∈ N2. This establishes items (i)–(ii).
Next observe that items (iii)–(iv) in Lemma 3.11 prove that for all a ∈ C(R,R),
x1, x2, . . . , xn ∈ Rm it holds that Ra(Sm,n) ∈ C(Rnm,Rm) and
(Ra(Sm,n))(x1, x2, . . . , xn) =
(Ra(W(Im Im ... Im)))(x1, x2, . . . , xn)
= (Im Im . . . Im)(x1, x2, . . . , xn) =
∑n
k=1 xk
(3.31)
(cf. Definition 3.6 and Definition 3.10). This establishes items (iii)–(iv). The proof
of Lemma 3.18 is thus completed.
Lemma 3.19. Let m,n ∈ N, a ∈ C(R,R), Φ ∈ {Ψ ∈ N : O(Ψ) = nm} (cf. Defini-
tion 3.1). Then
(i) it holds that Ra(Sm,n • Φ) ∈ C(RI(Φ),Rm) and
(ii) it holds for all x ∈ RI(Φ), y1, y2, . . . , yn ∈ Rm with (Ra(Φ))(x) = (y1, y2, . . . , yn)
that (Ra(Sm,n • Φ))(x) =∑nk=1 yk (3.32)
(cf. Definition 3.3, Definition 3.4, and Definition 3.17).
Proof of Lemma 3.19. Note that Lemma 3.18 ensures that for all x1, x2, . . . , xn ∈ Rm
it holds that Ra(Sm,n) ∈ C(Rnm,Rm) and
(Ra(Sm,n))(x1, x2, . . . , xn) =
∑n
k=1 xk. (3.33)
Combining this and, e.g., [22, item (v) in Proposition 2.6] establishes items (i)–(ii).
The proof of Lemma 3.19 is thus completed.
Lemma 3.20. Let n ∈ N, a ∈ C(R,R), Φ ∈ N (cf. Definition 3.1). Then
(i) it holds that Ra(Φ •SI(Φ),n) ∈ C(RnI(Φ),RO(Φ)) and
(ii) it holds for all x1, x2, . . . , xn ∈ RI(Φ) that(Ra(Φ •SI(Φ),n))(x1, x2, . . . , xn) = (Ra(Φ))(∑nk=1 xk) (3.34)
(cf. Definition 3.3, Definition 3.4, and Definition 3.17).
Proof of Lemma 3.20. Note that Lemma 3.18 demonstrates that for all m ∈ N,
x1, x2, . . . , xn ∈ Rm it holds that Ra(Sm,n) ∈ C(Rnm,Rm) and
(Ra(Sm,n))(x1, x2, . . . , xn) =
∑n
k=1 xk. (3.35)
Combining this and, e.g., [22, item (v) in Proposition 2.6] establishes items (i)–(ii).
The proof of Lemma 3.20 is thus completed.
Definition 3.21. Let m,n ∈ N, A ∈ Rm×n. Then we denote by A∗ ∈ Rn×m the
transpose of A.
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Definition 3.22. Let m,n ∈ N. Then we denote by Tm,n ∈ (R(nm)×m × Rnm) the
pair given by
Tm,n = W(Im Im ... Im)∗ (3.36)
(cf. Definition 3.6, Definition 3.10, and Definition 3.21).
Lemma 3.23. Let m,n ∈ N. Then
(i) it holds that Tm,n ∈ N,
(ii) it holds that D(Tm,n) = (m,nm) ∈ N2,
(iii) it holds for all a ∈ C(R,R) that Ra(Tm,n) ∈ C(Rm,Rnm), and
(iv) it holds for all a ∈ C(R,R), x ∈ Rm that
(Ra(Tm,n))(x) = (x, x, . . . , x) (3.37)
(cf. Definition 3.1, Definition 3.3, and Definition 3.22).
Proof of Lemma 3.23. Note that the fact that Tm,n ∈ (R(nm)×m×Rnm) ensures that
Tm,n ∈ N and D(Tm,n) = (m,nm) ∈ N2. This establishes items (i)–(ii). Next
observe that items (iii)–(iv) in Lemma 3.11 prove that for all a ∈ C(R,R), x ∈ Rm
it holds that Ra(Tm,n) ∈ C(Rm,Rnm) and
(Ra(Tm,n))(x) =
(Ra(W(Im Im ... Im)∗))(x)
= (Im Im . . . Im)
∗x = (x, x, . . . , x)
(3.38)
(cf. Definition 3.6 and Definition 3.10). This establishes items (iii)–(iv). The proof
of Lemma 3.23 is thus completed.
Lemma 3.24. Let n ∈ N, a ∈ C(R,R), Φ ∈ N (cf. Definition 3.1). Then
(i) it holds that Ra(TO(Φ),n • Φ) ∈ C(RI(Φ),RnO(Φ)) and
(ii) it holds for all x ∈ RI(Φ) that(Ra(TO(Φ),n • Φ))(x) = ((Ra(Φ))(x), (Ra(Φ))(x), . . . , (Ra(Φ))(x)) (3.39)
(cf. Definition 3.3, Definition 3.4, and Definition 3.22).
Proof of Lemma 3.24. Note that Lemma 3.23 ensures that for all m ∈ N, x ∈ Rm it
holds that Ra(Tm,n) ∈ C(Rm,Rnm) and
(Ra(Tm,n))(x) = (x, x, . . . , x). (3.40)
Combining this and, e.g., [22, item (v) in Proposition 2.6] establishes items (i)–(ii).
The proof of Lemma 3.24 is thus completed.
Lemma 3.25. Let m,n ∈ N, a ∈ C(R,R), Φ ∈ {Ψ ∈ N : I(Ψ) = nm} (cf. Defini-
tion 3.1). Then
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(i) it holds that Ra(Φ • Tm,n) ∈ C(Rm,RO(Φ)) and
(ii) it holds for all x ∈ Rm that(Ra(Φ • Tm,n))(x) = (Ra(Φ))(x, x, . . . , x) (3.41)
(cf. Definition 3.3, Definition 3.4, and Definition 3.22).
Proof of Lemma 3.25. Observe that Lemma 3.23 demonstrates that for all x ∈ Rm
it holds that Ra(Tm,n) ∈ C(Rm,Rnm) and
(Ra(Tm,n))(x) = (x, x, . . . , x). (3.42)
Combining this and, e.g., [22, item (v) in Proposition 2.6] establishes items (i)–(ii).
The proof of Lemma 3.25 is thus completed.
Definition 3.26 (Sums of ANNs with the same length). Let n ∈ N, Φ1,Φ2, . . . ,Φn ∈
N satisfy for all k ∈ {1, 2, . . . , n} that L(Φk) = L(Φ1), I(Φk) = I(Φ1), and O(Φk) =
O(Φ1). Then we denote by ⊕k∈{1,2,...,n}Φk (we denote by Φ1 ⊕ Φ2 ⊕ . . . ⊕ Φn) the
tuple given by
⊕k∈{1,2,...,n} Φk =
(
SO(Φ1),n •
[
Pn(Φ1,Φ2, . . . ,Φn)
] • TI(Φ1),n) ∈ N (3.43)
(cf. Definition 3.1, Definition 3.4, Definition 3.5, Definition 3.17, and Definition 3.22
).
Definition 3.27 (Dimensions of ANNs). Let n ∈ N0. Then we denote by Dn : N→
N0 the function which satisfies for all L ∈ N, l0, l1, . . . , lL ∈ N, Φ ∈ (×Lk=1(Rlk×lk−1×
R
lk)) that
Dn(Φ) =
{
ln : n ≤ L
0 : n > L
(3.44)
(cf. Definition 3.1).
Lemma 3.28. Let n ∈ N, Φ1,Φ2, . . . ,Φn ∈ N satisfy for all k ∈ {1, 2, . . . , n} that
L(Φk) = L(Φ1), I(Φk) = I(Φ1), and O(Φk) = O(Φ1) (cf. Definition 3.1). Then
(i) it holds that L(⊕k∈{1,2,...,n}Φk) = L(Φ1),
(ii) it holds that
D(⊕k∈{1,2,...,n}Φk) (3.45)
=
(I(Φ1),∑nk=1D1(Φk),∑nk=1D2(Φk), . . . ,∑nk=1DL(Φ1)−1(Φk),O(Φ1)),
(iii) it holds for all a ∈ C(R,R) that Ra(⊕k∈{1,2,...,n}Φk) ∈ C(RI(Φ1),RO(Φ1)), and
(iv) it holds for all a ∈ C(R,R), x ∈ RI(Φ1) that
(Ra(⊕k∈{1,2,...,n}Φk))(x) = n∑
k=1
(Ra(Φk))(x) (3.46)
22
(cf. Definition 3.3, Definition 3.26, and Definition 3.27).
Proof of Lemma 3.28. First, note that, e.g., [22, Lemma 2.18] proves that
D(Pn(Φ1,Φ2, . . . ,Φn))
=
(∑n
k=1D0(Φk),
∑n
k=1D1(Φk), . . . ,
∑n
k=1DL(Φ1)−1(Φk),
∑n
k=1DL(Φ1)(Φk)
)
=
(
nI(Φ1),
∑n
k=1D1(Φk),
∑n
k=1D2(Φk), . . . ,
∑n
k=1DL(Φ1)−1(Φk), nO(Φ1)
) (3.47)
(cf. Definition 3.5). Moreover, observe that item (ii) in Lemma 3.18 ensures that
D(SO(Φ1),n) = (nO(Φ1),O(Φ1)) (3.48)
(cf. Definition 3.17). This, (3.47), and, e.g., [22, item (i) in Proposition 2.6] demon-
strate that
D(SO(Φ1),n • [Pn(Φ1,Φ2, . . . ,Φn)])
=
(
nI(Φ1),
∑n
k=1D1(Φk),
∑n
k=1D2(Φk), . . . ,
∑n
k=1DL(Φ1)−1(Φk),O(Φ1)
)
.
(3.49)
Next note that item (ii) in Lemma 3.23 assures that
D(TI(Φ1),n) = (I(Φ1), nI(Φ1)) (3.50)
(cf. Definition 3.22). Combining this, (3.49), and, e.g., [22, item (i) in Proposi-
tion 2.6] proves that
D(⊕k∈{1,2,...,n}Φk)
= D(SO(Φ1),n • [Pn(Φ1,Φ2, . . . ,Φn)] • TI(Φ1),n)
=
(I(Φ1),∑nk=1D1(Φk),∑nk=1D2(Φk), . . . ,∑nk=1DL(Φ1)−1(Φk),O(Φ1)).
(3.51)
This establishes items (i)–(ii). Next observe that Lemma 3.25 and (3.47) ensure that
for all a ∈ C(R,R), x ∈ RI(Φ1) it holds that Ra([Pn(Φ1,Φ2, . . . ,Φn)] • TI(Φ1),n) ∈
C(RI(Φ1),RnO(Φ1)) and(Ra([Pn(Φ1,Φ2, . . . ,Φn)] • TI(Φ1),n))(x)
=
(Ra(Pn(Φ1,Φ2, . . . ,Φn)))(x, x, . . . , x). (3.52)
Combining this with, e.g., [22, item (ii) in Proposition 2.19] proves that for all
a ∈ C(R,R), x ∈ RI(Φ1) it holds that(Ra([Pn(Φ1,Φ2, . . . ,Φn)] • TI(Φ1),n))(x)
=
(
(Ra(Φ1))(x), (Ra(Φ2))(x), . . . , (Ra(Φn))(x)
) ∈ RnO(Φ1). (3.53)
Lemma 3.19, (3.48), and, e.g., [22, Lemma 2.8] therefore demonstrate that for all
a ∈ C(R,R), x ∈ RI(Φ1) it holds that Ra(⊕k∈{1,2,...,n}Φk) ∈ C(RI(Φ1),RO(Φ1)) and(Ra(⊕k∈{1,2,...,n}Φk))(x)
=
(Ra(SO(Φ1),n • [Pn(Φ1,Φ2, . . . ,Φn)] • TI(Φ1),n))(x) = n∑
k=1
(Ra(Φk))(x). (3.54)
This establishes items (iii)–(iv). The proof of Lemma 3.28 is thus completed.
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3.8 ANN representation results
Lemma 3.29. Let n ∈ N, h1, h2, . . . , hn ∈ R, Φ1,Φ2, . . . ,Φn ∈ N satisfy that
D(Φ1) = D(Φ2) = . . . = D(Φn), let Ak ∈ RI(Φ1)×(nI(Φ1)), k ∈ {1, 2, . . . , n}, satisfy
for all k ∈ {1, 2, . . . , n}, x = (xi)i∈{1,2,...,n} ∈ RnI(φ1) that Akx = xk, and let Ψ ∈ N
satisfy that
Ψ = ⊕k∈{1,2,...,n}(hk ⊛ (Φk •WAk)) (3.55)
(cf. Definition 3.1, Definition 3.10, Definition 3.13, and Definition 3.26). Then
(i) it holds that
D(Ψ) = (nI(Φ1), nD1(Φ1), nD2(Φ1), . . . , nDL(Φ1)−1(Φ1),O(Φ1)), (3.56)
(ii) it holds that P(Ψ) ≤ n2P(Φ1),
(iii) it holds for all a ∈ C(R,R) that Ra(Ψ) ∈ C(RnI(Φ1),RO(Φ1)), and
(iv) it holds for all a ∈ C(R,R), x = (xk)k∈{1,2,...,n} ∈ RnI(Φ1) that
(Ra(Ψ))(x) =
n∑
k=1
hk(Ra(Φk))(xk) (3.57)
(cf. Definition 3.3 and Definition 3.27).
Proof of Lemma 3.29. First, note that item (ii) in Lemma 3.11 ensures for all k ∈
{1, 2, . . . , n} that
D(WAk) = (nI(Φ1), I(Φ1)) ∈ N2. (3.58)
This and, e.g., [22, item (i) in Proposition 2.6] prove for all k ∈ {1, 2, . . . , n} that
D(Φk •WAk) = (nI(Φ1),D1(Φk),D2(Φk), . . . ,DL(Φk)(Φk)). (3.59)
Item (i) in Lemma 3.14 therefore demonstrates for all k ∈ {1, 2, . . . , n} that
D(hk ⊛ (Φk •WAk)) = D(Φk •WAk)
= (nI(Φ1),D1(Φk),D2(Φk), . . . ,DL(Φk)−1(Φk),O(Φk))
= (nI(Φ1),D1(Φ1),D2(Φ1), . . . ,DL(Φ1)−1(Φ1),O(Φ1)).
(3.60)
Combining this with item (ii) in Lemma 3.28 ensures that
D(Ψ) = D(⊕k∈{1,2,...,n} (hk ⊛ (Φk •WAk)))
= (nI(Φ1), nD1(Φ1), nD2(Φ1), . . . , nDL(Φ1)−1(Φ1),O(Φ1)).
(3.61)
This establishes item (i). Hence, we obtain that
P(Ψ) ≤ n2P(Φ1). (3.62)
This establishes item (ii). Moreover, observe that items (iii)–(iv) in Lemma 3.12
assure for all k ∈ {1, 2, . . . , n}, a ∈ C(R,R), x = (xi)i∈{1,2,...,n} ∈ RnI(Φ1) that
Ra(Φk •WAk) ∈ C(RnI(Φ1),RO(Φk)) and(Ra(Φk •WAk))(x) = (Ra(Φ))(Akx) = (Ra(Φ))(xk). (3.63)
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Combining this with items (ii)–(iii) in Lemma 3.14 proves for all k ∈ {1, 2, . . . , n},
a ∈ C(R,R), x = (xi)i∈{1,2,...,n} ∈ RnI(Φ1) thatRa(hk⊛(Φk •WAk)) ∈ C(RnI(Φ1),RO(Φ1))
and (Ra(hk ⊛ (Φk •WAk)))(x) = hk(Ra(Φ))(xk). (3.64)
Items (iii)–(iv) in Lemma 3.28 and (3.60) hence ensure for all a ∈ C(R,R), x =
(xi)i∈{1,2,...,n} ∈ RnI(Φ1) that Ra(Ψ) ∈ C(RnI(Φ1),RO(Φ1)) and
(Ra(Ψ))(x) =
(Ra(⊕k∈{1,2,...,n} (hk ⊛ (Φk •WAk))))(x)
=
n∑
k=1
(Ra(hk ⊛ (Φk •WAk)))(x) =
n∑
k=1
hk(Ra(Φk))(xk). (3.65)
This establishes items (iii)–(iv). The proof of Lemma 3.29 is thus completed.
Lemma 3.30. Let a ∈ C(R,R), L1, L2 ∈ N, I,Φ1,Φ2 ∈ N, d, i, l1,0, l1,1, . . . , l1,L1, l2,0, l2,1,
. . . , l2,L2 ∈ N satisfy for all k ∈ {1, 2}, x ∈ Rd that 2 ≤ i ≤ 2d, l2,L2−1 ≤
l1,L1−1 + i, D(I) = (d, i, d), (Ra(I))(x) = x, I(Φk) = O(Φk) = d, and D(Φk) =
(lk,0, lk,1, . . . , lk,Lk) (cf. Definition 3.1 and Definition 3.3). Then there exists Ψ ∈ N
such that
(i) it holds that Ra(Ψ) ∈ C(Rd,Rd),
(ii) it holds for all x ∈ Rd that
(Ra(Ψ))(x) = (Ra(Φ2))(x) +
(
(Ra(Φ1)) ◦ (Ra(Φ2))
)
(x), (3.66)
(iii) it holds that
DL(Ψ)−1(Ψ) ≤ l1,L1−1 + i, (3.67)
and
(iv) it holds that P(Ψ) ≤ P(Φ2) +
[
1
2
P(I) + P(Φ1)
]2
(cf. Definition 3.4 and Definition 3.27).
Proof of Lemma 3.30. To prove items (i)–(iv) we distinguish between the case L1 =
1 and the case L1 ∈ N ∩ [2,∞). We first prove items (i)–(iv) in the case L1 = 1.
Note that, e.g., [22, Proposition 2.30] (with a = a, d = d, L = L2, (ℓ0, ℓ1, . . . , ℓL) =
(l2,0, l2,1, . . . , l2,L2), ψ = Φ2, φn = Φ1 for n ∈ N0 in the notation of [22, Proposi-
tion 2.30]) implies that there exists Ψ ∈ N such that
(I) it holds that Ra(Ψ) ∈ C(Rd,Rd),
(II) it holds for all x ∈ Rd that
(Ra(Ψ))(x) = (Ra(Φ2))(x) +
(
(Ra(Φ1)) ◦ (Ra(Φ2))
)
(x), (3.68)
and
(III) it holds that D(Ψ) = D(Φ2).
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The hypothesis that l2,L2−1 ≤ l1,L1−1 + i hence ensures that
DL(Ψ)−1(Ψ) = DL(Φ2)−1(Φ2) = l2,L2−1 ≤ l1,L1−1 + i. (3.69)
Moreover, note that (III) assures that
P(Ψ) = P(Φ2) ≤ P(Φ2) +
[
1
2
P(I) + P(Φ1)
]2
. (3.70)
Combining this with (I) and (3.69) establishes items (i)–(iv) in the case L1 = 1.
We now prove items (i)–(iv) in the case L1 ∈ N ∩ [2,∞). Observe that, e.g., [22,
Proposition 2.28] (with a = a, L1 = L1, L2 = L2, I = I, Φ1 = Φ1, Φ2 = Φ2, d = d, i =
i, (l1,0, l1,1, . . . , l1,L1) = (l1,0, l1,1, . . . , l1,L1), (l2,0, l2,1, . . . , l2,L2) = (l2,0, l2,1, . . . , l2,L2) in
the notation of [22, Proposition 2.28]) proves that there exists Ψ ∈ N such that
(a) it holds that Ra(Ψ) ∈ C(Rd,Rd),
(b) it holds for all x ∈ Rd that
(Ra(Ψ))(x) = (Ra(Φ2))(x) +
(
(Ra(Φ1)) ◦ (Ra(Φ2))
)
(x), (3.71)
(c) it holds that
D(Ψ) = (l2,0, l2,1, . . . , l2,L2−1, l1,1 + i, l1,2 + i, . . . , l1,L1−1 + i, l1,L1), (3.72)
and
(d) it holds that P(Ψ) ≤ P(Φ2) +
[
1
2
P(I) + P(Φ1)
]2
.
This establishes items (i)–(iv) in the case L1 ∈ N∩ [2,∞). The proof of Lemma 3.30
is thus completed.
4 Kolmogorov partial differential equations (PDEs)
In this section we establish in Theorem 4.5 below the existence of DNNs which ap-
proximate solutions of suitable Kolmogorov PDEs without the curse of dimension-
ality. Moreover, in Corollary 4.6 below we specialize Theorem 4.5 to the case where
for every d ∈ N we have that the probability measure νd appearing in Theorem 4.5
is the uniform distribution on the d-dimensional unit cube [0, 1]d. In addition, in
Corollary 4.7 below we specialize Theorem 4.5, roughly speaking, to the case where
the constants κ ∈ (0,∞), e, d1, d2, . . . , d6 ∈ [0,∞), which we use to specify the regu-
larity hypotheses in Theorem 4.5, coincide. Corollary 4.7 follows immediately from
Theorem 4.5 and is a slight generalization of [32, Theorem 6.3] and [32, Theorem 1.1],
respectively. In our proof of Theorem 4.5 we employ the DNN representation results
in Lemmas 3.29–3.30 from Section 3 above as well as essentially well-known error
estimates for the Monte Carlo Euler method which we establish in Proposition 4.4
in this section below. The proof Proposition 4.4, in turn, employs the elementary
error estimate results in Lemmas 4.1–4.3 below.
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4.1 Error analysis for the Monte Carlo Euler method
Lemma 4.1 (Weak perturbation error). Let d,m ∈ N, ξ ∈ Rd, T ∈ (0,∞),
L0, L1, l ∈ [0,∞), h ∈ (0, T ], B ∈ Rd×m, let ‖·‖ : Rd → [0,∞) be the d-dimensional
Euclidean norm, let (Ω,F ,P) be a probability space, let W : [0, T ] × Ω → Rm be
a standard Brownian motion, let f0 : R
d → R and f1 : Rd → Rd be functions, let
χ : [0, T ]→ [0, T ] be a function, assume for all t ∈ [0, T ], x, y ∈ Rd that
|f0(x)− f0(y)| ≤ L0
(
1 +
∫ 1
0
[r‖x‖+ (1− r)‖y‖]l dr
)
‖x− y‖, (4.1)
‖f1(x)− f1(y)‖ ≤ L1‖x− y‖, (4.2)
and χ(t) = max({0, h, 2h, . . .} ∩ [0, t]), and let X, Y : [0, T ] × Ω → Rd be stochastic
processes with continuous sample paths which satisfy for all t ∈ [0, T ] that Yt =
ξ +
∫ t
0
f1
(
Yχ(s)
)
ds+BWt and
Xt = ξ +
∫ t
0
f1(Xs) ds+BWt. (4.3)
Then it holds that∣∣E[f0(XT )]− E[f0(YT )]∣∣ ≤ (h/T )1/2e(l+3+2L1+[lL1+2L1+2]T )max{1, L0} (4.4)
·
[
‖ξ‖+ 2 +max{1, ‖f1(0)‖}max{1, T}+
√
(2max{l, 1} − 1) Trace(B∗B)T
]1+l
.
Proof of Lemma 4.1. First, note that (4.2) proves that for all x ∈ Rd it holds that
‖f1(x)‖ ≤ ‖f1(x)− f1(0)‖+ ‖f1(0)‖ ≤ L1‖x‖+ ‖f1(0)‖. (4.5)
This, (4.1), (4.2), and, e.g., [32, Proposition 4.6] (with d = d, m = m, ξ = ξ, T = T ,
c = L1, C = ‖f1(0)‖, ε0 = 0, ε1 = 0, ε2 = 0, ς0 = 0, ς1 = 0, ς2 = 0, L0 = L0, L1 = L1,
l = l, h = h, B = B, p = 2, q = 2, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P),W =W , φ0 = f0,
f1 = f1, φ2 = (R
d ∋ x 7→ x ∈ Rd), χ = χ, f0 = f0, φ1 = φ1, ̟r = (E[‖BWT ‖r])1/r,
X = X , Y = Y for r ∈ (0,∞) in the notation of [32, Proposition 4.6]) establish that∣∣E[f0(XT )]− E[f0(YT )]∣∣ ≤ (h/T )1/2e(l+3+2L1+[lL1+L1+L1+2]T )max{1, L0}
·
[
‖ξ‖+ 2 +max{1, ‖f1(0)‖}max{1, T}+
(
E
[‖BWT‖max{2,2l}])1/max{2,2l}]1+l. (4.6)
Combining this with, e.g., [32, Lemma 4.2] (with d = d, m = m, T = T , p =
max{2, 2l}, B = B, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P), W = W in the notation
of [32, Lemma 4.2]) ensures that∣∣E[f0(XT )]− E[f0(YT )]∣∣ ≤ (h/T )1/2e(l+3+2L1+[lL1+2L1+2]T )max{1, L0} (4.7)
·
[
‖ξ‖+ 2 +max{1, ‖f1(0)‖}max{1, T}+
√
(2max{l, 1} − 1) Trace(B∗B)T
]1+l
.
The proof of Lemma 4.1 is thus completed.
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Lemma 4.2. Let d,m ∈ N, T, κ ∈ (0,∞), θ, d0, d1 ∈ [0,∞), h ∈ (0, T ], B ∈ Rd×m,
p ∈ [1,∞), let ν : B(Rd) → [0, 1] be a probability measure on Rd, let ‖·‖ : Rd →
[0,∞) be the d-dimensional Euclidean norm, let (Ω,F ,P) be a probability space, let
W : [0, T ]×Ω→ Rm be a standard Brownian motion, let f0 : Rd → R and f1 : Rd →
R
d be functions, let χ : [0, T ] → [0, T ] be a function, assume for all t ∈ [0, T ],
x, y ∈ Rd that
|f0(x)− f0(y)| ≤ κdd0(1 + ‖x‖θ + ‖y‖θ)‖x− y‖, (4.8)
‖f1(x)− f1(y)‖ ≤ κ‖x− y‖, Trace(B∗B) ≤ κd2d1 , (4.9)
‖f1(0)‖ ≤ κdd1 ,
[∫
Rd
‖z‖p(1+θ) ν(dz)
]1/(p(1+θ))
≤ κdd1, (4.10)
and χ(t) = max({0, h, 2h, . . .} ∩ [0, t]), and let Xx : [0, T ] × Ω → Rd, x ∈ Rd, and
Y x : [0, T ]× Ω → Rd, x ∈ Rd, be stochastic processes with continuous sample paths
which satisfy for all x ∈ Rd, t ∈ [0, T ] that Y xt = x+
∫ t
0
f1
(
Y xχ(s)
)
ds+BWt and
Xxt = x+
∫ t
0
f1(X
x
s ) ds+BWt. (4.11)
Then it holds that[∫
Rd
∣∣E[f0(XxT )]− E[f0(Y xT )]∣∣p ν(dx)
]1/p
≤ 24θ+5|max{1, T}|θ+1
· |max{κ, θ, 1}|θ+3e(6max{κ,θ,1}+5|max{κ,θ,1}|2T )dd0+d1(θ+1)(h/T )1/2.
(4.12)
Proof of Lemma 4.2. Throughout this proof let ι = max{κ, θ, 1}. Note that (4.8)
proves that for all x, y ∈ Rd it holds that
|f0(x)− f0(y)| ≤ κdd0(1 + ‖x‖θ + ‖y‖θ)‖x− y‖
≤ κdd0
(
1 + 2(θ + 1)
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]θ dr)‖x− y‖
≤ 2κ(θ + 1)dd0
(
1 +
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]θ dr)‖x− y‖.
(4.13)
Lemma 4.1 (with d = d, m = m, ξ = x, T = T , L0 = 2κ(θ + 1)d
d0, L1 = κ, l = θ,
h = h, B = B, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P), W = W , f0 = f0, f1 = f1, χ = χ,
X = Xx, Y = Y x for x ∈ Rd in the notation of Lemma 4.1), (4.10), and (4.9) hence
ensure that for all x ∈ Rd it holds that∣∣E[f0(XxT )]− E[f0(Y xT )]∣∣ ≤ (h/T )1/2e(θ+3+2κ+[θκ+2κ+2]T )max{1, 2κ(θ + 1)dd0}
·
[
‖x‖+ 2 +max{1, ‖f1(0)‖}max{1, T}+
√
(2max{θ, 1} − 1) Trace(B∗B)T
]1+θ
≤ (h/T )1/2e(θ+3+2κ+[θκ+2κ+2]T )max{1, 2κ(θ + 1)dd0}
·
[
‖x‖+ 2 +max{1, κdd1}max{1, T}+
√
(2max{θ, 1} − 1)κd2d1T
]1+θ
. (4.14)
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Therefore, we obtain that for all x ∈ Rd it holds that∣∣E[f0(XxT )]− E[f0(Y xT )]∣∣
≤ 2ι(ι+ 1)dd0(h/T )1/2e(6ι+5ι2T )[‖x‖+ 2 + ιdd1 max{1, T}+√(2ι− 1)κd2d1T ]1+θ
≤ 4ι2dd0(h/T )1/2e(6ι+5ι2T )[‖x‖+ 2 + ιdd1 max{1, T}+√2ικd2d1T ]1+θ
≤ 4ι2dd0(h/T )1/2e(6ι+5ι2T )[‖x‖+ 2 + 3ιdd1 max{1, T}]1+θ
≤ 4ι2dd0(h/T )1/2e(6ι+5ι2T )[‖x‖+ 5ιdd1 max{1, T}]1+θ. (4.15)
This establishes that[∫
Rd
∣∣E[f0(XxT )]− E[f0(Y xT )]∣∣p ν(dx)
]1/p
(4.16)
≤ 4ι2dd0(h/T )1/2e(6ι+5ι2T )
[∫
Rd
[‖x‖+ 5ιdd1 max{1, T}]p(1+θ) ν(dx)]1/p
≤ 4ι2dd0(h/T )1/2e(6ι+5ι2T )
[∫
Rd
[
2θ‖x‖1+θ + 2θ(5ιdd1 max{1, T})1+θ]p ν(dx)]1/p
≤ 2θ+2ι2dd0(h/T )1/2e(6ι+5ι2T )
[[∫
Rd
‖x‖p(1+θ) ν(dx)
]1/p
+ (5ιdd1 max{1, T})1+θ
]
.
Combining this and (4.10) assures that
[∫
Rd
∣∣E[f0(XxT )]− E[f0(Y xT )]∣∣p ν(dx)
]1/p
≤ 2θ+2ι2dd0(h/T )1/2e(6ι+5ι2T )[κ1+θdd1(1+θ) + (5ιdd1 max{1, T})1+θ]
≤ 2θ+2(5ιmax{1, T})θ+1ι2dd0+d1(θ+1)(h/T )1/2e(6ι+5ι2T )
≤ 2θ+2+3(θ+1)|max{1, T}|θ+1ι2+θ+1dd0+d1(θ+1)(h/T )1/2e(6ι+5ι2T )
≤ 24θ+5|max{1, T}|θ+1ιθ+3e(6ι+5ι2T )dd0+d1(θ+1)(h/T )1/2.
(4.17)
The proof of Lemma 4.2 is thus completed.
Lemma 4.3 (Monte Carlo error). Let d,M, n ∈ N, T, κ, θ ∈ (0,∞), d0, d1 ∈ [0,∞),
B ∈ Rd×n, p ∈ [2,∞), let ν : B(Rd) → [0, 1] be a probability measure on Rd, let
‖·‖ : Rd → [0,∞) be the d-dimensional Euclidean norm, let (Ω,F ,P) be a probability
space, let Wm : [0, T ] → Rn, m ∈ {1, 2, . . . ,M}, be independent standard Brownian
motions, let f0 : R
d → R be B(Rd)/B(R)-measurable, let f1 : Rd → Rd be B(Rd)/
B(Rd)-measurable, let χ : [0, T ] → [0, T ] be B([0, T ])/B([0, T ])-measurable, assume
for all t ∈ [0, T ], x ∈ Rd that
|f0(x)| ≤ κdd0(dd1θ + ‖x‖θ), ‖f1(x)‖ ≤ κ(dd1 + ‖x‖), (4.18)
Trace(B∗B) ≤ κd2d1 ,
[∫
Rd
‖z‖pθ ν(dz)
]1/(pθ)
≤ κdd1 , (4.19)
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and χ(t) ≤ t, and let Y m,x : [0, T ] × Ω → Rd, m ∈ {1, 2, . . . ,M}, x ∈ Rd, be
stochastic processes with continuous sample paths which satisfy for all x ∈ Rd, m ∈
{1, 2, . . . ,M}, t ∈ [0, T ] that
Y m,xt = x+
∫ t
0
f1
(
Y m,xχ(s)
)
ds+BWmt , (4.20)
Then it holds that(
E
[∫
Rd
∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤ 2θ+2pκ(pθ + p+ 1)θ(κT + 1)θeκθT (κθ + 1)dd0+d1θM−1/2.
(4.21)
Proof of Lemma 4.3. Throughout this proof let ι = max{θ, 1}. Note that (4.18)
and, e.g., [32, Lemma 4.1] (with d = d, m = n, ξ = ξ, p = q, c = κ, C = κdd1,
T = T , B = B, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P), W = W 1, µ = f1, χ = χ,
X = Y 1,x for q ∈ [1,∞), x ∈ Rd in the notation of [32, Lemma 4.1]) prove that for
all q ∈ [1,∞), x ∈ Rd it holds that
(
E
[‖Y 1,xT ‖q])1/q ≤ (‖x‖ + κdd1T + (E[‖BW 1T‖q])1/q)eκT . (4.22)
This, (4.19), and, e.g., [32, Lemma 4.2] (with d = d, m = n, T = T , p = q,
B = B, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P), W = W 1 for q ∈ [1,∞) in the notation
of [32, Lemma 4.2]) ensure that for all q ∈ [1,∞), x ∈ Rd it holds that(
E
[‖Y 1,xT ‖q])1/q ≤ (‖x‖+ κdd1T +√max{1, q − 1}Trace(B∗B)T)eκT
≤
(
‖x‖+ κdd1T +
√
max{1, q − 1}κd2d1T
)
eκT
≤ (‖x‖ + κdd1T + qmax{κT, 1}dd1)eκT
≤ (‖x‖ + (q + 1)max{κT, 1}dd1)eκT .
(4.23)
Combining this with (4.18) and Ho¨lder’s inequality establishes for all x ∈ Rd that(
E
[|f0(Y 1,xT )|p])1/p ≤ κdd0+d1θ + κdd0(E[‖Y 1,xT ‖pθ])1/p
≤ κdd0+d1θ + κdd0
(
E
[‖Y 1,xT ‖pι])θ/(pι)
≤ κdd0+d1θ + κdd0(‖x‖+ (pι+ 1)max{κT, 1}dd1)θeκθT
≤ κdd0+d1θ + κdd0(‖x‖+ (pι+ 1)(κT + 1)dd1)θeκθT .
(4.24)
The fact that ∀ y, z ∈ R, α ∈ [0,∞) : |y + z|α ≤ 2α(|y|α + |z|α) hence proves for all
x ∈ Rd that(
E
[|f0(Y 1,xT )|p])1/p ≤ κdd0+d1θ + 2θκdd0(‖x‖θ + (pι+ 1)θ(κT + 1)θdd1θ)eκθT
≤ 2θκ(pι+ 1)θ(κT + 1)θdd0eκθT(‖x‖θ + 2dd1θ)
≤ 2θ+1κ(pι+ 1)θ(κT + 1)θdd0eκθT (‖x‖θ + dd1θ).
(4.25)
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This implies that for all x ∈ Rd it holds that
E
[|f0(Y 1,xT )|] ≤ (E[|f0(Y 1,xT )|p])1/p <∞. (4.26)
Combining this with, e.g., [21, Corollary 2.5] (with p = p, d = 1, n = M , ‖·‖ = ‖·‖,
(Ω,F ,P) = (Ω,F ,P), Xi = f0(Y i,x) for i ∈ {1, 2, . . . ,M}, x ∈ Rd in the notation
of [21, Corollary 2.5]) and (4.25) assures for all x ∈ Rd that(
E
[∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p])1/p
≤ 2M−1/2
√
(p− 1)
(
E
[∣∣f0(Y 1,xT )− E[f0(Y 1,xT )]∣∣p])1/p
≤ 4M−1/2
√
(p− 1)
(
E
[|f0(Y 1,xT )|p])1/p
≤ 2θ+3M−1/2
√
(p− 1)κ(pι+ 1)θ(κT + 1)θdd0eκθT (‖x‖θ + dd1θ).
(4.27)
This and the fact that
√
p− 1 ≤ p/2 establish that(
E
[∫
Rd
∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
(4.28)
≤ 2θ+2M−1/2pκ(pι+ 1)θ(κT + 1)θdd0eκθT
(∫
Rd
(‖x‖θ + dd1θ)p ν(dx))1/p
≤ 2θ+2M−1/2pκ(pι+ 1)θ(κT + 1)θdd0eκθT
(
dd1θ +
[∫
Rd
‖x‖pθ ν(dx)
]1/p)
.
Combining this and (4.19) demonstrates that(
E
[∫
Rd
∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤ 2θ+2M−1/2pκ(pι+ 1)θ(κT + 1)θdd0eκθT [dd1θ + κθdd1θ]
≤ 2θ+2pκ(pι+ 1)θ(κT + 1)θeκθT (κθ + 1)dd0+d1θM−1/2
≤ 2θ+2pκ(pθ + p+ 1)θ(κT + 1)θeκθT (κθ + 1)dd0+d1θM−1/2.
(4.29)
The proof of Lemma 4.3 is thus completed.
Proposition 4.4. Let d,M, n ∈ N, T, κ, θ ∈ (0,∞), d0, d1 ∈ [0,∞), h ∈ (0, T ], B ∈
R
d×n, p ∈ [2,∞), let ν : B(Rd)→ [0, 1] be a probability measure on Rd, let ‖·‖ : Rd →
[0,∞) be the d-dimensional Euclidean norm, let (Ω,F ,P) be a probability space,
let Wm : [0, T ] × Ω → Rn, m ∈ {1, 2, . . . ,M}, be independent standard Brownian
motions, let f0 : R
d → R and f1 : Rd → Rd be functions, let χ : [0, T ] → [0, T ] be a
function, assume for all t ∈ [0, T ], x, y ∈ Rd that
|f0(x)− f0(y)| ≤ κdd0(1 + ‖x‖θ + ‖y‖θ)‖x− y‖, (4.30)
|f0(x)| ≤ κdd0(dd1θ + ‖x‖θ), Trace(B∗B) ≤ κd2d1 , (4.31)
‖f1(x)− f1(y)‖ ≤ κ‖x− y‖, ‖f1(x)‖ ≤ κ(dd1 + ‖x‖), (4.32)[∫
Rd
‖z‖p(1+θ) ν(dz)
]1/(p(1+θ))
≤ κdd1, (4.33)
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and χ(t) = max({0, h, 2h, . . .} ∩ [0, t]), and let Xx : [0, T ] × Ω → Rd, x ∈ Rd, and
Y m,x : [0, T ] × Ω → Rd, m ∈ {1, 2, . . . ,M}, x ∈ Rd, be stochastic processes with
continuous sample paths which satisfy for all x ∈ Rd, m ∈ {1, 2, . . . ,M}, t ∈ [0, T ]
that Xxt = x+
∫ t
0
f1(X
x
s ) ds+BW
1
t and
Y m,xt = x+
∫ t
0
f1
(
Y m,xχ(s)
)
ds+BWmt . (4.34)
Then it holds that(
E
[∫
Rd
∣∣∣E[f0(XxT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤ 24θ+5|max{1, T}|θ+1|max{κ, θ, 1}|2θ+3e(6max{κ,θ,1}+5|max{κ,θ,1}|2T )
· p(pθ + p+ 1)θdd0+d1(θ+1)((h/T )1/2 +M−1/2).
(4.35)
Proof of Proposition 4.4. Throughout this proof let ι = max{κ, θ, 1}. Note that the
triangle inequality proves that
(
E
[∫
Rd
∣∣∣E[f0(XxT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤
(∫
Rd
∣∣E[f0(XxT )]− E[f0(Y 1,xT )]∣∣p ν(dx)
)1/p
+
(
E
[∫
Rd
∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
.
(4.36)
Next note that (4.31)–(4.33) and Lemma 4.2 (with d = d, m = n, T = T , κ = κ, θ =
θ, d0 = d0, d1 = d1, h = h, B = B, p = p, ν = ν, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P),
W = W 1, f0 = f0, f1 = f1, χ = χ, X
x = Xx, Y x = Y 1,x for x ∈ Rd in the notation
of Lemma 4.2) demonstrates that
(∫
Rd
∣∣E[f0(XxT )]− E[f0(Y 1,xT )]∣∣p ν(dx)
)1/p
≤ 24θ+5|max{1, T}|θ+1|max{κ, θ, 1}|θ+3e(6max{κ,θ,1}+5|max{κ,θ,1}|2T )dd0+d1(θ+1)(h/T )1/2
= 24θ+5|max{1, T}|θ+1ιθ+3e(6ι+5ι2T )dd0+d1(θ+1)(h/T )1/2. (4.37)
Moreover, observe that Ho¨lder’s inequality and (4.33) imply that
[∫
Rd
‖z‖(pθ) ν(dz)
]1/pθ
≤
[∫
Rd
‖z‖p(1+θ) ν(dz)
]1/(p(1+θ))
≤ κdd1. (4.38)
Lemma 4.3 (with d = d, M = M , n = n, T = T , κ = κ, θ = θ, d0 = d0, d1 = d1,
B = B, p = p, ν = ν, ‖·‖ = ‖·‖, (Ω,F ,P) = (Ω,F ,P), Wm = Wm, f0 = f0, f1 = f1,
χ = χ, Y m,x = Y m,x for m ∈ {1, 2, . . . ,M}, x ∈ Rd in the notation of Lemma 4.3),
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(4.31), and (4.32) hence establish that
(
E
[∫
Rd
∣∣∣E[f0(Y 1,xT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤ 2θ+2pκ(pθ + p+ 1)θ(κT + 1)θeκθT (κθ + 1)dd0+d1θM−1/2
≤ 2θ+2pκ(pθ + p+ 1)θ|max{1, T}|θ(κ+ 1)θeκθT (κθ + 1)dd0+d1θM−1/2
≤ 2θ+2pι(pθ + p+ 1)θ|max{1, T}|θ(2ι)θeιθT (ιθ + 1)dd0+d1θM−1/2
≤ 22θ+3pι2θ+1(pθ + p+ 1)θ|max{1, T}|θeιθTdd0+d1θM−1/2.
(4.39)
This, (4.36), and (4.37) assure that
(
E
[∫
Rd
∣∣∣E[f0(XxT )]− 1M [∑Mm=1 f0(Y m,xT )]∣∣∣p ν(dx)
])1/p
≤ 24θ+5|max{1, T}|θ+1ιθ+3e(6ι+5ι2T )dd0+d1(θ+1)(h/T )1/2
+ 22θ+3pι2θ+1(pθ + p+ 1)θ|max{1, T}|θeιθTdd0+d1θM−1/2
≤ 24θ+5|max{1, T}|θ+1ι2θ+3e(6ι+5ι2T )dd0+d1(θ+1)
·
(
(h/T )
1/2 + p(pθ + p+ 1)θM−
1/2
)
≤ 24θ+5|max{1, T}|θ+1ι2θ+3e(6ι+5ι2T )dd0+d1(θ+1)p(pθ + p+ 1)θ
· ((h/T )1/2 +M−1/2).
(4.40)
The proof of Proposition 4.4 is thus completed.
4.2 DNN approximations for Kolmogorov PDEs
Theorem 4.5. Let Ad = (Ad,i,j)(i,j)∈{1,...,d}2 ∈ Rd×d, d ∈ N, be symmetric posi-
tive semidefinite matrices, let ‖·‖ : (∪d∈NRd) → [0,∞) satisfy for all d ∈ N, x =
(x1, x2, . . . , xd) ∈ Rd that ‖x‖ = (
∑d
i=1 |xi|2)1/2, for every d ∈ N let νd : B(Rd) →
[0, 1] be a probability measure on Rd, let ϕ0,d : R
d → R, d ∈ N, and ϕ1,d : Rd → Rd,
d ∈ N, be functions, let T, κ ∈ (0,∞), e, d1, d2, . . . , d6 ∈ [0,∞), θ ∈ [1,∞), p ∈
[2,∞), (φm,dε )(m,d,ε)∈{0,1}×N×(0,1] ⊆ N, a ∈ C(R,R) satisfy for all x ∈ R that a(x) =
max{x, 0}, assume for all d ∈ N, ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈ Rd that Ra(φ0,dε ) ∈
C(Rd,R), Ra(φ1,dε ) ∈ C(Rd,Rd), Trace(Ad) ≤ κd2d1, [
∫
Rd
‖x‖2pθ νd(dx)]1/(2pθ) ≤
κdd1+d2, P(φm,dε ) ≤ κd2(−m)d3ε−2(−m)e, |(Ra(φ0,dε ))(x) − (Ra(φ0,dε ))(y)| ≤ κdd6(1 +
‖x‖θ + ‖y‖θ)‖x− y‖, ‖(Ra(φ1,dε ))(x)‖ ≤ κ(dd1+d2 + ‖x‖), |ϕ0,d(x)| ≤ κdd6(dθ(d1+d2) +
‖x‖θ), ‖ϕ1,d(x)− ϕ1,d(y)‖ ≤ κ‖x− y‖, and
‖ϕm,d(x)− (Ra(φm,dε ))(x)‖ ≤ εκdd(5−m)(dθ(d1+d2) + ‖x‖θ), (4.41)
and for every d ∈ N let ud : [0, T ] × Rd → R be an at most polynomially growing
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x)ϕ1,d(x) +
d∑
i,j=1
Ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (4.42)
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with ud(0, x) = ϕ0,d(x) for (t, x) ∈ (0, T )×Rd (cf. Definition 3.1 and Definition 3.3).
Then there exist c ∈ R and (Ψd,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1]
it holds that R(Ψd,ε) ∈ C(Rd,R), [
∫
Rd
|ud(T, x)− (R(Ψd,ε))(x)|p νd(dx)]1/p ≤ ε, and
P(Ψd,ε) ≤ cd6[d6+(d1+d2)(θ+1)]+max{4,d3}+emax{d5+θ(d1+d2),d4+d6+2θ(d1+d2)}ε−(e+6). (4.43)
Proof of Theorem 4.5. Throughout this proof let Ad ∈ Rd×d, d ∈ N, satisfy for all
d ∈ N that Ad =
√
2Ad, let (Ω,F ,P) be a probability space, let W d,m : [0, T ]×Ω→
R
d, d,m ∈ N, be independent standard Brownian motions, let ZN,d,mn : Ω → Rd,
n ∈ {0, 1, . . . , N − 1}, m ∈ {1, 2, . . . , N}, d,N ∈ N, be the random variables which
satisfy for all N, d ∈ N, m ∈ {1, 2, . . . , N}, n ∈ {0, 1, . . . , N − 1} that
ZN,d,mn = AdW d,m(n+1)T
N
−AdW d,mnT
N
, (4.44)
let fN,d : R
d × Rd → Rd, d,N ∈ N, satisfy for all N, d ∈ N, x, y ∈ Rd that
fN,d(x, y) = x+ y +
T
N
ϕ1,d(y), (4.45)
let Xd,x : [0, T ] × Ω → Rd, x ∈ Rd, d ∈ N, be stochastic processes with continuous
sample paths which satisfy for all d ∈ N, x ∈ Rd, t ∈ [0, T ] that
Xd,xt = x+
∫ t
0
ϕ1,d(X
d,x
s ) ds+AdW d,1t (4.46)
(cf., e.g., [32, item (i) in Theorem 3.1] (with (Ω,F ,P) = (Ω,F ,P), T = T , d = d,
m = d, B = Ad, µ = ϕ1,d for d ∈ N in the notation of [32, Theorem 3.1])),
let Y N,d,xn = (Y
N,d,m,x
n )m∈{1,2,...,N} : Ω → RNd, n ∈ {0, 1, . . . , N}, x ∈ Rd, d,N ∈ N,
satisfy for all N, d ∈ N, m ∈ {1, 2, . . . , N}, x ∈ Rd, n ∈ {1, 2, . . . , N} that Y N,d,m,x0 =
x and
Y N,d,m,xn = fN,d
(
ZN,d,mn−1 , Y
N,d,m,x
n−1
)
, (4.47)
let gN,d : R
Nd → R, d,N ∈ N, satisfy for all N, d ∈ N, x = (xi)i∈{1,2,...,N} ∈ RNd that
gN,d(x) =
1
N
N∑
i=1
ϕ0,d(xi), (4.48)
and let Nd,ε ⊆ N, ε ∈ (0, 1], d ∈ N, satisfy for all d ∈ N, ε ∈ (0, 1] that
Nd,ε (4.49)
=
{
Φ ∈ N : [(Ra(Φ) ∈ C(Rd,Rd)) ∧ (DL(Φ)−1(Φ) ≤ DL(φ1,dε )−1(φ1,dε ) + 2d)]
}
(cf. Definition 3.27). Note that (4.44) and, e.g., [32, Lemma 4.2] (with d = d,
m = d, T = T , p = 2pθ, B = Ad, (Ω,F ,P) = (Ω,F ,P), W = W d,m for d,m ∈ N
in the notation of [32, Lemma 4.2]) ensure that for all N, d ∈ N, m ∈ {1, 2, . . . , N},
n ∈ {0, 1, . . . , N − 1} it holds that
(
E
[‖ZN,d,mn ‖2pθ])1/(2pθ) =
(
E
[∥∥∥AdW d,m(n+1)T
N
−AdW d,mnT
N
∥∥∥2pθ])1/(2pθ)
≤
(
E
[∥∥∥AdW d,m(n+1)T
N
∥∥∥2pθ])1/(2pθ) + (E[∥∥∥AdW d,mnT
N
∥∥∥2pθ])1/(2pθ)
≤ 2
√
(2pθ − 1) Trace(A∗dAd)T = 2
√
2(2pθ − 1) Trace(Ad)T .
(4.50)
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This and the assumption that ∀ d ∈ N : Trace(Ad) ≤ κd2d1 assure for all N, d ∈ N,
m ∈ {1, 2, . . . , N}, n ∈ {0, 1, . . . , N − 1} that
(
E
[‖ZN,d,mn ‖2pθ])1/(2pθ) ≤ 4pθ√κTdd1 . (4.51)
Moreover, observe that Lemma 3.16 (with d = d, a = a for d ∈ N in the notation
of Lemma 3.16) ensures that there exist Id ∈ N, d ∈ N, such that for all d ∈ N,
x ∈ Rd it holds that D(Id) = (d, 2d, d), Ra(Id) ∈ C(Rd,Rd), and (Ra(Id))(x) = x.
This and (4.49) assure for all d ∈ N, ε ∈ (0, 1] that Id ∈ Nd,ε and
P(Id) = 2d(d+ 1) + d(2d+ 1) = 2d2 + 2d+ 2d2 + d = 4d2 + 3d ≤ 7d2. (4.52)
Next note that Lemma 3.14 demonstrates that for all N, d ∈ N, ε ∈ (0, 1] it holds
that D( T
N
⊛ φ1,dε ) = D(φ1,dε ), Ra( TN ⊛ φ1,dε ) ∈ C(Rd,Rd), and
Ra
(
T
N
⊛ φ1,dε
)
= T
N
Ra(φ1,dε ) (4.53)
(cf. Definition 3.13). This, the fact that D(Id) = (d, 2d, d), and Lemma 3.30 (with
a = a, L1 = L( TN ⊛ φ1,dε ), L2 = 2, I = Id, Φ1 = TN ⊛ φ1,dε , Φ2 = Id, d = d, i = 2d,
(l1,0, l1,1, . . . , l1,L1) = D( TN⊛φ1,dε ), (l2,0, l2,1, l2,L2) = (d, 2d, d) for d,N ∈ N, ε ∈ (0, 1] in
the notation of Lemma 3.30) establish that there exist fN,dε ∈ N, ε ∈ (0, 1], d,N ∈ N,
such that for all N, d ∈ N, ε ∈ (0, 1], x ∈ Rd it holds that Ra(fN,dε ) ∈ C(Rd,Rd) and
(Ra(fN,dε ))(x) = x+
(Ra( TN ⊛ φ1,dε ))(x) = x+ TN (Ra(φ1,dε ))(x). (4.54)
Items (ii)–(iii) in Lemma 3.9 hence ensure that there exist fN,dε,z ∈ N, z ∈ Rd,
ε ∈ (0, 1], d,N ∈ N, which satisfy for all N, d ∈ N, ε ∈ (0, 1], z, x ∈ Rd that
Ra(fN,dε,z ) ∈ C(Rd,Rd) and
(Ra(fN,dε,z ))(x) = (Ra(fN,dε ))(x) + z = z + x+ TN (Ra(φ1,dε ))(x). (4.55)
This, (4.45), and (4.41) imply for all N, d ∈ N, ε ∈ (0, 1], x, z ∈ Rd that (Rd ∋ z 7→
(Ra(fN,dε,z ))(x) ∈ Rd) is B(Rd)/B(Rd)-measurable and
‖fN,d(z, x)− (Ra(fN,dε,z ))(x)‖ = TN ‖ϕ1,d(x)− (Ra(φ1,dε ))(x)‖
≤ Tεκdd4
N
(dθ(d1+d2) + ‖x‖θ)
≤ εTκdd4(dθ(d1+d2) + ‖x‖θ).
(4.56)
Next note that (4.55) and the assumption that ∀ ε ∈ (0, 1], d ∈ N, x ∈ Rd : ‖(Ra(φ1,dε ))(x)‖ ≤
κ(dd1+d2 + ‖x‖) prove for all N, d ∈ N, ε ∈ (0, 1], x, z ∈ Rd that
‖(Ra(fN,dε,z ))(x)‖ ≤ ‖z‖+ ‖x‖+ TN ‖(Ra(φ1,dε ))(x)‖
≤ ‖z‖+ ‖x‖+ Tκ
N
(dd1+d2 + ‖x‖)
=
(
1 + Tκ
N
)‖x‖+ Tκdd1+d2
N
+ ‖z‖
≤ (1 + Tκ
N
)‖x‖ + (Tκ+ 1)(dd1+d2 + ‖z‖)
≤ (1 + Tκ
N
)‖x‖ + (Tκ+ 1)dd2(dd1 + ‖z‖).
(4.57)
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In addition, observe that (4.45) and the assumption that ∀ d ∈ N, x, y ∈ Rd : ‖ϕ1,d(x)−
ϕ1,d(y)‖ ≤ κ‖x− y‖ imply that for all N, d ∈ N, x, z ∈ Rd it holds that
‖fN,d(z, x)− fN,d(z, y)‖ = ‖x+ TNϕ1,d(x)− y − TNϕ1,d(y)‖
≤ ‖x− y‖+ T
N
‖ϕ1,d(x)− ϕ1,d(y)‖
≤ (1 + Tκ
N
)‖x− y‖ ≤ (1 + Tκ)‖x− y‖.
(4.58)
Moreover, note that (4.53), the fact that D(Id) = (d, 2d, d), and Lemma 3.30 (with
a = a, L1 = L( TN ⊛ φ1,dε ), L2 = L(Φ), I = Id, Φ1 = TN ⊛ φ1,dε , Φ2 = Φ, d = d, i = 2d,
(l1,0, l1,1, . . . , l1,L1) = D( TN ⊛φ1,dε ) = D(φ1,dε ), (l2,0, l2,1, . . . , l2,L2) = D(Φ) for N, d ∈ N,
ε ∈ (0, 1], Φ ∈ Nd,ε in the notation of Lemma 3.30) prove that for every N, d ∈ N,
ε ∈ (0, 1], Φ ∈ Nd,ε there exists Φˆ ∈ N such that for all x ∈ Rd it holds that Ra(Φˆ) ∈
C(Rd,Rd), DL(Φˆ)−1(Φˆ) ≤ DL(φ1,dε )−1(φ1,dε ) + 2d, P(Φˆ) ≤ P(Φ) + [12P(Id) + P(φ1,dε )]2,
and
(Ra(Φˆ))(x) = (Ra(Φ))(x) +
((Ra( TN ⊛ φ1,dε )) ◦ (Ra(Φ)))(x)
= (Ra(Φ))(x) + TN
(
(Ra(φ1,dε )) ◦ (Ra(Φ))
)
(x).
(4.59)
This, (4.49), (4.52), and the fact that ∀ d ∈ N, ε ∈ (0, 1] : P(φ1,dε ) ≤ κd2(−1)d3ε−2(−1)e
demonstrate that for every N, d ∈ N, ε ∈ (0, 1], Φ ∈ Nd,ε there exists Φˆ ∈ Nd,ε such
that for all x ∈ Rd it holds that
P(Φˆ) ≤ P(Φ) + (4d2 + κd2(−1)d3ε−2(−1)e)2 ≤ P(Φ) + (κ+ 4)2dmax{4,d3}ε−e (4.60)
and
(Ra(Φˆ))(x) = (Ra(Φ))(x) + TN
(
(Ra(φ1,dε )) ◦ (Ra(Φ))
)
(x). (4.61)
Items (i)–(iii) in Lemma 3.9 and (4.55) hence ensure that for every N, d ∈ N, ε ∈
(0, 1], Φ ∈ Nd,ε there exist (Φˆz)z∈Rd ⊆ Nd,ε such that for all x, z, z ∈ Rd it holds that
(Ra(Φˆz))(x) = z + (Ra(Φ))(x) + TN
(
(Ra(φ1,dε )) ◦ (Ra(Φ))
)
(x)
= (Ra(fN,dε,z ))
(
(Ra(Φ))(x)
)
,
(4.62)
P(Φˆz) ≤ P(Φ) + (κ+ 4)2dmax{4,d3}ε−e, (4.63)
and D(Φˆz) = D(Φˆz). In the next step we observe that Lemma 3.29 (with n =
N , hm = 1/N, φm = φ
0,d
ε , a = a for N, d ∈ N, ε ∈ (0, 1], m ∈ {1, 2, . . . , N} in
the notation of Lemma 3.29) demonstrates that there exist gN,dε ∈ N, ε ∈ (0, 1],
d,N ∈ N, which satisfy for all N, d ∈ N, ε ∈ (0, 1], x = (xi)i∈{1,2,...,N} ∈ RNd that
Ra(gN,dε ) ∈ C(RNd,R) and
(Ra(gN,dε ))(x) =
1
N
N∑
i=1
(Ra(φ0,dε ))(xi). (4.64)
This, (4.48), and (4.41) ensure that for all N, d ∈ N, ε ∈ (0, 1], x = (xi)i∈{1,2,...,N} ∈
R
Nd it holds that
|gN,d(x)− (Ra(gN,dε ))(x)| ≤
1
N
N∑
i=1
|ϕ0,d(xi)− (Ra(φ0,dε ))(xi)|
≤ εκd
d5
N
N∑
i=1
(dθ(d1+d2) + ‖xi‖θ) = εκdd5
[
dθ(d1+d2) + 1
N
∑N
i=1 ‖xi‖θ
]
.
(4.65)
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Moreover, note that (4.64) and the assumption that ∀ ε ∈ (0, 1], d ∈ N, x, y ∈
R
d : |(Ra(φ0,dε ))(x) − (Ra(φ0,dε ))(y)| ≤ κdd6(1 + ‖x‖θ + ‖y‖θ)‖x − y‖ imply that for
all N, d ∈ N, ε ∈ (0, 1], x = (xi)i∈{1,2,...,N} ∈ RNd, y = (yi)i∈{1,2,...,N} ∈ RNd it holds
that
|(Ra(gN,dε ))(x)− (Ra(gN,dε ))(y)|
≤ 1
N
N∑
i=1
|(Ra(φ0,dε ))(xi)− (Ra(φ0,dε ))(yi)|
≤ κd
d6
N
[∑N
i=1(1 + ‖xi‖θ + ‖yi‖θ)‖xi − yi‖
]
.
(4.66)
Next observe that the fact that D(Id) = (d, 2d, d) and, e.g., [22, Proposition 2.16]
(with Ψ = Id, Φ1 = φ
0,d
ε , Φ2 ∈ {Φ ∈ N : I(Φ) = O(Φ) = d}, i = 2d in the notation
of [22, Proposition 2.16]) prove that for every N, d ∈ N, ε ∈ (0, 1], Φ1,Φ2, . . . ,ΦN ∈
{Φ ∈ N : I(Φ) = O(Φ) = d} with D(Φ1) = D(Φ2) = . . . = D(ΦN ) there exist
Ψ1,Ψ2, . . . ,ΨN ∈ N such that for all i ∈ {1, 2, . . . , N} it holds that Ra(Ψi) ∈
C(Rd,R), D(Ψi) = D(Ψ1), P(Ψi) ≤ 2(P(φ0,dε ) + P(Φi)), and
Ra(Ψi) = [Ra(φ0,dε )] ◦ [Ra(Id)] ◦ [Ra(Φi)] = [Ra(φ0,dε )] ◦ [Ra(Φi)]. (4.67)
This, (4.64), and Lemma 3.28 assure that for every N, d ∈ N, ε ∈ (0, 1], Φ1,Φ2, . . . ,ΦN ∈
{Φ ∈ N : I(Φ) = O(Φ) = d} with D(Φ1) = D(Φ2) = . . . = D(ΦN) there ex-
ists Ψ ∈ N such that for all x ∈ Rd it holds that Ra(Ψ) ∈ C(Rd,R), P(Ψ) ≤
2N2(P(φ0,dε ) + P(Φ1)), and
(Ra(Ψ))(x) = 1
N
N∑
i=1
(Ra(φ0,dε ))
(
(Ra(Φi))(x)
)
= (Ra(gN,dε ))
(
(Ra(Φ1))(x), (Ra(Φ2))(x), . . . , (Ra(ΦN ))(x)
)
.
(4.68)
The assumption that ∀ d ∈ N, ε ∈ (0, 1] : P(φ0,dε ) ≤ κdd3ε−e hence ensures that for
every N, d ∈ N, ε ∈ (0, 1], Φ1,Φ2, . . . ,ΦN ∈ {Φ ∈ N : I(Φ) = O(Φ) = d} with
D(Φ1) = D(Φ2) = . . . = D(ΦN) there exists Ψ ∈ N such that for all x ∈ Rd it
holds that Ra(Ψ) ∈ C(Rd,R), (Ra(Ψ))(x) = (Ra(gN,dε ))((Ra(Φ1))(x), (Ra(Φ2))(x),
. . . , (Ra(ΦN))(x)), and
P(Ψ) ≤ 2N2(κdd3ε−e + P(Φ1)) ≤ 2max{κ, 1}N2(dd3ε−e + P(Φ1)). (4.69)
Furthermore, note that (4.41) and the assumption that ∀ d ∈ N, ε ∈ (0, 1], x, y ∈
R
d : |(Ra(φ0,dε ))(x)− (Ra(φ0,dε ))(y)| ≤ κdd6(1 + ‖x‖θ + ‖y‖θ)‖x− y‖ demonstrate for
all d ∈ N, ε ∈ (0, 1], x ∈ Rd that
|ϕ0,d(x)− ϕ0,d(y)| (4.70)
≤ |ϕ0,d(x)− (Ra(φ0,dε ))(x)|+ |ϕ0,d(y)− (Ra(φ0,dε ))(y)|
+ |(Ra(φ0,dε ))(x)− (Ra(φ0,dε ))(y)|
≤ εκdd5(dθ(d1+d2) + ‖x‖θ) + εκdd5(dθ(d1+d2) + ‖y‖θ)
+ κdd6(1 + ‖x‖θ + ‖y‖θ)‖x− y‖.
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This establishes that for all d ∈ N, x ∈ Rd it holds that
|ϕ0,d(x)− ϕ0,d(y)| ≤ κdd6(1 + ‖x‖θ + ‖y‖θ)‖x− y‖. (4.71)
Next observe that the assumption that ∀ d ∈ N, ε ∈ (0, 1], x ∈ Rd : ‖(Ra(φ1,dε ))(x)‖ ≤
κ(dd1+d2 + ‖x‖) and (4.41) ensure for all d ∈ N, ε ∈ (0, 1], x ∈ Rd that
‖ϕ1,d(x)‖ ≤ ‖ϕ1,d(x)− (Ra(φ1,dε ))(x)‖+ ‖(Ra(φ1,dε ))(x)‖
≤ εκdd4(dθ(d1+d2) + ‖x‖θ) + κ(dd1+d2 + ‖x‖). (4.72)
This proves that for all d ∈ N, x ∈ Rd it holds that
‖ϕ1,d(x)‖ ≤ κ(dd1+d2 + ‖x‖). (4.73)
In the next step we note that the Ho¨lder’s inequality, the assumption that ∀ d ∈
N : [
∫
Rd
‖x‖2pθ νd(dx)]1/(2pθ) ≤ κdd1+d2, and the assumption that θ ∈ [1,∞) assure
that for all d ∈ N it holds that[∫
Rd
‖x‖p(1+θ) νd(dx)
]1/(p(1+θ))
≤
[∫
Rd
‖x‖2pθ νd(dx)
]1/(2pθ)
≤ κdd1+d2 . (4.74)
Next note that (4.47), (4.45), and (4.44) imply that for allN, d ∈ N,m ∈ {1, 2, . . . , N},
x ∈ Rd, n ∈ {1, 2, . . . , N} it holds that
Y N,d,m,xn = Z
N,d,m
n−1 + Y
N,d,m,x
n−1 +
T
N
ϕ1,d(Y
N,d,m,x
n−1 )
= Y N,d,m,xn−1 +
T
N
ϕ1,d(Y
N,d,m,x
n−1 ) +AdW d,mnT
N
−AdW d,m(n−1)T
N
.
(4.75)
The assumption that ∀ d ∈ N, x ∈ Rd : |ϕ0,d(x)| ≤ κdd6(dθ(d1+d2) + ‖x‖θ), the as-
sumption that ∀ d ∈ N : Trace(Ad) ≤ κd2d1 , the assumption that ∀ d ∈ N, x, y ∈
R
d : ‖ϕ1,d(x)−ϕ1,d(y)‖ ≤ κ‖x−y‖, (4.71), (4.73), (4.74), (4.46), and Proposition 4.4
(with d = d, M = N , n = d, T = T , κ = κ, θ = θ, d0 = d6, d1 = d1 + d2, h = T/N,
B = Ad, p = p, ν = νd, (Ω,F ,P) = (Ω,F ,P), Wm = W d,m, f0 = ϕ0,d, f1 = ϕ1,d for
N, d ∈ N in the notation of Proposition 4.4) hence establish that for all N, d ∈ N it
holds that(
E
[∫
Rd
∣∣∣E[ϕ0,d(Xd,xT )]− 1N [∑Ni=1 ϕ0,d(Y N,d,i,xN )]∣∣∣p νd(dx)
])1/p
≤ 24θ+5|max{1, T}|θ+1|max{κ, θ, 1}|2θ+3e(6max{κ,θ,1}+5|max{κ,θ,1}|2T )
· p(pθ + p+ 1)θdd6+(d1+d2)(θ+1)(N−1/2 +N−1/2)
= 24θ+6|max{1, T}|θ+1|max{κ, θ}|2θ+3e(6max{κ,θ}+5|max{κ,θ}|2T )
· p(pθ + p+ 1)θdd6+(d1+d2)(θ+1)N−1/2.
(4.76)
This, the fact that ∀ d ∈ N, x ∈ Rd : |ϕ0,d(x)| ≤ κdd6(dθ(d1+d2)+ ‖x‖θ), (4.73), (4.48),
and, e.g., [32, Theorem 3.1] (with (Ω,F ,P) = (Ω,F ,P), T = T , d = d, m = d,
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B = Ad, ϕ = ϕ0,d, µ = ϕ1,d for d ∈ N in the notation of [32, Theorem 3.1]) prove
for all N, d ∈ N that
(
E
[∫
Rd
∣∣ud(T, x)− gN,d(Y N,d,xN )∣∣p νd(dx)
])1/p
=
(
E
[∫
Rd
∣∣E[ϕ0,d(Xd,xT )]− gN,d(Y N,d,xN )∣∣p νd(dx)
])1/p
=
(
E
[∫
Rd
∣∣∣E[ϕ0,d(Xd,xT )]− 1N [∑Ni=1 ϕ0,d(Y N,d,i,xN )]∣∣∣p νd(dx)
])1/p
≤ 24θ+6|max{1, T}|θ+1|max{κ, θ}|2θ+3e(6max{κ,θ}+5|max{κ,θ}|2T )
· p(pθ + p+ 1)θdd6+(d1+d2)(θ+1)N−1/2.
(4.77)
Combining this, (4.47), (4.51), (4.52), (4.56), (4.57), (4.58), (4.62), (4.63), (4.65),
(4.66), (4.69), and Theorem 2.3 (with (Ω,F ,P) = (Ω,F ,P), n0 = 1/2, n1 = 0, n2 = 2,
e = e, d0 = d6+(d1+d2)(θ+1), d1 = d1, d2 = d2, d3 = max{4, d3}, d4 = d4, d5 = d5,
d6 = d6, C = 2
4θ+6|max{1, T}|θ+1|max{κ, θ}|2θ+3e(6max{κ,θ}+5|max{κ,θ}|2T )p(pθ+p+1)θ,
p = p, θ = θ, MN = N , Z
N,d,m
n = Z
N,d,m
n , fN,d = fN,d, Y
N,d,x
l = Y
N,d,x
l , ‖·‖ = ‖·‖,
νd = νd, gN,d = gN,d, ud(x) = ud(T, x), N = N, P = P, D = D, R = Ra,
Nd,ε = Nd,ε, f
N,d
ε,z = f
N,d
ε,z , g
N,d
ε = g
N,d
ε , Id = Id for N, d ∈ N, m ∈ {1, 2, . . . , N},
n ∈ {0, 1, . . . , N − 1}, l ∈ {0, 1, . . . , N}, ε ∈ (0, 1], x, z ∈ Rd in the notation of
Theorem 2.3) establish (4.43). The proof of Theorem 4.5 is thus completed.
Corollary 4.6. Let ϕ0,d : R
d → R, d ∈ N, and ϕ1,d : Rd → Rd, d ∈ N, be func-
tions, let ‖·‖ : (∪d∈NRd) → [0,∞) satisfy for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd
that ‖x‖ = (∑di=1 |xi|2)1/2, let T, κ ∈ (0,∞), e, d1, d2, . . . , d6 ∈ [0,∞), θ ∈ [1,∞),
p ∈ [2,∞), (φm,dε )(m,d,ε)∈{0,1}×N×(0,1] ⊆ N, a ∈ C(R,R) satisfy for all x ∈ R
that a(x) = max{x, 0}, assume for all d ∈ N, ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈
R
d that Ra(φ0,dε ) ∈ C(Rd,R), Ra(φ1,dε ) ∈ C(Rd,Rd), P(φm,dε ) ≤ κd2(−m)d3ε−2(−m)e,
|(Ra(φ0,dε ))(x) − (Ra(φ0,dε ))(y)| ≤ κdd6(1 + ‖x‖θ + ‖y‖θ)‖x − y‖, ‖(Ra(φ1,dε ))(x)‖ ≤
κ(dd1+d2 + ‖x‖), |ϕ0,d(x)| ≤ κdd6(dθ(d1+d2) + ‖x‖θ), ‖ϕ1,d(x) − ϕ1,d(y)‖ ≤ κ‖x − y‖,
and
‖ϕm,d(x)− (Ra(φm,dε ))(x)‖ ≤ εκdd(5−m)(dθ(d1+d2) + ‖x‖θ), (4.78)
and for every d ∈ N let ud : [0, T ] × Rd → R be an at most polynomially growing
viscosity solution of
( ∂∂tud)(t, x) = (
∂
∂xud)(t, x)ϕ1,d(x) +
d∑
i=1
( ∂
2
∂x2i
ud)(t, x) (4.79)
with ud(0, x) = ϕ0,d(x) for (t, x) ∈ (0, T )×Rd (cf. Definition 3.1 and Definition 3.3).
Then there exist c ∈ R and (Ψd,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1]
it holds that R(Ψd,ε) ∈ C(Rd,R), [
∫
[0,1]d
|ud(T, x)− (R(Ψd,ε))(x)|p dx]1/p ≤ ε, and
P(Ψd,ε) ≤ cε−(e+6) (4.80)
· d6[d6+(max{d1,1/2}+d2)(θ+1)]+max{4,d3}+emax{d5+θ(max{d1,1/2}+d2),d4+d6+2θ(max{d1,1/2}+d2)}.
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Proof of Corollary 4.6. Throughout this proof for every d ∈ N let λd : B(Rd) →
[0,∞] be the Lebesgue-Borel measure on Rd and let νd : B(Rd) → [0, 1] be the
function which satisfies for all B ∈ B(Rd) that
νd(B) = λd(B ∩ [0, 1]d). (4.81)
Observe that (4.81) implies that for all d ∈ N it holds that νd is a probability measure
on Rd. This and (4.81) ensure that for all d ∈ N, g ∈ C(Rd,R) it holds that∫
Rd
|g(x)| νd(dx) =
∫
[0,1]d
|g(x)| dx. (4.82)
Combining this with, e.g., [21, Lemma 3.15] demonstrates that for all d ∈ N it holds
that ∫
Rd
‖x‖2pθ νd(dx) =
∫
[0,1]d
‖x‖2pθ dx ≤ dpθ. (4.83)
This assures for all d ∈ N that[∫
Rd
‖x‖2pθ νd(dx)
]1/(2pθ)
≤ d1/2 ≤ max{κ, 1}dmax{d1,1/2}+d2 . (4.84)
Moreover, note that for all d ∈ N it holds that
Trace(Id) ≤ d ≤ max{κ, 1}d2max{d1,1/2} (4.85)
(cf. Definition (3.6)). This, (4.84), and Theorem 4.5 (with Ad = Id, ‖·‖ = ‖·‖,
νd = νd, ϕ0,d = ϕ0,d, ϕ1,d = ϕ1,d, T = T , κ = max{κ, 1}, e = e, d1 = max{d1, 1/2},
d2 = d2, d3 = d3, d4 = d4, d5 = d5, d6 = d6, θ = θ, p = p, φ
0,d
ε = φ
0,d
ε , φ
1,d
ε = φ
1,d
ε ,
a = a, ud = ud for d ∈ N in the notation of Theorem 4.5) establish (4.80). The proof
of Corollary 4.6 is thus completed.
Corollary 4.7. Let Ad = (Ad,i,j)(i,j)∈{1,...,d}2 ∈ Rd×d, d ∈ N, be symmetric posi-
tive semidefinite matrices, let ‖·‖ : (∪d∈NRd) → [0,∞) satisfy for all d ∈ N, x =
(x1, x2, . . . , xd) ∈ Rd that ‖x‖ = (
∑d
i=1 |xi|2)1/2, for every d ∈ N let νd : B(Rd) →
[0, 1] be a probability measure on Rd, let ϕ0,d : R
d → R, d ∈ N, and ϕ1,d : Rd → Rd,
d ∈ N, be functions, let T, κ, p ∈ (0,∞), θ ∈ [1,∞), (φm,dε )(m,d,ε)∈{0,1}×N×(0,1] ⊆ N,
a ∈ C(R,R) satisfy for all x ∈ R that a(x) = max{x, 0}, assume for all d ∈ N,
ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈ Rd that Ra(φ0,dε ) ∈ C(Rd,R), Ra(φ1,dε ) ∈ C(Rd,Rd),
|ϕ0,d(x)| + Trace(Ad) ≤ κdκ(1 + ‖x‖θ), [
∫
Rd
‖x‖2max{p,2}θ νd(dx)]1/(2max{p,2}θ) ≤ κdκ,
P(φm,dε ) ≤ κdκε−κ, |(Ra(φ0,dε ))(x)− (Ra(φ0,dε ))(y)| ≤ κdκ(1 + ‖x‖θ + ‖y‖θ)‖x − y‖,
‖(Ra(φ1,dε ))(x)‖ ≤ κ(dκ + ‖x‖), ‖ϕ1,d(x)− ϕ1,d(y)‖ ≤ κ‖x− y‖, and
‖ϕm,d(x)− (Ra(φm,dε ))(x)‖ ≤ εκdκ(1 + ‖x‖θ), (4.86)
and for every d ∈ N let ud : [0, T ] × Rd → R be an at most polynomially growing
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x)ϕ1,d(x) +
d∑
i,j=1
Ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (4.87)
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with ud(0, x) = ϕ0,d(x) for (t, x) ∈ (0, T )×Rd (cf. Definition 3.1 and Definition 3.3).
Then there exist c ∈ R and (Ψd,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1]
it holds that P(Ψd,ε) ≤ c dcε−c, Ra(Ψd,ε) ∈ C(Rd,R), and[∫
Rd
|ud(T, x)− (Ra(Ψd,ε))(x)|p νd(dx)
]1/p
≤ ε. (4.88)
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