Mass correlation spectroscopy for mass-and size-based nanoparticle characterization in fluid The characterization of nanoparticles is an important problem in many areas of applied physics, chemistry, medicine, and biology. Micromechanical resonators with embedded fluidic channels represent a powerful new technology for particle characterization through direct measurement of the buoyant mass of nanoparticles in solution with attogram resolution (1 ag ¼ 10 À18 g). We recently showed that correlation analysis greatly expands the range of applications by enabling measurements of mass even when the individual particles are far lighter than the conventional detection limit. Here, we extend the concept of mass correlation spectroscopy further to simultaneously measure the ensemble-averaged size and mass of nanoparticles by exploiting size-dependent differences in hydrodynamic dispersion. To do so, we first derive an approximate model of the dispersion of finite-size particles flowing through a microfluidic channel of rectangular cross-section, valid in a large range of dispersion regimes. By including this solution into the model describing the correlation function of the time-domain mass signal acquired with a micromechanical resonator, information on particle size can be obtained during mass characterization without requiring any modification of the devices. The validity of the analysis is corroborated both by numerical simulations and experimental measurements on nanoparticles of different materials ranging from 15 nm to 500 nm. 
I. INTRODUCTION
Understanding the composition and the behavior of nanoparticles has required the development of a large variety of techniques [1] [2] [3] [4] [5] [6] [7] [8] to detect their chemical and physical properties, as well as their interactions with the environment. Dynamic light scattering 1 (DLS) is maybe the most widely used detection method for the sizing of particles in solution, thanks to the low sample volume requirement ($10 ll), wide dynamic range (from nanometer to micrometer size), and ease of operation. 5 The main drawbacks of the analysis are the limitation to optically clear samples and, most importantly, the low resolving power when dealing with heterogeneous populations of particles. High precision characterization of particles in solution can be obtained by analytical centrifugation, which also allows population separation and deconvolution during the analysis. 3 However, the high costs of the equipment and the relatively long analysis times hinder the routine application of this method. Another class of analysis method is represented by high-resolution microscopy techniques, such as electron microscopy 9 or atomic force microscopy, 10 which enable visual inspection of the sample. Information on the size and shape of the objects under examination can be obtained with nanometer resolution. However, these methods are characterized by low-throughput and potential image artifacts, caused by the extensive sample preparation required. 5, 8 Recently, micromechanical resonators have been proven as an extraordinary tool for mass characterization, [11] [12] [13] reaching sub-atomic resolution for samples in vacuum. 14, 15 For liquid samples, the embedding of a microfluidic channel in the resonating structure has opened the way to the characterization of mass and density of particles in solution. [16] [17] [18] [19] The resonators act as mass/frequency transducer, where variations of the effective mass of the resonator, caused by the particles flowing in the embedded channel, can be detected by monitoring the resonance frequency of the device. The magnitude of the induced frequency variation is linearly proportional to the ratio between the mass of the particles and that of the resonator. The miniaturization of the devices to sub-micrometer dimensions has recently allowed the realization of devices with single-particle detection limit of $5 ag (1 ag ¼ 10 À18 g). 20 We have previously demonstrated that mass resolution can be enhanced by over four orders of magnitude by applying a correlation analysis of the timedomain mass signal. 21 By developing an approximate model for the autocorrelation function, information on the mass and concentration of the particles could be retrieved by the interpretation of the magnitude of the correlation curve. Although we have shown that the curve shape contains information on the particle size, the lack of a model describing the diffusion/dispersion behavior of the particles while crossing the embedded microfluidic channel prevented the extraction of such information.
We present here an approximate solution of the axial dispersion of finite-size particles subjected to a pressuredriven laminar flow in a microfluidic channel of rectangular cross-section. By integrating this model into the description of the correlation analysis of the mass signal recorded by embedded channel resonators, information on particle size can be extracted during mass characterization.
As cantilever resonators with embedded microfluidic channels, the so-called suspended microchannel resonators (SMRs), represent the most widely used class of resonator devices, 16, 19, 20 the correlation analysis presented here will focus on the signal obtained with cantilever structures vibrating in the first resonant mode. Nevertheless, these results can be applied to any type of resonators by substituting the appropriate sensitivity profile in the following analysis. 
where u(x) is the normalized deflection function of the resonator. The frequency shift f p0 induced when a particle passes the point of maximum deflection is given by
where m Ã is the effective mass of the resonator, f 0 is the resonance frequency of the device filled with solution, and Dm p ¼ m p Á ð1 À q b =q p Þ denotes the buoyant mass of the particle. Here, m p is the dry mass of the particle, while q b and q p are the densities of the buffer and the particle, respectively. When the sample concentration is such that more than one particle is in the channel at any moment, the effective mass density of the fluid is altered and the resonator presents a static shift in resonance frequency, proportional to the solid content of the solution. This shift is usually too small to be quantified with precision, as slow varying noise terms, such as mechanical and thermal drifts or fluctuations in supply pressure, might easily overcome this effect. On the contrary, frequency fluctuations induced by particle number variations can be used to separate the particle and noise contributions in the signal, enabling mass characterization of particles in solution even when the individual particle signatures cannot be detected. 21 This resolution enhancement is achieved by using a correlation analysis of the time-domain mass signal. This type of analysis will be here referred to as Mass Correlation Spectroscopy (MCS).
Assuming a sample of identical particles, the fluctuations of the resonance frequency are described by
where the integral is calculated over the volume V of the embedded microfluidic channel and dcðx; y; z; tÞ denotes the concentration fluctuation at position (x, y, z). df ðtÞ only describes the frequency fluctuations around the average resonance value and experimentally corresponds to the high-pass filtered signal, with zero mean and no baseline drift. The autocorrelation of the frequency fluctuation is defined as
where "h•i" is the ensemble-based expected value. 23 By inserting Eq. (3) in Eq. (4) and assuming that the correlation only depends on the time difference s, the autocorrelation is calculated as
Using a linear approximation of the cantilever deflection in the first resonant mode, the amplitude at lag zero of the correlation function can be readily calculated and corresponds to
where c 0 is the particle concentration and the numerical factor 1/5 depends on the sensitivity profile of the resonator. For a sample of non-identical particles, f 
where N ¼ T meas Á f s , T meas denotes the acquisition time, and f s the sampling frequency. Eq. (7) indicates that the detection limit of mass measurements by MCS is ultimately defined by the acquisition time, hence by the sample volume and flow stability, and by the particle concentration.
In the following, we explore the possibility of measuring particle size rather than mass through a detailed analysis of the shape of the autocorrelation curve. The effects of diffusion and finite-particle size are shown qualitatively in Fig. 1 . The temporal evolution of the concentration fluctuations is described by the convection-diffusion equation
where D is the diffusion coefficient of the particles, and U(y, z) is the velocity profile described by
with U max ¼ Uð0; 0Þ the maximum flow velocity at the center of the cross-section, and b ¼ h=b the channel aspect ratio. The initial and boundary conditions are dcðx; y; z; 0Þ ¼ dðxÞUðy; zÞ;
The conventions used for the calculations are shown in Fig. 2 . Since fluctuations have uniform probability of being generated anywhere in the channel, Uðy; zÞ ¼ c 0 (for jyj < ðb À r p Þ and jzj < ðh À r p Þ, with r p the particle radius) corresponds to a uniform particle distribution over the crosssection. Following the procedure of Doshi et al., 24 it is convenient to construct a solution for the concentration fluctuations integrated over the cross-section 
Inserting Eq. (11) in Eq. (5), the autocorrelation function can be rewritten as
Although there is no complete analytical solution for the problem described in Eqs. (8) and (10), approximate solutions for dc m ðx; tÞ valid for different regimes can be constructed. In the literature, the special case of point-like particles in channels of circular cross-sections has been discussed extensively. 25 However, this situation is seldom encountered in microfluidics, as rectangular cross-sections are more easily obtained by micro-fabrication techniques and particle size can be comparable to the channel dimensions. We derive here an approximate solution for dc m ðx; tÞ that covers the entire range of experimental conditions relevant for correlation measurements in micrometer and submicrometer fluidic channels.
Different dispersion regimes in the axial direction can be identified according to the extension of particle diffusion in the cross-section. A dimensionless time parameter
can be defined to quantify the average radial diffusion of the particles. Here, t is the dimensional time, and a is the Small particles present a very narrow axial distribution as the rapid diffusion of the particles in the cross-section quickly smoothes out velocity differences between particles. The plug of particles travels at the average fluid velocity, since particles can closely approach the walls. Larger particles are excluded from the slowest regions of the profile and present a larger axial distribution, because of the low averaging effect of diffusion. However, particles of size comparable to the cross section dimensions (bottom sketch) are only subjected to the central part of the velocity profile, hence experiencing a very narrow velocity distribution. The plug moves at an average velocity much higher than the fluid; (c) expected mass correlation signals for particles of various sizes subjected to different flow velocities and flowing in the channel depicted in Fig. 1(a) . The axial dispersion of the 1 nm and 1 lm particles has a low dependence on flow velocity; therefore, the autocorrelation shape is similar for the three cases. Particles, whose size falls between these two extremes, present a flow dependent autocorrelation shape, according to the average radial diffusion of the particles. The variation of autocorrelation shape with particle size is a function of flow velocities and channel dimensions. characteristic channel dimension (e.g. the channel radius or, for high aspect ratio rectangular channels, the minimum cross-section dimension). For s D ( 1, particles do not diffuse considerably and follow their streamline. This situation will be defined as "advection regime". For s D > 1, particles have sampled, on average, the entire flow profile. As this regime was first investigated by Taylor for channels of circular cross-section, 26 it is referred to as "Taylor regime." The third case, for 0 < s D < 1, corresponds to the transition from the advection to the diffusion dominated dispersion regimes.
Once the particle behavior for s D ( 1 and s D > 1 is known, the concentration profile at any time can be interpolated by a weighted sum of the limiting cases 27 as dc m ðx; tÞ ¼ AðtÞ Á dc mA ðx; tÞ þ ð1 À AðtÞÞ Á dc mT ðx; tÞ; (14) where dc mA ðx; tÞ and dc mT ðx; tÞ denote the axial profile of the concentration fluctuation in the advection and Taylor regime, respectively, and A(t) is a time-dependent amplitude factor. In the derivation of the approximate model, particles are assumed to be moving at the fluid velocity of their center of mass and that their presence does not affect the flow profile in the cross-section. An interesting effect not included in this model is that there is a possibility for particles to cross streamlines of the fluid due to the acceleration of the vibrating resonator. For the experimental conditions considered in this work, this displacement can be estimated to be on the 10 nm scale and can be safely neglected. However, by increasing the vibration amplitude and the vibration frequency, for example when using higher order modes, the phenomenon could in principle be amplified to a measurable level.
A. Taylor regime
This regime occurs when the average diffusion length of the particles exceeds the characteristic dimension of the cross-section, i.e., for s D > 1. As shown by Taylor 26 and Aris 28 for round cross-section channels, a plug of sample reaches a Gaussian distribution in the axial direction, regardless of the original radial distribution. 28 It was later demonstrated that this solution applies to channels of arbitrary cross-section, with channel geometry influencing the variance of the axial distribution of the particles. 29 For point-like particles flowing in a rectangular channel, a solution for dc mT ðx; tÞ was derived by Doshi et al., 24 corresponding to
The profile follows a Gaussian distribution moving at the average flow velocity U avg . The parameter kðtÞ is defined as
containing information on the particle diffusivity D, the flow velocity, and the channel dimensions. The horizontal and vertical dispersion parameters are defined as
with
Particles of finite size are excluded from the slowest regions of the velocity profile, and therefore experience a narrower velocity distribution. This affects both the average velocity of the particles and their dispersion. 30 Defining the particle radius r p , the effective average velocity can be calculated as
where h 0 ¼ h À r p and b 0 ¼ b À r p are the effective dimensions of the channel. From Eq. (20) , it follows that particles of finite size, on average, move faster than the suspending fluid. Following this result, the average velocity in Eq. (15) has to be substituted by U eff of Eq. (20) when dealing with particles of non-negligible size. Despite the simplicity of the calculation of U eff , this solution approximates well the behavior of particles of size comparable to the channel dimensions, as shown later by the validation measurements.
Finally, excluding particles from the slowest regions of the velocity profile causes a reduction in the sample dispersion coefficient, as particles are subjected to a narrower velocity distribution. Following the results of James and Chrysikopoulos for particles flowing in parallel plate conduits, 30 the dispersion coefficient k(t) for particles of finite size is calculated by modifying the horizontal and vertical contributions as
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B. Advection regime
For s D ( 1, particles can only diffuse by a small fraction of the channel during their passage through the mass sensor. To describe this situation, we divided the cross-section into M compartments. In each compartment, the velocity profile is approximated with a linear function. As a consequence, the dispersion in each compartment can be calculated with the formula for a plane Couette flow, defined as
where Pe i ¼ DU i w=D is the P eclet number in the compartment i. Since dispersion is caused by velocity differences between particles, DU i represents the velocity variation with respect to the average speed U i in the i-th compartment. w is the compartment size, defined as w ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi 4bh=M p . With this approximation, the axial concentration profile can be expressed by a mathematical description similar to the solution found for s D > 1. Here
To account for the finite size of the particles, it is sufficient to apply the compartmentalization over the regions accessible to the particles, i.e., 
where b 0 and h 0 are the effective channel dimensions, as defined before.
C. Concentration dispersion model
The transition from the advection to the Taylor regime presents a dependence both on particle diffusion and channel aspect-ratio. Defining
the dispersion coefficients (Eq. (18)) in the horizontal and vertical dimensions tend to their steady state values as, approximately, 1 À A h ðtÞ and 1 À A v ðtÞ, respectively. The factor 9 in the equation derives from the symmetry planes in the velocity distribution for a rectangular cross-section channel. 32 Including a dependence on the channel aspect-ratio, the timedependent weighing factor A(t) of Eq. (14) can be defined as
Inserting Eq. (26), Eq. (23), and Eq. (15) in Eq. (14), it is now possible to describe the evolution of an initially uniformly distributed concentration fluctuation at any time.
III. MATERIALS AND METHODS

A. Suspended microchannel resonators
We used a torsional resonator as sketched in Fig. 1(a) . Each paddle measures 60 Â 36 Â 7 lm 3 (length Â width Â thickness), and it contains a U-shaped microfluidic channel with cross-section 3 Â 8 lm 2 . The resonator presented a resonance frequency of $1.17 MHz, quality factor $23 000 under nitrogen gas flow, and $1.12 MHz when filled with water, quality factor $6000. The change in quality factor upon filling with water is expected due to the high operating frequency of the torsional resonator. 33 The same device was used for all experiments. The fabrication of the device has been described previously, 16 and only the key steps are reported here. First, the embedded microfluidic channel is etched into silicon with a nominal depth of 3 lm and sealed by fusion bonding with another silicon wafer. Then, the silicon is dry etched to define the resonator structure. To reduce the viscous damping of the resonator, the device is vacuum packaged by bonding two Pyrex wafers, one of which contains the electrostatic actuation electrode.
To avoid contamination between measurements, the devices were thoroughly rinsed between samples. In case of clogging, a solution of sulfuric acid and hydrogen peroxide (2:1, piranha solution) was used to clear the channels. Background measurements of pure milli-Q water were taken before and after measurements to check that the microfluidic channels had been properly emptied from previous samples. The device was placed on a temperature controlled stage, and all measurements were performed at 25 C. The noise level during measurement in 1 kHz bandwidth was $200 mHz and $400 mHz in a 2 kHz bandwidth. The detection of the resonator oscillation was performed by using an optical lever, whose signal fed a closed-loop feedback circuit where the resonator represents the oscillatory element, followed by an amplitude-controlled gain circuit to ensure linearity in the device oscillation. The resonator is excited electrostatically. 34 Fluid flow was controlled by means of external pressurized inlets and outlets that ensured smooth, pulse-free flow through the resonator. The inlets and outlets of the chip were pressurized to approximately 15 kPa, and a pressure difference of a few kPa was applied between the delivery channels to control the flow in the detection channels.
B. Numerical simulations
A plug of 5000 simulated non-interacting particles released at the entrance of the microfluidic channel was subjected to advection and diffusion. The magnitude of advection per time step was Uðy i ; z i ÞDt, where Uðy i ; z i Þ corresponded to the flow velocity at the particle position, and Dt the simulation time increment. Particles were free to diffuse in three dimensions, with an average diffusion length of ffiffiffiffiffiffiffiffi ffi DDt p per time step and in each direction. The time increment Dt was chosen such that particles needed, on average, more than 200 steps to transit through the simulated channel. All Monte Carlo (MC) simulations were performed with a custom MATLAB script.
C. Sample preparation 15 nm gold nanoparticles (Nanopartz, Inc., P/N A11-15) suspended in pure milli-Q water were measured at a concentration of 1:6 Â 10 12 ml
À1
; 30 nm gold nanoparticles (Nanopartz Inc, P/N A11-30) were suspended in pure milli-Q water at a concentration of 1:02 Â 10 11 ml
; 85 nm polystyrene beads (Polysciences Inc, P/N 16688) and 210 nm polystyrene beads (Invitrogen, P/N F8809) were suspended in an aqueous buffer containing 100 mM NaCl, 350 lm SDS, sodium dodecyl sulfate (SDS) and 0.01% w/v NaN 3 at concentrations of 7:7 Â 10 12 ml À1 and 1:2 Â 10 11 ml
, respectively. The purpose of the buffer was to minimize the risk of particle aggregation or interaction with the walls; 490 nm polystyrene beads (Polysciences, Inc., P/N 18720) were suspended in pure milli-Q water at a concentration of 4 Â 10 8 ml
. Furthermore, a sample composed of a mixture of 93 nm polystyrene nanoparticles (Phosphorex Inc, P/N 105) and 490 nm polystyrene particles was prepared by diluting the stock solutions in pure milli-Q water. The concentrations of the two particle populations were 5:7 Â 10 12 ml À1 and 5:4 Â 10 8 ml À1 , respectively. Sample solutions were prepared before each experiment and ultrasonicated for $1 min to reduce unwanted particle aggregations.
All solutions analyzed with the SMR device were mixed with a small concentration (5 Â 10 6 ml À1 ) of 1.54 lm NIST polystyrene beads (Polysciences Inc, P/N 64040). These beads were used for calibration of the frequency/mass conversion and for flow stability control. Measurements were performed in 1 kHz and 2 kHz bandwidths.
D. DLS measurements
Solutions of monodisperse populations of particles were characterized by DLS, using a DynaPro Nanostar (Wyatt Technology Corp.). Fresh samples were prepared as described before, without the addition of reference particles, and measured in disposable plastic cuvettes. 15 ll of solution were used for each experiment. Each measurement consisted of 10 acquisitions of 10 s each, and signal analysis was performed directly by the acquisition instrument software (Dynamics, v. 7.1.5). The Rg (hydrodynamic radius) model was set to sphere, and water was selected as solvent. All measurements were performed at 25 C.
E. Fit parameters estimation
For the analysis, each measurement trace is separated in two signals: the first containing only reference particle signatures and a second without visible particle signatures in the time-trace (here referred to as sample time-trace). To generate the reference particle trace, the reference signatures in the time-domain mass signal are extracted from the measurement trace and the baseline subtracted. The baseline is calculated by averaging 20 points before and after each particle signature. After removing the baseline, the reference signatures are autocorrelated and the curves summed. The resulting curve is fitted to estimate the flow velocity, using the particle size as known fit parameter.
To detect the buoyant mass and the size of the unknown particles, the sample time-trace is analyzed as follows: first, a high-pass filter (1 Hz cutoff frequency) is applied to remove the frequency baseline and the slow varying noise terms. Then, the stability of the flow during measurement is checked by comparing the autocorrelation functions of different portions of the trace. Once the stability of the flow is confirmed, the autocorrelation of the complete sample timetrace is calculated and fitted. Flow velocity, estimated from the added reference particles, is used as known parameter for the fitting, while curve amplitude and particle size are estimated from the fit. Eq. (12) is used as fit function, and the temporal evolution of the concentration fluctuations is calculated with Eq. (14) .
The uncertainty on the estimated parameters is calculated using a bootstrap algorithm. 35 A pool of 500 pseudo time-traces is generated from which independent autocorrelation curves could be calculated. Because of the time correlation of the data of interest, the uncertainty estimation of the parameters is based on the Stationary Bootstrap method, 36 here described briefly: each pseudo time-trace is obtained by selecting random blocks of the original time-trace and combining them to generate a new trace, with a number of points equal or higher than the original trace. The number of observations per block is random and it is based on a geometric distribution, with average block length of $10 s, an interval much longer than the correlation time of the particles in the channel. The means of the obtained fit parameters are taken as best fit parameters, and their standard deviation as uncertainty of the estimation. All sample curves taken at different flow velocities are fitted using a single size parameter to monitor the goodness of the size estimation under different dispersion behaviors.
Experimental autocorrelations are calculated as follows:
where df i denotes the sampled and high-pass filtered signal (i ¼ 1…N and N ¼ ½T meas Á f s , f s sampling rate).
IV. MONTE CARLO SIMULATIONS
We tested our approximate solution for dc m ðx; tÞ using MC simulations, to study dispersion under different flow velocities and to check the validity of the designed transition factor A(t) (Eq. (26)). Since finite-size effects can mask the axial dispersion caused by particle diffusion and could also influence the transition between the advection and the Taylor regime, the simulations were performed in the limit of pointlike particles. Therefore, MC simulations can be presented in terms of normalized time s D and distance v, defined as
where as characteristic dimension we used the effective channel radius defined as a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 4bh=p 2 p . U avg denotes the average velocity of the fluid and, in this case, it also coincides with the average velocity of the particles, as a consequence of the point-like assumption.
The MC simulation at different time points for a channel of aspect ratio b ¼ 3=8, as the one employed for the mass measurements, is shown in Fig. 3(a) . In terms of dimensional units, the simulation corresponds to following the dispersion of a plug of 50 nm particles in a 3 Â 8 lm 2 channel with an average flow velocity of %1.4 cm/s (P eclet number % 400), a typical working condition for the SMR. As expected, precise matching between Eq. (14) and the simulation occurs only in the extreme cases of s D ( 1 and s D ) 1. However, the approximate solution developed here follows adequately the evolution of the sample plug, from the early convective regime to the final Gaussian distribution.
V. EFFECT OF CHANNEL ASPECT RATIO
By including finite-size corrections in the derived model, we generated expected autocorrelation curves for particles of different diameters flowing in rectangular microfluidic channels of arbitrary dimensions, to evaluate the influence of channel aspect ratio on the autocorrelation curve. The curves for two extreme cases, namely, a channel with square cross-section (b ¼ 1) and a conduit formed by parallel plates (b ¼ 0), are shown in Fig. 3(b) . Square channels present the widest velocity distribution in the cross section, with maximum velocity being approximately twice the average flow velocity; on the contrary, parallel plate channels are characterized by a velocity profile extending from 0 to approximately 1.5 times the average flow velocity. Because of the wider velocity distribution, channels with b ! 1 present larger differences between autocorrelation curves for particles of different sizes and should be favored for size identification.
VI. RESULTS AND DISCUSSION
Nanoparticles of diameters ranging from a few to hundreds of nanometers were characterized by MCS to validate the ability of the analysis in detecting particle size using the developed dispersion model. A small concentration of 1:54 lm NIST polystyrene beads was added to each sample as calibration particles for the response of the resonator and for the detection of the flow velocity. As a consequence of their large mass ($100 fg), these particles are clearly visible in the time-domain mass signal and, with a size comparable to the channel cross-section, the particles present a very narrow velocity distribution, simplifying the detection of the flow velocity during measurement. Furthermore, as the buoyant mass of the particles is known, the induced frequency shifts also serve as calibration for the mass responsivity of the resonator ($20 mHz/fg). During data analysis, the reference particle signatures are separated from the time-domain mass trace, and their autocorrelation is fitted to obtain the average fluid velocity in order to compensate for small fluctuations in differential pressure or flow resistance. This information is then used during the analysis of the sample autocorrelation, leaving the curve amplitude and the particle size as free parameters of the fit curve (Fig. 4) .
The analysis was tested on five different samples: 1561:5 nm (gold), 30 6 3 nm (gold), 85 6 6 nm (polystyrene), 210 6 10 nm (polystyrene), and 490 6 10 nm (polystyrene), as reported by the manufacturers. Each sample was measured under a variety of flow velocities to monitor particle dispersion at different time scales and increase the analysis resolution. The average residence time of the particles in the resonator ranged from $20 ms to $200 ms, and each mass trace was acquired for $30 s to a few minutes, the acquisition time being limited by the interaction of the particles with the channel walls, which leads to gradual clogging, and the stability of the flow velocity.
From the fit of the experimental autocorrelation curves, we estimated a size of 37 6 1, 51 6 2, 109 6 24, 245 6 40, and 537 6 32 nm for the 15, 30, 93, 210, and 490 nm particles, respectively. The fit procedure and the behavior of the residuals with particle size are shown in Fig. 5 . The uncertainties on the estimations of particle sizes are calculated with the bootstrap algorithm presented in Section III. Therefore, the uncertainty intervals take into account both the acquisition noise of the time-domain mass trace and flow instabilities, caused by pressure fluctuations or particle interactions with the walls, which might occur during the detection. The results obtained with our method present approximately a 25 nm overestimation of the particle sizes, possibly due to the approximation used in the model derivation and to tolerances in device dimensions. However, relative differences between particles can still be inferred from the analysis, showing that the samples under investigation ranged from few tens to hundreds of nanometers. The use of calibration particles for detecting the accuracy of the measurement could provide a solution for obtaining absolute size quantification during mass measurement. It is interesting to note that the MCS method applies for particles whose size is non-negligible with respect to the cross-section dimensions, as for the 490 nm particles, despite the simplistic approximations used for estimating the velocity distribution of finitesize particle. Under the experimental conditions, particles of these dimensions have very small diffusion lengths, and size characterization is mostly based on the quantification of the difference in average velocity between the sample and the reference particles. Furthermore, the largest relative uncertainty is obtained for the 85 nm polystyrene nanoparticles. The uncertainty value is not representative of the sample distribution, but depends on the measurement conditions. Particles of size ranging from $50 to $150 nm do not diffuse considerably during their transit time and present an average velocity almost coincident with the fluid velocity. In this regime, the identification of particle size cannot be based on sample diffusion, nor on average velocity, therefore resulting in a large size uncertainty. As expected, the relative uncertainty in the size measurement is different for the different particles. This is because sizing of all tested polystyrene particles relies mainly on their geometric exclusion from the walls, whereas the smaller gold particles are sized mainly based on their diffusivity.
The particles were also characterized by DLS, under similar conditions. The characterization returned values of 17.2 nm (Pd 26%), 37.6 nm (Pd 14%), 66 nm (Pd 19%), 248 nm (Pd 23%), and 473 nm (Pd 10%) for the 15, 30, 85, 210, and 490 nm particles, respectively. Pd denotes the percentage polydispersivity of the sample: for Pd 15%, the sample is considered monomodal and monodisperse; 15 < Pd 30 the sample is monomodal polydisperse, i.e., the population is monodisperse, but it presents a large distribution; higher Pd values correspond to heterogeneous populations. 37 High values of polydispersivity, likely corresponding to the presence of small aggregates of particles in solution, might be the cause of the relatively large uncertainties obtained in size determination with the MCS analysis. However, no direct correspondence between MCS and sample distribution can currently be inferred.
The amplitude of the correlation function contains information on the mass and concentration of the particles in solution. 21 The curve amplitude is unrelated to its shape and, as a consequence, the MCS analysis allows independent and simultaneous measurement of mass and size of the particles (Fig. 6) . As the sample concentration is known, the average buoyant mass of the particles can be calculated from Eq. (6) as
where C(0) is the correlation amplitude at lag zero, c 0 is the particle concentration, V denotes the channel volume, and f p0 ¼ Dm p Á ð@f =@mÞ (with @f =@m denoting the frequency/ mass responsivity of the device). The definition given in Eq. (29) is strictly valid only for a sample of identical particles. The buoyant mass estimated from the MCS curve actually corresponds to ffiffiffiffiffiffiffiffiffiffi ffi hDm 2 p q i and it follows that, when dealing with samples presenting a large distribution of sizes, the estimated mass might be considerably different from the arithmetic mean mass.
The estimated values of buoyant mass are 32 6 3 ag, 184 6 17 ag, 26 6 2 ag, 0.43 6 0.05 fg, and 3.5 6 0.3 fg for the 15, 30, 85, 210, and 490 nm particles, respectively. The uncertainty intervals reported include both the statistical error on the fitting of the correlation curves and the experimental uncertainty on the mass/frequency conversion. Systematic errors, due to device tolerances or sample preparation, are not included. As a comparison, the detection limit for single-particle measurements with these devices corresponds to $30 fg, considering a minimum signal-to-noise ratio of 3, a detection limit more than three orders of magnitudes higher than the mass of the 85 nm particles.
Although the absolute quantification of particle density is affected by the accuracy of the measurement, the nonmonotonic variation of mass with particle sizes clearly indicates that the samples are composed of materials with a large density difference. ; in contrast, a minor deviation is obtained for the larger polystyrene particles, whose estimated densities present good agreement with the expected density of polystyrene of 1.05-1.06 g/cm 3 . SMRs have already been used for density measurements by detecting the variation of buoyant mass when measuring the same sample in solutions of different densities. 19, 38, 39 Although this method can achieve very high resolution, an implicit assumption is that the particles do not undergo any change when suspended in different solutions, a condition that cannot always be met. Furthermore, density measurements of particles composed of heavy materials, such as gold nanoparticles, would be equally challenging when performed by density buffer variation: for the method to be efficient, the interval of solution densities used for the characterization should approach, or contain, the density of the sample of interest.
Finally, we present a set of measurements performed on a sample with a bimodal distribution of particles, namely, 93 nm and 490 nm polystyrene particles. Figure 7 shows the experimental correlation curves measured with different flow velocities. The curves are compared to the fit functions obtained by considering the sample composed of only one of the two populations of nanoparticles or by both populations. The single-population curves cannot describe the correlation function of the mass signal at all dispersion times; on the contrary, the functions calculated considering a bimodal distribution better follows the behavior of the curves at all times, showing that information on sample composition is contained in the correlation shape. We used a least-square approach to find the superposition of the autocorrelation curves of the two populations which best fits the experimental correlation curves at the different flow velocities. Similarly to size estimation, the amplitude of the fit function was free to vary between measurements, while a single value of the ratio between the two populations was used to fit all curves. The confidence interval on the estimation parameter was obtained using a bootstrap algorithm, as explained before. We found that the 93 nm sample accounts for ð3765Þ% of the autocorrelation signal. Knowing the total dissolved mass (2.5 mg/ml) and assuming that the particles have equal densities, we calculated a concentration of ð5:660:1Þ Â 10 12 ml À1 and ð4:160:9Þ Â 10 8 ml À1 for the 93 nm and for the 490 nm nanoparticles, respectively. Their estimated density is 1.07 6 0.01 g/cm 3 . As for the previous measurements, the calculated intervals only include the statistical errors of the fit parameters caused by the acquisition noise and flow instabilities. Systematic errors, such as during FIG. 6 . Buoyant mass and size of the particles measured by MCS. The manufacturer specifications are reported for comparison. Size estimations with the MCS method show a deviation of approximately 25 nm from the manufacturer reported values; however, relative size differences between particles can be detected by the analysis. The non monotonic behavior of the mass with particle size clearly shows that the samples under examination were composed of different materials, with a large difference in density.
sample preparation or the systematic bias in particle size determination, can account for the differences between the expected and measured values. Although the measurement demonstrates that the autocorrelation shape can be an indicator of the polydispersivity of the particle population, quantification of the properties of polydisperse samples can be challenging when no prior knowledge is available.
VII. CONCLUSIONS
We have introduced here a method of nanoparticle characterization by suspended microchannel resonators, which allows the simultaneous measurement of size and mass of particles in solution. Importantly, the method can be used even when the particles are much lighter than the singleparticle detection limit. To do so, we designed an approximate solution for the calculation of the axial dispersion of particles while subjected to a laminar flow in a rectangular cross-section channel, and we integrated this solution into the description of the correlation curve of the time-domain mass signal.
The solution developed here applies to particles of finite size, even in the limit of particle diameter comparable to the channel dimensions, and is valid in a large range of dispersion regimes, from the early advection dominated regime to the final Taylor-Aris regime.
Both numerical and experimental results have been shown to confirm the predictions of our analysis. Monte Carlo simulations were used to validate the model behavior under different working conditions, in terms of cross-section aspect ratio and particle diffusivity. Experimental results on particles of different sizes and materials have also been presented, showing that the analysis can correctly detect the dimension range of the particles under examination. The measurements show an accuracy of few tens of nanometers in the absolute estimation of particle sizes. This is likely caused by the simplified model used for describing the particle behavior in the channel and by tolerances in the device dimensions. Calibration of the device response and the combined use of resonators with different microfluidic channels might produce size estimates with higher accuracy and increase the application range of the analysis. Nevertheless, the measurements presented here show that SMR devices can provide simultaneous detection of mass, density, and particle size in the sub-micrometer regime. Furthermore, despite the low diffusivity of micrometer-size particles, differences in average velocity might enable characterization even in the limit of non-diffusing objects, provided that the channel dimensions are comparable to the particles under examination.
Additionally, we presented a measurement on a sample composed of two types of particles of known diameter. We showed that information on the sample distribution can be recovered from the autocorrelation shape, although the analysis of a completely unknown sample might present several technical difficulties. We expect that already existing algorithms for extracting polydispersivity information by analogous correlation techniques 40, 41 could be adapted to our analysis and enable the detection of size distribution of mono-and polydisperse samples by Mass Correlation Spectroscopy.
Furthermore, we think that the model developed here could find broader applications in microfluidics, other than that of mass measurements by resonator devices. The rapid calculation of the axial dispersion of a sample of particles in microfluidic channels might help in the design of reactors and mixing devices, where information on the residence time distribution of the sample in the channel is of fundamental importance.
Finally, our model could also be applied to other type of correlation analysis usually performed on static samples. We envision that Dynamic Light Scattering and Fluorescence Correlation Spectroscopy could benefit from the description of particle dispersion, enabling simple application of these techniques to samples subjected to laminar flows in microfluidic channels. Light intensity or fluorescence fluctuations due to particle number variation flowing through the illuminated volume could be analyzed in terms of axial dispersion and average velocity of the particles, as presented here for mass measurements. This could potentially extend the range of applications of such techniques to sub-micrometer/micrometer size particles undergoing structural changes while traveling in microfluidic reactors. 
