Underwater sparks have long been used by the geophysical prospecting community as a source of intense low-frequency sound. While bubble hydrodynamic models are well developed, the mechanism of transferring energy from the thermal power input, through the various energy conversion channels, to the work done by the bubble has not been adequately studied. In this work an ab initio model of the bubble dynamics, including blackbody ablation, ionization, dissociation, and radiative transport, is developed. This model is a first step in enumerating the important physical mechanisms within bubbles generated by underwater sparks. The predictions of this model are compared with experimental results. Experimental work is still needed to validate the model, and to determine if and how model parameters related to actual physical parameters and measurable effects.
INTRODUCTION
The underwater spark is being investigated as a practical source of low-frequency, high intensity underwater sound [1] [2] [3] [4] [5] [6] which could serve as an alternative to the detonation of underwater explosives [7] [8] [9] [10] [11] and high pressure airguns. 12 The controllability and repeatability of underwater sparks are the principal advantages of these sound sources over underwater explosives. Since the efficiency of the spark sound source is a very important factor in the acceptance of underwater sparks as a practical sound source, there is a need to understand how the electrical energy from the spark is converted into acoustic radiation. This paper deals with the thermodynamics of a spark generated underwater bubble during the early stages of the bubble's development. Our main purpose is to identify the energy conversion processes from the electrical energy of the spark into other channels, such as the internal energy of the gas, mechanical work, blackbody radiation, and acoustic radiation.
The spark occurs when electrical power is delivered to an arc that creates a bubble, which subsequently expands and collapses. The spark duration is much shorter than the period of the bubble's expansion and subsequent collapse. During the early stages of the bubble's growth, the temperatures and pressures inside the bubble become very high, and the conversion from electrical to mechanical energy takes place. Thus we expect the greatest effects on the efficiency of the sound source to occur during this early phase, when the temperatures are large and the bubble is small. We, therefore, have limited the scope of the model to times much shorter than the bubble period. On these time scales, experience shows that thermal power profiles are determined by the electrical circuit configuration and parameters. It is thus reasonable to take the thermal power delivered from the external energy delivery system as a given.
Because of the very large temperatures produced by the spark, we must incorporate the effects of dissociation, ionization, and blackbody radiation into the model of the bubble's development. Here we treat the bubble as a homogeneous globe of gas composed of a reacting mixture of water with its dissociated and ionized components to obtain a functional form for the internal energy of the gas within the bubble. We use the functional form for the internal energy to account for the flow of mass, from the surrounding water into the bubble, due to the blackbody radiation ablating the water from the bubble wall. The resulting model is then used to predict the acoustic radiation generated by the bubble. The rest of this paper is divided into six sections. Section I describes the model that we have chosen to determine the growth of the bubble from the pressure and its rate of change within the bubble. In Sec. II we discuss how the rate of change of the temperature and pressure are determined from the internal energy function. Section III shows how an internal energy function that takes dissociation and ionization into account is determined. Blackbody radiation and its resulting ablation of the bubble wall are discussed in Secs. IV and V. Finally, Sec. VI displays results from the model, and compares the calculations to experimental results.
I. BUBBLE GROWTH MODEL
In order to model the growth of the bubble, we need a set of equations which relates the acceleration of the bubble wall to the ambient pressure in the surrounding water, the pressure within the bubble, and the time derivative of the pressure. The method that we use for determining the bubble wall acceleration is the Kirkwood-Bethe model, 8, 7, 13, 12, 1 originally used in the study of underwater explosions and airgun generated bubbles. 12 The equation defining the radial bubble wall acceleration R in terms of pressure at the bubble wall P and its time derivative Ṗ is
͑1͒
where C and are the speed of sound and the density of the water at the bubble wall, and H is the specific enthalpy at the bubble wall. ͑Uppercase variable names R, P, C, and H refer to values calculated at the bubble wall.͒ The specific enthalpy is defined for a given pressure p with respect to the ambient pressure p 0 by
The specific enthalpy at the bubble wall is then
The speed of sound and the density of the water at the bubble wall are functions of the pressure at the bubble wall. The speed of sound is calculated from the isentropic sound propagation condition,
The functional form of ͑p͒ used in the Kirkwood-Bethe model is the Tait equation of state,
with B, 0 , and n as constants, chosen to be 3000 atm, 1020 k/m 3 , and 7, respectively. The ambient pressure of the surrounding water p 0 is dependent on the depth of the spark source beneath the surface.
It is evident from Eq. ͑1͒ that the radial acceleration of the bubble wall depends on the value of the pressure P and its time derivative Ṗ . We must therefore have a means of calculating the time derivative of the pressure from knowledge of the heat and mass transport between the bubble and its surroundings.
II. TIME DERIVATIVES OF PRESSURE AND TEMPERATURE
Since we are assuming a homogeneous bubble and are neglecting surface tension, the pressure at the bubble wall P is the same as the pressure within the bubble. The problem of finding Ṗ becomes one of determining the rate of change of the internal pressure of the bubble with heat and mass transport taken into account. Since it will be necessary to keep track of the internal temperature of the bubble as well as the pressure, we must also find an expression for the time derivative of the temperature within the bubble Ṫ , again taking into account heat and mass transport. Given an equation of state for the gas within the bubble we can calculate Ṗ from Ṫ .
In this section we shall assume we know the total heat flow into the bubble Q , the particle flow into the bubble Ṅ , and the rate of change of the bubble's volume V . We shall also assume we know how the internal energy of the gas depends on the number of water molecules, volume, and temperature of the bubble, i.e.,
EϭE͑N,V,T ͒.
We show how to derive such a function in Sec. III.
Before describing the derivation of Ṫ , and hence Ṗ , it is necessary to explicitly consider the mechanisms which change the thermodynamic state of the bubble. In the evolution of the bubble, three mechanisms are responsible for changes of thermodynamic state: external heating or cooling of the bubble, work being done on or by the bubble, and mass flowing from the surrounding water into the bubble. These changes are illustrated in Fig. 1 . In this diagram the top left rectangle illustrates the bubble at the beginning of the process of heating, mass flow, and work. The bubble is shown in contact with a small amount of water, illustrated by the shaded rectangle to its right. After this water is heated by an amount ␦QЉ, it will be irreversibly added to the bubble.
The details of this process are discussed in Sec. V. The total volume of the system consisting of the bubble and the small amount of water is Vϩ␦VЉ.
The lower rectangle represents the bubble at the end of the process, a time ␦t later. During this small time, an amount of heat ␦Q has been added to the bubble, and it has performed enough work on the surrounding water to change the total volume of the system by ␦V to Vϩ␦VЉϩ␦V. As a result of these changes, the temperature of the bubble has changed by ␦T, the number of water molecules by ␦N, the volume of the bubble by ␦VЉϩ␦V, and the pressure by ␦P.
The total energy of the system, consisting of both the bubble and the small amount of water, at the beginning of the time period is the sum of the energy of the bubble plus the energy of the small amount of water EЉ, E t ϭE͑N,V,T ͒ϩEЉ. ͑7͒
FIG. 1. The particle flow mechanism for a bubble in contact with the surrounding water. The top left rectangle represents the bubble at the beginning of the process. The shaded rectangle represents the water to be added irreversibly during the process. The bottom rectangle represents the bubble at the end of the process. The bubble has changed its volume due to the added mass and any work done to the surrounding water.
The energy at the end of the time period is only the energy of the bubble, E t ЈϭE͑Nϩ␦N,Vϩ␦VЉϩ␦V,Tϩ␦T͒.
͑8͒
If we assume all changes are small compared to their original values, we may determine the energy at the end of the time period to first order in the changes,
Here E N represents the partial derivative of E with respect to N holding V and T constant. The expressions for E V and E T are likewise defined. The values of the energy before and after the time period are related by the first law of thermodynamics; therefore, E t ЈϭE t ϩ␦Qϩ␦QЉϪ P␦V.
͑10͒
Equating Eqs. ͑7͒, ͑9͒, and ͑10͒, we arrive at an expression for ␦T,
͑11͒
We now assume that ␦QЉ is the exact amount of heat needed to boil the ␦N molecules of water to a gas at the boiling point T b and total energy c vb T b ␦N. Here c vb is the specific heat per molecule for steam at its boiling point. The final expression for ␦T is
͑12͒
In the above equation we have replaced the volume of the water ␦VЉ with by ͑1/n w ͒␦N, where n w is the number density of the water surrounding the bubble, since we will be expressing the particle flow into the bubble by the number of molecules, not the volume, of added water. When we take the limit ␦t→0, we arrive at an expression for Ṫ in terms of the particle flow Ṅ , the heat flow Q , and the volume rate of change V ,
In the above equation we have used the definition of the specific heat per molecule,
We can use the equation of state to obtain an expression for Ṗ , which is needed by the bubble growth model. For a reacting mixture of ideal gases, the equation of state can be written as
PVϭNTg͑ P,T͒. ͑15͒
The function g( P,T͒ represents the ratio of the actual number of particles to the original number of water molecules tracked by the model. it is discussed further in Sec. III. Again assuming all changes are small compared to their original values for the small time period ␦t, the change in pressure is related to other known changes by
where nϭN/V is the number density of the hot gas. In the limit ␦t→0 the above equation becomes
III. INTERNAL ENERGY FUNCTION
The previous section assumes that the internal energy of the gas is a known function of the number of water molecules, the volume of the bubble, and the temperature of the gas. In Eq. ͑15͒ we introduce a function of the pressure and temperature g( P,T͒ into the equation of state. In this section we describe how to obtain expressions for these two functions by treating the gas within the bubble as an equilibrium configuration of a reacting mixture of water molecules with their dissociated and ionized components.
In the simulations we have run, we have determined that temperatures within the bubble can reach in excess of 10 000 K. At these temperatures water vapor no longer behaves as an ideal gas with constant specific heat; water dissociates into atomic hydrogen and oxygen. Ionization of hydrogen and oxygen can begin at temperatures of this order, as well. The dissociation and ionization processes influence the way heat is converted into work by diverting heat from raising the temperature of the bubble into changing the degree of dissociation and ionization. This diversion of heat from raising the temperature of the bubble can be seen through an increase in the specific heat of the system. We will show that the dissociation and ionization phase transitions are marked by a sharp peak in the specific heat.
The method used for analyzing the equilibrium state of a reacting mixture of ideal gases follows Landau and Lifshitz. ͑See Chap. X of Landau and Lifshitz. 14 ͒ Five reactions describe the dissociation of water and the subsequent ionization of its atomic components, Each of these five reactions has an associated ␣ i , with 0р␣ i р1, which parameterizes the completeness of the reaction proceeding from left to right. For example, when ␣ 1 ϭ0 the equilibrium configuration of the system would consist entirely of H 2 O; when ␣ 1 ϭ1 all of the H 2 O in the system would have broken down into H 2 and O 2 , which could fur-ther break down through the second and third reactions, etc. The number of each species present in the equilibrium configuration N j can be related to the original number of water molecules N and the set of ␣ i parameters ␣ by
The functional form for the n j ͑␣͒ can be determined from the chemical reaction equations, e.g., n 2 ͑␣͒ϭ␣ 1 ͑1Ϫ␣ 2 ͒, and the total number of particles can, in turn, be related to ␣ and the original number of water molecules,
The g͑␣͒ in the above equation will later become the g( P,T͒ introduced into the equation of state in Sec. II. The chemical reactions in Eq. ͑18͒ can be written in compact form as
where the i runs over the number of chemical reactions, and j runs over the number of chemical species; in this case i runs from 1 to 5, and j runs from 1 to 8. The A j are the symbols for the chemical species, e.g., H 2 O or O, and i j represent the stoichiometry of the reactions. The A j 's are listed in Table I , and the i j 's are listed in Table II . The required equilibrium conditions for a set of chemical reactions, described in the above form, are
where j is the chemical potential for the jth chemical species at the given temperature and pressure. For a mixture of ideal gases the chemical potential for the jth species in the mixture j is ͑see Secs. 93, 42, and 43 of Landau and Lifshitz
where P j is the partial pressure, ⑀ 0 j is the ground-state energy per molecule, j is a constant related to the partition function that depends on the fundamental properties of the chemical species, and c p j is the specific heat at constant pressure per molecule for the jth species. ͑In the following discussions the specific heat of a species is assumed constant. When the specific heat is a function of temperature we chose a specific heat value for the temperature near the expected dissociation temperature.͒ The values of specific heats which were used 14 are shown in Table I . This equation appears to be taking logarithms of dimensional quantities, but the j term contains logarithmic factors that cause the units to cancel. Combining Eqs. ͑23͒ and ͑24͒, we arrive at a set of equations, one for each chemical reaction, that relate the partial pressures of the chemicals to the system's temperature:
We have substituted U i ϭ͟ j i j ⑀ 0 j into the above equation where U i is the energy of reaction shown to the right of the ith chemical reaction in Eq. ͑18͒. The partial pressure of the jth species P j is the total pressure times the ratio of the number of the jth species to the total number of particles, i.e.,
which is just the pressure times a rational function of the ␣ i 's. Therefore, the set of equations ͑25͒ represents five nonlinear equations with five unknown ␣ i 's parameterized by the pressure and temperature of the system. Each nonlinear equation is of the following form:
where F i and K i are known functions of their respective arguments determined from Eqs. ͑25͒ and ͑27͒. These nonlinear equations can be solved numerically to find the ␣ i 's at a given pressure and temperature,
Now it becomes evident that g͑␣͒ϭg"␣͑ P,T ͒…ϭg͑ P,T ͒, ͑30͒
and our equation of state for a mixture of ideal gases with a total of N particles becomes
PVϭNT ͑31͒
ϭNTg͑ P,T͒. ͑32͒
A plot of g( P,T) vs T at Pϭ1 atm is shown in Fig. 2 . It is apparent from Eq. ͑17͒ that the derivatives of g( P,T) are necessary to the calculation of Ṗ from Ṫ . It is therefore necessary to derive expressions for the derivatives of ␣ i with respect to P and T. By taking the derivative of the 
set of equations ͑28͒ with respect to T, holding P constant, we arrive at a matrix equation that can be solved for the derivatives of the ␣ i 's,
A similar set of equations arises from the derivative with respect to P. Without much difficulty the equation of state, Eq. ͑32͒, can be used to reformulate the nonlinear set of equations ͑25͒ in terms of N, V, and T. These equations can then be solved for the ␣ i 's as a function of the number of original water molecules, the volume of the bubble, and the temperature of the bubble. In the same way as before, we can take derivatives of these nonlinear equations in order to determine the partial derivatives of the ␣ i 's with respect to N, V, or T. In this way, were we to find an expression for the internal energy of the gas in terms of the ␣ i 's, we would be able to calculate the derivatives of the energy necessary to calculate Ṫ from Eq. ͑13͒.
The total energy of the system is the sum of the energies of each constituent
Each constituent is modeled as an ideal gas with energy
We can express the total internal energy of the gas as a function of the number of original water molecules, the temperature, and the ␣ i 's by combining the above equations
The u i ͑␣͒ are easily determined by contemplating the chemical reaction Eq. ͑18͒. It is easier to obtain the energy of reactions U i than to come up with values for each of the ⑀ 0 j . Since the zero of energy is arbitrary, ⑀ 01 is chosen to be zero without loss of generality.
Since we have a method for calculating ␣ i (N,V,T), along with its partial derivatives, we have obtained a function for the internal energy of the gas with in the bubble as a function of N, V, and T, and can determine all of the partial derivatives necessary to calculate Ṫ .
The specific heat per water molecule c v is plotted versus temperature for several values of the pressure in Fig. 3 .
IV. BLACKBODY RADIATION
Thermal radiation, which is strongly dependent on the temperature of the system, can be an important contribution to the energy partition of the underwater spark. In a naive model of the gas globe as a perfect blackbody radiator, thermal radiation represents a power loss proportional to the fourth power of the temperature as described by the StefanBoltzmann law,
where is the Stefan-Boltzmann constant. This corresponds to an electromagnetic flux S normal to the surface of the gas globe of
SϭT

. ͑40͒
In a less naive approach we modify the StefanBoltzmann law by including the emissivity ⑀ of the bubble. The equation for the flux normal to the bubble surface is replaced by
Sϭ⑀T
, ͑41͒
with 0р⑀р1. In this section we use the time-dependent radiative transfer equation ͑RTE͒ 3, 4, 15, 16 to calculate the emissivity by calculating the flux normal to the bubble surface as a function of the thermodynamic quantities of the system, i.e., pres- sure and temperature, and the geometry of the bubble, i.e., its radius and spherical shape. The approach we use is to calculate the solutions to the RTE, integrating them over solid angle and frequency to arrive at the flux normal to the surface.
The flux at a point on the surface of the body r in the n directions is composed of the n-component of the intensity of light rays I͑r,⍀͒ emerging from all angles ⍀ within the body,
I͑r,⍀͒n-⍀ d⍀, ͑42͒
where the integral is taken over the emerging hemisphere. A representative light ray in a spherical geometry is shown in Fig. 4 , and the integration for this geometry is
I͑r, ͒cos sin d. ͑43͒
The intensity of each light ray is composed of the spectral intensities I from all photon frequencies in the electromagnetic spectrum,
The spectral intensity can be calculated at any point in space by solving the time-independent radiative transfer equation ⍀•"I ͑r,⍀͒ϭ Ј͑T,P͒"I p ͑T͒ϪI ͑r,⍀͒…,
͑45͒
where I p is Planck's expression for the intensity of a light beam in a system in radiative equilibrium at temperature T,
and Ј is the effective absorption coefficient for the gas at a given temperature and pressure. The effective absorption coefficient is related to the actual absorption coefficient by
Ј͑T,P͒ϭ ͑ T, P ͒͑ 1Ϫe
Ϫh/kT ͒. ͑47͒
Since we model the temperature and pressure as uniform within the bubble, Ј is a constant along any light beam; therefore Eq. ͑45͒ can be solved analytically along a path of length ͚, such as that shown in Fig. 4 ,
It is important to remember the temperature and pressure dependence of I through I p (T) and Ј͑T,P͒.
The angular dependence of I is contained within the choice of light ray and its length ͚. By looking again at Fig.  4 , we determine that ͚ depends on the radius of the sphere and the angle between the ray and the normal to the surface, ͚ϭ2R cos . ͑49͒
By integrating over a solid angle, as in Eq. ͑43͒, before integrating over photon frequencies, we can obtain an analytical form for the spectral flux normal to the surface of the bubble,
where we have defined the effective spectral optical thickness of the sphere Ј by Ј͑R,T,P͒ϭR Ј͑T,P͒.
͑51͒
In the equation for S we have replaced the position r with the radius R and have dropped the normal n, since we are assuming spherical symmetry. A perfect blackbody has either infinite extent, Rϭϱ, or infinite absorption, Јϭϱ, over all frequencies. In either case the effective spectral optical thickness for the body becomes infinite, and the spectral flux normal to the body becomes independent of geometry lim Ј→ϱ S ϭS p ϭI p . ͑52͒
The expression
is plotted versus Ј in Fig. 5 . This plot shows how deviations from a perfect blackbody, Јϭϱ, affect the spectral flux.
The final step in the calculation of the flux at the surface of a uniform sphere is the integration over photon frequencies,
This last integral must be performed numerically since the dependence of on is very complicated. There are three types of mechanisms pertaining to the absorption and readmission of radiation in hot gases: 15, 15 free-free transitions, bound-free transitions, and boundbound transitions. Each of these mechanisms contributes to the value of the absorption coefficient for the medium. We have included free-free and bound-free atomic transitions in our calculations of . Bound-bound transitions have not been included due to the computational difficulty they impose, 16 though they are a possibly significant contribution to the absorption. 16 -18 We have also omitted molecular transitions in this model since the bubble significantly radiates blackbody radiation only at temperatures where the gas has already completely dissociated.
Additionally, we have assumed that hydrogenlike atoms would be the major contribution to the absorption coefficient; therefore, the hot gas is chosen, for the purpose of calculating , as composed of three hydrogen atoms ͑Zϭ1͒ for every water molecule, one for each atom in H 2 O. Using the formulas from Zel'dovich and Raizer 15 for both the freefree ͑bremsstrahlung͒ and the bound-free atomic transitions, we arrive at a formula for the absorption coefficient, 
͑55͒
In this equation the following definitions were used:
and n* represents the lowest electronic state which can be excited to the continuum by a photon of energy h. The I H term is the first ionization energy of hydrogen, i.e., the difference in energy levels between the ground state and first excited state of hydrogen, I H ϭ13.6 eV.
We have run the emissivity model over a range of temperatures, pressures, and radii representative of the conditions within our simulations. In this region where the bubble has a radius of roughly 0.03 m, a temperature of 10 000 K and a pressure of 300 atm the emissivity is less than 0.3. As expected, the emissivity increases with increasing bubble radius, temperature, and pressure. There is a pronounced increase in the emissivity as the temperature increases past 10 000 K. Results of the emissivity for a typical simulation are shown in Fig. 6 .
V. ABLATION OF THE BUBBLE WALL
When blackbody radiation is emitted from the bubble it is absorbed into the surrounding water, heating the water to a point where it is no longer a liquid, but a gas. This gas mixes with the bubble, increasing the amount of matter within it.
In this ablation model the bubble wall will be treated as a planar surface. Later, we will include spherical spreading effects on the radiant energy density due to an expanding or contracting bubble.
Radiation impinges on the bubble wall, absorbing into the water, as shown in Fig. 7 . At some time t the energy density of the absorbed radiation E at the surface reaches a critical value E that defines the transition from liquid water to vapor. At some finite time later, cf. Fig. 7 , the energy density will have increased throughout the water so that the energy density becomes equal to the critical energy density a distance x i from the bubble wall. From this distance to the bubble wall, all of the water will have become vapor, and the new liquid-vapor interface will have moved to x i . By deriving an expression for ẋ i , the rate at which the liquid-vapor interface moves, we can determine the rate of water added to the bubble,
The flux of radiation impinging on the bubble wall is determined from Sec. IV to be
This radiation is absorbed into the water surrounding the bubble so that the flux at a depth x into the water is given by
where ␣ is the frequency averaged absorption coefficient 3, 4 for water. The rate of radiant energy density absorbed at a fixed distance from the bubble wall x is given by
Therefore, the radiant energy density absorbed at a given distance is
The rate of movement of the liquid-vapor interface can be derived from the condition that energy density at the interface remains at the critical value; in other words, the total time derivative of energy density at the interface is zero,
With spherical spreading included, the expression for the energy density at a fixed distance and the rate of change of the position of the liquid-vapor interface become
and
respectively. The expression for x i (t) in Eq. ͑69͒ is only true under two conditions: The value of E at the interface is equal to E v and the rate of the energy density at the interface, from Eq. ͑68͒ with xϭẋ i (t), is positive; otherwise x i (t)ϭ0. In the model we follow the value of the energy density at the interface to determine ẋ i ,
VI. RESULTS
A. Sea data experiment
The theoretical results discussed in this section will be compared with one spark discharge as an illustration of the properties of the model. This discharge was selected as typical of the hundreds of shots taken over a wide range of energies. See Refs. 3 and 4 for comparisons with other energies and salinity. The experimental data were taken by R. L. Rogers. 2 This discharge delivered 65 kJ to the sparker at a depth of 73.15 m in the Gulf of Mexico. The input power versus time is shown in Fig. 8 for this discharge, which, although typical of the sea data discharges, was one of the highest energy discharges taken during this experimental run. The acoustic profile was taken by a hydrophone determined to be 19.3 m from the spark source using the time delay from the creation of the spark to the arrival of the impulse. We used both linear and nonlinear propagation codes and found that the differences were not significant in the low-frequency features of the acoustic signature. 3, 4 All modeled acoustic profiles for this discharge are propagated to the same distance using linear-acoustic propagation, Here r is the distance from the spark source to the hydrophone, 0 the ambient mass density, c 0 the ambient speed of sound, and V (tϪr/c 0 ͒ the volume acceleration of the bubble at the retarded time, tϪr/c 0 . The experimental acoustic profile is plotted along with the modeled acoustic profile in Fig.  9 .
The only free parameters within the simulation were the initial radius and pressure of the bubble. These were determined by a best fit procedure. 3, 4 The initial temperature was set to 373 K. For this set of values the calculated acoustic profile best matches the experimental results, including the prominence of the first peak at tϭ13 410 s. The resulting best fit values were physically reasonable for the problem.
Initial peak
The initial portion of the pressure profile in Fig. 9 shows a sharp peak followed by a more gradually rising pressure maxima. The rise of the sharp initial peak in the acoustic profile is due to the deposition of a large amount of energy into a very small volume. This causes a corresponding rise in temperature and pressure within the bubble. The increased temperature and pressure give rise to a larger emissivity of the bubble and to a sudden rush of particles through the process of ablation. With the sudden flow of cold molecules into the hot bubble, the bubble loses energy in order to heat and dissociate the new mass. This in turn causes a sudden decrease in the rate of expansion of the bubble. This sudden decrease in the expansion rate is seen as the sudden downward slope of the acoustic profile. The second slowly rising peak is due to the continued energy deposition into a gas containing a larger number of particles in a larger volume.
Therefore, the effects of blackbody radiation have a significant impact on the character of the acoustic profile due to the quenching by the mass transported into the bubble through the blackbody induced ablation process.
The energy partition for this discharge at 1000 s after the ignition of the spark is shown in Table III. For energy  balance accounting in Tables III and IV acoustic radiation is included in the total work. This mechanism is automatically accounted for by the Kirkwood-Bethe bubble dynamics model.
B. Half-sine power input
An important question for spark source system designs relates to the dependence of the acoustic profile on the shape of the energy discharge. We can extend our calculations of the energy partition to currently unattainable regimes with this model for the underwater spark. But more importantly, by changing the thermal input power to a smoothly varying function of time we can examine the propagated acoustic profile and energy partition for effects due to the underlying physical mechanisms. As one example of this, we will calculate the bubble growth and obtain an energy partition for two sparks with durations of 100 and 200 s, respectively. The input power profile over the duration of the spark will be a one-half cycle of a sine wave, Q (t)ϭQ 0 sin͑t/͒. Each spark delivers 65 000 J to the bubble, the same amount of energy as the sea data discharge delivered in approximately one-sixth and one-thirtieth the time. The acoustic profiles profiles for the two discharges are shown in Fig. 10 .
There are three features worth noting in the acoustic profiles: a small shoulder in the initial rise of the peak, the prominent initial spike in the initial rise of the peak, and the slowly rising maxima in the pressure profile. The first small shoulder is due to the dissociation of the water vapor into atomic constituents; this takes place at approximately 4000 K. The large spike in the initial rise is due to the same mechanisms discussed for the sea data discharge. The third feature, the slowly rising maxima in the pressure profile, is due to the continued deposition of energy into a gas that contains a larger number of particles. The specific heat FIG. 9 . The acoustic profile for the experimental sea data discharge ͑solid͒, compared to calculated acoustic profile ͑dashed͒. climbs steeps at this temperature, which means that the deposited energy is going into the dissociation of the vapor instead of work on the surrounding water.
In the parameter regimes we have studied we have found no similar peak associated with the ionization phase transition within the gas. As we have shortened the spark duration, both the temperature and the pressure increase within the bubble. As the temperature increases to the point where the ionization plays an important role in the energy balance, two phenomena join to counteract the effect of ionization. The first is that the increasing pressure in the bubble moves the onset of ionization to higher temperatures, cf. Fig. 3 . The second is that when the temperature reaches the onset of ionization, TϷ20 000 K, the ablation process has already started to quench the system, lowering the temperature rate in the system.
The energy partitions for these discharges at 1000 s after the ignition of the spark are shown in Table IV .
C. Energy partition
The results of our model have borne out our intuition that the faster energy is pumped into the bubble the more energy is transferred into work, and therefore, acoustic radiation. As we decreased the duration of the spark from 600 to 20 s, for the same amount of energy, the quantity of energy radiated acoustically increased dramatically. Since the amount of total work done by the shorter duration spark does not increase as dramatically as the acoustic radiation, we can surmise that less energy is being stored in the potential energy of the water surrounding the bubble.
The energy partitions in Table IV also reveal an interesting feature of this underwater spark model. Even though the temperature and emissivity of the short duration sparks are much larger than for long duration sparks, the blackbody radiation loss and the number of ablated particles vary little. This is due to the coupled nature of the blackbody ablation model with the thermodynamics model. When the spark raises the temperature of the bubble enough to contribute to blackbody losses, the ablation process floods the bubble with cold molecules, which lower the temperature and emissivity. This negative feedback mechanism ensures that blackbody radiation losses do not dominate the energy partition.
Even though the actual energy losses due to blackbody radiation are small, the contribution to the dynamics of the bubble growth through the coupled process of ablation makes blackbody radiation a significant physical mechanism within the spark generated bubble. This is most evident when one examines the structure of the initial acoustic peak in both the simulated and experimental data.
VII. SUMMARY AND CONCLUSION
We have developed a model which will enable one to investigate aspects of the underwater spark which cannot be obtained from experimental data. This model enables us to examine the processes within the bubble and establish which mechanisms are responsible for the conversion of energy from the electrical energy of the spark into other channels.
There are aspects of the actual spark generated bubble system which have not been addressed by this model. A rough calculation of the thermal relaxation time for a hot bubble tells us that the assumption of a homogeneous bubble is not accurate. A nonhomogeneous bubble would likely have a very hot central core surrounded by a cooler vapor region. The blackbody radiation from such a geometry could vary significantly from that of the homogeneous bubble. With the tight coupling between the blackbody radiation and ablation mechanisms one would also expect that ablation will also be affected. Further refinements to this bubble model should include heat transport within the bubble along with the variation of temperature and pressure along the radius of the bubble.
Furthermore, Fujikawa and Akamatsu 19 cite significant heat conduction during the collapse phase of the cavitation bubbles in water. Heat conduction comes into play only when the bubble attains very high temperature. In our calculations, as state earlier, ablation effects, which are not included in the above paper, quench the temperature of the system to less than 20 000 K. Thus, in this regime, thermal conduction is never really important.
We have examined the thermodynamics of the bubble system, creating models for dissociation, ionization, blackbody radiation, and ablation processes within the bubble. We have also demonstrated how these processes are interrelated and how they affect the acoustic profile. We may now use this model to explore energy delivery profiles and their effects on the energy partition.
