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1Résumé :
L’analyse conjoncturelle est le plus souvent eﬀectuée à partir de données désaisonnalisées et recquiert
généralement une étape de ﬁltrage supplémentaire de façon à extraire la composante cyclique. Cette approche
en deux temps peut présenter des incohérences dans la mesure où les hypothèses sous-jacentes aux deux
méthodes de ﬁltrage ne sont pas forcément cohérentes entre elles. Ce travail propose une approche uniﬁée de
la décomposition d’une série temporelle reposant sur des décompositions de Beveridge et Nelson généralisées
obtenues à la suite d’une identiﬁcation précise des racines unitaires saisonnières présentes dans la série.
La série ﬁltrée des composantes non-stationnaires ainsi identiﬁée fait ensuite l’objet d’une modélisation
paramétrique ou semi-paramétrique, avec un soin particulier apporté à l’identiﬁcation des composantes
déterministes. On évite ainsi de modéliser explicitement chaque composante comme c’est le cas dans les
méthodes par extraction du signal ou à composantes inobservables. La composante cyclique est déﬁnie
comme le résidu stationnaire de la décomposition. D’autres propriétés de la décomposition sont discutées
dans le papier.
Mots clés : décomposition de Beveridge Nelson, racines unitaires saisonnières, désaisonnalisation, cycle.
Abstract :
Short-term analysis is generally performed with seasonally adjusted data from which further estimation
of the business cycle is performed through well-known ﬁlters (HP, Baxter-King). However, the whole proce-
dure is not fully consistent, because seasonal adjustment and trend-cycle estimation do not share the same
methodological framework, a fact which could potentially entail spurious interpretations. We study this
t o p i cf r o ma nu n i ﬁed perspective through an extension of Beveridge Nelson decompositions. We show that
estimation of the various components of a given time series is feasible once the location of unit roots which
drive the persistence of the series have been determined. The precise identiﬁcation of seasonal unit roots is
performed in a preliminary step. Then we derive estimates for each component from a modelization of the
raw series which may be parametric (ARMA) or semi parametric, with special attention paid to deterministic
components which play a prominent role in the decomposition. Thus, we avoid explicit modelization of each
component as required by signal extraction methods or unobserved components analysis. The cycle is simply
deﬁned as the stationary stochastic residual of the decomposition. Further properties of this decomposition
are investigated in the last part of the paper.
Keywords : Beveridge Nelson decomposition, seasonal unit roots, seasonal adjustment, cycle.
JEL classiﬁcations : C14, C22, E32
2Résumé non-technique :
Ce travail propose une méthode d’estimation des diﬀérentes composantes d’une série temporelle univar-
iée dans un cadre uniﬁé. La pratique courante consiste à produire d’abord des données désaisonnalisées
(CVS), puis, dans un second temps, une estimation de la tendance et du cycle à partir des séries CVS. Les
deux opérations de ﬁltrage (la désaisonnalisation, l’extraction du cycle) sont souvent conduites de manière
indépendantes, car elles obéissent à des logiques de production et d’analyse diﬀérentes. Il est clair que les
modélisations adoptées dans chacune de ces deux phases ont peu de chances d’être cohérentes entre elles. La
méthodologie développée dans ce papier vise justement à assurer cette cohérence, et à identiﬁer clairement
les degrés de liberté appelant des choix de la part de l’utilisateur : le but est de favoriser au maximum la
transparence de la procédure.
La décomposition est obtenue à partir de décompositions de Beveridge Nelson généralisées, et suppose
au préalable une identiﬁcation précise de la dynamique non-stationnaire de la série. Plus précisément,
des tests de racine unitaire saisonnière sont mis en œuvre pour déterminer la composante stochastique
non-stationnaire, et des tests standards complémentaires sont ensuite eﬀectués pour estimer la tendance
déterministe usuelle et saisonnière. Une première décomposition permet d’isoler chacune des sources de
non-stationnarité dans la série. Elle est ensuite raﬃnée de manière à réduire la persistance de chaque
composante, ce qui permet de déﬁnir la composante cyclique comme le résidu stationnaire d’espérance nulle
de la décomposition. Celle-ci vériﬁe des propriétés intéressantes en termes d’identiﬁabilité des paramètres et
de conservation des relations de cointégration lorsque la décomposition est eﬀectuée séparément sur plusieurs
variables. On propose ensuite une méthode d’estimation des composantes fondée sur une modélisation
paramétrique ou semi-paramétrique obtenue à partir d’une forme AR dont l’ordre croît avec la taille de
l’échantillon. On montre comment l’usage successif de prévisions permet d’estimer chaque composante
stochastique ou déterministe.
3Non-technical summary :
Seasonal adjustment (SA) and trend-cycle decomposition are commonly used for short-term analysis pur-
poses. However, these two operations are generally performed in diﬀerent processes along distinct method-
ological frameworks, thus resulting in potential inconsistencies: as it is well-known, forecasts are needed at
the end of the sample in order to estimate unknown values of the raw series which are in another step plugged
into bilateral ﬁlters specially designed for the estimation of each desired component. In a parametric set-up,
the speciﬁcation of the model is a rather important issue: using diﬀerent models for seasonal adjustment
and cycle extraction appears to be inconsistent, both theoretically and empirically. Besides, some important
features of the model, such as seasonal unit roots and deterministic components are generally not properly
taken into account. Concerning unit roots, seasonal adjustment packages propose default options, such as
annual diﬀerencing in order to remove all unit roots. This is in sharp contrast with the state of the art of
econometric modelling where unit root tests are routinely used in nearly all empirical work involving time
series.
This paper deals with the simultaneous estimation of the various components of a time series (trend,
cycle, seasonal components) in a single framework. The main tool is provided by extended Beveridge Nelson
(BN) decompositions, with a crucial preliminary identiﬁcation of non-stationarities in the dynamic of the
series. The proposed decomposition depends heavily on the estimation of both deterministic components
and seasonal unit roots. Once these meta-parameters have been ﬁxed, BN methodology allows us to isolate
each unit root in a particular non-stationary component. Then the persistence of the stationnary part
of these components is reduced, leading to white noise or simple MA(1) processes and a new stationary
stochastic component. Then, we identify trend and seasonal factors through the corresponding unit roots
in non-stationary components but also by taking into account deterministic variables. The cycle is simply
identiﬁed with the stationary part of the decomposition : this deﬁnition allows for transitory seasonal eﬀects
in the cycle, a feature which may appear a bit puzzled at ﬁrst glance, but which is fully consistent with
the implicit deﬁnition of seasonality we have in mind, that is a pattern persistent over time but subject to
permanent changes.
Some properties of the decomposition are investigated. We show that the components are estimated
from an unilateral rather than bilateral ﬁlter applied to raw data. Thus, there is no need to forecast future
values at this stage. The price to pay for this convenient feature is a probable desynchronisation between
SA and raw data : the extent to which this gap is really problematic will be examined in another work.
Otherwise, although the procedure is purely univariate, we show that cointegrating relations at a given
frequency within a set of variables apply to the corresponding components of the decomposition. Lastly,
we show how to estimate these components in a parametr i co rs e m i - p a r a m e t r i cs e t - u pw i t h ,i nt h el a t t e r ,
autoregressive models whose order goes to inﬁn i t yw i t ht h es i z eo ft h es a m p l e .
41I n t r o d u c t i o n
L’analyse conjoncturelle nécessite de disposer rapidement d’indicateurs ﬁables sur les évolutions de court-
terme des agrégats macroéconomiques. Pour rendre lisible ces évolutions, il est nécessaire de traiter les
données brutes qui constituent la matière première des séries disponibles. Le premier de ces traitements est le
plus souvent la désaisonnalisation, et conduit à la publication de données corrigée des variations saisonnières
(CVS), et, éventuellement, des eﬀets calendaires (CJO). Par cette opération, la variablité apparente des
phénomènes saisonniers est retirée, rendant la lecture de la série CVS plus aisée. Malheureusement, celle-ci
peut s’avérer encore relativement erratique si les phénomènes irréguliers représentent une part signiﬁcative de
la volatilité de la série. Il est alors nécessaire de construire à partir de la série CVS de nouveaux indicateurs.
Parmi les méthodes les plus courantes, on peut citer les décompositions tendance/cycle, les modèles à
changement de régime, les modèles à facteurs inobservables. Les deux premières méthodes reposent sur
des traitements univariés ou multivariés, la dernière est exclusivement multivariée. Les résultats de ces
procédures permettent en principe une lecture plus aisée des évolutions cycliques (voir Doz et alii (1995)
pour une comparaison de certaines de ces méthodes).
On se limite dans ce travail à l’approche "historique" consistant à extraire le cycle de la série traitée.
Dans ce cadre, les deux étapes importantes de traitement des données (désaisonnalisaton et construction
d’indicateur) sont en général eﬀectuées par des procédures distinctes, à l’exception toutefois des logiciels
SEATS (Gomez et Maravall (1996)) et STAMP (Koopman et alii (1995)). Pour le premier, il existe une
procédure interne d’identiﬁcation et d’estimation d’une composante cyclique, pour le second, le cycle doit
être modélisé explicitement préalablement à l’usage de la procédure. À l’inverse, la procédure X12 (Findley
et alii (1998)) ne fournit pas d’estimation de la composante cyclique. Il est alors recommandé d’appliquer à
la série CVS un ﬁltre d’extraction de la tendance, de type Hodrick-Prescott (HP), ou Baxter-King (Baxter
et King, (1999)).
La multiplicité des procédures disponibles et l’absence de déﬁnition précise des objets à estimer com-
pliquent singulièrement le choix d’une méthode parmi d’autres (voir Canova (1998) pour une comparaison des
méthodes d’extraction du cycle sur données CVS). En outre, parmi les diﬃcultés d’ordre méthodologiques,
il y en a trois qui nous paraissent particulièrement importantes :
- La volatilité des estimations les plus récentes : ceci est lié à l’usage de ﬁltres symétriques pour construire
les composantes (Burman (1980), Hillmer et Tiao (1982), Maravall (1995)). Il est donc nécessaire d’utiliser
des prévisions pour estimer les données manquantes à la ﬁnd el as é r i e . D e u xe ﬀets jouent alors en sens
inverse. D’une part, l’absence de déphasage entre la série brute et la série ﬁltrée liée à la symétrie du ﬁltre
assure, en théorie, la synchronisation des points de retournement entre série brute et série CVS ; d’autre part,
les erreurs de prévision, et les révisions qu’elles entrainent entâchent d’incertitudes le proﬁl des composantes
estimées.
5- L’impossibilité de décomposer certains modèles SARIMA en composantes inobservables (Planas et
Fiorentini (2001)), ou sous forme espace-état (logiciel STAMP), la raison étant que ces décompositions
introduisent des contraintes complexes sur la structure de la série brute. Cette critique est évidemment sans
objet pour les procédures reposant sur un ﬁltre théorique ﬁxe, comme le logiciel X12 et le ﬁltre HP.
- L’absence de généralisation au cadre multivarié : les procédures d’extraction de tendance couplées à
la désaisonnalisation reposent sur le traitement univarié des séries. Parallèlement, l’étude des composantes
tendancielles s’eﬀectue souvent dans un cadre multivarié. Clairement, il est souhaitable, pour l’analyse
d’un nombre réduit de variables, d’eﬀectuer un traitement cohérent de la saisonnalité et de la tendance.
De plus, dans la mesure où l’analyse conjoncturelle porte sur plusieurs séries simultanément, la prise en
compte des interactions entre variables ne peut qu’enrichir les résultats, et assure la cohérence d’ensemble
des interprérations eﬀectuées (Geweke (1977)).
Ce travail propose une méthode simple d’estimation des composantes d’une série temporelle dans le cadre
d’une unique procédure. La décomposition fournit le cycle, la tendance et les facteurs saisonniers, ainsi que
les diverses sous-composantes de ces deux dernières séries. Il prolonge les papiers de Breitung (1994) ou
Breitung et Gomez (1999) en mettant l’accent sur l’identiﬁcation la plus précise possible des composantes
non-stationnaires, de façon à déﬁn i rl ac o m p o s a n t ec y c l i q u ec o m m el ap a r t i ep u r e m e n ts t a t i o n n a i r ed el a
série. Cette déﬁnition du cycle conduit à caractériser les composantes élémentaires non-stationnaires sous
la forme de processus à mémoire courte, c’est à dire ARMA(p,q) avec p ≤ 2 et q ≤ 1. Le cycle est déﬁni de
manière statistique, et il convient de l’interpréter comme la partie peu persistente de la série étudiée. Aucune
modélisation spéciﬁque du cycle n’est requise ici ; en particulier, la période associée à ces ﬂuctuations peut
être estimée directement à partir des données.
La mise en œuvre de cette décomposition repose largement sur les outils présentés par Gregoir et Laroque
(1998). Elle est présentée dans un cadre univarié, et repose sur l’emploi successif de décompositions de type
"Beveridge-Nelson" (Beveridge et Nelson (1981), Newbold et Vougas (1996)). L’avantage de cette décom-
position par rapport aux méthodes traditionnelles d’extraction du signal est d’être relativement robuste en
termes de révision des estimations produites, car elle repose sur des ﬁltres asymétriques. Cette propriété
s’avère en eﬀet très importante pour une analyse ﬁable des observations les plus récentes. En contrepar-
tie, les composantes estimées vériﬁent certaines propriétés en termes de corrélation caractéristiques de la
décomposition obtenue.
Dans l’esprit, la méthode s’étend sans problèmes au cas multivarié, mais des complications techniques
apparaissent alors : en eﬀet, l’estimation des composantes non-stationnaires nécessite l’identiﬁcation précise
des tendances communes associées aux diﬀérentes fréquences pertinentes pour l’étude des séries brutes.
Cette identiﬁcation s’eﬀectue à l’aide de techniques spéciﬁques de cointégration (cointégration stationnaire
et multicointégration) et pourra être envisagé lors de recherches ultérieures.
Ce papier expose le matériau technique de la méthode. Le plan est le suivant : le modèle et les notations
6sont introduits section 2, la décomposition théorique de la série suivant ses composantes est présentée section
3, et ses premières propriétés section 4. L’estimation eﬀective de ces composantes est décrite section 5, et la
cinématique d’ensemble de la procédure est présentée section 6, en distinguant les approches paramétriques
et non-paramétriques.




On suppose que le processus aléatoire yt ∈ R admet la représentation suivante :
ϕ(B)(yt − ξt)=dt + ut pour t ≥ 1 (1)
avec (ut) vériﬁant :
∀t ≥ 1,u t = u∗
t
∀t<1,u t =0 (2)
(u∗
t)t∈Z processus stationnaire, d’espérance nulle, stricitement non-déterministe, admettant la représentation
de Wold1 :
u∗




où (εt)t∈Z est un bruit blanc de variance σ2.L ef a i tq u eΨ(B) soit le développement de Wold entraîne la
propriété bien connue:
Ψ(z) 6=0si |z| < 1 (4)




kq |ak| < ∞ pour q ≥ 2
Notons fu la densité spectrale de (u∗
t). Il résulte de Hq que fu est de classe Cq. Nous supposerons en outre:
Hf :i n ffu > 0
Hf et Hq impliquent l’existence de la représentation AR(∞):






et Hq est vériﬁée pour cette représentation, c’est à dire (Brillinger (1981)):
∞ X
k=0
kq |bk| < ∞ (6)
1La représentation de Wold générale s’écrit ut =
S∞
j=0 ajεt−j +St, avec St processus (stochastique) déterministe. Si les aj
ne sont pas tous nuls, (ut) est purement non-déterministe. Si en outre St ≡ 0 ,a l o r s(ut) est strictement non-déterministe.
7On note kXk2 =
p
E(X2) et sp{u1,...u t} l’espace engendré par les variables (uj)1≤j≤t .
C e sh y p o t h è s e sf o n td e(ut)t≥1 la trace sur N d’un processus stationnaire:














avec Θ1,Θ2 ⊂ Θ et Θ = {ωj}1≤j≤J ⊂ [0,π] ensemble ﬁni de fréquences. De plus, on suppose Θ1 ∩ Θ2 = ∅.
Comme on le verra plus loin, ceci permet d’exclure la présence simultanée de racine unitaire et de tendance
déterministe à une fréquence donnée ; (a1j) et (a2j) sont des paramètres ﬁxés. Par convention, a2j =0si
ωj =0ou π. On peut avoir Θ2 = ∅,a u q u e lc a sdt ≡ 0.































∆ωj (B) est l’opérateur de diﬀérentiation saisonnière :
∆ω (B)=1− 2cosωB + B2 si ω ∈ ]0,π[
=1− cosωB si ω =0ou π











6=0pour ωj ∈ Θ1 (9)
Les paramètres dωj décrivent les degrés d’intégration de (yt) aux fréquences ωj. Nous considérerons dans ce
travail deux cas particuliers :
H1
d : dωj =1pour tout ωj ∈ Θ1
H2
d :0 ∈ Θ1,d 0 =2 ,d ωj =1pour tout ωj ∈ Θ1 \{0}
8ξt dédigne un terme déterministe prenant en compte des eﬀets déterministes identiﬁées dans la série
yt :e ﬀets calendaires, point aberrant, rupture de tendance, etc. Ces eﬀets sont supposés être estimés
préalablement aux estimations menées ici2, aussi supposerons nous pour l’instant que ξt =0 .
Notons d le degré du polynôme ϕ(B);si Θ∗
1 = Θ1\{0},o nn o t eq u e :
d =2× card(Θ∗
1)+d0 × card(Θ1 ∩ {0})
Le modèle (7) permet de déﬁnir yt pour tout t ≥ 1 en fonction de dt et des (uk)1≤k≤t dès que l’on dispose
du vecteur des d valeurs initiales Y0 =( y0,y −1,...,y −d+1)
0
. On suppose ces valeurs initiales ﬁxées (non
aléatoires) : on verra qu’elles jouent un rôle important dans la détermination du proﬁl( s a i s o n n i e r )d e(yt).
H1
d implique que (yt) est non-stationnaire, et intégré d’ordre 1 à toutes les fréquences. On notera en
particulier que Hω assure que ∆ωj (B) ne peut être factorisé dans Ψ(B),e td o n cq u eωj est bien un pôle
du (pseudo)-spectre de yt.
H2
d suppose explicitement que 0 ∈ Θ1,e tq u e(yt) est I(2) à cette fréquence. Ces deux hypothèses
couvrent l’ensemble des modèles classiques de non-stationnarité de type SARIMA utilisés dans les travaux
empiriques utilisant des données macroéconomiques.
Exemple 1 On vériﬁef a c i l e m e n tq u e ,d a n sl ec a sd ed o n n é e sm e n s u e l l e s ,l em o d è l ec i - d e s s o u sa d m e tu n e





(vt) est un processus stationnaire d’espérance nulle, et les variables ”dummies” saisonnières sont déﬁnies
classiquement selon Dj,t =1si t est un mois de type ”j”, 0 sinon. Enﬁn:
lj,t = lj,t−1 + εj,t pour t ≥ 1,e tlj,0 = Cste
Les (εj,t) s o n td e sb r u i t sb l a n c si n d é p e n d a n t se n t r ee u x ,d ev a r i a n c er e s p e c t i v eσ2
j. Lorsque σ2
j =0 ,l ec o e ﬃ-
cient du mois j est constant, sinon, il évolue comme une marche aléatoire au cours du temps (saisonnalité
évolutive). Le cas σ2
j =0∀j décrit un phénomène saisonnier rigoureusement déterministe, faiblement bruité
par le résidu (vt).
Pour simpliﬁer l’écriture des développements qui suivent, on pose :
dj,t [a]=a1j cos(ωjt)+a2j sin(ωjt)
Lorsque les coeﬃcients a1j et a2j sont remplacés par des variables aléatoires, soit A1, et A2,j dépendant
seulement des conditions initiales Y0 de yt, on notera le terme obtenu dj,t [A]. Lorsque ces coeﬃcients
2L’identiﬁcation conjointe de ruptures et de racines unitaires n’est pas envisagée dans ce travail. On suppose seulement
qu’une première estimation de ξt est disponible. Il est toujours possible de revenir ensuite sur cette estimation préliminaire,
une fois que la structure du modèle (racines unitaires et "dummies" saisonnières) a été élucidée.
9dépendent des valeurs initiales de l’innovation (εt), c’est à dire de termes εk pour k ≤ 0, on écrira dj,t [E].
Les lettres minuscules dans l’argument de dj,t identiﬁent donc un terme rigoureusement déterministe.
Il est parfois avantageux d’écrire dj,t [a] sous forme complexe:
dj,t [c]=c1jeiωjt + c2je−iωjt,c 2,j = c1,j (10)
On introduit de même les trends déterministes saisonniers :
Tdj,t [c]=c1jteiωjt + c2jte−iωjt,c 2,j = c1,j (11)
Pour désigner un terme de la forme dt dans (7), c’est à dire une combinaison linéaire de de variables dj,t
on adopte la notation symbolique:
r X
k=1




Tdjk,t [a]=[ Tdj1|Td j2|...|Tdjr][a] (13)




∀t ≤− d : yt = dt =0
∀t ≤ 0:ξt =0
Pour t = −d +1 ,...,0:dt = ϕ(B)yt
Dans la suite, ce prolongement sera utilisé. Rappelons que l’on suppose également ξt =0pour tout t.
2.2 Opérateur d’intégration
Pour obtenir une représentation explicite de (yt), nous devons introduire l’opérateur ”inverse” de la diﬀéren-
tiation, l’opérateur d’intégration selon la terminologie de Gregoir (1994). Appliqué à (yt)t∈Z, cet opérateur





sinω si ω ∈ ]0,π[ et t ≥ 1
=
Pt





sinω si ω ∈ ]0,π[ et t ≤− 1
= −
P0
k=t+1 yke−iω[t+1−k] si ω ∈ {0,π} et t ≤− 1
=0si t =0
(14)
C e to p é r a t e u re s ts e u l e m e n tu ni n v e r s eàg a u c h ed e∆ω (B) puisque :
∆ω (B)Sω = Id




sinω si ω ∈ ]0,π[
[Sω {∆ω (B)y}]t = yt − y0e−iωt si ω ∈ {0,π}
(15)
Pour les séries déﬁnies de façon unilatérale, on a cependant la propriété suivante:
Lemme 2 Pour les séries (yt)t∈Z vériﬁant yt =0pour t ≤ 0, et pour tout polynôme ∆(B)=
Pq
k=0 akBk :
a) ∆(B)Sω {y} = Sω {∆(B)y}
b) Sω {∆ω (B)y} = y.
10Preuve :I ls u ﬃtd ec o n s i d é r e rl ec a s∆(B)=B.
Pour t ≥ 2:
























yle−iω[t−l−1] = B[Sω {y}]t + y0e−iω[t−1] = B[Sω {y}]t
Si t =1:[ Sω {By}]1 =0=B[Sω {y}]1 = By1 = y0 d’où le résultat a); b) est évident.
¥
Avec la notation (10), on peut écrire :
Sωj∆ωj = Id − dj,. [C] pour tout ωj ∈ Θ (16)
On déﬁnit ainsi une famille d’opérateurs {Sω}0≤ω≤π qui vériﬁe les propriétés suivantes:
Lemme 3 ∀(ω1,ω2) ∈ [0,π]
2 et pour tout polynôme ∆(B)=
Pq
k=0 akBk :
a) (Sω1Sω2)Sω3 = Sω1 (Sω2Sω3)
b) Sω1Sω2 = Sω2Sω1
c) (∆(B)Sω1)Sω2 = ∆(B)(Sω1Sω2)
Preuve : pour a) et b), voir Gregoir (1994). Pour c), il suﬃtl àe n c o r ed ec o n s i d é r e r∆(B)=B. Le
résultat s’obtient directement à partir de la déﬁnition de Sω, les détails sont omis.
¥
Plus généralement, décrivons en extension les ensembles disjoints Θ1 et Θ2:
Θ1 = {ω1,...,ωr}, Θ2 = {ωr+1,...,ωL}.
Considérons la décomposition en éléments simples de ϕ−1 (z):
Sous H1














degaj =d e ge aj ≤ 1 si ωj / ∈ {0,π},degaj =d e ge aj =0sinon.












j=2 Sωj = μ1S2
0 +
Pr
j=1 e aj (B)Sωj
11Preuve : Plaçons nous sous H1









aj (z)ϕj (z) (19)




























= ∆ω1 (B)···∆ωj−1 (B)∆ωj+1 (B)···∆ωr (B)SωrSωr−1 ···Sω1
= ∆ω1 (B)···∆ωj−1 (B)SωjSωj−1 ···Sω1
= ∆ω1 (B)···∆ωj−1 (B)Sωj−1 ···Sω1Sωj
= Id ◦ Sωj = Sωj




























=2 isin(±ωj) si ωj / ∈ {0,π}, − cos(ωj) sinon




6 B si ωj / ∈ {0,π}
= 1
12 si ωj ∈ {0,π} (22)

































































On obtient les résultats suivants, qui précisent notamment dans quel cas le degré de aj (B) est nul:
• Si {0,π} ( Θ1,a l o r sp o u rωj ∈ Θ1 \{0,π} :
aj (B)=Cste ⇐⇒ (r − 2)ωj = ±π
2 [2π]
aj (0) = 0 ⇐⇒ (r − 1)ωj = ±π
2 [2π]
• Si {0,π} ∩ Θ1 = ∅,a l o r sp o u rωj ∈ Θ1 :
aj (B)=Cste ⇐⇒ (r − 1)ωj =0 [ π]
aj (0) = 0 ⇐⇒ rωj =0 [ π]
Remarque 5 Dans tous les cas, l’éventuelle racine de l’équation aj (z)=0n’est pas de module égal à un.
En revanche, lorsqu’elle est non-nulle, elle peut être aussi bien de module inférieur que supérieur à un, ce


















Les calculs sous H2





























































e aj (B)Sωj + μ1S2
0
Ensuite, (24) donne:








μ1 = e ϕ0 (1)
−1 (26)




e aj (0) (27)
(25) permet de déterminer les coeﬃcients des polynômes e aj (B) pour j>1; (26) et (27) déterminent les
deux coeﬃcients μ1 et e a1 (B) ≡ e a1.
¥
Remarque 6 Le lemme permet de retrouver les résultats de Gregoir (1994): pour (ω1,ω2) ∈ ]0,π[
2 :
Sω1Sω2 = 2cosω1−B
2[cos ω1−cosω2]Sω1 + 2cosω2−B
2[cosω2−cos ω1]Sω2 si ω1 6= ω2
S0Sω2 = 1
2[1−cosω2]S0 + 1−2cosω2+B
2[1−cos ω2] Sω2 si ω2 6=0
SπSω2 = 1
2[1+cosω2]Sπ + 1+2cos ω2−B





Nous considérons maintenant l’application des opérateurs Sω et ∆ω aux termes dj,t.
Lemme 7 a) ∆ωj (B)dj,t =0
b) Si j 6= k : ∆ωj (B)dk,t [a]=dk,t [e a]
c) Si j 6= k : Sωj (dk)=[ dj|dk]
d) Sωj (dj)=Tdj,t [e a1]+dj,t [e a2]


















= e a1keiωkt + e a2ke−iωkt
avec :




e a2k = a2k
¡
1 − e−i[ωj−ωk]¢¡
1 − ei[ωj+ωk]¢ (29)





Pour ω =0 ,π, Sω = Uω,e to nv é r i ﬁef a c i l e m e n tq u ep o u rω ∈ ]0,π[ :
Sω = UωU−ω =
1
1 − e2iωUω +
1
1 − e−2iωU−ω (31)




t = a1ke−iωjt Pt
l=1 ei(ωj−ωk)l + a2ke−iωjt Pt
l=1 ei(ωj+ωk)l
=[ dj|dk]
De même : £
U−ωj (dk)
¤
t = a1keiωjt Pt
l=1 e−i(ωj+ωk)l + a2keiωjt Pt
l=1 ei(ωk−ωj)l
=[ dj|dk]
e t( 3 1 )d o n n el er é s u l t a t .









t = a1jteiωjt + a2jeiωjt Pt
l=1 e−iωjl
le résultat annoncé en découle.
Le cas ωj ∈ {0,π} se traite de façon similaire.
¥
3 Représentation de Beveridge-Nelson généralisée
On étend dans cette section les résultats obtenus dans un cas particulier par Newbold et Vougas (1996),
ainsi que Breitung et Franses (1998).
3.1 Modèle H1
d






yt =[ dr+1|...|dL][a]+ut (32)


























⎠y = d1 [C]+[ d1|dr+1|...|dL][a]+Sω1 (u) (33)







⎠y =[ d1|d2][A]+[ d1|d2|dr+1|...|dL][a]+Sω1Sω2 (u) (34)
15d’où, par itération:








L’expression (35) montre que pour t ≥ 1,y t s’écrit comme la superposition de deux termes :
• Une combinaison de signaux périodiques déterministes, dont certains ont une amplitude ﬁxée par les
conditions initiales Y0, tandis que d’autres dépendent de paramètres inconnus.




















ϕ(B)Zt = ut pour t ≥ 1
et
Zt =0pour t ≤ 0
(37)
La dynamique de (Zt) fait intervenir conjointement l’ensemble des racines unitaires de (yt). On isole





















Il en résulte ﬁnalement:




avec Zj,t déﬁni par : ⎧
⎨
⎩
∆ωj (B)Zj,t = aj (B)ut pour t ≥ 1
et
Zj,t =0pour t ≤ 0
(40)
On note que l’on a donc pour t ≥ 1:
Zj,t ∈ sp{u1,...u t}
Mais pour k ≥ 1,u k ∈ sp{Z1,...Z k}. Il en résulte:
∀t ≥ 1,Z j,t ∈ sp{Z1,...Z t} (41)
163.2 Modèle H2
d
Il suﬃt d’intégrer une nouvelle fois (35), avec (1 − B)y àl ap l a c ed ey :


























(37) demeure valide pour construire (Zt). On poursuit ensuite la décomposition comme précédemment,














Il en résulte :
















1,t = μ1ut pour t ≥ 1
et
Z1






1,t = e a1ut pour t ≥ 1
et
Z2
1,t =0pour t ≤ 0
(46)




∆ωj (B)Zj,t = e aj (B)ut pour t ≥ 1
et
Zj,t =0pour t ≤ 0
(47)
Il est clair que (41) est vériﬁép o u rZ2
1,t,Z2
1,t et chacun des Zj,t.
Sous chacune des hypothèses Hd,i ls u ﬃtd o n cd ec o n n a î t r eaj (B) (ou e aj (B) et μ1) pour déterminer
(Zj,t)t≥1 àp a r t i rd e(ut)t≥1.
3.3 La composante transitoire
La décomposition (39) ou (44) peut être poursuivie de manière à faire apparaître la composante stationnaire
de la série. Celle-ci recense les eﬀets transitoires aﬀectant la série, et dans certains cas, pourra être interprétée
17comme un cycle. On supposera d’abord que Ψ(z) n’est pas une moyenne mobile d’ordre 1, soit l’hypothèse
Hi:
Hi : ∃k>1,a k 6=0
On note que Hq implique l’existence d’une fonction Ψj (z) déﬁnie sur le disque unité (complexe) vériﬁant,
pour ωj ∈ ]0,π[ :
Ψ(z)=Ψ
¡
eiωj¢ e−iωj − z
e−iωj − eiωj + Ψ
¡
e−iωj¢ eiωj − z









Notez que Ψj (z) est constant si ak =0pour k>2.


















+∆ωj (B)Ψj (B)aj (B)εt
(49)



































6=0par l’hypothèse Hf (51)
Remarque 8 On peut avoir λ2,j =0ou λ1,j =0:il suﬃt de considérer par exemple ωj = π/2 et:
Ψ(z)=1+z2 + θz3 : λj (B)=θB
Ψ(z)=1+θz2 : λj (B)=1− θ








Si δ est assez petit, alors les racines (complexes conjuguées) de Ψ(z) sont à l’extérieur du disque unité,




{1 − (1 + δ)z}
λj (z) s’annule à l’intérieur (resp. à l’extérieur) du disque unité lorsque δ>0 (resp. δ<0), et sur le cercle
unité lorsque δ =0 .
18(49) s’écrit donc:
∆ωj (B)Zj,t = λj (B)aj (B)εt + ∆ωj (B) e Ψj (B)εt (52)
On intègre la relation (52) en utilisant Zj,0 = Zj,−1 =0:
Zj,t = Sωj {λj (B)aj (B)ε}t + dj,t (E)+e Ψj (B)εt (53)









Zj,t = Sωj {λjajε}t + dj,t (E)+e Ψj (B)εt (54)




• Pour ω1 =0et d0 =2: on a d’abord :
Z2
1,t = Sω1 {λ1,1e a1ε}t + d1,t (E)+Ψ∗
1 (B)εt (55)
en posant Ψ∗
1 (B)=e a1Ψ1 (B), λ1,1 = Ψ(1).
En développant Ψ(z) à l’ordre 2:
Ψ(z)=Ψ(1) − (1 − z)Ψ ´(1) + (1 − z)
2 Ψ11 (z) (56)





Ψ(1)εt − Ψ ´(1) ∆0 (B)εt + ∆2
0 (B)Ψ11 (B)εt
ª







ω1 (ε)t − Ψ ´(1) Sωj (ε)t + Ψ11 (B)εt
ª








− μ1Ψ ´(1) (Sω1 (ε)t)+d1,t (E)+Td1,t (E)+μ1Ψ11 (B)εt (57)
Sous H1
d, (39), (53) et (54) fournissent la décomposition ﬁnale de la série :
⎡
⎢ ⎢ ⎢ ⎢
⎣
y =[ d1|d2|...|dr][A]+[ d1|d2|...|dr][E]+[ d1|d2|...|dL][a]
+
Pr
j=1 Sωj {λj (B)aj (B)ε}
+Γ(B)ε
(58)







aj (B)Ψj (B) (59)
19Sous H2
d, (44), (53), (54), (55), (57) donnent :
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣

















η1,1 = e a1Ψ(1) − μ1Ψ ´(1)
η1,2 = μ1Ψ(1) (61)





e Ψj (B) (62)
On remarque maintenant que lorsque Hi n’est pas vériﬁée:
Ψ ´(z)=Cste,Ψj (z)=0pour ωj / ∈ {0,π}








pour ωj ∈ {0,π}
Ct =
£
a1 × 1{0∈Θ1} − ar × 1{π∈Θ1}
¤
Ψ ´εt
On note en particulier que (50) est toujours vériﬁée, et que l’on peut avoir Ct ≡ 0 dans certains cas
particuliers. Dans le cas contraire, il est facile de vériﬁer que Ct est strictement non-déterministe, c’est à
dire que sa représentation de Wold se réduit à la composante MA(∞). Ceci découle de la propriété ci-dessous
que nous rappelons, étant donné qu’elle semble rarement citée dans la littérature.
Lemme 9 Soit Xt =
P+∞
k=0 akεt−k avec (εk) bruit-blanc et
P+∞
k=0 |ak|
2 < ∞. Si les ak n es o n tp a st o u sn u l s ,
alors (Xt) est strictement non déterministe. Si C (z)=
P+∞
k=0 akzk ne s’annule pas pour |z| < 1,a l o r s(εt)
est l’innovation de (Xt)
Preuve : elle découle d’un résultat d’analyse complexe; d’abord, si les ak ne sont pas tous nuls, on peut
toujours supposer a0 > 0, quitte à ré-indicer le bruit-blanc (εt) et à le multiplier par −1. La fonction C (z)
appartient à l’espace de Hardy H2 puisque
P+∞
k=0 |ak|




déﬁnie grâce à l’hypothèse
P+∞
k=0 |ak|
2 < ∞, est égale à limr→1− C
¡
reiω¢
pour presque tout ω. En outre, Si
C n’est pas identiquement nulle, log
¯ ¯C
¡
eiω¢¯ ¯ est intégrable sur [−π,π].
Par ailleurs, (Xt) e s ts t a t i o n n a i r ee ts am e s u r es p e c t r a l es ’ é c r i t :















eiω¢¯ ¯2 est la densité spectrale de (Xt); logf est donc intégrable. Il en résulte que (Xt) est
purement non-déterministe. Mais alors, la décomposition de la mesure spectrale (63) implique que la partie
singulière de cette mesure est nulle, ce qui signiﬁe précisément que (Xt) est strictement non-déterministe.
Le fait que (εt) soit l’innovation de (Xt) provient de l’unicité du développement MA(∞) de Wold sous la
condition:
C (0) = 1 et C (z) 6=0si |z| < 1
¥
Remarque 10 Le résultat est faux si l’on suppose seulement une forme MA(∞) bilatérale Xt =
P+∞
k=−∞ akεt−k :
en eﬀet, dans ce cas, (Xt) peut être déterministe. Il suﬃtd ec o n s i d é r e r(ak) déﬁnie par a2k =0 ,a 2k+1 =
(−1)
k




, donc logf n’est pas intégrable, et (Xt) est déterministe.
Les expressions (58) et (60) isolent, en fonction de leur variabilité, les trois composantes de la série yt.
Ainsi, sous H1
d, on obtient:
• La composante déterministe modélisant le niveau moyen de la série. :
y1,t =[ d1|d2|...|dr][A]+[ d1|d2|...|dr][E]+[ d1|d2|...|dL][a]
= E(yt |Y0,ε k,k≤ 0)
Le qualiﬁcatif déterministe désigne aussi bien le terme non stochastique (dépendant de a et A), que
stochastique (terme dépendant de E).




Sωj {λj (B)aj (B)ε}t
Chacune des composantes de y2,t est une marche aléatoire saisonnière construite à partir du processus
MA(2) θt = λj (B)aj (B)εt pour ωj / ∈ {0,π}, ou du bruit-blanc εt lorsque ωj ∈ {0,π}.
• La composante stationnaire ;
y3,t = Γ(B)εt
On a vu que cette composante est un bruit-blanc lorsque Hi n’est pas vériﬁée.
On suppose maintenant que Θ e s td el af o r m e( 7 )o u( 8 )a v e c0=ω1 ∈ Θ1.
On peut alors interpréter ce qui précède sous l’angle de la décomposition traditionnelle d’une série tem-
porelle suivant les composantes usuelles. Par exemple, sous H1
d :
• Tendance :
Tt = d1 [A]+d1 [E]+d1 [a]+S0 {(λ1,1a1)ε}t (64)
La tendance stochastique non-déterministe de cette composante a pour innovation (εt), à un facteur
multiplicatif près.
21• Composante saisonnière :
St =[d2|...|dr][A]+[ d2|...|dr][E]+[ d2|...|dL][a]
+
Pr
j=2 Sωj {λj (B)aj (B)ε}t
(65)
On note que cette composante s’écrit directement comme l’agrégation des harmoniques associées aux
fréquences saisonnières. Lorsque ωj 6= π, (εt) n’est pas en général l’innovation de (St):ceci résulte de
la présence du terme λj (B)aj (B) et des remarques (5) et (8).
On note que, même si Θ2 = ∅, la saisonnalité inclut des termes déterministes dont les coeﬃcients
sont fonctions des valeurs initiales Y0 du processus : ces valeurs initiales ont donc une inﬂuence forte
sur le proﬁl saisonnier de la série, notamment pour les premiers points. Par la suite, la composante
stochastique non-stationaire permet à ce proﬁl d’évoluer avec le temps.
• Composante transitoire :
Ct = y3,t
Les phénomènes irréguliers sont incorporés dans cette composante, que l’on nommera plus simplement
"cycle". Le terme ”cycle” signiﬁe précisément ”oscillations stationnaires”, sans qu’il n’y ait a priori
de régularités assimilables à un cycle dans y3. Si c’était le cas, ces régularités ”cycliques” seraient par
construction peu persistentes (une forte persistence étant synonyme de non-stationnarité). De même,
y3,t peut présenter des inﬂexions saisonnières, mais celles-ci sont nécessairement transitoires : une
modiﬁcation temporaire du comportement saisonnier qui n’aurait pas été préalablement modélisée à
l’aide de variables d’interventions3 adéquates pourrait produire une telle dynamique. On note enﬁn
que, comme précédemment, (εt) n’est pas en général (à un facteur multiplicatif près) l’innovation de
(y3,t). Il suﬃt de considérer la décomposition "tendance-cycle" réalisée sur la variable particulière (yt)
suivante, avec λ>0 :








4 ; pour λ assez petit, ces deux racines sont de module >1, et (εt)
est bien l’innovation de (yt).O ne ﬀectue ensuite la décomposition BN:
yt = y0 + C (1)
Pt
j=1 εj + λ
Pt
j=1 (1 − B)(1+2B)εt
= y0 + λ(1 + 2B)ε0 + C (1)
Pt
j=1 εj + λ(1 + 2B)εt
Le cycle Ct est donc :
Ct = λ(1 + 2B)εt
et (εt) n’est clairement pas l’innovation de (εt)
3Par exemple, un point aberrant avec amortissement saisonnier.
22Sous H2
d, seule l’expression de Tt diﬀère:
Tt =Td1 [A]+Td 1 [a]+d1 [A]+d1 [a]












La tendance stochastique se décompose alors en une composante ”lisse”, I(2), et une composante plus heurtée,
I(1). Les degrés de persistence de ces composantes résultent de η1,1 et η1,2. Dans ce cas, (εt) n’est pas en
général (à un facteur multiplicatif près) l’innovation de Tt, mais demeure l’innovation de chacune des deux
composantes I(1) et I(2).






















Cela signiﬁe que la composante saisonnière pour la fréquence ωj n’est pas plus "lisse" après l’extraction
de Ct, alors que les méthodes de désaisonnalisation par extraction du signal imposent au contraire cette
contrainte à des ﬁns d’identiﬁcation, avec pour conséquence que la composante irrégulière est de variance
maximale.
Notre décomposition possède en revanche la propriété suivante :
L’extraction de Ct conduit à des composantes de mémoire courte (après diﬀérenciation
appropriée), pour la tendance et la saisonnalité stochastique.
En eﬀet, une fois diﬀérenciées, ces composantes sont des bruits-blancs ou des moyenne mobiles d’ordre
un. On note que cette propriété n’est pas vraie en général pour les décompositions usuelles.
4 Propriétés de la décomposition
4.1 Le ﬁltre théorique
Nous nous plaçons pour simpliﬁer sous l’hypothèse H1
d. En omettant les termes déterministes, la tendance
stochastique est:
Tt = S0 {(λ1a1)ε}t
La composante saisonnière stochastique de fréquence ωj est:
Sj,t = Sωj {λj (B)aj (B)ε}t
La propriété suivante est immédiate, compte tenu de Hf et des développements précédents.
Lemme 11 L e sp r o c e s s u ss t a t i o n n a i r e(∆0Tt) et (∆πSr,t) lorsque π ∈ Θ1 ont une densité spectrale stricte-
ment positive en tout point ω ∈ [0,π]




lorsque ωj 6= π,c a raj (z) peut s’annuler
au point z = ±1. Mais il s’agit de cas isolés correspondant à des spéciﬁcations particulières de la dynamique
23de u∗
t. On a un résultat similaire pour la composante cyclique: à l’exception de cas particuliers, la densité
spectrale de (Ct) est non-nulle. Nous donnons maintenant un exemple d’un tel cas particulier dans lequel le
spectre de (Ct) s’annule.
Exemple 12
(1 − B)yt = ut pour t ≥ 1




εt, |θ| ≤ 1
On obtient immédiatement, pour t ≥ 1:
yt = y0 +( 1+θ)
t X
j=1
εj − θ(1 + B)εt + θ(1 + B)ε0
Donc





Ct = −θ(1 + B)εt
Le spectre de Ct s’annule en ω = π.
Ce résultat est à rapprocher du phénomène de surdiﬀérentiation rencontrée dans les procédures de ﬁl-
trage associées aux modèles à composantes inobservables ou au ﬁltre non-paramétrique résultant de la procé-
dure X12 (Maravall (1995)). La surdiﬀérentiation introduit des racines unitaires en moyenne mobile pour
les estimateurs optimaux théoriques des composantes, et a des conséquences sur la spéciﬁcation des mod-
èles admissibles pour ces séries. Le point important est que ces racines sont une conséquence directe des
racines unitaires non-stationnaires associées à chaque composante. À l’inverse, l’usage de décompositions de
Beveridge-Nelson permet d’éviter ces eﬀets indésirables.
Nous souhaitons maintenant interpréter ces composantes comme résultant d’une opération de ﬁltrage de
la série brute yt. Intuitivement, si ϕ1 (B) est déﬁni par (18), et y∗





' λ1a1ϕ1 (B)Ψ−1 (B)y∗
t
Introduisons le ﬁltre unilatéral:
Ξ1 (B)=λ1a1ϕ1 (B)Ψ−1 (B) (67)
On obtient alors:
Tt ' Ξ1 (B)y∗
t (68)
et par la même dérivation heuristique:
Sj,t ' Ξj (B)yt (69)
24avec
Ξj (B)=λj (B)aj (B)ϕj (B)Ψ−1 (B) (70)
Enﬁn, le cycle s’obtient par:
y3,t ' Γ(B)ϕ(B)Ψ−1 (B)y∗
t (71)
Ces écritures ne sont que des approximations car le processus yt n’est déﬁni que pour t ≥− d +1(voir




Lemme 13 Tt = λ1a1
Pt−1
k=0 bk {ϕ1 (B)y∗}t−k + Op (1)



























Pour n ≥ 2:









































k≥n |bk| = O
¡
n−2¢
d’après (6), donc :










n=1 bn−1 converge, donc le troisième terme de (72) est aussi un Op (1). Enﬁn, ϕ1 (B)y∗
−1 = Op (1).
¥




. Il s’écrit, en posant {ϕ1 (B)y∗}t =0pour t ≤ 0:
+∞ X
k=0
bk {ϕ1 (B)y∗}t−k = Ξ1 (B)y∗
t
Il est donc légitime d’étudier Ξ1 (B) pour décrire de manière synthétique le lien entre les composantes
non-stationnaires de yt et de Tt, au moins pour t assez grand. On a bien entendu un résultat similaire pour
les fréquences saisonnières.
Nous pouvons énoncer maintenant le résultat suivant, conséquence directe de (20), (51) et de la déﬁnition
de Ξj (B):








Les ﬁltres associés à la tendance et aux composantes saisonnières "conservent" donc le signal associé à
ces fréquences : la fonction de gain est égale à un en ces points, et il n’y a pas de déphasage à ces fréquences4.
Les autres fréquences non-stationnaires sont éliminées.
4.2 Paramètres identiﬁables
Il est bien connu qu’il existe une inﬁnité de décompositions d’une série temporelle entre tendance et cy-
cle. Plus précisément, les variances des innovations de chaque composante ne sont pas identiﬁables. En
particulier, la volatilité de la tendance (après diﬀérentiation) peut être ajustée à un niveau désiré a priori
(Quah (1989)). Pour dépasser ce problème d’identiﬁcation, il est nécessaire de rajouter des contraintes sur
la décomposition, ce qui se traduit en général par l’adjonction de conditions d’orthogonalité entre les com-
posantes : c’est le cas notamment pour les procédures d’extraction du signal (SEATS) et dans les modèles
de type "espaces-état". Dans notre modèle, les composantes sont naturellement corrélées entre elles. Nous
vériﬁons maintenant que la caractéristique de mémoire courte des composantes non-stationnaires vue plus
haut permet de caractériser certains paramètres de la décomposition.
Sous l’hypothèse H2
d,e te no m e t t a n tl e st e r m e sd é t e r m i n i s tes, la décomposition BN comprend :
• La tendance stochastique, globalement I(2):
TBN
t = q1S0 {ε}t + q2S2
0 {ε}t
avec q1,q 2 paramètres >0.
• La composante saisonnière stochastique de fréquence ωj:
SBN
j,t = Sωj {λj (B)aj (B)ε}t
4Il convient toutefois être prudent pour l’interprétation de cette dernière grandeur, dans la mesure où elle n’est correctement
déﬁnie que pour des variables stationnaires.
26Considérons une décomposition de yt semblable à la décomposition BN, c’est à dire de la forme:














, e θj (B) polynôme de degré 2, e θj (0) 6=1ap r i o r i
(Ct) stationnaire, strictement non déterministe, E(Ct)=0
(73)















t − Ct est stationnaire. Les variables apparaissant dans le membre de gauche sont a priori
non-stationnaires aux fréquences ω =0et ω = ωj respectivement, leur somme ne peut être stationnaire que
si elles sont elles mêmes de variance bornée (c’est à dire cointégrées faiblement, puisque la stationnarité n’est
















Ceci est vrai pour n’importe quelle décomposition concurrente, c’est à dire sans que (73) soit nécessairement
vériﬁée. Pour aller plus loin, on remarque maintenant que:































Cette relation et Hq impliquent l’existence de z
¡
e−iω¢





∆ωj (B)Ct = qCz(B)εt








Ct − qC e D(B)εt
o
=0
On note que (Ct) est supposé strictement non-déterministe d’espérance nulle, il en résulte:
Ct = qC e D(B)εt = qC ×
+∞ X
k=0
e dkεt−k avec d0 =1
5L’argument précis utilise la densité spectrale de Ct et la régularité de cette fonction au voisinage des points ωj.
27Notez que ce résultat n’implique pas que (qCεt) soit l’innovation de (Ct).
Puisque (74) peut être écrit également pour la représentation BN, on obtient, en vertu de l’unicité de la
représentation spectrale de ut,e ta v e cCBN
t = D(B)εt:


























































Par ailleurs, le calcul de la densité spectrale de (ut) à partir de (74) indique que la densité spectrale de







Mais ∆2Tt = q1∆εt + q2εt,d o n c :
f∆2T (ω)=
¯ ¯q1 + q2 − q1e−iω¯ ¯ ×
σ2
2π









Il en résulte que q2 est identiﬁable, et q2 = e q2
On peut simpliﬁer alors (75) par le facteur ∆0
¡
e−iω¢
; en ω =0 , on obtient immédiatement par continuité





























































en ±ω1 indique que
θ1(e−iω)−h θ1(e−iω)
∆ω1(e−iω) admet un prolonge-











Donc, θ1 −e θ1 ≡ ζ1∆ω1. Il en résulte alors:
SBN
1,t = S1,t + ζ1Sω1 {∆ω1εt}
puis:
CBN





















est de forme MA(∞) en εt, les coeﬃcients de cette décomposition étant (au





n’est pas identiquement nul, alors il est
strictement non-déterministe. Le membre de droite de (78) comportant des termes déterministes, on aboutit
à une contradiction. Donc Ct = CBN
t ,t o u sl e sζj sont nuls, et Sj,t = SBN
j,t .
Remarque 15 Si l’on ne fait pas d’hypothèse sur le degré de la moyenne mobile e θj, on obtient seulement,
en considérant la densité spectrale de ∆ωjSj,t en ωj, la contrainte:










2 ×| ∆0 (e−iωj)|
2
Il semble diﬃcile d’obtenir l’identiﬁcation de e θj sous des conditions plus faibles que (73).
4.3 Les relations entre variables
Nous nous plaçons dans le cadre d’estimations de relations économétriques entre plusieurs variables résultat
d’opérations de ﬁltrage comme envisagé par exemple par Sims (1974). On se limite dans ce travail à l’étude
des relations de cointégration entre plusieurs variables, en particulier la façon dont ces relations sont aﬀectées
par le passage de la série brute à ses diverses composantes.
Sous H1
d,l o r s q u eΘ1 = {0}, Li (1998) montre que l’usage de données préalablement ﬁltrées permet
d’améliorer les propriétés à distance ﬁnie des estimateurs de ces relations. Le ﬁltrage agit en eﬀet en
réduisant les ﬂuctuations associées au bruit entachant le signal tendanciel étudié. Nous étendons maintenant
ce résultat dans notre cadre d’analyse, en vériﬁant que que les relations de cointégration sont identiques pour
les séries ﬁltrés et les séries d’origine.
Supposons que l’on dispose de m séries y
(k)
t vériﬁant chacune H1
d, avec un ensemble de racines unitaires
spéciﬁques Θ
(k)









,ϕle polynôme PPCM des ϕ(k) et Θ1 = ∪m
k=1Θ
(k)
1 ; ϕ(B)yt est un vecteur de
variance bornée. On suppose en outre qu’il est stationnaire, autour d’un terme déterministe dt obtenu en
empilant les termes d
(k)
t associés à Θ
(k)




ϕ(B)yt = dt + ut
ut = C (B)εt
(εt) bruit blanc multivarié de variance Σ




= m − rθj avec 0 <r θj <m (79)
Pour simpliﬁer les développements, on suppose également que les valeurs initiales des variables, ainsi que les
composantes déterministes sont toute nulles::
dt = 0 et Y
(k)
0 = 0 (80)
D’après Gregoir (1994), il existe alors rθ relations de cointégration indépendantes à la fréquence θ,c ’ e s tà










t ∼ I(0) si θj ∈ {0,π} (81)





= rθj si θj ∈ ]0,π[
rk(α1)=rθj si θj ∈ {0,π} (82)
Les relations de cointégration sont de type polynômiale lorsque θj ∈ ]0,π[. De plus, (79) implique (Gregoir









Gregoir (1994) montre alors que si rθj = dθj, (82) décrit complètement l’espace de cointégration associé à la
fréquence θj, i.e, il n’y a pas de relations de cointégration polynômiale supplémentaire entre les y
(k)
t .
On eﬀectue la décomposition de Beveridge Nelson séparément sur chaque variable y
(k)










t si θj ∈ Θ
(k)









Proposition 16 Les relations de cointégration sont conservées pour les séries ﬁltrées:
a) (α1 + α2B)Sj,t ∼ I(0) si θj ∈ ]0,π[
b) αSj,t ∼ I(0) si θj ∈ {0,π}
Preuve : Supposons θj ∈ ]0,π[ .Lorsque θj ∈ Θ
(k)















≡ ϕj (B)∆j (B)
ς
(k)
j (B) contient les racines appartenant à Θ1\Θ
(k)






D’après le lemme 14 et (48), on obtient:
Ξ
(k)






j,t = ϕj (B)y
(k)





Lorsque θj / ∈ Θ
(k)
1 , ϕj (B)y
(k)
t est stationnaire, et l’on écrit:
0=ϕj (B)S
(k)
j,t = ϕj (B)y
(k)
t − ϕj (B)y
(k)
t
Dans les deux cas:
ϕj (B)S
(k)














stationnaire d’espérance nulle. Il résulte alors de (81):
ϕj (B){(α1 + α2B)Sj,t} ∼ I(0) (83)
Soit fS la matrice de pseudo-densité spectrale du processus d’espérance nulle (α1 + α2B)Sj,t,e tfI celle du








fs est donc bien déﬁn i ee tc o n t i n u ee nω = θj. Par ailleurs, on sait que fs (ω) est continue en tout point
ω 6= θj d’après la déﬁnition même de S
(k)
j,t . Donc, fs (ω) est continue en tout point de [0,π], donc intégrable.
Il en résulte que (α1 + α2B)Sj,t est stationnaire. La preuve pour θj ∈ {0,π} est similaire.
¥
5 Estimation théorique des composantes
5.1 Composantes déterministes non-stochastiques
Il s’agit d’estimer yd
1,t donné par:
yd
1,t =[ d1|d2|...|dr][A]+[ d1|d2|...|dL][a]
31Le terme ys
1,t =[ d1|d2|...|dr][E] n’est pas traité dans cette section. Supposons connu ϕ(B). On construit




ϕ(B)yt = dt pour t ≥ 1
yt = yt pour t =0 ,...,−d +1
(84)
Il est clair que yd
1,t = yt pour t ≥− d +1 . Il reste alors à isoler les composantes associées à chaque



















n→+∞ cj si ωj ∈ {0,π} (86)
On peut également isoler la composante [d1|d2|...|dL][a]:il suﬃtd ’ e ﬀectuer le calcul (84) avec les
valeurs initiales y




On obtient ensuite de la même façon que dans (85) les coeﬃcients déﬁnissant [dj][a] pour tout j. De cette
façon, l’impact des conditions initiales sur la dynamique de la série est clairement mesuré.
5.2 Composantes stochastiques
Nous distinguons deux modes opératoires pour l’estimation des composantes stochastiques. Dans le premier,
les calculs s’eﬀectuent directement à partir des innovations estimées b εt, ce qui autorise un traitement aussi
bien paramétrique que non-paramétrique de (ut). Dans le second, on développe l’approche historique de
Beveridge-Nelson : on se place alors dans l’approche paramétrique, et les composantes seront alors obtenues
à partir des prévisions de processus ﬁltrés construits à partir de yt. Bien entendu, les deux approches sont
équivalentes. Leur usage simultané peut être eﬀectué à des ﬁns de validation.
5.2.1 Calcul direct : approche paramétrique
1. Modélisation de (ut) sous forme ARMA.
2. Calcul direct pour t ≥ 1 des composantes stochastiques non déterministes de Tt et St, notés TND
t et SND
t
en utilisant (64) et (65) et les coeﬃcients estimés du modèle ARMA de (ut).
2. Estimation pour 1 ≤ t ≤ T de la composante cyclique augmentée des termes stochastiques déterministes
dj,t [E]:





3. Estimation de la régression de e Ct sur les variables déterministes {cos(ωjt),sin(ωjt)}1≤j≤r . On utilise
une correction semi-paramétrique du résidu pour tenir compte de la structure de corrélation de (Ct):
32celui-ci est modélisé sous la forme d’un AR(12) pour des données mensuelles, avec réduction de l’ordre
autorégressif par test de signiﬁcativité. L’estimation ﬁnale de la composante cyclique Ct est obtenue
par le résidu de cette régression; la part expliquée par le modèle permet par ailleurs d’estimer des
termes déterministes dj,t [E]
4. Estimation ﬁnale de Tt et St àp a r t i rd e1 ]e td e sdj,t [E] obtenus en 4].
5.2.2 Calcul direct : aproche semi-paramétrique
P l u t ô tq u ed es p é c i ﬁer complètement le modèle suivi par (ut), on se contente d’approximer la représentation
AR(∞) (5) par un modèle AR(p) dans l’étape 1] précédente. Le choix de l’ordre p s’eﬀectue par critère
d’information (AIC ou SBC, par exemple). Techniquement, les valeurs possibles de p appartiennent à un





Le choix de p est crucial, puisqu’il détermine le compromis entre variance et biais de l’approximation auto-
régressive (Bühlmann (1996), Kreiss (1988)). Une fois cette étape eﬀectuée, le modèle autorégressif est ﬁxé,
et la procédure décrite au § précédent s’applique à l’identique.
5.2.3 Calcul direct : approche non-paramétrique
A u c u n eh y p o t h è s en ’ e s ti m p o s é es u rl as t r u c t u r ed ec o r r é l a t i o nd e(ut). Seule l’étape 1] précédente doit être
modiﬁée. On lui substitue l’enchaînement suivant:
1b. Il s’agit de construire b εt et les coeﬃcients estimés b aj de la représentation de Wold de (u∗










































Partant d’un estimateur uniformément convergent de fu, b fu construit à partir des (b ut) (voir Brillinger,
1981)), on déﬁnit, avec ωl =
πj






log b fu (ωl)coskωl pour k =1 ,...,T (88)






Et ﬁnalement, pour j =1 ,...,T :




b bj = 1
T
PT






b bjb ut−j (90)
Remarque 17 I le s tp o s s i b l ed ed é ﬁnir par récurrence les estimateurs b an, b bn à partir de (88). En eﬀet,
comme Ψ ´ (z)=Ψ(z) ×
¡P∞
k=1 kdkzk−1¢







soit, a1 = c1,a 2 = c2 +
c2
1
2!,a 3 = c3 + c1c2 +
c3
1











¯ ¯1 − aeiω¯ ¯eikωdω = −π
ak
k
si k>0 et |a| ≤ 1
En notant ai les racines du polynôme φ
¡
z−1¢
, et bj celles de κ
¡
z−1¢













L’estimation paramétrique du modèle fournit alors immédiatement tous les b ck,p u i sl e sb an.










Il en résulte un estimateur de λj (B) par (50).
5.2.4 Calcul par prévisions
Ce calcul n’est intéressant que dans l’approche paramétrique ou semi-paramétrique de (ut). On déduit en eﬀet
simplement de l’estimation du modèle ARMA (ou AR) les prévisions à long-terme des Zj,t. Ces prévisions
permettent ensuite de construire les estimations des composantes. Cette approche semble plus simple que
la procédure proposée par Breitung et Gomez (1998) qui repose sur l’usage d’un modèle espace-état.
34Cas ω ∈ ]0,π[ Posons ξj,t = aj (B)εt.L o r s q u e aj (0) 6=0 , le processus stationnaire ainsi déﬁni est en
général une moyenne mobile d’ordre 1, dont nous écrirons la représentation sous la forme :
ξj,t = εj,t + θjεj,t−1




et |θj| ≤ 1. Le cas aj (B)=aj = Cste correspond au
paramétrage :
θj =0 ,ε j,t = ajεt
Lorsque cas aj (0) = 0,ξ j,t est un bruit blanc (égal à sa propre innovation), et l’on a simplement:
ξj,t = εj,t = aj (1)εt−1
On déﬁnit les sous-espaces fermés Zt =s p{Zt−k,k=0 ,...,t− 1} et6 Zε
t = Zt ∪ sp{ε−k,k≥ 0}.
D’après (41), pour t ≥ 1,Z j,t ∈ Zt et d’après (40) :
∆ωj (B)Zj,t = Ψ(B)ξj,t




t∈Z admet (εj,t) comme processus d’innovation, donc pour
t ≥ 1:
εj,t ∈ sp{θt−k,k≥ 0}
Mais, on a successivement:
sp{θt−k,k≥ 0}⊂ sp{Zj,t−k,0 ≤ k ≤ t − 1,θ k,k≤ 0}
⊂ sp{Zj,t−k,0 ≤ k ≤ t − 1,ε j,k,k≤ 0} car εj,t est l’innovation de θt
⊂ sp
©
Zj,t−k,0 ≤ k ≤ t − 1,ξj,k,k≤ 0
ª
car εj,t est l’innovation de ξj,t





De même, (37) se réécrit:
ϕ(B)Zt = ut = Ψ(B)εt pour t ≥ 1




On déﬁnit pour h ∈ Z, b Zj,t+h|t (resp.b Zε
j,t+h|t) comme la meilleure prévision au sens de l’erreur quadra-
tique moyenne de Zj,t+h sachant Zt (resp.Z
ε
t). Pour t suﬃsamment grand, ces deux prévisions sont proches.
6La barre verticale désigne l’adhérence au sens de la norme L2.
35Si h<0, b Zj,t+h|t = b Zε





, dont l’opérateur d’intégration associé est U−ωj (cf preuve du lemme
7).























Zj,t = Uωj {λj (B)aj (B)ε}t + γj,t − γj,0e−iωjt (95)
Considérons la prévision






Pour k ≥ 2,ε j,t+k ⊥ Z
ε





















λj (B)aj (B)=δ0,j + δ1,jB+δ2,jB2
D’après (94), en remarquant que :
• εt+k ⊥ Z
ε
t pour k ≥ 1
• γj,0 ∈ Z
ε
t
On obtient pour t ≥ 1, avec la notation Bb Zε







k=1 [λj (B)aj (B)εk]e−iωj[t+h−k]








j,t+h|t = Uωj {λj (B)aj (B)ε}t − γj,0e−iωjt
+(δ1,jεt + δ2,jεt−1)eiωj + δ2,jεte2iωj + Op
¡
h−q+1/2¢ (97)




j,t+h|t = U−ωj {λj (B)aj (B)ε}t − γj,0eiωjt
+(δ1,jεt + δ2,jεt−1)e−iωj + δ2,jεte−2iωj + Op
¡
h−q+1/2¢ (98)













δ2,j peut être évalué à partir de (23), (21) et (50) par:













On vériﬁee n s u i t ea i s é m e n tq u el et e r m edj,t [E] ﬁgurant dans (99) est identique au terme dj,t [E] de (58).
Cas ω = π ou ω =0sous H1











est le bruit-blanc (ajλjεt) et:
Sωj {ε}t+h =c o s( ωjh)Sωj {ε}t +
t+h X
k=t+1
εk cos{ωj (t + h − k)}
d’où, par (54) (les détails sont omis):
cos(ωjh) b Zε





Cas ω =0sous H2
d La composante I(1),Z 2
1t est traitée comme dans la section 5.2.4. Pour Z1








− μ1Ψ ´(1) {S0 (ε)t} + d1,t (E)+Td1,t (E)+μ1Ψ11 (B)εt
On notera ici plus simplement :
d1,t (E)+Td1,t (E)=λ0 + λ1t
avec λ0,λ 1 variables aléatoires dépendant de {εk,k≤ 0}.





0 (ε)t + hS0 (ε)t
ª














ξt,h = b Z1ε
1,t+h|t − h[ ∆0Z
1ε
1,t+h|t











Ensuite, considérons pour t ≥ 1 la série temporelle ρ
(h)
t = [ ∆0Z
1ε


















On obtient alors une estimation de la composante stochastique I(2) et du trend. De (104) et (105) résulte
ensuite une estimation pour t ≥ 1 de la composante I(1) et du terme constant, donnée par :
ξ
(1)
t,h = ξt,h − ξ
(2)
t,h (106)
Remarque 19 Les développements précédents ne sont utilisables en pratique que pour t assez grand, de
façon à pouvoir calculer les prévisions b Zε
j,t+h|t. Nous choisissons ainsi t ≥ tm =2 4 .
6M i s e e n œ u v r e
On dispose d’un échantillon (yt)−d+1≤t≤T . Il faut alors enchaîner les étapes ci-dessous.
6.1 Identiﬁcation de ϕ(B)
Θ étant déﬁni par (7) ou (8), il s’agit d’identiﬁer les racines unitaires présentes dans (yt), étape cruciale pour
le calcul ultérieur des composantes de la série. Nous supposerons que le choix entre les hypothèses H1
d et
H2
d ad é j àé t ée ﬀectué, c’est à dire que l’on sait déjà si la série est au moins intégrée d’ordre 1 à la fréquence
ω =0 . Typiquement, cette hypothèse sera supposée vériﬁée, comme souvent dans la littérature pour les
données macroéconomiques nominales : les tests de racine unitaire seront donc eﬀectués sur la variable en
diﬀérence première. Pour les données réelles, on travaillera en revanche sur le niveau de la variable, et
l’hypothèse H1
d sera privilégiée7.
Conformément aux recommandations de Hylleberg (1995), nous utiliserons conjointement le test proposé
par Hylleberg, Engle, Granger et Yoo (1990), dénommé " HEGY", et le test de Canova-Hansen (1993),
dénommé "CH". Chacun de ces tests permet d’identiﬁer la présence de composantes stochastiques non-
stationnaires parmi un ensemble de fréquences ωj ﬁxé. Les statistiques de test associées à chaque fréquence
sont de plus asymptotiquement in d é p e n d a n t e se n t r ee l l e s . L e sd i ﬀérences majeures entre les deux tests
résident dans le choix de l’hypothèse nulle (non-stationnaire en ωj pour HEGY, stationnaire en ωj pour
CH), et le traitement du résidu du modèle (paramétrique, par introduction de retards pour HEGY, non-
paramétrique, par estimation de la variance de long-terme pour CH).
7Rappelons que le point central de ce travail est l’identiﬁcation précise de la dynamique saisonnière.
38Pour le test HEGY, les douze "constantes" saisonnières dj,t [a] sont incluses dans la régression, et le
nombre de retards est sélectionné par minimisation d uc r i t è r ed eS c h w a r t z( B I C ) ,l en o m b r em a x i m u md e
retards autorisé étant pmax =1 5 . Pour le test CH, la matrice de long-terme, proportionnelle à la densité
spectrale en zéro, est estimée avec un noyau de Bartlett. Partant de Θ donné par (7) ou (8), selon la
périodicité de la série, et Θ2 = Θ\Θ1 , la méthodologie choisie est la suivante :
1. Eﬀectuer le test HEGY et identiﬁer les racines unitaires, c’est à dire ΘHEGY
1
2. Eﬀectuer le test CH et identiﬁer les racines unitaires, c’est à dire ΘCH
1
3. Les fréquences ωj ∈ e Θ1 = ΘHEGY
1 ∩ ΘCH
1 sont aﬀectées à Θ1.
4. Pour les fréquences ωj ∈ Θ pour lesquelles les résultats des deux tests sont discordants : la volatilité et
l’instabilité des séries étudiées nous conduit à privilégier l’hypothèse de non-stationnarité comme une
représentation parcimonieuse des ruptures de toute nature (tendance, comportement saisonnier). A ce
titre, nous privilégions le test HEGY construit sur l’hypothèse nulle de racine unitaire. Il en résulte la
démarche suivante :
• Eﬀectuer le test HEGY avec le modèle diﬀérencié selon les racines unitaires ﬁgurant dans ΘHEGY
1 ∩
ΘCH




1 ,ωj / ∈ ΘHEGY
1 ou ωj / ∈ ΘCH
1 ,ωj ∈ ΘHEGY
1










puis à eﬀectuer la régression:
e yt =
Pp


























1 dj,t [a]+e εt
On utilise la statistique de Fisher pour l’hypothèse Hj : αj = βj =0lorsque ωj / ∈ {0,π},e tl a
s t a t i s t i q u ed eS t u d e n ta s s o c i é eàαj lorsque ωj ∈ {0,π}.
Cette étape détermine Θ1 et Θ2, terminant ainsi l’analyse des racines unitaires.
• Tester par test de Student la signiﬁcativité des composantes déterministes associée à Θ2 dans le modèle
diﬀérencié selon les racines unitaires ﬁgurant dans Θ1 : cette étape termine l’analyse des composantes
















Là encore, p est déterminé sur la base du critère BIC.
L’introduction de racines unitaires permet une modélisation parcimonieuse des ruptures subies par la série
: changement de régime, saisonnalité évolutive. On s’attend donc à ce que le nombre de racines unitaires
pris en compte augmente avec la taille de l’échantillon traité, dans la mesure où les ruptures de toute sorte
sont très probables sur longue période. Pour des périodes plus courtes, les tests seront nécessairement
fragiles. Une amélioration de cette procédure consisterait à eﬀectuer un exercice de bootstrap, au moins
pour le test HEGY, suivant en cela les préconisations de Burridge et Taylor (2004). Nous proposons ici de
compléter le diagnostic économétrique par un outil graphique simple : il s’agit de représenter la trajectoire











examen visuel permet de vériﬁer si le résultat obtenu pour L = T (c’est à dire, la statistique sur l’échantillon
complet) est accidentel, ou est conﬁrmé par le comportement récent de la série. Rappelons qu’en l’absence
de racine unitaire, la statistique correspondante diverge vers +∞ : une relative stabilité de la statistique de
test en fonction de L pourrait ainsi donner plus de poids à l’acceptation de l’hypothèse nulle.
6.2 Estimation des composantes
On se place sous H1
d. Le traitement de H2
d recquiert l’opération supplémentaire décrite au § 5.2.4.
1a Approche paramétrique (ou semi paramétrique) :
a) Estimation du modèle (7) en imposant une structure paramétrique stationnaire de type SARMA
(ou AR), sans terme constant pour la variable (ut):
φ(B)ut = κ (B)εt (107)















pour t =1 ,...T ,a v e cc a0 le vecteur des coeﬃcients
estimés ﬁgurant dans dt.
c) Calcul de b Zj,t pour t =1 ,...T àp a r t i rd e sb ut
d)Il est possible d’inclure les eﬀets déterministes non-saisonniers ξt lors de cette phase d’estimation.
En supposant que ces eﬀets sont linéraires, fonction de K variables explicatives formant le vecteur κt :
ξt = κt ´ β
le modèle s’écrit symboliquement:










40et peut être estimé par maximum de vraisemblance.
Il en résulte ensuite:





1b. Approche non-paramétrique :
Par rapport à 1a], l’estimation du modèle (7) s’eﬀectue en eﬀectuant les corrections non-paramétriques
d’usage pour tenir compte de la structure de corrélation de (ut).I le nr é s u l t e :





La prise en compte des eﬀets déterministes ξt n’est pas envisagée ici.
2. Estimation des composantes déterministes non-stochastiques en appliquant les résultats du § 5.1 avec




: on obtient TD
t et SD
t pour t =1 ,...,T.
On détaille maintenant l’approche par prévision (5.2.4), l’estimation selon (5.2.3) ne nécessitant pas
de précisions supplémentaires.
3. Etant donné h = h∗ ﬁxé assez grand, et t ≥ tm : pour chaque t ≥ tm : calcul à partir de (b ut)t≥1 de la
prévision (estimée) b uε
j,t+h∗|t en imposant les coeﬃcients estimés b φ(B) et b κ (B) de l’étape 1].
4. Pour chaque composante Zj,t : calcul pour chaque valeur de t ≥ 1 des prévisions b Zε
j,t+h|t par la relation
de récurrence (pour h =0 ,1,...,h ∗):
∆ωj (B) b Zε
j,t+h|t = aj (B) b uε
j,t+h|t
On utilise les conditions "initiales":
b Zε
j,t+h|t = b Zj,t+h et b uε
j,t+h|t = b uj,t+h si h ≤ 0
5. Estimation de Ψ
¡
e−iωj¢
puis δ2,j à partir de 1] pour j =2 ,...,r.
6. Estimation pour tm ≤ t ≤ T de la composante stochastique de St par (99), (101) avec h = h∗ pour
j =2 ,...,r, en utilisant le résidu estimé b εt obtenu en 1].
7. Estimation pour tm ≤ t ≤ T de la composante stochastique de Tt par (101) avec h = h∗ pour j =1 .
8. Estimation pour 1 ≤ t ≤ tm − 1 des composantes stochastiquesde St et Tt directement à partir des b Zj,t,
ce qui revient à supposer que Ct =0pour ces dates.
9. Estimation ﬁnale de Tt et St à partir de 3], 7] et 8].
10. Estimation pour 1 ≤ t ≤ T de la composante cyclique (purement stochastique):
Ct = yt − Tt − St
417C o n c l u s i o n
Ce papier propose une méthode simple et cohérente de décomposition d’une série temporelle brute suiv-
ant les composantes traditionnelles, en identiﬁant le plus précisément possible la nature de la saisonnalité
(stochastique ou déterministe) présente dans la série. L’usage de la méthodologie inspiré de Beveridge et
Nelson présente l’avantage de réduire, en régime permanent, les révisions des composantes obtenues aux
seules révisions des données brutes, et, d’un point de vue économétrique, évite la propagation des racines
unitaires depuis la partie autorégressive, vers la moyenne mobile des composantes estimées.
Ce travail admet deux prolongements distincts. D’une part, il s’agirait d’examiner la pertinence des
indicateurs obtenus du point de vue de l’analyse économique : le papier de Lacroix (2008) poursuit cet
objectif en étudiant les propriétés de la décomposition proposée, puis en proposant une première étude de
cas sur deux indicateurs macroéconomiques.
D’autre part, il serait naturel de travailler dans un cadre multivarié plutôt qu’univarié. Ce deuxième
objectif peut être atteint de deux façons :
-e ne ﬀectuant au préalable la décomposition séparément pour plusieurs séries, puis en analysant conjoin-
tement certaines composantes. L’étude des composantes transitoires permet alors l’analyse de la synchro-
nisation des cycles entre variables. Dans un autre registre, les composantes stochastiques non-stationnaires
sont intéressantes dans l’optique de tests de cointégration dans la mesure où elles concentrent toute la vari-
abilité de la série à la fréquence concernée. L’estimation du nombre de relations de cointégration, ainsi que
des coeﬃcients associées pourrait s’avérer alors particulièrement eﬃciente.
- en se plaçant d’emblée dans le cadre multivarié pour eﬀectuer la décomposition entre composantes
non-stationnaires saisonnières et non-saisonnières, et composantes transitoires stationnaires. Il s’agit alors
d’identiﬁer les tendances communes pour chaque fréquence traitée. Cette analyse recquiert l’identiﬁcaton
précise des espaces de cointégration associés, en utilisant par exemple les résultats de Johansen et Schaumburg
(1999).
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