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Abstract—Orthogonal matching pursuit (OMP) is a greedy
algorithm widely used for the recovery of sparse signals from
compressed measurements. In this paper, we analyze the number
of iterations required for the OMP algorithm to perform exact
recovery of sparse signals. Our analysis shows that OMP can
accurately recover all K-sparse signals within ⌈2.8K⌉ iterations
when the measurement matrix satisfies a restricted isometry
property (RIP). Our result improves upon the recent result of
Zhang and also bridges the gap between Zhang’s result and the
fundamental limit of OMP at which exact recovery of K-sparse
signals cannot be uniformly guaranteed.
I. INTRODUCTION
Recently, there has been a growing interest in recovering
sparse signals from compressed measurements [1]–[8]. The
main goal of this task is to accurately estimate a high di-
mensional K-sparse vector x ∈ Rn (‖x‖0 ≤ K) from a
small number of linear measurements y ∈ Rm (m≪ n). The
relationship between the signal vector and the measurements
is given by
y = Φx, (1)
where Φ ∈ Rm×n is often called the measurement (sensing)
matrix. A key finding in the sparse recovery problem is
that one can recover the original vector x with far fewer
measurements than traditional approaches use, as long as
the signal to be recovered is sparse and the measurement
matrix roughly preserves the energy of the signal of interest.
Among many algorithms designed to recover the sparse signal,
orthogonal matching pursuit (OMP) algorithm has received
much attention for its competitive performance as well as
practical benefits, such as implementation simplicity and low
computational complexity [9], [10]. In essence, the OMP algo-
rithm estimates the input sparse vector x and its support (index
set of nonzero elements) in an iterative fashion, generating
a series of locally optimal updates fitting the measurement
data. Specifically, at each iteration the index of column that
is mostly correlated with the modified measurements (often
called residual) is chosen as a new element of the estimated
support set. The vestiges of columns in the estimated support
are then eliminated from the measurements, yielding a new
residual for the next iteration. See Table I for a detailed
description of the OMP algorithm.
TABLE I
THE OMP ALGORITHM
Input Φ, y, and maximum iteration number kmax.
Initialize iteration counter k = 0,
estimated support T 0 = ∅,
and residual vector r0 = y.
While k < kmax, do
k = k + 1.
Identify tk = argmax
i∈Ω\Tk−1
|〈φi, rk−1〉|.
Enlarge T k = T k−1 ∪ tk .
Estimate xˆk = argmin
u:supp(u)=Tk
‖y −Φu‖2.
Update rk = y −Φxˆk .
End
Output T k and xˆk .
Over the years, the OMP algorithm has long been consid-
ered as a heuristic algorithm hard to be analyzed. Recently,
however, much research has been devoted to discovering the
condition of OMP ensuring exact recovery of sparse signals. In
one direction, studies to identify the recovery condition using
probabilistic analyses have been proposed. Tropp and Gilbert
showed that when the measurement matrix Φ is generated
i.i.d. at random, and the measurement size is on the order of
K logn, OMP ensures the accurate recovery of every fixed
K-sparse signal with overwhelming probability [11]. Another
line of work is to characterize exact recovery conditions of
OMP using properties of measurement matrices, such as the
mutual incoherence property (MIP) and the restricted isometry
property (RIP) [13]. A measurement matrix Φ is said to satisfy
the RIP of order K if there exists a constant δ(Φ) ∈ (0, 1)
such that
(1− δ(Φ)) ‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ(Φ)) ‖x‖22 (2)
for any K-sparse vector x. In particular, the minimum of all
constants δ(Φ) satisfying (2) is called the restricted isometry
constant (RIC) and denoted by δK(Φ). In the sequel, we
use δK instead of δK(Φ) for brevity. In [14], Davenport and
Wakin showed that OMP ensures exact reconstruction of any
K-sparse signal under
δK+1 <
1
3
√
K
. (3)
Since then, many efforts have been made to improve this
2condition [15]–[19]. Recently, Mo has improved the condition
to [20]
δK+1 <
1√
K + 1
, (4)
which is in fact sharp since there exist measurement matrices
Φ with δK+1 = 1√K+1 , for which OMP fails to recover
the original K-sparse signal from its measurements in K
iterations [17], [20]. Therefore, in order to uniformly recover
all K-sparse signals in K iterations of OMP, the RIC should
at least be inversely proportional to
√
K.
While aforementioned studies of OMP have focused on the
scenario where the number of iterations is limited to the spar-
sity K , there have been recent works investigating the behavior
of OMP when it performs more than K iterations [21]–[24]
or when it chooses more than one index per iteration [25]–
[27]. Both in theoretical performance guarantees and empirical
simulations, these approaches provide better results and also
offers new insights into this seemingly simple-minded yet
clever algorithm. Livshitz showed that with proper choices
of α and β (α ∼ 2 · 105 and β ∼ 10−6), OMP accurately
reconstructs K-sparse signals in
⌊
αK1.2
⌋
iterations under [22]
δαK1.2 = βK
−0.2. (5)
Although the RIC decays slowly with K (when compared to
that in the results of [14]–[20]), and thus offers significant
benefits in the measurement size, it is not easy to enjoy
the benefits in practice, since it requires too many iterations.
Recently, it has been shown by Zhang that OMP recovers any
K-sparse signal with 30K iterations under [21]
δ31K <
1
3
. (6)
The significance of this result is that when running 30K iter-
ations, OMP can recover K-sparse signals accurately with the
RIC being an absolute constant independent of K , exhibiting
the reconstruction capability comparable to the state of the
art sparse recovery algorithms (e.g., Basis Pursuit [28] and
CoSaMP [4]). In the sequel, to distinguish the OMP algorithm
running ⌈cK⌉ (c > 1) iterations from the conventional OMP
algorithm running K iterations, we denote it as OMPcK .
In this paper, we go further to investigate how many
iterations of OMPcK would be enough to guarantee exact
recovery of sparse signals, given that the RIC is an absolute
constant. Note that running fewer number of iterations offers
many computational benefits in practice. Our main result,
described in Theorem 2, is that OMPcK accurately recovers
all K-sparse signals x from the measurements y = Φx if c
satisfies a condition expressed in terms of the RIC. The main
significance of this result is that as long as
c > 4 log 2 ≈ 2.8, (7)
there always exists an RIC, which is an absolute constant, such
that the underlying condition is fulfilled. This means that the
required number of iterations of OMP for exact recovery of
sparse signals can be as few as ⌈2.8K⌉.
It is well known that with overwhelming probability, random
matrices (e.g., random Gaussian, Bernoulli, and partial Fourier
matrices) satisfy the RIP when the number of measurements
scales nearly linearly with the sparsity K [13], [29]. In view of
this, our result implies that if a K-sparse signal is measured by
random matrices, it can be recovered with the nearly optimal
number of measurements via the OMP algorithm running only
⌈2.8K⌉ iterations.
We summarize notations used throughout this paper. Ω =
{1, 2, · · · , n}. T = supp(x) = {i|i ∈ Ω, xi 6= 0} is the set
of nonzero positions in x. For S ⊆ Ω, T \S is the set of all
elements contained in T but not in S. |S| is the cardinality
of S. If |S| 6= 0, xS ∈ R|S| is the restriction of the vector x
to those elements indexed by S. Similarly, ΦS ∈ Rm×|S| is a
submatrix of Φ that only contains columns indexed by S. If
ΦS has full column rank, Φ†S = (Φ′SΦS)−1Φ′S is the Moore-
Penrose pseudoinverse of ΦS where Φ′S is the transpose of
the matrix ΦS . PS = ΦSΦ†S is the projection onto span(ΦS)
(i.e., the span of columns in ΦS). In particular, if S = ∅, x∅ is
a 0-by-1 empty vector with ℓ2-norm ‖x∅‖2 = 0, Φ∅ is an m-
by-0 empty matrix, and Φ∅x∅ is an m-by-1 zero matrix [30].
II. EXACT RECOVERY OF SPARSE SIGNALS VIA OMP
Suppose ⌈cK⌉ (c > 1) is the number of iterations ensuring
selection of all support indices of the K-sparse signal x (i.e.,
T ⊆ T ⌈cK⌉). Then the estimated support set T ⌈cK⌉ may
contain indices not in T . Even in this situation, the final result
is unaffected and the original signal x is recovered accurately
(i.e., xˆ⌈cK⌉ = x) because
xˆ⌈cK⌉ = arg min
u:supp(u)=T ⌈cK⌉
‖y−Φu‖2
and
(xˆ⌈cK⌉)T ⌈cK⌉ = Φ
†
T ⌈cK⌉
y = Φ†
T ⌈cK⌉
ΦTxT
(a)
= Φ†
T ⌈cK⌉
ΦT ⌈cK⌉xT ⌈cK⌉
= xT ⌈cK⌉ , (8)
where (a) is from the fact that x is supported on T and hence
xT ⌈cK⌉\T = 0. This simple property allows us to investigate
OMP running more than K iterations. While running more
iterations than the sparsity level would be beneficial in ob-
taining better recovery bound, at the same time it induces
additional computational burden. In fact, since the dimension
of the matrix to be inverted increases by one per iteration (see
Table I), both the operation cost and running time increase
cubically with the number of iterations. Therefore, it is of
importance to investigate the lower bound for the number of
iterations ensuring accurate identification of the whole support
(i.e., the lower bound for c that ensures T ⊆ T ⌈cK⌉). Our result
is described in the following theorem.
Theorem 1: Let x ∈ Rn be any K-sparse signal supported
on T and Φ ∈ Rm×n be the measurement matrix. Further-
more, let Nk := |T \T k| be the number of remaining support
indices after k (0 ≤ k ≤ ⌈cK⌉) iterations of OMPcK . Then if
Φ obeys the RIP of order s := |T ∪ T k+⌊cNk⌋| and
c ≥ −4(1 + δ1)
1− δs log
(
1
2
− 1
2
√
δNk + δs
1 + δNk
)
, (9)
then OMPcK satisfies T ⊆ T k+⌈cNk⌉.
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Fig. 1. Comparison between the proposed bound and Zhang’s result [21].
The proof of Theorem 1 will be given in Section III. The key
point of Theorem 1 is that after performing k (0 ≤ k ≤ ⌈cK⌉)
iterations, OMPcK selects the remaining Nk support indices
within ⌈cNk⌉ additional iterations, as long as the condition
in (9) is fulfilled. In particular, when k = 0, Nk = |T \T k| =
|T \∅| = K and T ⊆ T ⌈cK⌉ holds true under
c ≥− 4(1 + δ1)
1− δ|T∪T ⌊cK⌋|
log

1
2
− 1
2
√
δK+ δ|T∪T ⌊cK⌋|
1 + δK

. (10)
Further, from monotonicity of the RIC (i.e., δK1 ≤ δK2 for
K1 ≤ K2), one can easily show that (10) is guaranteed by
c≥−4(1+ δ)
1− δ log
(
1
2
−
√
δ
2+2δ
)
where δ := δ⌊(c+1)K⌋. (11)
Hence, we obtain a simpler version of Theorem 1.
Theorem 2: Let x ∈ Rn be any K-sparse signal and let
Φ ∈ Rm×n be the measurement matrix satisfying the RIP of
order ⌊(c + 1)K⌋. Then if c satisfies (11), OMPcK perfectly
recovers the signal x from the measurements y = Φx.
In Fig. 1, we compare the lower bound of c in (11) with
the result of Zhang [21, Theorem 2.1]. In both cases, one
can observe that the lower bound of c increases with the RIC
monotonically. In particular, the lower bound c of this work
is uniformly smaller than that of [21] for the whole range of
RIC. For example, it requires 30K iterations to recover K-
sparse signals with δ31K = 13 in [21]. Whereas, it requires
only ⌈15.4K⌉ iterations in our new result.1
Another interesting point we observe from Fig. 1 is the
difference in the critical value of c such that δ⌊(s+1)K⌋ = 0.
In [21], the lower bound of c ensuring δ⌊(s+1)K⌋ > 0 is
c > 4 log 20 ≈ 12, (12)
while that in our work is
c > 4 log 2 ≈ 2.8. (13)
1From Fig. 1, the RIP condition associated with ⌈15.4K⌉ iterations is
δ⌊16.4K⌋ ≤
1
3
in our result, which is less restrictive than δ31K < 13 [21].
This means that if OMPcK runs at least ⌈2.8K⌉ iterations,
there always exists an absolute constant δ⌊(c+1)K⌋ ∈ (0, 1)
satisfying (11), and under this condition OMP performs the
exact recovery of all K-sparse signals. In fact, by applying
c = 2.8 to (11), we obtain the upper bound of the RIC as
δ⌈3.8K⌉ ≤ 2 · 10−5. (14)
Remark 1 (RIP condition): It is worth mentioning that the
value of c and the upper bound of the RIC are closely related.
In fact, we can obtain better (larger) RIC bounds by using
larger values of c. For example, when using c = 30 in
Theorem 2, we can obtain the upper bound of the RIC as
δ31K ≤ 1
2
, (15)
which is better (less restrictive) than the result δ31K < 13 [21].
Remark 2 (Why smaller c?): Running fewer number of it-
erations of OMPcK offers many benefits. Noting that the
number of indices chosen by OMPcK should not exceed the
number of measurements (i.e., ⌈cK⌉ ≤ m),2 a smaller value of
c directly leads to a wider range of sparsity K when m is fixed.
On the other hand, when K is fixed, running fewer number of
iterations is also beneficial since larger c may require larger
number of measurements. Furthermore, identifying a small
value of c is of importance for the noisy case because running
too many iterations will degrade the denoising performance of
the algorithm [31].
Remark 3 (Fundamental limit of c): While Theorem 2
demonstrates that OMPcK can uniformly recover all K-
sparse signals using at least ⌈2.8K⌉ iterations, it should be
noted that the number cannot be smaller or equal to K , given
that the RIC is an absolute constant. In fact, to ensure exact
recovery with the conventional OMP algorithm (i.e., OMPcK
with c = 1), the RIC should be at least inversely proportional
to
√
K [15], [16], which therefore places a fundamental
limit to the recovery performance of OMPcK . Our result
bridges the gap between the result of Zhang [21] and this
fundamental limit.
Remark 4 (Measurement size): It is well known that many
random measurement matrices satisfy the RIP with over-
whelming probability when the number of measurements
scales linearly with the sparsity. For example, a random
matrix Φ ∈ Rm×n with entries drawn i.i.d. from Gaussian
distribution N (0, 1m ) obeys the RIP with δK = ε ∈ (0, 1) with
overwhelming probability if m ≥ CK log nKε2 for some constant
C > 0 [13], [29]. Therefore, our result implies that with high
probability, OMPcK can recover K-sparse signals in ⌈2.8K⌉
iterations when the number of random Gaussian measurements
is on the order of K log nK . This is essentially an encouraging
result since by running slightly more than the sparsity level
K , OMPcK can accurately reconstruct all K-sparse signals
with the same order of measurements as required by the state
of the art sparse recovery algorithms (e.g., Basis Pursuit [28]
and CoSaMP [4]). This is in contrast to the conventional OMP
algorithm, for which the RIC should be at least inversely
2Otherwise the signal estimation step (i.e., the least squares (LS) projection)
in the OMP algorithm cannot be performed.
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Fig. 2. Illustration of sets T , T k , and Γk .
proportional to
√
K in order to ensure exact recovery of all
K-sparse signals [15], [16], and hence the required number of
measurements should be on the order of K2 log nK .
Remark 5 (Comparison with [24]): Our result is closely
related to the recent work of Livshitz and Temlyakov [24].
In their work, authors considered random sparse signals and
showed that with high probability, these signals can be re-
covered with ⌈(1 + ǫ)K⌉ iterations of OMPcK [24]. Our
result has two key distinctions over this work. Firstly, while
each nonzero component of sparse signals are upper bounded
in [24], our result does not impose any constraint on the
nonzero components of input signals. Secondly, and more
importantly, the analysis in [24] relies on the assumption that
K ≥ δ−1/22K , which essentially applies to the situation where
the sparsity K is nontrivial. In contrast, our analysis works
for input signals with arbitrary sparsity levels.
III. PROOF OF THEOREM 1
A. Preliminaries
For notational simplicity, we denote Γk = T \T k so that
Nk = |Γk|. Also, without loss of generality, we assume
that Γk = {1, · · · , Nk} and that nonzero elements in xΓk
are arranged in descending order of their magnitudes (i.e.,
|x1| ≥ · · · ≥ |xNk |). Now, we define the subset of Γk as
Γkτ =


∅ τ = 0,
{1, 2, · · · , 2τ − 1} τ = 1, 2, · · · , ⌊log2Nk⌋,
Γk τ = ⌊log2Nk⌋+ 1.
(16)
See Fig. 2 for the illustration of Γkτ . Notice that the last set
Γk⌊log2 Nk⌋+1 (= Γ
k) may have less than 2⌊log2 Nk⌋+1 − 1
elements. For example, if Γk = {1, 2, · · · , 10}, then Γk0 = ∅,
Γk1 = {1}, Γk2 = {1, 2, 3}, Γk3 = {1, · · · , 7}, and Γk4 =
{1, 2, · · · , 10} has less than 24 − 1 (= 15) elements.
For given set Γk and constant σ > 1, let L ∈
{1, · · · , ⌊log2Nk⌋+ 1} be the minimum integer satisfying
‖xΓk\Γk0 ‖22 < σ‖xΓk\Γk1 ‖22, (17a)
‖xΓk\Γk1 ‖
2
2 < σ‖xΓk\Γk2 ‖
2
2, (17b)
.
.
.
‖xΓk\Γk
L−2
‖22 < σ‖xΓk\Γk
L−1
‖22, (17c)
‖xΓk\Γk
L−1
‖22 ≥ σ‖xΓk\Γk
L
‖22. (17d)
Moreover, if (17d) holds true for all L ≥ 1, then we simply
take L = 1 and ignore (17a)–(17c). We remark that L always
exists because ‖xΓk\Γk
⌊log2 N
k⌋+1
‖22 = 0 so that (17d) holds
true at least for L = ⌊log2Nk⌋+ 1.
B. Main Idea
The proof of Theorem 1 is based on mathematical induction
in Nk, the number of remaining support indices after k
iterations of OMPcK . First, we check the case where Nk = 0.
This case is trivial since it implies that all support indices have
already been selected (T ⊆ T k) so that no more iteration is
needed. Then, we assume that the argument holds up to an
integer γ−1 (γ ≥ 1). In other words, we assume that whenever
Nk ≤ γ − 1, it requires at most ⌈cNk⌉ additional iterations
to select all remaining indices in T . Under this inductive
assumption, we will show that if Nk = γ, it also requires
at most ⌈cγ⌉ additional iterations to select the remaining γ
indices in T (i.e., T ⊆ T k+⌈cγ⌉).
We now proceed to the proof of the induction step (Nk = γ).
• First, we show that after a specified number of additional
iterations, a substantial amount of indices in Γk can be
chosen, and the number of remaining support indices is
upper bounded. More precisely, we show that OMPcK
chooses at least 2L−1 support indices of Γk in
k′ := ⌈c2L−1⌉ − 1 (18)
additional iterations (where L is defined in (17a)–(17d))
so that the number of remaining support indices (after
k + k′ iterations) satisfies
Nk+k
′ ≤ γ − 2L−1. (19)
• Second, since (19) directly implies Nk+k′ ≤ γ − 1,
by induction hypothesis it requires at most ⌈cNk+k′⌉
additional iterations to choose the rest of support indices.
In summary, the total number of iterations of OMPcK to
choose all support indices is no more than
k+k′+⌈cNk+k′⌉
(a)
≤ k + k′ + ⌈c(γ − 2L−1)⌉
(b)
= k+(⌈c2L−1⌉−1)+⌈c(γ−2L−1)⌉
(c)
≤ k + ⌈cγ⌉, (20)
where (a) is from (19), (b) follows from (18), and (c)
holds true because ⌈a⌉+ ⌈b⌉ − 1 ≤ ⌈a+ b⌉.
Therefore, we can conclude that all support indices are
chosen in k+⌈cγ⌉ iterations of OMPcK (T ⊆ T k+⌈cγ⌉), which
establishes the induction step. An illustration of the induction
step is given in Fig. 3. Now, what remains is the proof of (19).
5support indicesK
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Fig. 3. Illustration of the induction step when Nk = γ.
C. Sketch of Proof for (19)
Before we proceed, we explain the key idea to prove
this claim. Instead of proving (19) directly, we show that a
sufficient condition of (19) is true. That is,
‖xΓk+k′ ‖22 < ‖xΓk\ΓkL−1‖
2
2. (21)
We first explain why (21) is a sufficient condition of (19).
Consider xΓk+k′ and xΓk\ΓkL−1 , which are two truncated vec-
tors of xΓk . From the definition of Γkτ in (16), we have ΓkL−1 =
{1, 2, · · · , 2L−1 − 1} and |Γk\ΓkL−1| = |{2L−1, · · · , γ}| =
γ− 2L−1+1. Thus, we can obtain an alternative form of (19)
as Nk+k
′ ≤ |Γk\ΓkL−1| − 1. Equivalently,
Nk+k
′
< |Γk\ΓkL−1|. (22)
Further, since |xi|, i = 1, 2, · · · , γ, are arranged in descending
order of their magnitudes (i.e., |x1| ≥ · · · ≥ |xγ |), xΓk\Γk
L−1
=
(x2L−1 , · · · , xγ)′ consists of γ − 2L−1 + 1 smallest elements
(in magnitude) of xΓk . Then it is easy to see that (21) ensures
(22), and thus (21) becomes a sufficient condition of (19).
Now, what remains is the proof of (21). To the end, we
build an upper bound for ‖xΓk+k′‖22 and a lower bound for
‖xΓk\Γk
L−1
‖22, and then relate them to get a condition for (21).
Proposition 1: We have
‖xΓk+k′ ‖22 ≤
‖rk+k′‖22
1− δ|T∪Tk+⌊cγ⌋|
, (23)
‖xΓk\Γk
L−1
‖22 >
σ(1 − ση)‖rk+k′‖22
(1 + δγ)(1 − η) , (24)
where η := exp
(
− c(1−δ|T∪Tk+⌊cγ⌋|)4(1+δ1)
)
.
The proof is left to Appendix A. From Proposition 1, it is
clear that (21) holds true whenever
1
1− δ|T∪Tk+⌊cγ⌋|
≤ σ(1 − ση)
(1 + δγ)(1 − η) . (25)
Noting that σ(1 − ση) = 1η (−(ση − 12 )2 + 14 ), by choosing
ση = 12 we have σ(1 − ση) = 14η , and hence (25) becomes
4η(1− η)(1 + δγ) ≤ 1− δ|T∪Tk+⌊cγ⌋|. (26)
Equivalently,
c≥−4(1+δ1)
1− δs log
(
1
2
−1
2
√
δγ+δs
1 + δγ
)
where s :=|T∪T k+⌊cγ⌋|.
Thus completes the proof.
IV. CONCLUSION
In this paper, we have investigated the recovery performance
of OMP when the number of iterations exceeds the sparsity
K of input signals. We have established a lower bound on
the number of iterations of OMP, expressed in terms of RIC,
that guarantees the exact recovery of sparse signals. Our result
demonstrates that OMP can accurately recover any K-sparse
signal in ⌈2.8K⌉ iterations with the RIC being an absolute
constant. This result bridges the gap between the recent result
of [21] and the fundamental limit of the OMP algorithm at
which exact sparse recovery cannot be uniformly ensured.
Considering that a large number of iterations leads to a high
computational complexity and also imposes a strict limitation
on the sparsity level (K ≤ mc ), the reduction on the number of
iterations offers computational benefits as well as relaxations
in the measurement size and the sparsity range of underlying
signals to be recovered.
APPENDIX A
PROOF OF PROPOSITION 1
A. Upper bound for ‖xΓk+k′‖22
Since rk+k′ = y −Φxˆk+k′ = Φ(x− xˆk+k′ ),
‖rk+k′‖22
(a)
≥ (1− δ|T∪Tk+k′ |)‖x− xˆk+k
′‖22
(b)
≥ (1− δ|T∪Tk+k′ |)‖xΓk+k′ ‖22
(c)
≥ (1− δ|T∪Tk+⌊cγ⌋|)‖xΓk+k′ ‖22, (A.1)
where (a) is from the RIP, (b) is due to ‖x − xˆk+k′‖22 ≥
‖xT\Tk+k′ ‖22 = ‖xΓk+k′ ‖22, and (c) is because
k+k′
(d)
= k+⌈c2L−1⌉−1
(e)
≤ k+⌈cγ⌉−1 ≤ k+⌊cγ⌋, (A.2)
where (d) is from (18) and (e) is because 2L−1 ≤ γ.
B. Lower bound for ‖xΓk\Γk
L−1
‖22
Compared to the upper bound analysis, the lower bound
analysis requires a little more effort. The following lemmas
will be used in our analysis.
Lemma A1: The residual rk satisfies
‖rk‖22 ≤ (1 + δNk)‖xΓk‖22. (A.3)
Proof: From Table I, the residual of OMP can be ex-
pressed as rk = y −Φxˆk = y − PTky. Since rk⊥PTky,
‖rk‖22 = ‖y‖22 − ‖PTky‖22
(a)
≤ ‖y‖22 − ‖PTk∩Ty‖22
(b)
= ‖y− PTk∩Ty‖22, (A.4)
where (a) is due to (T k ∩ T ) ⊆ T k so that span(ΦTk) ⊇
span(ΦTk∩T ) and ‖PTky‖22 ≥ |PTk∩Ty‖22 and (b) is be-
cause (y − PTk∩Ty)⊥PTk∩Ty. Noting that PTk∩Ty is the
projection of y onto span(ΦTk∩T ), we have
‖y− PTk∩Ty‖22 = min
u:supp(u)=Tk∩T
‖y −Φu‖22
≤ ‖y −ΦTk∩TxTk∩T ‖22 = ‖ΦΓkxΓk‖22
≤ (1 + δNk)‖xΓk‖22,
6where the last inequality is from the RIP (|Γk| = Nk).
This, together with (A.4), establishes the lemma.
The second lemma provides a lower bound for ‖rl‖22 −
‖rl+1‖22 in the (l + 1)-th (l ≥ k) iteration of OMP.
Lemma A2: For given integer l ≥ k, we have
‖rl‖22−‖rl+1‖22 ≥
1− δ|Γkτ∪T l|
(1 + δ1)|Γkτ |
(‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22) ,
(A.5)
where τ = 1, · · · , ⌊log2Nk⌋+ 1.
Proof: The proof consists of two parts. First, we show
that the residual power difference of OMP satisfies
‖rl‖22 − ‖rl+1‖22 ≥
‖Φ′rl‖2∞
1 + δ1
. (A.6)
Second, we show that
‖Φ′rl‖2∞ ≥
1− δ|Γkτ∪T l|
|Γkτ |
(‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22) .
(A.7)
The lemma is established by combining (A.6) and (A.7).
1) Proof of (A.6): Observe that the residual of OMP satisfies
rl − rl+1 = (y − PT ly) − (y − PT l+1y)
(a)
= (PT l+1 − PT l+1PT l)y
= PT l+1(y − PT ly) = PT l+1rl, (A.8)
where (a) is because span(ΦT l) ⊆ span(ΦT l+1) so that
PT ly = PT l+1PT ly. Recalling that tl+1 is the index chosen
at the (l + 1)-th iteration and T l+1 = T l ∪ tl+1, we have
span(ΦT l+1) ⊇ span(φtl+1), and hence
‖rl − rl+1‖22 = ‖PT l+1rl‖22 ≥ ‖Ptl+1rl‖22.
Further, noting that ‖rl − rl+1‖22 = ‖rl‖22 − ‖rl+1‖22 and that
Ptl+1 = P ′tl+1 = (φ†tl+1)′φ′tl+1 , we have
‖rl‖22 − ‖rl+1‖22 ≥ ‖Ptl+1rl‖22 = ‖(φ†tl+1)′φ′tl+1rl‖22
(a)
= (φ′tl+1r
l)2‖φ†
tl+1
‖22
(b)
≥ (φ
′
tl+1r
l)2‖φ†
tl+1
φtl+1‖22
‖φtl+1‖22
(c)
≥ (φ
′
tl+1r
l)2
1 + δ1
=
‖Φ′rl‖2∞
1 + δ1
, (A.9)
where (a) is because φ′tl+1rl is a scalar, (b) is from the norm
inequality, and (c) is due to the RIP.
2) Proof of (A.7): First, let w ∈ Rn be the vector such that
wS =
{
xS S = T ∩ T k ∪ Γkτ ,
0 S = Ω\(T ∩ T k ∪ Γkτ ),
(A.10)
where τ ∈ {1, 2, · · · , ⌊log2Nk⌋ + 1}. An illustration of
supp(w) is provided in Fig. 4. Then, by noting that
supp(Φ′rl) = Ω\T l, we have
〈Φ′rl,w〉 = 〈(Φ′rl)Ω\T l ,wΩ\T l〉
(a)
≤ ‖(Φ′rl)Ω\T l‖∞‖wΩ\T l‖1
(b)
≤
√
|Ω\T l| ‖Φ′rl‖∞‖wΩ\T l‖2
(c)
≤
√
|Γkτ | ‖Φ′rl‖∞‖wΩ\T l‖2, (A.11)
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Fig. 4. Illustration of supp(w).
where (a) is from Ho¨lder’s inequality, (b) follows from the
norm inequality (‖u‖1 ≤
√‖u‖0‖u‖2), and (c) is be-
cause some indices in Γkτ may be identified in iterations
k + 1, · · · , l so that |Ω\T l| ≤ |Γkτ |. Since supp(xˆl) = T l
and supp(Φ′rl) = Ω\T l, it is clear that 〈Φ′rl, xˆl〉 = 0 and
〈Φ′rl,w〉 = 〈Φ′rl,w− xˆl〉. Thus, (A.11) can be rewritten as
‖Φ′rl‖∞ ≥ 〈Φ
′rl,w〉√|Γkτ | ‖wΩ\T l‖2 =
〈Φ′rl,w− xˆl〉√|Γkτ | ‖wΩ\T l‖2 . (A.12)
Next, we build a lower bound for 〈Φ′rl,w− xˆl〉. Note that
2〈Φ′rl,w − xˆl〉 = 2〈Φ(w − xˆl), rl〉
= ‖Φ(w − xˆl)‖22 + ‖rl‖22 − ‖rl −Φ(w − xˆl)‖22
(a)
= ‖Φ(w − xˆl)‖22 + ‖rl‖22 − ‖Φ(x−w)‖22
= ‖Φ(w − xˆl)‖22 + ‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22, (A.13)
where (a) holds because rl +Φxˆl = y = Φx. When ‖rl‖22 −
‖ΦΓk\ΓkτxΓk\Γkτ ‖22 ≥ 0,3 using a2+ b2 ≥ 2ab in (A.13) yields
〈Φ′rl,w−xˆl〉 ≥ ‖Φ(w−xˆl)‖2
√
‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22.
Moreover, since supp(w−xˆl) = (T∩T k∪Γkτ )∪T l ⊆ Γkτ∪T l,
‖Φ(w− xˆl)‖2
(a)
≥
√
1− δ|Γkτ∪T l| ‖w− xˆl‖2
≥
√
1− δ|Γkτ∪T l| ‖(w− xˆl)Ω\T l‖2
(b)
=
√
1− δ|Γkτ∪T l| ‖wΩ\T l‖2, (A.14)
where (a) is from the RIP and (b) is uses (xˆl)Ω\T l = 0. Hence,
〈Φ′rl,w− xˆl〉 ≥ ‖wΩ\T l‖2
×
√
(1− δ|Γkτ∪T l|)(‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22).(A.15)
Finally, plugging (A.15) into (A.12), we obtain (A.7).
The consequence of Lemma A2 is the following lemma,
which is crucial for proving the lower bound for ‖xΓk\Γk
L−1
‖22.
Lemma A3: For any integer l′ ≥ l ≥ k and τ ∈
{1, · · · , ⌊log2Nk⌋+ 1}, the residual of OMP satisfies
‖rl′‖22−‖ΦΓk\ΓkτxΓk\Γkτ ‖22≤Cτ,l,l′
(‖rl‖22−‖ΦΓk\ΓkτxΓk\Γkτ ‖22)
3We only need to consider ‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖
2
2 ≥ 0 because if
‖rl‖22−‖ΦΓk\Γkτ
xΓk\Γkτ
‖22 < 0, (A.7) holds trivially since ‖Φ′rl‖2∞ ≥ 0.
7where Cτ,l,l′ = exp
(
− (1−δ|Γkτ∪Tl′−1|)(l
′−l)
(1+δ1)|Γkτ |
)
.
Proof: Using a ≥ 1− e−a with a = 1−δ|Γkτ∪Tl|(1+δ1)|Γkτ | , we have
1− δ|Γkτ∪T l|
(1 + δ1)|Γkτ |
≥ 1− exp
(
−1− δ|Γkτ∪T l|
(1 + δ1)|Γkτ |
)
> 0. (A.16)
Then, we can rewrite (A.5) in Lemma A2 as4
‖rl‖22 − ‖rl+1‖22 ≥
(
1− exp
(
−1− δ|Γkτ∪T l|
(1 + δ1)|Γkτ |
))
× (‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22) . (A.17)
Subtracting both sides of (A.17) by ‖rl‖22−‖ΦT\ΓkτxT\Γkτ ‖22,
we have
‖rl+1‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22 ≤ exp
(
−1− δ|Γkτ∪T l|
(1 + δ1)|Γkτ |
)
× (‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22), (A.18)
and thus
‖rl+2‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22 ≤ exp
(
−1− δ|Γkτ∪T l+1|
(1 + δ1)|Γkτ |
)
× (‖rl+1‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22), (A.19)
.
.
.
‖rl′‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22 ≤ exp
(
−1− δ|Γkτ∪T l
′−1|
(1 + δ1)|Γkτ |
)
× ‖rl′−1‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22). (A.20)
From (A.18)–(A.20), we have
‖rl′‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22
≤
l′−1∏
i=l
exp
(
−1− δ|Γkτ∪T i|
(1 + δ1)|Γkτ |
)
(‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22)
≤ Cτ,l,l′(‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖22),
where Cτ,l,l′ = exp
(
− (1−δ|Γkτ∪Tl′−1|)(l
′−l)
(1+δ1)|Γkτ |
)
.
Now, we are ready to identify the lower bound for
‖xΓk\Γk
L−1
‖22. First, let k0 = k and ki = k+
∑i
τ=1
⌈
c
4 |Γkτ |
⌉
for
i = 1, · · · , L, where Γkτ and L are defined in (16) and (17a)–
(17d), respectively. Then, by applying Lemma A3 with l′ = ki
and l = ki−1, i = 1, · · · , L, we have
‖rki‖22 − ‖ΦΓk\Γki xΓk\Γki ‖
2
2
≤ Ci,ki−1,ki(‖rki−1‖22 − ‖ΦΓk\Γk
i
xΓk\Γk
i
‖22), (A.21)
where Ci,ki−1,ki = exp
(
−
(1−δ
|Γk
i
∪Tki−1|
)(ki−ki−1)
(1+δ1)|Γki |
)
.
We next build an upper bound for the constant Ci,ki−1,ki
in (A.21). Since ki−ki−1|Γki | =
⌈ c
4
|Γki |⌉
|Γki |
≥ c4 for i = 1, 2, · · · , L,
and also noting that ki− 1 ≤ kL, we can rewrite Ci,ki−1,ki as
Ci,ki−1,ki ≤ exp
(
−c(1− δ|T∪TkL |)
4(1 + δ1)
)
, (A.22)
4Note that ‖rl‖22 − ‖rl+1‖22 ≥ 0 due to orthogonal projection at each
iteration of OMP. When ‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖
2
2 ≥ 0, (A.17) directly
follows from (A.5) and (A.16). When ‖rl‖22 − ‖ΦΓk\ΓkτxΓk\Γkτ ‖
2
2 < 0,
(A.17) holds trivially because in this case its right-hand side is negative.
where we have used monotonicity of the RIC (|Γki ∪T ki−1| ≤
|Γk ∪ T ki−1| ≤ |T ∪ T kL | for i = 1, · · · , L).
Further, we find an upper bound for kL in (A.22). Recalling
from (16) that |Γkτ | ≤ 2τ − 1 for τ = 1, 2, · · · , L, we have
kL = k +
L∑
τ=1
⌈ c
4
|Γkτ |
⌉
≤ k +
L∑
τ=1
⌈ c
4
(2τ − 1)
⌉
. (A.23)
Since (9) directly implies that c ≥ 4 log 2 ≥ 2 under the RIP
assumption in Theorem 1, one can show that (see Appendix B)
L∑
τ=1
⌈ c
4
(2τ − 1)
⌉
≤ ⌈c2L−1⌉ − 1, (A.24)
Hence, (A.23) becomes
kL ≤ k + ⌈c2L−1⌉ − 1 = k + k′
(a)
≤ k + ⌊cγ⌋, (A.25)
where (a) is from (A.2). This, together with (A.22), implies
Ci,ki−1,ki ≤ exp
(
−c(1− δ|T∪Tk+⌊cγ⌋|)
4(1 + δ1)
)
. (A.26)
Now we can construct an upper bound for
‖rki‖22 using (A.21) and (A.26). By denoting
η := exp
(
− c(1−δ|T∪Tk+⌊cγ⌋|)4(1+δ1)
)
, we rewrite (A.21) as
‖rki‖22 ≤ η‖rki−1‖22+(1−η)‖ΦΓk\Γki xΓk\Γki ‖
2
2, i = 1, · · · , L.
Some additional manipulations yield the following result,
‖rkL‖22
≤ ηL‖rk‖22 + (1 − η)
L∑
τ=1
ηL−τ‖ΦΓk\ΓkτxΓk\Γkτ ‖22
(a)
≤ ηL‖rk‖22 + (1 − η)(1 + δγ)
L∑
τ=1
ηL−τ‖xΓk\Γkτ ‖22
(b)
≤
(
ηL‖xΓk\Γk0‖22 + (1 − η)
L∑
τ=1
ηL−τ‖xΓk\Γkτ ‖22
)
(1 + δγ)
(c)
≤
(
(ση)L + (1− η)
L∑
τ=1
(ση)L−τ
)
(1 + δγ)‖xΓk\Γk
L−1
‖22
σ
(d)
<
(
(1−η)
∞∑
τ=L
(ση)τ+ (1−η)
L−1∑
τ=0
(ση)τ
)
(1+δγ)‖xΓk\Γk
L−1
‖22
σ
=
(1 + δγ)(1 − η)‖xΓk\Γk
L−1
‖22
σ(1 − ση) , (A.27)
where (a) is due to the RIP (|Γk\Γkτ | ≤ |Γk| = γ for
τ = 1, · · · , L), (b) is from Lemma A1 (‖rk‖22 ≤ (1 +
δNk)‖xΓk‖22 = (1 + δγ)‖xΓk\Γk0 ‖22), (c) follows from
‖xΓk\Γkτ ‖22 ≤ σL−1−τ‖xΓk\ΓkL−1‖
2
2, τ = 0, 1, · · · , L,
which is a direct consequence of (17a)–(17d), and (d) is
because σ > 1 and η < 1 so that (ση)L < 1−η1−ση · (ση)L =
(1− η)∑∞τ=L(ση)τ when 0 < ση < 1.
Finally, since kL ≤ k + k′ by (A.25), and also noting that
the residual power of OMP is always non-increasing, we have
‖rk+k′‖22 ≤ ‖rkL‖22 ≤
(1 + δγ)(1− η)‖xΓk\Γk
L−1
‖22
σ(1 − ση) ,
which is the desired result.
8APPENDIX B
PROOF OF (A.24)
Proof: We prove (A.24) by mathematical induction on L.
First, when L = 1, (A.24) becomes ⌈ c4⌉ ≤ ⌈c⌉ − 1, which is
simply true since c ≥ 2. Next, we assume that (A.24) holds
up to an integer ℓ so that
∑ℓ
τ=1
⌈
c
4 (2
τ − 1)⌉ ≤ ⌈c2ℓ−1⌉− 1.
Then if L = ℓ+ 1,
ℓ+1∑
τ=1
⌈ c
4
(2τ − 1)
⌉
≤ ⌈c2ℓ−1⌉− 1 + ⌈ c
4
(2ℓ+1 − 1)
⌉
(a)
≤ ⌈c2ℓ−1⌉+ ⌈c2ℓ−1 − 1
2
⌉
− 1
(b)
≤ ⌈c2ℓ⌉− 1, (B.1)
where (a) is because c ≥ 2 and (b) uses Hermite’s identity [32]
(⌈ax⌉ = ⌈x⌉ + ⌈x − 1a⌉ · · · + ⌈x − a−1a ⌉ with a = 2 and
x = c2ℓ−1), which completes the proof.
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