P
ervasive computing and AI have always struck me as a match made in heaven. The notion that technology will fade into the background of our lives necessarily requires understanding and anticipating our needs, which requires some level of AI.
BrIngIng AI to PErvASIvE ComPutIng
The maker community has recently rolled out kits to bring these two areas of computer science together. Two notable examples are the TJBot and the Zooids.
TJBot is a DIY kit for creating a cardboard robot with Watson inside. Inside TJBot is a Raspberry Pi with a camera, microphone, speaker, and LED light with easy connection to Watson services. The TJBot kit provides three starter recipes. The first is a sentiment analysis that changes the color of TJBot's LED based on the emotional sentiment of a particular topic on Twitter. The second lets you use your voice to control TJBot. The third lets you have a conversation with TJBot. This open source project is available on GitHub. Directions for printing your very own TJBot, as well as the initial recipes and recipes contributed by the community, are available at https://ibmtjbot.github.io.
Zooids are small, ant-like robots with little wheels, a touch sensor, gyros, and an optical sensor on top to monitor instructions from a projector overhead. Zooids work cooperatively, in a swarm, to accomplish things like moving your phone closer to you or coming out of a mouse hole in the wall at night to tidy up while you sleep (I like this one the best but it's still just a vision). Like TJBot, Zooids software is available on GitHub, and the authors invite interested community members to try them out. You can find the software at https://github. com/ShapeLab/SwarmUI. Interestingly, both of these maker projects are exploring fundamental questions about human-computer interaction. TJBot is looking to understand how humans will (want to) interact with cognitive objects, especially using voice commands. Zooids are exploring how humans might exploit swarm-based user interfaces consisting of small, tangible robots working in concert with one another and a human.
Both of these projects also leverage internal AI capabilities-either explicitly or implicitly. These kits highlight that our industry is on the cusp of fundamental changes in the way we will interact with technology. It is the premier publishing forum for peer-reviewed articles, industry news, surveys, and tutorials for a broad, multidisciplinary community.
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From the Editor in Chief
Editor in Chief: Maria R. Ebling n IBM T.J. Watson Research Center n ebling@us.ibm.com I'm sorry to announce that Anind Dey will be stepping down as Associate Editorin-Chief. His expertise and leadership in the area of human-computer interaction, especially in context-aware computing, will be missed. We thank him for his many years of service to IEEE Pervasive Computing.
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from community submissions. Please read through it and consider submitting material for future issues.
Our second new department, Human Augmentation, is led by Albrecht Schmidt. In this department, Schmidt plans to discuss technologies designed to augment the human intellect, including cognition and perception. In this issue, he argues that the ongoing technical revolution is the modern equivalent of the industrial revolution. He explains how today's technologies enhance our cognitive abilities much the way technologies of the industrial revolution enhanced our physical abilities. This department will help us understand the societal implications of pervasive computing and IoT.
In our Smartphones department, Rajalakshmi Nandakumar and Shyamnath Gollakota discuss the prototype system they built, demonstrating some compelling use cases for active sonar implementations on smartphones. They describe two major use cases. First, they built and studied a system that detects sleep disorders using active sonar on a smartphone. What makes this compelling is that you no longer have to attach all kinds of wires to the patient using white goo in their hair! Second, they built a system that follows human gestures from the phone, even when the phone is in your pocket. Imagine being able to use gestures to control your phone without having to dig it out of your pocket! I found the article fascinating and seemingly right out of a science fiction novel.
In our Pervasive Health department, Kay Connelly, Oscar Mayora, Jesus Favela, Maia Jacobs, Aleksandar Matic, Chris Nugent, and Stefan Wagner report on the outcomes of a set of discussions held at the Future of Pervasive Health Workshop. During this workshop, they identified five major themes: technological challenges and opportunities, adoption and adherence of pervasive health solutions, open data for pervasive health, pervasive health methods and ethical issues, and the road to education on pervasive health. I found the summary of the discussion very interesting, especially the need for open data and a formal curriculum.
Finally, our Notes from the Community department highlights some really interesting technologies. As someone who has experienced physical therapy, including for repetitive strain injuries of the arms, I found the skintillates temporary From the editor in ChieF tattoos particularly intriguing. The potential of this technology for use in physical therapy seems enormous! My physical therapist could see the potential in helping change people's habits, especially when they sit in front of a keyboard. We also have three feature articles this issue, starting with "A Survey of Diet Monitoring Technology," by Haik Kalantarian, Nabil Alshurafa, and Majid Sarrafzadeh. This article provides a deepdive analysis of different technologies available for monitoring eating behaviors. These technologies range from manual tracking, to acoustic monitoring, to gesture recognition, to instrumented objects, to visual approaches, to sensors attached to the skin. The authors also performed a survey designed to measure user acceptance of these technologies. This article provides a thorough review of the many ways to do automated tracking of eating behaviors.
The next article is "Semi-Automated Tracking: A Balanced Approach for Self-Monitoring Applications," by Eun Kyoung Choe, Saeed Abdullah, Mashfiqui Rabbi, Edison Thomaz, Daniel A. Epstein, Felicia Cordeiro, Matthew Kay, Gregory D. Abowd, Tanzeem Choudhury, James Fogarty, Bongshin Lee, Mark Matthews, and Julie A. Kientz. The authors make the case for semi-automated tracking of health behaviors. Semi-automated tracking balances the convenience of automated tracking with the awareness of manual tracking. The authors define semiautomated tracking and walk readers through its characteristics, contrasting the strengths and weaknesses with those of both manual and automated tracking. They then examine three important design considerations, and give examples of semi-automated tracking of food, mood, and sleep to demonstrate these ideas. Semi-automated tracking strikes me as a promising compromise between fully automated and fully manual tracking approaches.
Finally, in "Region Formation for Efficient Offline Location Prediction," Ian Craig and Mark Whitty explore the use of regions to make predictions about users' destinations. The authors recognize the importance of location predictions as well as the challenges faced in making such predictions on mobile devices, including power consumption, privacy, and data sparsity. To overcome these challenges, they propose dividing the geographic area into regions that uniquely differentiate users' paths. This approach addresses the power consumption problem because updates are needed much less frequently. It addresses the privacy problem because the user's exact location within the region is unimportant. It addresses the data sparsity problem by reducing the overall state space. Although this approach shows promise, more research is needed before it is applied in "the real world."
T he ability to bring AI together with pervasive computing will help us to create more compelling user experiences in the years to come. As we move forward, I anticipate these two fields coming together more and more, in applications from health, to drones, to smarter cities. 
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