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Abstract 
This paper summarizes the hazards of high temperature extremes in the built environment and considers the challenges of 
managing risk with uncertainty of prediction of the magnitude and frequency of events.  The application of extreme value 
statistics on a typical time series of temperature data has provided some insight into the observed and predicted variability.  Using 
a long temperature time series as an example it is shown that return periods and the increased risk associated with  climate 
change can be interpolated from the analysis.  Considering the chaotic nature of cities, their  rapid growth and a warming climate, 
it is suggested that  cities could be made more resilient  to heat waves if governments were be better able to appropriately allocate 
resources to manage the hazard.   
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1. The statistics of extremes 
The statistics of extremes has a long and colourful history, much of it rooted in industry.  One of the earliest 
statistical treatment of time series’, Poisson law of small numbers, provides a reasonably good estimates of the 
average rate of infrequent events [Poisson and Schnuse, 1837].  For example, the distribution has been used to 
describe the number of Prussian officers killed by horse kicks [Von Bortkewitsch, 1898], the decay of radioactive 
material [Birnbaum, 1954] and crime rates [Sampson et al.  , 1997].   It is therefore recognised that in discussion, 
analysis or engineering of extremes a special set of statistical tool for accurate analysis is required Coles [2001].  
Since data of extremes are, by definition, scant, considerable care is taken to fit statistical models to extrapolate the 
frequency and severity of events.  This modelling, although far from ideal, is the most scientific way to provide an 
accurate and realistic assessment of extremes and most importantly, the errors and therefore uncertainty, associated 
with estimating.    
 14 he Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
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2. The extreme value distribution 
The analysis discussed in this work follows Fisher and Tippett [1928], who derived the limiting forms for the 
distribution of maxima from independent data.  Weibull [1938] expanded these forms further by applying these 
distributions in engineering studies.  Leadbetter et al.  [1983] de- scribed extensions of the theory of extremes to 
non-independent series.  Following Gumbel [1958], the distributions of maxima from a parent populations and 
random processes can be estimated by assuming that X1, .  .  .  , Xn  are independent random variables, all with 
distribution function F .  Let Mn  represent their maximum (or extremes ), which has distribution function F n(x).  
Since 0 < F (x) < 1 at interesting values of x, we see that F n(x)  0 at such values: the distribution of Mn  becomes 
more and more concentrated at the largest value possible for X , and no limiting form for the distribution of Mn  
exists.  If on the other hand we re–centre and scale Mn, we can enquire whether there is a limiting distribution for Yn 
= (Mn − an)/bn  for some suitable values of an and bn.   This amounts to asking whether we can choose an and bn so 
that Fn(an + bnx) tends to a non-degenerate limit, or equivalently whether the random variable Y = limn Yn can 
be non-degenerate.  The answer to this question is that if a limit G exists, it must be the generalized extreme-value 
distribution (GEV): 
 
where the range of y is (−, ) if κ = 0, (−, υ + α/κ) if κ > 0, and (υ + α/κ, ) if κ < 0.  With κ > 0, the size of Y 
is bounded above, and as κ decreases, large values of Y become increasingly likely relative to smaller ones.   
At this point it is useful taking a look at the data used as an illustrative example of temperature readings.  The top 
panel of Figure 1 shows a two–year section of the daily high temperature data from Oxford.  The middle panel 
shows the largest six maxima per year for these two years of data.   The lower panel shows the annual maximum ten 
extremes for a much longer period, 1881–1993.   
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Figure 1 Top panel: Daily maximum temperatures from Radcliffe Observatory, Oxford for1961–2.  Middle panel: largest 6 values per year.   
Note how several extremes are clustered.  Bottom panel: The ten largest observations per year for 1881–1993.   
The data in Figure 1in many ways is typical of extreme values.  The top panel shows “noisy” (i.  e.  high variability) 
data with a strong seasonal cycle.  It’s easy enough to spot the extremes in this two–year sections (the middle panel 
in the figure), but much more difficult to see any trends or pattern in the extremes in the lower panel, a much longer 
(112 years) time series.   
3. Temperatures extremes 
Understandably, it is the choice of how the statistical model is fitted to the data that will determine the usefulness of 
extreme statistics.  The method of maximum likelihood is the best alternative.   In this example, a situation is 
proposed where the parameter υ changes from year to year, based on an assumption of climate change.  According 
to the linear regression formula, υj = β0 + β1j, υj is the location parameter for the maximum in year j.  The log 
likelihood is easily obtained for this model, and the parameters β0, β1, α and κ can be estimated simply by 
maximizing it.  By contrast, most other methods of estimation could only be applied in an ad hoc way.   The basic 
quantity required is the log likelihood: 
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for a random sample y1, .  .  .  , yn from the generalised extreme value distribution.  It is straight- forward to program 
and maximise this, thereby obtaining parameter estimates; their estimated covariances are obtained by inverting the 
matrix of second derivatives of  l.  This establishes a reliable and balanced method for fitting a model to a set of 
extreme values.   For risk calculations, we consider a threshold extreme event, X > xc, where xc is some critical 
value.  This could be, for example, some extreme temperature that poses significant risk.  The probability that the 
value xc is exceeded is:  
 
If the climate is stationary and a single observation is taken once a year from independent data with a normal 
distribution with mean 0 and variance 1, for instance, the value xc = 2.33 would be exceeded on average once every 
100 years.  The probability that the event x > xc occurs first in year n is 
 
provided events in successive years are independent.  In this example, the probability that the value 2.33 is first 
exceeded in year 50 is 0.006.  The return period of the event is defined as the expected waiting time between two 
occurrences of it, i.e.:   
 
In this simple example, the value xc = 2.33 has a return period T = 1/0.01 = 100 years.   Statistical risk is defined as 
the cumulative probability of occurrence of an extreme, or the probability that the extreme event will have occurred 
at least once within a given time period.    
Thus the risk of the event above is:  
 
where t is the time period over which R is considered and p is the probability of an extreme occurring as defined in 
(3).  Continuing with the same example, R for a 20 year period of an event of magnitude 2.33 is taken from (6) to be 
R = 0.18.  Design criteria for the return period can then be established based on acceptable risk and the time span of 
the project.  The return period of an event can be calculated using the relation:  
 
where the risk R is 0 < R < 1, and t is the design time period.  This is the essential statistical value that is needed for 
engineering and planning.   
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4. Trends in extremes 
The statistics described in the preceding sections are ideal for characterising the extremes in a stable climate.  But 
are these statistics still valid in a changing climate? Are they still useful, realistic and believable? These and other 
questions are now addressed in the exploration of synthetic and real temperature data which provide insight into the 
utility of the statistics of extremes in a changing environment.  This is the so-called moving target problem 
compounded by the noisy nature of extremes (i.e.  highly variable) that makes it hard to estimate trends or to predict 
their probability of occurrence.   
Using synthetic data is a great way to explore how changes in the trend (or other characteristics) can be detected 
using statistical tests.  In this case we use synthetic normal data generated using a random number generator and 
apply them to Equations (4), (5) and (6) to calculate the probability of an extreme event, the return period and the 
risk.  We start by calculating the critical values xc corresponding to a specified return period.  One thousand sets of 
100 independent N (0, 1) variables are generated, and used to estimate the values xc for given return levels.  As there 
are 100,000 independent variables, the 2000-year return level may be estimated by the 50th from the top of the 
sample, and so forth.  This xc is then used to estimate the risk associated with a 100-year period.  These risks are 
shown as the points at the left-hand ends of the lines in Figure 3, for 2000-, 1000-, 500-, 200- and 50-year return 
levels.   
The goal is to assess the likely changes in these risks in conditions of climatic change.  This is done as follows.  To 
each series of 100 observations we add a trend of β units per 100 yrs. and find the empirical probability that each of 
the original xc has been exceeded, thereby obtaining the true return period and corresponding estimated risk 
associated with a nominal return-level when there is a trend of β units/100 yrs.  Any biases associated with using 
simulations should be small, as 1000 series are used.   
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Figure 2 Return period and risk versus rate of change of the mean of the parent distribution.  The five lines represent a ‘no change’ risk associated 
with an event with return periods of 2000 (labelled ‘a’), 1000 (‘b’), 500 (‘c’), 200 (‘d’) and 50 (‘e’) years.   The left scale shows risk and the right 
scale return period.   
The results of this experiment are shown in Figure 2.  The lowest line is associated with an event with a ‘no trend’ 
return period of 2000 years.  When the true trend is 1.25 standard deviation units per century, the original point A 
moves to A’, where the return level is about 180 years and the risk correspondingly increased to about 0.4.  A 
similar pattern shows for other ‘no trend’ return levels and their risks.  At least from a statistical point of view, it is 
not unlikely that very rare events could become much more frequent, considering the variability of extremes in the 
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historical temperature data.   
 
 shows the risk analysis (left) and return level plot (right) for Oxford summer temperature JJA temperature extremes.  
The risk analysis plot was constructed using simulated data as outlined above.  The return level plot displays real 
data plotted as return period (years) versus return level (◦C).   
 
 
Figure 3   Risk analysis (left) and return level plot (right) for Oxford June, July and August (JJA) extreme values.  The left–most dashed vertical 
line marked ‘a’ is the observed trend in JJA for Oxford.  The vertical line in the centre of the plot, ‘b’ indicates a summer trend of 3◦C/100 yrs.  
Their intersection with the three curved lines shows the changed risk of an extreme occurring under these trends.  The vertical lines in the return 
level plot show return periods of 2, 5, 10, 50, 100, 1000 and 10,000 years.  The 100-, 1000- and 10,000-year return period lines are labelled ‘c’, 
‘d’ and ‘e’ on the risk analysis plot.  The points in the right panel are the annual maxima.   
The solid curved line, following the data points and continuing beyond the limits of observation, is the prediction 
curve obtained from the fitted GEV model.  The broken lines above and below this demark pointwise 95% 
confidence limits for the fitted GEV model.  The intersection of the three rightmost vertical dotted lines with the 
curved GEV prediction line gives the predicted maximum temperatures for return periods of 100, 1000 and 10,000 
years.  The error lines, demarking the 95% confidence interval, are above and below the GEV prediction curve, and 
that for 100 years has a span of approximately ±1.5◦C.  This interval grows larger as the extrapolation is conducted 
for longer return periods.  At 1000 years, the confidence interval has a span of approximately ±2.5◦C.  Estimates of 
the maximum extremes to be reached once every 10,000 years (assuming a stationary climate) would have to be 
accepted with an error of ±3◦C.  Considering the size of these errors, it would not be possible to distinguish between 
a 100,000 year return event and 10,000 year event with any degree of certainty.  Temperature events with shorter 
return periods are read directly from the return level plot along with GEV standard errors.  The five-year extreme 
event is 31.5◦C, the ten-year extreme event is 32.5◦C, and the fifty-year level is 34.3◦C.   
The three curved lines in the left panel of figure represent the risk for events with return periods of 100, 1000 and 
10,000 years and are plotted against the change in average temperature.  The corresponding return levels can be read 
from the return level plot and are 34.8±1.2, 36.0±1.6 and 36.9 ± 2.6 ◦C respectively.   
One important outcome of this analysis is that it is impossible to distinguish the 1000 and 10,000 year extremes 
because of the large standard errors and overlapping confidence intervals.  This statistical fact has a significant 
impact on how the risk of extreme temperatures has on hazard preparation and planning and on engineering urban 
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systems for the future.   
The observed trend of temperatures at Oxford is only about 14% of the trend predicted by some of the best–guess 
GCM modelling experiments, and this obvious overestimation in the rate of warming of Europe is currently being 
addressed by the modelling community.  With such uncertainty in the estimates of future warming it is better to 
predict the risk using observed data, with some allowances made for rapid changes on short timescales.   
If it is assumed, for example, that the mean temperature will change at a rate of 0.5/100 yrs.  (in S.D.  units) then the 
risk for a 10,000 year extreme event would increase by about 0.01- a small change in risk.  The risk associated with 
the extreme event with a return period of 1000 years is shown by the middle curved line in the risk analysis plot.  
The ‘no trend’ risk in a stationary climate, the extreme event with a return period of 1000 years and at Oxford a 
level of 39◦C, has 5% risk for a given 100-year period.   
The increase in risk due to changing climate is large for this moderately rare event, with an increase of 
approximately 0.01.  The increase in risk expected for an event with a 100 year return period is of the same order, 
from 0.7 to 0.8.   
These explorations demonstrate the usefulness of using extreme statistics, most notably in the manner in the size of 
the errors associated with temperature trends 
5. Assessing the impact of uncertainty of frequency and magnitude of heat waves  
Management is required in both pre– and post–disaster phases so that adequate resources are al- located to hazard 
prediction, establishing and enforcing the correct building codes, ensuring that critical utilities and services have 
redundancy built in and action plans in place.  But, as mentioned previously, there is a wide variations in the 
capability of different authorities to mitigate and defend against natural hazards.  In response to the changing risk of 
temperature extremes, a set of management systems are required to ensure that a well–engineered built environment 
is achieved that is safe, clean and sustainable and with a sophisticated and comprehensive manage ment of urban 
[Pickett et al., 2001], industrial [den Hond, 2000] and natural ecology.  Although a truly self–contained ecotopia 
[Callenbach, 1975] is probably not realisable [Blassingame, 1998], cities have the potential to provide a setting for 
inhabitation that minimise energy use and despoiling while maximising the benefits of conglomeration.  Considering 
how many of us live in cities and how the trend towards urbanisation is accelerating globally, it is worth considering 
how our ecotopia would manage in a changing climate that may bring about increased frequency of extreme events 
[McCarthy, 2001] and, in particular, how we would engineer protection against hazards such as temperature 
extremes and other threats [Brönnimann, 2008].  Table 1 contains a list of the elements required for a 
comprehensive system to manage heat wave hazards.    
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Table 1 Contains a description of the main elements of the municipal management of the built environment that will be affected by increases in 
the frequency and severity of temperature extremes (or heat waves).  The rightmost column contains responses required by civil authorities in 
light of increased risk of heat waves.    
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