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Isoperimetry and heat kernel decay on percolation
clusters
Pierre MATHIEU∗, Elisabeth REMY†
Short title: Isoperimetry on percolation clusters.
Abstract: we prove that the heat kernel on the infinite Bernoulli percolation cluster
in Zd almost surely decays faster than t−d/2. We also derive estimates on the
mixing time for the random walk confined to a finite box. Our approach is based
on local isoperimetric inequalities. Some of the results of this paper were previously
announced in the note [11].
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1 Introduction
We deal separately with 2D site percolation and bond percolation in any dimension.
1.1 Site percolation in 2D
Let ω be the random sub-graph of Z2 obtained by keeping (resp. deleting) a point
with probability p (resp. 1 − p), independently for different points of Z2. Call Q
the law of ω. Points belonging to ω are called open. Two neighbouring points of ω
form an open edge. Let C denote the open cluster of the origin, i.e. the connected
component of ω containing 0, and define
pc = sup{p ; Q[#C = +∞] = 0} .
For a given choice of ω, we shall consider the usual randomwalk on C, say (Xt, t ≥ 0):
the random walker waits for an exponential time of parameter 1 and then chooses,
uniformly at random, one of its neighbors in Z2, say y. If y belongs to C (the edge
leading to y is open), then the walker moves to y; otherwise it stays still. Thus
Xt defines a Markov chain on C which is reversible with respect to the counting
measure on C.
Theorem 1.1 For any p > pc, there exists a constant c1 = c1(p) such that Q a.s.
on the set #C = +∞, and for large enough t, we have
sup
y∈C
Pω0 [Xt = y] ≤
c1
t
. (1)
1.2 Bond percolation in Zd
Let ω be the random sub-graph of Zd obtained by keeping (resp. deleting) an
edge with probability p (resp. 1 − p) independently for each bond. More pre-
cisely, for x, y ∈ Zd, we write: x ∼ y if x and y are neighbors in Zd, and
∗CMI, 39 rue Joliot-Curie, 13013 Marseille, FRANCE, pierre.mathieu@cmi.univ-mrs.fr
†IML, campus de Luminy, 13009 Marseille, FRANCE, remy@iml.univ-mrs.fr
1
Ed = {(x, y) ∈ Zd × Zd , x ∼ y}. We identify a sub-graph of Zd with an appli-
cation ω : Ed → {0, 1}, writing ω(x, y) = 1 if the edge (x, y) is present in ω and
writing ω(x, y) = 0 otherwise. Edges in Ed will be called open. Let Q be the prob-
ability measure on {0, 1}Ed under which the random variables (ω(e), e ∈ Ed) are
Bernouilli(p) independent variables. As before, let pc = sup{p ; Q[#C = +∞] = 0}
be the critical probability.
For a given sub-graph ω, let C denote the open cluster at the origin, i.e. C is
the connected component of ω that contains 0. We still use the notation Xt to
denote the random walk on C: the random walker waits for an exponential time
of parameter 1 and then chooses, uniformly at random, one of its neighbors in Zd,
say y. If ω(x, y) = 1, then the walker moves to y; otherwise it stays still. Thus
Xt defines a Markov chain on C which is reversible with respect to the counting
measure on C. Let Pωx be the law of the chain (Xt, t ≥ 0) when started at point x.
Theorem 1.2 For any dimension d ≥ 2, for any p > pc, there exists a constant
c1 = c1(p, d) such that, Q a.s. on the set #C = +∞, and for large enough t, we
have
sup
y∈C
Pω0 [Xt = y] ≤
c1
td/2
. (2)
Remarks:
• it is known that Xt satisfies a central limit theorem, see [5]. Our estimate (2)
cannot be directly deduced from the C.L.T.
• when d ≥ 3, Theorem 1.2 implies that the walk is transient. This result was
first proved in [7].
• we comment a little on the lower bound for the kernel of Xt in Appendix D.
• D. Heicklen and C. Hoffman [8] also obtained upper estimates for Pω0 [Xt = y]
using a different method than ours but they missed the correct limit behaviour
by a logarithmic factor.
1.3 Isoperimetric inequalities
It is known that the large time behaviour of a Markov chain on a graph is related
to the geometry at infinity of the graph. For instance, isoperimetric inequalities or
Nash inequalities imply estimates on the heat kernel decay, i.e. upper bounds on
supx,y Px[Xt = y] (cf. Coulhon [4] or Pittet and Saloff-Coste [12]).
We also use isoperimetric inequalities here, but, as we consider non-regular
graphs such as percolation clusters, the classical approaches do not directly ap-
ply. In particular, since a percolation cluster contains, with probability one, an
arbitrarily long linear piece, it is easy to see that
Q.a.s., as t tends to +∞,
sup
x,y∈C
Pωx [Xt = y] = O(t
−1/2) . (3)
In the note [11], we sketched the proof of Theorems 1.1 and 1.2 using local
isoperimetric inequalities. Our proof here will be slightly different. Instead of
estimating the decay of the kernel of the random walk X killed when leaving a
big box, as in the note, we shall rather estimate the probability transitions of the
random walk restricted to a finite box. The computation becomes a little heavier
but we obtain estimates on the mixing time for the walk confined to a box that
have their own interest.
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Let us define Cn to be the connected component of C ∩ [−n, n]d that contains
the origin. Note that, by this definition, a point is in Cn if and only if it belongs to
C and can be reached from the origin by an open path contained in [−n, n]d.
Let ε > d and define the isoperimetric constant
Iε(Cn) = inf
A⊂Cn ,#A≤#Cn2
#(∂CnA)
(#A)
ε−1
ε
,
where ∂CnA is the boundary of the set A in Cn, i.e. the set of nearest neighbor
points x ∈ Cn and y ∈ Cn such that ω(x, y) = 1 and with either x ∈ A and y 6∈ A
or x 6∈ A and y ∈ A. In Sections 2 and 3, we prove that:
under the assumptions of Theorem 1.1 or 1.2, for some constant β that depends
only on p and d, Q.a.s. on the set #C = +∞, for large enough n, one has the
inequality:
Iε(n)(Cn) ≥ β
n1−
d
ε(n)
, (4)
where ε(n) = d+ 2 d log lognlogn .
1.4 The random walk on a finite box
Let (Xnt , t ≥ 0) be the random walkX restricted to the set Cn. The definition ofXn
is the same as for X except that jumps outside Cn are now forbidden: the random
walker waits for an exponential time of parameter 1 and then chooses, uniformly
at random, one of its neighbors in Zd, say y. If ω(x, y) = 1 and y ∈ Cn, then the
walker moves to y; otherwise it stays still. Thus Xnt defines a Markov chain on Cn
which is reversible with respect to the counting measure on Cn.
It follows from general considerations on finite Markov chains, see Saloff-Coste
[13], that the isoperimetric inequality (4) yields different estimates on the kernel of
Xn. Indeed (4) implies the following Nash inequality:
under the assumptions of Theorem 1.1 or 1.2, there exists a constant β such
that Q a.s. on the set #C = +∞, ∃n0(ω) and ∀n ≥ n0(ω),
Var(g)1+
2
ε(n) ≤ 8
β2
n2(1−
d
ε(n)
) En(g, g) ‖g‖4/ε(n)1 , (5)
where En(·, ·) is the Dirichlet form of the Markov chain Xn. The variance and
the L1 norms are computed with respect to the uniform probability measure on
Cn. Inequality (5) is a direct application of Theorem 3.3.11 of Saloff-Coste [13].
Besides (see Theorem 2.3.1 of [13]), the Nash inequality (5) implies estimates on
the transition probability:
sup
x,y∈Cn
∣∣∣∣ 1#Cn − Pωx [Xnt = y]
∣∣∣∣ ≤
(
4 ε(n)
β2
) ε(n)
2 nε(n)−d
t
ε(n)
2
. (6)
Another consequence of the isoperimetric inequality is a lower bound on the
spectral gap: let λn be the lowest non zero eigenvalue of the discrete Laplacian on
Cn. From Cheeger’s inequality and the isoperimetric inequality (4), we deduce (see
Lemma 3.3.7 of [13]):
Theorem 1.3 Under the assumptions of Theorem 1.1 or 1.2, there exists a con-
stant β such that Q.a.s. on the set #C = +∞, for large enough n
λn ≥ β
n2
.
See also I. Benjamini and E. Mossel [2] 1.
1I. Benjamini asked us to mention that there is a gap in the renormalization argument given
in [2]. Compare with parts 3.3 and 3.4 here.
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2 The isoperimetric inequality when d = 2
We consider the site percolation model in Z2, described in Section 1.1. For x, y ∈ Z2,
we write: x ∼ y if x and y are neighbors, and E = {(x, y) ∈ C × C , x ∼ y}.
2.1 A preliminary result
We consider the box Bm,n
△
= ([0, m]× [0, n]) ∩ Z2.
Definition 2.1 A horizontal (resp. vertical) channel of Bm,n (see Figure 1) is a
path (v0, e1, . . . , en, vn) , vi ∈ Z2 and ei ∈ E for all 0 ≤ i ≤ n , such that
• (v1, e1, . . . , en−1, vn−1) is contained in the interior of Bm,n ,
• v0 ∈ {0} × [0, n] (resp. v0 ∈ [0, m]× {0}) ,
• vn ∈ {m} × [0, n] (resp. vn ∈ [0, m]× {n}) .
We say that two channels are disjoint if they do not have any vertex in common.
0
n
n
Figure 1: Example of horizontal channels
Let N(m, n) be the maximal number of disjoint open horizontal channels in
Bm,n.
Theorem 2.2 (Kesten[9], Theorem 11.1) Let p > pc.
For some constant c(p) > 0, and for some universal constants 0 < c1, c2, δ < +∞,
one has:
Q(N(m, n) ≥ c(p)n) ≥ 1− c1 (m+ 1) exp(−c2 (p− pc)δn) .
Construction of the Kesten grid
Theorem 2.2 gives us an information about the “geometrical structure” of Cn:
the number of non–intersecting horizontal and vertical channels, which cross the
box and belong to the infinite cluster, is proportional to the size of the box.
They form a grid, that we call the Kesten grid. Let us construct and consider
the following particular Kesten grid: we divide the box [−n, n]2 in horizontal
strips of width C logn, with the constant C large enough so that the expression
c1 (n + 1) exp(−c2 (p − pc)δ C logn) is summable (and therefore one may apply
Borel-Cantelli lemma). Then it follows from Theorem 2.2, applied in each strip,
that there is a number proportional to C logn of horizontal channels. We do the
same construction for vertical channels as well.
The Kesten grid so constructed is regularly spread all over the box [−n, n]2 (cf.
Figure 2).
4
0 n
n
C log n
C log n
Figure 2: In each strip of width C logn, we consider the Kesten’s channels
2.2 Proof of the isoperimetric inequality
Choose ε > 2, which depends on n and satisfies the condition:
lim inf
n→+∞(ε− 2)
logn
log logn
≥ 4 . (7)
Condition (7) is in particular satisfied if ε = 2 + 4 log lognlogn . We want to prove the
inequality (4) in the case d = 2, i.e.: there exists some constant β that depends
only on p such that Q.a.s. on the set #C = +∞, for large enough n, one has the
inequality:
Iε(n)(Cn) ≥
β
n
ε−2
ε
.
We first remark that, without loss of generality, in the definition of the isoperi-
metric constant Iε(Cn), we can take the infimum only on connected subsets of Cn.
Let A be a finite connected subset of Cn. We denote by N the cardinal of A
(N
△
= #A). We look for a lower bound on the cardinal of ∂CnA. The following
result will be very useful:
∃α(p) > 0 such that, Q-a.s on the event #C = +∞,
α(p) ≤ lim
n→∞
#Cn
n2
≤ 1 . (8)
Indeed, the first inequality (left) is a consequence of Theorem 2.2, and the second
one comes from #Cn ≤ n2.
We introduce several classes of sets A and derive a lower bound on #(∂C
nA)
(#A)
ε−1
ε
in
each of them.
(i) Let A0 = {A ⊂ Cn, A connected , N ≤ n
ε−2
ε−1 }.
Obviously #∂A ≥ 1, so we have:
min
A∈A0
#(∂CnA)
(#A)
ε−1
ε
≥ 1
N
ε−1
ε
≥ 1
n
ε−2
ε
. (9)
(ii) Consider now sets A such that n
ε−2
ε−1 < N ≤ #Cn2 .
We consider the Kesten grid, constructed in Section 2.1. Two cases appear
naturally: (1) A contains either no horizontal channel or no vertical one, or (2) A
contains at least one horizontal and one vertical channel.
If RA denotes the smallest rectangle which contains the set A, then RA is strictly
included in [−n, n]2 in the first case, and RA = [−n, n]2 in the second one.
We call diam(A) the length of the longest side of RA.
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(1) A contains either no horizontal channel or no vertical channel
• Let A1 = {A ⊂ Cn, A connected , n
ε−2
ε−1 < N ≤ #Cn2 , diam(A) < n}.
We know that every channel which intersects both the set A and its comple-
mentary Cn \A contains at least one element of ∂CnA.
Let us consider the NA channels which intersect RA (we consider the horizon-
tal channels if diam(A) is the vertical side, the vertical channels otherwise).
Each of these channels brings at least a contribution of 1 in the cardinal of A,
so: #∂CnA ≥ NA.
diam(A)
0
n
n
RA
Figure 3: The number of horizontal channels which intersect RA is proportional to
diam(A)
Thanks to condition (7),
diam(A) ≥
√
#A =
√
N ≥ n ε−22(ε−1) ,
and this is larger than C logn, for any constant C. Therefore Kesten’s theorem
can be applied, i.e.
NA ≥ c1(p) diam(A) and #∂CnA ≥ c1(p) diam(A) ≥ c1(p)
√
N .
Thus, for any connected set A ⊂ Cn, n ε−2ε−1 < N ≤ #Cn2 ,
#(∂CnA)
(#A)
ε−1
ε
=
#(∂CnA)
N
ε−1
ε
≥ c1(p)
√
N
N
ε−1
ε
.
This last quantity reaches its minimum for N = #C
n
2 and:
min
A∈A1
#(∂CnA)
(#A)
ε−1
ε
≥ 2 ε−22ε c1(p)
n
ε−2
ε
. (10)
• Let A2 = {A ⊂ Cn, A connected , n
ε−2
ε−1 < N ≤ #Cn2 , diam(A) = n}.
We use the same reasoning as in the previous case, but here, all the horizontal
(or vertical) channels of the Kesten grid intersect RA, since diam(A) = n (and
so, with Theorem 2.2, NA ≥ c(p)n). Hence, #∂CnA ≥ NA ≥ c(p)n, and
#(∂CnA)
(#A)
ε−1
ε
=
#∂CnA
N
ε−1
ε
≥ c(p)n
N
ε−1
ε
.
The minimum is reached for N = #C
n
2 :
min
A∈A2
#(∂CnA)
(#A)
ε−1
ε
≥ 2 ε−1ε c(p)
n
ε−2
ε
. (11)
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(2) A contains at least one horizontal and one vertical channel
It implies that RA = [−n, n]2.
In this case, one has to take into account that Kesten’s channels which are
completely included in the set A do not contribute in #∂CnA. Either there is, at
least in one direction, a non–negligeable proportion of Kesten’s channels which are
not completely included in A, or in both directions, almost all the channels are
completely included in A. We consider separately these two possibilities.
The Kesten grid is constituted of N(n) ≥ c(p)n horizontal and vertical channels.
We distinguish channels which are completely included in A (i.e which have an
empty intersection with Cn \A). Let:
δH
△
=
1
n
#{ horizontal channels ⊂ A} , δV △= 1
n
#{ vertical channels ⊂ A} .
For some δ to be chosen later in the interval ]0, c(p)[, we define:
• A3 = {A ⊂ Cn, A connected , n
ε−2
ε−1 < N ≤ #Cn2 , RA = [−n, n]2,
δH < δ or δV < δ}.
At least in one direction, there are less than δ n channels which are completely
included in A. As the total number of channels in one direction is c(p)n, we
have more than (c(p) − δ)n channels which are not completely included in
A, and therefore intersect Cn \A. Thus: #∂CnA ≥ (c(p)− δ)n , and
#(∂CnA)
(#A)
ε−1
ε
≥ (c(p)− δ)n
N
ε−1
ε
.
The minimum is reached for N = #C
n
2 :
min
A∈A3
#(∂CnA)
(#A)
ε−1
ε
≥ 2 ε−1ε (c(p)− δ)
n
ε−2
ε
. (12)
• Let
A4 = {A ⊂ Cn, A connected , n
ε−2
ε−1 < N ≤ #C
n
2
,
RA = [−n, n]2, δH > δ and δV > δ}.
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Figure 4: The domain Di, j is included in the grey part
Let us consider the sub–grid of the Kesten grid, constituted only with the chan-
nels included in A. These channels divide [−n, n]2 in different non-overlapping
regions, which will be called domains.
7
If we enumerate the horizontal channels of the sub-grid by H1, H2, . . ., and
the vertical ones by V1, V2, . . ., the domain Di, j is constituted of all the points of
Cn included (strictly) between Vi−1, Vi, Hj−1 and Hj (with: H0 = [0, n] × 0 and
V0 = 0× [0, n]). See Figure 4.
Each of these domains which intersects Cn \A increases by one unit the cardinal
of #∂CnA. Thus, one way to find a lower bound for #∂CnA is to count the number
of such domains.
We classify domains into two categories: big and small ones. To do so, we need
to define the distance between two channels. (Channels are irregular, but thanks to
the construction of the channels in strips (cf Figure 2), their fluctuations are not
greater than C log n. See Figure 5.)
Definition 2.3 Let C1 and C2 be two channels in the box [−n, n]2 (both in the
same direction). We define the distance between C1 and C2 by:
d(C1, C2)
△
= inf{d(x, y) ; x ∈ C1, y ∈ C2}
where d : Z2 × Z2 → R+ is the usual Euclidean distance.
We will consider that the domain Di, j is big if the distance d(Vi−1, Vi) or
d(Hj−1, Hj) is greater than or equal to
√
n. The other domains are small. Let
B be the set of big domains.
C log n
n
~  
V Vi−1 i
Figure 5: Fluctuations of channels are not greater than C logn
Let us evaluate the total volume of big domains. First, we consider the set BV
constitued of all the domains Di, j such that d(Vi−1, Vi) ≥
√
n. Clearly, the volume
of BV is smaller than the volume between all the channels Vi−1 and Vi such that
d(Vi−1, Vi) ≥
√
n. The domain delimited by the channels Vi−1 and Vi contains
a rectangle of size n × d(Vi−1, Vi), and it is strictly included in the rectangle
n × [d(Vi−1, Vi) + 2C logn], because the fluctuations of the channels are smaller
than C logn (see Figure 5). Therefore we have the following bound:
#BV ≤ n

 ∑
{i; d(Vi−1, Vi)≥√n}
d(Vi−1, Vi) + 2C log n


≤ n
∑
{i; d(Vi−1, Vi)≥√n}
d(Vi−1, Vi) + 2n
√
nC log n .
On the scale
√
n, we may apply Theorem 2.2: if d(Vi−1, Vi) ≥
√
n, there is
c(p) d(Vi−1, Vi) Kesten channels between the channels Vi−1 and Vi. These channels
belong to the (c(p) − δH)n ones which have not been considered in the sub–grid
(i.e. which are not completely included in A). Therefore,∑
{i; d(Vi−1, Vi)≥√n}
c(p) d(Vi−1, Vi) ≤ (c(p)− δH)n ≤ (c(p)− δ)n
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and ∑
{i; d(Vi−1, Vi)≥√n}
d(Vi−1, Vi) ≤ (c(p)− δ)
c(p)
n .
Therefore
#BV ≤ (c(p)− δ)
c(p)
n2 + 2n3/2C logn .
We find the same upper bound for the volume of the set BH , constitued of all the
domains Di, j such that d(Hj−1, Hj) ≥
√
n. So,
#B ≤ 2 (c(p)− δ)
c(p)
n2 + 4n3/2 C logn .
It is now sufficient to take δ such that
(c(p)− δ)
c(p)
≤ #C
n
9n2
to see that, for large
enough n,
#B ≤ 3
9
#Cn .
Therefore
#(B ∩ Cn) ≤ 3
9
#Cn .
Call S the union of small domains. Thus S ∩ (Cn \ A) covers an area of at least
6
9#Cn. We have assumed that #(Cn \A) ≥ #C
n
2 . Therefore
#(S ∩ (Cn \A)) ≥ 1
6
#Cn .
Besides, by definition, each small domain has volume smaller than n. Thus,
# {Di, j : Di, j small, and Di, j ∩ (Cn \A) 6= ∅} ≥ #C
n
6n
.
Since any such domain Di,j contributes by at least one in #∂CnA, it follows that:
#∂CnA ≥ #C
n
6n , and
#(∂CnA)
(#A)
ε−1
ε
≥ #C
n
6nN
ε−1
ε
.
We conclude that
min
A∈A4
#(∂CnA)
(#A)
ε−1
ε
≥ 2
ε−1
ε
6n
ε−2
ε
. (13)
To conclude, we just gather the inequalities (9), (10), (11), (12) and (13).
✷
3 The isoperimetric inequality when d ≥ 2
We consider the bond percolation model in Zd, described in section 1.2. For x, y ∈
Z
d, we write: x ∼ y if x and y are neighbors in Zd, and Ed = {(x, y) ∈ Zd×Zd , x ∼
y}. The application ω : Ed → [0, 1] is called a configuration, and the random
variables (ω(e), e ∈ Ed) are Bernouilli(p) independent variables.
Let Bn = [−n, n]d. We have already defined the isoperimetric constant:
Iε(Cn) = inf
A⊂Cn ,#A≤#Cn2
#(∂CnA)
(#A)
ε−1
ε
, (14)
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with ∂CnA =
{
(x, y) ∈ Ed , ω(x, y) = 1 :
∣∣∣∣ x ∈ A ∩ Cny ∈ AC ∩ Cn or
∣∣∣∣ x ∈ AC ∩ Cny ∈ A ∩ Cn
}
and
AC the complement of A in Zd.
It will be convenient to also introduce the isoperimetric constants:
I(α)ε (Cn) = inf
A⊂Cn ,#A≤(1−α)#Cn
#(∂CnA)
(#A)
ε−1
ε
, (15)
where α ∈]0, 1/2]. Note that Iε(Cn) = I(
1
2 )
ε (Cn).
We claim that:
for α ∈]0, 12 ] and p > pc, there exists a constant β such that, Q.a.s. on the set
#C =∞, and for large enough n, one has
I
(α)
ε(n)(Cn) ≥ βn
d
ε(n)
−1 , (16)
where ε(n) = d+ 2d log log nlogn .
The proof goes in three steps.
3.1 Geometric arguments
We first prove that (16) is equivalent to (17). This proof is based on general argu-
ments that would actually work on any graph. Next, we prove that (17) is implied
by (18). This second step relies on specific properties of the underlying graph Zd.
Although both proofs are rather classical, we prefered to give some details for the
reader’s convenience.
Choose α ∈]0, 12 ]. Define
I¯ε(Cn) = inf
A⊂Cn
Qn(∂CnA)
(pin(A)pin(Cn \A)) ε−1ε
,
where pin is the uniform probability on Cn and,
∀B ⊂ Ed , Qn(B) = 12 d#Cn#{e = (x, y) ∈ B, x, y ∈ Cn, ω(x, y) = 1}. Then
I¯ε(Cn) ≤ α 1ε−1 inf
A⊂Cn ,#A≤(1−α)#Cn
Qn(∂CnA)
(pin(A))
ε−1
ε
≤ α 1ε−1 I¯ε(Cn) .
The first inequality follows from the fact that, if #A ≤ (1− α)#Cn, then
pin(Cn \ A) ≥ α. To get the second inequality note that, since α ∈]0, 12 ], for any
set A ⊂ Cn, either #A ≤ (1 − α)#Cn or #(Cn \ A) ≤ (1 − α)#Cn. Also, since
pin(A) = #A#Cn ,
inf
A⊂Cn ,#A≤(1−α)#Cn
Qn(∂CnA)
(pin(A))
ε−1
ε
=
(#Cn)− 1ε
2d
I(α)ε (Cn) .
In particular, it is equivalent to prove (16) for all values of α ∈]0, 12 ] or for some
given value of α ∈]0, 12 ].
Moreover, in the computation of I¯ε(Cn), the infimum is reached for sets A such
that A and Cn \A are connected in Cn. Indeed, write A = ∪iAi, where each set Ai
is connected in Cn.
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Let: γ = inf
i
Qn(∂CnAi)
(pin(Ai)pin(Cn \Ai)) ε−1ε
. Then,
Qn(∂CnA) =
∑
i
Qn(∂CnAi) ≥ γ
∑
i
(pin(Ai)pi
n(Cn \Ai)) ε−1ε
= γ
∑
i
(pin(Ai) (1− pin(Ai))
ε−1
ε
≥ γ (
∑
i
pin(Ai) (1− pin(Ai)))
ε−1
ε
= γ (pin(A)−
∑
i
pin(Ai)
2)
ε−1
ε .
From
∑
i pi
n(Ai)
2 ≤ (∑i pin(Ai))2 = (pin(A))2, we get:
Qn(∂CnA) ≥ γ (pin(A)(1 − pin(A))) ε−1ε , i.e.
Qn(∂CnA)
(pin(A)pin(Cn \A)) ε−1ε
≥ γ = inf
i
Qn(∂CnAi)
(pin(Ai)pin(Cn \Ai)) ε−1ε
.
We can apply the same argument to Cn \Ai instead of A and prove that
Qn(∂CnA)
(pin(A)pin(Cn \A)) ε−1ε
≥ inf
i,j
Qn(∂CnAi,j)
(pin(Ai,j)pin(Cn \Ai,j)) ε−1ε
,
where, for all i, the sets Ai,j are the connected components of Cn \ Ai. Since the
sets Ai,j are connected and such that Cn \Ai,j is connected, we have indeed proved
that the infimum in the definition of I¯ε(Cn) is reached for sets A such that A and
Cn \A are connected in Cn.
The same kind of remark applies to Iε(Cn):
choose A ⊂ Cn with #A ≤ (1− α)#Cn. There exists a connected subset of Cn, say
A0, such that Cn \A0 is connected and
Qn(∂CnA)
(pin(A)pin(Cn \A)) ε−1ε
≥ Q
n(∂CnA0)
(pin(A0)pin(Cn \A0)) ε−1ε
.
Among the two sets A0 and Cn \ A0, one has pin measure smaller than 1 − α, say
pin(A0) ≤ 1− α.
Since #A ≤ (1 − α)#Cn, we have pin(Cn \A) ≥ α and
Qn(∂CnA)
(pin(A))
ε−1
ε
≥ α1− 1ε Q
n(∂CnA)
(pin(A)pin(Cn \A)) ε−1ε
.
Besides,
Qn(∂CnA0)
(pin(A0)pin(Cn \A0)) ε−1ε
≥ Q
n(∂CnA0)
(pin(A0))
ε−1
ε
.
We conclude that
Qn(∂CnA)
(pin(A)))
ε−1
ε
≥ α1− 1ε Q
n(∂CnA0)
(pin(A0))
ε−1
ε
,
or equivalently
#(∂CnA)
(#A)
ε−1
ε
≥ α1− 1ε #(∂CnA0)
(#A0)
ε−1
ε
.
We conclude that, in the definitions of the isoperimetric constants Iε(Cn) and
I
(α)
ε (Cn), we may restrict our attention to connected sets A such that Cn \ A is
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connected. It will affect the value of these constants by at most the multiplicative
constant α1−
1
ε and therefore only change the value of constant β in (16).
Since, for any set A ⊂ Cn with #A ≤ (1− α)#Cn, ∂CnA 6= ∅, we have
#(∂CnA)
(#A)
ε−1
ε
≥ 1
(#A)
ε−1
ε
≥ βn dε−1 ,
as soon as #A ≤ n
ε−d
ε−1
β
ε
ε−1
.
Thus, gathering these remarks, we see that an equivalent formulation of (16) is:
for c > 0 and p > pc, there exists a constant β such that, Q.a.s. on the set
#C =∞, and for large enough n, one has
inf
{
#(∂CnA)
(#A)
ε(n)−1
ε(n)
, A ⊂ Cn ,#A ≤ #C
n
2
, A connected , (17)
Cn \A connected ,#A ≥ cn ε(n)−dε(n)−1
}
≥ βn dε(n)−1 .
From now on, let A ⊂ Cn be such that A and Cn \ A are connected sets and
#A ≤ 12#Cn.
Let B be the unique Bn-connected component of Bn \ A which contains Cn \ A.
(Remenber that Bn = [−n, n]d.) Consider now D, the complementary set of B in
Bn : D = Bn \B (cf. Figure 6). Then, we have:
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Figure 6:
(i) D ∩ Cn = A, B ∩ Cn = (Cn \A) ,
(ii) D is connected in Zd (because A is connected in Zd),
(iii) its complement B = Bn \D is also connected in Zd,
(iv) The boundary of A in Cn satisfies:
∂CnA = {(x, y) ∈ Ed | (x, y) ∈ ∂BnD, ω(x, y) = 1} .
Proof: Consider (x, y) ∈ ∂CnA, x ∈ A and y ∈ (Cn \ A). Then, x ∈ D and
y 6∈ D, so (x, y) ∈ ∂BnD and ω(x, y) = 1.
Consider (x, y) ∈ ∂BnD with x ∈ D and ω(x, y) = 1. Then, x ∈ A, y 6∈ A but
y ∈ Cn (Cn is connected). So, (x, y) ∈ ∂CnA. ✷
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The two properties (ii) and (iii) imply that the boundary of D in Bn: ∂BnD =
{(x, y) ∈ Ed ∩ Bn |x ∈ D, y 6∈ D} is ∗-connected in Zd (cf. Appendix A). Property
(iv) implies that: #∂CnA =
∑
{e∈∂BnD}
1ω(e)=1 .
Therefore, we get
#(∂CnA)
(#A)
ε−1
ε
≥
∑
{e∈∂BnD} 1ω(e)=1
(#D)
ε−1
ε
.
Since #A ≤ #Cn2 and by property (i),
#D ≤ #(Bn \ Cn) + #A
≤ #Bn −#Cn + 1
2
#Cn ≤ (2n+ 1)d − 1
2
#Cn .
We know (cf. Appendix B) that:
there exists a constant, α > 0 such that Q.a.s. on the set #C = +∞, for large
n, #Cn ≥ 2α (2n+ 1)d. Therefore
#D
(2n+ 1)d
≤ 1− 1
2
#Cn
(2n+ 1)d
≤ 1− α .
Define
I(α) = inf
n
inf
D⊂Bn ,#D≤(1−α)(2n+1)d
#(∂BnD)
(#D)
d−1
d
.
The (classical) isoperimetric inequality states that I(α) > 0. (As a matter of fact,
it is well known that I( 12 ) > 0. The general case α ∈]0, 12 ] follows just the same
way we showed that (16) holds for any α ∈]0, 12 ] if and only if it holds for some
α ∈]0, 12 ].)
Since, for large enough n, we have #D ≤ (1− α)(2n+ 1)d, we also have
(#D)
ε−1
ε ≤ #(∂BnD)I(α) (#D)
ε−d
εd ≤ #(∂BnD)I(α) (2n+ 1)
ε−d
ε .
Thus, we have obtained the inequality:
#(∂CnA)
(#A)
ε−1
ε
≥
∑
{e∈∂BnD} 1ω(e)=1
#(∂BnD)
I(α)
(2n+ 1)
ε−d
ε
.
Finally note that, if #A ≥ cn ε−dε−1 , then #D ≥ cn ε−dε−1 and therefore
#(∂BnD) ≥ cn
(ε−d)(d−1)
(ε−1)d for some other value of c.
We use the notation F = ∂BnD. Let En be the set of edges in Ed with both end
points in Bn. Since D and Bn \D are connected in Bn, then F is ∗-connected, and
we conclude that, in order to prove (16), it is sufficient to check that:
for c > 0 and p > pc, there exists a constant β such that, Q.a.s. on the set
#C =∞, and for large enough n, one has
inf{
∑
{e∈F} 1ω(e)=1
#F
, F ⊂ En , F ∗-connected ,#F ≥ cn (ε(n)−d)(d−1)(ε(n)−1)d } ≥ β .
Since, for large enough n, we have cn
(ε(n)−d)(d−1)
(ε(n)−1)d ≥ (logn) 32 , it might be easier
to prove that:
for p > pc, there exists a constant β such that, Q.a.s. on the set #C =∞, and
for large enough n, one has
inf{
∑
{e∈F} 1ω(e)=1
#F
, F ⊂ En , F ∗-connected ,#F ≥ (logn) 32 } ≥ β . (18)
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3.2 Large values of p
We use formulation (18), together with a contour argument, to check that (16) holds
when p is close enough to 1.
For a given set of edges F ⊂ En, since the random variables (ω(e), e ∈ F ) are
Bernoulli(p) and independent, we have:
Q
[∑
{e∈F} 1ω(e)=1
#F
≤ β
]
≤ eλβ#F (pe−λ + (1 − p))#F . (19)
On the other hand, we recall that the number of ∗-connected sets F ⊂ En of
cardinality m such that 0 ∈ F is bounded by exp(am), for some constant a that
depends on the dimension d only. See [14] for instance. Therefore
Q

∃F ⊂ En, F ∗-connected ,#F ≥ (logn) 32 , and ∑
{e∈F}
1ω(e)=1 ≤ β#F


≤
∑
m≥(logn)3/2
(2n+ 1)d eam+λβm(pe−λ + (1− p))m .
If p is close enough to 1, and if we choose β small enough, there will exist λ > 0
such that:
−ξ = a+ λβ + log((1 − p) + e−λp) < 0 .
Then, for large enough n, one has:
Q
[∃F ⊂ En, F ∗-connected , #F ≥ (log n) 32 , such that∑
{e∈F}
1ω(e)=1 ≤ β#F
] ≤ e− ξ2 (logn)3/2 .
Note that this last expression is sumable in n. Therefore the Borel-Cantelli lemma
implies that, Q.a.s., for large enough n, for all ∗-connected set F ⊂ En with #F ≥
(logn)3/2, we have
∑
{e∈F} 1ω(e)=1 ≥ β#F . In view of (18), we deduce that we have
proved that there exists a number p(d) < 1 such that (16) holds for any p > p(d)
and any α ∈]0, 12 ]. ✷
Remark: for further purposes, we state here estimates of the tail of the distribu-
tion of the Cheeger constant:
I∞(Cn) = inf
A⊂Cn ,#A≤#Cn2
#(∂CnA)
#A
.
We wish to estimate Q[I∞(Cn) ≤ βn ]. As in the previous computation, we may
restrict our attention to sets A such that #A ≥ nβ . Also as in previous computation,
we see that, on the event #Cn ≥ 2α(2n+ 1)d, then #D ≤ (1− α)(2n+ 1)d.
Since #D ≥ #A ≥ n/β, we have
#F ≥ I(α)(#D) d−1d ≥ I(α)(n
β
)
d−1
d .
On the other hand, because #A ≤ (2n+ 1)d, then
#F ≥ I(α)(#A) d−1d ≥ I
(α)
2n+ 1
#A .
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(We kept on using the notation F = ∂BnD.) Thus
#(∂CnA)
#A
≥ I
(α)
2n+ 1
∑
{e∈F} 1ω(e)=1
#F
.
Thus #Cn ≥ 2α(2n+1)d and I∞(Cn) ≤ βn imply that there exists a ∗-connected
set F ⊂ En such that #F ≥ I(α)(nβ )(d−1)/d and
∑
{e∈F}
1ω(e)=1 ≤ 3 βI(α)#F .
As in (19), we then get that there exists p(d) < 1 such that for any α > 0, there
exist constants β > 0 and ξ > 0 such that, for all p ∈]p(d), 1[, one has:
Q
[
I∞(Cn) ≤ β
n
and #Cn ≥ 2α(2n+ 1)d
]
≤
∑
m≥I(α)(n/β)(d−1)/d
(2n+ 1)de−2ξm
≤ e−ξn(d−1)/d
for large enough n.
We also know, see [6], that for some constants α > 0 and ξ > 0, we have
Q
[
#Cn ≤ 2α(2n+ 1)d] ≤ e−ξnd−1 .
Gathering the last two inequalities, we obtain that:
Theorem 3.1 For any dimension d ≥ 2, there exists p(d) < 1, and constants β > 0
and ξ > 0 such that, for all p ∈]p(d), 1[ and n ≥ 1,
Q
[
I∞(Cn) ≤ β
n
]
≤ e−ξn(d−1)/d .
As a consequence of this estimate and Cheeger’s inequality, we obtain a lower
bound for the spectral gap:
Q
[
λn ≤ β
n2
]
≤ e−ξn(d−1)/d . (20)
3.3 Another isoperimetric inequality
In order to prepare for the use of renormalization arguments, we shall need a more
sophisticated version of the inequality (16), still for values of p close enough to 1.
We shall also have to consider both site and bond percolation models.
As before, we let Bn be the box [−n, n]d; Cn is the connected component of the
random graph ω that contains the origin. We also use the notation Gn to be the
set of vertices of Bn that belong to ω. Thus Cn is a subset of Gn. Let Ln be the
largest connected component of ω in Bn.
Let A be a subset of Bn. Define n(A) to be the number of connected components
of Bn \ Ln that contain at least one connected component of A.
Let p < 1, α ∈ [ 12 , 1[ and β > 0 and define the event A by:
for large enough n,
inf
{
n(A) + #(∂LnA)
(#A)
ε(n)−1
ε(n)
, A ⊂ Bn ,#A ≤ α#Bn
}
≥ βn dε(n)−1 . (21)
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We shall prove that there exists p0 < 1 such that, for all α ∈ [ 12 , 1[, p > p0 there
exists β > 0 s.t. Q.a.s., A holds i.e. we prove that
Q[A] = 1 . (22)
Before entering the proof, let us state some simple remarks.
We first note that, on the set #C = ∞, for large enough n, Ln = Cn. (On the
set #C =∞, then #Cn ≥ 2α(2n+ 1)d for some α > 0, see Appendix B. It is easy
to show that, for p close enough to 1, there is at most one connected component of
Gn of size larger than (logn)2d/(d−1), see below.) Thus, once we have proved (22),
it will follow that, for some constants p < 1 and β > 0, Q.a.s. on the set #C =∞,
for large enough n, one has:
inf
{
n(A) + #(∂CnA)
(#A)
ε(n)−1
ε(n)
, A ⊂ Bn ,#A ≤ α#Bn
}
≥ βn dε(n)−1 . (23)
In this last statement, n(A) may as well be defined as the number of connected
components of Bn \ Cn that contain at least one connected component of A. If, in
(23), we restrict ourselves to sets A which are contained in Cn, then n(A) = 0 and
we retrieve the isoperimetric inequality (16).
A is an increasing event. Indeed, let A ⊂ Bn and suppose we add one edge to
ω. Then #(∂LnA) will not decrease. Assume that n(A) decreases by 1. It implies
that at least one of the connected components of A did not intersect Ln before the
addition of the extra edge and intersects Ln after the addition of the extra edge.
Then a new edge appeared in #(∂LnA). We conclude that the addition of one edge
to ω does not decrease the sum n(A) + #(∂LnA).
As a consequence, we deduce that if (22) holds for some p0 < 1, it then holds
for all p ∈ [p0, 1]. From the comparison theorems established in [10], it is equivalent
to prove (22) for bond or site percolation.
We now turn to the proof of (22): by choosing p close enough to 1, we may, and
will, always assume that #Ln ≥ 1+α2 #Bn, see Appendix B. Since #A ≤ α#Bn,Ln cannot be contained in A and therefore n(A) + #(∂LnA) ≥ 1. Therefore we
may, and will, restrict ourselves to sets A such that #A ≥ β− ε(n)ε(n)−1n ε(n)−dε(n)−1 . For
large enough n, β−
ε(n)
ε(n)−1n
ε(n)−d
ε(n)−1 ≥ (logn) 32 dd−1 . Therefore we may assume that
#A ≥ (log n) 32 dd−1 .
Let A1 be the union of the connected components of A that intersect Ln. Let
A2 be the union of the connected components of A that do not intersect Ln. Note
that #(∂LnA) = #(∂LnA1).
Let us first assume that #A1 ≤ 12#A. Then #A2 ≥ 12#A and therefore
#A2 ≥ 12 (log n)
3
2
d
d−1 .
Let c1, ...ck be the different connected components of Bn\Ln. The same contour
argument as in paragraph 3.2 shows that, for any a > 1, if we choose p close enough
to 1, then, for large enough n, ∗-connected sets of volume larger than (log n)a
intersect Ln. Since, for all i, ∂Bnci is ∗-connected, we have #∂Bnci ≤ (log n)a.
The classical isoperimetric inequality then implies that #ci ≤ (log n) add−1 , for all
i = 1...k. Here we choose a = 2.
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We then have:
n(A) =
k∑
i=1
1A2∩ci 6=∅
≥
k∑
i=1
#(A2 ∩ ci)
(logn)
2d
d−1
=
#A2
(logn)
2d
d−1
≥ n dε(n)−1(#A2)
ε(n)−1
ε(n) ,
where the last inequality comes from the fact that n1−
d
ε(n) ≥ (log n) 2dd−1 for large n.
We conclude that n(A) ≥ (#A2 )
ε(n)−1
ε(n) n
d
ε(n)
−1.
Now assume that #A1 ≥ 12#A. Then #A1 ≥ 12 (logn)
3
2
d
d−1 . We wish to show
that
#(∂LnA1)
(#A1)
ε(n)−1
ε(n)
≥ βn dε(n)−1 . (24)
Without loss of generality, we may assume that A1 is connected. Let us first
check that we may also assume that all the connected components of Bn \ A1
intersect Ln and have size bounded by 12#Bn. Indeed, let c1, ..., ck be the connected
components of Bn \A1. Suppose that some ci does not intersect Ln. Then #A1 ≤
#(A1 ∪ ci) and #∂LnA1 = ∂Ln(A1 ∪ ci). Also note that #(A1 ∪ ci) ≤ 1+α2 #Bn.
Therefore, changing the value of α to 1+α2 , it is sufficient to prove (24) for A1 ∪ ci
instead of A1. From now on, we shall assume that all ci intersect Ln.
Assume that #ci >
1
2#Bn for some i. Let A3 = Bn \ ci. Note that A3 is
connected, Bn \ A3 is connected, A3 intersects Ln (because A1 intersects Ln) and
#A3 ≤ 12#Bn. Since ∂LnA3 ⊂ ∂LnA1 and A1 ⊂ A3, if we can prove (24) for A3, we
can prove it for A1. Thus it is no loss of generality to assume that #ci ≤ 12#Bn.
We shall now use the fact that, for some choice of p and β, we have
#∂Lnci
(#ci)
ε(n)−1
ε(n)
≥ βn dε(n)−1 . (25)
Equation (25) follows from the fact that ci is connected, Bn \ ci is connected and
∂Lnci 6= ∅, since ci intersects Ln. Therefore the results of paragraph 3.2 can be
applied.
We conclude by noticing that:
#∂LnA1 =
∑
i
#∂Lnci
≥ βn dε(n)−1
∑
i
(#ci)
ε(n)−1
ε(n)
≥ βn dε(n)−1(
∑
i
#ci)
ε(n)−1
ε(n)
= βn
d
ε(n)
−1(#Bn −#A1)
ε(n)−1
ε(n)
≥ βn dε(n)−1(1− α
α
)
ε(n)−1
ε(n) (#A1)
ε(n)−1
ε(n) ,
since #A ≤ α#Bn. ✷
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3.4 Renormalization
We now explain how to push the isoperimetric inequality from large values of p
down to any p > pc. To this end, we mainly rely on Proposition 2.1. in [1]. We
shall also use some terminology from [1].
Choose p > pc. N is an integer. We chop Z
d in a disjoint union of boxes of side
length 2N + 1. Say Zd = ∪i∈ZdBi, where Bi is the box of center (2N + 1)i. Still
following [1], let B′
i
be the box of center (2N + 1)i and side length 52N + 1. From
now on, the word box will mean one of the boxes Bi, i ∈ Zd.
We say that a box B is good if B contains at least one edge from ω and the
event R
(N)
i
in equation (2.9) of [1] is satisfied. Otherwise, B is a bad box. We recall
that the event R
(N)
i
is defined by: there is a unique cluster, K, in B′
i
; all open
paths contained in B′
i
and of radius larger than 110N intersect K within B
′
i
; K is
crossing for each subbox B ⊂ B′
i
of side larger than 110N . See [1] for a more precise
definition.
Let A be a subset of Cn. We say that A touches the box B if A∩B 6= ∅. We say
that A fills B if A touches B and A ∩ B = B ∩ Cn. We use the notation n¯1 (resp
n1) to denote the number of boxes (resp. good boxes) touched by A but not filled
by A. Similarly, let n¯2 (resp n2) denote the number of boxes (resp. good boxes)
filled by A.
Following [1], we call renormalized process the percolation model obtained by
taking the image of the initial percolation model by the application ϕN , see equation
(2.11) in [1]. A site i ∈ Zd is thus declared white if the box Bi is good.
We choose N large enough so that the following two conditions are satisfied:
(i) the isoperimetric inequality (21) holds for the renormalized percolation model
and α = 47 (1 + 10
−3),
(ii) for large enough n and for all connected set A ⊂ Bn with
#A ≥ (2N + 1)d(log n)3/2, we have
n1 + n2 ≥ 7
8
(n¯1 + n¯2) .
Such N exists. Indeed, we already know from Section 3.3 than p′ can be chosen
close enough to 1 so that the isoperimetric inequality (21) is satisfied for site per-
colation of parameter p′. From the comparison of Proposition 2.1 in [1], and the
fact that event A in (21) is increasing, we deduce that (22) is also satisfied for the
renormalized process if N is large enough.
Let us check that we can choose N so that (ii) is satisfied. For a connected set
A ⊂ Bn with #A ≥ (2N + 1)d(logn)3/2, we have
n¯1 + n¯2 ≥ (2N + 1)−d#A ≥ (logn)3/2 .
Call A˜, the set of indices i such that Bi is touched by A. Note that n¯1 + n¯2 = #A˜
and that A˜ is connected. Therefore, using Proposition 2.1 in [1], we only have to
check the following property:
for any constant c, for p close enough to 1, and for site percolation, Q.a.s., for
large enough n, for any connected set A˜ ⊂ Bn with #A˜ ≥ c(logn)3/2, then
#(A˜ ∩ Gn) ≥ 7
8
#A˜ . (26)
(Remember than Gn is the set of vertices of ω in the box Bn.)
Inequality (26) follows from a Borel-Cantelli argument based on the fact that
the number of connected subsets of Zd containing 0 and of cardinal m is bounded
by exp(am), for some constant a that depends on the dimension only. ✷
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We want to check that claim (17) holds true.
First let A be a connected subset of Cn such that #A ≥ cn(ε(n)−d)/(ε(n)−1) and
n1 ≥ 2dβ(#A)(ε(n)−1)/ε(n)nd/ε(n)−1.
Note that cn(ε(n)−d)/(ε(n)−1) ≥ (2N + 1)d(logn)3/2 if n is large enough. It follows
that A is not entirely contained in one single box.
Each good box touched, but not filled, by A contributes by at least one edge the
boundary of A. Indeed, assume that A touches but does not fill Bi. Then we can
find two points x, y ∈ Bi ∩ Cn such that x ∈ A and y /∈ A. Since A is not entirely
contained in Bi, there is a path in ω of length at least N/5 linking x to the boundary
of Bi. Similarly, there is a path in ω of length at least N/5 linking y to the boundary
of Bi. From the definition of a good box, it follows that these two open paths have
to be connected to each other within B′
i
. Therefore, there is an open path linking
x to y within B′
i
. On this open path, there is an edge, say (a, b), where a and b
are neighbors, both are in Cn and a ∈ A, b /∈ A. Thus we have found one edge in
∂CnA. We can repeat that contruction for each of the n1 good boxes touched but
not filled by A. Since a given edge cannot appear more that 2d times, we get that
#(∂CnA) ≥ 2−dn1. Therefore, since n1 ≥ 2dβ(#A)(ε(n)−1)/ε(n)nd/ε(n)−1, then we
also have #(∂CnA) ≥ β(#A)(ε(n)−1)/ε(n)nd/ε(n)−1.
We let now A be a connected subset of Cn with n2 ≤ 12 ( 2n+12N+1 )d,
n1 ≤ 2dβ(#A)(ε(n)−1)/ε(n)nd/ε(n)−1 and #A ≥ cn(ε(n)−d)/(ε(n)−1). Note that
cn(ε(n)−d)/(ε(n)−1) ≥ (2N + 1)d(logn)3/2 if n is large enough. It follows that A is
not entirely contained in one single box.
Let A˜ be the set of indices i ∈ Zd such that Bi is touched by A. We wish to use
the isoperimetric inequality (21) for the set A˜. By definition (n¯1 + n¯2) = #A˜.
Since (n¯1 + n¯2)(2N + 1)
d ≥ #A and 78 (n¯1 + n¯2) ≤ n1 + n2, we then have
n2 ≥ (2N + 1)−d 7
8
#A− 2dβn dε(n)−1(#A) ε(n)−1ε(n) ≥ (2N + 1)−d 6
8
#A ,
for large enough n. In particular it follows that, for large enough n, n1 ≤ 10−3n2.
Remember that we have assumed that n2 ≤ 12 ( 2n+12N+1 )d. Thus
(n¯1 + n¯2) ≤ 4
7
(1 + 10−3)(
2n+ 1
2N + 1
)d .
Therefore we may apply the isoperimetric inequality (21) to the set A˜ with
α = 47 (1 + 10
−3). Clearly A˜ is connected. We use the notation .˜ to indicate
quantities defined at the level of the renormalized process.
Either A˜ is contained in one of the connected components of B˜n \ L˜n. Then
n˜(A˜) = 1 and ∂L˜nA˜ = ∅ and therefore 1 ≥ βnd/ε(n)−1(#A˜)(ε(n)−1)/ε(n). Since
∂CnA 6= ∅, we then have
#(∂CnA) ≥ βnd/ε(n)−1(#A˜)(ε(n)−1)/ε(n) .
Let us now suppose that A˜ intersects L˜n. Then n˜(A˜) = 0 and
#(∂L˜n A˜) ≥ βn
d
ε(n)
−1(#A˜)
ε(n)−1
ε(n) .
Let (i, i′) ∈ ∂L˜nA˜. Then Bi and Bi′ are good boxes; i and i′ are neighbors; A˜
intersects Bi but not Bi′ . But note that each such couple (i, i
′) contributes by at
least one edge to the boundary of A in Cn. Indeed, we can find points x ∈ Bi and
y ∈ Bi′ such that x ∈ A and y ∈ Cn \ A. Because the two boxes Bi and Bi′ are
good, there is an open path linking x to y within B′
i
∪B′
i′ , and, on this path, there
must be an edge of ∂CnA. As we perform this construction for different choices of
(i, i′), a given edge appears at most 2d times. Therefore
#(∂CnA) ≥ 2−dβn
d
ε(n)
−1(#A˜)
ε(n)−1
ε(n) .
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Since #A˜ ≥ n2 ≥ (2N + 1)−d 68#A, we have
#(∂CnA) ≥ βn
d
ε(n)
−1(#A)
ε(n)−1
ε(n) ,
with a different value of β.
Finally, let A be a connected subset of Cn such that A′ = Cn\A is also connected,
#A ≤ #Cn/2, n2 ≥ 12 ( 2n+12N+1)d, n1 ≤ 2d β (#A)(ε(n)−1)/ε(n) nd/ε(n)−1 and
#A ≥ cn(ε(n)−d)/(ε(n)−1). Let n′1 and n′2 be defined as n1 and n2 with A being
replaced by A′. Note that n′1 = n1 ≤ 2dβ(#A)(ε(n)−1)/ε(n)nd/ε(n)−1.
Also #A′ ≥ #Cn/2 ≥ cn(ε(n)−d)/(ε(n)−1), see Appendix B. Since n2+n′2 ≤ ( 2n+12N+1 )d,
we must have n′2 ≤ 12 ( 2n+12N+1 )d. Thus we may apply the previous isoperimetric
inequality to A′ and get that:
#(∂CnA′) ≥ βn
d
ε(n)
−1(#A′)
ε(n)−1
ε(n) .
But note that ∂CnA′ = ∂CnA and #A′ ≥ 12#Cn ≥ #A. Therefore:
#(∂CnA) ≥ βn
d
ε(n)
−1(#A)
ε(n)−1
ε(n) .
✷
4 Proofs of the theorems
We prove inequalities (1) and (2),i.e. that
sup
x∈C
Pω0 [Xt = x] ≤
c1
td/2
.
We use Carne-Varopoulos inequality (cf. inequality (28), Appendix C):
Pω0 [Xt = x] ≤ e−
|x|2
4 t + e−ct .
First case: If |x|2 ≥ 2d t log t, then e− |x|
2
4 t ≤ Ct−d/2 and also e−ct ≤ Ct−d/2,
provided t is large enough.
Second case: If |x|2 < 2d t log t.
We choose t log t = b n2, with b < 14d+2 .
Let τn denote the exit time of Bn−1 for Xt. Then:
Pω0 [Xt = x] ≤ Pω0 [Xnt = x] + Pω0 [τn ≤ t] .
Combining with the estimates (6) and (29), we get that:
Pω0 [Xt = x] ≤ n−d +
(
4 ε
β2
) ε
2 nε−d
t
ε
2
+ 2t nd−1e−
n2
4 t + e−ct .
We consider the right side of the inequality term by term:
(i) n−d =
(
t log t
b
)−d/2
≤ t−d/2, this will be satisfied as soon as t is large enough.
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(ii)
(
4 ε
β2
) ε
2 nε−d
t
ε
2
≤ C
t
d
2
⇔
(
4 ε
β2
) ε
2
(
n2
t
) ε−d
2
≤ C
⇔
(
4 ε
β2
) ε
2
(
log t
b
) ε−d
2
≤ C
⇔ logK + d log logn
logn
log
(
log t
b
)
≤ logC ,
with K =
(
4 ε
β2
) ε
2
. Since log log nlogn log log t → 0, this is true for large t, and for
some constant C.
(iii)
2t nd−1e−
n2
4 t ≤ C
t
d
2
⇔ log t+ (d− 1) logn+ d
2
log t ≤ log C
2
+
n2
4 t
⇔ log t+ (d− 1) logn+ d
2
log t ≤ log C
2
+
log t
4 b
⇔ log t
[
1
4b
− 1− d
2
]
+ log
C
2
≥ (d− 1) logn ,
and this is OK if 2
[
1
4b − 1− d2
]
> d− 1,i.e. if b satisfies b < 14d+2 .
(iv) The last term, e−ct, clearly decays faster than t−d/2.
✷
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Appendix
A Connectivity
We prove the following statement:
Let B be a finite box of Zd. Let A ⊂ B such that A and B \A are both
connected. Then, ∂BA is ∗-connected.
Let us recall what ∗-connectedness is, see [6]: we embed Zd into Rd and endow
R
d with the norm ‖x‖ = maxi=1...d |xi|. Consider two nearest neighbor edges in Zd,
say e = (x, y) and e′ = (x′, y′), where x ∼ y and x′ ∼ y′. We say that e and e′ are
∗-neighbors if ‖x+y2 − x
′+y′
2 ‖ ≤ 1. A set of edges, say F , is said to be ∗-connected
if for any e ∈ F and e′ ∈ F , there exists a sequence of edges starting at e, ending
at e′ and such that any two successive edges in this sequence are ∗-neighbors.
Proof Remember that ∂BA = {(x, y) ; x ∼ y, x ∈ A and y ∈ B \ A or x ∈
B\A and y ∈ A}. In particular, we do not take into account edges with an endpoint
outside B.
We identify a point x ∈ Zd with the unit cube of Rd whose center is x. Similarly,
we identify an edge e = (x, y) with the common face of the cubes defined by x and y.
By this way, B is identified with a cube in Rd, say B˜. A is identify with a connected
subset of B˜, say A˜. B˜ \ A˜ is connected, and ∂BA is identified with the boundary of
A˜ in B˜, say ∂B˜A˜.
We shall prove that ∂B˜A˜ is connected.
Let e = (a, b) and e′ = (a′, b′) be edges in ∂BA. Assume that a ∈ A, a′ ∈ A,
b ∈ B \ A, b′ ∈ B \A. Since A is connected, there is a path in A linking a with a′.
In the same way, since B \ A is connected, there is a path in B \ A linking b with
b′. Joining these two paths and the segments [a, a′] and [b, b′], we obtain a closed
loop in B˜, say γ, that contains points both in the interior of A˜ and B˜ \ A˜, and with
exactly two points of intersection with ∂B˜A˜, say α and α
′.
Let (γ(t), t ∈ [0, 1]) be a smooth deformation of γ such that γ(0) = γ, γ(1) is
reduced to one point and lies in the interior of A˜. Further, assume that γ(t) ⊂ B˜
for all t ∈ [0, 1].
Consider the evolution of the set γ(t) ∩ ∂B˜A˜, and note that, as t goes from 0 to
1, γ(t) ∩ ∂B˜A˜ is made of a finite number of points which are continuously moving
on ∂B˜A˜. Two points may meet, and then disappear. A new point may also appear,
and then split into two new points that start wandering around.
Call (αt, t ∈ [0, 1]) the trajectory in γ(t)∩ ∂B˜A˜ issued from α. We thus see that
αt cannot disappear from γ(t) ∩ ∂B˜A˜ unless it meets another point in γ(t) ∩ ∂B˜A˜.
A moment of thought should convince the reader that this fact implies that there
is an arc in ∪t∈[0,1]γ(t) ∩ ∂B˜A˜ joining α and α′.
Thus, ∂B˜A˜ is connected, which implies that ∂BA is ∗-connected, see [6], Ap-
pendix A.
✷
B Cardinal of the cluster in the box
We establish that, for all p > pc: ∃α such that Q a.s. on the set #C = +∞, one
has, for large enough n:
#Cn ≥ 2α (2n+ 1)d . (27)
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Choose ρ ≥ 1. For x ∈ C, let D(0, x) denote the minimal length of an open
path in C connecting 0 and x. Assume that there exists x ∈ C \ Cn such that
|x| ≤ n/ρ. Without loss of generality, we may, and will, assume that |x| ≥ n/(2ρ).
Thus the shortest path in C linking 0 to x must leave the box Bn and therefore
D(0, x) ≥ n ≥ ρ|x|. From Antal and Pisztora [1], theorem 1.1, we know that there
exist a choice of ρ and a constant β > 0 such that
Q [x ∈ C, D(0, x) ≥ ρ|x|] ≤ e−β|x| ,
as |x| → +∞. In particular,
Q
[
∃x ∈ C \ Cn, |x| ≤ n
ρ
]
≤ Q
[
∃x ∈ C, n
2ρ
≤ |x| ≤ n
ρ
, D(0, x) ≥ ρ|x|
]
≤
∑
|x|∈[ n2ρ ,nρ ]
e−β|x|
≤ (2n+ 1)de−βn2ρ .
From Borel-Cantelli Lemma, we deduce that, Q.a.s, for large enough n,
C ∩ Bn/ρ ⊂ Cn .
It directly follows from the ergodic theorem that #(C ∩ Bn/ρ)/(2n+ 1)d has an
almost sure non vanishing limit. Therefore #Cn/(2n+ 1)d has an almost sure non
vanishing lim inf.
✷
C Carne-Varopoulos bound
For a given sub-graph of Zd, say ω, Pω0 denotes the law of the continuous time
random walk on ω started at 0,i.e., under Pω0 , the coordinate process (Xt, t ≥ 0)
waits for an exponential time of parameter 1, then chooses uniformly at random
one of its neighbors, say y, and moves to y if y ∈ ω. Otherwise, X stays still.
We can also construct Xt as a time changed discrete parameter random walk on
ω. Then Xt = YNt , where Nt is a Poisson process of parameter 1 and (Yk, k ∈ N)
is the discrete time ramdom walk on ω defined by successively choosing, uniformly
at random, one neighbor of the current position and moving to it if it belongs to ω.
From [3], we know that
Pω0 [Yk = x] ≤ e−
|x|2
2k
Therefore,
Pω0 [Xt = x] ≤ e−
|x|2
4t + Pω0 [Nt ≥ 2t] (28)
≤ e− |x|
2
4t + e−ct ,
where c = log 4− 1.
Let now τn be the exit time of X from Bn−1. Thus σn = Nτn , where σn is the
exit time for the process Y . Then:
Pω0 [σ
n ≤ k] =
k∑
i=0
Pω0 [σ
n = i] ≤
k∑
i=0
∑
y∈Bn\Bn−1
Pω0 [Yi = y]
≤
k∑
i=0
∑
y∈Bn\Bn−1
e−
|y|2
2 i
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(with Carne-Varopoulos’ inequality). Now, as y ∈ Bn \Bn−1 ⇒ |y| = n, we obtain
the following upper bound:
Pω0 [σ
n ≤ k] ≤ k nd−1e− n
2
2 k .
Thus:
Pω0 [τ
n ≤ t] ≤ Pω0 [σn ≤ 2t] + Pω0 [Nt ≥ 2t]
≤ 2tnd−1e−n
2
4t + e−ct , (29)
for some constant c > 0.
✷
D Lower bound for P ω0 [Xt = 0].
To conclude, we briefly discuss the lower bound issue. We shall only consider the
mean: Q[Pω0 [Xt = 0]|#C = ∞]. Q a.s. lower boundsi.e. almost sure lower bounds
for Pω0 [Xt = 0] are being investigated at the present time. Our result is:
for all p > pc, there exists a constant c such that, for all t > 0,
Q[Pω0 [Xt = 0]|#C =∞] ≥
c
td/2
. (30)
For p > pc, there is, with Q probability one, a unique infinite cluster in ω, say
G and Q[Pω0 [Xt = 0]|#C =∞] = Q[Pω0 [Xt = 0]|0 ∈ G].
In the next sequence of inequalities, we use the reversibility of the process Xt
and the translation invariance, i.e. the fact that Q[Pωx [Xt = x];x ∈ G] does not
depend on x.
Q[Pω0 [Xt = y]; 0 ∈ G] = Q[Pω0 [Xt = y]; 0, y ∈ G]
= Q[
∑
z
Pω0 [Xt/2 = z]P
ω
z [Xt/2 = y]; 0, y ∈ G]
= Q[
∑
z
Pω0 [Xt/2 = z]P
ω
y [Xt/2 = z]; 0, y ∈ G]
≤ Q[
√∑
z
Pω0 [Xt/2 = z]
2
√∑
z
Pωy [Xt/2 = z]
2; 0, y ∈ G]
= Q[
√
Pω0 [Xt = 0]
√
Pωy [Xt = y]; 0, y ∈ G]
≤
√
Q[Pω0 [Xt = 0]; 0 ∈ G]
√
Q[Pωy [Xt = y]; y ∈ G]
= Q[Pω0 [Xt = 0]; 0 ∈ G] .
From the invariance principle, see [5], it follows that there exists a > 0 such
that, for all t > 0, we have
Q[Pω0 [Xt ∈ Ba
√
t]|0 ∈ G] ≥ 1
2
.
In particular,
sup
y∈Ba√t
Q[Pω0 [Xt = y]|0 ∈ G] ≥ ct−d/2 ,
for some constant c that depends only on the dimension.
Since supy∈Ba
√
t Q[Pω0 [Xt = y]|0 ∈ G] = Q[Pω0 [Xt = 0]|0 ∈ G], (30) is proved. ✷
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