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ABSTRACT
The detection of redshifted 21 cm emission from the epoch of reionization (EoR) is a challenging task owing to
strong foregrounds that dominate the signal. In this paper, we propose a general method, based on the delay
spectrum approach, to extract H I power spectra that are applicable to tracking observations using an imaging radio
interferometer ("Delay Spectrum with Imaging Arrays"). Our method is based on modeling the H I signal taking
into account the impact of wide ﬁeld effects such as the w-term, which are then used as appropriate weights in
cross-correlating the measured visibilities. Our method is applicable to any radio interferometer that tracks a phase
center and could be utilized for arrays such as the Murchison Wideﬁeld Array (MWA), Low Frequency Array
(LOFAR), Giant Meterwave Radio Telescope (GMRT), Donald C. Backer Precision Array for Probing the Epoch
of Reionization (PAPER), and HERA. In the literature the delay spectrum approach has been implemented for
near-redundant baselines using drift scan observations. In this paper we explore the scheme for non-redundant
tracking arrays. This is the ﬁrst application of delay spectrum methodology to such data to extract the H I signal.
We analyze 3 hr of MWA tracking data on the EoR1 ﬁeld. We present both two-dimensional (  ^k k, ) and one-
dimensional (k) power spectra from the analysis. Our results are in agreement with the ﬁndings of other pipelines
developed to analyze the MWA EoR data.
Key words: cosmology: observations – cosmology: theory – dark ages, reionization, ﬁrst stars – techniques:
interferometric
1. INTRODUCTION
Probing the epoch of reionization (EoR) remains one of the
outstanding aims of modern cosmology. In the past decade,
intriguing details have emerged about this epoch from a host of
cosmological observables. Gunn–Peterson (GP) tests on spectra
of quasi-stellar objects (QSOs; Fan et al. 2006) in the redshift
range < <z5.7 6.3 suggest that the universe made a transition
to full reionization during this period. On the other hand,
cosmic microwave background radiation (CMBR) temperature
and polarization anisotropy measurements (Komatsu et al.
2011; Planck Collaboration et al. 2015) suggest that the
universe might have been fully ionized in a redshift range
< <z8 10 (Planck Collaboration et al. 2016). Both these
observables have their strengths and weaknesses. The GP test,
based on Lyα absorption, is not able to distinguish between a
fully neutral medium from the one ionized to one part in a
thousand. CMBR anisotropies, based on photon scattering off
free electrons, are sensitive to the integrated Thompson
scattering optical depth and therefore cannot reliably construct
the tomography of the reionization epoch.
In the recent past, major experimental efforts have been
undertaken to study the EoR in redshifted 21 cm line
emission. In particular, many radio interferometers in the
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frequency range n< <80 300 MHz are currently operational
that speciﬁcally aim to detect the EoR; for example, the Low
Frequency Array (LOFAR, Van Haarlem et al. 2013), 21
Centimeter Array (21CMA, Zheng et al. 2016), Giant
Meterwave Radio Telescope (GMRT, Paciga et al. 2013),
Donald C. Backer Precision Array for Probing the Epoch of
Reionization (PAPER, Parsons et al. 2014), and the
Murchison Wideﬁeld Array (MWA, Bowman et al. 2009;
Lonsdale et al. 2009; Tingay et al. 2013). Even though the
detection of the redshifted H I line from the EoR remains the
most direct and, possibly the most promising, way to delineate
the details of the epoch, this method is beset with its own set
of issues. First, unlike CMBR anisotropies, the theoretical
modeling of the H I signal from the EoR is considerably
harder principally owing to uncertainty in the nature of
ionizing sources and the details of their formation and
evolution. Second, the signal is expected to be weak with
brightness temperature T 10 mKB . Many hundreds of hours
of observation are needed to detect such a signal with current
interferometers, with the attendant complication of maintain-
ing instrumental stability for such long periods. Third, the
foreground is expected to be many orders of magnitude larger
than the signal (for details on the three issues see e.g.,
Barkana & Loeb 2001; Morales & Hewitt 2004; Furlanetto
et al. 2006; Morales & Wyithe 2010; Zaroubi 2013 and
references therein).
Radio interferometers to estimate the underlying power
spectra have been successfully employed for CMB data
analysis (Hobson et al. 1995). This method has also been
suggested as a possible probe of the intensity correlations of the
redshifted H I line, including from the EoR (Bharadwaj & Sethi
2001; Bharadwaj & Ali 2005; Datta et al. 2007).
Many different approaches have been discussed to detect the
H I signal in the presence of dominant foregrounds, such as by
Hazelton et al. (2013), Jelic et al. (2008), Harker et al. (2009),
Liu & Tegmark (2011), Morales et al. (2012), Trott et al.
(2012), and Dillon et al. (2013, 2014). They are all based on the
expectation that foregrounds are smooth in frequency space as
they arise from continuum emission, e.g., synchrotron radia-
tion, in both our Galaxy and extragalactic sources. On the other
hand the H I signal has signiﬁcant structure in frequency space.
It is conceivable that all these sources, both point and diffuse,
can be subtracted from the images, leaving behind the H I
signal and Gaussian noise. LOFAR partly relies upon this
technique (Chapman et al. 2012, 2013). Another possible
method is based on the isolation of foregrounds from the H I
signal using the power spectrum of the observed signal in
conjugate space to the observed frequency (Parsons et al.
2012a, 2012b; Pober et al. 2013; Thyagarajan et al. 2013).
Variants of this “delay space” (Parsons et al. 2012a, 2012b)
method are particularly relevant for interferometers such as
MWA that have low angular resolution and have been used
extensively for the analysis of PAPER data. In this approach
the observed interferometric data—visibilities for each antenna
pair as a function of frequency—are Fourier transformed along
the frequency axis. The Fourier conjugate variable effectively
captures signal delay between antenna pairs, which allows one
to isolate foregrounds. In the context of the three-dimensional
(3D) H Ipower spectrum this variable can be related to
cosmological distance along the line of sight (for details of
this mathematical correspondence see Parsons et al. 2012b; Liu
et al. 2014a). The “delay spectrum” constructed from the
“delay space” approach can be used to recover the cosmolo-
gical 3D H I power spectrum. In this approach, one deals with
visibilities directly, which are primary data products of radio
interferometers.
In this paper we propose a new method based on the delay
space approach to extract the power spectrum of the H I signal
in the presence of noise and foregrounds. Our method is based
on modeling the H I signal taking into account the impact of
the w-term (arising from non-coplanarity of the array,
Cornwell et al. 2008) and the distortion of the intensity
pattern during a tracking run. The information from the H I
signal is used as weights to cross-correlate the measured
visibilities. The proposed method (“Delay Spectrum with
Imaging Arrays”) is a general method applicable for tracking
with radio interferometers with wide primary beams and
arbitrary array conﬁguration (e.g., MWA, LOFAR) and can
also be applied to interferometers with redundant baselines.
We apply the proposed method to analyze 3 hr of MWA data
and compare our results with noise and foreground
simulations.
The paper is organized as follows. In the next section, we
describe the method of visibility correlation using the delay
space approach in detail. In particular, this method is applied
to the H I signal. In Section 3, we describe the MWA data and
the initial analysis of these data based on the publicly
available image processing software Common Astronomical
Software Applications (CASA). In Section 4 the pipeline to
extract the H I power spectrum is discussed. In Section 5, the
results from MWA data are discussed and compared with
simulations of foregrounds and noise. In the ﬁnal section,
we summarize our results and indicate possible future
directions.
Throughout this paper, we have used the Planck+WP
best ﬁt values of cosmological parameters: W = 0.3183m0 ,W =L 0.68170 , W =h 0.02203b0 2 , h=0.6704, s = 0.83478 ,
and =n 0.9619s (Planck Collaboration et al. 2014, 2015).
2. H I SIGNAL AND ITS CORRELATIONS
In this section we study the H I signal using visibility
correlations in delay space. Using our formulation we derive, in
addition to new results, many results already known in the
literature. The main new results are: the impact of the w-term
(Section 2.1) and changing intensity pattern in a tracking run
(Section 2.2) on the H I correlations. Our results are valid for
any radio interferometer but our aim here is to underline their
applicability to MWA.
The most important inputs from the MWA array conﬁgura-
tion for our study are: (a) the MWA primary beam and (b) the
bandwidth. Other properties of the MWA array that have a
bearing on our analysis are the non-coplanarity of the array and
its baseline distribution.
In delay space, spectrally smooth foregrounds lend
themselves to ready interpretation. It can be shown that
visibilities computed in delay space allow isolation of such
foregrounds from the regions dominated by the EoR signal
and noise (e.g., see Parsons & Backer 2009; Datta et al. 2010;
Parsons et al. 2012a, 2012b; Vedantham et al. 2012;
Thyagarajan et al. 2013, 2015a; Dillon et al. 2014; Liu
et al. 2014a, 2014b). This can be achieved by Fourier
transforming the raw visibilities in frequency space. However,
2
The Astrophysical Journal, 833:213 (16pp), 2016 December 20 Paul et al.
being 3D and statistical in nature, the properties of the H I
signal can only be inferred by correlating the observed
visibilities. Our approach, which is based on visibility
correlations in delay space, allows us to develop a uniﬁed
method to deal with both the H I signal and the foregrounds,
which are discussed in Appendix A.
Radio interferometers measure the spatial correlation of the
electric ﬁelds from the sky, with visibility ( )n nuV
( ) ( ) ( ) ( )·ò q q q= qn n n n p- nuV A I e d 1ui2 2
Here ( )=n n nu u v, is the distance vector between the antennas
of the interferometer (also called baseline vector) in units of
wavelength, q denotes the position vector on the sky plane
(which can be be expressed as a pair of direction cosines
{ }l m, ), and ν is the frequency of observation.
We neglect the impact of the w-term in this section in
writing the relation between the visibility and speciﬁc
intensity in Equation (1). The w-term arises from non-
coplanarity of the interferometric array and changes as the
interferometer tracks a region. In Section 2.1 we show that the
inclusion of the w-term causes an effective shrinking of the
primary beam. For our study we calculate how the H I signal
is affected owing to non-zero w as compared to the
w=0 case.
We explicitly express the frequency dependence of all the
quantities. These quantities are: the background speciﬁc
intensity n¯I , the primary beam ( )qnA , and the baseline nu . In
terms of brightness temperature TB, ( ) ( )q q l=nI kT2 B 2.
The sky intensity can be decomposed as
( ) ¯ ( ) ( )q q= + Dn n nI I I 2
where n¯I and ( )qD nI are the isotropic and ﬂuctuating parts of
the intensity distribution. Since the isotropic component does
not contribute to interferometric measurement20, the visibility
recorded at frequency ν can be written as
( ) ( ) ( ) ( )ò q q q= D qn n n n p- nuV A I e d . 3ui2 . 2
The measured visibility receives contributions from the
redshifted H I line, the foregrounds, and the noise.
For the H I signal the observed intensity ﬂuctuations can be
related to the H I perturbations in Fourier space, ( )d kH I , as
( ) ¯
( )
( ) ( )·òq p dD =n n kI I d k e2 4k ri
3
3 H I
Here { }q= nr r, speciﬁes the 3D position of the the H I
emission; rν is the coordinate distance to the point of
observation: ( )ò=nr dz H z with the limit of this integral
extending from zero to redshift n n= -z 1e 0 . ( )d kH I
comprises many physical effects: density ﬂuctuations, ioniz-
ation inhomogeneity, density-ionization fraction cross-correla-
tion, etc. (Zaldarriaga et al. 2004; Furlanetto et al. 2006).
Together this can be expressed as
( ) ( )d b d b d b d b d d= + + + -a a ¶k 5b b x x T T vH I
Each quantity in the above equation corresponds to the fractional
variation of a particular physical quantity: db refers to ﬂuctuation
in baryonic density, da for the Lyα coupling coefﬁcient xα, dx for
the neutral fraction, dT for TK, and d¶v for the line of sight peculiar
velocity gradient. β factors denote the expansion coefﬁcients of
the corresponding quantity (Furlanetto et al. 2006).
Current experiments such as MWA, LOFAR, and PAPER
aim at statistical detection of the EoR signal. The quantities
of interest here are the correlation functions of the H I
ﬂuctuations. The most important correlation function one
seeks to detect in an EoR experiment is the power spectrum,
PH I, deﬁned as
( ) ( ) ( ) ( ) ( ) ( )*d d p dá ¢ ñ = - ¢k k k k P k2 . 6H H 3 3 HI I I
The H I power spectrum can be constructed from the
correlation of the observed visibilities. Substituting the form
of ﬂuctuationD nI from Equation (4) in the visibility expression
(Equation (3)), we get
( ) ¯
( )
( ) ( )
( )
ò ò q
q
p d
p p q
=
´ - -
n n n n
n n^
n
⎜ ⎟
⎡
⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥
u k
u
k
V I
d k
e A
i
r
d
2
exp 2
2
. . 7
ir k
3
3 H
2
I
Here we have decomposed the wave vector k as components
on the plane of the sky k^ and along the line of sight k . The
integral over angles is the Fourier transform of the primary
beam ( )qnA , which allows us to rewrite this equation as
( ) ¯
( )
( ) ( )ò p d p= -n n n n n^n ⎜ ⎟⎛⎝ ⎞⎠u k u kV I d k e a r2 2 8ir k
3
3 H I
where
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u
k
a
r
A
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2
exp 2
2
. . 92
Using Equation (6), the visibility correlation function can be
computed to be
( ) ( ) ¯
( )
( )
( )
* ò p
p p
á ¢ ñ =
´ - ¢ -
n n n n n
n n n n
¢ ¢ D
^ ^ ¢
n
⎜ ⎟ ⎜ ⎟⎛⎝
⎞
⎠
⎛
⎝
⎞
⎠
u u
u
k
u
k
V V I
d k
P k e
a
r
a
r
2
2 2
10
i r k2
3
3 H I
Here ∣ ∣D = -n n n¢r r r which for ∣ ∣ n n n¢ - can be simpliﬁed
to ∣ ∣n nD = ¢ ¢ -n nr r , where ∣ ∣n¢ =n nr dr d . Equation (10) gives
the correlation of the H I signal in three dimensions in which
the two coordinates u correspond to Fourier components of the
H I signal while the third ν refers to the coordinate of the
ﬂuctuation in position, rν, space (Bharadwaj & Sethi 2001).
To isolate the impact of foregrounds and obtain regions
dominated by the H I signal and the noise (“EoR window”),
we compute the the visibilities in delay space (Parsons &
Backer 2009; Parsons et al. 2012a, 2012b, 2014; Liu et al.
2014a):
( ) ( ) ( ) ( )ò ptn n=t n nu uV i V dexp 2 11
20 However, some methods have been discussed in the recent literature to
extract the monopole signal from interferometric measurements (Presley et al.
2015; Singh et al. 2015).
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Here τ, the conjugate variable of ν, deﬁnes the relevant
variable in delay space. The delay space approach can be
applied to data to isolate spectrally smooth foregrounds; we
discuss the delay space approach as applied to such
foregrounds in AppendixA. In Equation (11), we have
suppressed the frequency dependence of the baseline on the
lhs as the frequency dependence of all the quantities has been
integrated. The baseline vector can be expressed as
n n=n nu u 00 , where n0 is some ﬁxed frequency that lies
within the bandwidth. On the lhs of Equation (11), the
frequency independent baselines º nu u 0. Throughout this
paper, we assume n = 154 MHz0 , the central frequency of the
bandwidth we use for MWA data analysis.
The autocorrelation of ( )t uV can be written as
( ) ( ) ¯ ¯
( )
( )
( ( ) ( ( ))
· ( )
(
· ( )
( )

* ò ò ò
ò
ò
q q
q
q
n n p
pt n n
q p p
q p
p
á ¢ ñ = ¢
´ ¢ - + -
´ -
´ ¢ - ¢
¢ - ¢
t t n n
n n
n n n
n n n
¢
¢
^
¢ ^ ¢ ¢
⎜ ⎟
⎜ ⎟
⎛
⎝⎜
⎛
⎝
⎞
⎠
⎞
⎠⎟
⎛
⎝
⎞
⎠
⎞
⎠⎟
u u
u
k
u
k
V V d d I I
d k
P k
i i k r r
d i
r
A
d i
r
A
2
exp 2
exp 2
2
exp 2
2
.
12
3
3 H
2
2
I
To make further progress, frequency dependent quantities are
Taylor expanded. For baselines, this is a straightforward re-
expression of the baseline vector as the vector is linear in
frequency: n n¢ = ¢ + D ¢n n n¢u u ud d , where n n nD = ¢ - . It
should be noted that n¢nud d is the physical baseline length
measured in the unit of time.
After the Taylor expansion of relevant quantities rν and nu , we
obtain
( ) ( )
¯ ¯
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( )
· ( )
(
· ( )
[ ( ·
· ( ))] ( )

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ò
q q
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2
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2
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2 . 13
3
3 H
2
2
I
Here n n nD = ¢ - ; and all the quantities in Equation (13) have
been written as explicit functions of ν and nD . This allows us
to simplify the integral further by making the coordinate
transform ( )n n= + ¢y 2 and ( )n n= ¢ -x 2; the Jacobian
of this transformation is unity. We can make a further
simpliﬁcation by using  ny . This is justiﬁed for our case
as we assume the bandwidth to be 10 MHz around a central
frequency of ;150MHz. All the frequency dependent
variables change by less than 10% for this case. This reduces
Equation (13) to
( ) ( )
¯
( )
( )
· ( )
· ( )
[ ( ·
· ( ))] ( )

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ò
ò
q q
q q
q
q
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q p p
q p p
pt n n
n p
á ¢ ñ
=
´ -
´ ¢ - ¢ ¢ - ¢
´ + + ¢ ¢
+ ¢
t t
n
n n n
n n n
n n
n
^
^
^
⎜ ⎟
⎜ ⎟
⎛
⎝⎜
⎛
⎝
⎞
⎠
⎞
⎠⎟
⎛
⎝⎜
⎛
⎝
⎞
⎠
⎞
⎠⎟
u u
u
k
u
k
u
k
V V
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exp 2
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exp 2
2
exp 2 2
2 . 14
2
3
3 H
2
2
I
Given the H I power spectrum ( )P kH I this integral could be
computed numerically. However, it is possible to determine the
correlation scales in both the transverse and line of sight
directions by carefully examining Equation (14). The integral
over angles shows that the dominant contribution comes from
wavenumbers such that  p n nk^ u r2 . This relation allows us
to simplify the integrals over θ, q¢, and x. In particular, different
terms in the exponent containing τ can be estimated. Using
n n=n nu ud d , the last two terms in the exponents are on the
order of ( )q pn¢ nk^ r. 2 (the term containing nndr d is slightly
smaller because n nn nr dr d 0.3). For the MWA primary
beam q 0.30 , and for the MWA baseline distribution, the
term  nnk dr generally dominates over these terms, especially
in the regions dominated by EoR. For all our calculations we
use parameters speciﬁc to MWA, in particular, the primary
beam of MWA. However, the formulation presented here is
general enough to be applicable to other arrays.
By dropping the last two terms, which are subdominant, in
the exponent containing τ, we can separate the integrals over x
and angles. This gives us
( ) ( )
¯
( )
( )
· ( )
· ( )
[ ( )] ( )
*
ò ò
ò
ò
ò
q q
q q
n p
q p p
q p p
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2
exp 2
2
exp 2 2 . 15
2
3
3 H
2
2
I
The integral over x can readily be carried out now. The
dominant contribution to the integral comes from
( ) t p nnk dr d2 , which establishes the correlation scale in
the direction along the line of sight. The variation of frequency
dependence of integrals over θ and q¢ is expected to be small
for the bandwidth of MWA and therefore these integrals can be
computed at some frequency that lies within the bandwidth. In
this paper we assume these values to be ﬁxed at the central
frequency n = 154 MHz and use them to compute the relations
in Equation (16). If the frequency dependence of the primary
beam and the background intensity are neglected, the integral
over ν is trivial. As noted above, this is a good approximation
for MWA. The power spectrum of the H I signal, based on
Equation (15), is shown in Figure 1. In this calculation, we use
4
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the H I power spectrum ( )P kH I given by the simulation of
Furlanetto et al. (2006).
Equations (15) and(10) can be used to infer many important
properties of the H I signal:
1. There exists a near one-to-one relation between u, τ, and
the Fourier components of the H I power spectrum
(Morales & Hewitt 2004; Parsons et al. 2012a, 2012b;
Paul et al. 2014):
( )
( )
( )p p t p n= = =
+
n n n n^ ^u
k r
v
k r k c z
H E z2
,
2
,
1
2
161 2
2
0 21
where n21 is the rest frame frequency of the 21 cm line,
rν is the transverse comoving distance, ( ) =E z
( ) ( )W + + W + + WLz z1 1M k3 2 , and z is the redshift
corresponding to the observed frequency ν. The relation
between k and τ follows from the relation: pt =2
 nnk dr d (Equation (15)). As noted above, all the
frequency dependent quantities in Equation (16) are
computed at a ﬁxed frequency n = 154 MHz0 .
2. The correlations in the sky plane and along the line of
sight are nearly separable. This allows us to compute
weights in the plane of the sky owing to the w-term and
the distortion of intensity pattern in a tracking run (the
next two subsections) without the additional complication
owing to frequency dependence of these quantities.
3. Equations (15) and (16) allow us to simplify the relation
between visibility correlation and the H I power spectrum.
Equation (15) can be solved in the limit deﬁned by
Equation (16) to give (e.g., Morales 2005; McQuinn et al.
2006; Pen et al. 2009; Thyagarajan et al. 2015a)
( ) ( )
¯
( ) ( )* nqná ñ =
D
t t
n
n n
u uV V
I
r dr d
P k . 17
2
0
2
2 H I
Here the MWA primary beam solid angle q l= A02 2 eff .
For MWA =A 21.5 meff 2 at 150MHz (Tingay et al.
2013). nD = 10.2 MHz is the total bandwidth we use in
this work. The mean speciﬁc intensity ¯ l=nI k T2 B B 2.
This allows us to express the H I signal as the square of
the product of mean brightness temperature and the H I
power spectrum ( )T P kB2 H I in the units ( ) ( )mK Mpc h2 3. It
should be emphasized that Equation (17) provides the
suitable normalization only when ¢ =u u, w=0, as has
been assumed throughout this section, and the impact of
sky intensity distortion while tracking a region is not
considered. All these effects act to lower the rhs of
Equation (17), the measured visibility correlation, for a
ﬁxed signal ( )T P kB2 H I . This is accounted for by appro-
priate weights, which we discuss in the next two sections.
2.1. H I Signal and w-term
From Equations (14) and(15), we can gauge the impact of
the w-term. These equations and the discussion following them
show that the angular integrals depend only weakly on the line
of sight variables. The main effect of the w-term is to alter the
integrals over angles which we study here.
For a given baseline b, · n=n b sw c0 , where s0 is the phase
center at any time. As a region is tracked, the w-term changes
owing to the drift of the phase center. For a tracking run,
+n nu w2 2 is left invariant at any frequency; this result simply
follows from the fact the the baseline length is ﬁxed.
After the inclusion of the w-term, the measured visibility for
a given intensity distribution is given as
( ) ( ) ( )
[ {
( )}] ( )
ò
p
= D
´ - +
- +
n n n n n
n n
n
uV w A l m I l m
i u l v m
w l m dldm
, , ,
exp 2
2 . 182 2
Here we have replaced q with its components (l, m) and also
made the approximation ( )- - - - +l m l m1 1 22 2 2 2 ,
which is valid for the MWA primary beam. Substituting
Equation (4) into Equation (18) gives us
}
( ) ¯
( )
( ) ( )
( ) ( )
ò òp d
p p
p
=
´ - -
+ -
- +
n n n n n
n n
n n
n
^
^
n
⎜ ⎟
⎜ ⎟
⎡
⎣⎢
⎧⎨⎩
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
⎤
⎦⎥
u kV w I
d k
e A l m
i u
k r
l
v
k r
m
w
l m dldm
,
2
,
exp 2
2
2
2
. 19
ir k
3
3 H
1
2
2 2
I
Each MWA tile being approximately a square aperture, the
primary beam ( )nA l m, can be written as
( ) ( ) ( ) ( )pp
p
p=nA l m
L l
L l
L m
L m
,
sin sin
. 20x
x
y
y
Here Lx and Ly are dimensionless. They correspond to the ratio
of the length of the tile along the x- and y-axis to the
wavelength. For the central wavelength of the observation
=L L 2x y . Equations (18) and(20) show that integrals over
l and m are separable and identical. These integrals cannot be
computed analytically but under certain approximations mean-
ingful analytic expressions can be found. Let us deﬁne
}
( )
( ) ( )
ò p p
p
p
= - -
-
n n n n n
n
^ ^⎜ ⎟
⎡
⎣⎢
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⎛
⎝
⎞
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⎤
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; , exp 2
2
2
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21x
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where ( )n n n^Q k u w; ,1 is a function of k^ 1 and is parametrized
by uν and wν. First we consider w=0. In this case, it can be
shown that if the limits of the integral are allowed to go from
Figure 1. Power spectra of the expected cosmological H I signal. The power is
plotted as Plog10 where P is in units ( )mK Mpc h2 3.
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minus inﬁnity to plus inﬁnity, we obtain
( ) ∣( ( ))∣
( )
p= - <
=
n n n n^ ^Q k u
L
u r k L; , 0
1
if 2 1 2
0 otherwise.
22
x
x1 1
We notice that the approximation used is good because the
function has a compact support provided by the primary beam.
As  qL 1x 0, where q0 is the extent of the primary beam, this
result means that, for a given uν, the wavenumbers that
contribute to the integral are the ones that are bounded by the
extent of the primary beam. This result is already implied by
Equation (14).
Equation (21) cannot be analytically approximated so readily
for non-zero w. We use the stationary phase approximation to
analytically evaluate the integral. For this assumption to hold,
the phase of the exponent should be much larger than the slow
variation of the primary beam. This would be the case if wl2 is
large. In this approximation, we obtain
( ) ( ( ( )) )
( ( ))
[ ( ( )) ( )]
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p p
p p
p p
= --
´ - -
n n n n n n
n n
n n n
^ ^
^
^
Q k u w
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; ,
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2
exp 2 4 .
23
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The main impact of the inclusion of the w-term can be
discerned from this expression. In the limit of large w, the
impact of the w-term is to shrink the MWA beam and the
primary beam tends to w1 (Cornwell et al. 2008).21
However, this also means that the spread of k^ 1 for which the
integral is non-zero also increases, as seen in the terms
involving the sine function. If the decrease of the primary beam
results in a loss of signal-to-noise, an increase in the correlation
length ∣ ∣- ¢u u gains signal-to-noise. We can write visibility
correlation for pairs of u w, and ¢ ¢n nu w, as
( ) ( )
( ) ( )
( ) ( )
( ) ( )
*
ò p
á ¢ ¢ ñ
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´ ¢ ¢
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n n n n n n
n n
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2
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Equation (24) can be computed numerically. In Figure 2, we
show how the H I correlation function is affected in the
presence of the w-term. These expressions are also valid for
diffuse foregrounds which have a different 2D power spectrum
and frequency dependence, e.g., optically thin synchrotron
radiation for which the angular and frequency dependence is
separable. As Equation (24) can be used to compute the impact
of the w-term at any frequency, it can readily be generalized to
study diffuse foregrounds.
2.2. Time-dependent Coordinate System and w-term
In a tracking interferometric observation, a phase center is
tracked and snapshots are taken at regular intervals with short
duration. Each of these snapshots can be imaged and the
images added if the successive ﬁelds of view can be assumed to
be coplanar. This approximation breaks down for wide ﬁeld-of-
view instruments such as MWA. One manifestation of the wide
ﬁeld of view is the w-term whose impact was studied in the
previous subsection. In this section we generalize the
discussion of the last subsection to take into account the time
dependence of the non-coplanarity of the tracked region
(Taylor et al. 1999).
As the region is tracked, the relation between the image and
astronomical coordinates changes, which distorts the intensity
pattern with respect to the phase center being tracked. More
speciﬁcally, this effect arises from the projection of a non-
coplanar array on a plane, which is necessary to perform the
Fourier transform for imaging. It is best illustrated with a set of
point sources. These sources appear to move with respect to the
phase center (e.g., Figure19-9 in Taylor et al. 1999, p. 180).
The distortion of the intensity pattern corresponds to non-
uniform stretching and it increases for sources further away
from the phase center. Thus, this effect cannot be corrected by a
standard shift of coordinate. The non-uniform stretching makes
the situation complex, and the standard grid approach is
difﬁcult to implement in this case. For a set of point sources,
the correction for this effect could be applied iteratively in the
image plane (Chapter 19, Taylor et al. 1999, p. 180).
For a small ﬁeld of view, this effect can be neglected and a
unique coordinate system (e.g., time-independent direction
cosines { }l m, ) can be used to relate the image coordinates with
the sky intensity pattern for a long tracking run. However, it is
not possible to deﬁne such a coordinate system when either the
ﬁeld of view is large or the tracking period is long.
Our aim here is not to correct for this effect but rather to
estimate its impact on the correlation of visibilities at two
different times during a tracking run. Suppose we measure
visibilities within a small cell in the u–v plane (the size of the
cell will be discussed in a later section) centered around a
baseline { }u v, at t=0. At a later time = ¢t t another baseline
might enter this cell. From the discussion in the previous
subsections (e.g., Figure 2) the two visibilities are expected to
correlate strongly with each other (even if the values of w differ
signiﬁcantly for these two sets, this statement is generally true).
However, visibilities measured at two different times do not
correspond to the same intensity pattern. Our aim here is to
estimate the level of de-correlation caused by the distortion of
intensity pattern during a tracking run. In this paper, we
construct a time-dependent coordinate system which allows us
Figure 2. H I signal is plotted as a function ∣ ∣- ¢u u for different values of w.
The impact of the w-term is to decrease the overall signal owing to shrinking of
the primary beam and increase the correlation length ∣ ∣- ¢u u .
21 The impact of the w-term can be more readily computed if the beam is
Gaussian (e.g., AppendixB of Paul et al. 2014). In this case, the primary beam
approaches ( )q p+ n -w1 02 1 2 for non-zero w.
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to analyze this distortion of intensity pattern. We assess the
impact of this effect when a region is tracked using the MWA
primary beam. In particular, we consider this effect on the
visibilities produced by the EoR H I signal.
We start by recalling the deﬁnition of direction cosines for a
point on the sky whose coordinates, declination and hour angle
{ }d h, , are written as (Christiansen & Hogbom 1969)
( ) ( ) ( )d=l hsin cos , 25
( ) ( ) ( ) ( ) ( ) ( )d f d f= -m hcos cos sin sin cos , 26
( ) ( ) ( ) ( ) ( ) ( )d f d f= +n hcos cos cos sin sin . 27
It can be shown that = - -n l m1 2 2 . The phase center is
always deﬁned as l=0, m=0, n=1; for the coordinates
deﬁned above it is h=0 and d f= .
As a phase center is tracked owing to the rotation of the
Earth, δ remains ﬁxed but the hour angle changes. For a wide
ﬁeld of view, this can result in distortion of the intensity pattern
of the sky. To take this effect into account, we can deﬁne a
time-dependent coordinate system:
( ) ( ) ( ) ( ) ( ) ( )d d d d d= + - +l h h h h hsin cos sin cos . 280 0
Here h0 and d0 deﬁne the phase center for d =h 0; dh deﬁnes
the ﬂow of time. m can be similarly deﬁned and n can be
computed from l and m. This deﬁnition gives a time-dependent
coordinate system where the coordinates are always deﬁned
with respect to the phase center. It is easy to verify that for
small ﬁeld of view and for small tracking times, which
corresponds to cases when higher order terms in h, dh, and δ
can be dropped, l is independent of time which means that the
distance of a point from the phase center is left invariant under
tracking. In such cases, the intensity pattern on the sky
corresponds to the unique intensity pattern deﬁned by sky
coordinates δ and h and remains unchanged as the phase center
is tracked.
However, when this approximation breaks down, l becomes
a function of time and it is impossible to deﬁne a unique
relation between direction cosines and sky coordinates. This
means that any quantities deﬁned with respect to sky
coordinates (e.g., intensity pattern) become time dependent.
The visibility for the H I signal is given by
}
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The direction cosines l and m are now functions of time. The
angular integral is carried out over δ and h. Unlike the earlier
case (ﬁxed grid) this is not a product of two 1D integrals. The
correlation of the visibilities ( )dn n nuV w h, , can be computed
using the same methods as outlined in the previous sections.
In Figure 3 we show the results when the effect of the time-
dependent coordinate system (“moving grid”) is included. The
initial phase center (d =h 0) is chosen to be h=0 and d f= .
The results are shown for two different values of dh and a range
of w values. We only show the autocorrelation function for a
given value of dh. But the results shown in Figure 3 can be used
to assess the cross-correlation of visibilities measured at two
different times. For our case the value of this cross-correlation
lies between the autocorrelations of visibilities measured at the
same time. The moving grid does not introduce another scale in
the problem and the results in this case are not very different
from the case for a ﬁxed grid. In both cases the dominant
correlations occur for - ¢ <u u 1.5.
Figures 2 and 3 are based on the MWA primary beam.
However, it is possible to glean generic information applicable
for other primary beams from them. First, the decorrelation
length ∣ ∣- ¢u u scales as the inverse of the primary beam (e.g.,
Paul et al. 2014). So for a smaller beam, the decorrelation seen
in the ﬁgures as a function of ∣ ∣- ¢u u would be shallower. The
impact of the w-term for a different primary beam can be
partially gauged from Equation (23), which is valid for large
values of w. In this limit, the primary beam tends to w1 ,
irrespective of the primary beam of the telescope. It is difﬁcult
to analytically estimate the impact of the w-term when this limit
does not hold. But it can be shown that the impact of the w-
term diminishes for a smaller primary beam, e.g., a Gaussian
beam for which the primary beam tends to ( )q p+ n -w1 02 1 2
for non-zero w (e.g., Paul et al. 2014). As noted above, the
distortion of intensity pattern during a tracking run is a wide
ﬁeld effect. For a smaller primary beam, the level of
decorrelation seen in Figure 3 would be smaller but it is
difﬁcult to analytically estimate it.
2.3. Weights for Cross-correlation
Equation (29) can be used to compute the counterpart of
Equation (14) which takes into account the impact of a non-
zero w-term and the distortion of intensity pattern. We compute
this expression for the visibility correlation in delay space
numerically. In this formulation, the measured visibility is a
function of four parameters: t u w t, , , . Here, as noted above, u
and w are the values of these variables at a ﬁxed frequency
which we choose to be n = 154 MHz0 .
We deﬁne the weight on a given cross-correlation as
( ) ( ) ( )
( ) ( )
( )*
*
 ¢ ¢ ¢ = á ¢ ¢ ¢ ñá ¢ ¢ ñ
t t
t t
u u
u u
u u
w t w t
V w t V w t
V t V t
, , ; , ,
, , , ,
, 0, , 0,
. 30
The weights are deﬁned with respect to the H I cross-correlation
computed in Equation (14) for = ¢u u , = ¢ =w w 0, = ¢t t , and
Figure 3. H I signal is plotted as a function ∣ ∣- ¢u u for different values of w
and dh. The initial phase center is chosen to be h=0 and d f= .
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t t= ¢. We only consider the case t t¢ = for the computation
of weights.
Using Equation (30) allows one to recover the H I power
spectrum for a ﬁxed wavenumber k from visibility cross-
correlations.
3. ANALYSIS OF MWA DATA
MWA is a low frequency radio interferometer array located
in Western Australia. It consists of 128 antenna tiles with each
tile comprising 16 crossed dipole antennas over a metal ground
screen in a 4 × 4 grid. MWA bandwidth is 30.72 MHz, divided
into 24 coarse channels of width 1.28MHz each. The total
bandwidth is divided into 768 ﬁne channels. With the use of an
analog beamformer appropriate phase delays are introduced in
each individual dipole antenna to track the pointing center of
the beam across the sky. For more information on MWA,
please see Tingay et al. (2013) and Lonsdale et al. (2009).
To minimize the effect of Galactic synchrotron emission, the
MWA EoR community has chosen three ﬁelds on the sky away
from the Galactic plane. These ﬁelds have been named as
EoR0, EoR1, and EoR2 and are shown in Figure 4. In this
paper we present 3 hr of tracking analysis of the EoR1 ﬁeld
centered at R.A.=4h, decl.=−27°.
Many research groups are currently developing pipelines to
extract statistical information from radio interferometric data,
with an aim to detect the H I signal from EoR (Dillon et al.
2015; Jacobs et al. 2016; Trott et al. 2016; B. J. Hazelton et al.
2016, in prepration). These can be divided broadly into two
categories: image based and visibility based pipelines. For
foreground subtraction and imaging these pipelines use the
following imaging algorithms: Real Time System (Mitchell
et al. 2008; Ord et al. 2010) and Fast Holographic Deconvolu-
tion (Sullivan et al. 2012).
The image based pipelines (Dillon et al. 2015; B. J. Hazelton
et al. 2016, in prepration) use a source catalog created through
the deconvolution of the data which are subtracted to obtain a
residual image cube. The Fourier transform of this image cube
with some further processing yields the power spectra. On the
other hand, the visibility based pipelines (Trott et al. 2016) use
the data in the visibility domain for power spectra estimation,
after initial processing in the image domain to obtain the
foreground model. A detailed comparison of the outputs from
all the methods described above is provided in Jacobs et al.
(2016). Thyagarajan et al. (2015a, 2015b) describe the impact
of a wide ﬁeld of view in power spectra estimation.
A special variant among the visibility based estimators is the
“delay spectrum” (Parsons et al. 2012b, 2014; Pober et al.
2013), which directly Fourier transforms each calibrated
visibility along its frequency channels. The radio interferometer
PAPER uses this approach extensively; it relies upon redundant
baselines to calibrate the interferometer and east–west and near
east–west baselines for power spectrum estimation (Parsons
et al. 2012b, 2014; Ali et al. 2015). This particular scheme has
been discussed and implemented only for redundant drift scan
observations. In this paper we explore the possibility of
applying this approach for non-redundant imaging arrays and
tracking measurements.
In this and the next section, we discuss in detail our method
of MWA data analysis and power spectrum estimation from
the data.
We summarize below the major ingredients of the method
and then describe each of the steps in detail in subsequent
sections:
1. CASA (McMullin et al. 2007) is used for initial
processing of the data to calibrate raw visibility
measurements. This is followed by the creation of a
model sky image from clean components. This model is
then subtracted in the visibility domain to obtain residual
visibilities. We use both the calibrated and residual
visibilities for computing the power spectrum.
2. Each visibility is then Fourier transformed in frequency
space (Equation (31)). This process is needed to isolate
foregrounds in the – k^ k plane. We note the our method
utilizes both the subtraction of foregrounds and their
Figure 4. EoR ﬁelds are shown on the Galactic map at 408 MHz (Haslam et al. 1982). Three ﬁelds, away from the Galactic plane, have been identiﬁed for the MWA
reionization study. These are EoR0, EoR1, and EoR2 respectively as shown in circles. In this paper we focus on the EoR1 ﬁeld centered at R.A.=4h, decl.=−27°.
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isolation, but it does not employ an external point source
catalog.
3. The procedure outlined above yields complex visibilities
as a function of ﬁve variables: ( )tV u v w t, , , . For
computing the power spectrum we cross-correlate these
visibilities for ¢ ¹t t to remove the noise bias. To weigh
each cross-correlation we assume that there exist regions
in the – k^ k plane which are dominated by only noise and
the H I signal. This allows us to compute a weight for
each cross-correlation based on the expected H I signal.
For computing these weights we take into account the
impact of the w-term and the distortion of intensity
pattern in a tracking scan. The relevant method is
elaborated in detail in Sections 2 and 2.1–2.3 and
summarized in Section 4.
4. In Section 4.1, we describe the power spectrum estimator,
taking into account weights given by the expected H I
signal, in three, two, and one dimensions. We also
discuss our method to compute the errors on the
estimated power spectrum.
3.1. CASA Processing
MWA data were collected at 2 minute intervals with a time
resolution of 0.5 s and frequency resolution of 40 kHz. The
central frequency of these observations is 154.24MHz. For
preprocessing we have used the Cotter pipeline (Offringa et al.
2015) to average to 10 s of integration; we have not performed
any averaging over the frequency channels. Cotter also uses the
in-built AOFlagger to ﬂag and remove radio frequency
interference. The edge channels of each coarse band are
ﬂagged with Cotter due to aliasing effects. After this
preprocessing the Cotter pipeline delivers the data in the
CASA readable “Measurement set (ms)” format for further
processing.
Once the “ms” ﬁles are produced for each 2 minute data set,
we process each of these 2 minute data sets in CASA to
produce an image. The Hydra A source is used to calculate the
bandpass solutions which are applied to the uncalibrated data.
We next construct a sky model from these data so that we can
subtract it to obtain the residual visibility. After bandpass
calibration the ﬁrst round of “clean” is applied on each
2 minute data set. The multi-scale multi-frequency synthesis
algorithm (Rau & Cornwell 2011) has been used for imaging.
We have created images of size 3072 × 3072 pixels with
1 arcmin cell size using Cotton–Schwab CLEAN (Schwab
1984) with a uniform weighting scheme. After the ﬁrst round of
CLEAN we perform self-calibration (both phase and amplitude
+phase) and apply the CLEAN loop until the rms value of the
residual image converges. The threshold limits for the CLEAN
steps are chosen to be 5 sigma. The W-projection algorithm
(Cornwell et al. 2008) is also used to correct for the errors
arising due to non-coplanarity of baselines. Once we obtain the
best model of the sky for each 2 minute observation, the model
visibilities are then subtracted from the calibrated data using the
UVSUB algorithm in CASA to obtain the residual data. This
process is followed for both XX and YY polarizations
separately. A ﬂow chart of the data pipeline is shown in
Figure 5. In Figure 6, we present a sample image of 2 minute
deconvolution.
As noted above we process the data for only 2 minutes to
ensure the primary beam does not substantially change during
the run. For a 2 minute scan we obtain an rms of nearly
40 mJy beam−1.
The residual visibility ( )n n n nV u v w t, , , is a function of ﬁve
variables. We compute the discrete Fourier transform of the
residual visibilities in the frequency space weighted by the
Blackman–Nuttall (Nuttall 1981) window Bν to suppress
leakage into the EoR window (Thyagarajan et al. 2013, 2016):
( ) ( ) ( ) ( )å pnt= Dt n n n n nV u v w t i V u v w t B, , , exp 2 , , , . 31
Notice that in Equation (31) the frequency dependence of the
baseline vector { }=n n n nb u v w, , is integrated over. Therefore,
the labels { }u v w, , on the lhs of Equation (31) need further
explanation. As noted above (in the discussion following
Equation (11)) they can be chosen to denote a given baseline
vector at a ﬁxed frequency n0. We choose this frequency to be
the central frequency of the band n = 154 MHz0 . Parsons et al.
(2012a, 2012b) provide detailed implications of the frequency
dependence of the baseline vector. Here D = 40 kHz and
256channels are used for our study, which correspond to a
total bandwidth 10.24MHz in the frequency range
149.09–159.34MHz.
4. POWER SPECTRUM
The visibilities (Equation (31)) are cross-correlated with
weights determined from the H I signal (Section 2.3) to
estimate the power spectrum. For each pair of parameters,
Figure 5. Schematic of the power spectra pipeline.
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e.g., { }¢u u, , the weights are generally different. It is
computationally prohibitive to deal with weights for all cross-
correlations. We make several simplifying assumptions to
make the problem tractable based on the properties of the H I
signal. In Sections 2, 2.1, and 2.2 we discuss in detail the H I
signal and how it is affected by the inclusion of the w-term and
Figure 6. Image of the EoR1 ﬁeld at 154.24 MHz in the top panel for two minutes of data. The bottom panels display two regions from the image. The right panel
displays the region containing the FornaxA.
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the additional complication arising from distortion of the ﬁeld
of view as a region is tracked for MWA.
We summarize the main results of these sections as applied
to the data:
1. In Section 2 the H I signal and its correlations are
discussed in detail. Equation (15) shows that correlations
in the sky plane are nearly independent of correlations
along the line of sight. This allows us to compute weights
for correlations in the plane of the sky independent of the
third axis. Equation (15) allows us to derive a relation
between the measured correlation and the inferred H I
power spectrum (Equation (17)). Equation (17) deﬁnes
the scale of cross-correlation weights. The weight
function ( ) ¢ ¢ ¢ ¢u v w t u v w t, , , ; , , , is unity when
= ¢u u , = ¢ =w w 0, and  ¢t t . Equation (17) refers to
this case.
2. In Section 2.1, the impact of the w-term on the H I signal
is computed. Equation (23) and Figure 2 capture the
effect of non-zero w on H I correlations. The w-term
diminishes the signal by shrinking the effective primary
beam and increases the correlation length scale ∣ ∣- ¢u u .
We use the analytic expression based on Equation (23)
for computing weights for >w 30.
3. In Section 2.2, we attempt to assess the impact of time-
dependent distortion of the intensity pattern in a tracking
run for MWA. Figure 3 shows the combined effect of the
moving grid and w-term. The distortion of intensity
pattern generally acts to enhance decorrelation but is
found to be not signiﬁcant and does not alter the main
features of the signal. For our computation, we only
update the weights after every 10minutes to account for
this effect.
4.1. Power Spectrum Estimator
As shown above, each correlation receives a different weight
depending on the values of { }u v w t, , , of the baselines
being correlated. As noted, we deﬁne the weights
( ) ¢ ¢ ¢ ¢u v w t u v w t, , , ; , , , such that they approach unity when
= ¢u u , = ¢v v , = ¢ =w w 0, and  ¢t t such that the effect of
the moving grid is not important ( ¹ ¢t t for all correlations to
remove noise bias).
The H I power spectrum is a function of = +k^k k ;2 2
Equation (16) gives the relation between the Fourier components
of the H I signal and { }tu, . All cross-correlations for
which the wave vector lies in some range k and k+dk can
be used to construct the unbiased H I signal: 1
( ) ( ) å ¢ ¢ ¢ ¢t t¢N V u v w t V u v w t, , , , , , ; where N is the number
of all pairs for which k lies in the range speciﬁed above. However,
this estimator, though unbiased for the H I signal, could be
dominated by small values of weights , which does not make it
the lowest noise (or optimal) estimator.
As the observed signal is dominated by noise, we consider
an optimal estimator for our study:
ˆ ( ) ( ) ( )* ås= ´t t t¢ ¢ ¢ ¢P u v V V,
1
32
u v w w t t, , , , ,
where ( )s = å ¢ ¢ ¢ ¢¢ ¢ ¢ ¢ u v w t u v w t, , , , , , ,u v w w t t, , , , , 2 . To avoid
noise bias, ¹ ¢t t for all cross-correlations. For a given
{ }tu v, , , Equation (32) allows us to compute the power
spectrum by optimally weighing over all the cross-correlations.
However, as Figures 2 and 3 show the correlations fall
substantially for - ¢u u 1.5 (see also Paul et al. 2014 and
references therein). This motivates us to pixelize the u-plane
and consider only those visibility pairs for which the
correlations are signiﬁcant. We consider cells of different sizes
and present results here for D = D =u v 0.5. The number of
visibility measurements in a cell varies depending on the (u, v)
values. The shortest baselines have higher population as
expected for MWA. For 3 hr of analysis and <u v, 50, the
number of visibilities in a cell lies in the range –~1000 3500
where each visibility has a time resolution of D =t 10 s. All
the cross-correlations within a cell are computed using
Equation (32).
For averaging over different cells, each cell is assigned an
average weight corresponding to the rms of the power spectrum
for a cell, sp. These weights are then used for optimally
averaging the power spectrum (Equation (32)) over other cells
(for details see Appendix B). Note that this procedure allows us
to separate large correlations of the H I signal, the ones for
which is close to unity, from the ones which are expected to
be incoherent because  is small.
The schematic of the two processes—the computation of
power spectrum in three and two dimensions—is displayed in
Figure (7): the top panel delineates the process of computing
cross-correlations within each cell and the bottom panel depicts
how azimuthal average for a ﬁxed baseline length +u v2 2 is
computed. For MWA data,  k^k , which means the value of
k is dominated by the value of k . This suggests the following
method for computing the 1D power spectrum, which we
adopt: all the cells for a given τ are optimally averaged using
the method described above. This procedure yields a complex
number. In the ﬁgures that display 2D and 1D power spectra
we plot the absolute value of the estimated power spectrum.
The power spectrum error in one dimension is computed by
ﬁrst estimating the rms for each cell sp. sp are then used as
weights for optimal averaging over all the cells for a ﬁxed τ.
The resultant rms after averaging over the cells approaches
( )s så -1 pfin 2 1 2 if the power spectrum across cells is
uncorrelated. This holds for noise but, as noted above, is an
approximation for the H I signal. We expect this assumption to
be valid in our case as the observed signal is dominated by
noise (for a detailed explanation, see Appendix B).
5. RESULTS
In Figure 8, the power spectra computed from 3 hr of data
are shown in the – k^ k plane. The power spectra for both XX
and YY polarizations are shown for calibrated and residual
visibilities.
We ﬁrst discuss discernible features in the power spectra:
1. In Fourier space the foreground contributions occupy a
wedge shaped region (also called the “foreground wedge”)
owing to the smooth spectral characteristics of foreground
sources (Datta et al. 2010; Parsons et al. 2012b;
Vedantham et al. 2012; Thyagarajan et al. 2013, 2015a;
Dillon et al. 2014; Liu et al. 2014a). The region beyond the
foreground wedge is expected to be free from foreground
contamination and dominated by thermal noise and
expected H I signal. This foreground isolation approach
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is particularly useful for MWA as it has low angular
resolution. The strongest H I signals lie in the shortest
baselines (low k^ values) and decrease rapidly with
increasing k^ values. The upper and lower panels of
Figure 8 display the dirty (calibrated with no foreground
subtraction) and the residual (clean components sub-
tracted) power spectra, respectively. Figure 8 bears out the
assumption that foregrounds have smooth spectral char-
acteristics as they are seen to form the “foreground
wedge,” this separation is in good agreement with the
expectation from foreground simulations (Figure 10). The
ﬁrst few k modes exhibit maximum foreground
contributions, the  =k 0 mode being the strongest. The
amplitude at this mode is roughly – ( )10 10 mk Mpc h14 15 2 3
which is in good agreement with the results of other MWA
EoR pipelines (Jacobs et al. 2016). A clear decrement in
power in the “foreground wedge” is visible in residual
power spectra as compared to the dirty one.
2. As described in the previous section, MWA has missing
channels on either side of coarse bands of width
1.28MHz. This leads to a periodicity of missing data
across the frequency axis in visibility, the effect of which
is reﬂected in the Fourier-transformed power spectra as
the horizontal bright lines at ﬁxed kP.
Figure 9 shows the 1D power spectra; obtained from regions
that exclude the foreground wedge and bright coarse bands in
Figure 8. For computing the 1D power spectrum, the
foreground wedge and the bright coarse horizontal bands of
the 2D power spectrum (Figure 8) are rejected. More
speciﬁcally, the channels corresponding to   -k 0.14 h Mpc 1
and >^ -k 0.1 h Mpc 1 are not considered. For each coarse
band, the central brightest channel along with two channels on
either side are excluded. The remaining contiguous regions are
used in estimation of the 1D power spectrum. For instance, for
a given k that meets the criterion outlined above, all the cells
that correspond to <^ -k 0.1 h Mpc 1 are used for the
computation of the 1D power spectrum. The errors in the
binned power spectra are computed using a scheme outlined in
Appendix B.
The 2D power spectra obtained from data (Figure 8) can be
compared with Figure 10 that shows the expected power
spectrum based on simulations of foregrounds and noise. In
particular, this comparison allows us to assess the structure of
coarse channels and the foreground wedge. It also indicates the
range of scales of the 2D power spectrum. However, Figure 10
is based on a single realization of noise and a model of
foregrounds based on a random distribution of point sources,
and therefore a more detailed comparison between the data and
simulations is not possible. We shall return to this detailed
comparison in future work.
6. CONCLUSIONS
In this paper, we propose a new method to extract the H I
power spectrum from MWA visibility data in delay space. The
proposed method is applicable when a region is tracked using
imaging radio interferometers.
One of the crucial factors in power spectrum estimation is
how the w-term is dealt with within the pipeline. Our ﬁndings
are that the w-term causes an effective shrinking of the primary
beam which reduces the contribution of the H I signal. We
carefully model the H I signal by taking the w-term into
account, the weights calculated are then applied to cross-
correlate the measured visibilities. Moreover, the cross-
correlation approach is particularly useful to minimize various
systematics in the system. We also model and account for the
impact of changing intensity pattern in a tracking run. We ﬁnd
this effect to be sub-dominant to the w-term correction.
We analyze 3 hr of MWA data from the EoR1 ﬁeld, one of
the ﬁelds identiﬁed by the MWA community for EoR science.
CASA has been used for calibration and to create a foreground
model using the clean components. Both the dirty (calibrated
with no foreground subtraction) and residual (foreground
Figure 7. (a) The population of visibilities within different uv bins for each τ.
The small dots denote visibilities due to individual baselines. These are cross-
correlated with each other within a given uv bin. (b) The black dots within a bin
are the power value at each bin. An optimal azimuthal average, based on
weights of each cell, is done to collapse the uv axes into a single axis of
baseline length.
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model subtracted) power spectrum in delay space are presented.
Our results (Figures 8 and 9) are in good agreement with
analyses of other MWA EoR pipelines (Jacobs et al. 2016).
In the future we plan to apply the method proposed here in
cases of more integration time and, in particular, to a longer
single tracking run. The decorrelation caused by the w-term and
the changing intensity pattern should be more dominant in the
latter case. This will allow us to test the efﬁcacy of our method
for more extreme cases and might indicate the best possible
way of detecting the H I signal from the Eor.
We thank the referee for useful comments that helped us to
improve the paper.
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Figure 8. Two-dimensional power spectra for 3 hr of data on the EoR1 ﬁeld for XX and YY polarization. The power is plotted as Plog10 where P is in
units ( )mK Mpc h2 3.
Figure 9. One-dimensional power spectra ( ( ) ( )pD = k P k 22 3 2 in units ( )mK 2) for the XX (left panel) and YY (right panel) polarization are shown along with the
errors for each band. The dotted–dashed (red) curve show the expected H I signal (Furlanetto et al. 2006).
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APPENDIX A
FOREGROUNDS AND NOISE SIMULATIONS
The primary contribution to foregrounds come from spectrally
smooth point and diffuse sources. They differ from the H I signal
in both spatial and spectral behavior. However, it is the latter
difference that allows us to potentially isolate foregrounds from
the H I signal in the power spectrum estimation.
To understand the impact of foregrounds in the data, we
model them as a set of point sources. We note that if both the
point and the diffuse sources have smooth spectra across the
instrumental bandwidth, their impact on the power spectra are
similar and therefore point sources allow us to capture
adequately our ability to isolate foregrounds from the signal.
In this section, for analytic work, we assume w=0. We note
without further proof that this assumption does not alter our
main inferences.
For a set of point sources, the intensity distribution is given
by
( ) ( ) ( )åq q qd= -n nI F . 33
i
i D i
2
Here nFi and qi are the source ﬂuxes and positions, respectively.
This allows us to compute the visibility for a given baseline nu
and frequency ν:
( ) ( ) ( ) ( )å q qp=n n n n nu uV F i Aexp 2 . . 34
i
i i i
Here Aν is the primary beam. As discussed earlier, we also
deﬁne a visibility in the conjugate space by taking the Fourier
transform with respect to ν (Equation (11)): ( )t uV . Our aim is
to compute the correlation of this visibility such that
( ) ( )
( [ ( )]
( ) ( )
( )
* ò òå
q q
q q
n n
p tn t n
á ¢ ñ = å ¢
´ - ¢ + - ¢ ¢
´
t t n n
n n
n n
¢ ¢
¢
¢
u u
u u
V V d d F F
i
A A
exp 2 . .
.
35
i
j i j
i j
i j
Both the source ﬂux Fν and primary beam ( )qnA are functions
of frequency so it is difﬁcult to analytically compute this
expression. However, assuming smooth and small variations of
both of these quantities across the bandwidth, we can make
meaningful analytic estimates; we verify this assumption from
detailed simulations and the analysis of the data. The main
frequency variation in this case comes from the phase of the
integral (the terms in the exponent) and in particular from the
change in the baseline length as frequency changes. We note
here that multiple correlations are available to us for this
analysis for different pairs of { }t t¢, and { }¢u u, . Here we
assume t t= ¢.
Delay space—foreground wedge. Here we expand the same
baseline in frequency space: ( )n n n¢ = + ¢ -n n n¢u u ud d . In
this case, n n=n nu u0 0, where n0 is some ﬁxed frequency.
Making the simplifying assumption that both point source ﬂuxes
and the primary beam are independent of frequency, Equation (35)
can be analytically integrated. We further make coordinate
transformations ( )n n= ¢ -x 2 and ( )n n= ¢ +y 2, and
assume n n¢ = in all the quantities except those in the exponent
containing their difference, which allows us to use  ny :
( ) ( )
( [
( ) ]) ( ) ( )
( )
* ò òå
q q
q q q
p
n t
á ¢ ñ å
´ -
+ -
t t n n
n n
n n n
¢u u
u u
u
V V dx dyF F
i
d d x A A
exp 2 . .
2 . .
36
i
j i j
i j
i i j
Integrals over x and y are now separated which gives us
( ) ( ) [ ( ) ] ( )* ò qp n tá ¢ ñ µ - -t t n¢u u uV V dx i d d xexp 2 . . 37i
As noted above, n n=n nu ud d 00 , or it is independent of
frequency. The integral in the equation is insigniﬁcant only
when t n qud d . i. This linear relation between τ and the
baseline u gives a region bounded by a “wedge” in the
τ– n qud d . i space for a spatial distribution of point sources
(e.g., see Datta et al. 2010; Parsons et al. 2012b; Vedantham
et al. 2012; Thyagarajan et al. 2013, 2015a; Dillon et al. 2014;
Liu et al. 2014a).
Another possible way to understand the nature of spectrally
smooth foregrounds is to ﬁrst compute the correlation in the
frequency space. Using Equation (34) gives us
( ) ( )
( [ ])
( ) ( ) ( )
* åå
q q
q q
p
á ¢ ñ =
´ - ¢
´
n n n n n n
n n
n n
¢ ¢ ¢
¢
¢
u u
u u
V V F F
i
A A
exp 2 . .
. 38
i j
i j
i j
i j
Using n n¢ = + Dn n n¢u u u 00 and substituting into Equation (38),
and performing a single Fourier transform with respect to nD , we
recover the main expected feature of the foreground “wedge”
described above. Computationally, if the variation of other
quantities with frequency, primary beam, and source ﬂuxes, is
neglected, this method is completely equivalent to the one based
on Equation (36).
Even though we used a set of point sources, the main
inferences of the analysis also follow for diffuse sources. In
particular, the frequency space integrals used to prove our case
are exactly the same.
Figure 10. Results of the simulation of noise and foregrounds are shown. The
power spectrum pipeline developed to analyze the data is also applied to
simulated foregrounds and noise for a 3 hr observational run for a single
polarization.
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For our simulations, we assume a set of point sources
isotropically distributed with ﬂuxes above 1Jy at 150MHz.
We construct this ﬂux distribution from the radio source count
at 1.4 GHz, which is given by (Hopkins et al. 2003)
( )å=- =
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
dn ds
S
a
S
log log
mJy
39
i
i
i
2.5
0
6
for ﬂux range 0.05mJyS1000mJy. The constants are
a0=0.859, a1=0.508, a2=0.376, a3=−0.049, a4=−0.121,
a5=0.057, and a6=−0.008. We simulate sources over the
entire hemisphere (nearly 15,000 sources) to suitably take into
account the contribution from MWA primary beam sidelobes. We
extrapolate the distribution to the frequencies of interest to us by
assuming a spectral index a = -0.7.
A.1. Thermal Noise
Thermal noise is independent of the baseline and depends on
three parameters: system temperature, integration time, and
channel width. The rms of thermal noise associated with a
visibility measurement for channel width nD and integration
time Dt is
( ) ( )s n n= D D
T
K t
40
sys
where Tsys and K denote the system temperature and antenna
gain respectively. For MWA, ( )=K A k2 Beff with
=A 21.5 meff 2 for MWA at n = 150 MHz (Tingay et al.
2013). In our analysis we choose nD = 40 kHz, D =t 10 s,
which are very small compared to the frequency and time
coherence of the signal (Paul et al. 2014). The system
temperature has two components: sky temperature (dominant
source of noise at low frequency) and receiver temperature.
We consider =T 250 Ksys for a single polarization which is
consistent with the reported system temperature at 154.24MHz
for the MWA pointing we consider in this paper.
It is fair to assume that the thermal noise for a radio
interferometer follows Gaussian statistics with zero mean. In our
simulation, we follow the same pipeline used for analyzing the
real data to estimate the thermal noise power. We use the baseline
distribution from the observation with = =u v 250max max . For
every (u, v) point the noise is drawn from a Gaussian distribution
with zero mean and the rms given by Equation (40).
APPENDIX B
POWER SPECTRUM ESTIMATION
As discussed in Section 4.1, the power spectrum from the
data is computed in two stages. First the power spectrum and its
rms are computed for a single cell in which the H I signal is
expected to be near coherent and then an average is obtained
across cells assuming the H I signal to be incoherent for
different cells (Figure 7).
As noted in the text, the H I signal can be recovered from a
visibility cross-correlation by inverse weighting with  . We
denote such a cross-correlation as ˆ ºS VV ; Sˆ is generally a
complex number. For optimal averaging to get the lowest noise
estimator, one needs to sum over these cross-correlations by
inverse weighting with the square of the rms of each cross-
correlation si. For pure noise, s µ 1i and one can obtain
Equation (32). Notice that this estimator is invariant under an
overall scaling of si. The error in power spectrum for each cell
sp is ˆ ˆs = á ñ - á ñS Sp2 2 2, where the average is obtained
optimally from the data for all the cross-correlations. It can
be shown that if each cross-correlation is assumed to be
uncorrelated, as would be the case for pure noise,
( )s så -1p i2 1 2. Notice that if the rms for all the cross-
correlations is the same, as would be the case if all
measurements are equally weighted, then this expression
reduces to s s= Np i c , where Nc is the number of all the
cross-correlations within a cell.
This procedure yields an estimate of the power spectrum
(Equation (32)) and its error sp for each cell.
For averaging over cells, we repeat the procedure described
above by taking the estimated power spectrum for a cell as the
signal and sp as the weights. This allows us to estimate the 2D
and 1D power spectrum and its rms. For pure noise, the ﬁnal
error in the power spectrum is expected to approach
s s= Npfin , where N is the number of cells used for
obtaining the average.
We brieﬂy discuss some shortfalls of such a procedure. First,
we do not construct the covariance matrix of the power
spectrum estimator. We only estimate its diagonal terms, s p2
and sfin2 . This means that we are not able to assess the extent of
cross-correlation between two neighboring bins in Figure 9.
Such cross-correlation might contain important information
about systematic errors, foreground leakage, and H I signal and
noise cross-correlation.
Second, we do not include the H I signal in our estimation
procedure. This is justiﬁed for the present work as the observed
signal is clearly dominated by noise and foreground residuals
(Figure 9). We brieﬂy assess the impact of the H I signal in
computing the power spectrum error.
We assume the following estimator for computing the power
spectrum for a cell and consider the contribution of only the H I
signal:
ˆ ( )
å=S N
V V1
. 41
c ij
i j
ij
As noted above, this estimator allows us to recover the H I
signal. The subscripts ij correspond to a pair for visibilities and
the sum is carried over all the cross-correlations. After further
computation, we obtain the error on the signal as
ˆ ˆ ( )   
 ååD =
+⎡
⎣⎢
⎤
⎦⎥S
S
N
. 42
c kl ij
ik jl il jk
ij kl
2
2
2
If all the weights are unity this reduces to the usual cosmic
variance expression ˆ ˆD =S S2 . Even though this term is
negligible for our purposes, this would need to be included for
longer integration times.
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