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OPERATORI ELLITTICI MASSIMINIMANTI
CRISTINA GIANNOTTI
In the theory of second order elliptic equations, in non divergence form,two non linear elliptic operators, which are non convex with respect to thesecond derivatives, are studied. Such operators are called maximinimal be-cause of their extremal properties and they are a generalization of the extre-mal elliptic operators in [7]. They can be used to study eigenvalues of ellipticequations, corresponding to eigenfunctions with changes of sign. In this workthe Dirichlet problem for these operators in studied. A nonuniqueness exam-ple, in dimension m ≥ 2, is costrued and a nonexistence theorem in W 2,m ,m ≥ 3, is proved.
Introduzione.
Se � e` un dominio limitato in Rm , m ≥ 2, si considera la classe Lαdegli operatori uniformemente ellittici e lineari della forma �i, j ai j ∂ 2∂ xi xj concoef�cienti misurabili in � e veri�canti, in �, le condizioni: �i, j ai jλiλj ≥
α|λ|2, per ogni λ∈Rm e per qualche costante α ∈ (0, 1m ], e�i aii ≡ 1.Gli operatori ellittici massiminimanti relativi alla classeLα vengono indi-cati con i simboli P Aα e Kα , dove A e` un sottoinsieme misurabile di �, e sonode�niti nel modo seguente. Per ogni funzione u differenziabile due volte in �,P Aα [u] coincide in A con lestremo superiore di Lu al variare delloperatore L
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nella classeLα , in �\ A con lestremo inferiore di Lu; Kα[u], invece, coincidecon lestremo superiore di Lu, sempre al variare di L in Lα , dove la funzioneu e` maggiore od uguale a zero, con lestremo inferiore di Lu dove u e` minoredi zero.
Tali operatori costituiscono una generalizzazione degli operatori ellitticiestremanti introdotti in [7], i quali si riottengono come casi particolari dal-loperatore P Aα ponendo A uguale ad � oppure uguale allinsieme vuoto. Glioperatori P Aα e Kα sono anche evidentemente correlati tra loro dalla relazione:Kα[u] = P {u≥0}α [u], si linearizzano su ciascuna funzione u �ssata e soddisfanoil principio di massimo.
A differenza degli operatori estremanti, P Aα e Kα non rientrano nellaclasse degli operatori ellittici convessi o concavi nelle derivate seconde, per iquali sono noti teoremi di esistenza e unicita` della soluzione per il problemadi Dirichlet (si veda, ad esempio, [4], Cap. 17, oppure [8] per teoremi diesistenza di tipo Schauder in classi di Ho¨lder e [1] per un teorema di esistenzain C0 ∩ W 2,mloc , ottenuto mediante maggiorazioni allinterno in spazi di SobolevW 2,m ). Le questioni dellesistenza e unicita` della soluzione per il problemadi Dirichlet si presentano piuttosto complesse e non sempre hanno rispostapositiva. I due risultati principali esposti nel presente lavoro sono un esempiodi non unicita` della soluzione per il problema di Dirichlet relativo alloperatoreKα in dimensione m ≥ 2 (par. 4) e la dimostrazione dellimpossibilita` di unteorema di esistenza in W 2,m , m ≥ 3, per la soluzione del problema di Dirichletrelativo alloperatore P Aα (par. 5). In particolare, nel paragrafo 5 si stabilisceuna relazione tra lesistenza di una soluzione W 2,m del nostro problema ed ilproblema dellunicita` debole, ossia dellunicita` della soluzione generalizzataper il problema di Dirichlet per operatori della classe Lα a coef�cienti limitatie misurabili. Il teorema di non esistenza per P Aα si ottiene, quindi, comeconseguenza di un recente risultato di non unicita` per le soluzioni deboli in[6].
Nel paragrafo 1 si introducono le de�nizioni e le prime proprieta` deglioperatori massiminimanti. Nel paragrafo 2 si stabiliscono teoremi di esistenzaper la soluzione del problema di Dirichlet nel piano; per un numero qualsiasidi dimensioni lesistenza e` provata nel paragrafo 3 solo nel caso particolare disoluzioni radiali. Per una trattazione piu` ampia e dettagliata dei risultati si rinviaa [3].
1. De�nizioni e prime proprieta`.
Sia � un aperto limitato connesso contenuto in Rm , m ≥ 2.
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Ricordiamo la de�nizione, data in [7], degli operatori ellittici estremantirelativi alla classeLα , il massimante Mα ed il minimante mα :
Mα[u](x ) = supL∈Lα Lu(x ), x ∈�,(1) mα[u](x ) = infL∈Lα Lu(x ), x ∈�,(2)
per ogni u ∈C1,1(�).Ricordiamo anche che, in termini degli autovalori C1[u], · · · ,Cm[u] dellamatrice hessiana di u, ordinati dal piu` piccolo al piu` grande, gli operatori Mαed mα hanno la seguente rappresentazione non lineare:
(3)
Mα[u] = α
m−1�
i=1
Ci [u]+ (1− (m − 1)α)Cm[u] ,
mα[u] = α
m�
i=2
Ci [u] + (1− (m − 1)α)C1[u] .
De�niamo ora gli operatori massiminimanti P Aα e Kα relativi alla classe
Lα .
De�nizione 1. Sia A un insieme misurabile assegnato contenuto in �; per ogniu ∈C1,1(�), e` :
(4) P Aα [u](x ) =
� supL∈Lα Lu(x ) x ∈ AinfL∈Lα Lu(x ) x ∈� \ A,
cioe` loperatore P Aα coincide con il massimante in A e con il minimante nelcomplementare � \ A.
De�nizione 2. Per ogni funzione u assegnata in C1,1(�), si pone:
(5) Kα[u] = P {x∈�:u(x)≥0}α [u],
cioe` Kα , applicato ad u, opera come il massimante dove u e` positiva o nulla ecome il minimante dove u e` negativa.
E immediato ottenere le prime proprieta` degli operatori P Aα e Kα dalleanaloghe proprieta` del massimante e del minimante provate in [7]. In parti-colare, P Aα e Kα si possono linearizzare su ciascuna u �ssata, ossia per ogniu ∈C1,1(�) esistono due operatori lineari L1, L2 ∈Lα tali che:
L1[u] = P Aα [U ] ed L2[u] = Kα[u].
172 CRISTINA GIANNOTTI
Per loperatore P Aα , �ssate u, v ∈ C1,1(�), anche la differenza P Aα [u] −P Aα [v] si linearizza, cioe` esiste un operatore L ∈Lα tale che:
P Aα [u] − P Aα [v] = L(u − v).
E chiaro, inoltre, che gli operatori massiminimanti, de�niti per funzionidi classe C1,1(�), possono essere ugualmente de�niti per funzioni di classeW 2,m(�).Consideriamo i problemi di Dirichlet per i due operatori massiminimantiP Aα e Kα :
(6) P Aα [u] = f in �, u = φ su ∂�
e
(7) Kα[u] = f in �, u = φ su ∂�.
Come conseguenza del principio di massimo si ha lunicita` della soluzioneper il problema relativo a P Aα e, a certe condizioni, anche per il problema (7):
Teorema 1. Il problema (6), con f misurabile in � e φ continua su ∂�,ammette al piu` una soluzione di classe C1,1(�) ∩ C0(�).
Teorema 2. Sia f misurabile e di segno costante in �. Allora, il problema (7),con φ ≡ 0, ha al piu` una soluzione in C1,1(�) ∩ C0(�).
Diamo ora una de�nizione ed un lemma utili per lo studio del problema diDirichlet relativo a Kα .
De�nizione 3. Sia � un aperto di Rm ed α ∈ (0, 1m ] costante. Ad ogni funzione
v assegnata, misurabile in �, si associa loperatore:
(8) Kα,v = P {x∈�:v(x)≥0}α ,
cioe` Kα,v coincide con loperatore massimante Mα dove v e` non negativa, conloperatore minimante mα dove v e` negativa.
Lemma 1 (di monotonia). Sia� un aperto limitato di Rm ed α ∈ (0, 1m ]. Sianou1 ed u2 soluzioni di classe W 2,m(�) rispettivamente dei problemi:� Kα,v1 [u] = f1 in�u = φ1 su ∂� e
� Kα,v2[u] = f2 in �u = φ2 su ∂�,
con f1, f2 ∈ Lm (�) tali che f1 ≤ f2 , φ1, φ2 ∈ C0(∂�) tali che φ1 ≥ φ2 e v1 e
v2 funzioni misurabili in �, tali che v1 ≥ v2 . Allora, e` anche u1 ≥ u2 in �.
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Dimostrazione. Si osserva che esiste un operatore L ∈ Lα tale che L(u1 −u2) ≤ 0. Infatti, suddividendo� nei tre insiemi:
I1 = {v1 ≥ 0, v2 ≥ 0}, I2 = {v1 < 0, v2 < 0}, I3 = {v1 ≥ 0, v2 < 0},
si costruisce L nel modo seguente:
L(u1 − u2) = Mα[u1] − Mα[u2] = f1 − f2 ≤ 0 in I1
L(u1 − u2) = mα[u1]− mα[u2] = f1 − f2 ≤ 0 in I2
Lu1 = Mα[u1] = f1 in I3,
cos�` che , anche in I3, L(u1 − u2) ≤ Mα[u1]−mα [u2] = f1 − f2 ≤ 0.Poiche`, daltra parte u1 − u2 ≥ 0 su ∂�, per il principio di massimo, u1 ≥ u2in �. �
2. Teoremi di esistenza nel piano.
Teorema 3. Sia � un aperto limitato del piano con frontiera di classe C3 e siaA un sottoinsieme misurabile di �. Se α ∈ (0, 12 ], per ogni f ∈ L2(�) e perogni φ ∈W 32 ,2(∂�) esiste una ed una sola funzione u ∈W 2,2(�), soluzione delproblema (6).
Teorema 4. Se � e` un aperto limitato del piano con frontiera di classe C3ed α ∈ (0, 12 ], il problema (7), con f ≡ 0, ha almeno una soluzione di classeW 2,2(�) qualunque sia φ ∈W 32 ,2(∂�).
La dimostrazione del Teorema 3, che omettiamo, e` in gran parte standard,basata su un metodo classico di continuita` e su note limitazioni a priori persoluzioni di classe W 2,2(�) delle equazioni ellittiche lineari della classe Lα indue variabili. Tali limitazioni, dimostrate in [9], si trasferiscono alloperatoreP Aα per la possibilita` di linearizzarlo su ciascuna u �ssata. In particolare, si ha,per ogni u ∈W 2,2(�) con traccia φ su ∂�:
(9) �u�W 2,2(�) ≤ Cα (�P Aα [u]�L2(�) + �φ�W 32 ,2(∂�)).
Dimostrazione (del Teorema 4). Sia X = {u ∈ W 2,2(�) : u = φ su ∂�}.Utilizzando loperatore in (8), de�niamo per ricorrenza una successione {un} difunzioni in X , nel modo seguente:
(10)
� u0 = max{supφ, 0}
un ∈W 2,2(�) : un = φ su ∂� e Kα,un−1 [un] = 0 in�.
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Osserviamo che la possibilita` di costruire la successione {un} e` garantitadal Teorema 3. Per il principio di massimo u0 ≥ u1, percio`, applicando ilLemma 1, si prova per induzione che la successione {un} e` non crescente, cioe`un ≥ un+1 per ogni n.Poiche`, daltra parte, la successione {un} ha norma W 2,2(�) limitata perla (9), esiste una sottosuccessione {unk } convergente debolmente in W 2,2(�) aduna funzione u ∈W 2,2(�). Inoltre, per il teorema di Rellich e per la monotonia,lintera successione converge ad u uniformemente in �, percio` u ∈ X .Proviamo ora che u e` soluzione in � dellequazione Kα[u] = 0. Poiche`W 2,2(�) ⊂ C0(�), si puo` considerare linsieme aperto A = {x ∈� : u(x ) >0} : su A un > 0 per ogni n, quindi soddisfa lequazione Mα[un] = 0. Allora,per ogni n,m esiste un operatore L ∈Lα tale che L(un−um ) = 0 in A; dunque,per ogni aperto A� tale che A� ⊂ A, si ha:
�un − um�W 2,2(A� ) ≤ C�un − um�L∞(�) ;
per la convergenza uniforme della successione {un}, ne segue che un convergead u fortemente in W 2,2(A�) per ogni A� ⊂ A e quindi anche Mα[un] convergead Mα[u] in L2(A�), percio` Mα[u] = 0 q.o. in A.Sia ora B = {x ∈ � : u(x ) < 0} : se K e` un compatto, dotato di puntiinterni, contenuto in B , per la convergenza uniforme della successione {un},le funzioni un sono tutte negative in K da un certo n in poi, quindi veri�canomα[un] = 0. Come prima, in ogni aperto B � con B � propriamente contenutoin K , un converge ad u fortemente in W 2,2(B �), quindi mα [un] converge admα[u] in L2(B �) da cui segue che mα[u] = 0 q.o. in B . Dove u = 0, in�ne,dallespressione (3) per il massimante e ricordando che se u e` differenziabiledue volte in�, dove si annulla anche le derivate prime e seconde di u sono nulleq.o., si ha ancora Mα[u] = 0 q.o.. Allora, u veri�ca lequazione Kα[u] = 0 in
� e dunque e` soluzione del problema considerato. �
In modo analogo, possiamo ottenere unaltra soluzione v del problema (7),con f ≡ 0, come limite della successione non decrescente:
(11)
�
v0 = min{infφ, 0}
vn ∈W 2,2(�) : vn = φ su ∂� e Kα,vn−1 [vn] = 0 in �.
Anzi, applicando il Lemma 1 e procedendo per induzione, si prova che
vn ≤ un per ogni n, dunque, al limite, v ≤ u. Se poi w e` soluzione del problema(7), con f ≡ 0, e quindi veri�ca Kα,w[w] = 0, si prova allo stesso modo che
vn ≤ w ≤ un per ogni n, e percio`, anche v ≤ w ≤ u. Ricapitolando, si ha:
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Teorema 5. Sia φ ∈ W 32 ,2(∂�). Se {un} e {vn} sono le successioni de�nite in(10) e (11) rispettivamente e se u e v sono i loro limiti, allora, u e v sonosoluzioni del problema (7), con f ≡ 0, e risulta v ≤ u. Inoltre, se w e` unaqualunque altra soluzione, risulta v ≤ w ≤ u.
Corollario 1. Nelle ipotesi del Teorema 4, il problema (7) ammette una ed unasola soluzione se e solo se i limiti u e v delle successioni (10) e (11) coincidono.
Osservazione. Se il termine noto f nel problema (7) non e` identicamente nullo,la questione dellesistenza di una soluzione rimane aperta: il metodo utilizzatoper la dimostrazione del Teorema 4, infatti, non si puo` applicare per i puntidella frontiera di {u ≥ 0}, che possono costituire un insieme di misura positiva.Anche la convergenza debole ad u in W 2,2(�) di una sottosuccessione unk nonaiuta in quanto non garantisce la convergenza debole in L2(�) della successioneMα[unk ] ad Mα[u].
3. Teoremi di esistenza nel caso radiale.
Teorema 6. Sia � la sfera aperta unitaria in Rm , m ≥ 2, con centro loriginee sia A un sottoinsieme misurabile di �, radiale, cioe` tale che la sua funzionecaratteristica χA dipenda solo dalla distanza dallorigine O. Fissato α ∈ (0, 1m ]ed f = f (|x |), radiale, in L∞(�), il problema di Dirichlet:
(12) P Aα [u] = f in�, u = 0 su ∂�
ammette una ed una sola soluzione u ∈C1,1(�) e tale soluzione e` radiale.
Teorema 7. Siano�, α ed f come nel teorema precedente. Allora, il problemadi Dirichlet:
(13) Kα[u] = f in �, u = 0 su ∂�
ammette almeno una soluzione u ∈C1,1(�) e tale soluzione e` radiale.
Le espressioni assunte dagli operatori P Aα e Kα quando sono applicati afunzioni che dipendono solo dalla distanza dallorigine permettono di trasfor-mare i problemi (12) e (13) in problemi per equazioni differenziali ordinariecon una singolarita` nellorigine e con coef�cienti che dipendono dalla soluzio-ne stessa.
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Posto r = |x |, se u(x ) = φ(r) e` una funzione radiale, infatti, dalle de-�nizioni di P Aα e di Kα e dalle espressioni (3) per gli operatori massimante eminimante, si ottengono le seguenti espressioni radiali per gli operatori massi-minimanti applicati ad u:
(14) P Aα [u](|x |) =PAα φ(r) = h(r)φ��(r) + 1− h(r)r φ�(r)
dove A = {r ∈ [0, 1) : r = |x | con x ∈ A} e:
(15) h(r) =


α se φ�� < φ�r ed r ∈ A oppure φ�� ≥
φ�
r ed r ∈ [0, 1) \ A
α� se φ�� ≥ φ�r ed r ∈ A oppure φ�� <
φ�
r ed r ∈ [0, 1) \ A ;
(16) Kα[u](|x |) = Kαφ(r) = h(r)φ�� + 1− h(r)r φ�
dove:
(17) h(r) =


α se φ ≥ 0 e (φ�� − φ�r ) < 0 oppure φ < 0 e (φ�� −
φ�
r ) ≥ 0
α� se φ ≥ 0 e (φ�� − φ�r ) ≥ 0 oppure φ < 0 e (φ�� −
φ�
r ) < 0.
E chiaro, allora, che, cercando soluzioni radiali dei problemi (12) e (13),questi si trasformano rispettivamente nei problemi:
(18) PAα φ(r) = f (r) in (0, 1), φ�(0) = φ(1) = 0
e:
(19) Kαφ(r) = f (r) in (0, 1), φ�(0) = φ(1) = 0.
I Teoremi 6 e 7 si possono quindi riformulare nel modo seguente:
Teorema 6 � . Sia f ∈ L∞�(0, 1)�. Allora il problema (18) ammette una ed unasola soluzione φ di classe C1,1�[0, 1]�.
Teorema 7 � . Assegnata f ∈ L∞�(0, 1)�, il problema (19) ammette almeno unasoluzione φ ∈C1,1�[0, 1]�.
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In particolare, la dimostrazione del Teorema 7� si basa sullo stesso proce-dimento iterativo usato per provare il Teorema 4. Osserviamo che se v e` radialein �, loperatore Kα,v , de�nito in (8), applicato ad una funzione u(|x |) = φ(r)radiale, diventa
(20) Kα,vφ(r) =P{v≥0}α φ(r).
Le successioni approssimanti, corrispondenti alle (10) e (11), sono quindi cos�`de�nite in C1,1�[0, 1]�:
(21) φ0 = +∞, Kα,φn−1φn = f in (0, 1), φ�n(0) = φn(1) = 0
e
(22) ψ0 = −∞, Kα,ψn−1ψn = f in (0, 1), ψ �n(0) = ψn(1) = 0.
Valgono risultati analoghi a quelli del Teorema 5 e del Corollario 1, cioe` lefunzioni φ e ψ , limiti delle successioni (21) e (22), sono rispettivamente lasoluzione superiore e la soluzione inferiore del problema (19) e ogni altrasoluzione e` intermedia tra queste due.Notiamo che, a differenza di quanto accade nel piano, le espressioniradiali delle equazioni considerate permettono di provare la convergenza dellesuccessioni (21) e (22) ad una soluzione del problema (19) qualunque siaf ∈ L∞�(0, 1)�.
4. Esempio di non unicita`.
Siano m ≥ 2 ed α ∈ (0, 1m ). Consideriamo il problema:
(23)
�
Kαφ = f (r) in (0, 1)
φ�(0) = φ(1) = 0 con f (r) =
� 1 se r ∈ [0, x0]
−1 se r ∈ (x0, 1]
dove x0 e` un punto assegnato dellintervallo (0, 1) e dove Kα e` loperatorein (16). Il Teorema 7� garantisce lesistenza di almeno una soluzione di classeC1,1 ([0, 1]) per il problema (23). Scopo di questo paragrafo e` provare che incerte condizioni il problema ammette almeno due soluzioni.
Teorema 8. Sia m ≥ 2; se x0 ∈ ( 12 , 1), esiste α ∈ (0, 1m ), dipendentemente dax0 e da m, tale che per α ∈ (0, α) il problema (23) ha due soluzioni distinte diclasse C1,1 ([0, 1]).
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Prima di tutto diamo un lemma preliminare, la cui dimostrazione e` basatasu semplici considerazioni algebriche (vedasi [3]).
Lemma 2. Siano m ≥ 2, α ∈ (0, 1m ), α� = 1− (m − 1)α ed x ∈ (0, 1).i) La funzione:
(24) σ (x ) = −1+ 2α − 12α
x 2 − 1
x 2α−1α − 1
e` crescente e negativa e limx→0+ σ (x ) = −1, limx→1− σ (x ) = 0.ii) Esiste α1 = α1(x ,m) ∈ (0, 1m ) tale che ∀α ∈ (0, α1) e` veri�cata ladisuguaglianza:
(25) −1+ 2x 1/α < σ (x ).
iii) Se x ∈ ( 12 , 1), posto α2 = min � 1m−1 (1+ ln xln 2 ), 1m �, la disuguaglianza
(26) −1+ 2x 1α� > 0
e` soddisfatta per ogni α ∈ (0, α2).iv) Se x ∈ ( 12 , 1) e α = α(m, x )e` il massimo valore per cui (25) e (26) sonoveri�cate entrambe, risulta: α < 1m .
Introduciamo il problema di Cauchy:
(27) Kαφ = f (r) in (0, 1) φ(1) = 0, φ�(1) = c
con termine noto come in (23) e al variare del dato iniziale c ∈R. Utilizzandonoti teoremi di esistenza si puo` provare che il problema (27) ammette una eduna sola soluzione di classe C1,1�(0, 1]� per ogni valore di c ∈R assegnato.Ora e` chiaro che determinare le soluzioni del problema (23) equivale arisolvere il problema di Cauchy (27) per quei valori del dato iniziale c ∈ R, incorrispondenza dei quali la soluzione soddisfa lulteriore condizione φ�(0) = 0.Si tratta allora di determinare almeno due di questi valori di c. Il primopasso consiste nello stabilire una condizione necessaria e suf�ciente af�nche`una soluzione del problema (27) abbia derivata nulla nellorigine.
Proposizione 1. Sia m ≥ 2, α ∈ (0, 1/m], x0 ∈ (0, 1) e sia φ ∈ C1,1�(0, 1]�soluzione del problema (27) per qualche c ∈ R. La funzione φ soddisfa lacondizione φ�(0) = limr→0 φ�(r) = 0 se e solo se φ�(r) = r per ogni r ∈ (0, x0),ovvero se e solo se:
(28) φ�(x0)x0 = 1.
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Dimostrazione. Se φ e` soluzione del problema (27), nellintervallo (0, x0)veri�ca:
h(r)φ�� + 1− h(r)r φ� = 1,
con il coef�ciente h(r) determinato in base alla (17). Integrando, si ottiene:
φ�(r) = r + r(φ�(x0)x0 − 1) exp(
� x0
r
1
h
dθ
θ
).
Poiche`:
r exp
�� x0
r
1
h
dθ
θ
�
≥ r exp
�� x0
r
1
α�
dθ
θ
�
= x 1/α�0 r1−1/α� → +∞
per r → 0, segue subito che:
limr→0 φ�(r) = 0 ⇔
φ�(x0)
x0 = 1,
da cui si ha anche: φ�(r) = r in [0, x0]. �
Proposizione 2. Fissati m ≥ 2 ed x0 ∈ (1/2, 1), consideriamo il problema (27)con α ∈ (0, α), α = α(m, x0) de�nito come nel Lemma 2: esistono almeno duevalori c ∈R del dato iniziale, tali che le corrispondenti soluzioni veri�cano lacondizione φ�(0) = 0.
Dimostrazione. Per la Proposizione 1, si devono determinare i valori di c peri quali si annulla la quantita` 1 − φ�(x0)/x0. Andiamo quindi a studiare questaquantita` al variare di c ∈ (−∞,+∞). Nellintervallo (x0, 1) la soluzione φ delproblema (27) veri�ca lequazione:
(29) h(r)φ�� + 1− h(r)r φ� = −1,
sempre con il coef�ciente h de�nito dalla (17). Integrando e tenendo conto dellacondizione iniziale φ�(1) = c, si ottiene:
φ�(r) = r
�
(c + 1) exp
�� 1
r
1
h
dθ
θ
�
− 1
�
, per r ∈ [x0, 1].
Dunque:
(30) 1− φ�(x0)x0 = 2− (c + 1) exp
�� 1
x0
1
h
dθ
θ
�
.
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Studiamo ora il coef�ciente h nellintervallo (x0, 1). Dallespressione di φ�si ha:
f (r) − φ�(r)r = −1−
φ�(r)
r = −(c + 1) exp
�� 1
r
1
r
dθ
θ
�
per r ∈ (x0, 1);
percio`,−1− φ�(r)r ha segno costante in (x0, 1); in particolare, e` maggiore di zerose c < −1 e minore o uguale a zero se c ≥ −1.Dalla (17) e dallequazione, allora, segue che i salti del coef�ciente hnellintervallo (x0, 1) coincidono esattamente con i cambiamenti di segno di
φ in questo intervallo:
(31) h(r) =
�
α se φ ≥ 0 e c > −1 oppure φ < 0 e c ≤ −1
α� se φ ≥ 0 e c ≤ −1 oppure φ < 0 e c > −1.
Se c ≥ 0, φ�(r) e` positiva in (x0, 1) e quindi φ , che e` nulla per r = 1,e` negativa in tutto lintervallo (x0, 1). Ne segue, in base alla (31), che ilcoef�ciente h nellequazione (29) e` costante, uguale ad α�, in tutto lintervallo.Ponendo h = α� nella (30) si ottiene, allora:
(32) 1− φ�(x0)x0 = 2− (c + 1)x
− 1
α�0 .
Quindi, per c ≥ 0:
1− φ�(x0)x0 = 0 se c = 2x
1
α�0 − 1
e per il Lemma 2, essendo α < α, il valore di c cos�` determinato e` positivo(condizione (26) con x = x0). Dunque, esiste un valore positivo del dato inizialec al quale corrisponde una soluzione con φ�(0) = 0.Passiamo a considerare c < 0, anzi c ∈ (−1, 0), in quanto dalla (30) e`chiaro che per c ≤ −1 la condizione (28) non puo` essere veri�cata.Se −1 < c < 0, dalla (31) e dal fatto che φ > 0 in un intorno del puntor = 1, in tale intorno si ha h = α nella (29), quindi:
(33) φ�(r) = −r + (c + 1)r1− 1α
e integrando ancora:
(34) φ(r) = −r22 +
1
2 +
α
2α − 1(c + 1)(r
2α−1
α − 1).
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Notiamo che φ� e` negativa per r = 1 e decrescente, quindi puo` annullarsi in unpunto interno allintervallo (x0, 1) nel quale cambia segno da positivo a negativoe che quindi e` punto di massimo per la soluzione φ; allora, φ e` positiva in (x0, 1)se e solo se risulta: φ(x0) ≥ 0. Dalla (34), daltra parte, ricordando la funzione
σ del lemma 2 e posto cˆ = σ (x0), segue che la condizione φ(x0) ≥ 0 equivalealla condizione c ≤ cˆ(< 0).Se c ∈ (−1, cˆ], allora, la soluzione φ del problema (27) ha segno costante,positivo, nellintervallo (x0, 1): quindi h = α in (x0, 1) e dalla (30) si ottiene:
(35) 1− φ�(x0)x0 = 2− (c + 1)x
− 1
α0
che si annulla per c = 2x 1α0 −1. Sempre per il Lemma 2, se α < α, questo valoredi c appartiene proprio allintervallo (−1, cˆ) (condizione (25) con x = x0 ).Dunque, anche in questo intervallo esiste un valore di c per il quale la soluzioneveri�ca φ�(0) = 0. �
Abbiamo gia` osservato che le soluzioni del problema (27) che soddisfanola condizione φ�(0) = 0 sono tutte e sole le soluzioni del problema (23). DallaProposizione 2 e` allora immediato ottenere il Teorema 8: in particolare, il valore
α in questo teorema coincide con quello del Lemma 2 per x = x0.
Osservazione. Uno studio piu` approfondito, che si puo` trovare in [3], permettedi stabilire che il problema (23), nelle ipotesi del teorema 8, ammette esatta-mente tre soluzioni distinte di classe C1,1�[0, 1]�.
Osservazione. Dalla non unicita` della soluzione per il problema di Dirichletper loperatore Kα , segue anche che la differenza Kα[u] − Kα[v], dove u e vsono funzioni assegnate, in generale non puo` essere linearizzata, cioe` non esisteL ∈Lα tale che Kα[u] − Kα[v] = L(u − v).
5. Conseguenze dellunicita` debole: teorema di non esistenza.
Sia � un dominio limitato e regolare contenuto in Rm , m ≥ 3. Consideria-mo il problema di Dirichlet:
(36) Lu = f in� u = φ su ∂�,
dove L e` un operatore ellittico de�nito in� ed appartenente alla classeLα , f ∈Lm(�) e φ ∈C(∂�). Se i coef�cienti delloperatore L sono funzioni continue in
�, il problema (36) ammette una ed una sola soluzione u ∈W 2,mloc (�) ∩ C0(�).Se L e` un operatore a coef�cienti solo misurabili e limitati, in [2] sono de�nitesoluzioni generalizzate o good solutions:
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De�nizione 4. Sia � un dominio limitato e regolare in Rm. Una funzione u ∈C0(�) e` una {Ln}-good solution per il problema (36) se esiste una successione
{Ln} di operatori Ln = �mi, j=1 a(n)i j (x ) ∂ 2∂ xi xj della classe Lα con coef�cientia(n)i j ∈C(�) tali che:a) {Ln} converge ad L q.o. in �, ossia i coef�cienti a(n)i, j convergono q.o. aicoef�cienti ai, j delloperatore L;b) la successione {un} delle soluzioni dei problemi di Dirichlet Lnu = f in
�, u = φ su ∂� converge ad u uniformemente in �.
Si puo` provare, usando le disuguaglianze di Alexandrov-Pucci e di Krylov-Safonov, che ogni problema del tipo (36) ammette almeno una good solution. Ilproblema dellunicita` debole riguarda la questione dellunicita` di tale soluzione.Una risposta al problema e` stata data molto recentemente in [6] mediante unesempio di non unicita`: vi sono costruiti, infatti, un operatore L de�nito nellasfera unitaria � in Rm , per m ≥ 3, ed una funzione v ∈ C2(∂�) tali che ilproblema Lu = 0 in �, u = v su ∂� ammette almeno due good solutions, u1e u2 tali che u1(0) �= u2(0).Tornando al caso di un operatore L regolare, per ogni punto x ∈� esisteuna funzione g(x , ·), detta funzione di Green per il problema di Dirichlet per Lin �, tale che la soluzione u del problema Lu = f in �, u = 0 su ∂� si scrivenella forma:
(37) u(x ) = −
�
�
g(x , y) f (y) dy.
Anche il concetto di funzione di Green si estende ad operatori con coef�-cienti limitati e misurabili, utilizzando ancora una successione approssimante dioperatori regolari.
De�nizione 5. Sia L ∈Lα e sia x un punto assegnato in �, dominio limitatoe regolare in Rm. Una funzione g(x , ·) si dice funzione di Green per L in �con polo x se esiste una successione {Ln} di operatori inLα , a coef�cienti ani, jregolari in �, tali che:a) {Ln} converge ad L q.o. in �;b) la successione {gn(x , ·)} delle corrispondenti funzioni di Green convergealla funzione g(x , ·) debolmente in Lm � (�), con m� = mm−1 ;c) se u e` una {Ln} - good solution del problema (36), vale la (37).
Sia G(�, L, x ) linsieme, non vuoto, delle funzioni di Green dellope-ratore L in � con polo x : si puo` dire, allora, che per loperatore L valelunicita` debole in � se linsieme G(�, L, x ) contiene un solo elemento per
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ogni x ∈ �. In [4] e` dimostrato che lunicita` debole vale in � se vale in unpunto x qualunque di �.Il seguente teorema stabilisce una relazione tra il problema dellunicita`debole e loperatore massiminimante P Aα .
Teorema 9. Sia � un dominio limitato in Rm, contenente lorigine 0 e confrontiera regolare e sia L ∈Lα . Siano, inoltre, g1(0, y) e g2(0, y) due funzionidi Green nella classe G(�, L, 0) ed:
A = {y ∈� : g1(0, y) ≥ g2(0, y)}.
Il problema di Dirichlet:
(38)
� P Aα [u] = f in �u = 0 su ∂�
con termine noto:
f (x ) =
�
−1 in A1 in� \ A
ha soluzione in W 2,m(�) se e solo se g1 e g2 coincidono in �.
Dimostrazione. Supponiamo che il problema (38) abbia una soluzione u ∈W 2,m(�). Applicando loperatore L alla funzione u si ottiene:
Lu ≤ Mα[u] = −1 in A e Lu ≥ mα[u] = 1 in � \ A.
Daltra parte, poiche` g1(0, y) e g2(0, y) sono funzioni di Green per L , siha:
u(0) = −
�
�
g1(0, y)Lu(y) dy = −
�
�
g2(0, y)Lu(y) dy .
Dunque, deve essere:
�
�
[g1(0, y)− g2(0, y)]Lu(y) dy = 0,
cioe`:
�
A
[g1(0, y)− g2(0, y)]Lu(y) dy +
�
�\A
[g1(0, y)− g2(0, y)]Lu(y) dy = 0.
In questultima uguaglianza entrambi gli integrali a primo membro sonominori o uguali a zero (infatti in A, g1 − g2 ≥ 0, mentre Lu ≤ −1; in � \ A,
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g1 − g2 ≤ 0, mentre Lu ≥ 1), dunque sono entrambi nulli, il che e` possibile see solo se g1 ≡ g2 in �.Viceversa, se g1 e g2 coincidono in �, A = �, quindi loperatore P Aαcoincide con il massimante Mα in � ed il termine noto f e` costante uguale a
−1. I risultati di esistenza per il problema di Dirichlet relativo al massimante,citati nellintroduzione, garantiscono, allora, lesistenza di una soluzione delproblema (38). �
Come conseguenza del teorema precedente e del risultato di non unicita` in[6], si deduce che il problema di Dirichlet per loperatore P Aα puo` non averesoluzione in W 2,m :
Teorema 10. Sia m ≥ 3 ed � la sfera aperta di raggio 1 e centro lorigine in
R
m. Allora, esiste un sottoinsieme A di � tale che il problema di Dirichlet (38)non ha soluzione in W 2,m(�).
Dimostrazione. Sia:
Lu = 0 in � u = v su ∂�
il problema considerato in [6] che ammette due good solutions, u1 e u2 conu1(0) �= u2(0). Sia v˜ una funzione regolare in � e tale che v˜ = v su ∂�;de�niamo: v1 = u1 − v˜ e v2 = u2 − v˜. Si ha che v1 e v2 veri�cano lo stessoproblema in �: Lu = −Lv˜ in � u = 0 su ∂�;
inoltre, v1(0) �= v2(0) in �: applicando la formula (37) a v1 e v2 ne segueche L ammette almeno due distinte funzioni di Green g1(0, ·) e g2(0, ·) in �.Scegliendo linsieme A come nel Teorema 9, quindi, il problema (38) non hasoluzione in W 2,m(�). �
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