In this paper we develop high order positivity-preserving finite volume weighted essentially non-oscillatory (WENO) schemes for solving a hierarchical size-structured population model with nonlinear growth, mortality and reproduction rates. We carefully treat the technical complications in boundary conditions and global integration terms to ensure high order accuracy and positivity-preserving property. Comparing with the previous high order difference WENO scheme for this model, the positivity-preserving finite volume WENO scheme has a comparable computational cost and accuracy, with the added advantage in positivity-preserving and L 1 stability. Numerical examples including the one for the evolution of the population of Gambusia affinis, are presented to illustrate the good performance of the scheme.
Introduction
In this paper we develop high order positivity-preserving finite volume weighted essentially non-oscillatory (WENO) schemes for a hierarchical size-structured population model given by the following equations u t + (g(x, Q(x, t))u) x + m(x, Q(x, t))u = 0, (x, t) ∈ (0, L] × (0, T ] g(0, Q(0, t))u(0, t) = C(t) + L 0 β(x, Q(x, t))u(x, t)dx, t ∈ (0, T ]
where u(x, t) is the density of individuals having size x at time t, and the non-local term Q(x, t) is defined by
for a given function ω, which represents the population measure being used. Q(x, t) depends on the density u in a global way and is usually referred to as the environment.
The functions g and m are the growth rate and the mortality rate of an individual, respectively. The function β in the boundary condition of (1) represents the reproduction rate of an individual, and the function C represents the inflow rate of zero-size individual from an external source. The boundary condition makes the design of a high order finite volume scheme complicated. We assume that the functions g, m and β are functions of both the size x and the environment Q, which in turn depends globally on the density u, hence the problem is highly nonlinear.
The hierarchical structured population model (1) describes population dynamics in which the size of an individual determines its access to resources and hence to its growth or decay. We refer to, e.g. [4, 11] for a more detailed discussion of the background and application of the hierarchical size-structured population models. The mathematical properties of the solutions to (1), including existence, uniqueness and well-posedness (in L 1 norm) of bounded variation weak solutions, have been studied in [1] . Several numerical schemes for these models have also been developed. These schemes can be roughly grouped in two classes. The first class includes schemes based on characteristics, e.g. [9] . The second class includes traditional finite difference schemes, e.g. [1, 10, 11] . Theoretical proofs for stability and convergence can only be proved for lower order schemes ( [1, 10] for first order schemes and [10] for second order schemes), however the higher order schemes such as the WENO finite difference scheme in [11] are much more efficient, since they can obtain comparable accuracy and resolution with far fewer mesh points. Such efficiency was demonstrated in [11] for the realistic example of the evolution of the population of Gambusia affinis.
In this paper we develop high order finite volume WENO schemes for solving (1), following the successful finite volume WENO schemes for general conservation laws [8, 6, 12, 13, 14] . For such one dimensional problems, finite volume WENO schemes have comparable computational cost and accuracy as finite difference WENO schemes [11] . The main new feature of our finite volume WENO schemes is the generalization of the positivity-preserving technique in [18] , see also [17] , which maintains positivity of the solution without sacrificing high order accuracy or conservation. As a result, we can also prove L 1 stability of our high order finite volume WENO schemes. We remark that this is the first uniformly high order (higher than second order) scheme for (1) which can be theoretically proved to be L 1 stable. We also remark that the technique developed in [18, 17] is for conservation law equations which involve only local operators. We have successfully generalized this technique to (1) which involves global operators through the environment Q and through the boundary condition. Finally, we provide numerical examples to demonstrate the capability of the scheme in solving smooth and discontinuous solutions.
We recall [1, 10, 11] that the following assumptions are made on the model functions:
• (H1) g(x, Q) is twice continuously differentiable with respect to x and Q, g(x, Q) > 0 for x ∈ [0, L),g(L, Q) = 0, and g Q (x, Q) ≤ 0.
• (H2) m(x, Q) is nonnegative continuously differentiable with respect to x and Q.
• (H3) β(x, Q) is nonnegative continuously differentiable with respect to x and Q. Furthermore, there is a constant ω 1 > 0 such that β(x, Q) ≤ ω 1 .
• (H4) ω(x) is nonnegative continuously differentiable.
• (H5) C(t) is nonnegative continuously differentiable.
•
Under the above assumptions, it was proved in [1] that the unique weak solution is always non-negative and is bounded in the L 1 norm and in the BV semi-norm. In Section 2, we present the detailed construction of fifth order accurate finite volume WENO scheme for solving (1) , and prove its positivity-preserving property and L 1 stability. We use the fifth order version for easy presentation, although the technique can be applied to finite volume WENO schemes of any order of accuracy. Section 3 contains numerical examples demonstrating the capability of this WENO scheme. Concluding remarks are given in Section 4.
Positivity-preserving finite volume WENO schemes
We will develop a fifth order finite volume WENO scheme in this section. First we briefly describe the notations that we will use. We assume the spatial domain [0, L] is divided into N cells with cell boundary points denoted by x j+1/2 , for 0 ≤ j ≤ N , where x 1/2 = 0 and x N +1/2 = L. For simplicity of presentation we will assume that the mesh is uniform of size ∆x, namely x j+1/2 = j∆x. Being a finite volume scheme, our scheme can also be designed on arbitrary non-uniform meshes. We denote the time step by ∆t. In each cell I j = [x j−1/2 , x j+1/2 ], we denote the K-point Legendre Gauss-Lobatto quadrature points as
In order to develop a fifth order scheme, we can set K = 4. We also denote
In a finite volume scheme we seek approximations to the cell averages
We also denote mu j = 1 ∆x
If we integrate the model equation (1) over the cell I j and then divide by ∆x, we obtain
where
is the physical flux. We convert the equality (3) to a scheme in the following form
where the numerical flux is taken by upwindinĝ
since g ≥ 0. The mortality rate mu j can be approximated by the Gauss-Lobatto integration rule
whereω k are the quadrature weights. For K = 4, we haveω 1 =ω 4 = 1/12,ω 2 = ω 3 = 5/12.
We use the WENO procedure in [6, 13] to reconstruct the values u − j+1/2 for j = 3, · · · , N −2. We list the fifth order WENO reconstruction procedure in the appendix. For j = 1, 2 we need the cell average values in the two ghost cells
where p g (x) is the reconstruction polynomial which satisfies
where u 1/2 is the value of u at left boundary which we will approximate from the boundary condition of the model (1).
The global boundary condition at the left is implemented by the K-point GaussLobatto composite rulê
The value of u at left boundary is calculated by
The values u k j in (8) are reconstructed by the WENO procedure (see, e.g. [16] ) for j = 3, 4, · · · , N − 2 . For the cells near the boundary, j = 1, 2, N − 1, N , we use the WENO procedure developed in [11] . These procedures are listed in detail in the appendix.
The environment can be approximated by
and (for K = 4)
For j = 1, we havē
In order to obtain higher order accuracy in time without compromising the positivitypreserving property and L 1 stability of the finite volume WENO scheme, we use the high order TVD Runge-Kutta time discretization [15] . If we denote the ordinary differential equation system (4) by
then the third order TVD Runge-Kutta method which we use in this paper is given by
We are now ready to summarize the algorithm flowchart:
1. Reconstruct values at all Gauss-Lobatto point u (6); 7. Obtain the finite volume scheme (4), then discretize it in time by the third order TVD Runge-Kutta time discretization (11) .
The WENO scheme as described above will not guarantee the positivity of the numerical solution. We will now describe a simple procedure, following Zhang and Shu [18, 17] , to modify the scheme for achieving the positivity-preserving property while maintaining the original high order accuracy.
We consider a first order finite volume method first. A first order finite volume method to model (1) can be written as
where λ = ∆t/∆x. For this first order scheme, under the CFL condition
we have the following simple lemma.
Lemma 2.1. Under the CFL condition (13) the first order finite volume scheme (12) is positivity-preserving. That is, ifū
Proof: The right hand side of the scheme (12) can be written as
Under the CFL condition (13), we clearly have 1 − λg j+1/2 − m j+1/2 ∆t ≥ 0. We also
Given the scheme (4) with an Euler forward time discretization so that they are all non-negative, and then prove thatū n+1 j ≥ 0 under suitable CFL condition. We assume that there is a polynomial p j (x) with degree r defined on I j such thatū n j is the cell average of
As mentioned before, for the fifth order scheme r = 4, we can take K = 4. The mortality can also be calculated by
We have 
Proof: With (16), we can rewrite (15) as
where we have used the fact thatω 1 =ω K . Under the CFL condition (18), Lemma 2.1 implies that the quantity within the square bracket is non-negative, and each term in the last term is also non-negative. It is then clear thatū n+1 j ≥ 0 since it is a convex combination of non-negative terms.
After the proof for Euler forward, the positivity-preserving property for the TVD Runge-Kutta time discretization such as the third order Runge-Kutta method (11) 
In [17] , it is proved that this limiter maintains the original high order accuracy provided thatū n j ≥ 0. In the next section we will verify the high order accuracy of this scheme numerically.
We now remark that we do not need to construct p j (x) explicitly in order to implement the positivity-preserving limiter (19)-(20). This is because, in the algorithm itself, we only need the values of the polynomial p j (x) or of the modified polynomial p j (x) at the K = 4 Gauss-Lobatto quadrature points for I j . Of course, these valueŝ
should satisfy
since the positivity-preserving limiter should not change the cell average of the solution. Theorem 2.1 holds as long as there exists a polynomial p j (x) and the associated limited polynomialp j (x) by (19), which satisfy (21) and (22). Clearly, if (22) is satisfied by the data {v k }, then it is also automatically satisfied by the data {ṽ k =p j (x k j )} defined by (19). The cubic interpolation polynomial at the Gauss-Lobatto quadrature points {x k j } could then serve as p j (x). Fifth order accuracy is not lost even if we are using a cubic polynomial, since the algorithm only uses the values of this polynomial at the Gauss-Lobatto quadrature points, which are reconstructed to fifth order accuracy.
Therefore, after obtaining the WENO reconstruction of the values at the GaussLobatto quadrature pointŝ
where K = 4, a practical implementation of the positivity-preserving limiter is as follows:
1. Modify these values so that (22) 
3.
Modify the values at the quadrature points bỹ
The first step above does not affect the fifth order accuracy, sinceα is a fifth order approximation ofū j due to (23).
We can now give the revision to the algorithm flowchart for our positivity preserving finite volume WENO scheme. What we need to do is just to use our positivity preserving limiter described above in three steps, after we have obtained the reconstruction of u k j . That is, after Step (1) in the flowchart of the original WENO scheme, we use (25) to modify u k j for all j = 1, 2, · · · , N , and after Step (5) in the flowchart we use (25) to modify u k j for j = 1, 2. We denote this scheme as the PP-WENO scheme. One of the pleasant consequences of the positivity-preserving property is that it leads to L 1 stability, following similar lines as the proof in [10] for the second order TVD scheme. 
where ω 1 is the upper bound of β(x, Q) in Assumption (H3). We denotes C as the upper bound of C(t) for t ∈ [0, T ]. For a constant ∆t, we then have
Numerical Examples
In this section we preform numerical experiments to demonstrate the performance of both the fifth order WENO scheme and the positivity-preserving WENO scheme developed in the previous section. We use the third order TVD Runge-Kutta time discretization (11).
Example 1. The purpose of our first example is to show that both the WENO scheme and the positivity-preserving WENO scheme are non-oscillatory in the presence of solution discontinuities. We set the initial condition and the parameters and functions in (1) and (2) as
The boundary and the initial condition at the origin generates two discontinuities in the solution which move from the left boundary into the computational domain. The numerical solution using N = 100 at t = 0.1 with CF L = 0.6 uniformly spaced cells for the second order high resolution scheme in [10] , fifth order finite volume WENO scheme, and fifth order finite volume PP-WENO scheme are plotted in Fig. 1 . We can see clearly that both of our fifth order WENO schemes can resolve the discontinuity shaper than the second order high resolution scheme, without introducing spurious numerical oscillations. In the global scale as in Fig. 1 , we cannot observe any difference between the two WENO schemes. Therefore, in Fig. 2 , we show the blow-up region near the zero, we can see that the PP-WENO scheme can keep the positivity (nonnegativity) of u while the regular WENO scheme produces slight oscillations and negative values in the "vacuum" region. Example 2. Our second example is chosen to demonstrate that our two WENO schemes can both achieve their designed accuracy and the PP-WENO scheme can preserve the positivity ofū i . We set
It is easy to verify that the exact solution of (1) with these parameters and functions is given by
The L ∞ errors and orders of accuracy and minimal cell integration average of u of our two finite volume WENO schemes at t = 1.0 with CF L = 0.6 are listed in Table 1 .
We can see that the designed order of accuracy is obtained for this smooth solution in the L ∞ norm. Also we can see that the cell integration average of u calculated by the PP-WENO scheme are all non-negative. Example 3. Our third example is the simulation of the population evolution of Gambusia affinis [2, 11] . This model is given by (1), written in a slightly different form as
The non-local term Q(t) is defined by
The functions in (28) and (29) are defined as
where β(x) is a smooth spline function to fit the data in Krumholtz [7] by using the MATLAB function csaps, T β (t) is defined by
and it is periodically extended thereafter
The function g(x) is defined as
and the function T g (t) is defined as
The function m(x, Q) is given by
where the constant C will be prescribed later. The function T m (t) is given by
and finally the function ω(x) is given by
The initial condition is given as
where τ = (x − 38)/4. We note that not all the assumptions (H1)-(H6) outlined in the introduction are satisfied in this example. However, our fifth order WENO schemes perform nicely and give accurate results with far fewer grid points than the second order schemes in [10] and [2] . In Fig. 3 , we plot the population density u at t = 365 using the fifth order WENO scheme and the PP-WENO scheme with N = 108 uniformly spaced cells. The constant C in 33 is taken as 2000 as in [2] and [11] . For the purpose of comparison, the simulation result using the second order finite difference scheme in [10] with N = 540 uniformly spaced grid points is also [10] with N = 540. [10] with N = 108. plotted in Fig. 3 . We can observe that the WENO schemes give better resolution than the second order scheme. In the global scale as in Fig. 3 , we cannot observe any difference between the two WENO schemes. Therefore, in Fig. 4 we show the blow-up region near the corner. We can see that the PP-WENO scheme can keep the positivity of u while the regular WENO scheme gives slight oscillations and negative values near this corner.
We also check the performance of our WENO schemes for long time simulation. We simulate this model for 10 years (t = 3650) and plot the total population (the integral of the density u over the length) in Fig. 5 , for two different value of C in 33, namely C = 2000 for the top picture and C = 200000 for the bottom picture, as in [2, 11] . For this test problem, we perform numerical tests with different numbers of total cells and report the results using the coarsest meshes of the schemes to obtain the visually satisfactory resolution. We are glad to observe that two WENO schemes with only N = 20 uniformly spaced cells is enough to yield the satisfactory resolution shown in Fig. 5 , while the second order high resolution scheme in [10] needs N = 108 points to achieve comparable resolution.
Concluding Remarks
We have developed positivity-preserving and L 1 stable fifth order finite volume WENO schemes for solving a hierarchical size-structured population model with nonlinear growth, mortality and reproduction rates, which contains global terms both for the boundary condition and for the coefficients in the equations. Numerical results are provided to demonstrate the capability of the WENO schemes in resolving smooth as well as discontinuous solutions and in their designed accuracy and positivitypreserving property. An application to the example of the evolution of the population of Gambusia affinis indicates that the high order WENO schemes can achieve good resolution for long time simulation with very coarse meshes, while maintaining the positivity of the population density u.
A Appendix
In this appendix we describe briefly the fifth order WENO reconstruction procedure, originally developed in [6] . Lower or higher order reconstructions are also possible, see for example those in [8, 3] .
For a piecewise smooth function v(x), we denotev i as its cell average in a uniform grid I i = [x i−1/2 , x i+1/2 ]. We denote ∆x as the grid size, which is assumed to be uniform in this paper. The fifth-order accurate reconstruction to the point x G = x i−1/2 + α∆x is defined as
where v k are the reconstructed values obtained from cell averages in the k-th stencil
We can get the left-biased reconstruction v − i+1/2 by setting α = 1, and more generally we can get the reconstruction at the 4 Gauss-Lobatto quadrature points by setting α = 0, 1/2 − 1/(2 √ 5), 1/2 + 1/(2 √ 5) and 1, respectively. By setting α bigger than 1, we can reconstruct the values in the cell I i+1 or I i+2 . For example, by setting α = 2, we can get the reconstruction v − i+3/2 . However the smoothness indicators are different, since they correspond to those in the cells in which reconstructions are required, see for example [11] . If x G is in the cell I i+1 , then the smoothness indicators are given by 
For the points in the cell I i−1 or I i−2 , the smoothness indicators and nonlinear weights are mirror symmetric with those for the cell I i+1 or I i+2 . These WENO reconstruction procedures are useful near the boundary. Notice that some of the linear weights for such types of WENO reconstruction are negative. We have used the technique introduced in [12] to treat such negative weights. We refer to [12] for the details.
