The strong interdisciplinary character of modern Celestial Mechanics is witnessed by the different contributions presented in the current publication, ranging from advanced mathematical theories to sophisticated numerical investigations of the solar system dynamics. Each section is opened by review papers, which introduce to leading subjects, like the variational approaches to find periodic orbits, the stability theory of the N-body problem, the spin-orbit resonances and chaotic dynamics, the space debris polluting the circumterrestrial space. The subsequent research papers encompass many key topics of Celestial Mechanics, often bridging from theory to applications, from dynamical system theory to planetary science, from natural to artificial satellite theory. This nice intermingling of subjects was made possible by the enthusiastic presentations and discussions of the participants. The CELMEC IV organizing committee was composed by Alessandra Celletti (Università di Roma "Tor Vergata"), Andrea Milani (Università di Pisa), Ettore Perozzi (Telespazio, Roma) and Giovanni B. Valsecchi (Istituto Nazionale di Astrofisica-IASF, Roma). The realization of the meeting was made possible thanks to the financial supports provided by the following institutions: University of Roma "Tor Vergata" and its Department of Mathematics, Gruppo Nazionale per la Fisica Matematica (GNFM), Telespazio, European Space Agency (ESA), University of Pisa, National Institute for Astrophysics (INAF), Balletti Park Hotel; a special thank to Antonio Giorgilli for his financial contribution through the University of Milano Bicocca. These sponsors allowed many young people and researchers from developing countries to attend the meeting. CELMEC IV was promoted by the Italian Society of Celestial Mechanics and Astrodynamics (SIMCA) and it was hosted by the Balletti Park Hotel (San Martino al Cimino, Viterbo), which provided a very handsome atmosphere.
Introduction
Among all periodic solutions of the planar 3-body problem, the relative equilibrium motions-the equilateral Lagrange and the collinear Euler-Moulton solutions-are definitely the simplest and most known. They both show an evident symmetry (SO(2) and O(2) respectively), that is, they are equivariant with respect to the symmetry group of dimension 1 acting as SO(2) (resp. O(2)) on the time circle and on the plane, and trivially on the set of indexes {1, 2, 3}. Furthermore, they are minimizers of the Lagrangian action functional in the space of all loops having their same symmetry group. Hence, for given a symmetry group G, G-equivariant minimizers for the action functional can be thought as the natural generalization of relative equilibrium motions.
S. Terracini (B)
Dipartimento di Matematica e Applicazioni, Università di Milano Bicocca, Via Cozzi 53, 20125 Milano, Italy e-mail: susanna.terracini@unimib.it This perspective has known a wide popularity in the recent literature and has produced a new boost in the study of periodic trajectories to the n-body problem; the recent discovery of the Chenciner and Montgomery eight-shaped orbit is emblematic of this renewed interest (see, for instance Chenciner and Montgomery 2000; Chenciner 2002; Ferrario and Terracini 2004 and the major part of the bibliographical references here). Indeed, by Palais principle of symmetric criticality, periodic and quasi-periodic solutions of the n-body problem can be found as critical points of the Lagrangian action functional restricted to suitable spaces of symmetric paths.
Let us consider n point particles with masses m 1 , m 2 , . . . , m n and positions x 1 , x 2 , . . . , x n ∈ R d , in dimension d ≥ 2. We denote by X the space of configurations with center of mass in 0, and byX = X the set of collision-free configurations (collision means x i = x j for some i = j). On the configuration space we define the homogeneous (Newton) potential of degree −α < 0:
In many cases we shall simply require the U i,j 's be asymptotically homogeneus only at the singularity. It is worthwhile noticing that the major part of our analysis can be extended to logarithmic potentials.
The potential U has an actractive singularity on collisions. We are interested in (relative) periodic solutions to the system of differential equations:
We associate with the equation the Lagrangian integrand
and the action functional:
L(x(t),ẋ(t))dt.
Sometimes it will be preferable to consider the problem in a frame rotating uniformly about the vertical axis, with an angular speed ω; the corresponding action A ω then contains a gyroscopic term, associated with Coriolis force. Relative equilibria are stationary solutions in this rotating system; they correspond to those configurations (termed central) which are critical for the restriction of the potential U to the ellipsoid I = λ where I denotes the momentum of inertia:
We shall seek periodic solutions as critical points of the action functional on the Sobolev space of T-periodic trajectories: = H 1 (T, X ) or, to be more precise, of the action constrained on suitable linear subspaces 0 ⊂ .
Two are the major difficulties in following the variational approach; the first is due to the lack of coercivity (or of Palais-Smale) due to the vanishing at infinity of the force fields: indeed sequences of almost-critical points (such as minimizing sequences) may very well diverge. Furthermore, as the potential U is singular on collisions, miminizers or other critical points can a priori be collision trajectories. Many strategies were proposed in the literature in order to face these problems. The development of a suitable Critical Point theory taking into account of the contribution of fake periodic solutions (the critical points at infinity) was proposed by some authors (Bahri and Rabinowitz 1991; Majer and Terracini 1993, 1995a,b; Riahi 1999) and returned a good estimate of the number of periodic trajectories satisfying an appropriate bound on the length, with the main disadvantage of requiring a stronger order of infinity at the collisions (the strong force condition). Another suitable strategy in order to recover coercivity of action functional consists in imposing a symmetry constraint on the loop space. Surprisingly enough, once coercivity is recovered, also the problem of collisions looses part of its dramatic character. This fact was remarked for the first time in Degiovanni et al. (1987) and Degiovanni and Giannoni, (1988) for two-body problems, in Serra and Terracini (1994) for three-body problems and, since then, widly exploited in the literature. This is indeed a general fact: in many cases, minimizing trajectories are free of collisions; a recent breakthrough in this direction is due of the neat idea, due to C. Marchal, of averaging over all possible variations (generalized and exposed in section 3; Marchal's idea was first exposed in Chenciner 2002). This argument can be used in most of the known cases to prove the absence of collisions for minimizing trajecories.
Symmetry groups and equivariant orbits
Let us start by introducing some basics concepts and definitions from Ferrario and Terracini (2004) . Let G be a finite group endowed with:
-an orthogonal representation of dimension 2, say, τ : G → O(2) (on cyclic time T ∼ = S 1 ); -an orthogonal representation (on the euclidean space R d ), say, ρ : G → O(d); -and an homomorphism on the symmetric group on n elements n = {1, 2, . . . , n}, say, σ : G → n .
Then G acts on time (translation and reversal) T via τ and it acts on the configuration space X via ρ and σ in the following way
As a consequence we have an action on the space of trajectories:
The linear subspace 0 = G ⊂ denotes the set of periodic trajectories in which are equivariant with respect to the G-action:
The Palais Principle of symmetric criticality (Palais 1979) guarantees that the critical points of an invariant functional restricted to the space of equivariant trajectories are free critical points. We stress that by the special form of the interaction potentials, in our setting invariance is simply implied by equality of those masses which are interchanged by the action of G on the set of the indices. We will always implicitly make this assumption.
Cyclic and dihedral actions
Consider the normal subgroup kerτ G and the quotientḠ = G/ ker τ . SinceḠ acts effectively on T, it is either a cyclic group or a dihedral group.
-If the groupḠ acts trivially on the orientation of T, thenḠ is cyclic and we say that the action of G on is of cyclic type -If the groupḠ consists of a single reflection on T, then we say that action of G on is of brake type.
-Otherwise, we say that the action of G on is of dihedral type. 
Coercivity
Let us consider the A restricted to the space of symmetric loops G .
Proposition 2.3 The action functional A is coercive in G if and only if
Given ρ and σ , we can compute dim X G as:
In the frame rotating with constant angular speed ω the action A ω is generally coercive, except for a (possible) discrete set values of ω.
2.3
The symmetries of the Chenciner and Montgomery eight-shaped trajectory In the celebrated paper (Chenciner and Montgomery 2000), a variational argument was performed to show the existence of a new periodic trajectory for the three body problem, where the three particles move one a single eight-shaped curve, interchanging their positions after a fixed time. One of the the simplest symmetry giving rise to the Chenciner and Montgomery solution is described below. Denote
and impose that
Here G = D 6 be the dihedral group generated by two following reflections:
Chenciner and Montgomery minimized the action on the space of symmetric trajectories and they showed, by a level estimate that minimals are free of collisions. Actually, for technical reasons, they used the supergroup D 12 of D 6 . There are indeed three possible groups yielding an eight-shaped trajectory. First, we consider the group of cyclic action type C 6 (the cyclic eight having order 6, which acts cyclically on T (i.e. by a rotation of angle π/3), by a reflection in the plane E, and by the cyclic permutation (1, 2, 3) in the index set.
The second group, which we denote by D 12 , is the group of order 12 obtained by extending C 6 with the element h defined as follows: τ (h) is a reflection in T, ρ(h) is the antipodal map in E (thus, the rotation of angle π), and σ (h) is the permutation (1, 2). This is the symmetry group used by Chenciner and Montgomery (2000) .
The third group is the dihedral group of order 6D 6 we described in this section. This can be seen as the subgroup of D 12 generated by h and the subgroup C 3 of order 3 of C 6 ⊂ D 12 .
The symmetry groups D 12 and D 6 are of dihedral type. The choreography group C 3 is a subgroup of all the three groups, thus the action is coercive on G-equivariant loops.
Generalized orbits and singularities
The existence of a G-equivariant minimizer of the action is a simple consequence of the direct method of the Calculus of Variations, whenever the action is coercive on the space of equivariant loops. These trajectories, however, solve the associated differential equations only where they are free of collisions. Generally speaking, G-equivariant minimizers may present collision, even though the collision set must clearly be of vanishing Lebesgue measure. A first natural question concerns the number of possible collision instants. Here below we follow Barutello et al. (2005) . We remark that: -Equivariant minimizers are generalized solutions.
-If the potential is of class C 2 outside collisions then every non collision solution is a generalized solution. -The generalized solutions possess an index: the minimal number of intervals I j needed to cover (a, b) such that the restriction of x to I j is a local minimizer for the action. -There is a natural notion of maximal existence interval for generalized solutions, even without the unique extension property.
Let us consider the following assumptions on the interaction potentials:
(A3) there exists a continuous positive function on the sphereŨ i,j such that
uniformly in t and s ∈ S d−1 .
The following theorem is proved in Barutello et al. (2005) (see also Barutello (2004) Ferrario and Terracini (2004) , and is based on a suitable variant of Sundman's inequality and the asymptotic analysis of possible collisions outlined in the sequel.
Theorem 3.2 Let x: (a, b) → X be a generalized solution of the n-body problem. Then collision instants are isolated in (a, b). Furthermore, if (a, b) is the finite maximal extension interval of x and no escape in finite time occurs then the number of collision instants is finite.
The theorem extends to the logarithmic potentials, under the following hypotheses:
with m i,j (t) > 0 and continuous, C > 0, and
uniformly in t and s ∈ S d−1 , andŨ i,j is a continuous positive function on the sphere.
Generalized Sundman-Sperling estimates revisited
Theorem 3.2 can be interpreted as a regularity result. The proof relies on the extension, given in Barutello et al. (2005) , to the framework of generalized solutions of the classical asymptotic estimates on collisions by Sundman and Sperling (1970) (see also Ferrario and Terracini (2004) ).
To start with, let assume t = 0 be a collision instant (possibly involving more than one colliding cluster). We denote by k ⊂ n the colliding cluster, by (x 0 = i∈k m i x i /m 0 , m 0 = i∈k m i ):
the momentum of inertia with respect to the center of mass (all the bodies in k collide in x 0 if and only if I k = 0). Moreover, we introduce a system of polar coordinates
Finally we denote the partial kinetic energy K k :
the partial potential function
together with the partial energy
and the partial Lagrangian:
Theorem 3.3
-For every maximal (in the number of bodies) colliding cluster k ⊂ n the partial energy E k is bounded. -There is κ > 0 such that the following asymptotic estimates hold:
(∼ − log |t|) . As a consequence we have the vanishing of the total angular momentum and the absence of partial collisions in a neighbourhood of the maximal collision.
-Let s be the normalized configuration of a colliding cluster s
= (x − x 0 )/r. Then lim t→0 r 2+α |ṡ| 2 = 0 lim t→0 U(s(t)) = b < +∞ -
Dissipation (Mc Gehee revisited)
While binary collisions admit the Levi-Civita regularization, simultaneous collisions involving three bodies or more can not be fully regularized, for the possible occurrence of accumulations of partial collisions. In order to study the motion close to a collision, (McGehee 1974) attached to the phase space a manifold (named the collision manifold) and performed a suitable change of coordinates, showing how some of the motions could be extended also through the singularity. The system written in McGehee coordinates in no longer conservative: on the contrary, it possesses a Lyapounov function.
It is interesting to give a new look at this dissipation phenomenon, from the lagrangian point of view. Here we follow (Barutello 2004); Barutello et al. 2005) . To fix our minds, let us think to a homogeneous potential U α and perform the following change of variables
In this way, we obtain a new action functional depending on (ρ, s)
where β := 2(2+α)/(2−α) > 2. Here, similarly to Mc Gehee, we have reparametrized the time as
and hence we have an extra constraint:
while τ * is a free parameter. On the other hand, one can prove that at a collision there holds
In these coordinates the action integral corresponds to the action associated with the homoclinic problem of a Duffing equation, coupled with the n-body angular system. In particular, since the function ρ acts as viscosity time-varying (decreasing) parameter for the angular lagrangian, we find that the energy of the angular system increases when ρ decreases (and vice-versa) . This monotonicity property is indeed equivalent to the Sundman inequality.
Blow-ups and parabolic collision trajectories
For simplicity, from now on we shall consider only the case of α-homogeneus potentials: the logarithmic case requires some different arguments and can be found in Barutello (2004) and Barutello et al. (2005) . Having understood the behaviour of the radial variable close to a collision, we turn to the asymptotic analysis of the angle s(t) as t goes to the collision instant. The convergence of the angular variable is not at all obvious and is the object of a classical problem in Celestial Mechanics (the infinite-spin problem). In general, there is no hope of proving the full convergence of the variable s. Even more, it has to be noticed that our assumptions on the interaction potentials are so weak that there does not even exists a limiting problem for the angular variable. However, thanks to Theorem 3.3, there is enough compactness for completing the asymptotic analysis through a blow-up argument. For every λ > 0 let
If {λ n } n is a sequence of positive real numbers such that s(λ n ) converges to a normalized configurations, then ∀t ∈ (0, 1) : lim n→∞ s(λ n t) = lim n→∞ s(λ n ) =s. Hence the rescaled sequence will converge uniformly to the blow-up of x(t) relative to the colliding cluster k ⊂ n (in t = 0). Moreover, the blow-upx is parabolic: here a parabolic collision trajectory for the cluster k is the path
Proposition 3. 4 The sequences x λ n and dx λ n /dt converge to the blow-upx and its derivativeẋ respectively, in the H 1 -topology. Moreoverx is a minimizing trajectory in the sense of Definition 3.1.
for any compactly supported variation ϕ, G 0 -equivariant, where G 0 is the isotropy group at t = 0.
Let us assume, in addition to our assumptions, that the total force is asymptotically homogeneous:
uniformly in t and in s on compact subset of S nd−1 \ .
In this case, the parabolic motions has a configuration ξ = (ξ i ) i∈k which is central for the limiting force field, namely it annihilates the tangential part of ∇U(0,s).
Hence we are left with the problem of collision parabolic solutions in the generalized sense we gave in Definition 3.1. Next step consist in proving by a suitable variation that parabolic solutions can not be local minimizer. 
By chosing δ to be fixed by G 0 , we can always manage to have v δ G 0 -equivariant. Our next goal is to find a suitable δ such that its associated standard variation v δ decreases the action, or, in other words, such that
Definition 4.2 Let us define the displacement potential differential associated to the standard variation v δ :
It can proven that the function S measures the limiting (as T → ∞) differential of the potential energy. Thus we obtain the fundamental estimate: 
We observe that
and hence the sign of S depends on the angle between ξ and δ. Let
(θ) represents the potential differential needed for displacing the colliding particle originarily traveling on the x-axis to the point e iθ .
Averaging properties involving and Marchal's Principle
The value of (θ) ranges from decrease to +∞, in a way also depending on the exponent α. Hence it can take positive and negative values. However, thanks to some harmonic analysis one can prove that suitable averages are always negative: the first inequality is particularity useful when dealing with reflected triple collisions from the Lagrange central configuration:
A crucial estimate was proved in Ferrario and Terracini (2002) about the averages of on circles:
Theorem 4.4 For every α > 0, ξ ∈ R 3 {0} and for every circle S ⊂ R d with center in 0,S
Let q be a parabolic collision solution associated to the configuration ξ . Consider ξ = x i − x j and δ ranging in a circle. Then the above inequality allows us to state the existence of at least one δ for which the associated standard variation lowers the action.
The first who conjectured that the method of averaged variations could be used to avoid collisions on minimizers was Marchal (2002), who remarked that, being the Newton potential harmonic on R 3 , averaging it on a sphere results in a truncation in the interior. In fact, is not so much a matter of harmonicity rather than a subtle balance between the averaged potential and the speed of collisions, as already Marchal observed by considering the case of the planar Keplerian potential generated by a plate, which expression is known since the 19th century. Our estimates on the averages of S(ξ , δ) show that this is a general fact and Marchal's principle can be extended in the following way (see Ferrario and Terracini (2004) 
Theorem 4.5 (The rotating circle principle) For homogeneus and logarithmic potentials it is always more convenient (from the point of view of the integral of the potential on the time line) to replace one of the colliding particles with a homogeneous circle of same mass and fixed radius which is moving keeping its center in the position of the original particle
Of course by a circle we mean the intersection of the sphere with any two-dimensional plane.
The rotating circle property
As a consequence of the analysis of collisions we find that if the action of G on T and X fulfills some conditions (computable) then (local) minimizers of the action functional A in G ⊂ do not have collisions. This is the rotating circle condition, introduced in Ferrario and Terracini (1977) .
For a group H acting orthogonally on R d , a circle S ⊂ R d (with center in 0) is termed rotating under H if S is invariant under H (that is, for every g ∈ HgS = S) and for every g ∈ H the restriction g|S : S → S is a rotation (the identity is meant as a rotation of angle 0).
Let i ∈ n be an index and H ⊂ G a subgroup. A circle S ⊂ R d = V (with center in 0) is termed rotating for i under H if S is rotating under H and
where H i ⊂ H denotes the isotropy subgroup of the index i in H relative to the action of H on the index set n induced by restriction (that is, the isotropy
Definition 5.1 A group G acts with the rotating circle property if for every T-isotropy subgroup G t ⊂ G and for at least n − 1 indexes i ∈ n there exists in R d a rotating circle S under G t for i.
If the action has the rotating circle property, then for every g ∈ G the linear map 1 − g sends the rotating circle into another circle (thus we can use the rotating circle principle). In most of the known examples the property is fulfilled. In Ferrario and Terracini (2004) we proved the following results.
Theorem 5.2 Consider a finite group K acting on with the rotating circle property. Then a minimizer of the K-equivariant fixed-ends (Bolza) problem is free of collisions.

Corollary 5.3 For every α > 0, minimizers of the fixed-ends (Bolza) problem are free of interior collisions.
Corollary 5.4 If the action of G on is of cyclic type and ker τ has the rotating circle property then any local minimizer of A G in G is collisionless.
Corollary 5.5 If the action of G on is of cyclic type and ker τ = 1 is trivial then any local minimizer of A G in G is collisionless.
Theorem 5.6 Consider a finite group G acting on so that every maximal T-isotropy subgroup of G either has the rotating circle property or acts trivially on the index set n. Then any local minimizer of A G yields a collision-free periodic solution of the Newton equations for the n-body problem in R d .
The 3-body problem
The major achievement of Barutello et al. (2004) is to give the complete description of the outcome of the equivariant minimization procedure for the planar three-body problem. First we can ensure that minimizers are always collisionless.
Theorem 6.1 Let G a symmetry group of the Lagrangian in the 3-body problem (in a rotating frame or not). If G is not bound to collision (i.e. every equivariant loop has collisions), then any (possible) local minimizer is collisionless.
A symmetry group G of the Lagrangian functional A is termed -bound to collisions if all G-equivariant loops actually have collisions, -fully uncoercive if for every possible rotation vector ω the action functional A G ω in the frame rotating around ω with angular speed |ω| is not coercive in the space of G-equivariant loops (that is, its global minimum escapes to infinity); -homographic if all G-equivariant loops are constant up to orthogonal motions and rescaling. -The core of the group G is the subgroup of all the elements which do not move the time t ∈ T.
If, for every angular velocity, G is a symmetry group for the Lagrangian functional in the rotating frame, then we will say that G is of type R. This is a fundamental property for symmetry groups. In fact, if G is not of type R, it turns out that the angular momentum of all G-equivariant trajectories vanishes. (Fig.1). 6.2 Planar symmetry groups -The trivial symmetry. Let G be the trivial subgroup of order 1. It is clear that it is of type R, it has the rotating circle property. It yields a coercive functional on G = only when ω is not an integer. If ω = 1 2 mod 1 then the minimizers are minimizers for the anti-symmetric symmetry group (also known as Italian symmetry) x(at) = ax(t), where a is the antipodal map on T and E. The masses can be different. -The line symmetry. Another case of symmetry group that can be extended to rotating frames with arbitrary masses is the line symmetry: the group is a group of order 2 acting by a reflection on the time circle T, by a reflection on the plane E, and trivially on the set of indexes. That means, at time 0 and π the masses are collinear, on a fixed line l ⊂ E. It is coercive only when ω ∈ Z. In this case the Lagrangian solution cannot be a minimum, while the relative equilibrium associated with the Euler configuration can be (Fig. 2 ). -The 2-1-choreography symmetry. Consider the group of order 2 acting as follows:
The classification of planar symmetry groups for 3-body
Theorem 6.2 Let G be a symmetry group of the Lagrangian action functional in the planar 3-body problem. Then, up to a change of rotating frame, G is either bound to collisions, fully uncoercive, homographic, or conjugated to one of the symmetry groups listed in Table 1 (RCS stands for Rotating Circle Property and HGM for Homographic Global Minimizer)
ρ(g) = 1, τ (g) = −1 (that is, the translation of half-period) and σ (g) = (1, 2) (that is, σ (g)(1) = 2, σ (g)(2) = 1, and σ (g)(3) = 3. That is, it is a half-period choreography for the bodies 1 and 2. It can be extended to rotating frames and coercive for a suitable choice of ω = 0, 1 mod 2. The Euler's orbit with k = 1 and the Hill's orbits with k = ±1 are equivariant for the 2-1-choreography symmetry, while the Euler's orbit with k = 0 is not equivariant for this symmetry. In Fig. 3 Euler 1 represents the action levels on the Euler's orbit with k = 1, Hill 1-2 the ones on the Hill's with k = ±1.
-The isosceles symmetry. The isosceles symmetry can be obtained as follows: the group is of order 2, generated by h; τ (h) is a reflection in the time circle T, ρ(h) is a reflection along a line l in E, and σ (h) = (1, 2) as above. The constraint is therefore that at time 0 and π the 3-body configuration is an isosceles triangle with one vertex on l (the third).
Proposition 6.4 For every ω / ∈ Z and every choice of masses the minimum for the isosceles symmetry occurs in the relative equilibrium motion associated to the Lagrange configuration.
-The Euler-Hill symmetry. Now consider the symmetry group with a cyclic generator r of order 2 (i.e. τ (r) = −1) and a time reflection
is a reflection and σ is the identity in {1, 2, 3}. It contains the 2-1-choreography (as the subgroup ker det(τ )), the isosceles symmetry (as the isotropy of π/2 ∈ T) and the line symmetry (as the isotropy of 0 ∈ T) as subgroups.
Proposition 6.5 The minimum of the Euler-Hill symmetry is not homographic, provided that the angular velocity ω is close to 0.5 and the values of the masses are
close to 1.
-The choreography symmetry. The choreography symmetry is given by the group C 3 of order 3 acting trivially on the plane E, by a rotation of order 3 in the time circle T and by the cyclic permutation (1, 2, 3) of the indices. -The Lagrange symmetry. The Lagrange symmetry group is the extension of the choreography symmetry group by the isosceles symmetry group. Thus, it is a dihedral group of order 6, the action is of type R. Hence, the relative equilibrium motions associated to the Lagrange configuration are admissible motions for this symmetry and, again, the minimizer occurs in the relative equilibrium motion associated to the Lagrange configuration. -The Chenciner-Montgomery symmetry group and the eights. There are three symmetry groups (up to change of coordinates) that yield the Chenciner-Montgomery figure eight orbit: they are the only symmetry groups which do not extend to the rotating frame and we have already described them in Sec. 2.3. One can prove that all G-equivariant trajectories have vanishing angular momentum, whenever the group is not of type R. Moreover, we were able to partially answer to the open question (posed by Chenciner) whether their minimizers coincide or not: for two of them (D 6 and D 12 ) the minimizer is necessarily the same.
Space three-body problem
Based on the classification of planar groups, by introducing a natural notion of space extension of a planar group, Ferrario (2004) gave a complete answer to the classification problem for the three-body problem in the space and at the same time to determine the resulting minimizers and describe its more relevant properties. 
Theorem 6.7 Symmetry groups not bound to collisions, not fully uncoercive and not homographic are, up to a change of rotating frame, either the three-dimensional extensions of planar groups (if trivial core) listed in
Is the choreographical minimizer a homografic motion?
The results of this sections are contained in Barutello and Terracini (2004) and Arioli et al. (2005) .
Definition 7.1 A simple choreography is a trajectory where the bodies lie on the same curve and exchange their mutual positions after a fixed time, namely,
where τ = 2π/n.
In the space of symmetric (choregraphical) loops, the action takes the form Unfortunately, the bare minimization among choreographical loops returns only trivial motions: Theorem 7.2 For every α ∈ R + and d ≥ 2, the absolute minimum of A on is attained on a relative equilibrium motion associated to the regular n-gon.
This theorem extends some related result for the italian symmetry by Chenciner and Desolneux (1998) , and the results in section 6. The proof is based on a (quite involved) convexity argument together with the analysis of some spectral properties related to the choreographical constraint. Now, in order to find nontrivial minimizers, we look at the same problem in a rotating frame. In order to take into account of the Coriolis force, the new action functional has to contain a gyroscopic term:
Consider the function h:
and let ω * = 4 3 . The same technique used for the inertial system extends to rotating systems having small angular velocity; this gives the following result.
Theorem 7.3
If ω ∈ (0, ω * )\{1}, then the action attains its minimum on a circle with minimal period 2π and radius depending on n, α and ω.
When ω is close to an integer
The situation changes dramatically when ω is close to some integer. To understand this phenomenum, let us first check the result of the minimization procedure when ω is an integer: As a consequence, we have the following result:
Theorem 7.5 Suppose that n and k are coprime. Then there exist = (α, n, k) such that if ω ∈ (k − , k + ) the minimum of the action is attained on a circle with minimal period 2π/k that lies in the rotating plane with radius depending on n, α and ω.
An interesting situation appears when the integer closest to the angular velocity is not coprime with the number of bodies. In this case we prove that the minimal orbit it is not circle anymore, as the following theorem states. Theorem 7.6 Take k ∈ N and g.c.d.(k, n) 
\{k} the minimum of the action is attained on a planar 2π-periodic orbit with winding number k which is not a relative equilibrium motion (Fig. 5) .
Also, it has be noticed that, for large number of bodies and angular velocities close to the half on an integer, the minimizer apparently is not anymore planar (Fig. 6 ). The discussion carried in the previous section shows that, as the angular velocity varies, the minimizer's shape must undergoes some transitions (for example it has to pass from relative equilibrium having different winding numbers). This scenario suggests the presence of other critical points, such as local minimizers or mountain pass. This was indeed discovered numerically in Barutello and Terracini (2004) and then proved by a computer assisted proof in Arioli et al. (2005) . To begin with, let us look at Fig. 7 , where the values of the action functional A ω on the branches of circular orbits L ω k are plotted: The analysis of this picture suggests the presence of critical points different from the Lagrange motions. Indeed, let us take the angular velocity ω = 1.5: in this case there are two distinct global minimizers, the uniform circular motions with minimal period 2π and π, lying in the plane orthogonal to the rotation direction. This is a well known structure in Critical Point Theory, referred as the Mountain Pass geometry and gives the existence of a third critical point, provided the Palais-Smale condition Once the existence of a Mountain Pass critical point was theoretically established, we studied its main properties in order to understand whether it belonged to some known families of periodic trajectories. To this aim we applied the bisection algorithm proposed in Barutello and Terracini (2004) to approximate the maximal of a locally optimal path joining the two strict global minimizers, finding in this a good numerical candidate. Of course, there could be a gap between the mountain pass solution whose existence is ensured by Theorem 7.7 and the numerical candidate found by applying the bisection algorithm. In order to fill this gap we proved the existence of an actual solution very close to the numerical output of the Mountain Pass algorithm (Fig. 8) . The argument was based upon a fixed point principle and involved a rigorous computer assisted proof. As a consequence, we obtained the existence of a new branch of solution for the spatial 3-body problem (see Fig. 9 ). Here are some relevant features of the new solution: the orbit is not planar, its winding number with respect, for instance, to the line x = −0.2, y = 0 is 2 and it does not intersect itself. A natural question is whether this solution can be continued as a function of the parameter ω. We were able to extend the numerical-rigorous argument to cover a full interval of values of the angular velocity, providing the existence of a full branch of solution. A natural question is whether the mountain pass branch meets one of the known branches of choreographical periodic orbits: either one of the Lagrange or Marchal's P 12 (described by Marchal, (2000)) families. Lead from a wrong intuition, looking at Fig. 9 (left), we first conjectured that the branch should bifurcate from L 1 at the angular velocity value ω = 1. It was A. Chenciner who brough this mistake to our attention, pointing out how this fact would contradict the numerical computation on the local bifurcation structure at ω = 1 that he and J. Féjoz were carrying on Chenciner and Féjoz (2005) , see also the results in Chenciner et al. (2005) . He also suggested us that very likely, this new branch was bifurcating, by symmetry breaking, from the P 12 -family. Indeed, this was shown by our computations, both numerical and rigorous. The details are depicted in Fig. 9 (right) .
