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Abstract
We compute the correction to the photon emission rate in first order of shear
components of fluid velocity gradients, σij , in near-equilibrium hydrodynamic plasma
at strong coupling regime, using the real-time Schwinger-Keldysh formalism in
AdS/CFT correspondence. Our result is an integral of an analytic expression. We
observe that the gradient correction to the photon emission rate at strong coupling
is about 0.3 - 0.4 times of the equilibrium rate in units of σij/T .
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1 Introduction
Electromagnetic probes in heavy-ion collisions are valuable observables that can provide
important information on the properties of quark-gluon plasma. Since the emitted photons
and di-leptons rarely interact with the background plasma again, their signals are expected
to faithfully describe the state of the quark-gluon plasma at the time of their emissions.
More specifically, the photon emission rate with polarization µ in the static approximation
is given by
dΓ
d3~k
(µ) =
e2
(2pi)32|~k|
µ(ν)∗G<µν(k)
∣∣∣
k0=|~k|
, (1.1)
where
G<µν(k) =
∫
d4x e−ikx〈Jµ(0)Jν(x)〉 , (1.2)
so that it can give us information on current correlation functions as well as the temper-
ature of the plasma. In the static equilibrium plasma, one of the fluctuation-dissipation
relations (or KMS relations) can be used to replace the Wightman function G< with the
retarded function −2nB(ω)ImGR, where nB(ω) is the Bose-Einstein distribution.
The perturbative computation of the relevant correlation function assuming a small
strong coupling constant αs  1 at sufficiently high temperature has been done for
leading order [1, 2, 3] and for the next-leading order [4] . Special kinematics such as light-
like momenta for photon emission requires to include the infinite set of ladder diagrams
that would normally give sub-leading contributions in ordinary hard thermal loop power
counting.
As there are experimental indications pointing to a strongly coupled nature of quark-
gluon plasma created in heavy-ion collisions, it is important to compute the same in
AdS/CFT correspondence to have the results in other side of the extreme. This has been
done in Ref.[5].
These computations are based on the static equilibrium quark-gluon plasma, and it
is clearly desirable to improve the computations for time-dependent, out-of-equilibrium
states of quark-gluon plasma. In general out-of-equilibrium state, the relation G< =
−2nB(ω)ImGR no longer holds, which makes the computation much harder since GR is
generally easier to compute (for example, using kinetic theory at weak coupling regime)
than G< in out-of-equilibrium. See Refs.[6, 7] which have addressed this issue in some
out-of-equilibrium conditions in the AdS/CFT correspondence. Moreover, the photon
emission rate formula (1.1) breaks down if the time scale of photon emission (that is, the
1
formation time of the photon) is larger than the time scale of the evolution of the plasma,
and it is applicable only for relatively high frequency photons, with the Fourier transform
replaced by the Wigner transform.
A first step to this direction would be to consider the states which are not very far
from the equilibrium state, and to compute the required correlation functions in pertur-
bation theory of the deviations from the equilibrium state. Natural such states would be
hydrodynamic evolution of near equilibrium plasma where the deviations from equilib-
rium are organized by derivative expansion. The results should be of high relevance in
heavy-ion collisions where a significant portion of plasma evolution is described by hy-
drodynamics. In Ref.[8], a correction to photon emission rate arising from non-vanishing
shear component of velocity gradients (at local rest frame of the fluid)
σij =
1
2
(
∂iuj + ∂jui − 2
3
(
∂kuk
))
, (1.3)
was computed in the framework of weakly coupled kinetic theory at linear order in σij,
which has been further developed and implemented in realistic numerical simulations of
heavy-ion collisions in Refs.[9, 10, 11, 12]. Considering rotational invariance, the correction
to the emission rate at local rest frame should take the following form
dΓshear
d3~k
=
e2
T
Γ(1)(ω)kˆikˆjσij , (1.4)
where kˆi is the unit vector parallel to the momentum direction of the emitted photons,
and T is the temperature. In this work, we will compute Γ(1)(ω) in the AdS/CFT cor-
respondence. We note that Ref.[13] has computed the similar gradient correction to the
drag force on heavy quark, and Ref.[14] has computed the photon emission rate in far
out-of-equilibrium geometry of falling mass shell [15].
The 5 dimensional holographic action we study is
(16piG5)L5 = R + 12− 1
8
FMNF
MN − 1
24
√
6
MNPQR√−g5 AMFNPFQR , (1.5)
with G5 = pi/(2N
2
c ), which describes the U(1) R-symmetry dynamics of N = 4 Super
Yang-Mills theory of SU(Nc) gauge group
∗. The last Chern-Simons term is a holographic
manifestation of U(1)3R triangle anomaly, but is irrelevant for our subsequent discussion.
∗The strange normalization of the Maxwell term is to be consistent with the previous choice in Ref.[5].
This does not affect the ratio between the zero’th and the first order correction shown in Figure 9.
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Although this theory is not precisely QCD per se, it is a useful benchmark theory to
understand strongly coupled gauge theory in general. We will discuss later how one may
reasonably translate the results in this theory to those in QCD.
Our end result seems quite compact: it is given by
Γ(1)(ω) =
1
(2pi)32ω
2nB(ω)
N2c T
2
16pi
(1.6)
× Im
[
1
C2
∫ 1
0
du
(
f(u)(∂uS¯(u))H(u)(∂uH(u)) +
( ω
2piT
)2 1
u
S¯(u)H(u)2
)]
,
where nB(ω) = 1/(e
ω/T − 1) is the Bose-Einstein distribution, and
f(u) = 1− u2 , S¯(u) = pi − 2 arctan
(
1√
u
)
+ log
(
(1 +
√
u)2(1 + u)
)
, (1.7)
H(u) = (1− u)−i ω4piT (1 + u)− ω2piT 2F1
(
1− 1
2
(1 + i)
ω
2piT
,−1
2
(1 + i)
ω
2piT
; 1− i ω
2piT
;
1
2
(1− u)
)
,
C = 2F1
(
1− 1
2
(1 + i)
ω
2piT
,−1
2
(1 + i)
ω
2piT
; 1− i ω
2piT
;
1
2
)
.
Although we need to perform the integration numerically, it is remarkable and useful to
have the above analytic expression.
2 Schwinger-Keldysh formalism in AdS/CFT corre-
spondence
We briefly review the Schwinger-Keldysh formalism in the AdS/CFT correspondence [16,
17, 18]. The Schwinger-Keldysh formalism is a nice way of describing various real-time
correlation functions with different time orderings. In the field theory side, it is a field
theory defined on a complex time contour shown in Figure 1: the line labeled by 1
describes a unitary time evolution of the state ensemble prepared by the thermal imaginary
time contour situated at the far left, while the line 2 describes the time evolution of the
conjugate state, that is, the bra states. Because of this difference given by complex
conjugation, the path integral measure for line 2 is e−iS2 , not eiS2 . One can also think
of this as time flowing from future to past. Therefore, the resulting path integral of any
operator insertion gives us the real-time expectation value of that operator sandwiched
between bra and ket states with thermal ensemble: this is precisely what we would like
to compute. It is very important to have the boundary condition at t = tf such that the
field variables from line 1 and those from line 2 are equal at that point.
3
Figure 1: Schwinger-Keldysh contour.
By putting operators in suitable positions in the Schwinger-Keldysh contour, one
can achieve any operator ordering. Our needed Wightman function can be obtained for
example by
G<µν(x) ≡ 〈Jˆµ(0)Jˆν(x)〉 = 〈J (2)µ (0)J (1)ν (x)〉SK , (2.8)
where Jˆ means an operator acting on the Hilbert space, while J (1,2) mean the field variables
on the lines 1 and 2 in the Schwinger-Keldysh path integral.
It is convenient to introduce “ra”-basis for any (composite) variable generically denoted
by φ as
φ(r) =
1
2
(
φ(1) + φ(2)
)
, φ(a) = φ(1) − φ(2) . (2.9)
The boundary condition at t = tf is translated to the condition φ
(a)(tf ) = 0, and it is
generally true that any correlation functions with an (a)-type object having the latest
time always vanishes. In terms of (ra) variables, we have
G<µν(x) = 〈J (2)µ (0)J (1)ν (x)〉SK
= 〈J (r)µ (0)J (r)ν (x)〉SK −
1
2
〈J (a)µ (0)J (r)ν (x)〉SK +
1
2
〈J (r)µ (0)J (a)ν (x)〉SK
≡ G(rr)νµ (x)−
1
2
G(ra)νµ (x) +
1
2
G(ar)νµ (x) , (2.10)
so the computation of G< necessitates the computation of G(rr), G(ra) and G(ar). Going
back to the operator formalism, one can easily check that G(ra) is proportional to the
retarded correlation function, and G(ar) the advanced correlation function. G(rr) generally
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Figure 2: Penrose diagram of AdS black-hole geometry.
encodes fluctuations provided by both quantum noise and occupation numbers. The
subtraction of (1/2)(G(ra)−G(ar)) in the above expression removes the quantum noise, so
that G< for positive frequency ω encodes contributions only from the occupation numbers,
and it is understandable why G< gives the emission rates originating from the occupied
states. In equilibrium, the relation G< = −2nB(ω)ImGR illustrates this point, where
−ImGR is the density of states with frequency ω.
The free theory Schwinger-Keldysh path integral, including the imaginary time ther-
mal circle, is Gaussian, so that any perturbation theory from the free limit admits the
Feynman diagram expansion. This allows one to compute any real-time correlation func-
tions in Feynman diagram expansion, which is a great theoretical convenience.
So far, we have reviewed the field theory side of Schwinger-Keldysh formalism. In
thermal AdS black-hole geometry, there is an intuitive correspondence between the ge-
ometry and the Schwinger-Keldysh formalism, as illustrated in Figure 2 [19, 20]. The
analytically continued AdS black-hole geometry consists of four parts, and the two parts
labels by L (left) and R (right) have UV boundaries that can be identified with the lines 1
and 2 in the field theory Schwinger-Keldysh formalism. Indeed the natural time direction
from the analytic property of the geometry is reversed from L to R, reminiscent of the
similar concept in Schwinger-Keldysh formalism.
The holographic bulk actions and the fields in L and R regions can be thought of as
holographic descriptions of field theory parts living on lines 1 and 2 respectively [16, 17].
Correspondingly, the bulk action in the R region appears in the bulk path integral as
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e−iSR contrary to that for the L region, eiSL . One also naturally introduces the same “ra”
variables for the bulk fields. The UV boundary values of the bulk (ra) fields correspond
to the sources of (ra)-type in the field theory, which couple to (ar)-type operators in
the field theory according to the AdS/CFT correspondence. By performing variations
of the bulk path integral with respect to these UV boundary values of (ra)-type fields,
one can obtain real-time correlation functions of any kind. The meaning of the regions
inside the horizons is yet unclear to our current understanding, but one can forgo them
by specifying suitable boundary conditions on the horizons [16] and dealing with only L
and R regions outside. Within this set-up, the correct KMS relations among real-time
correlation functions have been checked to hold true for the free quadratic bulk theory in
equilibrium black-hole geometry, corresponding to equilibrium finite temperature plasma
in the gauge theory side [16, 17, 18].
The leading bulk holographic action is typically quadratic in fields, that is, Gaussian,
and higher order interactions can be treated perturbatively. Although this real-time per-
turbation theory in the bulk looks technically quite similar to the real-time perturbation
theory in the gauge theory side, the bulk perturbative expansion maps to the large Nc
expansion in the gauge theory side. At the quadratic leading level, the bulk theory defined
by a path integral of the Gaussian action, with a chosen Dirichlet boundary condition at
the UV boundary and the suitable horizon boundary condition, is a 5 dimensional free
quantum field theory on its own, living in a curved geometry. According to AdS/CFT
correspondence, the mapping to the gauge theory side is achieved by the dependence of
this 5 dimensional quantum field theory on the specific UV Dirichlet boundary values
of the bulk fields, which act as external sources coupled to gauge theory operators. By
variations of these UV boundary conditions, one can thus obtain correlation functions of
gauge theory operators.
Since the bulk theory with a fixed boundary condition is a quantum field theory (of
bulk fields) defined on a curved AdS geometry, one can consider various types of real-time
correlation functions defined in the bulk space-time. For example, in our case of free U(1)
Maxwell theory in 5 dimensions, the real-time two point functions are
g(αβ)µν (x, r|x′, r′) ≡ 〈A(α)µ (x, r)A(β)ν (x′, r′)〉5D , (2.11)
where α, β are either 1, 2, or r, a depending on which type of ordering one would like
to compute in Schwinger-Keldysh formalism. These objects are previously called bulk-
to-bulk propagators [6]. Note that they are observables in the 5 dimensional quantum
theory with a fixed UV boundary condition (Dirichlet), and a priori they are quite dif-
6
ferent objects than the gauge theory correlation functions obtained by variations of UV
boundary conditions. However, we will shortly see that it is possible to read off gauge
theory correlation functions from the bulk-to-bulk propagators (see subsection 2.1). This
relation, previously found in Ref.[6], has been referred to as the relations between bulk-to-
bulk, boundary-to-bulk, and boundary-to-boundary propagators. Conceptually, the idea
is similar to that of holographic renormalization where one can read off gauge theory one-
point function from the bulk field profile [21]. In subsection 2.1, we will clarify that this
relation is a generic consequence of any Gaussian theory, although it may also be valid
beyond Gaussian limit. Having the above mentioned relation greatly simplifies the com-
putations of gauge theory real-time correlation functions via AdS/CFT correspondence:
one only needs to compute the bulk real-time correlation functions of the bulk quantum
theory with a fixed UV Dirichlet boundary condition, without considering variations of
the UV boundary condition. The computation of any type of bulk-to-bulk correlation
functions can be performed in the framework of Schwinger-Keldysh real-time perturba-
tion theory as discussed before [17, 22]. Once this is achieved, one can explore the relation
between bulk-to-bulk and boundary-to-boundary correlation functions to finally get the
gauge theory correlation functions.
Let us recall that in the asymptotic AdS geometry near UV boundary r →∞,
ds2 =
dr2
r2
+ r2ηµνdx
µdxν , η = diag(−+ ++) , (2.12)
the solution of Maxwell’s equation in 5 dimensions takes the form in Ar = 0 gauge
Aµ(x, r) ∼ A(0)µ (x) +
A˜µ(x)
r2
+
−2Bµ(x) log r
r2
+ · · · , (2.13)
where A˜µ(x) is an arbitrary source which couples to the gauge theory U(1) current J
µ(x),
and we have
Bµ(x) =
1
4
∂νF (0)µν (x) . (2.14)
The A˜µ(x) is determined only by IR dynamics. According to holographic renormalization
[21, 23], the gauge theory current expectation value is given by
〈Jµ(x)〉 = 1
16piG5
(
A˜µ(x) +Bµ(x)
)
, (2.15)
where the last term is ambiguous up to finite counter-term, and we can and will drop it.
This result motivates the following definition of a projection operator P ,
P|r · Aµ(r, x) ≡ 1
16piG5
A˜µ(x) . (2.16)
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Figure 3: (a) Bulk to boundary relation for 1-point functions. (b) Bulk to boundary
relation for 2-point functions. It should generalize to n-point functions as well.
Note that this is in general not equal to
− 1
32piG5
lim
r→∞
r3∂rAµ(x, r) , (2.17)
due to the presence of Bµ(x) term. The P gives the relation between the bulk one point
function (that is, the profile Aµ(x, r)) and the gauge theory one point function 〈Jµ(x)〉,
as illustrated in Figure 3(a).
Let us define real-time gauge theory two point functions as
G(αβ)µν (x|x′) ≡ 〈J (α)µ (x)J (β)ν (x′)〉4D , (2.18)
where α, β are 1, 2 or r, a types, which are also called boundary-to-boundary propagators.
They are what we would like to compute at the end. The claim is that they can be
computed from the bulk-to-bulk propagators (2.11) by
G(αβ)µν (x|x′) = P|rP|r′ · g(αβ)µν (x, r|x′, r′) , (2.19)
which is a simple generalization of (2.15) and (2.16) for the one point functions. We will
illustrate this in subsection 2.1. Figure 3(b) depicts this relation pictorially. It will be
useful to have one more object, boundary-to-bulk propagator, defined by
G(αβ)µν (x, r|x′) ≡ P|r′ · g(αβ)µν (x, r|x′, r′) , (2.20)
so that
G(αβ)µν (x|x′) = P|r · G(αβ)µν (x, r|x′) . (2.21)
8
Figure 4: Boundary-to-bulk propagator G(αβ)µν (x, r|x′) (the doubled line on the right).
See Figure 4 for pictorial representation of boundary-to-bulk propagators G(αβ)µν (x, r|x′)
(the doubled line on the right). We now discuss several salient properties of these objects.
1) Since the bulk-to-bulk propagators (2.11),
g(αβ)µν (x, r|x′, r′) ≡ 〈A(α)µ (x, r)A(β)ν (x′, r′)〉5D , (2.22)
are correlation functions of the bulk quantum theory with the Dirichlet UV boundary
condition, they should vanish when either r or r′ goes to the UV boundary,
lim
r→∞
g(αβ)µν (x, r|x′, r′) = lim
r′→∞
g(αβ)µν (x, r|x′, r′) = 0 . (2.23)
2) In the case of leading Gaussian theory in the bulk (as in our case of free Maxwell
theory), the bulk-to-bulk propagators g
(αβ)
µν (x, r|x′, r′) are naturally the Green’s functions
of the bulk kinetic term, so that they satisfy
DM〈F (α)Mµ(x, r)A(β)ν (x′, r′)〉 = DMDMg(αβ)µν (x, r|x′, r′)−DMDµg(αβ)Mν (x, r|x′, r′)
= i(32piG5)ηµνη
αβ 1√−g5 δ
(5)(x, r|x′, r′) , (2.24)
where the metric covariant derivative DM acts on the (x, r) indices, and the ηαβ symbol
is given by
ηαβ =
(
1 0
0 −1
)
(2.25)
in the (1,2) basis, or
ηαβ =
(
0 1
1 0
)
(2.26)
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in the (r,a) basis. The similar equation also applies to the (x′, r′) indices. These equations
can determine g
(αβ)
µν (x, r|x′, r′) completely, given the UV boundary condition 1) and the
appropriate horizon boundary conditions. More precisely, one has to fix the gauge to
find a well-defined g
(αβ)
µν (x, r|x′, r′): one possibility is to introduce Rξ-gauge fixing term
− 1
2ξ
(
DMAM
)2
in the action. However, in our computation of photon emission rate, we will
contract the vector indices with the transverse photon polarization tensor µ with 0 = 0
and ~ ·~k = iki = 0 in the Fourier space, and the resulting transverse part is physical and
unambiguously given independent of gauge choice. In our work, we will assume Ar = 0
gauge. Therefore, we will not discuss about the detailed from of g
(αβ)
µν (x, r|x′, r′), except
its unambiguous polarization-contracted form that we present in section 3.
3) Since the projection operator P is linear, the same type of equation without the
right-hand side is satisfied by the bulk-to-boundary propagators,
DMDMG(αβ)µν (x, r|x′)−DMDµG(αβ)Mν (x, r|x′) = 0 . (2.27)
What is somewhat non-trivial to see is that the UV boundary condition for G(αβ)µν (x, r|x′)
is given by
lim
r→∞
G(αβ)µν (x, r|x′) = (−i)ηµνηαβδ(4)(x− x′) . (2.28)
This relation was first derived for a free scalar field in Ref.[6], and following the similar
steps one can derive it from the equation (2.24) above. In subsection 2.1, we will see that
this is a generic consequence of any Gaussian theory with Dirichlet boundary condition.
With the horizon boundary condition, the above equation and the UV boundary condition
uniquely fix the boundary-to-bulk propagators G(αβ)µν (x, r|x′) in the equilibrium black-hole
background.
4) It has been known that a free field theory living in a black-hole background fea-
tures a finite temperature ensemble with the Hawking temperature. In the case of AdS
where there exists a UV boundary, the equilibrium quantum state can be achieved which
defines an appropriate stationary state, and the horizon boundary conditions follow from
it. Therefore, it is natural to have the KMS relations satisfied with the bulk-to-bulk prop-
agators g
(αβ)
µν (x, r|x′, r′) with the Hawking temperature. This has been referred to as bulk
fluctuation-dissipation relations in literature [24, 25]. Since the projection operator P is
linear, the same KMS relation should also hold for the gauge theory correlation functions
G
(αβ)
µν (x|x′) which are obtained via (2.19), which proves the gauge theory KMS relations
with the same Hawking temperature in equilibrium.
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5) By definition, it is trivial to see
g(ra)µν (x, r|x′, r′) = g(ar)νµ (x′, r′|x, r) . (2.29)
What is not trivial is the identity
G(ra)µν (x, r|x′) = G(ar)νµ (x′, r|x) . (2.30)
Note that one can’t derive (2.30) from (2.29). To prove this, first observe that G(ra)µν (x, r|x′)
and G(ar)νµ (x′, r|x) satisfy the same UV boundary condition via (2.28),
lim
r→∞
G(ra)µν (x, r|x′) = lim
r→∞
G(ar)νµ (x′, r|x) = (−i)ηµνδ(4)(x− x′) . (2.31)
From the relation (2.21) between the gauge theory correlation functions and the boundary-
to-bulk propagators, one sees that
P · G(ra)µν (x, r|x′) = G(ra)µν (x, x′) , P · G(ar)νµ (x′, r|x) = G(ar)νµ (x′, x) . (2.32)
On the other hand, in the gauge theory it is clear that G
(ra)
µν (x, x′) = G
(ar)
νµ (x′, x) by
definition. Noting that the projection operator P defined in (2.16) picks up the sub-
leading normalizable mode of the r dependence, we see that G(ra)µν (x, r|x′) and G(ar)νµ (x′, r|x)
have the same UV boundary values and the normalizable modes. Since they both satisfy
the second order Maxwell equation, we conclude that they must be identical.
In the next subsection, we will illustrate the generality of some of the above mentioned
properties in a simple discrete toy “XY” model.
2.1 Toy “XY” model
In this subsection, we would like to illustrate some of the mentioned properties above in
the case of simple Gaussian path integral of finite number of degrees of freedom, to show
that these properties are in fact general features of any Gaussian theory in the holographic
bulk in AdS/CFT correspondence.
In the AdS/CFT correspondence, the bulk fields consist of two independent pieces:
the non-normalizable modes which can be identified as the (properly scaled) values of
the bulk fields at the UV boundary, and the normalizable modes which are dynamical
degrees of freedom in the bulk. In our simple toy model, let us call the non-normalizable
modes (or the UV boundary values) Xa collectively with alphabetical indices, and the
11
normalizable dynamical degrees of freedom Y I with capital indices. The action of our toy
“XY” model is a Gaussian one
S(X, Y ) = Y IFIaX
a +
1
2
Y IMIJY
J = Y TFX +
1
2
Y TMY , (2.33)
with some constant matrices FIa and MIJ , and the last expression is a matrix notation
with T meaning transpose. The first term represents the fact that the UV boundary value
of bulk fields are related to the dynamical bulk profile of the fields by the UV asymptotic
kinetic term in the action, and the second term is simply the dynamical kinetic term for
the normalizable modes.
The above description is valid even for our real-time AdS/CFT correspondence with
AdS black-hole geometry: we include only the bulk fields inside the L and R regions
of the Penrose diagram of Figure 2 (the a or I indices include both L and R regions),
while we can neglect the regions beyond event horizon by simply fixing suitable boundary
conditions on our fields on the horizon. Since the horizon boundary condition is a linear
relation imposed on the field profile, restricting the field profiles to those satisfying the
specified horizon boundary conditions defines a linear subspace in the vector space of field
profiles. One can simply redefine the variables Y I such that they now represent the field
profiles living in this subspace of fields satisfying horizon boundary conditions, and the
resulting action for the redefined Y I is clearly Gaussian again due to the linearity of the
horizon boundary condition imposed.
In the AdS/CFT correspondence, one performs the path integral of the above action
with fixed values of Xa; ∫
DY I eiS(X,Y ) ≡ eiW (X) , (2.34)
to define a boundary effective action W (X). The Xa is interpreted as a source coupled to
a boundary operator Ja in the boundary field theory, so that one and two-point functions
of the boundary operator Ja in the boundary field theory can be obtained from W (X) by
(the extra (−i) for Gab is due to the i in the path integral measure of iS)
〈Ja〉 = δW (X)
δXa
, Gab ≡ 〈JaJb〉connected = (−i)δ
2W (X)
δXaδXb
. (2.35)
Since the action is Gaussian, one can easily find the stationary point of Y from the
equation of motion,
FX +MY on−shell = 0 −→ Y on−shell = −M−1FX , (2.36)
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and the effective action W (X) is simply given by the action S evaluated with the solution
of the equation of motion, Y on−shell,
W (X) = S(X, Y on−shell) =
(
Y TFX +
1
2
Y TMY
) ∣∣∣∣
Y=Y on−shell
. (2.37)
To find the one point function of the boundary operator, 〈Ja〉, we consider the variation
of the effective action as
δW (X) = δ
(
Y TFX +
1
2
Y TMY
) ∣∣∣∣
Y=Y on−shell
= δY T (FX +MY )
∣∣∣
Y=Y on−shell
+ (Y on−shell)TFδX , (2.38)
where the first term vanishes due to the equation of motion satisfied by Y on−shell, so we
conclude that
〈Ja〉 = δW (X)
δXa
=
(
(Y on−shell)TF
)
a
=
(
Y on−shell
)I
FIa . (2.39)
Since Y on−shell is the one-point function profile of the bulk dynamical modes, the above
relation gives a relation between the bulk one-point function Y on−shell, and the boundary
one-point function 〈Ja〉. This precisely corresponds to the bulk to boundary relation
between one-point functions as in (2.15) and (2.16) which is illustrated in Figure 3(a).
Therefore, one can identify F with our previous projection operator P : multiplying the
matrix F maps to the action of projection operator P ,
FIa ←→ P . (2.40)
Roughly speaking, the bulk index I maps to the holographic radial coordinate r in this
correspondence.
To find the two-point functions Gab from W (X) by (2.35), let us compute the on-shell
action with the on-shell solution of Y (2.36),
W (X) = S(X, Y on−shell) =
(
Y TFX +
1
2
Y TMY
) ∣∣∣∣
Y=Y on−shell
= −1
2
XTF TM−1FX ,
(2.41)
from which one obtains
Gab = (−i)δ
2W (X)
δXaδXb
= i
(
F TM−1F
)
ab
= iFaI
(
M−1
)IJ
FJb . (2.42)
Now, here comes the reward of our discussion: the bulk path integral of dynamical vari-
ables Y with Dirichlet boundary condition X = 0,∫
DY eiS(X=0,Y ) =
∫
DY exp
(
i
2
Y TMY
)
, (2.43)
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defines a quantum field theory by itself in the bulk, and the corresponding bulk-to-bulk
two point function is given by
gIJ ≡ 〈Y IY J〉bulk ≡
∫ DY Y IY J exp ( i
2
Y TMY
)∫ DY exp ( i
2
Y TMY
) = i (M−1)IJ . (2.44)
Comparing (2.42) for Gab with (2.44) for g
IJ , we find that they are simply related by
multiplying the matrix F to each bulk indices I and J . Since multiplying F corresponds
to acting the projection operator P on the holographic coordinate as seen in (2.40),
this explains the bulk to boundary relation between the two-point functions (2.19) as
illustrated in Figure 3(b),
G(x, x′) = P|rP|r′g(x, r|x′, r′) . (2.45)
Finally, let us define the boundary-to-bulk propagator GIa obtained by multiplying F
to one bulk index of gIJ , or equivalently by acting the projection operator P on one radial
coordinate of the bulk-to-bulk propagator gIJ = i (M−1)IJ as in (2.20),
GIa ≡ i
(
M−1
)IJ
FJa . (2.46)
Looking back the expression of the solution of the bulk equation of motion (2.36),(
Y on−shell
)I
= − (M−1)IJ FJbXb , (2.47)
we observe that GIa viewed in terms of the bulk index I is a solution of the bulk equation
of motion with a UV boundary condition Xb = (−i)δab. This explains (2.27) and the UV
boundary condition (2.28) in the property 3) of the previous section.
3 Gradient correction to photon emission rate at strong
coupling
Based on the framework of real-time perturbation theory in AdS/CFT correspondence
presented in the preceding section, we will compute in this section the correction to the
photon emission rate at linear order in the shear component of the velocity gradient σij.
To obtain the corrections to the photon emission rate at linear order in the shear
mode of velocity gradients σij, one needs to compute the corrections to the real-time
correlation functions of the field theory U(1) currents, G<µν(k), which can be obtained
from the corrections to G
(rr)
νµ (k), G
(ra)
νµ (k) and G
(ar)
νµ (k) via (2.10),
G<µν(k) = G
(rr)
νµ (k)−
1
2
G(ra)νµ (k) +
1
2
G(ar)νµ (k) . (3.48)
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These in turn can be computed from the corrections to (the Wigner transform of ) the
bulk-to-bulk propagators of the bulk U(1) gauge field, g
(αβ)
µν (x, r|x′, r′), and applying the
projection operations with respect to r and r′.
Since we are interested only in the linear term in σij which is already first order in
derivative, we can safely assume that σij is space-time homogeneous (that is, constant) for
our purpose of identifying the first correction in derivative expansion: the contributions
coming from the space-time variations of σij should be considered as second or higher
order corrections. Because of this assumption, the resulting correction to the real-time
correlation functions g
(αβ)
µν (x, r|x′, r′) proportional to σij will be translationally invariant,
depending only on (x − x′), and the Wigner transforms can be simply replaced by the
Fourier transforms.
The g
(αβ)
µν (x, r|x′, r′) are the bulk two point functions of the U(1) Maxwell gauge field,
so the only way they are affected by σij is through the background metric perturbation
induced by having the velocity gradient of σij in a near equilibrium black-hole geometry,
corresponding to hydrodynamic evolution of the gauge theory plasma. This perturbation
was computed in the method of fluid-gravity correspondence [26]. Explicitly, the bulk
metric has the form †
ds2 =
dr2
f(r, T )r2
+ r2 (−f(r, T )uµuνdxµdxν + (ηµν − uµuν) dxµdxν)+ δgµνdxµdxν , (3.49)
where
f(r, T ) = 1−
(
piT
r
)4
, (3.50)
and the local temperature T and the fluid velocity uµ are now slowly varying in space-time,
representing hydrodynamic evolution of the gauge theory plasma close to equilibrium. In
our case, we only turn on σij. Due to their variations, the Einstein equation necessitates
the existence of the correction δgµν which can be systematically computed in gradient
expansion of T and uµ. From δgµν one can compute the viscous corrections to the energy-
momentum tensor due to slow variations of T and uµ in derivative expansion. For our
purpose, we only need the correction proportional to σij in the local rest frame where
uµ = (1,~0), and only the traceless component of δgij is induced by this. It is given by
δgij(r) = S(r)σij , (3.51)
†It should have been written in Eddington-Finkelstein (EF) coordinate, but for constant σij we are
assuming the change from EF to the present Schwarz coordinate does not affect the form of δgij .
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Figure 5: Real-time Feynman diagrams for δg
(rr)
µν (x, r|x′, r′). There are two diagrams.
where S(r) can be read off, for example, in Refs.[26, 27] as
S(r) =
r2
2
1
piT
(
pi − 2 arctan
( r
piT
)
+ log
[(
1 +
(
piT
r
))2(
1 +
(
piT
r
)2)])
. (3.52)
The metric perturbation (3.51) proportional to σij should be considered as an external
perturbation to the bulk U(1) gauge field dynamics, so in terms of Schwinger-Keldysh
variables, it should correspond to
δg
(1)
ij = δg
(2)
ij = δgij , (3.53)
or equivalently,
δg
(r)
ij = δgij , δg
(a)
ij = 0 . (3.54)
This gives rise to the following change of the bulk Schwinger-Keldysh action of the U(1)
gauge field in (ra) variables,
δSSK = δS1 − δS2 = 1
32piG5
σij
∫
d5x
√−g5
(
S(r)
r4
F
(a)
iN F
(r)
jQ g
NQ
)
=
1
32piG5
σij
∫
d4xdr
(
S(r)
r
F
(a)
iN F
(r)
jQ g
NQ
)
, (3.55)
where the metric appearing in the above is the unperturbed black-hole metric in the rest
frame. Note that the induced vertex has one “r” variable and one “a” variable. It is now
straightforward to compute the corrections to the various real-time two point functions at
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linear order in the above action perturbation in the framework of real-time perturbation
theory in the bulk‡ .
Figure 5 depicts the (space-time) Feynman diagrams for the contributions to δg
(rr)
µν :
there are two possible diagrams depending on how (ra) indices are contracted. The lines
represent the zero’th order equilibrium bulk-to-bulk propagators, and the blob at (x′′, r′′)
is the vertex insertion induced by (3.55) proportional to σij. Figure 6 shows the diagrams
for δg
(ra)
µν and δg
(ar)
µν , where only one type of diagram is possible for each, due to the fact
that g
(aa)
µν does not exist.
Note that all diagrams involve at least one bulk-to-bulk propagator g(ra)(x, r|x′′, r′′) or
g(ra)(x′, r′|x′′, r′′). Recalling that the retarded propagator gR is simply (−i) times of g(ra),
and since the region beyond event horizon located at r = rH = piT (that is, the region
r < rH) is causally disconnected to the region of r > rH which contains the UV boundary,
the retarded bulk-to-bulk propagators g(ra)(x, r|x′′, r′′) or g(ra)(x′, r′|x′′, r′′), which respect
the causal structure of the geometry, will simply vanish if r′′ < rH . Therefore, the
integration over r′′ of the position of the perturbation vertex will automatically be reduced
to the region above the horizon r > rH .
At the end, what we would like to compute is the corrections to the field theory two
point functions G
(αβ)
µν , which are obtained from the above bulk-to-bulk two point functions
by the boundary projection P . Therefore, one can choose to apply the projection P to
each diagram to get diagrammatic contributions to the field theory two-point functions
directly. Applying the projection P simply replaces the lines of bulk-to-bulk equilibrium
propagators with the boundary-to-bulk equilibrium propagators G(αβ)µν , so that the result-
ing diagram in Figure 7 (right) looks almost same as before, except that the new lines
now represent the boundary-to-bulk propagators G(αβ)µν . We will try to compute these
diagrams with vector indices contracted with transverse photon polarization vector, µ,
in the following.
Because σij is homogeneous in x
µ up to our order of interest, we can work in the Fourier
‡The metric (3.49) also has a correction from the varying fluid velocity ui = σijxj itself near the local
rest frame x = 0, which is linear in x. This induces a non-local contribution to the current correlation
functions via Wigner transform near x = 0: since we would have a Fourier transform involving linear
term in xj , the result is suppressed by additional power of T/k = T/ω compared to the direct local
contribution coming from δgij we are computing. In weak coupling quasi-particle picture, this non-local
contribution can be attributed to the effects from non-locality of finite Compton wavelength ∆x ∼ 1/k
of quasi-particles, which has been neglected for hard photons ω > T compared to the local effects coming
from disturbances of particle distribution functions. The δgij we are considering is a holographic strong
coupling analogue of the latter effects.
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Figure 6: Real-time Feynman diagrams for δg
(ra)
µν (x, r|x′, r′) (left) and δg(ar)µν (x, r|x′, r′)
(right).
space with respect to 4 dimensional coordinates xµ, while keeping the radial direction r
unchanged, by introducing
G(αβ)µν (x, r|x′) =
∫
d4k
(2pi)4
eik(x−x
′)G(αβ)µν (k, r) , (3.56)
et cetera. The relation (2.30) between G(ra) and G(ar) is translated to
G(ra)µν (k, r) = G(ar)νµ (−k, r) , (3.57)
which will be used in the following. Working out the Feynman rules of the induced vertex
(3.55) in momentum space, it is straightforward to write down the resulting corrections
to the two point functions in momentum space: for example, the δG
(ra)
µν (k) is given by
δG(ra)µν (k) =
i
32piG5
σij
∫ ∞
rH
dr
S(r)
r
[(
∂rG(ra)iν (k, r)
)(
∂rG(ra)µj (k, r)
)
grr (3.58)
+
(
kiG(ra)ρν (k, r)− kρG(ra)iν (k, r)
)(
kjG(ra)µσ (k, r)− kσG(ra)µj (k, r)
)
gρσ
]
,
where ρ, σ run only over the 4 dimensional coordinates, and we have used (3.57) in arriving
to the above. The expressions for δG
(ar)
µν (k) and δG
(rr)
µν (k) look almost identical to the
above with the replacements of G(ra) with appropriate G(αβ) corresponding to the Feynman
diagrams of Figure 5 and Figure 6 (after the projection operators are applied). We would
like to contract the results with the photon polarization tensors to have δG
(αβ)
µν (k)(µ)∗ν ≡
δG(αβ)(k; ).
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Figure 7: One of the two real-time Feynman diagrams for δG
(rr)
µν (x|x′) (right) obtained
from δg
(rr)
µν (x, r|x′, r′) by projection operators P (left). The other diagrams are similarly
constructed from Figure 5 and Figure 6.
Fortunately, once we compute δG(ra)(k; ), we don’t need to compute other δG(ar)(k; )
and δG(rr)(k; ): they can be obtained from δG(ra)(k; ) by
δG(ar)(k; ) = δG(ra)(−k; ) = − [δG(ra)(k; )]∗ , (3.59)
and
δG(rr)(k; ) = (1 + 2nB(ω))Re
[
δG(ra)(k; )
]
= −(1 + 2nB(ω))Im
[
δGR(k; )
]
, (3.60)
where nB(ω), ω ≡ k0, is the Bose-Einstein distribution with the equilibrium temperature
T , and the retarded correlation function GR is defined to be −iG(ra). From the relation
(2.10),
G<µν = G
(rr)
νµ −
1
2
G(ra)νµ +
1
2
G(ar)νµ , (3.61)
this means that the desired correction δG<(k; ) entering the photon emission rate is
simply given in terms of δG(ra)(k; ) by
δG<(k; ) = 2nB(ω)Re
[
δG(ra)(k; )
]
= −2nB(ω)Im
[
δGR(k; )
]
. (3.62)
To show (3.59) and (3.60), first observe that the equilibrium two point functions
entering the Feynman diagrams of Figure 7 satisfy the equilibrium fluctuation-dissipation
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relation §
G(rr)µν (k, r) = (1 + 2nB)Re
[G(ra)µν (k, r)] = −(1 + 2nB)Im [GRµν(k, r)] . (3.63)
Recall also the relation (3.57),
G(ra)µν (k, r) = G(ar)νµ (−k, r) . (3.64)
Finally, since the retarded two point function GRµν(x, r|x′) ≡ (−i)G(ra)µν (x, r|x′) is real val-
ued, its Fourier transform satisfies the reality condition
GRµν(k, r) =
[GRµν(−k, r)]∗ , (3.65)
which in turn gives
G(ra)µν (k, r) = −
[G(ra)µν (−k, r)]∗ . (3.66)
The (3.63), (3.64), and (3.66) allow us to replace G(rr)µν (k, r) by
G(rr)µν (k, r) =
1
2
(1 + 2nB)
(G(ra)µν (k, r)− G(ar)νµ (k, r)) . (3.67)
Using the relation (3.67) to replace G(rr)µν (k, r) in the two Feynman diagrams for δG(rr)µν (k)
in Figure 5 (after the projection operators are applied), one can easily check that the
resulting sum of the two diagrams is precisely equal to
1
2
(1 + 2nB)
(
δG(ra)µν (k)− δG(ar)νµ (k)
)
. (3.68)
Since the relations (3.64) and (3.66) between the retarded and advanced functions are
generally valid, we also have
δG(ra)µν (k) = δG
(ar)
νµ (−k) = −
[
δG(ra)µν (−k)
]∗
. (3.69)
If one wishes, one can check them from the Feynman diagrams for δG
(ra)
µν (k, r) and
δG
(ar)
µν (k, r) in Figure 6 (after the projection operators are applied) using the relations
(3.64) and (3.66). The results (3.68) and (3.69) finally prove the relations (3.59) and
(3.60).
The relation (3.60) means that the fluctuation-dissipation relation persists to hold
even for our first order gradient corrections to the two point functions, with the same
§Strictly speaking, we need this relation only for transverse components because of the contraction
with the photon polarization at the end. In fact, this relation is unambiguously valid without worrying
about gauge fixing only for the transverse components of the two point functions. Therefore, we will be
loose in writing down this relation for all components as in (3.63).
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(1 + 2nB) factor given by the zero’th order equilibrium temperature. This seems in line
with the discussion in Ref.[28]. This is a priori not obvious since the first order corrections
are out-of-equilibrium characteristics of the system. We expect the fluctuation-dissipation
relation to be violated in higher order corrections than the first order.
The expression (3.62) we have derived,
δG<(k; ) = 2nB(ω)Re
[
δG(ra)(k; )
]
, (3.70)
then requires us to compute only δG(ra)(k; ), which is given by the expression (3.58)
contracted with the photon polarization vector. After contracting with the polarization,
what appears in the expression is the polarization contracted retarded boundary-to-bulk
two point function, either (µ)∗G(ra)µν (k, r) or νG(ra)µν (k, r). Since µ is transverse, these
objects should satisfy the transverse part of the bulk U(1) Maxwell equation (see (2.27))
which is easily derived to be[
∂r
(
r3f(r)∂r
)
+
1
r
(
ω2
f(r)
− |~k|2
)]
(µ)∗G(ra)µν (k, r) = 0 . (3.71)
The UV boundary condition at r → ∞ given by (2.28) is translated for the Fourier
transforms as
lim
r→∞
(µ)∗G(ra)µν (k, r) = −i(ν)∗ , (3.72)
and finally one has to impose the incoming boundary condition at the horizon r = rH
which is the correct boundary condition for the retarded two point function. These
conditions uniquely determine (µ)∗G(ra)µν (k, r). In our case of photons, we only need to
consider the light-like on-shell momenta with |~k| = ω, and an analytic form of the solution
is available in this case (first found in Ref.[5]) as
(µ)∗G(ra)µν (k, r) = −i(ν)∗
(
1−
(
piT
r
)2)−i ω4piT (
1 +
(
piT
r
)2)− ω2piT
(3.73)
×
2F1
(
1− 1
2
(1 + i) ω
2piT
,−1
2
(1 + i) ω
2piT
; 1− i ω
2piT
; 1
2
(
1− (piT
r
)2))
2F1
(
1− 1
2
(1 + i) ω
2piT
,−1
2
(1 + i) ω
2piT
; 1− i ω
2piT
; 1
2
) ,
in terms of the hypergeometric function 2F1(a, b; c; z). Similarly, we have
νG(ra)µν (k, r) = −iµ
(
1−
(
piT
r
)2)−i ω4piT (
1 +
(
piT
r
)2)− ω2piT
(3.74)
×
2F1
(
1− 1
2
(1 + i) ω
2piT
,−1
2
(1 + i) ω
2piT
; 1− i ω
2piT
; 1
2
(
1− (piT
r
)2))
2F1
(
1− 1
2
(1 + i) ω
2piT
,−1
2
(1 + i) ω
2piT
; 1− i ω
2piT
; 1
2
) .
21
With these formulae, δG(ra)(k; ) from (3.58) can now be expressed as a radial integral of
an analytic expression involving hypergeometric functions. We will further simplify the
expression shortly using the equation of motion, but before doing that we need to discuss
the necessary infrared regularization on the horizon.
A short inspection shows that the r integral for δG(ra)(k; ) from (3.58) with the above
hypergeometric functions contains the terms which behave near the horizon as
∼ (#)σiji(j)∗ω2
∫
rH
dr (r − rH)−i ω2piT −1 ∼ lim
r→rH
(r − rH)−i ω2piT , (3.75)
which is ill-defined (though not divergent). Specifically, these terms are present in the
first piece of (3.58) and the ρ = σ = t component of the second piece, with the same
strength so that they add up together. The origin of this behavior is entirely due to the
factor (
1−
(
piT
r
)2)−i ω4piT
, (3.76)
in front of the above retarded two point functions at light-like momenta, which is universal
for any retarded propagator with incoming boundary condition at the horizon without
depending on specific details of a bulk theory. The presence of this behavior near the
horizon should map to an infrared problem at light-like momenta in the corresponding
dual field theory side. To tame this infrared behavior, we use the well-known technique
of shifting
ω → ω + i ,  = 0+ , (3.77)
in the retarded two point function G(ra)(ω): it is clear that this prescription cures the
ambiguity in (3.75) by giving an extra factor of (r− rH), making the horizon limit well-
defined. The final regularized integral has a good well-defined limit in  → 0+. The
physics meaning of this shift is to give an asymptotic damping to the retarded two point
function, such that in a large time limit, G(ra)(t) vanishes as at least e−t or faster in
t→ +∞ limit. Recall that in the Fourier expansion of the retarded function
G(ra)(t) =
∫
dω
(2pi)
e−iωtG(ra)(ω) , (3.78)
the G(ra)(ω) is analytic in the upper half plane of complex ω, ensuring that G(ra)(t) = 0 for
t < 0. There may be poles or branch cuts in the lower half planes giving rise to non-zero
G(ra)(t) for t > 0. The imaginary parts of the poles or branch cuts give the damping rate:
e−iωpt ∼ eIm(ωp)t, where ωp is the pole or branch cut location with Im(ωp) ≤ 0. The shift
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ω → ω + i in the argument of G(ra)(ω) shifts the imaginary parts of the poles or branch
cuts by an amount ωp → ωp − i, enhancing the damping rate by . The analyticity in
the upper half plane is intact.
The expression for δG(ra)(k; ) with the above analytic formulae for (µ)∗G(ra)µν (k, r)
and νG(ra)µν (k, r) can be written after some algebra as
δG(ra)(k; ) = − i
32piG5
σij
C2
∫ ∞
rH
dr
S(r)
r
[
i(j)
∗
(
(∂rH(r))
2r2f(r)− H(r)
2
r2
(
ω2
f(r)
− |~k|2
))
+ kikj
H(r)2
r2
]
, (3.79)
where in the middle of computation, we have used the transversality iki = 0, and
H(r) ≡
(
1−
(
piT
r
)2)−i ω4piT (
1 +
(
piT
r
)2)− ω2piT
(3.80)
× 2F1
(
1− 1
2
(1 + i)
ω
2piT
,−1
2
(1 + i)
ω
2piT
; 1− i ω
2piT
;
1
2
(
1−
(
piT
r
)2))
,
and
C ≡ 2F1
(
1− 1
2
(1 + i)
ω
2piT
,−1
2
(1 + i)
ω
2piT
; 1− i ω
2piT
;
1
2
)
. (3.81)
In all the above expressions, we assume the infrared regularization of ω → ω + i0+
introduced before. The above result (3.79) can be simplified further by using the equation
of motion satisfied by H(r): recall that H(r) is a solution of the transverse part of the
U(1) Maxwell equation (3.71),
∂r
(
r3f(r)∂rH(r)
)
+
1
r
(
ω2
f(r)
− |~k|2
)
H(r) = 0 . (3.82)
Using this and performing integration by part the first term in (3.79), one finally arrives
at our compact result,
δG(ra)(k; ) =
i
32piG5
σij
C2
∫ ∞
rH
dr
[
i(j)
∗∂r
(
S(r)
r2
)
r3f(r)H(r)∂rH(r)− kikjS(r)H(r)
2
r3
]
,
(3.83)
where we have used the fact that the boundary term from the integration by part,
− i
32piG5
σij
C2
i(j)
∗
(
S(r)
r2
r3f(r)H(r)∂rH(r)
) ∣∣∣∣∞
rH
, (3.84)
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vanishes both at r = ∞ and r = rH : we emphasize that the vanishing at the horizon
occurs precisely with our infrared regularization ω → ω + i0+, and it wouldn’t happen
without it. The (3.83) with (3.70) can now give the expression for the correction to the
photon emission rate with polarization µ as
dΓshear
d3~k
(µ) =
e2
(2pi)32ω
µ(ν)∗δG<µν(k) =
e2
(2pi)32ω
2nB(ω)Re
[
δG(ra)(k; )
]
. (3.85)
To finally find the correction to the total emission rate, summing over photon polar-
ization vectors replaces
i(j)
∗ → δij − kˆikˆj , (3.86)
in the above, and since σij is traceless, the δij term does not contribute, so that the result
becomes∑
µ
δG(ra)(k; ) = − iN
2
c
16pi2C2
kˆikˆjσij
∫ ∞
rH
dr
[
∂r
(
S(r)
r2
)
r3f(r)H(r)∂rH(r) + ω
2S(r)H(r)
2
r3
]
,
(3.87)
where we have used G5 = pi/(2N
2
c ). Using (3.70), the final expression for Γ
(1)(ω) in the
total rate,
dΓshear
d3~k
=
e2
T
Γ(1)(ω)kˆikˆjσij , (3.88)
is given by
Γ(1)(ω) =
1
(2pi)32ω
2nB(ω)
N2c T
16pi2
(3.89)
× Im
[
1
C2
∫ ∞
rH
dr
[
∂r
(
S(r)
r2
)
r3f(r)H(r)∂rH(r) + ω
2S(r)H(r)
2
r3
]]
.
If one changes the integration variable to
u ≡
(
piT
r
)2
, (3.90)
the expression becomes the one given in the introduction (1.6). In Figure 8, we show the
plot of Γ(1)(ω)/nB(ω) as a function of ω/T . The values in unit of σ/(2pi)
3, σ ≡ N2c T
16pi2
being
the electric conductivity, look quite constant over a large range of ω/T , ranging from 1.4
to 1.8.
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Figure 8: The plot of Γ(1)(ω)/nB(ω) in unit of σ/(2pi)
3, σ ≡ N2c T
16pi2
being the electric
conductivity.
4 Discussion
To draw a meaningful conclusion to realistic QCD from our results, it is perhaps useful to
consider the dimensionless ratio of the gradient correction to the zero’th order emission
rate,
R(1) ≡ Γ
(1)(ω)
Γ(0)(ω)
, (4.91)
where the Γ(0)(ω) is the equilibrium photon emission rate in the derivative expansion
dΓ
d3~k
= e2Γ(0)(ω) +
e2
T
Γ(1)(ω)kˆikˆjσij + · · · , (4.92)
which was first computed in Ref.[5],
Γ(0)(ω) =
1
(2pi)32ω
µ(ν)∗G<µν(k)
∣∣∣∣
ω=|~k|
× 2 (4.93)
=
1
(2pi)3ω
2nB(ω)Re
[
µ(ν)∗G(ra)µν (k)
]
=
1
(2pi)3ω
2nB(ω)Im
[
1
C
P|r ·H(r)
]
=
1
(2pi)3ω
nB(ω)
N2c Tω
32pi
∣∣∣∣2F1(1− 12(1 + i) ω2piT , 1 + 12(1− i) ω2piT ; 1− i ω2piT ;−1
)∣∣∣∣−2 ,
where the last factor 2 in the first line comes from the polarization summation, and H(r)
and C are as defined above. In the second line, we have used the fact that
µ(ν)∗G(ra)µν (k, r) = −
i
C
H(r) , (4.94)
25
2 4 6 8 10 12 14
Ω
T
0.0
0.1
0.2
0.3
0.4
0.5
RH1L=
G
H1L HΩL
G
H0L HΩL
Figure 9: The plot of R(1) = Γ(1)(ω)/Γ(0)(ω) as a function of ω/T .
which can be seen from (3.73) and (3.74), as well as the relation G = P|r ·G. To get to the
last line, we followed the same steps in Ref.[5], using G5 = pi/(2N
2
c ). In Figure 9, we show
the plot of R(1) as a function of ω/T . The value starts at around 0.3 and keeps increasing
for higher frequency. We see that the gradient correction may not be negligible, and our
result provides a useful strong coupling benchmark for this correction.
We discuss phenomenological importance of the gradient correction we find in the
on-going relativistic heavy-ion experiments. The initial quark-gluon plasma right after
collision has no fluid velocity gradient, and as the fluid velocity develops via pressure
gradient toward radially outward direction, the velocity near the boundary of the plasma
can reach to a fractional order one value of the speed of light, while the velocity at the
center of the plasma stays small. Since the typical size of the plasma is about 10 fm,
the velocity gradient is roughly σij ∼ 1/(10 fm) ∼ 20 MeV. Taking the temperature of
about 200 MeV, we have σij/T ∼ 0.1. As the value of R(1) . 0.5, the relative size of
the gradient correction to the equilibrium rate is about 5% which seems somewhat small,
but not negligible. We think this indicates a good convergence of the gradient expansion
scheme. However, our estimate for σij may be too crude, if we consider fluctuations as
well as flows, and the size of 10% or greater is not unexpected. It would be interesting
to implement our result in the existing numerical simulations of heavy-ion collisions to
quantify its effects.
As a final remark, our computational technique should be applicable to other observ-
ables which can be obtained from real time correlation functions, such as jet quenching,
26
quark diffusion, etc.
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