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In this work we present the simplest generic form of the propagator for the time-dependent
quadratic Hamiltonian. We manifest the simplicity of our method by giving explicitly the propa-
gators for a free particle in time-dependent electric field, forced harmonic oscillator and the Paul
trap. Exact transition amplitudes and uncertainties are calculated analytically for the Paul trap
and harmonic oscillator. The results show that near the instability regions very large quantum me-
chanical uncertainties are obtained as demonstrated in a special figure. The method is also applied
to calculating the trajectory of a classical forced time-dependent harmonic oscillator.
I. INTRODUCTION
In recent years experiments with trapped ions have
made important contributions to many fields in physics
[1]. As is well known, squeezing effects related to quan-
tum mechanical uncertainties [2] have been found in such
systems. In the present article quantum mechanical un-
certainties and exact transition probabilities for a general
time dependent quadratic Hamiltonian are calculated,
putting special emphasis on those relevant to Paul ion
trap [3]. We exhibit in the analysis the interesting ef-
fect of large quantum mechanical uncertainties in regions
close to the instability region. Although the average val-
ues of x and p follow the classical trajectories the uncer-
tainties exhibit significant quantum mechanical behavior.
Our analysis has important implications, e.g., the use of
mass spectrometry can be applied only in the regions of
small quantum mechanical fluctuations [4] which can be
calculated exactly by our method; a trapped ion can be
stored as long as the quantum fluctuations are smaller
than the trap dimension. Of course, the time-dependent
quadratic Hamiltonian is basic in all fields of physics and
our new simplified expression for its exact propagator
should be very useful.
In our previous work [5] the general quadratic time-
dependent Hamiltonian was considered
Hˆ = a(t)Xˆ2+b(t)
(
XˆPˆ + Pˆ Xˆ
)
+c(t)Pˆ 2+d(t)Xˆ+e(t)Pˆ
(1)
with a, b, d, e arbitrary real functions of time and c a real
positive function of time. The following lowering oper-
ator (and its Hermitian conjugate) was shown to be in-
variant (this linear invariant has a long history [2, 6–9])
Cˆ(t) =
i
2
√
c(0)
~ν
(
2bu− u˙
c
Xˆ + 2uPˆ +
ue
c
− ζt,1
)
, (2)
with u(t) the solution of the classical equation of motion
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without the linear terms
u¨ =
c˙
c
u˙+
(
4b2 + 2b˙− 2 c˙
c
b− 4ca
)
u, (3)
subjected to the initial conditions
u(0) = 1, u˙(0) = iν, ν > 0. (4)
and
ζt,1 =
∫ t
t1
u
c
[
e˙+ e
(
2b− c˙
c
)
− 2cd
]
dt′. (5)
Using this invariant a complete set of solutions to the
time-dependent Schro¨dinger equation (TDSE) was con-
structed and summed using Mehler’s formula [5, 10]. The
derived propagator is a time-dependent Gaussian,
G (x2, t2;x1, t1) = 〈x2|U(t2, t1)|x1〉
= A(t2, t1) exp
 2∑
i,j=1
αijxixj +
2∑
i=1
γixi
 . (6)
Here A, αij and γi depend explicitly on u(t).
The results obtained in our previous work can be fur-
ther simplified using Abel’s identity [11], yielding the
simplest form of the generic propagator. α11 and α22
take the simple form
α22(t2, t1) =
i= (u˙2u∗1)
4~c2= (u2u∗1)
− ib2
2~c2
(7)
α11(t2, t1) =
i= (u˙1u∗2)
4~c1= (u2u∗1)
+
ib1
2~c1
. (8)
α21 keeps its simple form
α21 = α12 =
−iν
4~c(0)= (u2u∗1)
. (9)
Subscripts of the functions (a, b, c, d, e, u) stand for time
indices, e.g. u2 ≡ u(t2). γi are also simplified and take
the form
γ2(t2, t1) =
1
2i~
(
e2
c2
+
=[u1ζ∗2,1]
=[u2u∗1]
)
(10)
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2γ1(t2, t1) = γ
∗
2 (t1, t2) = −
1
2i~
(
e1
c1
+
=[u2ζ∗2,1]
=[u2u∗1]
)
(11)
and
A(t2, t1) =
exp i4~
∫ t2
t1
(
e2
c − c=
2(ζt,1u
∗
1)
=2(u2u∗1)
)
dt√
4pii~c(0)=(u2u
∗
1)
ν
. (12)
The various terms can be seen to be ν independent by
writing u as
u(t) = uR(t) + iνuI(t) (13)
with uR and uI the real and imaginary parts of the solu-
tion to Eq.(3), i.e.
uR(0) = 1, u˙R(0) = 0, uI(0) = 0, u˙I(0) = 1. (14)
Therefore the imaginary parts are proportional to ν,
which cancels in the quotients. As an example for the
simplicity of our method the case of the forced simple
harmonic oscillator (HO) is directly obtained without the
need for path integration [12, 13] or canonical transfor-
mations with,
A =
√
mω
2pii~ sinω∆t
×
exp
 i
∫ t2
t1
(∫ t′′
t1
d (t′) sinω(t1 − t′)dt′
)2
dt′′
~ sin2 ω∆t

α22 = α11 =
imω cosω∆t
2~ sinω∆t
, α21 = − imω
2~ sinω∆t
,
γ1 = exp
[
i
∫ t2
t1
d (t) sinω (t− t2) dt
~ sinω∆t
]
,
γ2 = exp
[
i
∫ t2
t1
d (t) sinω (t1 − t) dt
~ sinω∆t
]
,
(15)
with ∆t = t2 − t1.
Our method is also applicable to cases where the dy-
namics is not unitary (though still quadratic), such as
the case of damping. In such cases the linear invariant
so defined is still applicable and so are its eigenfunctions
and their sum which yield the (non unitary) propagator.
This is demonstrated in the next section for the classical
case and can also be applied to the quantum case.
II. APPLICATIONS
A. The classical case
In the classical case (with arbitrary friction term, not
necessarily derived from Hamilton equations) we have
x¨+ α(t)x˙+ β(t)u(x) = f(t). (16)
Defining u as the solution of the homogeneous equation
we write the classical invariant (analogous to Eq. (2))
C(t) = (u˙x− x˙u) e
∫ t
0
α(t′)dt′ + ζ˜ (t) , (17)
with
ζ˜ (t) =
∫ t
0
u(τ)f(τ)e
∫ τ
0
α(t′)dt′dτ. (18)
The classical trajectory is
x(t) = x0< (u)− v0= (u)
ν
+
1
ν
=
(
uζ˜
)
(19)
Thus, the forced motion is obtained by solving the ho-
mogenous equation for u. In particular, the well known
result [14] for the forced harmonic oscillator (a = 12mω
2,
b = 0, c = 12m ) may be achieved directly
x(t) = cos (ωt)x0 +
sin (ωt)
ω
v0 +
∫ t
0
sinω (t− t′) f(t′)dt′
mω
.
(20)
A Paul trap utilizes a combination of DC and AC fields
in order to trap an ion (with charge Z) in a stable tra-
jectory. Its (classical) Hamiltonian is quadratic with
a = Z
U − V cosωrf t
2r20
, c =
1
2m
, b = d = e = 0; (21)
U and V are the DC and AC amplitudes, respectively and
r0 is roughly the trap size [15]. The equation of motion in
a dimensionless form is the well known Mathieu equation
xξξ + (α− 2q cos 2ξ)x = 0, (22)
with ξ =
ωrf
2 t, α =
8ZU
mr20
, q = 4ZV
mr20
. Therefore we get
for u (see Eq.(3) )
u = MC
(
α, q,
ωrf
2
t
)
+ i2
ν
ωrf
MS
(
α, q,
ωrf
2
t
)
(23)
where MC and MS are the even and odd solutions of
Eq.(22) respectively (satisfying Eq.(14)). The classical
trajectory (including a force term) is
x(t) =x0MC
(
α, q,
ωrf
2
t
)
− 2v0
ωrf
MS
(
α, q,
ωrf
2
t
)
+
1
mν
=
(
u
∫ t
0
u∗(t′)f(t′)dt′
)
.
(24)
As α and q get closer to the instability region the solu-
tion becomes exceedingly large and unstable relative to
the initial conditions since u approaches an exponentially
divergent solution.
B. Uncertainty of an arbitrary Gaussian
Given a normalized Gaussian
ψ =
(
2aR
pi
) 1
4
exp
(
−ax2 + bx− b
2
R
4aR
)
(25)
3with a, b ∈ C (not to be confused with the functions in the
Hamiltonian), aR = <(a) > 0, bR = <(b), the variances
are
∆x =
1
2
√
1
aR
, ∆p = ~
√
a2I + a
2
R
aR
, ∆x∆p =
~
2
√
1 +
a2I
a2R
.
(26)
Now, given an initial Gaussian with variances (∆x)0,
(∆p)0 one can calculate the variances at any time t
since the propagator is also a Gaussian. The resulting
a (Eq.25) is
a(t) =
4∆x20α
2
21
4∆x20α11 − i
√
4∆p20∆x
2
0/~2 − 1− 1
− α22. (27)
The variance of x is particularly simple when the initial
Gaussian has minimum uncertainty (∆x0∆p0 =
~
2 )
∆x
(∆x)0
=
√(
<(u)− 2b0=(u)
ν
)2
+
(
~c0
(∆x)20
=(u)
ν
)2
.
(28)
It is seen that in general the smaller the initial uncer-
tainty in position the lesser is the particle confined, as
expected from general uncertainty considerations.
C. The Paul trap
Having found u (Eq. 23) the explicit propagator of the
forced ion in a Paul trap (where d(t) is the force term) is
(choosing t1 = 0 and omitting α, q from the argument of
u for simplicity)
Gtrap (x2, t2;x1, 0) =mωrfe
−i
m~
∫ t
0
(
∫ τ
0 [MS(ω2 t′)]d(t′)dt′)
2
MS2(ω2 t2)
dτ
4pii~MS
(ωrf
2 t
)

1
2
× exp
[
M˙S
(ωrf
2 t
)
x22 − 2x2x1 + MC
(ωrf
2 t
)
x21
4~
imωrf
MS
(ωrf
2 t
) ]
× e
i
~
(
MC(ω2 t)
MS(ω2 t)
∫ t
0 [MS(
ω
2 τ)]d(τ)dτ−
∫ t
0 [MC(
ω
2 τ)]d(τ)dτ
)
x1
× e
−i(
∫ t
0 [MS(ω2 τ)]d(τ)dτ)
~MS(ω2 τ)
x2
.
(29)
We can now calculate explicitly the variances as func-
tions of time and trap parameters (α, q). Uncertainties
for typical trap parameters (see e.g. [15, 16]) deep inside
the stability region and parameters close to the insta-
bility region are shown in figure 1. The particle is less
confined in the latter case. The initial uncertainty is
taken as 0.1mm, one order of magnitude less than the
trap dimension.
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FIG. 1: Relative variances as functions of time for a
Gaussian with minimal initial uncertainties and
∆x0 = 0.1mm. For trap parameters deep in the
stability region (dashed blue) a = 0.005, q = 0.46 and
close to the instability region (solid purple)
a = 0.37, q = 0.5895. The difference between the two
configurations is quite evident; in the latter case the ion
is hardly localized in the trap
D. Transition amplitudes
In certain cases the solutions of the TDSE (with no ap-
plied external force) bear special physical meaning; these
ν dependent wave functions were found in our previous
work [5]
ψn,ν(x, t) =
1√
n!
(
ν
2pi~c(0)u(t)2
) 1
4
(
u∗(t)
2u(t)
)n
2
×
exp
(
2b(t)u(t)− u˙(t)
4i~c(t)u(t)
x2
)
Hn
(√
ν
2~c(0)|u(t)|2x
)
.
(30)
For the simple HO choosing ν = ω one gets the stationary
solutions (times the required time dependent phase) and
for the Paul trap one gets the (ν dependent) quasi-energy
states [5, 17]. In general these states evolve in a compli-
cated way, even without force, however they constitute
an orthonormal basis at any given instant. Using our
method we can calculate the exact transition amplitudes
between such states in arbitrary times (not necessarily
short or long) caused by an arbitrary external force (see
figure 2 for a schematic scenario). This is of particular
interest in cooling atoms where the |0, t〉 state has the
least average energy[1]. The transition amplitude is the
projection of the exactly evolved states (including the
external force) on states that evolved with no external
force, |n2, ν, t〉:
4FIG. 2: Schematic diagram of the system dynamics. At
times t < t1 and t > t2 the system evolves under the
quadratic terms only, Hˆ0. At times t1 < t < t2 the
external forces (linear terms) are added, causing
transition from the initial state |n1; t < t1〉 to a
superposition of states
∑
n2
Tn2,n1ψn2,ν(t > t2). The
transition probability is calculated exactly between any
two times.
Tn2,n1 = 〈n2, t2, ν|U(t2, t1)|n1, t1, ν〉 (31)
with U(t2, t1) the time evolution operator including the
linear terms. The integration is carried out using the
generating function of Hermite polynomials (thanks to
the fact that our propagator is a Gaussian) which results
in an explicit result
Tn2,n1 =
exp
[
1
4~
∫ t2
t1
(
i e
2(t)
c(t) − c0ν ζ˙∗t,1ζt,1
)
dt
]
√
2n1+n2n1!n2!
× exp [i (n2ϕ2 − n1ϕ1)] ∂n1r ∂n2s exp
[
2ei(ϕ1−ϕ2)rs
]
×
exp
[
i
( c0
2~ν
) 1
2 (
eiϕ1ζ∗2,1r − e−iϕ2ζ2,1s
)] ∣∣
{r,s}=0
(32)
With ϕ1 = arg(u1), ϕ2 = arg(u2). The double derivative
may be calculated explicitly using the relation
∂n1r ∂
n2
s [exp (xs+ yr) exp (zrs)]
∣∣
{r,s}=0 =
min(n1,n2)∑
l=0
n1!n2!
l! (n1 − l)! (n2 − l)!y
n1−lxn2−lzl
(33)
For the case of the simple harmonic oscillator (with
e(t) = 0, see Eq.(15)) we get
Tn2,n1 =
exp
[
− 12mω~
∫ t2
t1
d (t)
∫ t
t1
eiω(τ−t)d (τ) dτdt
]
√
2n1+n2n1!n2!
eiω(n2t2−n1t1)∂n1r ∂
n2
s ×
e{grs(t2,t1)rs+[gr(t2,t1,t1)r+g
∗
r (t2,t1,t2)s]}
∣∣
{r,s}=0.
(34)
With
grs (t2, t1) = 2e
−iω(t2−t1),
gr (t2, t1, t) = −i
√
1
m~ω
∫ t2
t1
eiω(t−τ)d (τ) dτ.
(35)
For the case of the Paul trap (see Eq. 23, where we
chose for simplicity ν =
ωrf
2 ) the transition amplitude
can be expressed using the functions (Mathieu Tangent
and Mathieu Exponent, for obvious reasons)
MTAN
(
α, q,
ωrf
2
t
)
≡ MS
(
α, q,
ωrf
2 t
)
MC
(
α, q,
ωrf
2 t
) ,
MExpI (α, q, t) ≡ MC (α, q, t) + iMS (α, q, t) .
(36)
So the phase and ζt,1 are
ϕ (t) = MTAN−1
(
α, q,
ωrf
2
t
)
,
ζt,1 = −2
∫ t
t1
MExpI
(
α, q,
ωrf
2
τ
)
d (τ) dτ.
(37)
Hence the transition amplitude is given explicitly using
Eq. (32) and the above definitions. It is important to
emphasize that the above transitions amplitudes are ex-
act and valid for short and long times (see Brown [17] for
perturbative treatment).
III. SUMMARY
A new important effect in the Paul trap has been
shown where very large quantum uncertainties are ob-
tained in the region near the instability borders. This
is very important since a trapped ion can be stored as
long as the quantum fluctuations are smaller than the
trap dimension. A simplified expression for the gen-
eral propagator for time dependent quadratic Hamilto-
nian has been presented in Eq. (6); the different param-
eters to be used in this equation are given in Eqs.(7-12).
The classical trajectory (including a force term) for the
Paul ion-trap has been presented in Eq. (24). Uncer-
tainties for a general normalized Gaussian are presented
in Eq. (26). Propagating an initial Gaussian with vari-
ances ∆x0,∆p0 we calculated the time-dependent vari-
ances using Eq.(27). The propagator for the Paul trap
was presented in Eq. (29) and used for calculating vari-
ances stemming from an initial Gaussian with minimum
5uncertainties. We demonstrated the increase of the quan-
tum mechanical uncertainties near the edge of the stabil-
ity region in Fig. (1). In conclusion we found that both
classical and quantum mechanical fluctuations occur near
the edge of the stability region. Such fluctuations have
important implications from the theoretical point of view
related to phase transition [18]. The results have also im-
portant implications to Paul mass-spectrometry as the
measurement in this field can be accurate only in regions
with small quantum mechanical fluctuations which can
be calculated exactly by our method [4].
Simple expressions for the exact transition amplitudes
for the forced HO are presented in Eq.(34) and for the
forced ion in a Paul trap in Eq.(37). The transition am-
plitudes are of special interest, e.g., in quantum optics.
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