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Spatial asymptotics for the Feynman-Kac formulas driven by
time-dependent and space-fractional rough Gaussian fields with the
measure-valued initial data
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aSchool of Mathematics, Minnan Normal University, Zhangzhou 363000, China
Abstract
We consider the continuous parabolic Anderson model with the Gaussian fields under the
measure-valued initial conditions, the covariances of which are nonhomogeneous in time and
fractional rough in space. We mainly study the spatial behaviors for the Feynman-Kac
formulas in Stratonovich’s sense. Benefited from the application of Feynman-Kac formula
based on Brownian bridge, the precise spatial asymptotics can be obtained in the broader
conditions than before.
Keywords: Spatial asymptotics, Parabolic Anderson model, Measure-valued initial
condition, Rough Gaussian noise, Feynman-Kac formula, Brownian bridge
1. Introduction
In this paper, we consider the heat equation
∂u
∂t
(t, x) =
1
2
△u(t, x) + θW˙ (t, x)u(t, x), ∀(t, x) ∈ R+ × R
d, (1.1)
where the parameter θ 6= 0 and the W˙ is a centered generalized Gaussian field with the
covariance
E[W˙ (t, x)W˙ (s, y)] = γ0(t− s)γ(x− y), ∀(t, x), (s, y) ∈ R+ × R
d.
Here, the covariances in time and space respectively satisfy the following two conditions:
(H-1) The positive definite function γ0 is nonnegative, and there exists some α0 ∈ (0, 1)
such that for all p ∈ [1, 1
α0
), it holds that γ0 ∈ L
p
loc(R).
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(H-2) The γ(x) is (generalized) Fourier transform of q(ξ) in the space of tempered distri-
bution S ′(Rd), and the q(ξ) := Cq
∏d
j=1 |ξj|
αj−1 with α1 > 1, α2, · · · , αd > 0 and
α < 2(1−α0), where Cq > 0, α := α1+ · · ·+αd and α0 is taken from condition (H-1).
From the above conditions, it is observed that the W is a fractional Brownian motion in
the homogeneous case, and the covariance of Gaussian field W is fractional rough in space
(α1 > 1) and possibly nonhomogeneous in time.
In equation (1.1), let its initial value u0(x) be a nonnegative and nonrandom Borel
measure on Rd, the convolution of which satisfies that
0 < pt ∗ u0(x) <∞, ∀(t, x) ∈ (0,∞)× R
d, (1.2)
where the heat kernel pt(x) := (2pit)
− d
2 exp{− 1
2t
|x|2}. We principally consider that the
measure u0 satisfies the following two cases:
(I) For all t > 0, it always holds that
lim
R→∞
max
|x|≤R
| log pt ∗ u0(x)|
(logR)
2
4−α
= 0, (1.3)
(II) For all t > 0, the u0 satisfies that
lim
R→∞
max
|x|≥R
log pt0 ∗ u0(x)
(logR)
2
4−α
= −∞, (1.4)
Here, the above parameter α is from condition (H-2), and “log” is the natural logarithm.
Let B(s) be a d-dimensional standard Brownian motion independent of Gaussian field
W , then for all t > 0 and s ∈ [0, t], let B0,t(s) := B(s) −
s
t
B(t) be a standard Brownian
bridge from 0 time to t time, which is independent of B(t). Moreover, let Brownian bridge
from x arrived to y
Bx,y0,t (s) := B0,t(s) +
s
t
y + (1−
s
t
)x, ∀s ∈ [0, t].
Inspired by [12, 13], we study the Feynman-Kac solution to equation (1.1), which satisfies
that for all (t, x) ∈ R+ × Rd,
uθ(t, x) :=
∫
Rd
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy). (1.5)
Here, EB is the expectation with respect to the Brownian motion B(s).
For the Feynman-Kac formula (1.5), we are principally concerned with its spatial behav-
iors. As one of spatial behaviors, spatial asymptotics is to study that the local maximum
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of uθ(t, x) almost surely grows at fixed times as the spatial radii R → ∞. Associated
with the spatial asymptotics, we want to look for a suitable initial condition such that
sup
x∈Rd
uθ(t, x) =∞. In addition, the spatial asymptotics is related to intermittent islands. In
[1], it is pointed out that one hand, “physical intermittency” should be charactered by using
spatial asymptotics besides large-time asymptotics, on the other hand, the global property
of the solution heavily and sensitively depend on the initial state of the system.
Relative to the rich achievements of large-time asymptotics, there are not too much
results for spatial asymptotics now. Conus, Joseph, Khoshnevisan and Shiu [2] prove the
spatial asymptotic estimations for semilinear stochastic heat equation with the time-white
Gaussian fields, especially, use the localization method. After it, in [4], Chen obtain the pre-
cise spatial asymptotics for continuous PAM with the Gaussian field, which is homogeneous
and non-rough in time and space. Moreover, when the Gaussian noise is white in time and
1-d rough in space, Chen, Hu, Nualart and Tindel [5] obtain a precise result for the model in
Itoˆ-Skorokhod integral. Except spatial asymptotics, in recent [16], L. Chen, Khoshnevisan,
Nualart and Pu study the behavior of spatial average of the solution.
Besides the settings of noise and integral, we are more interested in how the initial value
heavily affects the spatial asymptotic behaviors. According to the existing papers, it is
usually assumed that the initial data u0(x) is a function satisfying that
0 < inf
x∈Rd
u0(x) ≤ sup
x∈Rd
u0(x) <∞, (1.6)
which is a mild condition such that some asymptotic results are not be impacted. If the
infx∈Rd u0(x) > 0 is substituted by u0(x) ≥ 0, then the solution u(t, x) may be globally
bounded but nonzero, by reference to Foondun and Khoshnevisan [16]. After it, Huang and
Leˆ [11] study the case that the initial data is a compact supported measure. When the
spatial covariance γ(0) < ∞, α = 0 and the measure u0 is the Dirac measure δ0, they can
prove the precise result that
lim
R→∞
1
(logR)
2
4−α
sup
|x|≤R
(log u(t, x)− log pt ∗ u0(x)) = Ct,d. (1.7)
In addition, they conjecture that the above is always true for all α ∈ (0, 2) and measure u0.
In recent [15], Foondun and E. Nualart consider the case that the initial value u0(x) is a
radial and positive function which is monotone decreasing and vanishing at ∞.
To distinguish it, we use uˆθ(t, x) instead of uθ(t, x) when the initial value u0(x) ≡ 1.
Different from the existing results, we conjecture that the spatial behaviors of uθ(t, x) depend
on the relation between log uˆθ(t, x) and log pt∗u0(x) when the |x| is enough large. In addition,
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we may respectively consider the spatial asymptotic behavior in different states, for example,
sup
x∈Rd
uθ(t, x) is finite or unbounded.
Before show the main results, we also need to define the variation
Et(θ) := sup
g∈Ad
{
θ
∫ 1
0
∫ 1
0
∫
Rd
γ0((s− r)t)Fg
2(s, ·)(ξ)Fg2(r, ·)(ξ)q(ξ)dξdsdr
−
1
2
∫ 1
0
∫
Rd
|∇xg(s, x)|
2dxds
}
, ∀t, θ > 0, (1.8)
when θ = 1, write Et instead of Et(1) for the simplicity, where the set of functions
Ad :=
{
g(s, x); g(s, ·) ∈ W 1,2(Rd),
∫
Rd
g2(s, x)dx = 1, ∀s ∈ [0, 1],
∫ 1
0
∫
Rd
|∇xg(s, x)|
2dxds <∞
}
.
Theorem 1.1. In case (I), for all t > 0, k ∈ [0, 1) and θ 6= 0, the Feynman-Kac formula
uθ(t, x) of equation (1.1) satisfies that
lim
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
uθ(t, x)
= 2−
4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α , a.s.. (1.9)
Theorem 1.2. In case (II), for all t > 0, k ≥ 1 and θ 6= 0, the Feynman-Kac formula
uθ(t, x) of equation (1.1) satisfies that
lim
R→∞
1
νk(R)
log max
R≤|x|≤kR
uθ(t, x) = −1, a.s., (1.10)
where νk(R) := 0 ∨ − log max
R≤|x|≤kR
pt ∗ u0(x). Especially, for all θ 6= 0, it also satisfies that
lim
R→∞
1
ν(R)
log max
|x|≥R
uθ(t, x) = −1, a.s., (1.11)
where ν(R) := 0 ∨ − log max
|x|≥R
pt ∗ u0(x).
Notice that the conditions in Theorem 1.1 are sufficient for the precise spatial asymp-
totics, and its initial condition is weaker than condition (1.6), such as the initial function
u0(x) = | log(1 + |x|)|1/2. In case (I), max
R≤|x|≤kR
log uˆθ(t, x) plays a more important role than
max
R≤|x|≤kR
log pt ∗ u0(x).
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Under the initial condition in Theorem 1.2, max
x∈Rd
uθ(t, x) is almost surely finite, and
uθ(t, x) almost surely converges to 0 as |x| → ∞. In addition, (1.10) shows a less rigid rate,
because the νk(R) may be not monotone. Especially, case (II) include the case of measure
with compact support. Compared with Theorem 1.2, observe that conjecture (1.7) can not
directly show the spatial behaviors. Theorem 1.5 in [15] can not explain the cases of measure
and non-decreasing function, but we can not prove that case (II) covers the condition in [15]
now.
Because of the limit in technique, we only consider two kinds of special relations such
that the precise asymptotics can be obtained. Besides, the following case (A) and case (B)
will be also possibly proved in the future.
(A) For all t > 0, it holds that
lim
R→∞
max
|x|≤R
log pt ∗ u0(x)
(logR)
2
4−α
=∞.
Case (II) and case (A) are two extreme cases, and their results may be formally similar.
(B) For all t > 0, it holds that
0 < lim sup
R→∞
max
|x|≤R
| log pt ∗ u0(x)|
(logR)
2
4−α
<∞.
This is a middle case which is a lot more complicated than the other cases before it,
because the asymptotic behavior of max
R≤|x|≤2R
uθ(t, x) possibly shows one of many kinds of
states, such as max
R≤|x|≤2R
uθ(t, x) converges to some constant or ∞ as R → ∞. In addition,
let {AR}R>1 be any class of Borel sets satisfying that for all R, it holds that AR is included
in {x ∈ Rd;R ≤ |x| ≤ 2R} and max
x∈AR
uθ(t, x) is almost surely equivalent to max
R≤|x|≤2R
uθ(t, x).
From the proof in Theorem 1.1, we find that the asymptotics of max
x∈AR
uˆθ(t, x) is related to
the variations of Hausdorff measure of AR. So, we conjecture that there exists some AR such
that max
x∈AR
uˆθ(t, x) and max
x∈AR
pt ∗ u0(x) jointly decide the asymptotics of max
R≤|x|≤2R
uθ(t, x).
Next, we describe the strategy of proof. Because we consider that the γ0 is nonhomoge-
neous and the γ is a generalized function, the difficulties which we encounter are the proof
of the lower bound in Theorem 1.1 and the high moment asymptotics of uθ(t, x). Partially
inspired by the “moment comparison method” in [7, 12], we prove Proposition 3.1 for the
nonhomogeneous γ0 in order to obtain the high moment asymptotics. The proof of the lower
bound can be decomposed into two procedures. First, in Theorem 5.1, we prove the lower
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bound when the initial value u0 ≡ 1. More detailed, we associate the localization method in
[1] with the “transforming method” in section 2.1 of [4] to construct “localized Feynman-Kac
formula” such that the condition lim
|x|→∞
γ(x) = 0 required in [4] can be bypassed. Second,
by Theorem 5.1 and the application of Feynman-Kac formula based on Brownian bridge, we
can prove the lower bound.
Organisation of this paper is as follows. Section 2 includes the preliminaries and the
fundamental lemmas. Section 3 is the upper estimation of the high moment asymptotics.
In Section 4, we prove the upper bound of spatial asymptotics under a certain condition.
Section 5 is the lower bound of spatial asymptotics when the initial value u0 ≡ 1. At last,
we give the proof of Theorem 1.1 and Theorem 1.2 in Section 6.
We list some notations. Let (Ω,F ,P) be the probability space. Set p ∈ [1,∞], and
denote the Lebesgue space on (Ω,F ,P) by Lp(Ω). Let C∞0 (R+×R
d) be the space of smooth
functions supported on R+ × Rd. let Lp(Rd) and W 1,2(Rd) be Lebesgue space and Sobolev
space on Rd, respectively. Let Lploc(R) be local L
p space. S(Rd) is Schwartz space on Rd, and
its dual space S ′(Rd) is the space of tempered distributions. Cb(Rd) is the space of bounded
and continuous functions on Rd. Bd(x, r) is denoted by the open Euclidean ball of radius
r centered at x ∈ Rd. Cα,β,γ represent some positive constant which only depends on the
parameters α, β and γ. In our proof, we don’t distinguish these positive constants C.
2. Preliminaries
For all f ∈ S(Rd), define Fourier transform of f as
Ff(ξ) :=
∫
Rd
eiξ·xf(x)dx,
and the inverse Fourier transform is F−1f(ξ) = (2pi)−dFf(−ξ). By the dual, for all f ∈
S ′(Rd), we can define (generalized) Fourier transform of f as
〈Ff, g〉 = 〈f,Fg〉, ∀g ∈ S(Rd).
Based on it, under condition (H-2), γ = Fµ in S ′(Rd), where the tempered measure µ(dξ) :=
q(ξ)dξ. According to Bochner representation in [18], there exists a tempered measure µ0
such that γ0 = Fµ0 under condition (H-1).
Furthermore, we describe the noiseW as a centered Gaussian family {W (φ);φ ∈ C∞0 (R+×
R
d)} on the complete probability space (Ω,F ,P), the covariance of which satisfies
E[W (φ)W (ψ)] =
∫
R+
∫
R+
∫
Rd
Fφ(s, ·)(ξ)Fψ(r, ·)(ξ)γ0(s− r)q(ξ)dξdsdr, (2.1)
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where the F is Fourier transform on the space variable. In addition to the notation W (φ),
we also use the integral representation
W (φ) =
∫
R+
∫
Rd
φ(s, x)W (ds, dx), ∀φ ∈ C∞0 (R+ × R
d).
Furthermore, for all ε, δ > 0, let hδ(s) :=
1
δ
1[0,δ](s) and
W˙ε,δ(t, x) :=
∫ t
0
∫
Rd
hδ(t− s)pε(x− y)W (ds, dy), (2.2)
then we can supplement the definition of integral in (1.5) as
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds := lim
ε,δ→0
−L2(Ω)
∫ t
0
W˙ε,δ(t− s, B
x,y
0,t (s))ds. (2.3)
Conditioning on the Brownian motion B, the term in (2.3) is a centered Gaussian process
with the conditional variance∫ t
0
∫ t
0
γ0(s− r)γ(B0,t(s)− B0,t(r) +
s− r
t
(y − x))dsdr
:= lim
ε,δ→0
−L1(Ω)
∫ t
0
∫ t
0
γ0,δ(s− r)γε
(
B0,t(s)−B0,t(r) +
s− r
t
(y − x)
)
dsdr. (2.4)
where for all δ, ε > 0, let γ0,δ := γ0 ∗ (hδ ∗ hδ(−·)) and γε(x) :=
∫
Rd
eix·ξ exp{−ε|ξ|2}q(ξ)dξ.
Similar to (2.3) and (2.4), we also define Gaussian process
∫ t
0
W˙ (t− s, Bx(s))ds and its con-
ditional covariance
∫ t
0
∫ t
0
γ0(s−r)γ(B(s)−B(r))dsdr, where Bx is a d-dimensional Brownian
motion starting at x.
Let {Bj; j = 1, · · · , N} be a family of d-dimensional independent standard Brownian
motions. Based on (2.3), for all positive integer N , the moment representation for (1.5) is
EuNθ (t, x)
=
∫
RdN
E exp
{
θ2
2
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ
(
Bj,0,t(s)−Bk,0,t(r) +
s
t
yj −
r
t
yk −
s− r
t
x
)
drds
}
·
N∏
j=1
pt(yj − x)u0(dy1) · · ·u0(dyN), (2.5)
where for all 1 ≤ j ≤ N and s ∈ [0, t], let Bj,0,t(s) := Bj(s)−
s
t
Bj(t).
For equation (1.1), it is reasonable that we consider the Feynman-Kac solution (1.5).
One hand, when u0 ∈ Cb(Rd), by the similar methods in [8], the Feynman-Kac formula
(1.5) can be checked as a mild solution to equation (1.1) in the Stratonovich integral or
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Young integral. On the other hand, by reference to [8, 9], we find that for all ε > 0, the
Feynman-Kac formula with the initial function pε ∗ u0(x) satisfies that
uθ,ε(t, x) := EB
[
exp
{
θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
pε ∗ u0(B
x(t))
]
= EB
[
exp
{
θ
∫ t
0
W˙
(
t− s, B0,t(s) +
s
t
B(t) + x
)
ds
}
pε ∗ u0(B
x(t))
]
. (2.6)
When the Feynman-Kac formula (1.5) is well-defined, notice that
uθ(t, x) = lim
ε,δ→0
−L2(Ω)uθ,ε(t, x). (2.7)
Moreover, by the similar methods in [8], we can prove that the uθ(t, x) is a mild solution to
equation (1.1) with initial measure u0 in the Stratonovich integral.
To explain that Feynman-Kac representation (1.5) and (2.5) are well-defined, we will
prove the following proposition 2.1. Before this, we introduce an exponential integrability
lemma, which is borrowed from [3].
Lemma 2.1. For all non-decreasing subadditive process Zt with continuous path and satis-
fying Z0 = 0, it satisfies the exponential integrability
E exp{θZt} <∞, ∀θ, t > 0.
Moreover, for all θ > 0, the following limit exists
Ψ(θ) := lim
t→∞
1
t
logE exp{θZt},
where the function Ψ(θ) ∈ [0,∞).
Besides condition (H-1) and condition (H-2), we also consider the following condition
(C1), which covers condition (H-2).
(C1) Let γ = Fµ in S ′(Rd), where the tempered measure µ satisfies that for some β ∈
[0, 1− α0], ∫
Rd
1
(1 + |ξ|2)β
µ(dξ) <∞,
where α0 is from condition (H-1).
Proposition 2.1. Under condition (H-1) and condition (C1), the following results hold.
(1) The limits in (2.3) and (2.4) exist.
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(2) For all θ 6= 0, t > 0, x ∈ Rd and positive integer n, it holds that Eunθ (t, x) <∞.
Proof. (1) By the definitions in (2.3) and (2.4) and Bochner representation for γ, we only
need to check that
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B0,t(s)−B0,t(r)+ s−rt (y−x))dsdrµ(dξ) <∞. (2.8)
Indeed, by elementary computations, we also need to prove that
I := e
1
2
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)e
− 1
2
|x−r||ξ|2dsdrµ(dξ) <∞. (2.9)
For all t > 0, take p := (1− β−1)−1, then p < α−10 . By Ho¨lder inequality and the inequality
1− e−x ≤ 2x
1+x
(x ≥ 0), we have
I ≤ t
(∫ t
−t
γp0(s)ds
) 1
p
∫
Rd
(∫ t
−t
e−
1
2
|s||ξ|2ds
)β
µ(dξ)
≤ 23βt‖γ0‖Lp([−t,t])
∫
Rd
1
(1 + |ξ|2)β
µ(dξ) <∞. (2.10)
In addition, by (2.9), we can also prove that
∫ t
0
∫ t
0
γ0(s−r)γ(B(s)−B(r))dsdr is well-defined.
(2) To simplify the notations, let
J (θ)n (t, f(j, k, s, r)) :=
θ2
2
n∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(f(j, k, s, r))drds,
Q(θ)n (t, f(j, s)) :=
θ2
2
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t
0
ei(ηs+ξ·f(j,s))ds
∣∣∣∣
2
µ0(dη)µ(dξ). (2.11)
We claim that for all (z0, · · · , zn) ∈ R
d(n+1), it holds that
E exp
{
J (θ)n
(
t, Bj,0,t(s)− Bk,0,t(r) +
s
t
zj −
r
t
zk + z0
)}
≤ E exp
{
J (θ)n
(
t, Bj,0,t(s)−Bk,0,t(r)
)}
. (2.12)
The above is due to Taylor expansion and the fact that for all positive integer n1, its n1-order
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moment satisfies that
E
[ n∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj,0,t(s)− Bk,0,t(r) +
s
t
zj −
r
t
zk + z0)dsdr
]n1
=
∫
Rdn
∫
[0,t]n
∫
[0,t]n
n∑
jl,kl,··· ,jn1 ,kn1=1
n1∏
l=1
γ0(
sl − rl
t
)E
n1∏
l=1
eiξl·(Bjl,0,t(sl)−Bkl,0,t(rl))
· eiξl·(
sl
t
zjl−
rl
t
zkl+z0)ds1 · · · dsndr1 · · ·drnµ(dξ1) · · ·µ(dξn)
≤ E
[ n∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(B0,t(s)− B0,t(r))dsdr
]n1
.
Here, we use the facts γ0 ≥ 0 and E
∏n
j=1 e
iξj ·(B0,t(sj)−B0,t(rj)) ≥ 0.
Moreover, by (2.12), we have
Eunθ (t, x)
=
∫
Rdn
E exp
{
J (θ)n
(
t, Bj,0,t(s)− Bk,0,t(r) +
s
t
yj −
r
t
yk +
s− r
t
x
)} n∏
j=1
pt(yj − x)u0(dyj)
≤ (pt ∗ u0(x))
n
E exp
{
J (θ)n (t, Bj,0,t(s)−Bk,0,t(r))
}
.
So, by the above computations, we only need to prove that for all t, θ > 0, it holds that
E exp
{
θ2
2
n∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj,0,t(s)− Bk,0,t(r))dsdr
}
<∞. (2.13)
Indeed, by Jensen inequality, Cauchy inequality and the fact B0,t(·)
d
= B0,t(t − ·), we find
that it formally holds that
E exp{Q(θ)n (t, Bj,0,t(s))}
≤
(
E exp
{
θ
2
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t/2
0
ei(ηs+ξ·Bj,0,t(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
})t/2
·
(
E exp
{
θ
2
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t/2
0
ei(η(t−s)+ξ·Bj,0,t(t−s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
})t/2
= E exp
{
θ
2
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t/2
0
ei(ηs+ξ·Bj,0,t(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
}
≤ E exp{Q(θ)n (t, Bj(s))}, (2.14)
where the last inequality is due to Girsanov theorem ([13], eq. (2.38)).
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Moreover, by Bochner representation and Jensen inequality, we have
E exp
{
Q(θ)n (t, Bj(s))
}
≤
(
E exp{Q(
√
nθ)
1 (t, B(s))}
)n
.
Hence, we at last need to prove that the exponential integrability
E exp
{
θ
∫ t
0
∫ t
0
γ0(s− r)γ(B(s)− B(r))dsdr
}
<∞, ∀t, θ > 0. (2.15)
In fact, let stochastic process
Zt :=
1
t
∫
Rd+1
∣∣∣∣
∫ t
0
ei(ηs+ξ·B(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ).
Furthermore, for all t, r > 0, by Jensen inequality and an almost surely approximate proce-
dure, observe that it formally satisfies
Zt+r ≤ Zr +
1
t
∫
Rd+1
∣∣∣∣
∫ t+r
r
ei(ηs+ξ·B(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
= Zr +
1
t
∫
Rd+1
∣∣∣∣
∫ t
0
ei(ηs+ξ·(B(s+r)−B(r))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
:= Zr + Z
′
t. (2.16)
Here, Z ′t
d
= Zt and Z
′
t is independent with {Zs; 0 ≤ s ≤ r}. Because {Zt}t≥0 exists a
continuous modification, we can define Z˜t := max
0≤s≤t
Zs and Z˜
′
t := max
0≤s≤t
Z ′s. For all t, r ≥ 0, by
(2.16), we obtain the subadditivity
Z˜t+r ≤ Z˜r ∨ (Zr + Z˜
′
t) ≤ Z˜r + Z˜
′
t.
It can be checked that Z˜ ′t
d
= Z˜t and Z˜
′
t is independent with {Z˜s; 0 ≤ s ≤ r}. In addition,
notice that Z˜0 = 0 and Z˜ is a non-decreasing and continuous process. By Lemma 2.1, we find
that for all θ, t > 0, it holds that E exp
{
θZ˜t
}
is finite. At last, by Z˜t ≥ Zt and substituting
θ with θt, we can prove (2.15).
Similar to Proposition 2.1, we obtain the following proposition, which will be applied to
proving Proposition 3.1.
Proposition 2.2. Assume that condition (H-1) and condition (C1) hold, then for all q
satisfying 1
q
∈ ((1− 2α0) ∨ 0, 1− α0), the following results hold.
(1) For all t, θ > 0, the following limit exists and it is exponentially integrable.
θ
∫
Rd+1
∣∣∣∣
∫ t
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ) := lim
ε↓0
−L1(Ω)θ
∫
Rd
∣∣∣∣
∫ t
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
e−ε|ξ|
2
µ(dξ).
11
(2) There exists some nonnegative function Ct satisfying Ct → 0 as t→ 0 such that for all
t0, θ > 0, it has
lim sup
t→∞
sup
n∈{2,3,··· }
2
tn
logE exp
{
θ
t(n− 1)
∑
1≤j<k≤n
∫ tt0
0
∫ tt0
0
γ0(
s− r
t
)γ(Bj(s)−Bk(r))dsdr
}
≤ logE exp
{
θCt0
∫
Rd+1
∣∣∣∣
∫ t0
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ)
}
. (2.17)
Proof. (1) Similar to Proposition 2.1, we only need to prove that for all t > 0, it holds that
J := E
∫
Rd+1
∣∣∣∣
∫ t
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ) <∞.
Indeed, by the fact β < 1− α0 < (1 + q−1)/2 < 1 and Ho¨lder inequality, we have
J ≤
∫
Rd+1
∣∣∣∣
∫ t
0
∫ t
0
Eeiξ·(Bs−Br)dsdr
∣∣∣∣
1+q−1
2
µ(dξ)
≤ (8t)
1+q−1
2
∫
Rd
(
1 + |ξ|2
)− 1+q−1
2 µ(dξ) <∞.
For all t, t0 > 0, let stochastic process
Qt :=
1
t
1
q
∫
Rd
∣∣∣∣
∫ tt0
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ).
For all t, r > 0, by Jensen inequality and a standard approximate process, we can obtain
the subadditivity
Qt+r ≤ Qr +
1
t
1
q
∫
Rd
∣∣∣∣
∫ tt0
0
eiξ·(B(s+r)−B(r))ds
∣∣∣∣
1+ 1
q
µ(dξ)
:= Qr +Q
′
t. (2.18)
Next, by using the same way in Proposition 2.1, we can prove that for all t, θ > 0,
E exp{θQt} <∞. (2.19)
(2) To simplify it, let the following notation Fθ,t,t0 and B˜(t) is another B.M. independent
with B(t),
Fθ,t,t0 :=
θ
t
∫ tt0
0
∫ tt0
0
γ0(
s− r
t
)γ(B(s)− B˜(r))dsdr,
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and by the hypercontractivity inequality in [17], we have
E exp
{
θ
t(n− 1)
∑
1≤j<k≤n
∫ tt0
0
∫ tt0
0
γ0(
s− r
t
)γ(Bj(s)−Bk(r))dsdr
}
≤ (E exp {Fθ,t,t0})
n
2 . (2.20)
Moreover, we claim that there exists some constant Ct0 > 0 such that for all θ, t > 0 and q,
it holds that
E exp{Fθ,t,t0} ≤ E exp
{
θCt0
t
1
q
∫
Rd
∣∣∣∣
∫ tt0
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ)
}
. (2.21)
In fact, notice that for all positive integer n, its n-order moment satisfies
E[Fθ,t,t0 ]
n =
θn
tn
∫
Rdn
∫ ∫
[0,tt0]2n
n∏
j=1
γ0(
sj − rj
t
)E
n∏
j=1
eiξj ·BsjE
n∏
j=1
e−iξj ·B˜rj
ds1 · · · dsndr1 · · · drnµ(dξ1) · · ·µ(dξn). (2.22)
Let p, q > 1 and p < 1
α0
satisfying 1
p
+ 1
q
= 1, and by Ho¨lder inequality, we find that for all
(r1, · · · , rn) ∈ [0, tt0]n, it holds that
∫
[0,tt0]n
n∏
j=1
γ0(
sj − rj
t
)E
n∏
j=1
eiξj ·Bsj ds1 · · · dsn
≤
(
tn
∫
[0,t0]n
n∏
j=1
γp0(sj −
rj
t
)ds1 · · · dsn
) 1
p
(∫
[0,tt0]n
(
E
n∏
j=1
eiξj ·Bsj
)q
ds1 · · · dsn
) 1
q
≤ Cnt0t
n
p
(∫
[0,tt0]n
E
n∏
j=1
eiξj ·Bsj ds1 · · · dsn
) 1
q
,
where it satisfies that Ct0 → 0 as t0 → 0. To associate the above with (2.22), we have
E[Fθ,t,t0 ]
n ≤
θnCnt0
t
n
q
∫
Rdn
∣∣∣∣
∫
[0,tt0]n
E
n∏
j=1
eiξj ·Bsj ds1 · · · dsn
∣∣∣∣
1+ 1
q
µ(dξ1) · · ·µ(dξn)
≤
θnCnt0
t
n
q
∫
Rdn
E
n∏
j=1
∣∣∣∣
∫ tt0
0
eiξj ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ1) · · ·µ(dξn)
= E[θCt0Qt]
n,
where the last second inequality is due to Ho¨lder inequality. By the above and Taylor ex-
pansion, we can obtain (2.21). At last, in view of (2.20) and (2.21), and by the subadditivity
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in (2.18), we find that (2.17) is from the following fact that
lim
t→∞
1
t
logE exp
{
θ
t
1
q
∫
Rd+1
∣∣∣∣
∫ tt0
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ)
}
≤ logE exp
{
θ
∫
Rd+1
∣∣∣∣
∫ t0
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
µ(dξ)
}
.
As a basis of the proof of spatial asymptotics, we need to obtain Ho¨lder continuous
modulus of Feynman-Kac formula (1.5). Before this, it is a necessary procedure to prove the
Ho¨lder continuity and moment estimation of Feynman-Kac formula (1.5) in the following
proposition.
Proposition 2.3. Assume that condition (H-1) and condition (H-2) hold. For all l ∈
(0, 1 − α0 −
α
2
) and t > 0, there exists some constant Cα,t,l,d > 1 such that for all R > 1,
x, y ∈ Bd(0, R) and n ≥ 1, it holds that
E|uθ(t, x)− uθ(t, y)|
n ≤ Cnα,t,l,d(1 + |θ|)
n(1 + t−
1
4 e
1
8t )n((2n)!)
1
2
·
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(
max
|z|≤R
p4t ∗ u0(z)
)n
2
|x− y|ln. (2.23)
Furthermore, the uθ exists a spatially l-Ho¨lder continuous modification on any d-dimensional
ball Bd(0, R).
Proof. We will first prove (2.23). To simplify the notation, let Gaussian process
Vˆθ(x) := θ
∫ t
0
W˙ (t− s, Bx,z0,t (s))ds, ∀x, z ∈ R
d.
(1) When |x− y| ≤ 1, and notice that
uθ(t, x)− uθ(t, y) =
∫
Rd
(
EB exp{Vˆθ(x)} − EB exp{Vˆθ(y)}
)
pt(z − x)u0(dz)
+
∫
Rd
EB exp{Vˆθ(y)} (pt(z − x)− pt(z − y))u0(dz)
:= I1 + I2.
For I1, by using (1.5), the elementary inequalities |ex−ey| ≤ |x−y|(ex+ey) and (|x|+|y|)n ≤
14
2n−1(|x|n + |y|n) and Cauchy inequality, we find that for all n ≥ 1 and x, y ∈ Rd,
E|I1|
n ≤ E
(∫
Rd
EB
[(
exp{Vˆθ(x)}+ exp{Vˆθ(y)}
) ∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣] pt(z − x)u0(dz)
)n
≤ 2n−1
{
E
(∫
Rd
EB
[
exp{Vˆθ(x)}
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣] pt(z − x)u0(dz)
)n
+ E
(∫
Rd
EB
[
exp{Vˆθ(y)}
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣] pt(z − x)u0(dz)
)n}
≤ 2n−1
{
(Eun2θ(t, x))
1
2 + (Eun2θ(t, y))
1
2
}{
EW
(∫
Rd
EB
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣2 pt(z − x)u0(dz)
)n} 12
,
where EW is the expectation with respect to Gaussian field W . Furthermore, by Minkowsky
integral inequality and (conditional) Gaussian variance property, we have
E|I1|
n ≤ 2n((2n− 1)!!)
1
2
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(∫
Rd
E
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣2 pt(z − x)u0(dz)
)n
2
.
(2.24)
Notice that γ0 and Ee
iξ·(B0,t(s)−B0,t(r)) are nonnegative, and by Bochner representation
and the inequality |eix − 1| ≤ 4|x|2l, where l ∈ (0, 1− α0 −
α
2
) and x ∈ R, we have
E
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣2
≤ θ2
(∫ ∫
[0,t]2
γ0(s− r)
∫
Rd
(
|eiξ·
r
t
(y−x) − 1|+ |eiξ·
s
t
(y−x) − 1|+ 2|eiξ·(x−y) − 1|
)
· Eeiξ·(B0,t(s)−B0,t(r))µ(dξ)dsdr
)
≤ 16θ2E
[ ∫
Rd+1
∣∣∣∣
∫ t
0
ei(ηs+ξ·B0,t(s))ds
∣∣∣∣
2
|ξ|2lµ(dξ)µ0(dη)
]
|x− y|2l.
Hence, by Ho¨lder inequality and the inequality 1
n!
xn ≤ ex, where x ∈ R and n ∈ N+, we
have
(∫
Rd
E
∣∣∣Vˆθ(x)− Vˆθ(y)
∣∣∣2 pt(z − x)u0(dz)
)n
2
≤ 4n|θ|n
(
E
[ ∫
Rd+1
∣∣∣∣
∫ t
0
ei(ηs+ξ·B0,t(s))ds
∣∣∣∣
2
|ξ|2lµ(dξ)µ0(dη)
]n) 1
2
(pt ∗ u0(x))
n
2 |x− y|ln
≤ 4n|θ|n(n!)
1
2
(
E exp
{∫
Rd+1
∣∣∣∣
∫ t
0
ei(ηs+ξ·B0,t(s))ds
∣∣∣∣
2
|ξ|2lµ(dξ)µ0(dη)
}) 1
2
(pt ∗ u0(x))
n
2 |x− y|ln
≤ Cnα,t,l,d|θ|
n(n!)
1
2 (pt ∗ u0(x))
n
2 |x− y|ln, (2.25)
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where because of (2.13), there exists some Cα,t,l,d > 0 such that the last inequality holds.
To associate (2.24) with (2.25), we have
E|I1|
n ≤ Cnα,t,l,d|θ|
n((2n)!)
1
2
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(
max
|z|≤R
pt ∗ u0(z)
)n
2
|x− y|ln.
For I2, by triangle inequality and Cauchy inequality, we have
I2 ≤
(∫
Rd
EB exp{Vˆ2θ(y)} (pt(z − x) + pt(z − y))u0(dz)
) 1
2
·
(∫
Rd
|pt(z − x)− pt(z − y)|u0(dz)
) 1
2
≤ (u2θ(t, x) + u2θ(t, y))
1
2
(∫
Rd
|pt(z − x)− pt(z − y)|u0(dz)
) 1
2
(2.26)
By triangle inequality, the inequalities |a| ≤ 2 exp{|a|2} and (|a| − |b|)2 ≥ 1
2
|a|2 − |b|2, we
have
|pt(x− z)− pt(y − z)| ≤ (2pi)
− d
2 t−
d
2
−1
∣∣∣∣∣
∫ |x−z|
|y−z|
re−
r2
2t dr
∣∣∣∣∣
≤ 2−
d
2
+2pi−
d
2 t−
d
2
− 1
2
∫ ||x−z|−|y−z||
0
e
r2− 12 |y−z|
2
4t dr
≤ 2−
d
2
+2pi−
d
2 t−
d
2
− 1
2 e
1
4t e−
|y−z|2
8t |x− y|, (2.27)
which is also due to |x−y| ≤ 1. By (2.26), (2.27) and the inequality (a+b)n ≤ 2n−1(an+bn),
we have
E|I2|
n ≤ 2
d+3
2
nt−
n
4 e
n
8tE
(
u2θ(t, x) + u2θ(t, y)
)n
2
(
max
|z|≤R
p4t ∗ u0(z)
)n
2
|x− y|
n
2
≤ 2
d+5
2
nt−
n
4 e
n
8t
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(
max
|z|≤R
p4t ∗ u0(z)
)n
2
|x− y|
n
2 . (2.28)
To summarize the above computations for I1 and I2, we can find some Cα,t,l,d > 0 such that
E|uθ(t, x)− uθ(t, y)|
n ≤ 2n−1(E|I1|n + E|I2|n)
≤ Cnα,t,l,d(1 + |θ|)
n(1 + t−
1
4 e
1
8t )n((2n)!)
1
2
·
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(
max
|z|≤R
p4t ∗ u0(z)
)n
2
|x− y|ln. (2.29)
(2) When |x − y| > 1, thanks to Cauchy inequality, the following holds, which satisfies
(2.23).
E|uθ(t, x)− uθ(t, y)|
n ≤ 2nmax
|x|≤R
E
∣∣∣∣
∫
Rd
EB exp{Vˆθ(x)}pt(z − x)u0(dz)
∣∣∣∣
n
≤ 2(1+d)n
(
max
|z|≤R
Eun2θ(t, z)
) 1
2
(
max
|z|≤R
p4t ∗ u0(z)
)n
2
.
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At last, thanks to Kolmogorov’s continuity criterion and (2.23), the uθ exists a l-Ho¨lder
continuous modification about spatial variable x on any bounded set.
The following corollary is Ho¨lder continuous modulus of Feynman-Kac formula (1.5).
Corollary 2.1. Assume that condition (H-1) and condition (H-2) hold. For all l ∈ (0, 1 −
α0 −
α
2
), there exists some Cα,t,l,d > 0 such that for all p ≥ 1 and R > 1, it holds that
max
z∈Bd(0,R)
E max
x,y∈∏di=1[zi−1,zi+1]
|uθ(t, x)− uθ(t, y)|p
|x− y|lp
≤ Cpα,t,l,d(1 + |θ|)
p(1 + t−
1
4 e
1
8t )p((2⌊p⌋+ 2)!)
1
2
(
max
|z|≤2R
Eu
⌊p⌋+1
2θ (t, z)
) 1
2
(
max
|z|≤2R
p4t ∗ u0(z)
) p
2
.
Proof. For all p > 0 and l ∈ (0, 1 − α0 −
α
2
), by the inequality ‖ · ‖Lp(Ω) ≤ ‖ · ‖L⌊p⌋+1(Ω) and
Proposition 2.3, we have
E|uθ(t, x)− uθ(t, y)|
p ≤ Cpα,t,l,d(1 + |θ|)
p(1 + t−
1
4 e
1
8t )p((2⌊p⌋+ 2)!)
1
2
·
(
max
|z|≤2R
Eu
⌊p⌋+1
2θ (t, z)
) 1
2
(
max
|z|≤2R
p4t ∗ u0(z)
) p
2
|x− y|lp.
Furthermore, by Garsia-Rodemich-Rumsey inequality (Theorem 4.1 in [10]), we find that
there exists some l′ > l and Cα,t,l,d > 1 such that
max
z∈Bd(0,R)
E max
x,y∈∏di=1[zi−1,zi+1]
|uθ(t, x)− uθ(t, y)|p
|x− y|lp
≤ Cpd max
z∈B(0,R)
E
∫ ∫
(
∏d
i=1[zi−1,zi+1])2
|uθ(t, x)− uθ(t, y)|p
|x− y|l′p
dxdy
≤ Cpα,t,l,d(1 + |θ|)
p(1 + t−
1
4 e
1
8t )p((2⌊p⌋+ 2)!)
1
2
(
max
|z|≤2R
Eu
⌊p⌋+1
2θ (t, z)
) 1
2
(
max
|z|≤2R
p4t ∗ u0(z)
) p
2
.
3. High moment asymptotics
In this section, we study the High moment asymptotics for uθ(t, x). Especially, when
u0 ≡ 1, we obtain the precise asymptotics in Proposition 3.1.
Proposition 3.1. Assume that condition (H-1) and condition (H-2) hold. For all θ 6= 0
and t > 0, it holds that
lim
N→∞
1
N
4−α
2−α
logE exp
{
θ2
2
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr
}
= 2−
2
2−α |θ|
4
2−α t
4−α
2−αEt, (3.1)
17
where the notation Et is from (1.8), and it satisfies that Et < ∞, Et(|θ|) = |θ|
2
2−αEt and
t
4−α
2−αEt → 0 as t→ 0.
Proof. For all θ 6= 0, let σN := (
θ2
2
tN)
2
2−α and tN := σN t. By Brownian scaling and
homogeneity of γ, we have
E exp
{
θ2
2
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr
}
= E exp
{
1
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ0
(
s− r
tN
t
)
γ(Bj(s)− Bk(r))dsdr
}
.
Hence, for (3.1), we only need to prove that
lim
N→∞
1
NtN
logE exp
{
1
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ0(
s− r
tN
t)γ(Bj(s)− Bk(r))dsdr
}
= Et. (3.2)
Step1. We prove the lower bound of (3.2). For all ε > 0, let µε0(dη) := e
−ε|η|2µ0(dη),
µε(dξ) := e
−ε|ξ|2q(ξ)dξ and γε(x) :=
∫
Rd
eix·ξµε(dξ). By a standard almost surely asymptotic
procedure, we can prove
E exp
{
NtN
∫
Rd+1
∣∣∣∣ 1NtN
N∑
j=1
∫ tN
0
e
i( st
tN
η+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
}
≥ E exp
{
NtN
∫
Rd+1
∣∣∣∣ 1NtN
N∑
j=1
∫ tN
0
e
i( st
tN
η+ξ·Bj(s))ds
∣∣∣∣
2
µε0(dη)µε(dξ)
}
. (3.3)
Denote a Hilbert space by H0, which is a subspace of L2(Rd+1;µε0(dη)µε(dξ)) composed of
complex valued function satisfying that f(−η,−ξ) = f(η, ξ), with the inner product
〈f, g〉H0 :=
∫
Rd+1
f(η, ξ)g(η, ξ)µε0(dη)µε(dξ) ∀f, g ∈ H0.
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By (3.3), the inequality ‖h‖2H0 ≥ 2〈f, h〉H0 − ‖f‖
2
H0 and Proposition 3.1 in [6], we have
Il := lim inf
N→∞
1
NtN
logE exp
{
1
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ0(
s− r
tN
t)γ(Bj(s)− Bk(r))dsdr
}
≥ sup
f∈H0
{
lim inf
N→∞
1
tN
logE exp
{∫ tN
0
2
〈
f(η, ξ), e
i( st
tN
η+ξ·B(s))〉
H0
ds
}
− ‖f‖2H0
}
= sup
g∈Ad
sup
f∈H0
{{
2
〈
f(η, ξ),
∫ 1
0
∫
Rd
ei(stη+ξ·x)g2(s, x)dxds
〉
H0
− ‖f‖2H0
}
−
1
2
∫ 1
0
∫
Rd
|∇xg(s, x)|
2dxds
}
= sup
g∈Ad
{∫
Rd+1
∣∣∣∣
∫ 1
0
∫
Rd
ei(stη+ξ·x)g2(s, x)dxds
∣∣∣∣
2
µε0(dη)µε(dξ)−
1
2
∫ 1
0
∫
Rd
|∇xg(s, x)|
2dxds
}
,
where the last step is due to ‖h‖2H0 = sup
f∈H0
{2〈f, h〉H0 − ‖f‖
2
H0}. As the above is established
for all ε > 0, it holds that
Il ≥ sup
g∈Ad
sup
ε>0
{∫
Rd+1
∣∣∣∣
∫ 1
0
∫
Rd
ei(stη+ξ·x)g2(s, x)dxds
∣∣∣∣
2
µε0(dη)µε(dξ)−
1
2
∫ 1
0
∫
Rd
|∇xg(s, x)|
2dxds
}
= Et. (3.4)
Step2. We prove the related characters of Et. By Cauchy inequality, Brownian scaling and
homogeneity of γ, we have
E exp
{
θ2
2
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr
}
≤
(
E exp
{
2θ2
∑
1≤j<k≤N
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr
}) 1
2
·
(
E exp
{
θ2
∫ t
0
∫ t
0
γ0 (s− r) γ(B(s)− B(r))dsdr
})N
2
. (3.5)
Moreover, let νN := (N − 1)
2
2−α , by Proposition 2.2 and Brownian scaling, we have
lim sup
N→∞
1
N
4−α
2−α
logE exp
{
θ2
2
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr
}
≤ lim sup
N→∞
1
2NνN
logE exp
{
2θ2
(N − 1)νN
∑
1≤j<k≤N
∫ νN t
0
∫ νN t
0
γ0
(s− r
νN
)
γ(Bj(s)− Bk(r))dsdr
}
≤ logE exp
{
2θ2Ct
∫
Rd+1
∣∣∣∣
∫ t
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
q(ξ)dξ
}
, (3.6)
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where the constants Ct and 1/q are from Proposition 2.2. By (3.4), (3.6) and dominated
convergence theorem, we can prove that Et <∞ and t
4−α
2−αEt → 0 as t→ 0.
Step3. We prove the upper bound of (3.2). First, we smooth the spatial covariance γ.
For all p1, q1 > 1 satisfying
1
p1
+ 1
q1
= 1, by Ho¨lder inequality, we have
E exp
{
1
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ0
(s− r
tN
t
)
γ(Bj(s)−Bk(r))dsdr
}
≤ (E exp {QN(p1, γ0, γε)})
1
p1 (E exp {QN (q1, γ0, γ − γε)})
1
q1 , (3.7)
where to simplify it, let
QN (p, γ0, γε) :=
p
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
γ0
(s− r
tN
t
)
γ(Bj(s)−Bk(r))dsdr.
For the last term in (3.7), we claim that for all q > 1, it holds that
lim sup
ε→0
lim sup
N→∞
1
NtN
logE exp {QN (q, γ0, γ − γε)} ≤ 0. (3.8)
Indeed, notice that γ− γε = F((1− e−ε|·|
2
)q) in S ′(Rd). Take κ > 0 satisfying α+κ
2
+α0 < 1,
and let γκ := F(| · |κq(·)) in S ′(Rd). Moreover, by Bochner representation and the inequality
1− e−ε|ξ|
2
≤ ε
κ
2 |ξ|κ, we have
NtN
∫
Rd+1
∣∣∣∣ 1NtN
N∑
j=1
∫ tN
0
e
i( st
tN
η+ξ·Bj(s))ds
∣∣∣∣
2
(1− e−ε|·|
2
)µ0(dη)µ(dξ)
≤ ε
κ
2NtN
∫
Rd+1
∣∣∣∣ 1NtN
N∑
j=1
∫ tN
0
e
i( st
tN
η+ξ·Bj(s))ds
∣∣∣∣
2
|ξ|κµ0(dη)µ(dξ), a.s..
So, by the similar computations to (3.5) and Brownian scaling, we have
E exp {QN (q, γ0, γ − γε)}
≤ E exp
{
ε
κ
2
4q
NtN
∑
1≤j<k≤N
∫ tN
0
∫ tN
0
γ0
(s− r
tN
t
)
γκ(Bj(s)− Bk(r))dsdr
}
·
(
E exp
{
ε
κ
2 θ2q
∫ t
0
∫ t
0
γ0(s− r)γ
κ(B(s)− B(r))dsdr
})N
2
. (3.9)
In addition, notice that the γκ satisfies condition (C1). Hence, by taking logarithmic
limit for (3.9), Proposition 2.2 and the same calculus to (3.6), we find that (3.8) is from the
fact that
lim sup
ε→0
logE exp
{
Cqε
κ
2
∫
Rd+1
∣∣∣∣
∫ 1
0
eiξ·Bsds
∣∣∣∣
1+ 1
q
|ξ|κq(ξ)dξ
}
≤ 0.
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where C > 0 is fixed and the inequality is due to Fatou lemma. To complete the proof of
(3.2), by (3.7) and (3.8), we also need to prove that for all ε > 0, it holds that
lim sup
p1→1
lim sup
ε→0
lim sup
N→∞
1
NtN
logE exp {QN (p1, γ0, γε)} ≤ Et. (3.10)
In fact, after smoothing the spatial covariance γ, we also need to modify the covariance in
time γ0. Let Bump function lδ(x) := δ
−1c exp{−(1− (x/δ)2)−1}1|x/δ|<1, where x ∈ R, δ > 0
and
∫
R
lδ(s)ds = 1. Let gδ(s) := lδ ∗ lδ(s). We will use γ0,δ := γ0 ∗ gδ instead of γ0 in (3.10).
Similarly to (3.7) and (3.8), for all p2, q2 > 1 satisfying
1
p2
+ 1
q2
= 1, we have to show the
following error term satisfies that for all q2 > 1 and ε > 0,
lim sup
δ→0
lim sup
N→∞
1
NtN
logE exp {QN (q2, γ0 − γ0,δ, γε)} ≤ 0. (3.11)
In fact, becasue γε(0) <∞ and the compact supported function gδ satisfies that
∫
R
gδ(s)ds =
1, it has
lim sup
δ→0
lim sup
N→∞
1
NtN
logE exp
{
q
NtN
N∑
j,k=1
∫ tN
0
∫ tN
0
(γ0 − γ0,δ)(
s− r
tN
t)γε(Bj(s)−Bk(r))dsdr
}
≤ lim sup
δ→0
γε(0)
q
t
∫ t
0
|γ0(s)− γ0 ∗ gδ(s)|ds = 0.
By (3.11) and Ho¨lder inequality, we at last only need to prove that for all δ, ε > 0, it holds
that
lim sup
p1→1
lim sup
ε→0
lim sup
p2→1
lim sup
δ→0
lim sup
N→∞
1
NtN
logE exp {QN(p1p2, γ0,δ, γε)} ≤ Et. (3.12)
To simplify the notation, we first consider to take 1 instead of p1p2 in the above and let
µ0,δ(dη) := |F lδ(η)|2µ0(dη). By Jensen inequality and Bochner representation, we have
E exp
{
N
tN
∫
Rd+1
∣∣∣∣ 1N
N∑
j=1
∫ tN
0
e
i(η st
tN
+ξ·Bj(s))ds
∣∣∣∣
2
µ0,δ(dη)µε(dξ)
}
≤
(
E exp
{
tN
∫
Rd+1
∣∣∣∣ 1tN
∫ tN
0
e
i(η st
tN
+ξ·B(s))
ds
∣∣∣∣
2
µ0,δ(dη)µε(dξ)
})N
. (3.13)
For all k > 0, let Pk and Ek respectively be the probability measure and expectation, such
that the stochastic process B(·) is the OU process with infinitesimal generator 1
2
△− kx · ∇
on probability space (Ω,F ,Pk). Furthermore, we claim that for all k > 0,
E exp
{
1
tN
∫ tN
0
∫ tN
0
γ0,δ(
s− r
tN
t)γε(B(s)− B(r))dsdr
}
≤ Ek exp
{
1
tN
∫ tN
0
∫ tN
0
γ0,δ(
s− r
tN
t)γε(B(s)− B(r))dsdr
}
, (3.14)
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Indeed, by Taylor expansion, we only need to show that for all positive integer n, the n-order
moment
E
[∫ tN
0
∫ tN
0
γ0,δ(
s− r
tN
t)γε(B(s)− B(r))dsdr
]n
≤ Ek
[∫ tN
0
∫ tN
0
γ0,δ(
s− r
tN
t)γε(B(s)−B(r))dsdr
]n
.
Furthermore, by Bochner representation, we want to explain that
∫ ∫
[0,tN ]2n
n∏
j=1
γ0,δ(
sj − rj
tN
t)
∫
Rdn
Eei
∑n
j=1 ξj ·(B(sj)−B(rj))
n∏
j=1
µε(dξj)dsjdrj
≤
∫ ∫
[0,tN ]2n
n∏
j=1
γ0,δ(
sj − rj
tN
t)
∫
Rdn
E
kei
∑n
j=1 ξj ·(B(sj )−B(rj))
n∏
j=1
µε(dξj)dsjdrj.
One hand, notice that γ0,δ ≥ 0. On the other hand, the above relation is from the fact that
Eei
∑n
j=1 ξj ·(B(sj)−B(rj )) ≤ Ekei
∑n
j=1 ξj ·(B(sj)−B(rj )), ∀(ξ1, · · · , ξn) ∈ Rdn.
which is equivalent to that for all t > 0 and f ∈ L2([0, t]),
Eei
∫ t
0 f(s)dB(s) ≤ Ekei
∫ t
0 f(s)dB(s). (3.15)
Indeed, let F (r) :=
∫ t
r
f(s)e−k(s−r)ds (r ∈ [0, t]), and by OU process
∫ t
0
e−k(t−s)dB(s), we
compute
E
kei
∫ t
0 f(s)dB(s) = exp
{
−
k2
2
∫ t
0
F 2(r)dr + k
∫ t
0
f(r)F (r)dr−
1
2
∫ t
0
f 2(s)ds
}
.
The above (3.15) can be proved by the argument that because F (t) = 0 and k > 0, it holds
that
∫ t
0
(k2F 2(r)− 2kf(r)F (r))dr =
∫ t
0
((F 2(r))′ − kF 2(r))dr
= −kF 2(0)− k2
∫ t
0
F 2(r)dr ≤ 0.
After it, we continue to prove (3.12). For all M > 0, let (1 + d)-dimensional ball
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B(0,M) := {(η, ξ) ∈ Rd+1; |η|2 + |ξ|2 ≤M2}, and by (3.13) and (3.14), we have
lim sup
N→∞
1
NtN
logE exp {QN(1, γ0,δ, γε)}
≤ lim sup
N→∞
1
tN
logEk exp
{
1
tN
∫ tN
0
∫ tN
0
γ0,δ(
s− r
tN
t)γε(B(s)− B(r))dsdr
}
≤ lim sup
M→∞
lim sup
N→∞
1
tN
logEk exp
{
tN
∫
B(0,M)
∣∣∣∣ 1tN
∫ tN
0
e
i(η st
tN
+ξ·B(s))
ds
∣∣∣∣
2
µ0,δ(dη)µε(dξ)
}
+ lim sup
M→∞
{
µ0,δ(R)µε(|ξ| ≥M) + µ0,δ(|η| > M)µε(R
d)
}
≤ lim sup
M→∞
lim sup
N→∞
1
tN
logEk exp
{
tN
∫
B(0,M)
|FN,ω(η, ξ)|
2 µ0,δ(dη)µε(dξ)
}
,
where the complex-valued stochastic process FN,ω(η, ξ) :=
1
tN
∫ tN
0
e
i(η st
tN
+ξ·B(s))
ds on Rd+1.
Besides it, let Hilbert space Hε be a subspace of L2(B(0,M);µ0,δ(dη)µε(dξ)) consisting of
the complex-valued function satisfying that f(−η,−ξ) = f(η, ξ), with the inner product
〈f, g〉Hε :=
∫
B(0,M)
f(η, ξ)g(η, ξ)µ0,δ(dη)µε(dξ) ∀f, g ∈ Hε.
So, to prove (3.12), we need to show that for all δ, ε,M > 0,
lim sup
N→∞
1
tN
logEk exp{tN‖FN,ω(η, ξ)‖
2
Hε} ≤ Et. (3.16)
To make the set of functions {FN,ω(η, ξ)}ω∈Ω be compact, let the set in probability space
(Ω,F )
ΩN,L :=
{
ω ∈ Ω; 1
tN
∫ tN
0
|B(s)|ds ≤ L
}
∀L > 0,
then (3.16) can be divided into the following two parts about ΩN,L and its complementary
set.
E
k exp{tN‖FN,ω(η, ξ)‖
2
Hε} = E
k
[
exp{tN‖FN,ω(η, ξ)‖
2
Hε}1ΩcN,L
]
(3.17)
+ Ek
[
exp{tN‖FN,ω(η, ξ)‖
2
Hε}1ΩN,L
]
. (3.18)
First, we estimate (3.17). By Girsanov transform and Itoˆ integration by parts, we obtain
that the Radon derivative limited in [0, tN ] satisfies
dPk
dP
∣∣∣
[0,tN ]
= exp
{
−k
2
|B(tN )|2 +
dktN
2
− k
2
2
∫ tN
0
|B(s)|2ds
}
. (3.19)
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Furthermore, by Chebyshev inequality and the inequality x− k
2
2
x2 ≤ 1
2k2
, we have
P
k(ΩcN,L) ≤ e
−LtN+ dk2 tNE exp
{∫ tN
0
(
|B(s)| − k
2
2
|B(s)|2
)
ds
}
≤ exp
{
−LtN +
dktN
2
+ tN
2k2
}
. (3.20)
Moreover, for all positive integer N , by FN,ω(η, ξ) ≤ 1 and (3.20), we have
lim sup
N→∞
1
tN
logEk
[
exp{tN‖FN,ω(η, ξ)‖
2
Hε}1ΩcN,L
]
≤ µ0,δ(R)µε(R
d) +
dk
2
+
1
2k2
− L. (3.21)
Second, we give an estimation for (3.18). By the inequality |1 − eix| ≤ |x|, we obtain
that the family of functions {FN,ω(η, ξ)}ω∈ΩN,L is equicontinuous on B(0,M), that is, for all
(η1, ξ1), (η2, ξ2) ∈ B(0,M),
|FN,ω(η1, ξ1)− FN,ω(η2, ξ2)| ≤ t|η1 − η2|+
1
tN
∫ tN
0
|B(s)|ds|ξ1 − ξ2| on ΩN,L.
So, for all N , the set of functions {FN,ω(η, ξ)}ω∈ΩN,L is included in the set of functions
C := {f(·) ∈ Hε; |f(x)| ≤ 1, |f(x1)− f(x2)| ≤ 2(t+ L)|x1 − x2|, ∀x, x1, x2 ∈ B(0,M)}.
By Arzela´-Ascoli theorem, the C is a relatively compact set in the space C(B(0,M)) com-
posed of continuous function on B(0,M). Because the maximum norm in C(B(0,M)) is
stronger than the norm in Hε, the C is still a relatively compact set in Hε. For all fixed
εˆ > 0, let the open set
Of := {g ∈ Hε; ‖g‖
2
Hε < −‖f‖
2
Hε + 2〈f, g〉Hε + εˆ} ∀f ∈ Hε,
then there exist the finite number of f1, · · · , fm in Hε such that the C is covered by the
union of Of1 , · · · ,Ofm. Moreover, let the smooth function f¯j(s, x) as
f¯j(s, x) :=
∫
B(0,M)
fj(η, ξ)e
−i(ηs+ξ·x)µ0,δ(dη)µε(dξ), ∀1 ≤ j ≤ m.
Hence, by Fubini theorem and Girsanov transform in (3.19) for every 〈fj, FN,ω〉Hε, we have
lim sup
N→∞
1
tN
logEk
[
exp{tN‖FN,ω(η, ξ)‖
2
Hε}1ΩN,L
]
≤ max
1≤j≤m
{
dk
2
+ εˆ− ‖fj‖
2
Hε + lim sup
N→∞
1
tN
logE exp
{
2
∫ tN
0
f¯j(
st
tN
, B(s))ds
}}
≤
dk
2
+ εˆ+ sup
g∈Ad
{
max
1≤j≤m
{
− ‖fj‖
2
Hε + 2
〈
fj(η, ξ),
∫ 1
0
eiηstFg2(s, ·)(ξ)ds
〉
Hε
}
≤
dk
2
+ εˆ+ Et. (3.22)
24
Here, we use Proposition 3.1 in [6], the inequalities ‖g‖2Hε ≥ −‖f‖
2
Hε + 2〈f, g〉Hε and
|F lδ(η)| ≤ 1. By (3.18), (3.21) and (3.22), we have
lim sup
N→∞
1
tN
logEk exp{tN‖FN,ω(η, ξ)‖
2
Hε}
≤ max
{
µ0,δ(R)µε(R
d) +
dk
2
+
1
2k2
− L,
dk
2
+ εˆ+ Et
}
.
Here, let L→∞, k → 0 and εˆ→ 0 in sequence, then we can complete the proof of (3.16).
Moreover, by the fact that Et(p) → Et as p → 1, we can obtain (3.12) and complete the
whole proof of the upper bound.
Step4. In the end, one hand, let θ = 1 and take |θ′|γ instead of γ in (3.1), on the
other hand, we also use (3.1) when θ = |θ′|
1
2 , then for all θ′ 6= 0, it holds that Et(|θ′|) =
|θ′|
2
2−αEt.
The following corollary will be applied to the proof of Theorem 5.1.
Corollary 3.1. Assume that condition (H-1) and condition (H-2) hold. For all θ 6= 0 and
t > 0, it holds that
lim
N→∞
1
N
4−α
2−α
logE exp
{
θN
4−α
2(2−α)
( N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)−Bk(r))dsdr
)1
2
}
= 2−
6
4−α (4− α)(2− α)−
2−α
4−α θ
4
4−α tE
2−α
4−α
t . (3.23)
Proof. For all θ > 0, denote the nonnegative stochastic process by
Gθ(N) :=
θ2
N
4−α
2−α
N∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γ(Bj(s)− Bk(r))dsdr.
For all β > 0, by large deviation for nonnegative random variable (Theorem 1.2.4. in [3])
and Proposition 3.1, we have
lim
N→∞
1
N
4−α
2−α
log P((Gθ(N))
1
2 ≥ β) = − sup
θ¯>0
{
θ¯β2 − θ¯
2
2−α θ
4
2−α t
4−α
2−αEt
}
= −
α
2
(
2− α
2
)
2−α
α β
4
α θ−
4
α t−
4−α
α E
− 2−α
α
t .
Furthermore, by Varadhan’s integral lemma (e.g. Theorem 1.1.6. in [3]), we have
lim
N→∞
1
N
4−α
2−α
logE exp
{
N
4−α
2−α (Gθ(N))
1
2
}
= sup
β>0
{
β −
α
2
(
2− α
2
)
2−α
α β
4
α θ−
4
α t−
4−α
α E
− 2−α
α
t
}
= 2−
6
4−α (4− α)(2− α)−
2−α
4−α θ
4
4−α tE
2−α
4−α
t .
25
In the rest of this paper, we will also consider the condition
lim sup
R→∞
max
|x|≤R
log pt ∗ u0(x)
(logR)
2
4−α
≤ 0, ∀t > 0. (3.24)
Here, notice that u0 in case (I) and case (II) satisfies the above condition. The following
result is also the upper estimation of High moment asymptotics.
Theorem 3.1. Under condition (3.24), condition (H-1) and condition (H-2), for all θ 6= 0,
β > 0 and t > 0, the solution uθ(t, x) satisfies that
lim sup
N→∞
1
N
4−α
2−α
log max
|x|≤exp{βN
4−α
2−α }
EuNθ (t, x) ≤ 2
− 2
2−α |θ|
4
2−α t
4−α
2−αEt. (3.25)
Proof. Recall that the notations Q
(θ)
n (t, f(j, s)) and J
(θ)
n (t, f(j, k, s, r)) defined in (2.11). For
all p, q > 1 satisfying 1
p
+ 1
q
= 1 and ρ ∈ (0, 1), and by Jensen inequality, we have
Q
(θ)
N (t, Bj(s)) ≤
1
p
Q
(θ)
N (ρt, Bj(s)) +
1
q
Q
(θ)
N ((1− ρ)t, Bj(t− s)).
Furthermore, by using Ho¨lder inequality, (2.12) and the similar computations to (2.14), we
obtain that
EuNθ (t, x) ≤
(
max
|x|≤exp{βN
4−α
2−α }
pt ∗ u0(x)
)N(
E exp
{
J
(θ)
N (ρt, Bj,0,t(s)− Bk,0,t(r))
}) 1p
·
(
E exp
{
J
(θ)
N ((1− ρ)t, Bj,0,t(s)−Bk,0,t(r))
}) 1q
≤
(
max
|x|≤exp{βN
4−α
2−α }
pt ∗ u0(x)
)N(
E exp
{
J
(θ)
N (ρt, Bj(s)− Bk(r))
}) 1p
·
(
E exp
{
J
(θ)
N ((1− ρ)t, Bj(s)−Bk(r))
}) 1q
.
At last, by condition (3.24) and Proposition 3.1, we observe that (3.25) is from the fact that
lim sup
N→∞
1
N
4−α
2−α
log max
|x|≤exp{βN
4−α
2−α }
EuNθ (t, x)
≤ lim sup
p→1
lim sup
ρ→1
2−
2
2−α |θ|
4
2−α
{
p−1t
4−α
2−αEt + q
−1((1− ρ)t)
4−α
2−αE(1−ρ)t
}
.
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4. The upper bound of spatial asymptotics
In this section, by the following Proposition 4.1 and Proposition 4.2, we prove the upper
bound of spatial asymptotics under condition (3.24). Among the two propositions, Proposi-
tion 4.1 is the asymptotics of tail probability, which is obtained by using the high moment
asymptotics in Section 3.
Proposition 4.1. Assume that condition (3.24), condition (H-1) and condition (H-2) hold,
then for all α¯ > 0 and θ 6= 0, it holds that
lim sup
b→∞
1
b
4−α
2
log max
|x|≤exp{b 4−α2 }
P(log uθ(t, x) ≥ bα¯)
≤ −2|θ|−2t−
4−α
2 E
− 2−α
2
t (
4−α
2−α)
− 2−α
2
2
4−α α¯
4−α
2 . (4.1)
Proof. By using Theorem 3.1 and the inequality ‖ · ‖Lp(Ω) ≤ ‖ · ‖L⌊p⌋+1(Ω), we find that for
all β > 0,
lim sup
b→∞
1
b
4−α
2−α
log max
|x|≤exp{b
4−α
2−α }
Eubβθ (t, x) ≤ 2
− 2
2−α |θ|
4
2−α t
4−α
2−αEtβ
4−α
2−α . (4.2)
By Chebyshev inequality and Theorem 3.1, we observe that (4.1) is from the fact that
lim sup
b→∞
1
b
4−α
2
log max
|x|≤exp{b 4−α2 }
P(log uθ(t, x) ≥ bα¯)
≤ inf
β>0
{
lim sup
b→∞
1
b
4−α
2
log max
|x|≤exp{b 4−α2 }
E|uθ(t, x)|
b
2−α
2 β − βα¯
}
.
To prove the upper bound of spatial asymptotics, we also need the following localized
error estimation.
Proposition 4.2. Assume that condition (3.24), condition (H-1) and condition (H-2) hold,
there exists some cˆ > 0 such that for all α¯ > 0 and θ 6= 0, it holds that
lim sup
b→∞
1
b
4−α
2
log max
|z|≤exp{b 4−α2 }
P(log max
x,y∈B(z,e−cˆα¯b)
|uθ(t, x)− uθ(t, y)| ≥ bα¯)
≤ −2|θ|−2t−
4−α
2 E
− 2−α
2
t (
4− α
2− α
)−
2−α
2
2
4− α
α¯
4−α
2 . (4.3)
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Proof. By Chebyshev inequality, we have
Je := lim sup
b→∞
1
b
4−α
2
log max
|z|≤exp{b 4−α2 }
P(log max
x,y∈B(z,e−cˆα¯b)
|uθ(t, x)− uθ(t, y)| ≥ bα¯)
≤ inf
β>0
{
lim sup
b→∞
1
b
4−α
2
log
[
max
|z|≤exp{b 4−α2 }
E max
x,y∈B(z,1)
|uθ(t, x)− uθ(t, y)|
b
2−α
2 β
|x− y|lb
2−α
2 β
e−
cˆ
2
α¯lb
4−α
2 β
]
− βα¯
}
,
where the parameter l > 0 is from Corollary 2.1. Moreover, because of Corollary 2.1 and
(4.2), it has
Je ≤ inf
β>0
{
lim sup
b→∞
1
2b
4−α
2
log max
|z|≤2exp{b 4−α2 }
Eu
⌊b 2−α2 β⌋+1
2θ (t, z)− (2
−1cˆl + 1)βα¯
}
,
where take cˆ > 0 such that (cˆl/2 + 1) = 2
2+α
4−α . At last, by the above and some elementary
computations, we can get (4.3).
The upper bound of spatial asymptotics is as follows.
Theorem 4.1. Under condition (3.24), condition (H-1) and condition (H-2), for all t > 0
and θ 6= 0, it holds that
lim sup
R→∞
1
(logR)
2
4−α
log max
|x|≤R
uθ(t, x)
≤ 2−
4
4−α |θ|
4
4−α tE
2−α
4−α (2− α)−
2−α
4−α (4− α)d
2
4−α a.s.. (4.4)
Proof. To simplify the notations, let
κ := 2−
2
4−α |θ|
4
4−α tE
2−α
4−α (
4− α
2− α
)
2−α
4−α (
2
4− α
)−
2
4−αd
2
4−α ,
C˜(α¯) := 2|θ|−2t−
4−α
2 E−
2−α
2 (
4− α
2− α
)−
2−α
2
2
4− α
α¯
4−α
2 ,
ρ(b) := b
4−α
2 and σ(R) := (logR)
2
4−α ,
then it holds that C˜(κ) = d and ρ(σ(R)) = logR. For all R > 0, let the mesh NR :=
d−
1
2 e−cˆκσ(R)Zd ∩ Bd(0, R) and its small region Iz := Bd(z, e−cˆκσ(R)), where the parameter
cˆ > 0 is from Proposition 4.2. Notice that the union ∪z∈NRIz can cover Bd(0, R). Let |NR|
be the numbers of points in the mesh NR, then there exists some Cd > 0 such that
|NR| ≤ CdR
decˆκσ(R). (4.5)
Notice that the following relation
max
|x|≤R
uθ(t, x) ≤ max
z∈NR
u(t, z) + max
z∈NR
max
x,y∈Iz
|uθ(t, x)− uθ(t, y)|.
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Furthermore, when R is enough large, by the inequality log(|a|+ |b|) ≤ log 2+log |a|∨ log |b|,
we find that for all δ > 0, it holds that
P(log max
|x|≤R
uθ(t, x) ≥ (κ+ 2δ)σ(R))
≤ P
(
log max
z∈NR
u(t, z)
∨
log max
z∈NR
max
x,y∈Iz
|uθ(t, x)− uθ(t, y)| ≥ (κ+ δ)σ(R)
)
≤ |NR|max|z|≤R
P(log u(t, z) ≥ (κ+ δ)σ(R))
+|NR|max|z|≤R
P
(
log max
x,y∈Iz
|uθ(t, x)− uθ(t, y)| ≥ (κ+ δ)σ(R)
)
(4.6)
One hand, by (4.5), Proposition 4.1, C˜(κ) = d and ρ(σ(R)) = logR, we find that there
exists some nonnegative function δ′(δ) satisfying δ′(δ)→ 0 (δ → 0) such that
|NR|P(log u(t, 0) ≥ (κ+ δ)σ(R))
≤ Rd exp
{
cˆκ
σ(R)
ρ(σ(R))
logR− C˜(κ + δ)ρ(σ(R))
}
≤ Rd exp
{
δ′
2
logR− (d+ δ′) logR
}
= R−
δ′
2 , (4.7)
where the last second inequality is due to b/ρ(b) → 0 (b→∞). On the other hand, by the
similar computations to (4.7) and Proposition 4.2, it also holds that
|NR|P(log max
x,y∈Iz
|uθ(t, x)− uθ(t, y)| ≥ (κ+ δ)σ(R)) ≤ R
− δ′
2 . (4.8)
To sum up (4.6)-(4.8), we have
P(log max
|x|≤R
uθ(t, x) ≥ (κ + 2δ)σ(R)) ≤ CR
− δ′
2 .
We substitute R in the above by the sequence {np}, in which p > 0 and p δ
′
2
> 1, then
∑
n≥1
P(log max
|x|≤np
uθ(t, x) ≥ (κ+ 2δ)σ(n
p)) ≤ C
∑
n≥N
n−
δ′
2
p <∞,
where take N enough large. By Borel-Cantelli lemma, the fact that max
|x|≤R
uθ(t, x) and σ(R)
are monotone with respect to R and lim
n→∞
σ(np)
σ((n+1)p)
= 1, we can prove that
lim sup
R→∞
1
σ(R)
log max
|x|≤R
uθ(t, x) ≤ lim sup
δ→0
(κ + 2δ) = κ a.s..
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5. The lower bound of spatial asymptotics when the initial value u0 ≡ 1
We decompose the proof of the lower bound into two procedures in the section. First,
we construct the localization of Feynman-Kac formula uθ(t, x), second, transform the lower
bound of uθ(t, x) into the lower bound of the localized version of uθ(t, x) and prove it.
Set the generalized function η˜(ξ) := F−1q−
1
2 (ξ), where F−1 is the generalized inverse
Fourier transform, and define the centered generalized Gaussian field
W0(φ) :=
∫
R+×Rd
η˜(·) ∗ φ(t, ·)(x)W (dt, dx) ∀φ ∈ C∞0 (R+ × R
d).
Furthermore, it can be checked that the Gaussian field W˙0 formally has the covariance
E[W˙0(t, x)W˙0(s, y)] = γ0(t− s)δ0(x− y) ∀t, s ∈ R+, x, y ∈ R
d.
Hence, by W0, we can represent the W in (2.1) as follows
W (φ) =
∫
R+×Rd
γ˜(·) ∗ φ(t, ·)(x)W0(dt, dx), ∀φ ∈ C
∞
0 (R+ × R
d),
where let the generalized function γ˜(x) := Fq
1
2 (x) on Rd such that γ = γ˜ ∗ γ˜.
To localize the positive definite generalized function γ, let the function
l(x) :=
1− cos x
pix2
∀x ∈ R,
which is positive definite with the Fourier transform
F l(ξ) = (1− |ξ|)1|ξ|≤1 ∀ξ ∈ R.
Moreover, for all b > 0, denote the localized function by lb(x) := bl(bx). To simplify the
notation, let the function on Rd
lˆb(x) :=
d∏
j=1
lb(xj).
Furthermore, define the localized centered generalized Gaussian field
Wb(φ) :=
∫
R+×Rd
(γ˜F lˆb)(·) ∗ φ(t, ·)(x)W0(dt, dx) ∀φ ∈ C
∞
0 (R+ × R
d),
where the product γ˜F lˆb is interpreted in sense of generalized function. Let γb(x) := (γ˜F lˆb)∗
(γ˜F lˆb), then the Gaussian field W˙b formally has the covariance
E[W˙b(t, x)W˙b(s, y)] = γ0(t− s)γb(x− y) ∀t, s ∈ R+, x, y ∈ R
d.
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Here, the γb is a compact supported and positive definite generalized function in S
′(Rd), and
its Fourier transform is the function qb(ξ) := (lˆb ∗ q
1
2 (ξ))2. Based on the above notations, we
can define the “localized Feynman-Kac representation”
uθ,b(t, x) :=
∫
Rd
EB exp
{
θ
∫ t
0
W˙b(t− s, B
x,y
0,t (s))ds
}
pt(y − x)u0(dy),
where the Brownian motion B is independent with W and Wb.
The following proposition is the estimation of asymptotic error between uθ(t, x) and
uθ,b(t, x).
Proposition 5.1. When the initial value u0 ≡ 1, assume that condition (H-1) and condition
(H-2) hold, and let θ 6= 0 and t > 0, then there exists some fixed C, ν > 0 such that for all
enough large integer n and b > 1, the following inequality holds
E |uθ(t, x)− uθ,b(t, x)|
n ≤ exp{Cn
4−α
2−α }b−νn.
Proof. For all θ 6= 0, b > 1 and t > 0, let the stationary Gaussian process Vˆb(x) :=∫ t
0
W˙b(t− s, Bx(s))ds and Vˆ (x) :=
∫ t
0
W˙ (t− s, Bx(s))ds. Notice that when u0 ≡ 1,
uθ,b(t, x) = EB exp
{
θ
∫ t
0
W˙b(t− s, B
x(s))ds
}
.
By using the similar computations to (2.24), we have
E |uθ(t, x)− uθ,b(t, x)|
n
≤ 2n−1θn((2n− 1)!!)
1
2
{
(Eun2θ(t, x))
1
2 + (Eun2θ,b(t, x))
1
2
}{
E
∣∣∣Vˆ (x)− Vˆb(y)
∣∣∣2 }
n
2
.(5.1)
First, we claim that there exists some fixed constant C > 0 such that for all b > 1 and
n ∈ N+,
Eun2θ,b(t, x) ≤ exp{Cn
4−α
2−α }. (5.2)
In fact, by Bochner representation, we have
Eun2θ,b(t, x) = E exp
{
2θ2
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t
0
ei(sη+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)(q
1
2 ∗ lˆb(ξ))
2dξ
}
. (5.3)
For all b > 1 and (ξ1, · · · , ξd) ∈ Rd, one hand, by the inequality (|x|+ |y|)a ≤ |x|a+ |y|a (a ∈
(0, 1)), we find that there exists some C > 0 such that∫
R
|ξ1 − y|
α1−1
2 lb(y)dy ≤ |ξ1|
α1−1
2 +
1
b
α1−1
2
∫
R
|y|
α1−1
2 l1(y)dy
≤ C(|ξ1|
α1−1 + 1)
1
2 . (5.4)
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On the other hand, when 2 ≤ j ≤ d, for all ξj 6= 0, because
α−1
2
> −1 and lb|ξj |(y) ≤ 1
(y 6= 0), there exists some fixed constant C > 0 such that
|ξj|
αj−1
2
∫
R
|
ξj
|ξj|
− y|
αj−1
2 lb|ξj |(y)dy ≤ |ξj|
αj−1
2
(∫ 2
1/2
|1− y|
αj−1
2 dy + 2
1−αj
2
∫
R
lb|ξj |(y)dy
)
≤ C|ξj|
αj−1
2 . (5.5)
By (5.4), (5.5) and q
1
2 ∗ lb(ξj) =
∏d
j=1 | · |
αj−1
2 ∗ lb(·)(ξj), we can prove that
(q
1
2 ∗ lˆb(ξ))
2 ≤ Cq(ξ) + C
d∏
j=2
|ξj|
αj−1. (5.6)
Furthermore, by (5.3), (5.6) and Cauchy-Schwartz inequality, we have
Eun2θ,b(t, x)
≤ (EunC(t, x))
1
2
(
E exp
{
C
∫
Rd+1
∣∣∣∣
n∑
j=1
∫ t
0
ei(sη+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)
d∏
j=2
|ξj|
αj−1dξ
}) 1
2
.
So, by the above and Theorem 3.1, we can obtain (5.2).
Second, we claim that there exist the constants C, ν > 0 such that for all b > 1, it holds
that
E
∣∣∣Vˆ (x)− Vˆb(y)
∣∣∣2 ≤ Cb−2ν . (5.7)
Indeed, notice that the left side of (5.7) equals
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B(s)−B(r))(q
1
2 (ξ)− lˆb ∗ q
1
2 (ξ))2dsdrdξ. (5.8)
Let Qb(ξ) := q
1
2 (ξ)− lˆb ∗ q
1
2 (ξ), by the inequality (|a|+ |b|)2 ≤ 2(|a|2 + |b|2), we have
Q2b(ξ) ≤ 2
(
|ξ1|
α1−1
2 − | · |
α1−1
2 ∗ lˆb(·)(ξ1)
)2 d∏
j=2
|ξj|
αj−1
+ 2
(
| · |
α1−1
2 ∗ lˆb(·)(ξ1)
)2( d∏
j=2
|ξj|
αj−1
2 −
d∏
j=2
| · |
αj−1
2 ∗ lˆb(·)(ξj)
)2
:= h1(ξ) + h2(ξ). (5.9)
One hand, by the inequality ||x|+ |y||a ≤ |x|a + |y|a (a ∈ (0, 1)) and (2.9), we have
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B(s)−B(r))h1(ξ)dsdrdξ ≤ Cb−(α1−1). (5.10)
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On the other hand, by (5.4) and F| · |
a−1
2 (x) = C|x|−
a+1
2 (a ∈ (0, 1), C > 0, x ∈ R), we have
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B(s)−B(r))h2(ξ)dsdrdξ
≤ C
∫
R
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ1(B1(s)−B1(r))(|ξ1|α1−1 + 1)
· E(γ2 − γ2F l2,b) ∗ (γ2 − γ2F l2,b)(Bˆ(s)− Bˆ(r))dsdrdξ1, (5.11)
where γ2(x2, · · · , xd) :=
∏d
j=2 |xj|
−αj+1
2 , l2,b(x2, · · · , xd) :=
∏d
j=2 lb(xj) and Bˆ := (B
2, · · · , Bd).
By using the inequality 1−
∏d
j=1 aj ≤
∑d
j=1(1−aj) ((a1, · · · , ad) ∈ (0, 1)
d), and take ε ∈ (0, 1)
satisfying 2ε < min2≤j≤d αj , then for all (x2, · · · , xd) ∈ Rd−1,
1− F l2,b(x2, · · · , xd) ≤
d∑
j=2
(
1−
(
1−
|xj |
b
)
1|xj |≤b
)
≤
d∑
j=2
(
|xj |
b
1|xj |≤b +
|xj |ε
bε
1|xj |≥b
)
≤
1
bε
d∑
j=2
|xj |
ε.
Hence, we obtain the estimation
(γ2 − γ2F l2,b) ∗ (γ2 − γ2F l2,b)(x2, · · · , xd)
≤
1
b2ε
d∑
j,k=2
∫
Rd−1
d∏
l=2,l 6=j
|xl − yl|
−αl+1
2 |xj − yj|
−αj−2ε+1
2
d∏
l=2,l 6=k
|yl|
−αl+1
2 |yk|
−αk−2ε+1
2 dy. (5.12)
By (5.11), (5.12) and (2.9), we find that there exists some C > 0 such that
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B(s)−B(r))h2(ξ)dsdrdξ
≤
C
b2ε
d∑
j,k=2
∫
Rd
∫ t
0
∫ t
0
γ0(s− r)Ee
iξ·(B(s)−B(r))(|ξ1|α1−1 + 1)
·
d∏
l=2,l 6=j,l 6=k
|ξl|
−(αl−1)|ξj|
αj−2ε−1
2 |ξk|
αk−2ε−1
2 dsdrdξ
≤ Cb−2ε. (5.13)
To sum up (5.8)-(5.10) and (5.13), there exists some ν > 0 such that for all b > 1,
E
∣∣∣Vˆ (x)− Vˆb(y)
∣∣∣2 ≤ C(b−(α1−1) + b−2ε) ≤ Cb−2ν .
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At last, by (5.1), (5.2) and (5.7), we observe that when the integer n is enough large,
E |uθ(t, x)− uθ,b(t, x)|
n
≤ 2n−1((2n− 1)!!)
1
2
{
(Eun2θ(t, x))
1
2 + (Eun2θ,b(t, x))
1
2
}
Cnb−nν
≤ exp{Cn
4−α
2−α }b−νn,
where is also due to ((2n− 1)!!)
1
2 = o(exp{n
4−α
2−α}).
The following theorem is our main result in the section, which is slightly sharper than
the lower bound of spatial asymptotics.
Theorem 5.1. When the initial value u0(x) ≡ 1, assume that condition (H-1) and condition
(H-2) hold, then for all t > 0, k ∈ [0, 1) and θ 6= 0, it holds that
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
uθ(t, x) ≥ 2
− 4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α . (5.14)
Proof. Let k′ ∈ (k, 1) and {m} be the sequence of positive integers, and by the fact that
lim
m→∞
(logm)
2
4−α
(log(m+1))
2
4−α
= 1, we can obtain that
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
uθ(t, x)
≥ lim inf
R→∞
1
(logR)
2
4−α
log max
k′(R−1)≤|x|≤R
uθ(t, x)
≥ lim inf
m→∞
1
(logm)
2
4−α
log max
k′m≤|x|≤m
uθ(t, x).
Hence, we only need to show that for all k ∈ (0, 1), the following inequality holds
lim inf
m→∞
1
(logm)
2
4−α
log max
km≤|x|≤m
uθ(t, x) ≥ 2
− 4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α .
In Proposition 5.1, for allm,M > 1, take n(m) := ⌊(logm)
2−α
4−α ⌋ and b(m) = exp{M(n(m))
2
2−α }
instead of n and b, respectively. Then, for all fixed µ > 0, there exist enough large m0 and
M such that for all m > m0,
E
∣∣uθ(t, x)− uθ,b(m)(t, x)∣∣n(m) ≤ exp{C(n(m)) 4−α2−α } exp{−νM(n(m)) 4−α2−α }
≤ exp{−µ(n(m))
4−α
2−α }. (5.15)
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Furthermore, let dynamic mesh Nm := 5d
1
2 exp{M(logm)
2
4−α}Zd∩{x ∈ Rd; km ≤ |x| ≤ m}.
Recall that |Nm| represents the number of elements of the set Nm, and for all δ > 0, there
always exists an enough large m0 such that for all m > m0,
md−δ ≤ |Nm| ≤ md. (5.16)
Before transform the lower bound of spatial asymtptoics, we first need to prove the fact:
there exists some M > 0 such that
lim sup
m→∞
1
(logm)
2
4−α
log max
z∈Nm
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ < 0 a.s.. (5.17)
Indeed, for all δ > 0, we have
P
(
log max
z∈Nm
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ ≥ −δ(logm) 24−α
)
≤ |Nm|P
(
log
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ ≥ −δ(logm) 24−α
)
. (5.18)
When m is enough large, by Chebyshev inequliaty and (5.15), we have
P
(
log
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ ≥ −δ(logm) 24−α
)
≤ exp{δn(m)(logm)
2
4−α}E|uθ(t, z)− uθ,b(m)(t, z)|
n(m)
≤ m−(
µ
2
−δ),
where take µ = 2(d+2+ δ), and by (5.16) and (5.18), we find that there exists some enough
large M such that
P
(
log max
z∈Nm
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ ≥ δ(logm) 24−α
)
≤ R−2.
By the above and using Borel-Cantelli lemma, we can obtain (5.17).
Next step, based on (5.17), we claim that for the sequence consisted of positive integers
{m}, if
lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ,b(m)(t, z) ≥ 0 a.s., (5.19)
then
lim inf
m→∞
1
(logm)
2
4−α
log max
m
2
≤|z|≤m
uθ(t, z)
≥ lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ,b(m)(t, z) a.s.. (5.20)
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In fact, one hand, notice that
lim inf
m→∞
1
(logm)
2
4−α
log max
m
2
≤|z|≤m
uθ(t, z)
≥ lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ(t, z) a.s..
On the other hand, by the inequality log(|a|+ |b|) ≤ log 2 + log |a| ∨ log |b|, we have
lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ,b(m)(t, z)
≤ lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ(t, z)
∨
lim sup
m→∞
1
(logm)
2
4−α
log max
z∈Nm
∣∣uθ(t, z)− uθ,b(m)(t, z)∣∣ a.s..
To sum up the above two computations, and by (5.17) and (5.19), we can prove (5.20).
In view of the above relation in (5.20), to complete the proof of Theorem 5.1, we only
need to prove that for all |θ|, t > 0, it holds that
lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ,b(m)(t, z)
≥ 2−
4
4−α |θ|
4
4−α tE
2−α
4−α (2− α)−
2−α
4−α (4− α)d
2
4−α a.s.. (5.21)
Indeed, for all integers m and p, let N(m) := p⌊(logm)
2−α
4−α ⌋ and it satisfies
p
− 4−α
2(2−α) (N(m))
4−α
2(2−α) ≤ (logm)
1
2 ≤
(
p−1(N(m)) + 1
) 4−α
2(2−α) . (5.22)
We point that EB is the expectation with respect to the family of independent Brownian
motion {Bj}j≥1, and EW is the expectation about Wb(m), where the {Bj}j≥1 is independent
with Wb(m). To simplify the notations, let
ξm(t, z) := |θ|
N(m)∑
j=1
∫ t
0
W˙b(t− s, B
z
j (s))ds,
Sm(t) := |θ|
(N(m)∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γb(m)(Bj(s)− Bk(r))dsdr
)1
2
,
Zm := exp
{
ψ(logm)
1
2Sm
}
,
where let δ > 0 be any fixed and sufficiently closed to 0 and the constant ψ := (2d− 4δ)
1
2 .
It is readily found that Sm(t) is standard deviation of ξm(t, z). Next, by Fubini theorem,
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observe that
log max
z∈Nm
uθ,b(m)(t, z) ≥
1
N(m)
log max
z∈Nm
u
N(m)
θ,b(m)(t, z)
≥
1
N(m)
log
[
|Nm|
−1 ∑
z∈Nm
u
N(m)
θ,b(m)(t, z)
]
≥ −
1
N(m)
log |Nm|+
1
N(m)
logEB exp
{
max
z∈Nm
ξm(t, z)
}
. (5.23)
In (5.23), observe that
EB exp
{
max
z∈Nm
ξm
}
≥ EB
[
exp
{
max
z∈Nm
ξm
}
1
max
z∈Nm
ξm≥ψ(logm)
1
2 Sm
]
≥ E [Zm] (1− ηm) , (5.24)
where
ηm := (E [Zm])
−1
EB
[
Zm1 max
z∈Nm
ξm≤ψ(logm)
1
2 Sm
]
.
Moreover, we will prove that the error term ηm in (5.24) is negligible, that is,
lim
m→∞
ηm = 0 a.s.. (5.25)
In fact, for all ε > 0, by Chebyshev inequality, we have
P(ηm ≥ ε) ≤ ε
−1(E [Zm])−1EB ⊗ EW
[
Zm1 max
z∈Nm
ξm≤ψ(logm)
1
2 Sm
]
= ε−1(E [Zm])−1EB
[
ZmPW
(
max
z∈Nm
ξm ≤ ψ(logm)
1
2Sm
)]
.
Besides, let the stopping time τmj := inf{s ≥ 0; |Bj(s)| ≥ d
1
2 exp{M(logm)
2
4−α}}, then
P(ηm ≥ ε) ≤ ε
−1(E [Zm])−1EB
[
PW
(
max
z∈Nm
ξm ≤ ψ(logm)
1
2Sm
)
Zm
N(m)∏
j=1
1τj≥t
]
+ ε−1(E [Zm])−1E
[
Zm
(
1−
N(m)∏
j=1
1τj≥t
)]
:= Iˆ1 + Iˆ2. (5.26)
For the first term Iˆ1, conditioning on the family of Brownian motion {Bj}j≥1, {ξm(t, z); z ∈
Nm} is a family of centered independent and identically distributed Gaussian process, which
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all have (conditional) standard deviation Sm(t). To explain the independence and identical
distribution, we only need to check their covariances
E[ξm(t, z)ξm(t, z
′)] = θ2
N(m)∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γb(m)(Bj(s)− Bk(r) + z − z
′)dsdr.
(a) When z = z′, it holds that E[ξm(t, z)]2 = Sm(t).
(b) When z 6= z′, one hand, recall that the γb(m) is supported inBd(0, 2d
1
2 exp{M(logm)
2
4−α }).
On the other hand, observe that for all 1 ≤ j ≤ N(m), |Bj| ≤ d
1
2 exp{M(logm)
2
4−α } in Iˆ1,
and |z − z′| ≥ 5d
1
2 exp{M(logm)
2
4−α }. Hence, E[ξm(t, z)ξm(t, z
′)] = 0.
Furthermore, let U be a standard normal random variable. When m is enough large,
by the estimation of Gaussian tail probability, the inequality 1 − x ≤ e−x (x ∈ [0, 1]) and
(5.16), we have
PW
(
max
z∈Nm
ξm ≤ ψ(logm)
1
2Sm
)
=
(
1− P
(
U ≥ ψ(logm)
1
2
))|Nm|
≤ (1− exp {−(d− 2δ) logm})|Nm| ≤ exp{−mδ},
where recall that ψ = (2d− 4δ)
1
2 . Hence,
Iˆ1 ≤ ε
−1 exp{−mδ}. (5.27)
For the second term Iˆ2, notice that E [Zm] ≥ 1, and by Cauchy-Schwartz inequality, we
have
Iˆ2 ≤ ε
−1(E [Zm])−1N(m)E [Zm1τ1<t]
≤ ε−1N(m)
(
E exp{2ψ(logm)
1
2Sm}
) 1
2
(P(τ1 < t))
1
2 . (5.28)
One hand, recall that N(m) = p⌊(logm)
2−α
4−α ⌋, and by the inequality 2ab ≤ a2+ b2 and (5.2),
we find that there exists some C > 0 such that for all enough large m,
(
E exp{2ψ(logm)
1
2Sm}
) 1
2
≤ exp{
1
2
ψ2 logm}
(
E exp{S2m}
) 1
2
≤ exp
{
Cp
4−α
2−α logm
}
. (5.29)
On the other hand, by Gaussian reflection principle and the estimation of Gaussian tail
probability, we have
(P(τ1 < t))
1
2 =
(
P(max
s∈[0,t]
|B(s)| ≥ d
1
2 exp{M(logm)
2
4−α})
) 1
2
≤ exp
{
−C exp{2M(logm)
2
4−α }
}
. (5.30)
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By (5.28)-(5.30), we have
Iˆ2 ≤ ε
−1m−2. (5.31)
Based on (5.26), (5.27) and (5.31), we find that when m is enough large,
P(ηm ≥ ε) ≤ ε
−1 exp{−mδ}+ ε−1m−2.
At last, by using Borel-Cantelli lemma, we can complete the proof of (5.25).
By (5.16) and (5.23)-(5.25), we have
lim inf
m→∞
1
(logm)
2
4−α
log max
z∈Nm
uθ,b(m)(t, z)
≥ lim inf
p→∞
{
lim inf
m→∞
−
1
p logm
log |Nm|+ lim inf
m→∞
1
p logm
log (1− ηm)
+ lim inf
m→∞
1
(logm)
2
4−αN(m)
logE [Zm]
}
≥ lim inf
p→∞
lim inf
m→∞
1
(logm)
2
4−αN(m)
logE [Zm] .
Hence, to complete the proof of (5.21), we only need to prove that for all |θ|, t > 0, it
holds that
lim inf
ψ↑(2d) 12
lim inf
p→∞
lim inf
m→∞
1
(logm)
2
4−αN(m)
logE [Zm]
≥ 2−
4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α . (5.32)
Indeed, by Bochner representation, we find that for all ε > 0, it holds that
Jl := E exp
{
|θ|ψ(logm)
1
2
(N(m)∑
j,k=1
∫ t
0
∫ t
0
γ0(s− r)γb(m)(Bj(s)−Bk(r))dsdr
)1
2
}
≥ E exp
{
|θ|ψ(logm)
1
2
(∫
|ξ1|,··· ,|ξd|≥ε
∫
R
∣∣∣∣
N(m)∑
j=1
∫ t
0
ei(sη+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)(lˆb(m) ∗ q
1
2 (ξ))2dξ
) 1
2
}
.
For the function lˆb ∗ q
1
2 (ξ), by triangle inequality, we can prove that lb ∗ | · |
αj−1
2 (ξ) satisfies
the asymptotical homogeneity, more specifically, for all ε > 0 and 1 ≤ j ≤ d,
lim inf
b→∞
inf
|ξj |≥ε
∫
R
|ξj − y|
αj−1
2 lb(y)dy
|ξj|
αj−1
2
≥ 1.
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To simplify it, for all Borel set A ⊆ Rd, let
I(A) :=
(∫
A
∫
R
∣∣∣∣
N(m)∑
j=1
∫ t
0
ei(sη+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)µ(dξ)
)1
2
.
Let p¯ > 1, and by (5.33), triangle inequality and reverse Ho¨lder inequality, we find that for
all b1 ∈ (0, 1), there exists an enough large m such that
Jl ≥ E
[
exp
{
|θ|ψ(logm)
1
2 b1I(R
d)− |θ|ψ(logm)
1
2
d∑
j=1
I({ξ ∈ Rd; |ξj| < ε})
}]
≥
(
E exp
{
|θ|ψb1
p¯
(logm)
1
2 I(Rd)
})p¯ d∏
j=1
(
E exp
{
|θ|dψ
p¯− 1
(logm)
1
2 I({ξ ∈ Rd; |ξj| < ε})
}) 1−p¯
d
.
(5.33)
For all 1 ≤ j ≤ d, let γεj (x) :=
∫
|ξj |<ε e
iξjx|ξj|αj−1dξj and qj(ξ) :=
∏d
k=1,k 6=j |ξk|
αk−1, then
γεj (x) ≤ γ
ε
j (0). So, according to (5.22), there exists C > (γ
ε
j (0))
1
2
|θ|d
p¯−1ψ2
4−α
2(2−α) such that
lim inf
m→∞
1− p¯
(logm)
2
4−αN(m)
logE exp
{
|θ|d
p¯− 1
ψ(logm)
1
2 I({ξ ∈ Rd; |ξj| < ε})
}
≥ lim inf
λ→∞
lim inf
m→∞
(1− p¯)p
2
2−α
(N(m))
4−α
2−α
logE exp
{
Cλ
∫
Rd−1
∣∣∣∣
N(m)∑
j=1
∫ t
0
ei(sη+ξ·Bj(s))ds
∣∣∣∣
2
µ0(dη)qj(ξ)dξ
}
+ lim inf
λ→∞
(1− p¯)p
2
2−α
λ
C
≥ lim inf
λ→∞
lim inf
m→∞
(1− p¯)p
2
2−α (N(m))
4−α+αj
2−α+αj
− 4−α
2−α |Cλ|
2
2−α t
4−α
2−αEt = 0, (5.34)
where we use the inequality 2ab ≤ λ−1a2+ λb2 (λ > 0) and Theorem 3.1. At last, by (5.33),
(5.34) and (5.22), we have
lim inf
ψ↑(2d) 12
lim inf
p→∞
lim inf
m→∞
1
(logm)
2
4−αN(m)
log Jl
≥ lim inf
p¯,b1→1
lim inf
ψ↑(2d) 12
lim inf
p→∞
lim inf
m→∞
p¯p
2
2−α
((N(m)) + 1)
2
2−α N(m)
logE exp
{
|θ|ψb1(N(m))
4−α
2(2−α)
p¯p
4−α
2(2−α)
I(Rd)
}
≥ 2−
4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α ,
where the last second step is due to Corollary 3.1.
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6. The proof of Theorem 1.1 and Theorem 1.2
The following Lemma 6.1 and Lemma 6.2 are applied to proving Theorem 1.1.
Lemma 6.1. Under condition (3.24), condition (H-1) and condition (H-2), and let
Ie(x) :=
∫
Rd
EB exp
{
− θ
∫ t
ρt
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy),
then for some ρ ∈ (0, 1] and all t > 0 and θ 6= 0, it holds that
lim sup
ρ→1
lim sup
R→∞
1
(logR)
2
4−α
log max
|x|≤R
Ie(x) ≤ 0. (6.1)
Proof. Let υ := 1 − ρ, and by −W
d
= W and the independence of increment of B.M., we
consider that for all ε > 0,
EB
[
exp
{
θ
∫ t
ρt
W˙ (t− s, Bx(s))ds
}
pε ∗ u0(B
x(t))
]
= EB
[
exp
{
θ
∫ υt
0
W˙ (υt− s, B(s+ ρt)−B(ρt) +B(ρt) + x)ds
}
pε ∗ u0(B(t)− B(ρt) +B(ρt) + x)
]
=
∫
Rd
uθ,ε(υt, x+ y)pρt(y)dy,
where the notation uθ,ε is from (2.6). Let ε → 0 in the above, and by the estimation of
Gaussian tail probability and Theorem 4.1, we find that when R is enough large, there exists
some C > 0 such that
max
|x|≤R
Ie(x) = max|x|≤R
(∫
|y|≤R
uθ(υt, x+ y)pρt(y)dy +
∞∑
k=2
∫
2k−1R≤|y|≤2kR
uθ(υt, x+ y)pρt(y)dy
)
≤ max
|x|≤2R
uθ(υt, x) +
∞∑
k=2
max
|x|≤(2k+1)R
uθ(υt, x) exp{−C2
2(k−1)R2}
≤ max
|x|≤2R
uθ(υt, x) + C exp{−CR
2}.
Furthermore, by Theorem 4.1, we have
lim sup
ρ→1
lim sup
R→∞
1
(logR)
2
4−α
log Ie(x)
≤ lim sup
ρ→1
lim sup
R→∞
1
(logR)
2
4−α
log max
|x|≤2R
uθ(υt, x)
∨
lim sup
R→∞
−CR2
(logR)
2
4−α
≤ lim sup
ρ→1
2−
4
4−α |θ|
4
4−α (1− ρ)t(E(1−ρ)t)
2−α
4−α (2− α)−
2−α
4−α (4− α)d
2
4−α = 0.
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Lemma 6.2. Under condition (H-1) and condition (H-2), for all ε, t > 0, k ∈ [0, 1) and
θ 6= 0, let τR1 := inf{s ≥ 0; |B(s)| ≥ R}, then
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
= lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB
[
exp
{
θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
1τR1 >t
]
. (6.2)
Proof. For all ε > 0, by Cauchy inequality and Theorem 4.1 (u0 ≡ 1), we have
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
≤ lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB
[
exp
{
θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
1τR1 >t
]
∨
lim sup
R→∞
1
(logR)
2
4−α
log
{
max
kR≤|x|≤R
EB exp
{
2θ
∫ t
0
W˙ (t− s, Bx(s))ds
}
P(τR1 ≤ t)
}
= lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB
[
exp
{
θ
∫ t
0
W˙ (t− s, Bx(s)ds
}
1τR1 >t
]
,
where the last step is because of Theorem 4.1 and the estimation of Gaussian tail probability.
The above reverse relation is obvious.
The proof of Theorem 1.1: The proof of the upper bound is included in Theorem 4.1.
We will show the lower bound. For all q > p > 1 satisfying 1
p
+ 1
q
= 1, by Feynman-Kac
formula based on Brownian bridge in (1.5) and reverse Ho¨lder inequality, we have
max
kR≤|x|≤R
∫
Rd
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
≥
(
max
kR≤|x|≤R
∫
Rd
EB
[
exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
])p
·
(
max
|x|≤R
∫
Rd
EB
[
exp
{
−
θq
p
∫ t
ρt
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
])− p
q
. (6.3)
Because of Lemma 6.1, we can take ρ sufficiently closed to 1 such that the second term is
ignorable. For the first term, let stopping time τR1 := inf{s ≥ 0; |B(s)| ≥ R} and υ := 1−ρ,
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then the following inequality holds
max
kR≤|x|≤R
∫
Rd
EB exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
= max
kR≤|x|≤R
lim
ε¯→0
EB
[
exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx(s))ds
}
pε¯ ∗ u0(B(t)− B(ρt) +B
x(ρt))
]
≥ max
kR≤|x|≤R
EB
[
exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx(s))ds
}
pυt ∗ u0(B
x(ρt))1τR1 >ρt
]
≥ max
kR≤|x|≤R
EB
[
exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx(s))ds
}
1τR1 >ρt
]
inf
|x|≤2R
pυt ∗ u0(x).
So, by the condition in case (I) and Lemma 6.2, we have
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
∫
Rd
EB exp
{
θ
p
∫ ρt
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
≥ lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB exp
{
θ
p
∫ ρt
0
W˙ (ρt− s, Bx(s))ds
}
.
Furthermore, by (6.3), Lemma 6.1 and {W˙ (t− s, ·)}s∈[0,ρt]
d
= {W˙ (ρt− s, ·)}s∈[0,ρt], we have
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
uθ(t, x)
≥ lim inf
p→1
lim inf
ρ→1
lim inf
R→∞
1
(logR)
2
4−α
log max
kR≤|x|≤R
EB exp
{
θ
p
∫ ρt
0
W˙ (ρt− s, Bx(s))ds
}
≥ 2−
4
4−α |θ|
4
4−α tE
2−α
4−α
t (2− α)
− 2−α
4−α (4− α)d
2
4−α ,
where the last inequality is due to Theorem 5.1.
The proof of Theorem 1.2: We first prove the result that for all k ≥ 1, it holds that
lim
R→∞
1
νk(R)
log max
R≤|x|≤kR
uθ(t, x) = −1. (6.4)
Indeed, for all q, p > 1 satisfying 1
p
+ 1
q
= 1, by Ho¨lder inequality and (1.5), we have
max
R≤|x|≤kR
∫
Rd
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
≤
(
max
R≤|x|≤kR
∫
Rd
EB exp
{
qθ
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
)1
q
·
(
max
R≤|x|≤kR
pt ∗ u0(x)
) 1
p
. (6.5)
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For the above, by using Theorem 4.1 and the condition in case (II), we know that the first
term is negligible when R tends to infinity. Recall that νk(R) = 0∨− log max
R≤|x|≤kR
pt ∗ u0(x),
and by (6.5), we obtain the upper bound
lim sup
R→∞
1
νk(R)
log max
R≤|x|≤kR
uθ(t, x)
≤ lim sup
p→1
lim sup
R→∞
1
pνk(R)
log max
R≤|x|≤kR
pt ∗ u0(x) ≤ −1.
The proof of the lower bound is similar. For all q, p > 1 satisfying 1
p
+ 1
q
= 1, by reverse
Ho¨lder inequality, the fact that −W
d
=W and Theorem 4.1, we have
lim inf
R→∞
1
νk(R)
log max
R≤|x|≤kR
uθ(t, x)
≥ lim inf
p→1
lim inf
R→∞
−
p
qνk(R)
log max
R≤|x|≤kR
∫
Rd
EB exp
{
−
θq
p
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
· pt(y − x)u0(dy) + lim inf
p→1
lim inf
R→∞
p
νk(R)
log max
R≤|x|≤kR
pt ∗ u0(x)
≥ −1.
For the second result, that is (1.11), by (6.4), we find that for all small ε > 0 and R > 1,
there exists some enough large k0 such that
max
|x|≥R
log uθ(t, x) = max
R≤|x|≤2k0R
log uθ(t, x)
∨
sup
k≥k0
max
2kR≤|x|≤2k+1R
log uθ(t, x)
≤ max
R≤|x|≤2k0R
log uθ(t, x)
∨
(−1 + ε)ν2(2
k0R). (6.6)
Furthermore, recall that ν(R) = 0 ∨ − log max
|x|≥R
pt ∗ u0(x), and by (6.4) and the facts that
ν2k0 (R) ≥ ν(R) and ν2(2
k0R) ≥ ν(R), we have
lim sup
R→∞
1
ν(R)
log max
|x|≥R
uθ(t, x)
≤ lim sup
R→∞
−
ν2k0 (R)
ν(R)
∨
lim sup
R→∞
(−1 + ε)
ν2(2
k0R)
ν(R)
≤ −1 + ε.
Let ε→ 0 in the above, then we can prove the upper bound in (1.11).
On the other hand, for all small ε > 0 and q, p > 1 satisfying 1
p
+ 1
q
= 1, by reverse
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Ho¨lder inequality and (6.6), we find that when R is enough large,
max
|x|≥R
∫
Rd
EB exp
{
θ
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
≥
(
max
|x|≥R
∫
Rd
EB exp
{
−
θq
p
∫ t
0
W˙ (t− s, Bx,y0,t (s))ds
}
pt(y − x)u0(dy)
)− p
q
·
(
max
|x|≥R
pt ∗ u0(x)
)p
≥
(
max
R≤|x|≤2k0R
log u qθ
p
(t, x)
)− p
q
(
max
|x|≥R
pt ∗ u0(x)
)p
(6.7)
Due to Theorem (4.1) and (6.4), the first term in right side of (6.7) is ignorable. So,
lim inf
R→∞
1
ν(R)
log max
|x|≥R
uθ(t, x) ≥ lim inf
p→1
lim inf
R→∞
p
max
|x|≥R
pt ∗ u0(x)
ν(R)
≥ −1.
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