In this paper we propose a dynamic model for evaluating of time risk in stochastic network, where the activity durations are exponentionaly distributed random variable and independent. We would like to present a new definition of general risk index for project in each time and connect it to the notation of its activity criticalities. We model such networks as finite-state, absorbing, and continuous Marko chain with upper triangular generator matrices. The state space is related to the network structure. The criticality index for each activity will be computed and then we put forward a fuzzy way of measuring the criticality to computing project states criticality. Then by using the probability of absorption in each state severity of criticality will be computed dynamically. The criticality measure obtained may serve as a measure of risk or of the supervision effort needed by senior management. It also by ranking the states before project initiating is able to forecast the critical states in order and help to the project management to developing a proper guideline for resource planning and allocation.
1-introduction
Although project risk management has been investigated by many researchers, one cannot find many models regarding dynamic project risk management in the literature. Several research employed concept of dynamic PERT to compute project completion time. Charnes et al. [1] developed a chance-constrained programming, where the activity durations are assumed to be exponential. For polynomial activity durations, Martin [2] provided a systematic way of analyzing the problem through series-parallel reductions. Schmit and Grossmann [3] developed a new technique for computing the exact overall duration of a project, when activity durations use a probability density function, which combines piecewise polynomial segments and Dirac delta functions, defined over a finite interval. Fatemi Ghomi and Hashemin [4] generalized the Gaussian quadrature formula to compute F (T) or the distribution of the total duration, T. Fatemi Ghomi and Rabbani [5] presented a structural mechanism, which changes the structure of a network to a series parallel network, in order to estimate F(T).Kulkarni and Adlakha [6] developed a continuous-time Markov process approach to PERT problems, with exponentially distributed activity durations. Elmaghraby [7] provided lower bounds for the true expected project completion time. Azaron and modarres [8] developed an analytical method to compute the project completion time in dynamic PERT networks with generating projects.Azaron et al [9] developed a method for approximating the distribution function of the longest path length in the network of queues by constructing a proper continuous-time Markov chain. Fulkerson [10] , Robillard [11] and Perry and Creig [12] have done similar work. Other research also investigated concept of criticality and risk in each activity or path and completion time in project network by using fuzzy and crisp duration time. Zielin´ski [13] , Slyeptsov and Tyshchuk [14, 15] , Dubois et al. [16] , Chanas et al. [17] , Chanas and Zielin´ski [18] [19] [20] , Kuchta [21] , and others [22] [23] [24] , employed the concept of fuzziness [25, 26] to these cases, and developed analysis approaches. Most of these approaches are based on the CPM with formulas for the forward and the backward recursions, in which the deterministic activity times are replaced with the fuzzy activity times.Fatemi and Teimouri [27] presented a exact formula to compute the path critical index and activity critical index for the PERT network by assuming that each activity duration time is a discrete random variable. Bowman [28] described an algorithm for estimating arc and path criticalities in stochastic activity network by combining Mont Carlo simulation with exact analysis conditioned on node release times. Other researchers also done similar cases, but investigating the criticality of a set of activities that are simultaneous progress in project network do not much.
However in this paper we describe a method by combining the concept of continuous-time Markov process approach to PERT problems that are explained by Kulkarni and Adlakha [6] and the approach was proposed by Bowman [28] for estimating arc criticality to obtaining the risk index for a set of activity that are progress in project network. The risk index would help the decision maker to forecast and decide which time project and activity have to be supervised more closely and which time less.
The present paper is organized as follows. In section 2 a full description of transforming PERT network into continuous-time Markov chain from [6] and [8] is outlined. Section 3 deals with the computing risk index for activities and each state by using fuzzy concept and [28] .proposed method for dynamic risk estimation in this section is introduced. Numerical example in section 4 is presented and finally we draw the conclusion of the paper in section 5.
Transforming PERT network into continuous-time Markov chain
In this section , we review the method of Kulkarni and Adlakha [6] 
, then an (s, t) cut is defined as: 
and are calculated as follows:
Is a finite-state absorbing continuous-time Markov process and Chapman-Kolmogorov forward equations can be applied to compute the distribution function of the absorption to each state of Markov chain by starting from state 1 in the stochastic network. Applying the forward algorithm, define:
(2) Using the forward algorithm, the system of differential equations for the vector
is given by:
(  By using the Laplace transform we can solve the system of differential equations for the vector
 .
Arcs and states criticality (risk) estimation
The criticality of each activity is defined the probability that each activity is on the critical path of the network. In this section first we present the method of Bowman [28] to obtain the arcs criticality in project network. In this method the arcs criticality are computed by using following theorem and conditioning on the node release times (the time at which all arcs coming into a node have been completed and all arcs emanating from the node can begin).
The theorem refers to Figure 1 . Figure 1 focuses the view of a network on a single node (Node *). Similarly, Theorem focuses on a single node at a time, thus providing a basis for arc criticality estimation for the entire network. The following notation is used in addition to that which has already been introduced.   i C a = criticality of activity i (the probability that the activity i is on the critical path of the network).
,..., ,..., * (6) Figure 1 Now by using theorem1 we can compute the criticality index of each state of Markov chain as follows: Definition 5. the criticality index of each state is the criticality of the set of active activities in each state. 
Now by the centroid defuzzy method we can obtain the criticality (risk) index of each state as follow:
Now we are ready to introduce dynamic risk estimation for each state. Let us define: (13) we are able to forecast and estimate the severity of project risk in every time of project implementation.
Numerical example
To illustrate the proposed method we investigate the example that it was studied by Elmaghrabi [29] to compute project completion time.
In figure 3 assume all arc lengths are exponentially distributed and C1,C2 and C3 are uniformly direct cuts. Where: C1= {1, 2}, C2= {2, 3, 4} and C3= {4, 5} Note that we did not include cutset {1, 3, 5} since it is not a UDC: arcs (1, 2) and (3, 4) are directed from W intoW , but arc (2, 3) is directed from W intoW . When the project is initiated cutset C1 would come into play, and activities 1 and 2 are both active. Change in the state of the project can come about in one of two shapes: either (i) activity 1 completes before activity 2, in which case cutset C2 comes into play, or (ii) activity 2 completes, in which case it remains dormant until activity 1 completes, at which time the cutset changes to C2 with activities 3 and 4 active and activity 2 remaining dormant. Denote an active activity by the letter 'a' and a dormant activity by the letter 'd'. Then we may represent the possible states thus far discussed as follows:
According to similar process other states will be obtained and S is presented as follow:
Is defined as follow:
The state space of the continuous-time Markov process is presented in figure 4 and table 1. 
Q
The differential equations corresponding to the rate matrix Q from (3) are: 
is the probability of absorption at time t in state i when starting in state 1.to solve this system differential equation by using Laplace transform we will have: Now we estimate the activities criticality by using theorem 1. 
1,7 (t) P
For simplify let us assume 0   .now by using (7), (8) and (9) 
Now the severity of risk for each state will be calculated from (13) .in the remaining paper 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 Table 3 . Treat of the amount of SR for each state is shown in the following figures at times T= 0.1, T=5, T=10 and T=15. 
Conclusion
In this paper an analytical method is developed to evaluating severity of the risk in PERT network, where the activity durations are exponentionaly distributed random variable and independent. In the proposed method, the PERT network was transformed into continuoustime Markov process. Then we presented a method for computing the risk index for each state of Markov process based on fuzzy theory and by using absorption probability in each state the severity of risk for each state was computed. It connects a new concept of project
