Abstract-Diseases susceptibility plays an important role in genome-wide association study (GWAS). There are complex relationships between genotypes and environment factors in diseases. Due to the nonlinear relationship, the identification methods are met a challenge to detect gene-gene interaction or gene-environment interactions. In this study, EntropyBased Multifactor Dimensionality Reduction (EMDR) was used for identification of the single nucleotide polymorphisms (SNPs) interaction effects. MDR method is able to identify the interaction by trying n-locus interaction brute force. The proposed method uses K-way entropy based information gain as the filter for preprocessing, and then picks the suggested percentage of n-locus SNP combinations. Entropy-based interaction was compared with the searching way of MDR based on the ranking of interaction gain value. The Gametes simulation datasets were used to test the top percentage chosen for MDR, and the real kidney data was used to proof the ability of EMDR.  Index Terms-entropy-based interaction gain, SNP-SNP interaction, multifactor dimensionality reduction, Gametes
I. INTRODUCTION
Due to the huge amount of data produced from the Next Generation Sequencing Technologies (NGSTs), the Genome Wide Association Study (GWAS) becomes an important role in bioinformatics. In fact, an individual factor may not be the cause of a disease, but may lead to a high risk of disease susceptibility. To determine an individual is in the risk group (case) or in the low risk group (control) depends on the interactions between genetic and environment factors. Single Nucleotide Polymorphisms (SNPs), the common genetic variants between different human beings, have become the main elements to determine the particular disease susceptibility. According to the features of SNPs, GWAS is widely applied on the identification of gene-gene interaction or gene-environment interactions to determine the disease susceptibility [1] , [2] .
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An efficiency method to identify the specific interactions from a huge amount of SNP or environment factors is become the hot topic in GWAS. Most of the traditional statistical methods can only detect a SNP factor in linear relationship between genetic marker with disease [3] , [4] . However, the relationship between SNP and environment interactions is nonlinear in a complex disease. Even a SNP has been identified to have small effect on the heritability of complex disease; the combination of several SNPs could be highly associated with the disease susceptibility. The high-dimension of SNP data remains the other challenge in the analyzing methods due to lack of computation effectiveness in traditional linear parametric methods.
To overcome the challenges of identification in SNP and environment factors interactions, many algorithms were proposed to conquer the problems, e.g., Genetic Algorithm (GA) [5] , logic regression [6] - [8] , Polymorphism Interaction Analysis (PIA) [9] and Multifactor Dimensionality Reduction (MDR) [10] . Here, the main structure of the proposed method is based on MDR algorithm. MDR classifies the high-dimension data into high risk group or low risk group by reorganizing the amount of SNP-SNP characterization in a "Cell", the base unit of MDR. The cell can be declared as the high risk group through the threshold of the cell. In this study, the process of MDR method was maintained, but the selection step of the variables number was discarded. The entropy-based MDR uses the interaction gain [11] as a preprocess of MDR. EMDR leaves a number of SNP combinations that doesn't pass the threshold of gain limit. In this way, we can save the computational time through dislodging the SNP combinations with low gain value.
In this study, two 2-order GAMETES [12] model and two 3-order GAMETES models were selected for testing the cut line, and each Gametes model has 2 sets of SNP number (50SNP, 100SNP), 3 sets of case-control number (Case: Control = 200: 200, Case: Control = 500: 500, Case: Control = 1000: 1000), and each combine setting has 100 experiments. In total, there are 4 × 2 × 3 × 100 = 1200 simulation data for testing the gain list cut line.
II. METHODS

A. Multifactor Dimensionality Reduction
The results of this study were obtained by the MDR method with cross-validation. Before the MDR processing, the number of polymorphisms was decided, and then started the MDR processing. In the first step, the data was divided into 9/10 training dataset and 1/10 test dataset (for a 10 fold cross-validation); the data should be random shuffle the order of samples in the whole data by a random seed. The random shuffle process is able to avoid the case or control samples concentrated to a certain subset or area. Even though the data is ceoncentrated to a certain subset after the random shuffle process, the data division can be reorganized through several times of cross-validation by using different seed to random shuffle the sample order in dataset. Hence, the final results turn to avoid the particular situation. In the second step, the number of a polymorphisms set was selected from the beginning. In the third step, the number of different class (case and control) in a polymorphisms set with different genotype was calculated. Then, the ratio of case number to control number in whole data was used as the threshold. If the ratio of the cell is higher than the threshold, then the cell is described as the high risk group. For example, assume the MDR cell is 2 polymorphisms and there are 3 avalible genotypes in each polymorphism. Then, the MDR cell has 9 sub cells in it as shownin Fig. 1 . Each sub cell was calculated to obtain a ratio of case to control. Then, based on the ratio value, the sub cell could be discribed as high risk group if the ratio is met or exceed the threshold. In MDR, the error rate is the evaluation value of the SNP-SNP interaciton. The error rate is according to the contingency table that is divided into 4 groups. The sample in case group and with the high risk cell is labeled as True Positive group (TP). The sample in control group and with the high risk cell is labeled as False Positive group (FP). The sample in control group and with the low risk cell is labeled as True Negative group (TN). The sample in case group and with the low risk cell is labeled as False Negative group (FN).
The error rate is calculated to determine the prediction ability of a filter. Therefore, the error rate would be a ratio of false predition amount to all sample amount. The accuracy of training data sets and test data sets is calculated as the Eq. (1) by the contingency table of SNP problem in Table I . 
B. Entropy-Based Interaction Gain
1) Definitions
The entropy is the value measuring the uncertainty associated with a random variable or a random system. The entropy H(X) of a discrete random variable X is defined as equation (2):
The disease 
2) Interaction gain
In the literature, genetic markers and environmental factors are treated as attributes. Using the entropy definition (1), we can define the entropy H(A) of marker A in the general population and the conditional entropy H(A|D) in the affected population as equation (4) and (5).
3) Two way interaction gain
The mutual information measures the interaction between two markers. In the general population, the mutual information of markers A and B, I(A, B), is defined as
In the affected population, the mutual information of markers A and B is defined as
The information gain of markers A and B in the presence of a disease can be defined as the difference between the mutual information in the affected population and that in the general population [13] .
4) Three way interaction gain
In the general population, we denote the joint genotype probabilities for markers A, B and C by P ije = P(G A = i, G B = j, G C = e). In the affected population, we denote the joint conditional genotype probabilities by 
Denote P ije = Σ 
The interaction information gain A, B and C would be denoted as 
C. Entropy-based MDR
The entropy-based MDR uses gain value of interaction information as the suggestion. The suggestion is a ranking list in order. The SNP sets with a higher gain value would be put at the front of the list. The ranking list is similar as a pool that is feeded with the polymorphisms sets into the MDR process in order. In the way, we can reduce the redundancy SNP sets to join the MDR process for saving the computational time meaningfully. The psudocode is show as Table II.   TABLE II . EMDR PSEUDO CODE
1.
Interaction gain phase: 2.
For S = 1 to the last SNPs combination.
3.
Calculating the interaction gain value by n way interaction gain.
4.
End S
5.
End interaction gain phase 6.
MDR phase: 7.
Divide data into 10 subsets randomly.
8.
For D = 1 to 10 subsets 9.
Training data: 10.
For S = 1 to the cutline of interaction gain
11.
For C = 1 to all combination of genotypes 12.
Determine the high/low risk groups in C MDR sub-cell.
13.
End C 14.
Compute the error rate of S SNP combination.
15.
End S 16.
Choose the best combination with the least error rate.
17.
End training data 18.
Test data: 19.
Compute the best combination in the test data.
20.
End test data 21.
Collect the best combination into consistency set.
22.
End D 23.
Compute cross-validation consistency from consistency set. 24.
Choose the best combination with the least error rate in test data. 25. End MDR phase
III. RESULTS AND DISCUSSION
A. Results
1) GAMETES datasets
GAMETES is a tool for generating 2-locus, 3-locus models with random architectures. GAMETES is focused on generating the lower heritability models that typically used in simulation studies. In the case, the extremely strict models can be tried to evaluate the identification algorithms for SNP interaction. There are two 2-locus GAMETES models and two 3-locus GAMETES models were used in this study.
Two of the 2-locus models are the models with marginal effects. Junghyun Namkung et al. developed Models 1 (Table III) and 2 (Table IV) [14] by varying the strength of genetic effects while fixing the interaction structure, the minor allele frequency (MAF) and prevalence. Two of the 3-locus models are called XOR model [15] ( Table V) and ZZ model [16] , [17] (Table VI) , respectively. XOR model is a nonlinear epistasis model, and the high risk of disease is dependent on inheriting a heterozygous genotype from one locus or a heterozygous genotype from another locus, but not all loci. In ZZ model, the high risk of disease is dependent upon inheriting exactly two high risk alleles from two loci. The simulation data was set at 50 or 100 SNP number and 400, 1000 or 2000 sample size for each model. Here, the cutline of ranking list is discussed by detecting the ranking of SNP combinations in the simulation data. As shown in Fig. 2 , the ranking of target SNP combinations revealed lower than 50 percentage of the SNP combinations in the selection pool except that of the 3-locus of ZZ model.
The obtained gain values are shown in Fig. 3 . The gain values obtained from 2-locus models were close to 0. However, the gain values of 3-locus models were increased and higher than 2-locus models. In addition, no matter the SNP number is getting higher, the average gain value is kept at the same level in same model. Fig. 4-Fig. 7 show the identification accuracy of MDR and EMDR in different GAMETES simulation data sets (symbol A to F). Symbol A is 50 SNPs with 400 sample size. Symbol B is 50 SNPs with 1000 sample size. Symbol C is 50 SNPs with 1000 sample size. Symbol D is 100 SNPs with 400 sample size. Symbol E is 100 SNPs with 1000 sample size. Symbol F is 100 SNPs with 2000 sample size. As shown in Fig. 4 , the accuracy line of MDR and EMDR are same in the 2-locus model 1. In the 2-locus model 2, the accuracy line of MDR and EMDR become different (Fig. 5) ; EMDR method showed higher accuracy than MDR for the GAMETES data sets A and D. However, the MDR method revealed higher accuracy than EMDR in 3-locus ZZ model for all of the GAMETES data sets (Fig. 6) . Same as the 2-locus model 1, the accuracy line of MDR and EMDR are same in the 3-locus XOR model (Fig. 7) . 
3) Comparison of MDR and EMDR
B. Discussion
In this paper, the ability of EMDR and MDR is evaluated for the identification of SNPs interaction. In the experiment of interaction gain ranking list, the most interesting part is the ZZ model in the whole experiment. The ranking percentage of target SNP combinations is significant high, even higher than 75%. The reason might be due to inexistence of the main effect in the ZZ model, and the other 3 models in 2-locus or 3-locus might exist more or less of the main effects. Thus, we hypothesize the existence of main effect may influence the information gain value of the combination items.
In the accuracy test experiment, we compared the identification accuracy between MDR and EMDR methods. Before the experiment, we assumed that if the target SNP combination didn't get into the MDR selection pool, the EMDR won't select the correct SNP combination, and the accuracy of EMDR would be lower than MDR. In Fig. 4 and Fig. 7 , the MDR performance is exactly same as EMDR. That is because of the target SNP combination is in the gain ranking list, and MDR is not lose control. The MDR method randomly shuffles the order of samples in the whole data to avoid the unbalance sub-data in any fold. If the unbalance sub-data exist, the MDR would made a mistake to choose the SNP combination with a lower interaction. As shown in Fig. 5 , comparison of the identification accuracy of MDR and ENDR, the EMDR can keep the stability of accuracy for all of the test data sets. The superior performance of EMDR is due to EMDR removed the rundancy pair of SNP combination. Without the perturbation of rundancy pair of SNP combaintion, EMDR can easily keep the high accuracy even the fold is unbalance. In Fig. 6 , EMDR showed worse performance than MDR. That might be caused by the interaction information gain ranking list. The list missed the useful SNP combinations due to divide the wrong group among the gain value of SNP combinations. EMDR was not able to search the correct SNP combination in the selection pool. Thus, EMDR obtained lower accuracy than MDR in the 3-locus of ZZ model.
IV. CONCLUSION
The method of multifactor dimensionality reduction (MDR), a nonparametric method, is a good tool that divides high dimensional data into one dimension. MDR plays an important role on the identification of gene interaction. However, there is a drawback for MDR due to its unbalance folding. With the unbalance folding of MDR, the lower accuracy or missing selection is come behind.
EMDR is proposed to solve the problem of unbalance folding. The results indicated that EMDR provided a better identification while the important SNP combinations were in the gain ranking list for interaction information. EMDR is able to use the interaction information gain list to pool the SNP combinations to target group and remove the redundancy group meaningfully. With abandoning the redundancy group of SNP combinations, EMDR would save the computational time on identification of the interaction of SNP combinations.
However, based on the current study results, the entropy-based interaction gain can't correctly pool the SNP combinations to the target group and remove the redundancy group. That would make EMDR never select the target SNP combination, instead select the close solution. We expect raising the precision of interaction information gain can be proposed in the future work.
