INTRODUCTION
============

Mapping the adult brain, in terms of establishing reference maps of subregions and their borders, and determining the diversity of neuron types and their connectivity, is at the core of exploring the structure-function relationship of brain circuits that defines the diversity of animal behaviors ([@R1]--[@R4]). A central principle in generating brain atlases has, over the past century, been the annotation of tissue landmarks using microscopy. The spatial definitions have, to a large extent, relied on cytoarchitectural features, such as differences in the density and form of cells, as well as chemoarchitectural definitions derived from distribution of key molecules such as neurotransmitters ([@R5], [@R6]). Ongoing collective efforts in the field are now starting to reveal the details of neuron and region connections at the microscale and mesoscale level ([@R4], [@R7], [@R8]) and gene expression in the human brain ([@R9], [@R10]). These tissue definitions and the resulting mouse brain atlases ([@R11], [@R12]) not only have been essential for establishing the experimental framework to explore brain structure and function relationships but also have resulted in debate and disagreement over the validity of expert-based region annotations ([@R13]).

Experimental neuroscience depends on the ability to repeatedly and accurately record and manipulate activity of neuron subtypes in specific brain regions, and genetic targeting approaches have therefore proven extremely valuable in cell type--specific targeting ([@R14], [@R15]). Unexpectedly, spatial classification has primarily been limited to layer-specific gene expression patterns in isocortex ([@R16]), not capturing the great diversity of spatially segregated regions, such as the anteroposterior (AP) and mediolateral (ML) specialization in isocortex, or the more complex three-dimensional (3D) organization of hippocampus and other subcortical regions. Only a few brain regions have generally accepted border definitions, raising the importance of spatial definitions to describe nervous system organization from molecular patterns ([@R17]). We have applied spatial transcriptomics (ST) on the adult mouse brain to generate detailed anatomic definitions based exclusively on tissue gene expression classification, thereby establishing a molecular brain atlas.

RESULTS
=======

ST at the whole-brain scale
---------------------------

We generated a whole-brain molecular atlas by capturing the spatial patterns of gene expression in the adult mouse brain using ST ([@R18]). We hybridized 75 coronal sections from one brain hemisphere that covered the entire AP axis onto ST arrays ([Fig. 1A](#F1){ref-type="fig"} and fig. S1). Using a computational framework designed to generate reference maps ([@R19]), we aligned each imaged brain hemisphere section, including the position of the ST spots in the tissue, with the Allen mouse brain reference atlas (ABA; [www.brain-map.org](http://www.brain-map.org/)) ([Fig. 1B](#F1){ref-type="fig"} and fig. S1) ([@R12]). This established a complete brain atlas with information on tissue coordinates, the reference ABA neuroanatomical definitions, and spatially defined gene expression patterns ([Fig. 1C](#F1){ref-type="fig"}). We detected, on average, 4422 genes and 11,210 reads per spot (4422 ± 1164 unique genes, 11,210 ± 5943 reads; fig. S2). The complete dataset after quality control (QC) contained information on the expression of 15,326 unique genes across 34,053 spots ([Fig. 1, D and E](#F1){ref-type="fig"}). As a first demonstration of the spatial expression patterns for well-established regional and cellular markers, we visualized the expression of the cortical marker Rasgrf2, the striatal marker Gpr88, and the thalamic marker Rora in 2D and 3D and compared this to the ABA in situ hybridization (ISH) signal ([Fig. 1F](#F1){ref-type="fig"}) ([@R12]). The correspondence between ISH patterns and the gene expression in the molecular atlas supported the possibility of using the complete molecular information in the atlas to extract patterns of spatial gene expression and anatomic definitions without introducing any previous knowledge of spatial boundaries or regions.

![ST to generate a whole-brain molecular atlas.\
(**A**) Distribution of coronal sections used to generate the molecular atlas. Adjacent sections shown with light and dark red color. (**B**) Example of image processing showing the section outline in 3D (top left), the H&E-stained coronal section (top right), alignment with the ST array (bottom left), and alignment with the ABA mouse brain reference atlas (bottom right). (**C**) Transformation (light blue lines) of section shown in (B) to generate a common reference framework containing ST spot position and ABA neuroanatomical definitions. (**D**) 3D mapping of all spots color-coded according to main region identity. (**E**) Distribution of all spots according to main ABA region definitions. (**F**) Expression of three candidate genes with spatially discrete signals: in isocortex (Rasgrf2, green), striatum (Gpr88, blue), and thalamus (Rora, red). Left side, expression in the molecular atlas; right side, ISH signal from ABA. In 3D, right hemisphere shows spots with gene expression level above the 95th percentile. Left hemisphere shows striatum (light blue) and thalamus (light red) in ABA. Composite 3D image showing expression of all three genes including region definitions. Color scheme in (C) to (E), based on ABA reference color scheme.](abb3446-F1){#F1}

Computational approaches to extract new spatial domains from the molecular atlas
--------------------------------------------------------------------------------

To generate a spatial classification of the adult mouse brain based exclusively on molecular patterns, we analyzed the ST gene expression data by performing dimensionality reduction and clustering. We performed dimensionality reduction using the top 50% variable genes by applying an independent component analysis \[JADE ICA ([@R20])\]. Each independent component (IC) represents a weighted combination of genes (gene loads; fig. S3). We visualized each IC in 2D and 3D in the reference atlas, allowing us to infer whether ICs contained spatial information (biological IC) or likely resulted from technical noise (technical IC) ([Fig. 2A](#F2){ref-type="fig"} and fig. S4).

![Computational approaches to extract new spatial domains from the molecular atlas.\
(**A**) Examples of ICs (biological versus technical). Left side: IC signal (normalized score). Right side: Corresponding ABA reference section. IC scores above the 95th percentile in absolute value are shown in 3D. (**B**) 2D t-SNE with categorical color scheme to visualize spots in 181 molecular cluster (27 unique colors). (**C**) 3D t-SNE to visualize molecular similarity of clusters. (**D**) Mapping of all spots in 3D colored by molecular similarity. (**E**) 2D t-SNE showing spots according to molecular similarity coloring. (**F**) 2D t-SNE showing spots according to ABA neuroanatomical regions. (**G**) Hierarchical clustering of the 181 molecular clusters (fan plot). Molecular clusters annotated with a numerical identifier and a name according to correspondence to ABA subregion. Inner layer is color-coded using molecular similarity. Outer layer colored according to ABA subregions. (**H**) Example coronal sections from the molecular atlas. Left side: Position and molecular identity of spots for selected clusters (black lines, ABA region borders). Right side: The same clusters shown in the molecular atlas (black lines, molecular cluster borders). (**I**) Example coronal sections from the molecular atlas (left side, ABA reference atlas; right side, molecular clusters color-coded on the basis of molecular similarity). (**J**) Virtual sectioning of the molecular atlas (black line shows example of horizontal or a sagittal plane). Molecular similarity colors based on median coordinates of spots per cluster in the 3D t-SNE shown in (C) to (E), (G), and (I).](abb3446-F2){#F2}

We selected 45 biological ICs to perform clustering ([@R21]), resulting in 181 molecularly defined clusters. We visualized spots with a categorical color scheme according to their cluster identity in a whole-brain reference atlas (movie S1) and in a 2D T-distributed Stochastic Neighbor Embedding (t-SNE) ([@R22]) plot ([Fig. 2B](#F2){ref-type="fig"}). We further visualized the molecular relationship between clusters by plotting the spots in a 3D t-SNE or 3D Uniform Manifold Approximation and Projection (UMAP) plot, and applying an RGB (red, green, blue) color scheme corresponding to the *x*, *y*, and *z* coordinates. Plotting based on this color scheme showed the distribution of molecularly similar clusters across the whole brain ([Fig. 2, C to E](#F2){ref-type="fig"}, and figs. S5 to S8). By instead applying a neuroanatomically relevant color code (the ABA reference color scheme) to annotate spots based on their known position in the atlas we revealed the relationship between the molecular classification (derived purely from the gene expression) and the broad spatial fingerprint of the clusters ([Fig. 2F](#F2){ref-type="fig"}). To further map the relationship between clusters, we used hierarchical clustering to generate a dendrogram for the 181 molecular clusters. We then color-coded each molecular cluster based on two definitions in a fan plot: the molecular similarity of clusters based on the 3D t-SNE RGB color code, and the color code denoting neuroanatomical identity (ABA reference color code; [Fig. 2G](#F2){ref-type="fig"}). From these visualizations, we concluded that the molecular clustering respected spatial patterns at the global scale and was aligned with certain aspects of current neuroanatomical definitions.

We next applied machine learning \[support vector machine (SVM) algorithm\] to transform individual spots and the corresponding molecular clusters into continuous 3D volumes for anatomic and spatial interpretation ([Fig. 2H](#F2){ref-type="fig"} and movie S2). This resulted in a whole-brain atlas with detailed information on the spatial organization of molecular clusters ([Fig. 2I](#F2){ref-type="fig"} and movie S3). The molecular atlas is available for interactive visualization of clusters and gene expression, including manual annotation or modification of subregions and clusters (3D ST Viewer; [molecularatlas.org](http://molecularatlas.org)). The 3D molecular atlas further supports virtual sectioning of the brain at any angle (e.g., horizontal and sagittal) to easily visualize the spatial extent of molecular clusters and their borders ([Fig. 2J](#F2){ref-type="fig"}).

To explore the potential of molecular mapping as a road map for new spatial classifications at a finer scale and to compare results from the molecular atlas with available reference maps, we first focused on the spatial organization of the isocortex. We used the neuroanatomical definition of isocortex and nomenclature of the ABA reference, which resulted in the annotation of 55 molecular clusters belonging to isocortex. Visualizing the isocortical clusters in the t-SNE plot showed the underlying molecular-spatial structure, which emerged purely from the gene expression signature of isocortical domains ([Fig. 3A](#F3){ref-type="fig"}). The isocortical clusters showed clear separation by their layer identity, and recapitulated some of the established layer divisions, in terms of position and marker expression ([Fig. 3, B to D](#F3){ref-type="fig"}). More interestingly, we found that the molecular clustering also revealed the global regionalization of isocortical regions, defined by segregation across the AP and ML dimension ([Fig. 3E](#F3){ref-type="fig"}). For example, molecular clusters were clearly segregated into distinct subregions of the frontal cortex (PL, ACA, and ORB), forming borders between primary and secondary somatomotor and somatosensory cortex (MOp, MOs, SSp, and SSs) and delineating spatially the retrosplenial cortex (RSP; [Fig. 3, F to I](#F3){ref-type="fig"}, and movie S4). The molecular atlas did not differentiate between prelimbic and infralimbic parts of prefrontal cortex but established borders between the medial prefrontal and orbital regions, including layer-specific spatial borders. In somatosensory isocortex, we found that the molecular clusters defined eight separate layer-specific clusters, including molecular definitions of layers 5a, 5b, 6a, and 6b. We found that the molecular classification could separate layer 2/3 into two separate clusters with clear spatial organization. This layer 2/3 subdivision was evident in the somatosensory area (primary somatosensory, barrel field), as well as in other isocortical areas such as primary motor area (MOp). The hippocampal region (HIP) was subdivided into 11 molecular clusters, which spatially capture the unique hippocampal organization in 3D and establish dorsoventral (DV) borders for CA1, CA2, and CA3. The dentate gyrus separated into three clear clusters that map onto the granule layer, molecular layer, and polymorph layer (i.e., hilus; fig. S6). The molecular atlas thereby supports detailed spatial classification of isocortex and the hippocampal formation into discrete domains, which capture layer-specific subdivisions (DV axis), gene expression signatures to define region boundaries, and spatial classification of the different isocortical subregion borders across the AP and ML axes (fig. S9).

![New molecular definitions of subregions and layers in isocortex and striatum.\
(**A**) t-SNE showing isocortical clusters (categorical color scheme). (**B**) t-SNE showing coloring of spots according to layer identity from registration in the ABA. (**C**) Circular phylogram showing layer identity of isocortical clusters. (**D**) Visualization of isocortical molecular clusters and gene expression (averaged *z* scored) for layer markers. (**E**) Visualization of all isocortical molecular clusters and their correspondence to major isocortical subregions. (**F**) Visualization of the isocortical clusters in coronal sections (AP axis). Left side: Individual spots belonging to molecular clusters. Right side: The corresponding smoothed clusters in the molecular atlas. (**G** to **I**) 3D visualization of molecular clusters found in different isocortical domains. (G) Molecular clusters in anterior isocortex (PL, ILA, ACA, and MO). (H) Molecular clusters in the central part of isocortex (SS, MOp, and PTLp). (I) Molecular clusters in the medial and posterior isocortex (RSP, POST, and PRE). (**J**) t-SNE showing striatal clusters. (**K**) t-SNE showing coloring of spots according to ABA reference. STRv, ventral striatum; STRd, dorsal striatum; sAMY, striatum-like amygdala nuclei; LSX, lateral septal complex. (**L**) Circular phylogram showing ABA reference for striatal clusters. (**M**) Visualization of the striatal molecular clusters and gene expression (averaged *z* scored) for reference markers. (**N**) Visualization of the striatal clusters in coronal sections of the molecular atlas. (**O**) 3D visualization of the striatal clusters. Left hemisphere, molecular atlas; right hemisphere, ABA striatum regions. Dot surface in (D), (E), and (M) corresponds to the absolute number of spots. Molecular clusters in (A), (E) to (J), and (L) to (O) are shown with the categorical color scheme. Molecular clusters in (B) to (D) show layer identity. Molecular clusters in (K) to (M) show striatal identity.](abb3446-F3){#F3}

To further explore how the molecular atlas can reveal spatial organization of subcortical areas, we focused on the striatum (STR), which in the ABA reference is divided into one major dorsal part of striatum (STRd), and the ventral striatum (STRv), including the lateral septal complex (LSX) and the striatum-like amygdalar nuclei (sAMY). In particular, the dorsal striatum has not been molecularly subdivided even if functional mapping suggests several discrete striatal subregions ([@R23]). In the molecular atlas, STRd and the other striatal regions can be visualized in the t-SNE plot as 17 discrete clusters, and these molecular clusters reflect spatial information as shown when color-coded with the ABA reference color scheme ([Fig. 3, J and K](#F3){ref-type="fig"}). These molecular clusters establish a new classification of the striatum into spatially restricted subregions, including correlation with discrete marker expression ([Fig. 3, L and M](#F3){ref-type="fig"}). Visualization of the striatal clusters in 2D and 3D supports a spatial organization of dorsal striatum into several discrete molecular domains across the AP and ML axes, in addition to the ventral and septal divisions ([Fig. 3, N and O](#F3){ref-type="fig"}, and movie S5).

In summary, capturing the spatial gene expression signatures of the adult mouse brain allowed us to produce a detailed whole-brain atlas built from only molecular information, thereby establishing a formal system for spatial definitions in neuroanatomy.

Mapping the spatial origin of single cells using the molecular atlas
--------------------------------------------------------------------

The molecular profiling of neurons based on single-cell RNA sequencing (scRNA-seq) has been used to establish a molecular code for classification of neuron subtypes. This classification scheme usually lacks information on the spatial origin of the classified neurons. We investigated whether the molecular atlas could serve as a resource to map the spatial origin of single neurons based on their scRNA-seq molecular profiles, thereby providing a spatial dimension to the cell type definitions in large-scale cell classification efforts. To provide proof of principle of the spatial mapping approach, we used available data ([@R24]) on scRNA-seq of 23,822 neurons and nonneuronal cells isolated from either primary visual cortex (VISp) or from the frontal cortex \[anterior-lateral motor cortex (ALM)\].

We trained a neural network classifier with the molecular atlas to develop predictions on the spatial origin of each single cell and quantified spatial mapping onto molecular clusters in ALM and VISp ([Fig. 4, A and B](#F4){ref-type="fig"}). When we used a cutoff in the prediction probability to select 50% of the neurons with the highest confidence in spatial mapping (0.99 probability), we found that 76% of the glutamatergic neurons were accurately classified onto the correct region (VISp versus ALM, 65% without thresholding) and 37% to the correct region and layer ([Fig. 4, C and D](#F4){ref-type="fig"}, and fig. S10). In contrast, we found that GABAergic neurons, as well as most of the nonneuronal cell clusters, contained limited information about spatial origin and could not be accurately mapped onto the molecular atlas ([Fig. 4E](#F4){ref-type="fig"}). In summary, this demonstrates the value of the molecular atlas as a resource to map the spatial origin of neurons using single-cell molecular information.

![Mapping the spatial origin of single cells using the molecular atlas.\
(**A**) Schematic of the neural network (NN) organization. (**B**) Molecular atlas clusters that include ALM (blue outline) and VISp (red outline). Black lines show ABA reference. 3D visualization of the molecular clusters. (**C**) Top: Spatial mapping accuracy for single neurons (glutamatergic) and discarded cells. Bottom: Spatial mapping accuracy for single cells for the three main cell types. (**D**) Visualization of the spatial mapping of single neurons (scRNA-seq clusters from VISp, red outline; or ALM, blue outline). Black dots show spatial mapping of single neurons onto predicted cluster (clusters shown with categorical color scheme and ABA layers shown with back lines). Quantification of spatial mapping per region is shown for each scRNA-seq cluster with stacked bar plot. (**E**) Top row shows the accuracy of the spatial mapping of all cells using the NN predictions for each scRNA-seq cluster (133 clusters, 23,822 cells). Bottom row shows the proportion of mapped cells for each scRNA-seq cluster onto the molecular clusters. Color scheme of molecular clusters based on ABA reference colors.](abb3446-F4){#F4}

A reduced brain palette captures whole-brain organization
---------------------------------------------------------

We aimed to determine a reduced gene set that would be sufficient to capture the major brain subdivisions at the global scale. The complete molecular atlas is based on the gene expression patterns of 7663 genes. To establish the genes that best capture the global spatial signals with an unbiased approach, we selected genes either from the ICs or from weights in a SVM model and used the normalized mutual information index (NMI) as a measurement of cluster similarity ([Fig. 5A](#F5){ref-type="fig"}). A panel of 266 unique genes was established on the basis of an NMI 0.6 for clustering using genes from the ICs. We found that the 266 genes---forming a brain palette---when used to define the brain into 181 molecular clusters, established a whole-brain spatial division similar in organization to the clustering found in the full molecular atlas ([Fig. 5, B to D](#F5){ref-type="fig"}). We calculated the cluster similarity between the molecular atlas and the reduced version to visualize the pairwise correlation between spatially conserved subregions ([Fig. 5E](#F5){ref-type="fig"} and fig. S11). We found that the spatial definitions of molecular domains were conserved globally ([Fig. 5F](#F5){ref-type="fig"}), as shown, for example, in a cluster group consisting of several isocortical, retrohippocampal, and olfactory area subregions ([Fig. 5G](#F5){ref-type="fig"}), and in the main hippocampal clusters ([Fig. 5H](#F5){ref-type="fig"}). We concluded from this analysis that, on a whole-brain scale, most subregions can be spatially defined using only the 266 genes found in the reduced brain palette, even if some regions will require a richer gene expression palette for more detailed subdivision (fig. S12). To identify some of the cellular and biological signals that contribute to spatial organization, we used the Gene Ontology (GO) gene annotation ([@R25]). We found significant enrichment for 64 of 266 genes in the brain palette, which were assigned to five GO families (combined score \> 30, adjusted *P* value of \<1 × 10^−3^; fig. S13). These genes are associated with cellular processes (dendrite and axon) and biological processes (nervous system development, neurotransmitter transport, and synaptic transmission). The enrichment in genes involved in nervous system development, as well as molecular aspects of dendrite and axon compartments, points to the key biological processes that establish brain regionalization and form and possibly maintain spatial patterns in the adult brain. A large number of the genes that allow spatial clustering (e.g., in the brain palette) are of unknown function, and their role in neurons or glia remains to be determined. In summary, the minimal version of the molecular atlas builds on the brain palette---a list of genes whose expression is sufficient to recapitulate most aspects of the spatial whole-brain subdivisions---revealing some of the biological processes behind spatial identity while also forming an important experimental tool for mapping global brain space with a small number of genes.

![A reduced brain palette captures the whole-brain spatial organization.\
(**A**) NMI used to select the gene set for a brain palette. NMI computed from either top IC loads (red) or top SVM weights (black). (**B**) t-SNE showing 181 molecular clusters based on the brain palette (266 genes). Clusters are colored on the basis of the best matching cluster in the full molecular atlas using the same categorical colors. (**C**) t-SNE showing individual spots colored according to neuroanatomical subregions (ABA reference colors). (**D**) Circular phylogram showing 181 molecular clusters in the brain palette atlas. The inner layer is color-coded using molecular similarity color scheme. The outer layer is colored according to ABA subregions. (**E**) Example of the similarity between the full molecular atlas (*y* axis) and the brain palette molecular atlas (*x* axis) for selected clusters. (**F**) Visualization of the brain palette molecular atlas (left side, pink background in the first section) and the full molecular atlas (right side, blue background in the first section) based on molecular similarity color scheme. (**G**) Visualization of isocortical, retrohippocampal, and olfactory clusters in the brain palette molecular atlas (left side, pink background in the first section) and the full molecular atlas (right side, blue background in the first section). (**H**) 3D visualization of selected isocortical clusters in the brain palette molecular atlas. Categorical color scheme is used to visualize the same clusters in (B), (E), (G), and (H).](abb3446-F5){#F5}

DISCUSSION
==========

We have here established a molecular atlas of the adult mouse brain exclusively on the basis of unsupervised classification of ST patterns on a whole-brain scale. A challenge in neuroscience has for long been the formalized definitions of functionally and molecularly relevant subdivisions of the nervous system. The molecular definition of brain regions is an unbiased approach to map the discrete spatial domains at the whole-brain scale, and also introduces the ability to develop molecular approaches with spatial information to study nervous system organization, the evolutionary conservation of molecular and spatial codes, and their relationship to physiology and pathophysiology.

We found that it is possible to develop a detailed whole-brain spatial annotation based purely on gene expression signatures, for well-studied regions of the brain such as the somatosensory and somatomotor area in isocortex, and the hippocampus, as well as for major regions with poorly defined subdivisions such as the dorsal striatum. In addition, the molecular atlas also establishes the identity of isocortical layers across the entire isocortex, olfactory areas (e.g., piriform area), and the retrohippocampal area (e.g., entorhinal area). The subdivision of these areas into specific layers, and how layer divisions are conserved across different areas, has remained unclear and debated ([@R26]). Here, we propose a molecular definition of layers that contains subregional information and, for example, provide evidence for discrete molecular separation of layer 2/3. It remains to be determined whether our inability to identify a more detailed subdivision, for example, of the prefrontal cortex ([@R27]), or small amygdalar nuclei, is due to methodological limitations or to the absence of molecular identifiers and instead should be based on another classification level \[e.g., connectivity ([@R28])\].

Our work furthermore defines a reduced gene set---a brain palette---that is sufficient to capture the spatial complexity of brain subregions on a whole-brain scale. We have demonstrated the power of region classification based on a reduced brain palette, and this approach can be similarly used to define any region of interest by developing local palettes that define subregions and borders with higher spatial resolution. Similar to the classification of neuron subtypes, which is often defined by combinatorial gene expression rather than single markers, the molecular classification of regions and borders will, to some extent, depend on combinatorial expression of some genes. In that sense, the brain palette establishes a reduced set of genes, which are sufficient to map the entire adult brain into relevant subregions. Thereby, the molecular atlas is the basis for assembling palettes for any region of interest that can guide the spatial annotation of subregions and borders using gene expression mapping methods ([@R29]--[@R35]). For example, focused efforts to map cellular organization in hippocampus and thalamus have demonstrated the capacity to identify spatial distribution of cell types ([@R36], [@R37]). We anticipate that technological advances will lead to increased sequencing depth and spatial resolution ([@R38], [@R39]), potentially leading to a more detailed molecular classification of cell types and brain regions.

We do not know the functional relevance of the molecules that define spatial divisions, and how these reflect biological processes in neurons or glia, but we provide evidence that certain gene ontologies (related to dendrite and axon processes, nervous system development, and glutamatergic neurotransmission) are probably major contributors to the spatial classification signals in the adult brain. We found that the signals that underlie global division of the brain into subregions are enriched in developmentally relevant genes, supporting a role of the developmental axes as important determinants of the adult brain regionalization. Previous work has shown a relationship between gene expression in the adult brain and embryonic development in rodents ([@R40]) and humans ([@R41]), supporting the role of developmental trajectories in brain maps. However, the mechanisms whereby the gene products contribute to the function or maintenance of regional identity in the adult brain remain unknown. A key question for the future will be to what extent the molecular identifiers of regionalization and spatial domains are evolutionary conserved, similar to conservation of cellular markers across species (for example, whether cortical expansion in the primate brain is a result of an expansion of conserved molecular domains found in other mammalia or is formed by formation of new and discrete spatiomolecular domains) ([@R42]). It will therefore be important to map the molecular signatures of regionalization in other species, including humans, and to thereby determine the conserved brain palette.

Classification of the adult brain from a molecular perspective should eventually be fused with large-scale connectivity and activity maps to produce structure-function maps of regions and circuits. Ultimately, generating whole-brain molecular atlases in mouse models of brain disease, and comparing the conserved molecular signatures that define brain regionalization across species, can serve as key points for developing a comprehensive understanding of the role of circuits in normal behavior and provide templates for new strategies to treat brain disorders.

MATERIALS AND METHODS
=====================

Experimental part
-----------------

### Brain sectioning

Three male mice (strain C57/BL6, 9 weeks old) were euthanized with an overdose of isoflurane. The brains were rapidly extracted from the skull and immediately submerged in ice-cold artificial cerebrospinal fluid. The brains were then blotted to remove excess liquid, and the hemispheres were separated along the sagittal midline. The left hemisphere was subsequently embedded in Optimal Cutting Temperature compound (OCT) and frozen in isopentane (2-methylbutane, Sigma) on dry ice. The hemisphere was cut into 10-μm sections on a cryostat at −12°C (Cryostar NX70, Thermo Fisher Scientific). All procedures and experiments on animals were performed according to the guidelines of the Stockholm Municipal Committee (approval number N166/15).

### Fixation, staining, and imaging

Sections were fixed in 3.6 to 3.8% formaldehyde (Sigma) in phosphate-buffered saline (PBS), washed in PBS, then treated for 1 min with isopropanol, and air-dried. To perform hematoxylin and eosin (H&E) staining of the tissue, sections were incubated in Mayer's Hematoxylin (Dako) for 7 min, then Bluing buffer for 2 min, and Eosin (Sigma) for 20 s. After drying, the slides were mounted with 85% glycerol and images of sections were taken using Metafer Slide Scanning Platform (MetaSystems). Raw images were stitched together using VSlide software (MetaSystems).

### Tissue pre-permeabilization and permeabilization

To pre-permeabilize the tissue, sections of mouse brain were incubated for 20 min at 37°C with collagenase (0.5 U/μl; Thermo Fisher Scientific) in Hanks' balanced salt solution (HBSS) buffer mixed with bovine serum albumin (0.2 μg/μl; New England Biolabs). Following washing in 0.1× saline sodium citrate (SSC) buffer (Sigma), sections were permeabilized with 0.1% pepsin/HCl (Sigma) at 37°C for 6 min. Then, wells were washed with 0.1× SSC buffer.

### Reverse transcription and library preparation

After permeabilization, reverse transcription mix containing SuperScript III reverse transcriptase (Thermo Fisher Scientific) was added to each section and incubated overnight at 42°C as described previously ([@R18]). Next, to remove tissue from the slide, sections were incubated for 1 hour at 56°C with Proteinase K Digestion (PKD) buffer (both from Qiagen). Surface probes with bound mRNA/complementary DNA (cDNA) were then cleaved from the slide by USER enzyme (NEB) ([@R18]). Released probes were collected from each well and transferred to separate tubes. Next, second-strand synthesis, cDNA purification, in vitro transcription, antisense RNA (aRNA) purification, adapter ligation, post-ligation purification, a second-strand synthesis, and purification were carried out using an automated MBS 8000 system as described previously ([@R43]). cDNA was amplified by polymerase chain reaction (PCR) using Illumina indexing primers ([@R18]) and purified using carboxylic acid beads on an automated MBS robot system ([@R44]). The Agilent Bioanalyzer High Sensitivity DNA Kit was used to analyze the size distribution of the final libraries. The concentration of the libraries was measured with Qubit dsDNA HS (Thermo Fisher Scientific). The libraries were sequenced on the Illumina NextSeq platform using paired-end sequencing. Thirty bases were sequenced on read one to determine the spatial barcode and UMI, and 55 bases were sequenced on read two to cover the genetic region.

### Staining of the ST array spots and image alignment

The ST spots were detected by incubation with hybridization mixture containing cyanine-3--labeled oligonucleotides as described previously ([@R18]). Fluorescent images were acquired using the same microscope as for the bright-field images.

Imaging and data processing
---------------------------

### Image alignment and spot detection

Images of the H&E-stained section and the fluorescent images (Cy3, spots) were aligned by first down-sampling by 40% and then overlaying images (Adobe Photoshop CS6). The alignment was performed using common tissue features visible in both images when applying brightness and contrast filters. Aligned images were cropped to the borders of the array, a mask was created around the Cy3 image outside the tissue area, and the images were then saved for the spot detection.

The spot detection was performed with ImageJ ([@R45]), where the spot centroids were detected using the analyze particles feature. The detected spot centroid (inside tissue) pixel coordinates were exported to a file. An R script was used to convert the pixel coordinates to array coordinates and to assign them to an array position by rounding methods.

### Data processing

Sequenced raw data were processed using the open source ST Pipeline v1.45 ([@R46]) with the genome reference Ensembl GRCm38 v86 and reference Mouse GENCODE vM11 (comprehensive gene annotation). The ST Pipeline was executed with the following settings:

1)Enabled homopolymer filter (A, G, T, C, N) with a length of 10

2)Enabled two-pass mode for the alignment step

3)Removed noncoding RNA \[using the latest (v86) noncoding RNA database from Ensembl\]

4)Discarded reads whose UMI has more than six low-quality bases

5)Discarded trimmed reads shorter than 20

The matrix of counts (spots by genes) generated by the ST Pipeline was filtered to replace Ensembl IDs by gene names and to keep only protein-coding, long noncoding intergenic, and antisense genes. The matrix of counts underwent another filtering step, where only spots inside the tissue were kept using the file generated in the previous step (image alignment).

### Data processing QC

The aligned and cropped H&E image, together with the filtered matrix of counts, was used to perform a QC analysis that consisted of the following:

1)Estimate the average number of reads and genes per spot inside and outside tissue

2)Plot gene expression patterns onto the H&E image (by genes and by reads)

3)Perform a t-SNE followed by *k*-means clustering of the spots (expression across all genes) and then plot the resulting clustered spot colors onto the H&E image (inside tissue)

4)Plot saturation curves at different sequencing depths

Visual inspection of the generated images and stats was used to discard low-quality sections or to select sections for deeper sequencing.

### Registration of brain sections

Both registration and segmentation were performed using the R package wholebrain ([@R19]). The microscopy images of H&E-stained tissue were converted into grayscale and registered (fig. S1). Correspondence points were manually adjusted for increased accuracy. The transformation defined during registration was then applied to the spot coordinates extracted during image alignment. Some posterior sections were divided in two or three subregions that were registered separately, as the registration mask could not simultaneously be fitted on the whole section.

### Nuclei per spot

Nuclei were segmented from H&E-stained images using an appropriate filter. To account for the variability of spot size (average of 50-μm radius), the Cy3-stained images were segmented using a different filter adapted to spot detection. Segmented spot contours were smoothed to circles and paired with spots detected during alignment (fig. S2G). Segmented nuclei within the radius of every spot were then automatically counted (mean, 6.3 ± 3.2 nuclei/spot).

QC and data postprocessing
--------------------------

### Quality control

The assembled atlas consists of 34,103 spots and 23,371 unique genes shared across the spots. The average number of detected genes per spot was 4422, and the average number of reads per spot was 11,210. We tested whether the overall quality of the sections correlated with the sequencing depth and found that the correlation was poor. The number of detected genes per spot is, however, highly correlated with the number of reads per spot.

### Discarded genes

We manually discarded six genes detected after visual observation of their spatial expression pattern in 2D and 3D (Ttr, Pmch, Lars2, Prkcd, Enpp2, Nrgn). These genes showed discontinuous pattern of spatial expression that were judged to be replicate dependent and represent a technical artifact. We used a simple heuristic to detect the genes based on computing the sum of absolute difference of mean expression between consecutive sections.

### Normalization and batch correction

To account for the variability given by the different batches (mice) and other sources of technical effects, we decided to compute size factors for normalization on each batch using the package Scran ([@R47]). Before that, we discarded spots with less than 1000 genes detected (reads \> 0), genes with less than 100 spots detected (reads \> 0), and the 6 genes mentioned previously. This resulted in a total of 34,053 spots and 15,326 unique genes with an average of 6877 genes per spot. Size factors were computed with the computeSumFactors method providing clusters computed with quickClust using default settings. The pools used for the computation of the size factors ranged from 50 to 100 in intervals of 10. We then used the Scran mmCorrect method to apply a batch correction on the normalized matrices (one per mice) in log space. The batch-corrected matrices were then merged together as a single matrix of counts in log space.

Dimensionality reduction and clustering
---------------------------------------

### Features selection

We used the Seurat ([@R48]) package (version 2) built-in function to detect top variable genes. We selected the top 50% genes (7663 genes) with highest dispersion based on variance to mean ratio.

### Dimensionality reduction

We performed dimensionality reduction on the normalized batch-corrected expression of the 7663 selected genes. We applied independent component analysis using joint approximate diagonalization of eigen-matrices \[ICA JADE ([@R20], [@R49]); R package ica\]. We computed the first 80 vectors and classified them as either biological or technical in a similar way to previous studies ([@R50]). This classification was performed manually by visualizing the IC scores in 2D, in 3D, and in a 2D t-SNE space computed from the 80 ICs.

Components were classified according to four categories:

1)Artifact. IC showed score that was judged as replicate dependent. No spatial organization could be observed coronally. All spots in some sections had very high scores while having very low scores in other adjacent sections.

2)Outlier. IC was scored high in absolute value in a very small number of spots.

3)Not spatially coherent. IC showed score that was distributed across the brain without spatial continuity.

4)Biological components. IC showed score that was spatially compact and reflecting 3D organization.

Forty-five components were classified as biological (fig. S3), and 35 were considered to be technical (artifact, outlier, or not spatially coherent).

### Clustering

We applied the clustering method of the Seurat package on the 45 biological ICs ([@R51]). This algorithm first constructs a shared nearest neighbor graph and then computes clusters through modularity optimization. With such an approach, the number of clusters is indirectly defined by the resolution parameter. We tested a broad range of values for this parameter ranging from 0.05 to 50, which grouped spots into 6 to 530 distinct clusters. Several indicators were used to select the final resolution parameter including visual observation of clusters in 2D and 3D, computation of a similarity index ([@R52]), and analysis of very small clusters apparition (*n* \< 10 spots) that were considered to be stochastic.

The final clustering was performed using a resolution of 29, while other parameters were set to default value (*k* = 30 for the nearest neighbor algorithm). Of the 200 generated clusters, 19 of them contained less than 10 spots and were therefore automatically discarded. We confirmed by visualization that the discarded cluster lacked spatial information.

### Grouping clusters hierarchically

Hierarchical clustering of the clusters was performed to group them based on their molecular similarity. We started by computing for every cluster the average expression on each of the 45 ICs. The dissimilarity matrix was then generated using pairwise Euclidean distance between clusters in this 45D space. Hierarchical clustering was performed using the hclust function from the R stats package with Ward's method. Dendrogram and polar phylogram (fan plots) were generated on the basis of functions from the ape package.

### Naming clusters

Clusters were named on the basis of the anatomical region (ABA definition) according to main position identity of spots. We used a coarse definition that subdivides the brain into 14 major areas: cerebellum, cortical subplate, fiber tracts, hindbrain, hippocampal region, hypothalamus, isocortex, midbrain, olfactory areas, pallidum, retrohippocampal region, striatum, thalamus, and ventricular systems. Clusters were named after their major region if this area contained more than 40% of the spots. Otherwise, clusters were labeled as Mixed, with the main region specified in parenthesis. An ID was appended to the major region so that each cluster has a unique name. This ID was obtained by sorting clusters by number of spots in decreasing order.

Data visualization
------------------

### t-SNE

For visualization purposes, spots were projected on the basis of their 45 IC scores onto 2D and 3D spaces using the t-SNE algorithm ([@R22]) with a perplexity of 20. No principal components analysis (PCA) initialization step was performed.

### UMAP

For visualization purposes, spots were projected on the basis of their 45 IC scores onto 2D and 3D spaces using the UMAP algorithm ([@R53]). We used the correlation distance metric with minimal distance set at 0.3 and number of neighbors set at 10.

### SVM smoothing

We transformed the molecular clusters defined at the spot level into volumes using an SVM algorithm. We trained a machine learning model to classify a triplet of coordinates ML, DV, and AP into 1 of the 181 clusters. The model was built using the R package e1071 and trained with all spots. We used a radial basis kernel with cost 20 and gamma 0.75 (other parameters were set to default value, stereotaxic coordinates in millimeters). We then used this model to predict the cluster label for every point of a 3D grid inside the brain outline. For visualization of coronal sections, a resolution of 10 μm was used along the ML-DV axis, while AP was a fixed value. For 3D visualizations, the resolution was 20 μm along the ML-DV axis and 42 μm along the AP axis.

### 3D visualization

For 3D visualization, we converted the voxels (3D pixels from the grid generated during SVM smoothing) into triangular meshes using the R package Rvcg. The 3D grid was first converted into a 3D mesh using the marching cubes algorithm. Then, Laplacian smoothing was applied on the mesh for five iterations. Views of noncoronal cuts were obtained by computing the intersection of smoothed mesh volumes with the desired planes with a custom R script.

### Cluster colors

The categorical color scheme was designed to maximize visual contrast and is based on 27 distinct colors. Colors are selected from the Vivid color palette from CARTOColors, with additional colors from ColorBrewer palettes. Colors were automatically selected or manually assigned for some clusters to facilitate visualization.

The molecular similarity color scheme was designed to visualize clusters with similar gene expression profile. The color scheme was automatically generated using a 3D t-SNE projection or a 3D UMAP projection. Each of the three coordinates in the t-SNE space was linearly rescaled between 0 and 1 across all spots. Median coordinates on the three axes were computed per cluster and remapped into the RGB space, thereby defining a unique color for each molecular cluster.

### Cluster boundaries

Cluster boundaries were visualized using the ISH signal for single genes provided by the Allen Institute. We selected coronal sections for genes with spatial patterns and registered one hemisphere in the Allen Brain Atlas using the WholeBrain package. This process transforms the image to fit the ABA. We then created a virtual section by symmetrizing the hemisphere, so we could overlay, on one side, the ABA and, on the other side, the molecular clusters.

### Allen reference atlas

We used two different versions of the Allen reference atlas. Coronal views display the outlines from the WholeBrain package ([@R19]) based on the Allen Institute Common Coordinate Framework (CCF) 2015. 3D plots are based on the CCF 2017.

### Video rendering

All videos were rendered using the R package Rvcg. Frames were exported to .png and converted into mp4 videos using the FFmpeg framework.

### Interactive plots

Online interactive plots are rendered using the plotly.js library.

Single-cell spatial mapping
---------------------------

### Single-cell ground truth

To assess the accuracy of our machine-learning classifier, we used a published single-cell sequencing data, where both the layer of origin and the region (ALM or VISp) were specified for every cell in the dataset ([@R24]).

[Figure 4](#F4){ref-type="fig"} shows prediction on spatial mapping of single cells onto regions. We manually selected clusters to represent the ground truth corresponding to ALM (Isocortex-04, Isocortex-05, Isocortex-08, Isocortex-10, Isocortex-14, Isocortex-09, and Isocortex-33) and to VISp (Isocortex-01, Isocortex-17, Isocortex-19, Isocortex-20, Isocortex-26, Isocortex-28, Isocortex-39, and Isocortex-49). A cell was considered to be correctly mapped if the predicted ST cluster was part of selected clusters for the annotated dissected region.

We further defined a ground truth for layer-specific mapping. We defined the layer identity of the 15 ground truth molecular clusters based on the overlap of at least 30% of the spots to a corresponding ABA layer. We defined spatial origin of single cells based on their cluster identity (region and layer name) in the scRNA-seq data.

### Data normalization

We used the ST dataset that had previously been filtered, normalized, and batch-corrected for the unsupervised clustering. We then applied a similar filter to the Single Cell (SC) dataset ([@R24]) and filtered both the ST and SC datasets to only use genes that were present in both datasets. This resulted in 7293 shared genes, 34,019 spots in the ST datasets, and 21,852 cells in the SC dataset. We then applied a batch correction on the combined ST and SC dataset using the mnnCorrect method of the Scran package.

### ST and SC correlation

To determine the correlation between the gene expression levels of the scRNA-Seq dataset and the gene expression levels in the corresponding molecular clusters, we selected the spots belonging to the 15 different ground truth molecular clusters and averaged the expression across all cells/spots. We performed a gene by gene correlation analysis.

### Single-cell spatial mapping method

To map single cells ([@R24]) onto the molecular clusters, we performed a supervised learning approach, wherein we trained a classifier with the atlas molecular clusters as labels and then used the classifier to predict a molecular cluster for every single cell. We used as input for the classifier the ST dataset that was normalized as previously described. Our first approach consisted in a multi-label SVMs following the one-versus-rest principle. We used the Support Vector Classification (SVC) class of the Scikit-learn (sklearn) ([@R54]) package and trained the model using a tolerance of 0.0001 and 10,000 iterations. The trained model was then used to predict the probabilities of each cluster for each single cell.

Our second approach consisted of a two-layer neural network, where we performed a basic grid search to optimize and select the best hyperparameters. During the grid search, 60% of the ST dataset was used for training, 20% for validation, and 20% for testing. We selected the hyperparameters that gave the best accuracy in the testing set.

The selected hyperparameters were as follows:

1)Hidden layer one 2000 (neurons)

2)Hidden layer two 1000 (neurons)

3)ReLU activation function

4)Cross-entropy loss with stratified balanced weights per cluster

5)Batch normalization to each hidden layer

6)ADAM optimizer with 0.0001 L2 regularization and 0.001 learning rate

7)Batch gradient descent with 500 spots/cells batch size

We used PyTorch to implement the neutral network to take advantage of the fast graphics processing unit (GPU) computation and trained the network using 1000 iterations. The trained network was used to predict for each single cell the probabilities of belonging to each of the 181 molecular clusters. The neural network slightly outperformed the SVM classifier and is therefore the approach presented in Results. Both methods are available as Python tools (<https://github.com/jfnavarro/st_analysis>).

### Visualization of the single-cell spatial mapping

We made a graphical representation to illustrate how the single-cell data were mapped into the molecular clusters. We took the smoothed outlines from ground truth clusters at Bregma = 1.42 mm for ALM and Bregma = −3.58 mm for VISp. We manually adjusted contours of these clusters to best capture the spatial organization along the AP axis with a single coronal cut. We did not manage to display all the eight VISp clusters due to color conflicts; therefore, Isocortex-49 was not shown on the schematic illustration (17/21,852 cells predicted). The prediction for a cell was represented by a black dot positioned randomly inside the outline of the predicted ST molecular cluster.

Reduced brain palette
---------------------

### Gene selection

We applied two methods to select genes with maximum contribution to the molecular profile of clusters. We first used a multi-label SVM classifier following a one-versus-rest approach. We trained the model using the filtered, normalized, and batch-corrected dataset. We used again the sklearn class SVC with a tolerance of 0.0001 and 10,000 iterations. The trained model provides the weights distributions of the genes for each cluster, which we then filtered and sorted by absolute value. Top *k* genes were taken for each cluster and merged together for several *k* values. The second approach consisted in selecting the top *k* genes loads in absolute values from the 45 biological ICs.

### Establishing a brain palette

We ran the ICA dimensionality reduction with technical-biological classification of components followed by clustering for multiple reduced sets of genes. Because of the need to reiterate the analysis several times, we made a fast version of the pipeline: We used the icafast algorithm from the R package ica and automatized the classification of ICs for each gene palette. We computed the first 80 ICs, performed a cross-correlation at zero lag with the 45 original components, selected the correlation from the best match in absolute value, and kept components above a cutoff set at 0.4 correlation. We then performed clustering with these new components as input and adjusted the resolution parameter, so 181 clusters are retained after discarding clusters with less than 10 spots.

To evaluate the similarity between the original and the new clusters, we calculated the NMI using the NMI R package for all the reduced palettes of genes ([Fig. 5A](#F5){ref-type="fig"}). On the basis of this indicator, we decided to focus on the first set of genes to exceed a 0.6 NMI value (266 genes selected from IC loads) as we believed it to be a good trade-off between the number of genes and the ability to retrieve initial clusters. After deciding to work with this specific set of genes, we ran the full pipeline previously described: dimensionality reduction with ICA JADE, manual classification of components as either technical or biological, clustering with Seurat, and visualization of the resulting clusters with 2D coronal views, 3D plots, 2D t-SNE, and fan plot.

### Enrichment analysis

We performed an enrichment analysis using the brain palette (266 genes) with the enrichR R package. We queried the GO Biological terms and the GO Cellular terms databases (2018) ([@R25]).
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