Increasing deployment of intermittent power generation from renewable resources in the smart grid, such as photovoltaic (PV) or wind farm, will cause large system frequency fluctuation when the load-frequency control (LFC) capacity is not enough to compensate the unbalance of generation and load demand. Even worse, the system inertia will decrease when the smart grid is in island operating mode, which would degrade system damping and cause system instability. Meanwhile, electric vehicles (EVs) will be widely used by customers in the near future, where the EV station could be treated as dispersed battery energy storage. Therefore, the vehicle-to-grid (V2G) technology can be employed to compensate for inadequate LFC capacity, thus improving the island smart grid frequency stability. In this paper, an on-line reinforcement learning (RL) based method, called goal representation adaptive dynamic programming (GrADP), is employed to adaptive control of units in an island smart grid. In the controller design, adaptive supplementary control signals are provided to proportional-integral-derivative (PID) controller by GrADP in a real-time manner. Comparative simulation studies on a benchmark smart grid with mi-$ An abbreviated version of some portions of this article appeared in [1] as part of the IJCNN cro turbine (MT), EVs, PV array and wind power are carried out among the GrADP controller, the original PID controller and the particle swarm optimization (PSO) based fuzzy logic controller. Simulation results demonstrate competitive performance and satisfied learning ability of the GrADP based coordinate controller. Moreover, the impact of signal transmission delay on the control performance is also considered, and suggestions to address this issue are given in the paper. Keywords: Load-frequency control (LFC), Goal representation adaptive dynamic programming (GrADP), fuzzy logic, electric vehicle (EV), signal transmission delay system state x(t), and the control signal ∆u s to estimate the cost function J.
Introduction
As the increasing environmental and energy security concerns, renewable energy from wind or solar as well as electric vehicles (EVs) will be widely deployed in the smart grid in the next decade. The large-scale integration of these new types of generation and load in power grids will have significant impact on 5 grid operation, planning and stability control [2] . Among all the critical issues, an important one is large system frequency fluctuation caused by intermittent renewable energy and changing load conditions in island operating smart grid, where the load-frequency control (LFC) capacity is not enough to compensate unbalance of generation and demand. Therefore, in this paper, we focus on 10 the design of a power system frequency oscillation damping controller based on goal representation adaptive dynamic programming (GrADP). The impact of signal transmission delay between the units and the smart-grid dispatch system (SGDS) on the control performance are also considered, and suggestions to address this issue are given. 15 In traditional load-frequency controller design, e.g. the proportional-integral (PI) controller, a linearized power system model near the operating point is used [3] . The nominal design model is obtained for a particular operating condition.
After off-line tuning of the parameters, extensive field testing is done at the time 2 of commissioning. A PI controller based on this approach can be well tuned to 20 an operating condition and provide excellent frequency damping over a certain range around the design point. However, new types of generation and load resources in the smart grid require us to be more careful on the aforementioned "linearity" assumption. In island smart grid with photovoltaics (PVs), EVs and wind turbines, system state parameters and operating conditions are changing 25 frequently, therefore, the fixed parameters of PI controllers may not be optimal for the whole set of possible operating conditions and configurations. Considering the facts above, it is desirable to develop a stabilizer which has the ability to adjust its parameters on-line according to its environment.
Meanwhile, with the improvement of vehicle-to-grid (V2G) technique, EVs 30 can act as controllable loads and mobile storage devices, which will bring new solution for frequency regulation service [4] . By providing active power to load or absorbing extra active power from generation, EVs could quickly compensate the active power gap between generation and load, thus improving the power grid frequency stability. Intensive investigations on EVs have been car- 35 ried out in the community, such as load frequency control using V2G system considering the customer convenience of EVs [5] , integration of V2G in a real power system in western Denmark [6] , fuzzy logic controller based V2G for frequency regulation [7] [8] , supplementary LFC with both EVs and heat pump water heaters [9] , coordinated frequency control between wind power and EVs 40 [10] , supplementary load frequency control with storage battery operation considering state-of-charge (SOC) under large-scale wind power penetration [11] , and among others.
Based on the aforementioned discussions and inspired by the research in [12] , the on-line GrADP is adopted in this paper to provide supplementary 45 control signal to the original proportional-integral-derivative (PID) controller.
The advantage of adaptive dynamic programming (ADP) based design is that no system model is required for such supplementary controller [13] . Once a system state is observed and send to the GrADP controller, adaptive supplementary control signals are generated according to the utility function and then fed 50 3 into PID controller. Moreover, the goal representation network in the adopted GrADP algorithm could provide much more informative internal reinforcement signal to the critic network, which facilitate the learning process and improve the control performance. Such GrADP design has been tested on virtual reality (VR) platform with numerical balancing benchmarks [14] [15], maze navigation 55 [16] , energy storage based power system damping control [17] , and power system stability control for a real-size wind farm [18] , demonstrating promising control performance over the traditional ones.
The rest of this paper is organized as follows. Section 2 introduces the benchmark power system used in this paper and the formulation of the problem. Sec-60 tion 3 presents the on-line learning GrADP algorithm, including the structure of this method and the related learning strategies. Section 4 gives the detailed system simulation methodology and load frequency controller design, including the PSO based fuzzy logic controller and the GrADP based supplementary controller. Simulation results are presented in Section 5, and conclusions are drawn 65 in Section 6.
Benchmark Power System Description and Problem Formulation
The benchmark power system used in this paper is shown in Fig. 1 . With the same model, the smart grid can be operated in two alternative modes, i.e., island mode and grid-connected mode. If the smart grid is in grid-connected 70 mode, the majority of the loads can be supplied by the connected main grid and the system could be controlled by distribution management system (DMS). In this paper, the benchmark power system is in island operating mode, where the system power flow are balanced by local generation and the system is controlled by local smart-grid dispatch system (SGDS). Micro turbine (MT), photovoltaic 75 (PV) arrays and wind turbine provide active power to local load, such as smart homes. Two EV stations could be treated as dispersed battery energy storages
[19] to compensate the unbalance of generation and load demand. All the system states (i.e., system frequency, active power) are measured by distributed sensors 4 and then transmitted to the SGDS through communication channel. These 80 signals are processed by SGDS to generate control signals and then these control signals are sent back to each unit (i.e., MT, EV stations) for maintaining the system stability. Because this system is in island operating, the LFC capacity is not adequate to quickly damp the frequency oscillation. After incorporating the EVs into 85 LFC, the system inertia could be increased, thus improving the island smart grid frequency stability. Fig. 2 shows the system frequency dynamics after active power disturbance with EVs and without EVs. It is shown that with EVs, the system frequency damping performance after the disturbance could be largely improved. We should also notice that the signal transmission in the 
On-line Reinforcement Learning Method: GrADP Algorithm
The adopted on-line learning method, as shown in Fig. 3 , is called goal rep- to generate a control policy that minimizes the cost-to-go approximated by the critic network; the goal network provides an adaptive internal reinforcement signal to the critic network to improve generalization and learning capability [22] . Specifically, the cost-to-go function is defined as follows:
where x(t) is the state vector of the system, u(t) is the control action, U is the 110 utility function, and γ is a discount factor.
In this paper, all the three networks are implemented as neural networks with a three-layer architecture that includes only one hidden layer. Meanwhile, 6 the learning principles can also be generalized and extended to any arbitrary function approximator. 
Goal Network Training
As indicated in equation (1), the system performance cost is expressed in a compact form. The objective of dynamic programming is to choose the control sequence u(t) so the cost function J is minimized:
This is the foundation for implementing dynamic programming by working back-120 ward in time domain. Similar as in [15] [16] , in this structure, J can be estimated by minimizing the following error over time:
When E h = 0 for all t, (3) indicates:
With one time step backward, we can write:
From equation (4) and (5), the objective function to be minimized in the goal 125 network can be written as:
and the high-level conceptual back-propagation path is:
For the three-layer critic network, the weights of the output layer and the hidden layer are updated respectively as follows
Critic Network Training
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Once the s(t) signal is obtained from the goal network, it will be used as an input to the critic network, and also be used to define the error function to adjust the parameters of the critic network:
And the back-propagation path is:
The weights of the output layer and the hidden layer of the critic network are 135 updated respectively as follows
Action Network Training
The procedure of adapting the action network is similar to the classic ADP approach to implicitly back-propagate the error between a desired ultimate object U c and the approximate J function of the critic network [13] . U c is in 140 accordance with the signal of the reinforcement when the state conducted by the action implies a success. Therefore, the error function used to update the parameters of the action network is:
where the U c is set to 0 to represent success, for the reason that the ultimate goal is to damp the system frequency deviation to 0. Since the action network 145 is connected with both goal network and critic network, the back-propagation path will consist of two parts as follows:
And the weights of the output layer and hidden layer in the action network are updated as follows: 
Design of the Load Frequency Controller
175
There are totally 49 fuzzy rules are considered in this design, which is shown in Tab. 2. This rule base works on the vectors composed of the two input signals. The "T-norms" is based on interpreting the "and" by taking the minimum of the two membership values. Crisp input signals are first mapped to linguistic values, and then combined based on all the rules by using "sum" method.
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Finally, for converting output to a crisp value, the "centroid" method is used for defuzzification [25] .
The PSO algorithm is employed to search the optimal scaling factors in the solution space. Therefore, there are three parameters should be optimized: K e , on the integral of the absolute error (IAE) is adopted as the objective for the PSO as follows:
where ∆f (t) is the system frequency deviation, and T is total simulation time.
Smaller J IAE indicates less deviation of system frequency and better control performance. Since the frequency is the same in the whole grid, J IAE is a 195 system-level performance index representing overall stability and dynamic performance. In this paper, this index could also be used as a supplement to the time-domain simulation for a better view of comparison. The time factor has not been multiplied with the absolute error in this index, which is different with the original one used in [26] . Moreover, this J IAE index is different with the 200 cost-to-go function and the output of the critic network J(t).
GrADP based controller design
The structure of the GrADP algorithm has been introduced in Section 3.
The input of the GrADP controller is designed as follows: where ∆f (t) is the measured system frequency deviation at time t. The previous 205 two sampling signals are also used here to provide the controller more system dynamic information under disturbance [27] [28] . The output of the GrADP controller is ∆u s , which will be added to the three outputs of the PID controller to form new control actions to the MT and EVs. In order to prevent the adaptive control actions to dominate the PID control, a limitation unit of ±0.02 210 is imposed to ∆u s . The reinforcement signal of the GrADP controller is designed as follows [29] :
Once the GrADP controller is initialized, it will be plugged into the system and works in the following procedure [17] [18]:
1. The action network receives the measured power system state x(t) and 215 uses it to generate the control signal ∆u s to the PID controllers.
2. The goal network uses the external reinforcement signal r(t), 
value 80 40 40 0.005 0.05 0.05
Simulation Analysis
In this section, comparisons of the PID controller, the PSO optimized fuzzy logic controller and the GrADP controller to damp the benchmark system fre- 
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We should notice that, there is only one PID controller to control the MT and the two EVs. We expect better control performance if there are three well coordinated PID controllers. However, the computation intensity and the cost of the subsystem for controllers will increase, and a coordination strategy turbine are modeled as the power disturbance for the system. Moreover, the system damping performance with and without signal transmission delay are also considered in this simulation study.
Case 1: Active Power Disturbance From PVs
In Case 1, six sequential active power disturbances from PVs are applied to and without signal transmission delay is shown in Fig. 8 . From Fig. 8(a disturbances, which represents that the PSO based method is effective. From 290 Fig. 8(b) , we could notice that the introduced signal transmission delay by the communication channel will degrade the damping performance of all the controllers, and the system frequency deviation will take longer time to become stable. It is also interesting to observe that the PSO optimized fuzzy logic controller is sensitive, where the performance has been largely affected by this 295 delay.
The outputs of the MT, EVs using PID controller, PSO optimized fuzzy logic controller and GrADP controller with and without delay are shown in Fig. 10 shows the corresponding GrADP output with and without delay in this case. As mentioned before, a limitation of ±0.02
is imposed to ∆u s . We can see that the GrADP controller adapts the control action according to different system disturbances, demonstrating the superior learning ability. 
Case 2: Active Power Disturbance From Real Wind Fluctuation and PVs
To investigate the feasibility of the LFC controllers in more complex and 315 realistic situation, in Case 2, power fluctuation from real wind data plus power fluctuation from PVs are both applied to the system. As shown in Fig. 12 , the real wind data from an offshore wind farm in Denmark [30] is adopted.
Moreover, five sequential active power disturbances from PVs are also applied to the system. Specifical, a −0.05 p.u. step disturbance is applied at 5 s, a 320 +0.08 p.u. step disturbance is applied at 60 s, a −0.14 p.u. step disturbance is applied at 120 s, a +0.12 p.u. step disturbance is applied at 180 s, and a −0.15 p.u. step disturbance is applied at 240 s. These two power fluctuations are added together as the total power disturbance to the smart grid, as shown in Fig. 13 .
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Under these complex disturbances, the system frequency deviation using PID controller, PSO optimized fuzzy logic controller and GrADP controller with and without signal transmission delay is shown in Fig. 14, respectively.
From Fig. 14(a) , we could still observe five learning stages of the GrADP and 240 s to 300 s. During the third to the fifth stages, the peak values in the swings have been decreased and the system frequency oscillation have been well damped. While it can also be observed that the fuzzy logic controller demonstrates almost perfect performance in all these stages with very small overshoots. Also, from Fig. 14(b) , we could observe similar results as in Case 335 1, that is the signal transmission delay would degrade the control performance of all these controllers. Fig. 15 shows the GrADP output in Case 2 wit 200 ms and without delay. All these results are in consistent with the design objective, namely, the GrADP is designed to minimize the system frequency fluctuation in terms of the reinforcement signal function r(t) in equation (17) . 
Conclusions
This paper designed a supplementary controller to improve system frequency stability in island smart grid with EVs, PVs and wind turbine based on GrADP. Optimal intelligent control methods have been introduced into power system operation for more than ten years. However, considerable efforts are still needed for real power engineering applications. This paper may shed some light on nar-360 rowing the gap between the theoretic research and realistic applications. In the future work, more detailed EV model and larger benchmark power system are required to test the intelligent control method. Considering the adaptive ability of damping system oscillation of the GrADP controller, it may be interesting to apply it to other power system oscillation problems, such as low-frequency oscil-365 lation problems in connected grids by long distance tie-lines. Moreover, effective methods to address signal transmission delay in the future open communication networks are also needed. This issue could be addressed by developing more advanced delay-dependent controller as well as calculating the delay margin for engineering instruction applications in the future studies.
