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We prove L2 global well-posedness results for 2D (subcritical and critical) non-
linear Schro dinger equations with data on R_T. We use methods of the periodic
case due to J. Bourgain. The main ingredient in the proof is the L4&L2 Strichartz
inequality for the free evolution which fails in the purely periodic setting.  2001
Academic Press
1. INTRODUCTION
Consider the following nonlinear Schro dinger equation in 2D,
it u=(2x+
2
y) u\|u|
p&1 u, 1<p3, (1)
with initial data
u(0, x, y)=,(x, y). (2)
When the problem is posed on R_R we have the following global
well-posedness result.
Theorem 1 ([5, 7, 15, 16, 20]). Let 1<p<3. Then the Cauchy problem
(1)(2) is globally well-posed for any data in L2(R_R). In the critical case
doi:10.1006jfan.2000.3732, available online at http:www.idealibrary.com on
427
0022-123601 35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
1 The first author (H.T.) is partially supported by the Japan Association for Mathematical
Sciences Foundation.
p=3 one also needs to impose a smallness assumption on the data in order
to obtain global well-posedness.
The essential ingredient of the proof of Theorem 1 is the L4&L2
Strichartz inequality
&exp(&it(2x+2y)) ,&L4(R3)C &,&L2(R2) (3)
for the free evolution. The inequality (3) results from the dispersive
inequality
&exp(&it(2x+2y)) ,&Lxy 
1
|t|
&,&L1(R2) (4)
and the Tomas restriction argument. The smallness assumption in the criti-
cal case p=3 (cf. [5, 15, 16]) is required because the life span of the local
solution depends not only on the L2 norm of the data (a conserved quan-
tity). This assumption is related to the best possible constant in the right-
hand side of (3). In the case of subcritical nonlinearity in (1) (1<p<3) we
do not need the smallness assumption on the data (cf. [7, 20]), since one
can extract a small factor in the Picard iteration scheme applied to the
integral equation corresponding to (1)(2) due to the subcritical non-
linearity. The scattering theory for the critical NLS is developed in
[1416]. There are some improvements of (3) which enable one to obtain
well-posedness of (1)(2) in the critical case for initial data which are not
small in L2(R_R) (cf. [3, 11, 12]).
In the case of data defined on T_T the inequality (4) fails since the free
evolution is periodic in time. In [1, 2], Bourgain developed a new theory
for studying the case of periodic data. In [1, 2], it is shown that in the peri-
odic case we still have some versions of the Strichartz inequalities. Using
these new estimates one can obtain the following result.
Theorem 2. ([1, 4]). Let 1<p3. Then the Cauchy problem (1)(2) is
locally well-posed for data in H s(T_T), s>0.
The absence of the exact analog of the inequality (3) in the periodic set-
ting is the reason to impose the condition s>0 in Theorem 2.
In this paper we shall apply the methods of the periodic case for data
defined on R_T. We will show that in the case of data on R_T better
localized versions of the Strichartz inequalities hold comparing to the case
of data on T_T, in particular a version of the L4&L2 Strichartz
inequality for the Schro dinger equation with data on R_T (in [19] some
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more applications are considered). The goal of this paper is to prove the
following theorem.
Theorem 3. Let 1<p<3. Then the Cauchy problem (1)(2) is globally
well-posed for any data in L2(R_T). Let p=3. Then the Cauchy problem
(1)(2) is globally well-posed for sufficiently small data in L2(R_T).
Remark 1. In the subcritical case (1<p<3), we use the framework of
the Bourgain spaces in order to perform a fixed point argument. In the
critical case ( p=3) we make use of a result due to Christ and Kiselev
(cf. [6]), similarly employed in [17, 18], in order to obtain the needed
L4&L43 inequality for the solution of the inhomogeneous Schro dinger
equation with data on R_T. In the case of data on R_R this estimate
results directly from the dispersive inequality (4), which seems not to hold
in the case of data on R_T.
The rest of the paper is organized as follows. In Section 2 we prove the
L4&L2 Strichartz inequality. Sections 3 and 4 are devoted to the subcriti-
cal and the critical case, respectively. Finally in the appendix we give a
counterexample for the failure of the L4&L2 Strichartz inequality in the
purely periodic setting.
Notations. We denote by }^ the Fourier transform. & }&Lp denotes the
norm in the Lebesgue space L p. AtB means that 12 |A||B|2 |A|. For
any positive A and B the notation AB (resp. A-B) means that there
exists a positive constant c such that AcB (resp. AcB). By mes(A) we
denote the measure of a set A, where depending on the context it can be
either the Lebesgue measure or the product measure of the Lebesgue
measure and the counting measure. For x # R we denote by [x] the integer
part of x.
2. THE STRICHARTZ INEQUALITY
The aim of this section is to prove the following theorem.
Theorem 2.1. Let U(t)=exp(&it(2x+
2
y)), x # R, y # T. Then
&U(t) ,&L4(t # I, x # R, y # T)C(I ) &,&L2(R_T) , (5)
where I/R is an interval and the constant C(I ) depends only on the measure
of I.
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Let Xb, s(R_R_T) be the Bourgain space associated to the two dimen-
sional Schro dinger equation with data on R_T, equipped with the norm
&u&X b, s={|

&
|

&
:
n # Z
(1+|{&!2&n2| )2b
_(1+|!|+|n| )2s |u^({, !, n)|2 d{ d!=
12
.
We have the following localized Strichartz inequality.
Theorem 2.2. Let u1 and u2 be two functions defined on R_R_T with
the following support properties
If ({, !, n) # supp uj@ then ({&!
2&n2) tKj , j=1, 2.
Then the following inequalities hold
&u1u2 &L2(R_R_T) (K1K2)12 &u1&L2(R_R_T) &u2&L2(R_R_T) . (6)
Proof of Theorem 2.2. Write via the Cauchy Schwarz inequality
&u1u2 &2L2=|

&
|

&
:
n } |

&
|

&
:
n1
u1@({1 , !1 , n1)
_u2@({&{1 , !&!1 , n&n1) d{1d!1 }
2
d{ d!
 sup
{, !, n
mes(A{!n) &u1&2L2 &u2 &
2
L2 ,
where
A{!n=[({1 , !1 , n1) : ({1 , !1 , n1) # supp u1@ , ({&{1 , !&!1 , n&n1) # supp u2@]
=[({1 , !1 , n1) : |{1&!21&n
2
1 |tK1 , |{&{1&(!&!1)2&(n&n1)2|tK2].
We estimate the measure of A{!n . First we eliminate {1 . Using the triangle
inequality we obtain
mes(A{!n)min[K1 , K2] mes(B{!n),
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where
B{!n=[(!1 , n1) : |{&!21&(!&!1)
2&n21&(n&n1)
2|K1+K2] (7)
={(!1 , n1) : }{&!
2
2
&
n2
2
&2 \!1&!2+
2
&2 \n1&n2+
2
}K1+K2= . (8)
In order to estimate the measure of B{!n we shall use the following lemma.
Lemma 2.1. Let C01 and K1 be constants. Then
mes[! # R, n # Z : C0!2+n2C0+K]K (9)
mes[! # R, n # Z : C0!2+(n&12)2C0+K]K (10)
independent of C0 .
Remark 2. The result of Lemma 2.1 does not hold if we consider ! # Z
instead of ! # R. In this case the estimation of the quantity in the left-hand
side of (9) is related to the ‘‘circle problem’’ (cf. [9, p. 20]). In fact when
! # Z (which corresponds to the case of data on T_T), the left-hand side
of (9) depends on C0 and the inequality (9) fails for C0>>1 if we take for
example C0= pk # N and p is a prime number such that p#1 (mod 4)
(cf. [9, p. 15, Theorem 3])2.
Proof of Lemma 2.1. We shall first prove (9). Set for :1
h(:) :=mes[! # R, n # Z : !2+n2:].
Then for fixed n # [&[- : ], ..., 0, ..., [- : ]], the Lebesgue measure of
! # R such that !2+n2: is 2 - :&n2. Therefore
h(:)=4 :
[- : ]
n=0
- :&n2&2 - :.
Hence
mes[! # R, n # Z : C0!2+n2C0+K]
 :
[- C0+K ]
l=0
- C0+K&l2& :
[- C0 ]
l=0
- C0&l2
:=I1+I2 ,
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2 In the Appendix we give a proof of the failure of the periodic two dimensional L4&L2
Strichartz inequality in the purely periodic case.
where
I1= :
[- C0 ]
l=0
(- C0+K&l2&- C0&l2)
I2= :
[- C0+K ]
l=[- C0 ]+1
- C0+K&l2.
We have that
I1= :
[- C0 ]
l=0
K
- C0+K&l2+- C0&l2
K |
- C0
0
dx
- C0&x2
=
?K
2
I2 |
- C0+K
- C0
- C0+K&x2 dx.
Let ; # [0, ?2] be such that sin ;=- C0C0+K . Then we obtain via a change of
variables x=- C0+K sin % that
I2|
?2
;
(C0+K) cos2 % d%
=
C0+K
2 \
?
2
&;&sin ; cos ;+=C0+K2 (#&sin # cos #),
where #= ?2&;. Note that for # # [0,
?
2] there exists a sufficiently large
constant A>0 such that
#sin #+A sin2 #.
Using that sin #=- KC0+K and cos #=-
C0
C0+K
we obtain that
I2(C0+K) \ KC0+K+A
K
C0+K
&
- C0K
C0+K+
AK+- K (- C0+K&- C0 )
=AK+
- K K
- C0+K+- C0
K.
This completes the proof of (9).
To prove (10) we need a slight modification of the above argument. Set
for :1
h (:) :=mes[! # R, n # Z : !2+(n&12)2:].
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Then we have that
h (:)=4 :
[- :+12]
n=0
- :&(n&12)2&2 - :&14.
Hence we obtain that
mes[! # R, n # Z : C0!2+(n&12)2C0+K]
 :
[- C0+K+12]
l=0
- C0+K&(l&12)2& :
[- C0+12]
l=0
- C0&(l&12)2
:=I3+I4 ,
where
I3= :
[- C0+12]
l=0
(- C0+K&(l&12)2&- C0&(l&12)2)
I4= :
[- C0+K+12]
l=[- C0+12]+1
- C0+K&(l&12)2.
The estimate for I3 is similar to that of I1 . We have that
I3= :
[- C0+12]
l=0
K
- C0+K&(l&12)2+- C0&(l&12)2
 :
[- C0+12]
l=0
K
- C0&(l&12)2
|
- C0+12
12
K dx
- C0&(x&12)2
K.
In order to estimate I4 we use that
I4 |
- C0+K+12
- C0+12
- C0+K&(x&12)2 dxK
similarly to the estimate of I2 .
This completes the proof of Lemma 2.1. K
Now using Lemma 2.1 we obtain the following bound for the measure of
B{!n
mes(B{!n)K1+K2 max[K1 , K2].
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Hence
&u1 u2 &2L2min[K1 , K2] max[K1 , K2] &u1&
2
L2 &u2&
2
L2
=K1K2 &u1&2L2 &u2&2L2 . (11)
This completes the proof of Theorem 2.2. K
The following corollary of Theorem 2.2 holds.
Theorem 2.3. The following inequality holds
&u&L4(R_R_T) &u&X b, 0(R_R_T) , b>12. (12)
Proof of Theorem 2.3. Let u be a smooth function on R_R_T.
Consider the dyadic decomposition
u=:
K
uK , K=2k, k # N,
where |{&!2&n2|tK on the support of u^({, !, n). Then we obtain via
Theorem 2.2
&u&2L4=&u
2&L2  :
K1, K2
&uK1uK2 &L2
 :
K1, K2
K 12&b1 } K
12&b
2 &u&
2
X b, 0 &u&
2
X b, 0 .
This completes the proof of Theorem 2.3. K
Proof of Theorem 2.1. Let  # C 0 (R) be a cut-off function such that
supp /(&2, 2) and #1 on the interval [&1, 1]. Set $(t)=( t$) for
$>0. Clearly $ # C 0 (R) and $=1 on the interval [&$, $]. One obtains
for b0
&$&H b $12 &&L2+$12&b &&H4 b ,
where H4 b is the homogeneous Sobolev space. Note that &u&X b, 0=
&U(&t) u&Htb(L2xy ) . Now applying (12) for u=$(t) U(t) , we arrive at
&U(t) ,&L4( |t|$, x # R, y # T) &$ &Hb &,&L2(R_T) ($12+$12&b) &,&L2(R_T) .
(13)
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In the case of an arbitrary time interval I=[:, ;]/R, we set
U(t) ,=U \t&:+;2 + U \
:+;
2 + , :=U \t&
:+;
2 + 8.
Since &,&L2(R_T)=&8&L2(R_T) and &
;&:
2 t&
:+;
2 
;&:
2 for t # [:, ;] we
can perform an argument similar to (13) with $= ;&:2 . This completes the
proof of the Theorem 2.1. K
Remark 3. Note that the proof of Theorem 2.1 can be also performed
for , defined on R_R. Hence Bourgain’s argument for obtaining periodic
Strichartz inequalities provides a proof of the Strichartz inequality for 2D
NLS with data on R_R which does not make use of the straightforward
dispersive inequality (4).
3. THE SUBCRITICAL CASE
Consider the L2 subcritical nonlinear Schro dinger equation in 2D,
it u=(2x+
2
y) u\|u|
p&1 u, 1<p<3, (14)
with initial data
u(0, x, y)=,(x, y), (x, y) # R_T. (15)
We apply, a fixed point argument to the integral equation corresponding
to (14)(15)
u(t)=U(t) ,\i |
t
0
U(t&s) |u(s)| p&1 u(s) ds. (16)
Recall that  # C0 (R) is a cut-off function such that supp /(&2, 2),
#1 on the interval [&1, 1], and $(t)=( t$) for $>0. Consider a
truncated version of (16)
u(t)=(t) U(t) ,\i$(t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds. (17)
We can solve (17) by a fixed point argument in Lr(R_R_T) for suitable
r # [2, 4] and sufficiently small $>0. To that solution of (17) corresponds
a local solution of (16) in the interval [&$, $]. We first estimate the first
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term in the right-hand side of (17). Using (12) and the Plancherel identity
we obtain that for r # [2, 4] one has
&(t) U(t) ,&Lr(R_R_T) &(t) U(t) ,&X b, 0(R_R_T) &,&L2 ,
where b>12. Now using Lemma 3.2 of [8] we obtain
"$ (t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds"Lr(R_R_T)
"$ (t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds"X b, 0(R_R_T)
$1&b+b$ & |u| p&1 u&X b$ 0(R_R_T) ,
where b>12, b$<0, and 1&b+b$>0. Now dualizing (12) we obtain
&u&X &b, 0(R_R_T) &u&L43(R_R_T) , b>12. (18)
An interpolation between (18) and the identity
&u&X 0, 0(R_R_T)=&u&L2(R_R_T)
yields that for any q # (43, 2] there exists b$ # (&12, 0) such that
&u&X b$, 0(R_R_T) &u&Lq(R_R_T) . (19)
Now take b$ as in (19). Then we choose b>12 such that b<1+b$. Let
%=1&b+b$. Then using (19) we obtain
"$ (t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds"Lr(R_R_T) $% &u& pLpq(R_R_T) ,
where q # (43, 2]. Take now r= pq. Note that for any p # (1, 3) there exist
r # [2, 4] and q # (43, 2] such that p=rq. In addition when p # [2, 3) we
can take r=4. Hence for any p # [1, 3) there exists r # [2, 4] such that
"$(t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds"Lr(R_R_T) $% &u& pLr(R_R_T) .
Define an operator T as
Tu :=$(t) U(t) ,\i$(t) |
t
0
U(t&s) |u(s)| p&1 u(s) ds.
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Therefore
&Tu&Lt(L2x, y )+&Tu&Lr(R_R_T) &,&L2+$
% &u& pLr(R_R_T) .
Similarly we can obtain
&Tu&Tv&Lt(L2x, y )+&Tu&Tv&Lr(R_R_T)
$% &u&v&Lr(R_R_T) (&u& p&1Lr(R_R_T)+&v&
p&1
Lr(R_R_T)).
Hence the operator T is a contraction in Lt (L
2
x, y) & L
r(R_R_T) for
small $>0. We can obtain local solutions of the integral equation (16).
Due to the L2 conservation law iteration of the last process of deriving
local solutions we extend the local solutions globally in time.
4. THE CRITICAL CASE
Let p=3. We apply a fixed point argument to the integral equation
corresponding to (1)(2)
u(t)=U(t) ,\i |
t
0
U(t&s) |u(s)| 2 u(s) ds. (20)
We need the following Lemma in order to control the second term of (20).
Lemma 4.1. Let f # L4(I_R_T), where I/R is an interval such that
0 # I. Then
"|
t
0
U(t&s) f (s) ds"L4(I_R_T) C$(I ) & f &L43(I_R_T) . (21)
Proof of Lemma 4.1. Due to (5) we have that the linear operator
A, :=U(t) , is bounded from L2(R_T) to L4(I_R_T). Let A* be the
adjoint of A. Then
A*( f )=|
I
U(&s) f (s) ds
and A* is bounded from L43(I_R_T) to L2(R_T), i.e.,
"|I U(&s) f (s) ds"L2(R_T) C(I ) & f &L43(I_R_T) .
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Further
AA*( f )=|
I
U(t&s) f (s) ds
is bounded from L43(I_R_T) to L4(I_R_T). Hence
"|I U(t&s) f (s) ds"L4(I_R_T) C$(I ) & f &L43(I_R_T) .
Now we are in position to use Lemma 3.1 of [17] (cf. also [18 Lemma 3.1])
in order to complete the proof of Lemma 4.1. K
Note that the constants C(I ) and C$(I ) in (5) and (21) depend only on
the measure of the interval I. Define a sequence [un] as follows
u0=U(t) ,
un+1(t)=U(t) ,\i |
t
0
U(t&s) |un(s)|2 un(s) ds.
Take I=[&1, 1]. Then due to (5) and (21) we obtain
&un+1&L4(I_R_T)C(I ) &,&L2(R_T)+C$(I ) &un&3L4(I_R_T)
&un+1&un&L4(I_R_T)C$(I ) &un&un&1&L4(I_R_T)
_(&un&1&2L4(I_R_T)+&un&2L4(I_R_T)).
Hence taking &,&L2 small we obtain that [un] is a Cauchy sequence in a
small ball close to the origin of Lt (L
2
x, y) & L
4(I_R_T) similar to the
subcritical case. Therefore [un] converges to a local solution of (1)(2) in
the time interval [&1, 1]. Due to the L2 conservation law, an iteration of
the last process giving local solutions extends the solutions globally in time.
5. APPENDIX: FAILURE OF THE L4&L2 STRICHARTZ
INEQUALITY IN THE PURELY PERIODIC SETTING
In this appendix we give a natural adaptation of the counterexample of
[1, p. 118, Remark 2] to higher dimensional case. Let S(t)=exp(&it(2x+
2
y))
be the unitary group generating the solutions of the free 2D Schro dinger
equation
iut=(2x+
2
y) u, u(0, x, y)=u0(x, y).
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For a given function on T2 we can express S(t) u0 as a Fourier series
(S(t) u0)(t, x, y)= :
(m, n) # Z2
u0@(m, n) e
2?it(m2+n2)+2?i(mx+ny).
We regard S(t) u0 as a function on T3. Our goal is to prove the following
theorem.
Theorem 4. The inequality
&S(t) u0&L4(T3) &u0 &L2(T2) (22)
fails.
Proof. Take u0 as
u0(x, y)= :
|m|tN
:
|n|tN
e2?i(mx+ny). (23)
Clearly &u0&L2(T 2) N. In addition
(S(t) u0)(t, x, y)= :
|m|tN
:
|n|tN
e2?i(m2+n2) t+2?i(mx+ny) :=uN(t, x, y).
Let p>2 be a prime number. Consider the following regions on the three
dimensional torus
0 pabc={(t, x, y) # T3 : } t&ap }
1
(103N)2
, }x&bp }
1
103N
, } y&cp }
1
103N = ,
where 1p- N, 1ap&1, and 0b, cp&1. Note that the sets
0 pabc are disjoint. In the next lemma we give a bound for the L
 norm of
uN(t, x, y) on 0 pabc .
Lemma 5.1. Let (t, x, y) # 0 pabc . Then
|uN(t, x, y)|-
N 2
p
.
Proof of Lemma 5.1. We shall use the following result on exponential
sums.
Theorem 5.1 ([13]). Let p be a prime number and 0<ap&1, b be
integers. Then
} :
p&1
n=0
e2?ip(an2+bn)}=- p.
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Remark 4. In [13] a more general situation is considered. Upper
bounds for the modulus of exponential sums of type
:
p&1
n=0
e2?ip(a1nk+a2n k&1+ } } } +ak n), (24)
where k is a positive integer, are obtained. But in the case k=2 the
argument performed in [13] also gives a lower bound for the modulus of
the exponential sum (24).
Write
uN (t, x, y)=\ :
|m|tN
e2?im2t+2?imx+_\ :
|n|tN
e2?in2t+2?inx+ .
Dividing the summation over an interval of length of size N into [Np]
blocks and applying Theorem 5.1 for both factors in the above representa-
tion of uN(t, x, y) we can obtain
}uN \ ap ,
b
p
,
c
p+}-
N
p
- p_
N
p
- p=
N2
p
. (25)
The estimate (25) can be extended for (t, x, y) # 0 pabc by using the Taylor
expansion of uN(t, x, y) at ( ap ,
b
p ,
c
p). The remainder term is controlled by
using the upper bound for the modulus of the exponential sum in Theorem
5.1. This completes the proof of Lemma 5.1. K
Now using that 0 pabc are disjoint we obtain
|
T3
|uN(t, x, y)|4 dt dx dy- :
p-prime
1p- N
:
1a, b, c<p
|
0pabc
|uN(t, x, y)| 4 dt dx dy.
Note that the volume of 0 pabc is 8(10
3 N)&4. Using Lemma 5.1 we arrive at
|
T 3
|uN(t, x, y)|4 dt dx dy- :
p-prime
1p- N
N &4 }
N8
p4
} p3
=N4 :
p-prime
1p- N
1
p
:=N4C(N).
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In order to estimate C(N) one can write
C(N)- :
log N
k=1
:
p-prime
pt2k
1
p
- :
log N
k=1
1
2k
2k
k
-log log N,
where we used the prime number theorem (cf. [10, p. 169])
*[ p : p is prime number and p<N]t
N
log N
, N>>1.
Therefore
&uN&L4(T3)-N[log log(N)]14.
But &u0&L2 N. Hence (22) fails for u0 as in (23) and N>>1. This
completes the proof. K
Remark 5. A similar argument works in arbitrary dimension.
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