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Abstract
In this paper a singularly perturbed convection–di'usion equation with a discontinuous source term is
examined. Boundary and weak interior layers appear in the solution. A numerical method is constructed for
this problem which involves an appropriate piecewise-uniform mesh. The method is shown to be uniformly
convergent with respect to the singular perturbation parameter.
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1. Introduction
We are concerned with a two point boundary value problem for a singularly perturbed convection–
di'usion equation with a singular perturbation parameter . The novel aspect of the problem under
consideration is that we take a source term in the di'erential equation which has a jump discontinuity
at a point in the interior of the domain—and a possible discontinuity in the convection coe=cient at
the same point. This gives rise to an interior layer in the exact solution of the problem, in addition
to the boundary layer at the out>ow boundary point. Our goal is to construct an -uniform numerical
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method for solving this problem, that is, a numerical method which generates -uniformly convergent
numerical approximations to the solution and its derivatives.
Note that problems with discontinuous data were treated theoretically, in the case of the reaction–
di'usion equation in, for example, [5]. The analytical techniques developed there are extended in a
natural way to the problems considered in the present paper. In [3], we also examined the behaviour
of interior layers that arose in a class of singularly perturbed reaction–di'usion problems. As here,
these interior layers were generated from a discontinuity in the source term, but, while the interior
layers in the case of [3] were strong, in the sense that the solution was bounded but the magnitude
of the Hrst derivative grew unboundedly as  → 0, here they are weak: i.e., the solution and the Hrst
derivative are bounded but the magnitude of the second derivative grows unboundedly as  → 0. In
a companion paper [2] to this paper, we also analysed robust numerical methods for convection–
di'usion problems with strong interior layers.
In the next section, we describe the problem and we establish a comparison principle and some
a priori estimates of the solution and its derivatives. In Section 3 we construct a piecewise uniform
mesh, which is Htted to the interior and boundary layers. The numerical method is deHned by using
the standard upwind Hnite di'erence method on this mesh; we then state and prove a comparison
principle for the discrete problem; we introduce a decomposition of the discrete solution in Section
4 and prove a sequence of lemmas, which leads to the statement and proof of the main theoreti-
cal result, namely the -uniform convergence in the global maximum norm of the approximations
generated by the Hnite di'erence method. In the following section numerical results are presented,
which are in agreement with the theoretical results. The paper ends with a section containing the
conclusions.
2. Statement of the problem
A singularly perturbed convection–di'usion equation in one dimension with a discontinuous
right-hand side term is considered on the unit interval  = (0; 1). A single discontinuity in the
right-hand side term is assumed to occur at a point d∈. A discontinuity is also allowed in the co-
e=cient of the Hrst derivative at the same point. It is convenient to introduce the notation −=(0; d)
and + = (d; 1) and to denote the jump at d in any function with [!](d) = !(d+) − !(d−). The
corresponding two point boundary value problem is
(P)


Find u ∈C1() ∩ C2(− ∪ +) such that;
u′′ + a(x)u
′
 = f for all x∈− ∪ +;
u(0) = u0; u(1) = u1;
a(x)¿¿ 0; for all x∈− ∪ +;
|[f](d)|6C; |[a](d)|6C;
where a; f∈C2(− ∪ +). Singularly perturbed convection–di'usion problems of this form, where
the data are su=ciently smooth have been examined extensively by many authors, e.g., [4,1]. If one
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assumes that a; f∈C1(), then a boundary layer appears in the solution near the point x = 0 and
the solution u is in C2(). In this paper, we construct and analyse a parameter-uniform numerical
method for problems of the form (P).
Let L denote the di'erential operator occurring in (P), which is deHned as
L!= !′′ + a(x)!′:
Then L satisHes the following comparison principle on L.
Lemma 1. Suppose that a function !∈C0( L) ∩ C2(− ∪ +) satis8es
!(0)6 0; !(1)6 0;
L!(x)¿ 0; x∈− ∪ + and [!′](d)¿ 0;
then
!(x)6 0 for all x∈ L:
Proof. Let
!(x) = e−(1(x−d))=2v(x); x¡d; e−(2(x−d))=2v(x); x¿d:
For x∈−
L!= e−(1(x−d))=(2)
(
v′′ + (a− 1)v′ − 12
(
a− 1
2
)
v
)
and x∈+
L!= e−(2(x−d))=(2)
(
v′′ + (a− 2)v′ − 22
(
a− 2
2
)
v
)
:
Assume that ¿2 ¿1. Let q be a point at which v attains its maximum value in L. If v(q)6 0,
there is nothing to prove. Suppose therefore that v(q)¿ 0, then the proof is completed by showing
that this leads to a contradiction.
With the above assumption on the boundary values, either q∈− ∪ + or q= d. If q∈− then
L!(q) = e−(1(q−d))=(2)
(
v′′(q) + (a(q)− 1)v′(q)− 12
(
a− 1
2
)
v(q)
)
¡ 0
which is a contradiction. If q∈+ then
L!(q) = e−(2(q−d))=(2)
(
v′′(q) + (a(q)− 2)v′(q)− 22
(
a− 2
2
)
v(q)
)
¡ 0
which is also a contradiction.
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The only possibility remaining is that q= d. Note that
[!′](d) = [v′](d) +
1 − 2
2
v(d):
At a positive maximum [v′](d)6 0; v(d)¿ 0 and so for 1 ¡2; [w′](d)¡ 0 which is the required
contradiction.
In the sequel the norm ‖f‖S is the maximum norm of the function f over the set S:
‖f‖S =max
x∈S
|f(x)|:
An immediate consequence of the comparison principle is the following stability result.
Lemma 2. Let u be a solution of (P), then
‖u‖ L6max{|u0|; |u1|}+
1

‖f‖ L\d
and
‖u(k)‖ L\{d}6C−k ; 16 k6 3:
Proof. Put ±(x) =−M − (1− x)=‖f‖ ± u(x), where M =max{|u0|; |u1|}. Clearly ± ∈C1( L);
±(0)6 0; ±(1)6 0 and for each x∈− ∪ +
L±(x)¿ 0:
It follows from the maximum principle that ±(x)¿ 0 for all x∈ L, which leads at once to the
desired bound on u. Prove the remaining bounds on the derivatives using the arguments in [1].
Consider the following decomposition. DeHne the C0() functions v0 and v1 by
av′0 = f; x∈− ∪ +; v0(1) = u(1); (1)
av′1 =−v′′0 ; x∈− ∪ +; v1(1) = 0: (2)
We now deHne v by
Find v ∈C0() such that Lv = f; x∈− ∪ +;
v(0) = v0(0) + v1(0); v(d) = v0(d) + v1(d); v(1) = u(1):
Note that v = v0 + v1 + 2v2, where v2 ∈C0() and
Lv2 =−v′′1 ; x = d; v2(0) = v2(d) = v2(1) = 0:
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As in [1], we can obtain the following bounds on the derivatives of v for k = 1; 2; 3,
‖v‖6C; ‖v(k) ‖−∪+6C(1 + 2−k): (3)
Note also that |[v′](d)|; |[v′′ ](d)|6C. DeHne the layer component of the decomposition as follows:
Find w ∈C0() such that Lw = 0; x∈− ∪ +;
w(0) = u(0)− v(0); w(1) = 0; [w′](d) =−[v′](d):
We can further decompose w as
w = w1 + w2;
where w1 is the boundary layer function satisfying
w1 ∈C2(); Lw1 = 0; x∈; (4a)
w1(0) = u(0)− v(0); w1(1) = 0 (4b)
and w2 is the interior layer function satisfying
w2 ∈C0(); Lw2 = 0; x∈− ∪ +; (5a)
w2(0) = 0; w2(1) = 0; (5b)
[w′2](d) =−[v′](d): (5c)
Lemma 3 (Farrell et al. [1]). For each integer k, satisfying 06 k6 3, the solution w1 of (4) sat-
is8es the bounds
|w(k)1 (x)|6C−ke−x=; x∈;
where C is a constant independent of .
Lemma 4. For each integer k, satisfying 16 k6 3, the solution w2 of (5) satis8es the bounds
|w2(x)|6C;
|w(k)2 (x)|6
{
C(1−ke−x=); x∈−;
C(1−ke−(x−d)=); x∈+;
where C is a constant independent of .
Proof. To Hnd the bound for w2 use Lemma 1 and the barrier functions −± w2, where
(x) =
A

{
1; x∈−;
e−(x−d)=; x∈+:
To bound the derivatives of w2 over the domain −, let w˜(x) = w2(x)− w2(d). This satisHes
Lw˜ = 0; x∈−; w˜(0) =−w2(d); w˜(d) = 0:
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Note also that Lw2 = 0; x∈+, where w2(d) is speciHed and w2(1)= 0. Use separate arguments on
− and + from [1] to Hnish.
Hence, in general, the solution has a boundary layer near x = 0 and a weak interior layer in the
region to the right of x=d. Note that although w2=O() is small, it is of the same order throughout
all of −. This contrasts with w1 whose in>uence is only signiHcant in the layer region near
x = 0.
3. Discrete problem
A Htted mesh method for problem (P) is now introduced. On  a piecewise-uniform mesh of N
mesh intervals is constructed as follows. The domain L is subdivided into the four subintervals
[0; 1] ∪ [1; d] ∪ [d; d+ 2] ∪ [d+ 2; 1]
for some 1; 2 that satisfy 0¡16d=2; 0¡26 (1− d)=2. On each subinterval a uniform mesh
with N=4 mesh-intervals is placed. The points of the mesh contained in the domain − ∪ + are
denoted by
N =
{
xi : 16 i6
N
2
− 1
}
∪
{
xi :
N
2
+ 16 i6N − 1
}
:
Clearly xN=2 = d and LN = {xi}N0 . Note that this mesh is a uniform mesh when 1 = d=2 and
2 = (1 − d)=2. It is Htted to the singular perturbation problem (P) by choosing 1 and 2 to be
the following functions of N and 
1 = min
{
d
2
;


lnN
}
and 2 = min
{
1− d
2
;


lnN
}
:
We introduce the following notation for the four mesh widths:
h1 =
41
N
; H1 =
4(d− 1)
N
; h2 =
42
N
; H2 =
4(1− d− 2)
N
: (6)
On the piecewise-uniform mesh LN a standard upwind Hnite di'erence operator is used. Then the
Htted mesh method for (P) is
(PN )


Find a mesh function U such that
LN U = "
2U(xi) + a(xi)D+U(xi) = f(xi) for all xi ∈N ;
U(0) = u0; U(1) = u1;
D−U(xN=2) = D+U(xN=2);
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where
"2Zi =
(
Zi+1 − Zi
xi+1 − xi −
Zi − Zi−1
xi − xi−1
)
2
xi+1 − xi−1 ;
D−Zi =
Zi − Zi−1
xi − xi−1 and D
+Zi =
Zi+1 − Zi
xi+1 − xi :
The following lemma shows that the Hnite di'erence operator LN has properties analogous to those
in Lemma 1 for the di'erential operator L.
Lemma 5. Suppose that a mesh function Z satis8es
Z(0)6 0; Z(1)6 0; LN Z(xi)¿ 0 for all xi ∈N
and
D+Z(xN=2)− D−Z(xN=2)¿ 0;
then
Z(xi)6 0 for all xi ∈ LN :
Proof. Let xp be any point at which Z(xp) attains its maximum value on LN . If Z(xp)6 0 there
is nothing to prove. Suppose therefore that Z(xp)¿ 0, then the proof is completed by showing that
this leads to a contradiction. By the assumptions, xp = 0; 1. Consider Hrst the case of xp = d.
Without loss of generality, assume xp ¡d. Because Z attains its maximum value at xp it is clear
that
D−Z(xp)¿ 0¿D+Z(xp)
and hence
LN Z(xp) = "
2Z(xp) + a(xp)D+Z(xp)6 0:
To avoid a contradiction, LN Z(xp) = 0. This implies that
Z(xp−1) = Z(xp) = Z(xp+1):
Repeat the argument at the point xp−1. Continue until x0 is reached and then contradiction is achieved.
Let us now consider the case of xp = d. Then
D−Z(xN=2)¿ 0¿D+Z(xN=2)¿D−Z(xN=2)
and so
Z(x(N=2)−1) = Z(xN=2) = Z(x(N=2)+1):
Repeat earlier argument to reach the desired contradiction.
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4. Error analysis
DeHne the function V to be the solution of
LN V = f(xi) for all xi ∈N \ d;
V(0) = v(0); V(d) = v(d); V(1) = v(1):
Using a standard stability and consistency argument, coupled with the obvious barrier functions on
each interval [0; d]; [d; 1] separately, one can deduce that
|V(xi)− v(xi)|6


CN−1(d− xi); xi6d;
CN−1(1− xi); xi¿d:
(7)
We deHne W to be the solution of
LN W = 0 for all xi ∈N \ d;
W(0) = w(0); W(1) = w(1);
[DW(d)] =−[DV(d)];
where, throughout this section, we denote the jump in the discrete derivative of a mesh function Z
at the point xi = d by
[DZ(d)] = D+Z(d)− D−Z(d):
Analogously to the continuous case we can further decompose W as
W =W1 +W2;
where W1 (the discrete analogue of the boundary layer function w1) is deHned as the solution of
LN W1 = 0; for all xi ∈N ∪ {d}; (8a)
W1(0) = w(0); W1(1) = 0 (8b)
and W2 (the discrete analogue of the weak interior layer function w2) is deHned as the solution of
LN W2 = 0 for all xi ∈N \ {d}; (9a)
W2(0) = 0; W2(1) = 0; (9b)
[DW2(d)] =−[DV(d)]− [DW1(d)]: (9c)
P.A. Farrell et al. / Journal of Computational and Applied Mathematics 166 (2004) 133–151 141
As in [1],
|W1 − w1|6CN−1 lnN; xi ∈N ∪ {d} (10)
and |W1|6CN−1 for all xi¿ . Note that the jump at x = d in the derivative of the weak interior
layer function w2 is bounded. The next lemma establishes the discrete counterpart of this.
Lemma 6. The following -uniform bound
|[DW2(d)]|6C(1 + −1N−1)
is valid, where W2 is the solution of (9).
Proof. Note that,
D−V(d) = D−(V − v)(d) + D−v(d)
and ‖v′‖−6C. Hence, |D−v(d)|6C and |D−(V − v)(d)|= |(V − v)(d−H1)=H1|6CN−1 by
(7). Hence |D−V(d)|6C.
Note also that for xi¿d,
D+V(xi) = D+(V − v)(xi) + D+v(xi)
and ‖v′‖+6C. Hence,
|D+V(d)|6 |D+(V − v)(d)|+ C:
As in [1, p. 61] on [d; 1); |D+(V − v)(xi)|6CN−1, which implies that
|D+V(d)|6C
(
1 +
N−1

)
:
Note that |W1(xi)|6CN−1; xi¿ , which implies that |D−W1(d)|6C. Finally, note that
D+W1(d) = D+(W1 − w1)(d) + D+w1(d)
and ‖w′1‖+6C−1e−d=6C. Hence,
|D+W1(d)|6 |D+(W1 − w1)(d)|+ C:
Using the arguments in [1, p. 61] and the fact that ‖w(k)1 ‖+6C−ke−d=6C, one can show that
on [d; 1); |D+(W1 − w1)(xi)|6C, which implies that |D+W1(d)|6C.
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Lemma 7. The following -uniform bound
|W2(xi)|6C|[DW2(d)]|
is valid, where W2 is the solution of (9).
Proof. Consider the following barrier function:
(i =
C|[DW2(d)]|

{
1; xi6d;
 ; xi¿d;
where  is the solution of
"2 + D+ = 0; xi ∈+ ∩ N ;  (d) = 1;  (1) = 0: (11)
A simple contradiction argument shows that D+ (xi)¡ 0; xi¿d. From an explicit expression for
 , one can deduce that
|D+ (d)|¿C1; (12)
since h2=6C. With this, we have
LN (−(i ±W2)¿ 0; xi ∈N \ {d}:
Note also that (−(i ±W2)(0)6 0; (−(i ±W2)(1) = 0 and, using the result in the previous lemma,
[D(−(i ±W2)(d)]¿ C|[DW2(d)]| ± [DW2(d)]¿ 0:
This completes the proof.
From these two lemmas we easily deduce that, for 6N−1, we have
|W2(xi)− w2(xi)|6C(+ N−1)6CN−1: (13)
Lemma 8. Assuming that N¿ 8 then
|W2(xi)− w2(xi)|6CN−1 lnN:
Proof. Let us Hrst consider the magnitude of the truncation error at the point of discontinuity x=d.
Recall that [v′(d)] + [w′2(d)] = 0 and so
[D(W2 − w2)(d)] = [DW2(d)]− [Dw2(d)] = [v′(d)]− [DV(d)] + [w′2(d)]
− [Dw2(d)]− [DW1(d)]:
Note that
[v′(d)]− [DV(d)] = v′(d+)− D+v(d)− (v′(d−)− D−v(d)) + [D(v − V)(d)]:
Also from the proof of Lemma 6
|[D(v − V)(d)]|6C(N )−1
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and
|[v′(d)]− [Dv(d)]|6CN−1‖v(2) ‖−∪+6CN−1:
Hence
|[v′(d)]− [DV(d)]|6C(N )−1:
Likewise
[w′2(d)]− [Dw2(d)] = w′2(d+)− D+w2(d)− (w′2(d−)− D−w2(d))
which yields
|[w′2(d)]− [Dw2(d)]|6Ch2‖w(2)2 ‖[d;d+h2] + CH1‖w(2)2 ‖[d−H1 ;d]:
Using the bounds on the derivatives of w2 given in Lemma 3, we have
|[w′2(d)]− [Dw2(d)]|6C
h2

+ C
H1

e−=(d−H1)6C
h2

+ CH16CN−1 lnN;
since e−(=)(d−H1)6 e(=)d(4=N−1)6 e−d=2. Finally,
|[Dw1(d)]|6 (h2 + H1)|w′′1 (d− H1)|6C
h2 + H1
2
e−(=)(d−H1)6CN−1
and, by the analysis in [1, Section 3.5], |[D(w1 − W1)(d)]|6C(N−1 lnN )=. Collecting all the
previous inequalities we get that
|[D(w2 −W2)(d)]|6CN
−1 lnN

:
Let us now consider the truncation error at the internal mesh points. Using standard truncation error
bounds and the bounds on the derivatives of w2, we get that for xi ∈ [d+ 2; 1)
|LN (W2 − w2)|6C‖w′′2‖(xi−1 ; xi+1) + C‖w′2‖[xi ; xi+1]6Ce−(2−h2)=6CN−1:
For xi ∈ (d; d+ 2),
|LN (W2 − w2)|6Ch2()−16CN−1 lnN:
For xi ∈ [1; d),
|LN (W2 − w2)|6C‖w′′2‖(xi−1 ; xi+1) + C‖w′2‖[xi ; xi+1]6Ce−(1−h1)=6CN−1:
Finally, for xi ∈ (0; 1), we have
|LN (W2 − w2)|6Ch1()−16CN−1 lnN:
Combining all of these gives
|LN (W2 − w2)|6CN−1 lnN and |[D(W2 − w2)(d)]|6C
N−1 lnN

:
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Consider the following barrier function:
(i = CN−1 lnN
{
1; xi6d
 ; xi¿d
+ CN−1 lnN (1− xi);
where  is the solution of
"2 + D+ = 0;  (d) = 1;  (1) = 0:
The proof is completed in the usual way using (12).
Theorem 9. Let U; u be, respectively, the solutions of (PN ); (P). Assume that N¿ 8, then
‖ LU − u‖ L6CN−1 lnN;
‖D+U − u′‖ L6CN−1 lnN;
where LU is the piecewise linear interpolant of U on L and C is a constant independent of N and
.
Proof. Combining (7), (10) and Lemma 8 yields the -uniform nodal error estimate
‖ LU − u‖ LN 6CN−1 lnN:
To extend this to a global error estimate, follow the argument given in [1, Theorem 3.12].
To obtain the bound on the errors in approximations to the scaled derivative, we apply the
arguments from [1, Section 3.5] separately on each subdomain [0; d] and [d; 1] to get
‖D+u − u′‖ L6CN−1 lnN;
‖D+V − v′‖ L6CN−1 lnN;
‖D+(W1 − w1)‖[0;d)6CN−1 lnN
and from the proof of Lemma 6, we also have
‖D+(W1 − w1)‖[d;1)6CN−1 lnN:
On the subdomain [d; 1], we also apply these arguments to get
‖D+(W2 − w2)(xi)‖6CN−1 lnN; xi¿d:
We can deHne W˜ 2(x) =W2(x)−W2(d) which satisHes
LN W˜ 2 = 0 for all xi ∈N \ {d};
W˜ 2(0) =−W2(d); W˜ 2(d) = 0; W˜ 2(1) =−W2(d):
Then, for xi ¡d,
D+(W2 − w2)(xi) = D+(W2 − w2)(d) + D+(W˜ 2 − w˜2)(xi):
The Hrst term is already suitably bounded and we apply the same arguments from [1] to bound the
second term.
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Fig. 1. Numerical solution and error for problem (14) with  = 0:01 and N = 64.
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Fig. 2. Numerical solution and error for problem (14) with  = 0:0001 and N = 64.
5. Numerical results
Consider the following particular problem:
u′′ + u
′
 = f; (14a)
u(0) =−1; u(1) = 0; (14b)
where f(x) =
{−9; x6 13 ;
9(x − 1)2; x¿ 13 :
(14c)
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Table 1
Maximum pointwise errors EN ; E
N and the uniform order of convergence pN for the Htted mesh method (PN ) applied
to problem (14)
 Number of intervals N
8 16 32 64 128 256 512 1024
1 3.3214e−2 2.0072e−2 1.0962e−2 5.6905e−3 2.8640e−3 1.4014e−3 6.5769e−4 2.8266e−4
2−1 7.1205e−2 4.4718e−2 2.4951e−2 1.3098e−2 6.6301e−3 3.2538e−3 1.5292e−3 6.5771e−4
2−2 1.4262e−1 9.2494e−2 5.2397e−2 2.7701e−2 1.4069e−2 6.9155e−3 3.2527e−3 1.3995e−3
2−3 1.5386e−1 1.4989e−1 8.3440e−2 4.3567e−2 2.1967e−2 1.0756e−2 5.0489e−3 2.1701e−3
2−4 2.5443e−1 1.0904e−1 4.9788e−2 3.2122e−2 2.2100e−2 1.2656e−2 5.9267e−3 2.5444e−3
2−5 4.6579e−1 2.0678e−1 9.6173e−2 4.4781e−2 2.0447e−2 9.1649e−3 3.9835e−3 1.6055e−3
2−6 6.0723e−1 2.7406e−1 1.2877e−1 6.1320e−2 2.9076e−2 1.3544e−2 6.0891e−3 2.5202e−3
2−7 7.0996e−1 3.2678e−1 1.5379e−1 7.3582e−2 3.4644e−2 1.6305e−2 7.4720e−3 3.1487e−3
2−8 7.6938e−1 3.6019e−1 1.7214e−1 8.4455e−2 4.0685e−2 1.9279e−2 8.8565e−3 3.7539e−3
2−9 8.0025e−1 3.7781e−1 1.8182e−1 9.0273e−2 4.4041e−2 2.1050e−2 9.7284e−3 4.1425e−3
2−10 8.1598e−1 3.8687e−1 1.8680e−1 9.3302e−2 4.5852e−2 2.2040e−2 1.0227e−2 4.3641e−3
2−11 8.2392e−1 3.9147e−1 1.8934e−1 9.4849e−2 4.6801e−2 2.2581e−2 1.0512e−2 4.4961e−3
2−12 8.2791e−1 3.9379e−1 1.9061e−1 9.5627e−2 4.7285e−2 2.2864e−2 1.0670e−2 4.5741e−3
2−13 8.2991e−1 3.9495e−1 1.9125e−1 9.6013e−2 4.7525e−2 2.3007e−2 1.0751e−2 4.6167e−3
2−14 8.3091e−1 3.9553e−1 1.9158e−1 9.6202e−2 4.7642e−2 2.3075e−2 1.0790e−2 4.6376e−3
2−15 8.3141e−1 3.9582e−1 1.9174e−1 9.6295e−2 4.7699e−2 2.3108e−2 1.0809e−2 4.6473e−3
2−16 8.3166e−1 3.9597e−1 1.9182e−1 9.6341e−2 4.7727e−2 2.3124e−2 1.0817e−2 4.6516e−3
2−17 8.3178e−1 3.9604e−1 1.9186e−1 9.6363e−2 4.7740e−2 2.3132e−2 1.0821e−2 4.6536e−3
2−18 8.3185e−1 3.9608e−1 1.9188e−1 9.6375e−2 4.7747e−2 2.3135e−2 1.0823e−2 4.6545e−3
2−19 8.3188e−1 3.9610e−1 1.9189e−1 9.6380e−2 4.7751e−2 2.3137e−2 1.0824e−2 4.6550e−3
EN 8.3188e−1 3.9610e−1 1.9189e−1 9.6380e−2 4.7751e−2 2.3137e−2 1.0824e−2 4.6550e−3
pN 1.11e+0 1.06e+0 1.01e+0 9.81e−1 9.99e−1 9.98e−1 9.95e−1
This problem is solved numerically using (PN ) and the Htted meshes 
N
 deHned in Section 3. The
global error is approximated by
LEN = max
xi∈4096
| LUN − U 4096 |:
The numerical solutions and approximate global errors are depicted in Figs. 1 and 2 for N =64 and
= 10−2 and 10−4, respectively.
The di'erences between the numerical solutions for various values of N and the numerical solution
for N = 4096, which are indicative of the nodal errors, are presented in Table 1, where
EN = max
xi∈N
|UN − LU 4096 |; EN =max E
N
 ;
DN = max
xi∈N
|UN − LU 2N |; DN =max D
N
 ;
pN = log2 D
N=D2N :
This table veriHes the convergence result.
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Table 2
Maximum pointwise errors EN , E
N and the uniform order of convergence pn in the discrete derivatives for the Htted mesh
method (PN ) applied to problem (14)
 Number of intervals N
8 16 32 64 128 256 512 1024
1 1.6198e−1 9.0366e−2 4.7542e−2 2.4235e−2 1.2088e−2 5.8890e−3 2.7575e−3 1.1838e−3
2−1 1.5243e−1 8.5846e−2 4.5410e−2 2.3215e−2 1.1596e−2 5.6536e−3 2.6483e−3 1.1371e−3
2−2 1.2465e−1 6.9573e−2 4.4477e−2 2.4913e−2 1.3018e−2 6.4902e−3 3.0742e−3 1.3274e−3
2−3 6.5968e−2 6.3779e−2 4.3432e−2 2.5050e−2 1.3280e−2 6.6686e−3 3.1702e−3 1.3713e−3
2−4 1.8285e−1 8.6510e−2 3.1259e−2 1.2826e−2 7.8481e−3 4.3467e−3 2.0669e−3 8.9457e−4
2−5 3.1618e−1 1.8720e−1 1.0774e−1 5.9936e−2 3.2187e−2 1.6139e−2 7.0375e−3 2.7753e−3
2−6 3.9064e−1 2.4669e−1 1.4952e−1 8.6340e−2 4.7581e−2 2.4999e−2 1.2378e−2 5.5370e−3
2−7 4.2869e−1 2.7893e−1 1.7360e−1 1.0218e−1 5.7090e−2 3.0340e−2 1.5175e−2 6.8477e−3
2−8 4.4751e−1 2.9548e−1 1.8651e−1 1.1096e−1 6.2443e−2 3.3339e−2 1.6736e−2 7.5772e−3
2−9 4.5681e−1 3.0383e−1 1.9320e−1 1.1567e−1 6.5391e−2 3.5012e−2 1.7601e−2 7.9758e−3
2−10 4.6142e−1 3.0802e−1 1.9660e−1 1.1812e−1 6.6976e−2 3.5942e−2 1.8092e−2 8.2011e−3
2−11 4.6371e−1 3.1011e−1 1.9831e−1 1.1937e−1 6.7805e−2 3.6449e−2 1.8373e−2 8.3347e−3
2−12 4.6485e−1 3.1115e−1 1.9917e−1 1.1999e−1 6.8227e−2 3.6713e−2 1.8527e−2 8.4135e−3
2−13 4.6541e−1 3.1166e−1 1.9959e−1 1.2030e−1 6.8436e−2 3.6846e−2 1.8606e−2 8.4564e−3
2−14 4.6569e−1 3.1192e−1 1.9980e−1 1.2045e−1 6.8537e−2 3.6909e−2 1.8644e−2 8.4774e−3
2−15 4.6583e−1 3.1204e−1 1.9990e−1 1.2053e−1 6.8586e−2 3.6940e−2 1.8662e−2 8.4870e−3
2−16 4.6589e−1 3.1210e−1 1.9995e−1 1.2056e−1 6.8610e−2 3.6954e−2 1.8670e−2 8.4913e−3
2−17 4.6593e−1 3.1214e−1 1.9997e−1 1.2058e−1 6.8621e−2 3.6961e−2 1.8674e−2 8.4933e−3
2−18 4.6594e−1 3.1215e−1 1.9999e−1 1.2059e−1 6.8627e−2 3.6964e−2 1.8676e−2 8.4942e−3
2−19 4.6595e−1 3.1216e−1 1.9999e−1 1.2060e−1 6.8630e−2 3.6966e−2 1.8677e−2 8.4947e−3
EN 4.6595e−1 3.1216e−1 1.9999e−1 1.2060e−1 6.8630e−2 3.6966e−2 1.8677e−2 8.4947e−3
pn 4.56e−1 4.98e−1 6.12e−1 7.15e−1 7.92e−1 8.45e−1 8.80e−1
Table 2 gives the analogous computed errors and uniform convergence rates for the discrete
derivatives. Again it conHrms the theoretical error estimate.
It is appropriate at this stage to consider the e'ect of not Htting the mesh at the point d. It is
still necessary to locate a mesh point at d, so the mesh we consider is piecewise uniform with 1
as before, but with 2 = (1 − d)=2; thus the interval (d; 1) is discretised by a uniform mesh. We
denote the numerical method using such a partially Htted mesh by (PN∗ ). The numerical solution
U 64∗0:0001 on this mesh with N = 64, and the approximate global error, for = 10−4 are both depicted
in Fig. 3. Tables 3 and 4 present respectively the approximate pointwise errors for the numerical
solution and the discrete derivative, analogously to Tables 1 and 2; in this case, the solutions U 4096
computed on the fully Htted mesh are used as approximate exact solutions.
While we do not attempt to prove a convergence result for this choice of mesh here, one can
explain the success of this alternative mesh for problem (14) by the fact that the errors in the
boundary layer dominates the error in the weak interior layer. To show why the original mesh is
preferable in general though, consider a second example:
u′′ + u
′
 = f; (15a)
u(0) = 1; u(1) = 1; (15b)
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Fig. 3. Numerical solution and error on partially Htted mesh for problem (14) with  = 0:0001 and N = 64.
Table 3
Maximum pointwise errors EN , E
N and the uniform order of convergence pN for the partially Htted mesh method (PN∗ )
applied to problem (14)
 Number of intervals N
8 16 32 64 128 256 512 1024
1 3.3214e−2 2.0072e−2 1.0962e−2 5.6905e−3 2.8640e−3 1.4014e−3 6.5769e−4 2.8266e−4
2−1 7.1205e−2 4.4718e−2 2.4951e−2 1.3098e−2 6.6301e−3 3.2538e−3 1.5292e−3 6.5771e−4
2−2 1.4262e−1 9.2494e−2 5.2397e−2 2.7701e−2 1.4069e−2 6.9155e−3 3.2527e−3 1.3995e−3
2−3 2.3366e−1 1.4989e−1 8.3440e−2 4.3567e−2 2.1967e−2 1.0756e−2 5.0489e−3 2.1701e−3
2−4 2.9396e−1 1.8926e−1 1.0154e−1 5.2001e−2 2.5969e−2 1.2656e−2 5.9267e−3 2.5444e−3
2−5 3.1357e−1 1.9709e−1 1.0686e−1 5.5236e−2 2.7879e−2 1.3788e−2 6.6271e−3 3.0301e−3
2−6 3.2851e−1 2.0155e−1 1.0972e−1 5.7274e−2 2.9331e−2 1.4915e−2 7.5942e−3 3.9040e−3
2−7 3.3779e−1 2.0437e−1 1.1193e−1 5.8849e−2 3.0428e−2 1.5730e−2 8.2567e−3 4.4888e−3
2−8 3.4296e−1 2.0603e−1 1.1328e−1 5.9792e−2 3.1079e−2 1.6208e−2 8.6422e−3 4.8261e−3
2−9 3.4569e−1 2.0693e−1 1.1402e−1 6.0305e−2 3.1431e−2 1.6467e−2 8.8494e−3 5.0067e−3
2−10 3.4709e−1 2.0741e−1 1.1440e−1 6.0571e−2 3.1614e−2 1.6601e−2 8.9567e−3 5.1002e−3
2−11 3.4781e−1 2.0765e−1 1.1460e−1 6.0707e−2 3.1708e−2 1.6669e−2 9.0115e−3 5.1479e−3
2−12 3.4816e−1 2.0777e−1 1.1470e−1 6.0776e−2 3.1755e−2 1.6704e−2 9.0393e−3 5.1721e−3
2−13 3.4834e−1 2.0784e−1 1.1475e−1 6.0811e−2 3.1779e−2 1.6721e−2 9.0534e−3 5.1844e−3
2−14 3.4843e−1 2.0787e−1 1.1478e−1 6.0828e−2 3.1791e−2 1.6730e−2 9.0605e−3 5.1906e−3
2−15 3.4848e−1 2.0788e−1 1.1479e−1 6.0837e−2 3.1797e−2 1.6734e−2 9.0641e−3 5.1937e−3
2−16 3.4850e−1 2.0789e−1 1.1479e−1 6.0841e−2 3.1800e−2 1.6737e−2 9.0659e−3 5.1953e−3
2−17 3.4851e−1 2.0790e−1 1.1480e−1 6.0843e−2 3.1802e−2 1.6738e−2 9.0668e−3 5.1961e−3
2−18 3.4852e−1 2.0790e−1 1.1480e−1 6.0845e−2 3.1802e−2 1.6738e−2 9.0672e−3 5.1965e−3
2−19 3.4852e−1 2.0790e−1 1.1480e−1 6.0845e−2 3.1803e−2 1.6739e−2 9.0675e−3 5.1967e−3
EN 3.4852e−1 2.0790e−1 1.1480e−1 6.0845e−2 3.1803e−2 1.6739e−2 9.0675e−3 5.1967e−3
pN 5.95e−1 7.87e−1 8.94e−1 9.47e−1 9.74e−1 9.87e−1 9.93e−1
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Table 4
Maximum pointwise errors EN ; E
N and the uniform order of convergence pN in the discrete derivatives for the partially
Htted mesh method (PN∗ ) applied to problem (14)
 Number of intervals N
8 16 32 64 128 256 512 1024
1 1.6198e−1 9.0366e−2 4.7542e−2 2.4235e−2 1.2088e−2 5.8890e−3 2.7575e−3 1.1838e−3
2−1 1.5243e−1 8.5846e−2 4.5410e−2 2.3215e−2 1.1596e−2 5.6536e−3 2.6483e−3 1.1371e−3
2−2 1.2465e−1 6.9573e−2 4.4477e−2 2.4913e−2 1.3018e−2 6.4902e−3 3.0742e−3 1.3274e−3
2−3 7.9765e−2 6.3779e−2 4.3432e−2 2.5050e−2 1.3280e−2 6.6686e−3 3.1702e−3 1.3713e−3
2−4 5.4222e−2 4.7762e−2 2.9162e−2 1.6279e−2 8.6419e−3 4.3467e−3 2.0669e−3 8.9457e−4
2−5 2.9990e−2 2.9889e−2 2.4595e−2 1.4662e−2 8.1417e−3 4.2557e−3 2.0928e−3 9.5130e−4
2−6 2.4655e−2 2.1147e−2 1.5296e−2 1.2408e−2 7.3133e−3 4.0452e−3 2.1082e−3 1.0380e−3
2−7 2.1903e−2 1.9126e−2 1.2388e−2 7.7548e−3 6.2749e−3 3.6746e−3 2.0324e−3 1.0574e−3
2−8 2.3241e−2 1.7970e−2 1.1711e−2 7.0674e−3 5.4228e−3 3.2914e−3 1.8456e−3 1.0212e−3
2−9 2.5388e−2 1.7349e−2 1.1307e−2 7.7322e−3 5.7253e−3 3.3565e−3 1.5894e−3 9.2543e−4
2−10 2.6487e−2 1.7028e−2 1.1084e−2 8.1482e−3 5.9661e−3 3.4625e−3 1.2588e−3 9.0711e−4
2−11 2.7042e−2 1.6865e−2 1.0967e−2 8.3805e−3 6.1196e−3 3.5522e−3 1.2950e−3 9.0900e−4
2−12 2.7320e−2 1.6784e−2 1.0909e−2 8.4994e−3 6.2031e−3 3.6080e−3 1.3264e−3 9.0492e−4
2−13 2.7459e−2 1.6745e−2 1.0881e−2 8.5555e−3 6.2430e−3 3.6359e−3 1.3441e−3 9.0135e−4
2−14 2.7528e−2 1.6726e−2 1.0868e−2 8.5803e−3 6.2599e−3 3.6474e−3 1.3515e−3 8.9975e−4
2−15 2.7562e−2 1.6717e−2 1.0862e−2 8.5907e−3 6.2665e−3 3.6515e−3 1.3538e−3 8.9935e−4
2−16 2.7579e−2 1.6713e−2 1.0859e−2 8.5951e−3 6.2691e−3 3.6529e−3 1.3544e−3 8.9937e−4
2−17 2.7588e−2 1.6711e−2 1.0858e−2 8.5971e−3 6.2701e−3 3.6533e−3 1.3544e−3 8.9946e−4
2−18 2.7592e−2 1.6710e−2 1.0857e−2 8.5979e−3 6.2705e−3 3.6534e−3 1.3544e−3 8.9953e−4
2−19 2.7594e−2 1.6709e−2 1.0857e−2 8.5984e−3 6.2707e−3 3.6535e−3 1.3543e−3 8.9957e−4
EN 1.6198e−1 9.0366e−2 4.7542e−2 2.4235e−2 1.2088e−2 5.8890e−3 2.7575e−3 1.1838e−3
pN 7.42e−1 8.78e−1 9.40e−1 9.70e−1 9.85e−1 9.93e−1 9.96e−1 9.98e−1
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Fig. 4. Numerical solution and error for problem (15) on partially Htted mesh with  = 0:0001 and N = 64.
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Fig. 5. Numerical solution and error for problem (15) on fully Htted mesh with  = 0:0001 and N = 64.
where
f(x) =


−1; x6 12 ;
1; x¿ 12 :
(15c)
This problem has a weak boundary layer at x=0. The numerical solution and approximate error for
a mesh Htted only at x=0 are depicted in Fig. 4. The numerical solution and approximate error for
the mesh Htted at both 0 and d are both shown in Fig. 5. Note that when the interior layer is Htted
appropriately as here, the scale of the global error is signiHcantly reduced.
6. Conclusion
A two point boundary value problem for a singularly perturbed convection di'usion equation with
a singular perturbation parameter  and a source term having a jump discontinuity at a point in the
interior of the domain was considered. We constructed a numerical method for solving this problem,
which generates -uniformly convergent numerical approximations to the solution and its derivatives.
The method comprises a piecewise uniform mesh, which is Htted to the interior and boundary layers
and the standard upwind Hnite di'erence method on this mesh. We proved a comparison principle
for the discrete problem and introduced a decomposition of the discrete solution, which enabled us
to prove the -uniform convergence in the global maximum norm of the approximations generated
by the Hnite di'erence method. Numerical results were presented, which are in agreement with the
theoretical results.
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