This paper provides necessary and sufficient conditions for the existence of a pair of complex conjugate roots, each of multiplicity two, in the spectrum of a linear time-invariant single-delay equation of retarded type. This pair of roots is also shown to be always strictly dominant, determining thus the asymptotic behavior of the system. The proof of this result is based on the corresponding result for real roots of multiplicity four, continuous dependence of roots with respect to parameters, and a detailed study of crossing imaginary roots.
INTRODUCTION
In this paper, we consider a linear time-invariant equation with a single delay of the form y (t) + a 1 y (t) + a 0 y(t) + α 1 y (t − τ ) + α 0 y(t − τ ) = 0, (1) where the coefficients a 1 , a 0 , α 1 , α 0 are real numbers and the delay τ is a positive real number. Equations of the form (1) are said to be delayed equations of retarded type since the derivative of highest order only appears in the non-delayed term y (t).
Time delays are useful for modeling propagation phenomena, such as of material, energy, or information, with a finite propagation speed, this propagation taking place typically between parts of a complex system. For this reason, equations and systems with time delays have been widely used in several scientific and technological domains in which modeling such propagation phenomena is important, such as in biology, chemistry, economics, physics, or engineering. Due to these applications and the challenging mathematical problems arising in their analysis, timedelay systems have been the subject of much attention by researchers in several fields, in particular since the 1950s and 1960s, such as, for instance, in Bellman and Cooke (1963) ; Halanay (1966) ; Pinney (1958) . We refer to Diekmann et al. (1995) ; Gopalsamy (1992) ; Gu et al. (2003) ; Hale and Verduyn Lunel (1993) ; Insperger and Stépán (2011) ; Li et al. (2017) ; Michiels and Niculescu (2007) ; Stépán (1989) for details on time-delay systems and their applications.
The stability analysis of time-delay systems has attracted much research effort and is an active field (see, e.g., Abdallah et al. (1993) ; Chen et al. (1995) ; Cooke and van den Driessche (1986); Gu et al. (2003) ; Michiels and Niculescu (2007) ; Olgac and Sipahi (2002) ; Sipahi et al. (2011)) . A usual technique for addressing stability of linear time-invariant systems in the delay-free situation is based on spectral methods and consists in considering the corresponding characteristic polynomial, whose complex roots determine the asymptotic behavior of solutions of the system. This technique also carries over for linear timeinvariant systems with delays, whose asymptotic behavior can also be characterized in terms of complex roots of a certain characteristic function (see, e.g., Hale and Verduyn Lunel (1993) ; Michiels and Niculescu (2007) ; Mori et al. (1982) ). For (1), this characteristic function is ∆(s) = s 2 + a 1 s + a 0 + e −sτ (α 1 s + α 0 ).
(2) Similarly to the delay-free case, all solutions of (1) converge exponentially fast to 0 if and only if Re s < 0 for every s ∈ C such that ∆(s) = 0, and the asymptotic behavior of solutions of (1) is determined by the real number γ 0 = sup{Re s | s ∈ C, ∆(s) = 0}, called the spectral abscissa of ∆. studying quasipolynomials come from the fact that, when λ k ≤ 0 for every k, they are characteristic equations of linear time-invariant delayed equations.
One usually defines the degree of a quasipolynomial Q as above to be D = +δ −1, where δ is the sum of the degrees of p 1 , . . . , p . In particular, the degree of ∆ in (2) is D = 2+ 3−1 = 4. Contrarily to the case of polynomials, the degree of a quasipolynomial does not determine the number of roots of the quasipolynomial, which is infinite except in trivial cases. However, similarly to polynomials, the degree does have a link with multiplicities of roots. More precisely, a classical result on quasipolynomials provided in (Pólya and Szegő, 1998, Problem 206.2) , known as the Pólya-Szegő bound, implies that, given a quasipolynomial Q of degree D ≥ 0, the multiplicity of any root of Q does not exceed D. For the quasipolynomial ∆ from (2), this means that any of its roots has multiplicity at most 4. Recent works such as Boussaada and Niculescu (2016a,b) have provided characterizations of multiple roots of quasipolynomials using approaches based on Birkhoff and Vandermonde matrices.
When studying the roots of a quasipolynomial in order to analyze the stability of a time-delay system, only the rightmost roots on the complex plane are important for determining the system's asymptotic behavior. These roots are usually called dominant roots and can be defined as follows. Definition 1. Let Q : C → C and s 0 ∈ C. Dominant roots may not exist in general, but they always exist for functions of the form (2) (see, e.g., (Hale and Verduyn Lunel, 1993 , Chapter 1, Lemma 4.1)). Exponential stability of (1) is equivalent to the dominant roots of ∆ having negative real part.
It has been observed in several works that real roots of high multiplicity tend to be dominant, a property known as multiplicity-induced dominance (MID for short). We refer the reader, for instance, to Boussaada et al. (2018) , in which MID was proved for (2) in the case α 1 = 0 for a real root of multiplicity 3 thanks to a suitable factorization of ∆, and to Boussaada et al. (2019) , which considers the case α 1 = 0 and proves dominance of a real root of multiplicity 4 using Cauchy's argument principle. MID is also reminiscent of the fact that, for delay-free systems with an affine constraint on their coefficients, the spectral abscissa is minimized on a polynomial with a single root of maximal multiplicity (see Blondel et al. (2012) ; Chen (1979) ), with similar properties for some time-delay systems obtained in Michiels et al. (2002) ; Ramírez et al. (2016) ; Vanbiervliet et al. (2008) . The interest in considering multiple roots does not rely on the multiplicity itself, but rather on its connection with dominance and the corresponding implications for stability analysis and control design.
The main goal of this paper is to investigate whether MID holds for ∆ when assigning a pair of complex conjugate roots instead of a real root. Designing a system to have a pair of dominant complex conjugate roots may have several practical interests, as highlighted in Kuře et al. (2018) , in which a robust delayed resonator is designed by assigning double imaginary roots. The questions we address in this paper are the following.
(Q1) Is it possible to choose a 1 , a 0 , α 1 , α 0 ∈ R in such a way that a given complex number s 0 and its complex conjugate s 0 are roots of multiplicity 2 of ∆? (Q2) Under the above choice, do s 0 and s 0 for a pair of (strictly) dominant roots?
Our main result, Theorem 2, in addition to recalling the situation for real root assignment, also provides affirmative answers to both questions. Question (Q1) can be addressed in a straightforward manner, whereas the answer to (Q2) relies on the continuity of the other roots of ∆ with respect to the assigned root and a detailed study of crossing imaginary roots, using techniques similar in spirit to those of Boussaada and Niculescu (2016b) .
The paper is organized as follows. Notations used in the paper are standard. Section 2 provides the statement of our main result, Theorem 2, as well its proof, while Section 3 contains illustrative examples. Auxiliary results used in the proof of Theorem 2 are presented in Appendix A.
MAIN RESULT
The main result we prove in this paper is the following. Theorem 2. Consider the quasipolynomial ∆ given by (2) and let s 0 ∈ C, σ 0 = Re s 0 , and θ 0 = Im s 0 .
(a) Assume that θ 0 = 0. Then s 0 is a root of multiplicity 4 of ∆ if and only if the coefficients a 0 , a 1 , α 0 , α 1 , the value σ 0 , and the delay τ satisfy the relations
(b) Assume that θ 0 = 0. Then s 0 and s 0 are roots of multiplicity 2 of ∆ if and only if the coefficients a 0 , a 1 , α 0 , α 1 , the values σ 0 and θ 0 , and the delay τ satisfy the relations (4) is satisfied, then s 0 and s 0 are a pair of strictly dominant roots of ∆. Remark 3. The expressions of a 1 , a 0 , α 1 , α 0 in (3) and (4) are singular with respect to τ as τ → 0. If one is interested in studying the behavior of the roots of ∆ as τ → 0 when (3) or (4) is satisfied, one may consider instead the quasipolynomial s → τ 2 ∆(s), which has the same roots as ∆ but whose coefficients are regular with respect to τ . Remark 4. The expressions of a 1 , a 0 , α 1 , α 0 in (4) are welldefined for every θ 0 ∈ R \ {0} and τ > 0, since sin 2 (τ θ 0 ) = τ 2 θ 2 0 if and only if τ θ 0 = 0. Moreover, these expressions are even functions of θ 0 -as one might expect by symmetry since one is placing both the roots s 0 and s 0 -and they converge to the corresponding expressions in (3) as θ 0 → 0.
Up to a translation and a scaling of the spectrum represented by the change of variables z = τ (s − σ 0 ), one may reduce to the case σ 0 = 0 and τ = 1, in which (3) reduces to
and (4) reduces to
In the sequel of the paper, we use the convention, in accordance with Remark 4, that ∆ C (·; 0) = ∆ R (·).
Proof of Theorem 2 Assertions (a) and (c) have already been proved in Boussaada et al. (2019) ; Mazanti et al. (2019) . To prove (b), notice first that, since a 1 , a 0 , α 1 , α 0 are assumed to be real coefficients, it suffices to show that s 0 is a root of multiplicity 2, the assertion concerning s 0 being an immediate consequence. Let ∆ be the quasipolynomial obtained by multiplying ∆ by τ 2 and performing the change of variables z = τ (s − σ 0 ), i.e.,
Notice that a 1 , a 0 , α 1 , α 0 can be expressed in terms of b 1 , b 0 , β 1 , β 0 , σ 0 , τ as
The complex number s 0 is a root of multiplicity 2 of ∆ if and only if iτ θ 0 is a root of multiplicity 2 of ∆. To simplify the notations, we set ζ = τ θ 0 . The multiplicity of iζ as a root of ∆ is at least 2 if and only if ∆(iζ) = 0 and ∆ (iζ) = 0. We compute
, and one then obtains that iζ is a root of multiplicity at least 2 of ∆ if and only if
, which can be rewritten, separating real and imaginary parts, as the system
We now verify that, under (9), iζ is a root of ∆ of multiplicity exactly 2, i.e., that ∆ (iζ) = 0. Indeed, since
In particular, under (9), one has
Since ζ = τ θ 0 = 0, it follows from Lemma 7 that Im ∆ (iζ) = 0, which shows that, under (9), ζ is a root of ∆ of multiplicity 2. Thus s 0 is a root of multiplicity 2 of ∆ if and only if (9) is satisfied. One verifies, using (8), that (9) is equivalent to (4), concluding the proof of (b). Moreover, under (9), one has ∆ = ∆ C (·; ζ), where ∆ C is defined in (6).
Let us finally prove (d). Using the above change of variables, it suffices to show that, for every ζ ∈ R \ {0}, if z is a root of ∆ C (·; ζ), then either z = iζ, z = −iζ, or Re z < 0. Assume, to obtain a contradiction, that there exists ζ * ∈ R \ {0} and a root z * of ∆ C (·; ζ * ) such that Re z * ≥ 0, z * = iζ * , and z * = −iζ * . Since ∆ C (·; ζ * ) = ∆ C (·; −ζ * ), we assume, with no loss of generality, that ζ * > 0. By Lemma 8, there exists R > 0 such that, for every ζ ∈ [−ζ * , ζ * ] and every root z of ∆ C (·; ζ) with Re z ≥ 0, one has |z| ≤ R. In particular,
Since roots of a quasipolynomial are continuous functions of its coefficients and the coefficients in (9) are continuous functions of ζ (extended by continuity to ζ = 0, in accordance with Remark 4), there exist ξ ∈ [−ζ * , ζ * ) and a continuous function γ : (ξ, ζ * ] → C such that γ(ζ * ) = z * and, for every ζ ∈ (ξ, ζ * ], γ(ζ) is a root of ∆ C (·; ζ). In particular, by Lemma 8, for every ζ ∈ (ξ, ζ * ], one has either Re γ(ζ) < 0 or γ(ζ) ∈ D R . With no loss of generality, we may assume that ξ is maximal in the sense that either
Proof. If ξ ≥ 0, then |γ(ζ)| → +∞ as ζ → ξ. Since D R is bounded, Re γ(ζ * ) = Re z * ≥ 0, and γ(ζ) ∈ D R as long as Re γ(ζ) ≥ 0, the fact that |γ(ζ)| goes to infinity implies that there exists ζ > 0 such that Re γ(ζ) < 0. In particular, by continuity of γ, there exists ζ 0 ∈ (ξ, ζ * ] such that Re γ(ζ 0 ) = 0, as required.
In the case ξ < 0, it follows from (c) that 0 is the unique root of ∆ C (·; 0) in D R , and thus either γ(0) = 0 or γ(0) / ∈ D R , implying that Re γ(0) < 0. In both cases, there exists ζ 0 ∈ [0, ζ * ] such that Re γ(ζ 0 ) = 0. Hence Claim 5 is proved. Claim 6. For every ζ ∈ [0, ζ * ] with ζ > ξ, one has γ(ζ) / ∈ {iζ, −iζ}.
Proof. We first prove the result for every ζ ∈ (0, ζ * ] with ζ > ξ. Assume, to obtain a contradiction, that there exists ζ 1 ∈ (0, ζ * ] with ζ 1 > ξ such that γ(ζ 1 ) ∈ {iζ 1 , −iζ 1 }. We consider only the case γ(ζ 1 ) = iζ 1 for simplicity since the other can be treated in the same manner. Since γ(ζ * ) = z * / ∈ {iζ * , −iζ * }, γ cannot coincide with the curve ζ → iζ. Let ζ 2 = sup{ζ ∈ (ξ, ζ * ] | γ(ζ) = iζ}. Then ζ 2 ∈ [ζ 1 , ζ * ). For ζ ∈ (ζ 2 , ζ * ], iζ is a root of ∆ C (·; ζ) of multiplicity 2 and γ(ζ) is a distinct root of ∆ C (·; ζ) of multiplicity at least 1. Hence, letting ζ → ζ 2 , one concludes that iζ 2 must be a root of ∆ C (·; ζ 2 ) of multiplicity at least 3, which is impossible, as shown in (b), yielding the desired contradiction.
One is now left to prove that, in the case ξ < 0 (in which γ is defined at 0), one has γ(0) = 0. Assume, to obtain a contradiction, that γ(0) = 0. Notice that, by the above arguments, γ(ζ) / ∈ {iζ, −iζ} for every ζ ∈ (0, ζ * ]. Then, for ζ ∈ (0, ζ * ], the complex numbers iζ, −iζ, and γ(ζ) are distinct roots of ∆ C (·; ζ) of multiplicities 2, 2, and at least 1, respectively. Since iζ → 0, −iζ → 0, and γ(ζ) → 0 as ζ → 0, 0 should be a root of multiplicity at least 5 of ∆ C (·; 0), which contradicts the fact stated in (a) that its multiplicity is 4. Hence Claim 6 is proved.
To conclude the proof of Theorem 2(d), let ζ 0 be as in Claim 5. Then γ(ζ 0 ) is a root of ∆ C (·; ζ 0 ) on the imaginary axis and, by Claim 6, γ(ζ 0 ) / ∈ {iζ 0 , −iζ 0 }. This contradicts Lemma 9, yielding the conclusion of (d).
ILLUSTRATIVE EXAMPLES
3.1 Roots of ∆ C (·; θ 0 ) as a function of θ 0
The quasipolynomial ∆ C (·; θ 0 ) from (6) is obtained by applying Theorem 2 to s 0 = iθ 0 for some θ 0 ∈ R. Theorem 2 guarantees that the multiple roots ±iθ 0 are strictly dominant, but says nothing about how the roots on the open left half-plane behave. In order to get a grasp on their behavior, we have performed numerical computations of all roots of ∆ C (·; θ 0 ) on the region {s ∈ C | −4.75 ≤ Re s ≤ 0.25 and − 25 ≤ Im s ≤ 25} for several values of θ 0 ∈ [0, 8]. The results are provided in Fig. 1 , with different values of θ 0 being represented with different colors. All numerical computations have been performed using Python cxroots package, which implements numerical methods described in Kravanja and Van Barel (2000) . We also highlight the existence of algorithms for efficient numerical computations of roots of quasipolynomials, such as QPmR from Vyhlídal and Zítek (2009) . One observes in Fig. 1 the movement of the dominant roots ±iθ 0 along the imaginary axis. Concerning the other roots, as θ 0 increases, the imaginary parts of the nonreal roots represented in the figure increase in absolute value, while the real parts oscillate. Table 1 synthesizes this oscillatory behavior for the first pair of non-dominant complex conjugate roots in Fig. 1 (in order of increasing absolute value of imaginary part) by presenting the values of θ 0 and the corresponding roots at local extrema of their real part, as well as for the initial and final values θ 0 = 0 and θ 0 = 8 used in the numerical computations. We also notice in Fig. 1 the presence of a real-valued root. Its detailed behavior obtained from numerical computations for θ 0 ∈ [5.49, 10.00] is provided in Fig. 2 , which is split in three different ranges for θ 0 corresponding to different observed behaviors of the root. This root first appears in the domain under consideration for θ 0 ≈ 5.49 and moves to the right, reaching a local maximum at θ 0 ≈ 7.54, at which point its value is approximately −1.437. It then starts moving to the left for θ 0 ∈ [7. 54, 8.85 ]. At θ 0 ≈ 8.85, a second real root appears in the domain under consideration, moving to the right, and both roots meet, given rise, when θ 0 ≈ 8.88, to a real root of multiplicity 2 whose value is approximately −3.927. For θ 0 ∈ [8.88, 10], these roots become a pair of complex conjugate roots which start moving to the right. As θ 0 increases beyond 10 (not represented in Fig. 2) , one observes that this pair of roots oscillates like the other pairs of complex conjugate roots from Fig. 1 .
Application case studies: vibration suppression and flexible mode compensation
We provide two possible engineering applications, with a common requirement for having a double root on the imaginary axis. The first application is active vibration suppression (AVS) and the second application is flexible mode compensation (FMC). The common feature of these two methods is that the purely imaginary roots ±iω of (2) are turned to imaginary zeros of the overall system. In AVS, ω is the frequency of an excitation force, while, for FMC, ω is the natural frequency of the flexible mode to be compensated. In both the cases, the overall system magnitude at frequency ω is zero. The multiplicity two of the zero then increases the robustness in the vibration suppression or mode compensation. Before explaining these two applications in more detail, let us propose delay values τ . From the practical point of view, an intuitive choice for the delay is given by
for which (4) gives a 1 = − 2ω kπ , a 0 = ω 2 , α 1 = (−1) k 2ω kπ , and α 0 = 0. Thus, the characteristic function (2) turns to
In the AVS application, we adapt the delayed resonator scheme proposed by Olgac and Holm-Hansen (1994) with a single root at ±iω. Recently the concept has been adjusted by Kuře et al. (2018) with double roots at ±iω in order to enhance the robustness. Let us note that the solution in Kuře et al. (2018) required two time delays. Here, we provide a solution with a single delay. The scheme of the set-up is shown in Fig. 3 . The system main body is a vibrating platform P excited by a periodic external force f (t) = F cos(ωt), F denoting the force amplitude. In order to compensate fully the vibrations, the absorber A is actuated with the active feedback u(t). The absorber dynamics is then given by
where ζ, Ω, m a are the damping, natural frequency and mass of the physical absorber. Introducing the active feedback in the form
the characteristic function of the active absorber (12)-(13) is given by (11) with a double root at ±iω. As demonstrated e.g. in Kuře et al. (2018) , the transfer function f → x p is in the form
where M (s) is a characteristic function of the closed loop system. Therefore, as required, the double roots at ±iω become double zeros of (14). This implies that no vibrations are transferred from f to x p and the platform is fully silenced.
The scheme of the second application, FMC, is in Fig. 4 . The proposed concept adapts an inverse shaper application elaborated in Vyhlídal et al. (2016) . A typical application of this concept is position-control of a crane trolley (G: main body) with the aim to compensate the oscillatory modes of the suspended payload (F : flexible subsystem), i.e., the payload should not sway once the main body position y reaches the set-point value w. The architecture in Fig. 4 ensures the mode compensation also in the responses to the main-body disturbance d. For the crane application the mode of F (s) to be compensated is assumed ±iω, where ω = g L , L is the length of the payload and g is gravitational acceleration.
The adaptation of the concept is in substituting the inverse shaper by the transfer function 1 ∆ω(s) . As can be seen from the transfer functions
with C(s) denoting the feedback controller, the double root at ±iω compensates the oscillatory pole of F (s). Analogously to the previous application, the root multiplicity two enhances the robustness in mode compensation. Let us note that if the mode to be compensated is damped, i.e. given by −ζω ± iω 1 − ζ 2 , the parameters of ∆ ω (s) can be adapted according to (4). For both the above potential applications, only the concept was outlined with the simplest possible structure of ∆(s) obtained for a purposefully selected delay value τ . A more detailed analysis is needed, mainly in studying the stability posture/margin of the overall systems with respect to the delay length. Possibly, selection of delay satisfying 0 < τ < π ω can be beneficial. Then the parameter determining rules (4) are needed in their full complexity.
Equations of higher order
One may consider, instead of (1), a n-th order equation with derivatives of order up to n − 1 in the delays, and the corresponding quasipolynomial ∆ of degree 2n made of a n-th degree polynomial and a polynomial of degree n − 1 multiplied by e −sτ . The problem of assigning a real root of multiplicity 2n and proving its dominance has already been considered in Mazanti et al. (2019) . As for the assignment of complex conjugate roots of multiplicity n each and proving their dominance, several arguments used in the present paper still hold with only minor modifications. For instance, the proof of Lemma 8 can be easily adapted to this more general setting and the proof of Theorem 2(d) only requires continuity of the coefficients (4) of the quasipolynomial with respect to θ 0 as well as the MID property for the case of a real root of multiplicity 2n. The main difficulty in generalizing the results of this paper to equations of higher order relies on providing suitable characterizations of the coefficients. Explicit characterizations such as (4) seem intractable in the general case, but one may still rely on implicit characterizations, such as those in (Boussaada and Niculescu, 2016b , Lemma 1).
This section contains auxiliary results used in the proof of Theorem 2. Lemma 7. Let F : R → R be given by F (x) = x 2 + x sin x cos x − 2 sin 2 x. Then F (x) = 0 if and only if x = 0.
Proof. One immediately verifies that F (0) = 0. Since F is even, it suffices to show that F (x) = 0 for every x > 0. To do that, we first rewrite F as
Hence, for x ≥ 0, one has the inequality
The right-hand side of the above inequality is strictly positive for every x > 1+ √ 33 4 , and thus F (x) > 0 for x > 1+ √ 33 4
. We are left to prove that F (x) = 0 for
Recall that, for x ≥ 0, one has the classical inequalities
which can be obtained by iterative integration on the interval [0, x] of the inequality cos x ≤ 1. Using the above inequalities in (A.1), one obtains that, for x ≥ 0,
In particular, F (x) > 0 for x ∈ 0, 7/2 . Since 7/2 > 1+ √ 33 4 , this completes the proof.
We also need the following results on the roots of the quasipolynomial ∆ C (·; θ 0 ) from (6). Lemma 8. Let θ * 0 > 0. Then there exists R > 0 such that, for every θ 0 ∈ [−θ * 0 , θ * 0 ], if ∆ C is the quasipolynomial given by (6) and z 0 is a root of ∆ C (·; θ 0 ) with Re z 0 ≥ 0, then |z 0 | ≤ R.
Proof. Let A 0 , A 1 : R → R 2×2 be the functions taking values in the set R 2×2 of 2×2 matrices with real coefficients defined for θ 0 = 0 , and extended by continuity for θ 0 = 0. Notice that ∆ C (z; θ 0 ) = det(z Id −A 0 (θ 0 )−A 1 (θ 0 )e −z ) for every z ∈ C.
Hence any root z 0 of ∆ C (·; θ 0 ) is an eigenvalue of the matrix A 0 (θ 0 ) + A 1 (θ 0 )e −z0 , and thus |z 0 | ≤ ρ(A 0 (θ 0 ) + A 1 (θ 0 )e −z0 ). Recall that, for any square matrix M , one has ρ(M ) ≤ M , where · is any matrix norm induced by a vector norm. Then |z 0 | ≤ A 0 (θ 0 ) + |e −z0 | A 1 (θ 0 ) . (A.2) Since θ 0 → A i (θ 0 ) is continuous in R for i ∈ {0, 1}, given θ * 0 > 0, there exists M > 0 such that A i (θ 0 ) ≤ M for every θ 0 ∈ [−θ * 0 , θ * 0 ] and i ∈ {0, 1}. Letting R = 2M , we obtain from (A.2) that, for every θ 0 ∈ [−θ * 0 , θ * 0 ], if z 0 is a root of ∆ C (·; θ 0 ) with Re z 0 ≥ 0, then |z 0 | ≤ M + |e −z0 |M ≤ 2M = R, yielding the conclusion. Lemma 9. Let θ 0 ∈ R. Then iθ 0 and −iθ 0 are the only roots of ∆ C (·; θ 0 ) on the imaginary axis.
Proof. Let us first consider the case θ 0 = 0. Let z be a root of ∆ C (·; θ 0 ) on the imaginary axis and define ω = Im z. Then ∆ C (iω; θ 0 ) = 0, which means, using (6), that − ω 2 − 2θ 0 θ 0 − sin θ 0 cos θ 0 θ 2 0 − sin 2 θ 0 iω + θ 2 0 θ 2 0 + sin 2 θ 0 θ 2 0 − sin 2 θ 0 = −e −iω 2θ 0 θ 0 cos θ 0 − sin θ 0 θ 2 0 − sin 2 θ 0 iω − 2θ 3 0 sin θ 0 θ 2 0 − sin 2 θ 0 .
Multiplying both sides by θ 2 0 − sin 2 θ 0 and then taking the square of their absolute values, we obtain θ 2 0 (θ 2 0 + sin 2 θ 0 ) − ω 2 (θ 2 0 − sin 2 θ 0 ) 2 + 4θ 2 0 ω 2 (θ 0 − sin θ 0 cos θ 0 ) 2 = 4θ 2 0 ω 2 (θ 0 cos θ 0 − sin θ 0 ) 2 + 4θ 6 0 sin 2 θ 0 . Expanding the terms in the above equality, one arrives, after some tedious but straightforward computations, that it is equivalent to (ω 2 −θ 2 0 ) 2 = 0, and thus the only possible values for ω are θ 0 and −θ 0 , as required.
In the case θ 0 = 0, letting z = iω be a root of ∆ R with ω ∈ R, one has ∆ R (iω) = 0, which means, using (5), that −ω 2 − 4iω + 6 = e −iω (2iω + 6).
Taking the square of the absolute values of both sides of the above equality, we obtain ω 4 − 12ω 2 + 36 + 16ω 2 = 4ω 2 + 36, which is equivalent to ω 4 = 0, proving that the only possible value for ω is 0, as required.
