Segmentation and reconstruction of objects from a point cloud with deep neural networks by Slabanja, Jurij
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Jurij Slabanja
Segmentacija in rekonstrukcija
objektov iz oblaka tocˇk z uporabo
globokih nevronskih mrezˇ
MAGISTRSKO DELO
MAGISTRSKI PROGRAM DRUGE STOPNJE
RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: prof. dr. Franc Solina
Ljubljana, 2017

Avtorske pravice. Rezultati magistrskega dela so intelektualna lastnina avtorja in
Fakultete za racˇunalniˇstvo in informatiko Univerze v Ljubljani. Za objavljanje ali izkoriˇscˇanje
rezultatov magistrskega dela je potrebno pisno soglasje avtorja, Fakultete za racˇunalniˇstvo




Rad bi se zahvalil mentorju prof. dr. Francu Solini za potrpezˇljivost in
spodbudo z vsemi zanimivimi cˇlanki.









1.1 Sorodna dela . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Keras in TensorFlow . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Vhodni podatki . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Podatkovna baza 5
2.1 Generiranje ucˇnih podatkov . . . . . . . . . . . . . . . . . . . 5
2.2 Superkvadriki . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Metodologija 9
3.1 Zacˇetni CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 SqueezeNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 Faster R-CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Rezultati 17
5 Zakljucˇek 27




LiDAR Light Detection And Rang-
ing
svetlobno zaznavanje in mer-
jenje






FRCNN Faster R-CNN hitrejˇsi R-CNN
RPN Region Proposal Network mrezˇa za generiranje predlog
regij
MSE Mean Squared Error povprecˇna kvadratna napaka

Povzetek
Naslov: Segmentacija in rekonstrukcija objektov iz oblaka tocˇk z uporabo
globokih nevronskih mrezˇ
Na podrocˇju racˇunalniˇskega vida se je zˇe zgodaj pojavila potreba po mo-
deliranju vizualnih informacij s kompaktnimi modeli. Z razsˇiritvijo vse bolj
zmogljivih senzorjev za zajem vizualnih informacij je postalo to sˇe posebej
pomembno. V zadnjih nekaj letih je za hitro in ucˇinkovito procesiranje takih
informacij postala precej popularna uporaba nevronskih mrezˇ.
V tem delu smo implementirali konvolucijsko nevronsko mrezˇo, s katero
lahko dolocˇimo ali vsaj aproksimiramo vse objekte v oblaku tocˇk. Zacˇeli
smo s preprosto arhitekturo za napoved parametrov enega objekta. Nato
smo mrezˇo razsˇirili na arhitekturo podobno Faster R-CNN, s katero lahko
napovemo parametre poljubno mnogo objektov v sceni. Objekte smo mode-
lirali s superkvadriki.
Rezultati za prvotno mrezˇo izgledajo precej obetavni. Za posplosˇeno
mrezˇo so sˇe vedno pretezˇno dobri, so pa razumljivo nekoliko slabsˇi od prvotne
mrezˇe, saj kompleksnost problema naraste. Potrebno je segmentirati vse
objekte med sabo, ne samo napovedati parametre za vsak posamezen objekt.
Kljucˇne besede
racunalniˇski vid, segmentacija, 3D rekonstrukcija, oblak tock, globoke nevron-
ske mrezˇe, TensorFlow, Keras

Abstract
Title: Segmentation and Reconstruction of Objects from a Point Cloud with
Deep Neural Networks
The need to model visual information with compact representations has
existed since the early days of computer vision. With the spread of ever more
powerful and capable sensors, this need has become more and more present
in recent years. As such, neural networks have become the popular choice
for quick and effective processing of visual data.
For this thesis we implemented a convolutional neural network with which
we can determine or at least approximate all objects in a given point cloud
scene. We started off with a simple architecture that could predict the param-
eters of a single object in a scene. Then we expanded it with an architecture
similar to Faster R-CNN, that could predict the parameters for any amount
of object in a scene.
The results for the initial neural network were satisfactory. The second,
generalized one still gave decent results, but compared to the initial one
understandably performed somewhat worse, since it was also necessary to
segment all the objects apart, not just predict parameters for each one.
Keywords





V zadnjem desetletju se je segmentacija objektov iz 3D oblaka tocˇk precej
razsˇirila kot predmet raziskovanja. To je posledica tega, da so senzorji za
zajem takih podatkov postali zelo kompaktni, cenovno ugodni in zmogljivi.
Oblaki tocˇk so odlicˇni za vizualizacijo, vendar je za razumevanje scene po-
treben kompaktnejˇsi zapis, kar lahko dosezˇemo s tem, da vsak objekt v sceni
predstavimo s posamicˇnim modelom namesto z mnozˇico tocˇk. V zadnjih
nekaj letih je uporaba nevronskih mrezˇ postala zelo priljubljena za tako ob-
delavo podatkov [1, 2]. Njihova glavna prednost je hitrost, ki je pri obilici
podatkov, ki jih dobimo iz senzorjev, zˇe skoraj nujna.
Cilj naloge je bil izdelati algoritem, v katerega podamo 3D oblak tocˇk kot
vhod, nato se s pomocˇjo nevronskih mrezˇ segmentira in rekonstruira objekte v
sceni. To smo dosegli z implementacijo nekoliko prirejenega FRCNN (Faster
R-CNN). Glavni razliki, v katerih se nasˇa mrezˇa razlikuje od standardnega
FRCNN, sta uporaba arhitekture SqueezeNet v skupnih plasteh FRCNN in
zamenjava koncˇnega klasifikatorja z regresijo parametrov objektov. Poleg
tega je bilo potrebno oblake tocˇk predstaviti na nek smiseln nacˇin, da se
mrezˇa lahko kaj naucˇi iz njih. V ta namen smo oblake tocˇk pretvorili v
globinske slike in le-te uporabili kot vhodne podatke za mrezˇo. Koda je na
voljo na spletnem naslovu
https://bitbucket.org/meerkqat/tf-pointcloud-classification.
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2 POGLAVJE 1. UVOD
V tem porocˇilu naprej predstavimo podrocˇje in sorodna dela v poglavju 1.1.
V poglavju 1.2 na kratko opiˇsemo glavno uporabljeno programsko opremo.
Nato v poglavju 1.3 opiˇsemo kaksˇni so bili uporabljeni vhodni podatki. V
poglavju 2 bolj specificˇno opiˇsemo kako smo generirali podatke, ki smo jih
uporabili pri ucˇenju implementirane nevronske mrezˇe ter na kratko opiˇsemo
sˇe kaksˇne vrste objektov smo uporabili v samih scenah. V poglavju 3 opiˇsemo
nasˇo metodologijo dela. Opisane so uporabljene arhitekture nevronskih mrezˇ
in na kratko tudi uporabljena programska oprema. V poglavju 4 podamo re-
zultate vsega kar smo preizkusili in implementirali. Nazadnje v poglavju 5
povzamemo nasˇe delo in podamo sˇe nekaj zakljucˇnih misli.
1.1 Sorodna dela
Zˇe zgodaj v razvoju racˇunalniˇskega vida se je pokazala potreba po modelira-
nju zajetih vizualnih informacij z volumetricˇnimi modeli, ki zmanjˇsajo sˇum
v informaciji in jo zdruzˇijo v bolj stabilne vzorce. Eden prvih takih koncep-
tualnih modelov so bili geoni, ki jih je predlagal Irving Biederman [3]. Nato
so bili nekaj cˇasa popularni posplosˇeni valji [4], vendar ker jih je bilo tezˇko
rekonstruirati iz slik, je scˇasoma njihova uporaba zapadla.
Potreba po modeliranju objektov iz zajetih vizualnih informacij in spe-
cificˇno iz oblakov tocˇk se je precej povecˇala z razsˇiritvijo LiDAR-ja. Mnoge
raziskave so poskusˇale preslikati urbana okolja v racˇunalniˇske modele s pomocˇjo
zracˇnih in talnih vozil opremljenih z LiDAR-ji [5, 6]. Uporabljeno je bilo
mnogo razlicˇnih metod za segmentacijo. Nekaj primerov le-teh je dolocˇanje
cilindrov v sceni z metodo RANSAC [7], prileganje primitivnih geometrijskih
teles cˇez oblake tocˇk [8], dolocˇanje objektov z metodo podpornih vektorjev
in pomicˇnim 3D oknom [9], segmentacija z rezanjem grafov [10], iskanje in
modeliranje superkvadrikov na podlagi paradigme gradnje in izbire [11, 12]
ipd. Vse metode imajo svoje prednosti in slabosti. Na primer RANSAC je
dober v tem, da ima konceptualno preprosto implementacijo in je robusten
tudi, cˇe je veliko odstopajocˇih tocˇk. Prednosti prileganja superkvadrikov
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sta majhno sˇtevilo vhodnih parametrov in robustne metode rekonstrukcije.
Vendar imajo povecˇini vse te metode pomanjkljivost v tem, da so glede na
trenutno stanje tehnologije, relativno pocˇasne ali racˇunsko zahtevne. Ker
postajajo senzorji, ki zaznavajo okolico kot oblak tocˇk zmeraj bolj vsepri-
sotni, je potrebno podatke pridobljene iz njih vse hitreje in bolj ucˇinkovito
obdelati. Iz tega razloga so se raziskave na tem podrocˇju v zadnjih nekaj
letih precej usmerile v strojno ucˇenje, specificˇno v nevronske mrezˇe.
Na podrocˇju medicine se nevronske mrezˇe zˇe dolgo uporabljajo za dolocˇanje
organov in na medicinskih slikah npr. MRI in rentgenske slike [13, 14]. Zdaj
se njihova uporaba v racˇunalniˇskem vidu prenasˇa tudi na 3D. Novejˇse publi-
kacije na tem podrocˇju iˇscˇejo ucˇinkovite resˇitve za dolocˇanje 3D modelov v
sceni s pomocˇjo nevronskih mrezˇ [15]. Primera specificˇne uporabe so metode
hkratne lokalizacije in mapiranja (SLAM) ter ocenjevanje cˇlovesˇke drzˇe v 3D.
SLAM se lahko z nevronskimi mrezˇami obogati tako, da se poleg cˇiste geome-
trijske reprezentacije dobljene iz senzorjev, doda sˇe naucˇene oznake okolice,
kar pohitri in izboljˇsa pretekle rezultate [16, 17]. Pri ocenjevanju cˇlovesˇke
drzˇe, se lahko nevronske mrezˇe naucˇijo, kako se sklepi relativno povezujejo
med sabo, kar olajˇsa pravilno napoved drzˇe [18].
1.2 Keras in TensorFlow
Nevronsko mrezˇo smo implementirali v Pythonu s pomocˇjo knjizˇnic Keras
in TensorFlow. Keras je visoko nivojski vmesnik za namensko programira-
nje (ang. API) nevronskih mrezˇ, ki deluje na vrhu knjizˇnice TensorFlow
oz. jo lahko uporablja za osnovo. Priljubljen je, ker omogocˇa hitro in eno-
stavno prototipiranje konvolucijskih in rekurencˇnih nevronskih mrezˇ in zelo
enostavno omogocˇa racˇunanje tudi na graficˇnih karticah.
TensorFlow je bolj splosˇno namenska programska oprema za numericˇno
racˇunanje z uporabo grafov podatkovnih tokov. Vozliˇscˇa v grafu predsta-
vljajo matematicˇne operacije, v nasˇem primeru plasti nevronske mrezˇe npr.
konvolucije. Povezave med vozliˇscˇi so predstavljene z vecˇ dimenzijskimi po-
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datkovnimi nizi oz. tenzorji, ki se prenasˇajo iz enega vozliˇscˇa do drugega.
TensorFlow tudi podpira dokaj enostavno distribucijo na razlicˇnih platfor-
mah, ne samo na standardnih procesnih enotah in graficˇnih karticah, ampak
tudi na mobilnih napravah. Razvit je bil v podjetju Google predvsem za
uporabo z nevronskimi mrezˇami, vendar je dovolj splosˇen da podpira tudi
druge aplikacije.
1.3 Vhodni podatki
Vhodni podatki za algoritem so bili 3D oblaki tocˇk. Da se nevronska mrezˇa
lahko iz tega kaj naucˇi, je potrebno niz nepovezanih tocˇk oblikovati v neko
smiselno predstavitev. V ta namen smo oblak tocˇk preoblikovali v globinske
slike, preden smo ga podali kot vhod v mrezˇo. Specificˇno smo vsako sceno
pretvorili v sˇest globinskih slik, zajetih iz razlicˇnih pogledov.
Implementirali smo tudi mozˇnost pretvorbe oblaka tocˇk v vokselno pred-
stavitev, vendar smo se potem bolj usmerili v ucˇenje z globinskimi slikami.
Razlog za to je bil boljˇsa dokumentacija in primeri za nevronske mrezˇe, ki
uporabljajo 2D podatke, v primerjavi s 3D podatki. Vecˇina nevronskih mrezˇ
dandanes na tem podrocˇju uporablja 2D slike za vhodne podatke. Cˇe bi
imeli vecˇ cˇasa oz. za nadaljnje delo, bi bilo zagotovo zanimivo raziskati tudi
drugo razlicˇico; ali se mrezˇa lahko bolje naucˇi parametrizacijo objektov iz
vokselizacije namesto iz globinskih slik.
Poglavje 2
Podatkovna baza
V tem poglavju bomo opisali bazo podatkov, ki smo jo uporabili pri izdelavi
naloge. Najprej bomo v poglavju 2.1 opisali kako smo ustvarili scene na
katerih smo ucˇili nevronske mrezˇe. Nato bomo v poglavju 2.2 bolj podrobno
opisali sˇe superkvadrike, s katerimi smo modelirali objekte v scenah.
2.1 Generiranje ucˇnih podatkov
Ucˇni podatki za nevronsko mrezˇo so bili oblaki tocˇk, predelani v globinske
slike, prikazano na Sliki 2.1. Podatke smo ustvarili s po meri narejeno skripto
napisano v Pythonu, ker nam ni uspelo najti obstojecˇe podatkovne baze, ki bi
ustrezala nasˇim specificˇnim zahtevam. Za vsako sceno se je naprej nakljucˇno
dolocˇilo parametre za nekaj objektov ter polozˇaj in rotacijo vsakega objekta
v sceni. Nato se je na povrsˇini vsakega objekta dolocˇilo okoli 1000 - 1500
nakljucˇnih tocˇk. Te tocˇke na vsakem objektu vse skupaj tvorijo celoten oblak
tocˇk scene.
Ker se iz nepovezanih tocˇk nevronska mrezˇa tezˇko kaj naucˇi, je potrebno
oblak tocˇk na smiseln nacˇin predelati v predstavitev, iz katere se bo mrezˇa
lazˇje ucˇila. V ta namen se je sceno pretvorilo v globinske slike tako, da
se je pravokotno na vsako os koordinatnega sistema postavilo projekcijsko
ravnino in z metodo metanja zˇarkov (ang. raycasting) dolocˇilo globino oz.
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Slika 2.1: Na sliki je prikazan primer nakljucˇne scene. Zgoraj je oblak tocˇk
vizualiziran s programom MeshLab. Spodaj je prikazanih sˇest globinskih
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potrebujemo posebnega modula v mrezˇi za vsako vrsto objekta, ker so le-
ti zmeraj superkvadriki in lahko mrezˇa za katerikoli objekt zmeraj napove
tocˇno sˇest parametrov.
Splosˇna enacˇba, ki opiˇse vse superkvadrike v 3D je definirana s sˇestimi
spremenljivkami na sledecˇi nacˇin∣∣∣ x
A
∣∣∣r + ∣∣∣ y
B
∣∣∣s + ∣∣∣ z
C
∣∣∣t ≤ 1, (2.1)
kjer A, B in C dolocˇijo raztege po posameznih oseh, r, s in t so pa pozitivna
realna sˇtevila, ki dolocˇijo znacˇilnosti superkvadrika. Eksponenti med 0 in 1
dolocˇajo oktaeder s konkavnimi lici in ostrimi robovi, tocˇno 1 dolocˇajo pra-
vilni oktaeder, med 1 in 2 dolocˇajo oktaeder s konveksnimi lici in zaobljenimi
robovi, tocˇno 2 dolocˇajo kroglo in nenazadnje bolj ko se eksponenti priblizˇajo
neskoncˇnosti, bolj je superkvadrik podoben kocki. Cˇe so eksponenti negativni
se objekt razteza v neskoncˇnost in spada med superhiperboloide. Razlicˇne
kategorije eksponentov se lahko kombinira med sabo, da dobimo kombini-
rane objekte. Na primer cˇe so r = s = 2 in t = 1, prerez superkvadrika skozi
xy ravnino izgleda kot krog, celoten objekt pa izgleda pretezˇno kot krogla s
priostrenimi konicami na z osi.
Poglavje 3
Metodologija
V tem poglavju bomo opisali podrobnosti implementacije nevronske mrezˇe,
ki smo jo izdelali. V poglavju 3.1 najprej opiˇsemo prvo nevronsko mrezˇo,
ki smo jo implementirali. Nato v poglavju 3.2 opiˇsemo arhitekturo osnovne
nevronske mrezˇe, katero smo uporabljali skozi celoten nadaljnji postopek
izdelave naloge. Nazadnje v poglavju 3.3 opiˇsemo arhitekturo Faster R-CNN
ter se v podpoglavju 3.3.1 in podpoglavju 3.3.2 bolj specificˇno posvetimo
RPN in regresijskemu deloma FRCNN.
3.1 Zacˇetni CNN
Prva iteracija nevronske mrezˇe za napoved parametrov je bila zelo prepro-
sta. Sestavili smo jo z namenom za napoved parametrov enega objekta na
sceno, centriranega na koordinatno izhodiˇscˇe. Ker smo na zacˇetku upora-
bljali preprosta geometrijska telesa namesto superkvadrikov, je bilo mozˇno
pred ucˇenjem nastaviti sˇtevilo izhodnih parametrov. Tako smo z mrezˇo lahko
napovedali poljubno sˇtevilo parametrov in je mrezˇa lahko napovedala ne samo
parametre vsakega posameznega objekta, ampak tudi lego v sliki oz. sceni,
cˇe objekt ni bil centriran. Na primer za centrirano kroglo smo lahko napo-
vedovali samo radij, za kroglo v splosˇni legi pa sˇe x, y in z koordinate.
Nadgradnja z arhitekturo FRCNN je bila potrebna, ker smo s to preprosto
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mrezˇo lahko parametrizirali samo en objekt v sceni oz. obravnavali sceno kot
da vsebuje samo en objekt. Z mrezˇo za iskanje predlogov regij pa lahko sceno
posplosˇimo na poljubno mnogo objektov.
Vhodni podatki za zacˇetno mrezˇo so bile globinske slike oblaka tocˇk, iz-
hodni podatki pa parametri objekta v sceni. Preizkusili smo mnoge razlicˇne
kombinacije konvolucijskih in polno povezanih plasti z razlicˇnimi zacˇetnimi
parametri. Prav tako smo preizkusili par standardnih arhitektur mrezˇ (VGG16
in SqueezeNet) ter razlicˇne optimizacijske funkcije, ki jih ponuja Keras. Kar
smo preizkusili je bolj tocˇno prikazano v dodatku A. Kaksˇne rezultate smo
dosegli s posamezno kombinacijo je bolj podrobno opisano v poglavju 4.0.1.
Najboljˇse rezultate smo dobili z uporabo SqueezeNet, tako da smo to arhi-
tekturo potem uporabili tudi naprej pri FRCNN.
3.2 SqueezeNet
Glavna ideja SqueezeNeta je, da se z relativno malo parametri dosezˇe re-
zultate, ki so primerljivi z vecˇjimi mrezˇami npr. AlexNet in VGG [19]. To
dosezˇe na podlagi treh hipotez. Naprej lahko zmanjˇsamo mrezˇo z uporabo
manjˇsih filtrov velikosti 1× 1 namesto 3× 3 v konvolucijskih plasteh. Tako
zmanjˇsamo mrezˇo za devetkrat in namesto da filtri iˇscˇejo informacijo v oko-
lici slikovnih pik, dejansko iˇscˇejo informacijo v posameznih kanalih slikovne
pike. Nato zmanjˇsamo velikost vhodnih podatkov za plasti, ki sˇe imajo filtre
velikosti 3 × 3. To dosezˇemo s t.i. ognjenimi moduli (ang. fire module),
ki najprej zmanjˇsajo oz. stisnejo sˇtevilo filtrov z 1 × 1 konvolucijo, nato pa
sˇtevilo filtrov spet raztegnejo s kombinacijo 1× 1 in 3× 3 filtrov. Ta modul
je osnovna gradbena enota SqueezeNeta in je prikazan na Sliki 3.1. Naza-
dnje vzorcˇenje zmanjˇsamo sˇele pozneje v mrezˇi, tako da imajo konvolucijske
plasti velike slike aktivacij (ang. activation map). To je v ravno obratno pri
mnogih standardnih arhitekturah npr. VGG, vendar v cˇlanku [19] pokazˇejo,
da kasnejˇse zmanjˇsanje vzorcˇenja izboljˇsa natancˇnost mrezˇe.
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RPN del in se popravi utezˇi v mrezˇi glede na to koliko se rezultat iz RPN
razlikuje od pricˇakovanega. Rezultat RPN so predlogi regij, ki dolocˇajo kje
se nahajajo objekti. Nastali predlogi regij se nato uporabijo pri regresijskem
delu mrezˇe. Iz koncˇne slike znacˇilk skupnih plasti se izrezˇe vse regije, se
jih zmanjˇsa oz. povecˇa na velikost 9× 9 in se jih uporabi za ucˇenje regresije
parametrov. V vsaki iteraciji ucˇenja se torej utezˇi v skupnih plasteh umerjajo
na podlagi rezultatov RPN ter hkrati tudi rezultatov regresije.
Regije pridobljene iz RPN se lahko uporabijo tudi za dolocˇanje lege
objekta v sceni. Cˇe vemo kako je bila scena projecirana na projekcijske
ravnine, kot je prikazano na Sliki 2.2, lahko za vsak pogled dolocˇimo pre-
mico, ki gre skozi goriˇscˇe in srediˇscˇe regije, ki dolocˇa nek objekt. nato za vse
te premice poiˇscˇemo skupno presecˇiˇscˇe oz. tocˇko, ki je najblizˇja presecˇiˇscˇu.
V tej tocˇki se nahaja objekt. V splosˇnem primeru se premice ne sekajo, ker
napoved regij ni absolutno natancˇna. V tem delu nam cˇasovno ni zneslo, da
bi izracˇunali tudi to. To pomeni da sicer poznamo polozˇaj objektov na glo-
binskih slikah, v globalnih koordinatah scene pa ga lahko kvecˇjemu priblizˇno
ocenimo.
3.3.1 Mrezˇa za generiranje predlogov regij
Vhodni podatki za RPN so globinske slike generirane na podlagi 3D oblaka
tocˇk. Izhodni podatki so predlogi regij, ki dolocˇajo kje na globinskih slikah
se nahajajo objekti iz oblaka tocˇk ter ocena gotovosti, da se v dolocˇeni regiji
nahaja nek objekt.
Po skupnih plasteh RPN vsebuje konvolucijsko plast, ki sˇe dodatno obdela
koncˇno sliko znacˇilk iz skupnih plasti ter dve koncˇni konvolucijski plasti, ena
napove regije, druga napove gotovosti objektov v regijah. Arhitektura je
prikazana na zgornjem delu Slike 3.2.
Iz zadnjih dveh plasti RPN dobimo dva tenzorja, ki imata enako sˇirino
in viˇsino kot koncˇna slika znacˇilk iz skupnih plasti. Globina tenzorja, ki
predstavlja gotovost objektov je 9, globina tenzorja, ki predstavlja regije pa
9× 4 = 34. Dimenzije tenzorjev so taksˇne ker za predloge regij uporabljamo
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t.i. sidra (ang. anchors), to so obrobe oz. regije vnaprej dolocˇenih velikosti.
Vsako sidro je dolocˇeno s sˇtirimi parametri - x in y koordinati srediˇscˇa ter
sˇirina in viˇsina sidra. Specificˇno uporabljamo tri resolucije sider (64, 128,
256 slikovnih pik) in tri razmerja sˇirin in viˇsin (1:1, 1:2, 2:1), tako da dobimo
devet razlicˇnih sider, najmanjˇsega velikosti 64 × 64 in najvecˇjega 256 × 512
slikovnih pik. Tako kot v cˇlanku [20] dimenzije sider niso specificˇno umer-
jena za neko dolocˇeno zbirko podatkov. Tako vsaka rezina izhodnih tenzorjev
RPN predstavlja eno velikost sidra. Uporaba sider naslovi problem razlicˇnih
velikosti objektov na vhodnih slikah. Namesto da postopoma zmanjˇsujemo
vhodno sliko in uporabljamo slikovne piramide ali piramide filtrov, upora-
bljamo piramido sider.
Ko ucˇimo mrezˇo je potrebno izhodne tenzorje iz RPN malo obdelati pre-
den jih lahko podamo v regresijski del mrezˇe, glede na to da le-ta vsebujeta
podatke o vseh mozˇnih regijah, nas pa zanimajo samo tiste, ki tesno ob-
jemajo objekte na sliki. Da najdemo ustrezne regije, primerjamo razmerje
preseka in unije med vsemi predlaganimi regijami in pravilnimi regijami, ki
jih dobimo iz oznak v ucˇnih podatkih. Blizˇje ko je to razmerje 1, bolj po-
polno se predlagana in pravilna regija prekrivata. V nasprotnem primeru cˇe
je razmerje 0, potem regiji nimata skupnega preseka. Iz tega dobimo veliko
predlogov regij na katerih izvedemo zatiranje vrednosti, ki niso maksimalne
(ang. non-maximum suppression), da zmanjˇsamo sˇtevilo predlaganih regij in
obdrzˇimo samo tiste, ki najbolj gotovo vsebujejo nek objekt.
Prav tako uporabimo razmerje preseka in unije, da povezˇemo predlagane
regije z oznacˇenimi parametri objektov. Vsaka globinska slika je oznacˇena
z mnozˇico parov regij in parametrov objektov na sliki. Tako predlaganim
regijam lahko dolocˇimo parametre na podlagi tega s katero pravilno regijo se
najbolje ujemajo. Regresijski del lahko nato ucˇimo s predlaganimi regijami
in njihovimi ustreznimi parametri.
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3.3.2 Napoved parametrov
Vhodni podatki regresijskega dela so poleg globinske slike tudi predloge regij
iz RPN. Izhodni podatki so parametri objekta na globinski sliki dolocˇen s
specificˇno regijo. Po skupnih plasteh ima regresor po meri narejeno plast, ki
iz koncˇne slike znacˇilk izrezˇe regije dobljene iz RPN in jih raztegne ali skrcˇi
na ustrezno velikost. Vsaka regija gre nato skozi sˇtiri polno povezane plasti,
od katerih zadnja napove parametre objekta. Arhitektura je prikazana na
spodnjem delu Slike 3.2.
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Poglavje 4
Rezultati
V tem poglavju ovrednotimo uspesˇnost implementiranih nevronskih mrezˇ.
Vse teste in ucˇenje smo poganjali na graficˇni kartici GTX 1080 Ti z 11GB
video RAMa. Najprej v poglavju 4.0.1 predstavimo rezultate prve iteracije
nevronske mrezˇe. Nato v poglavju 4.0.2 predstavimo sˇe rezultate koncˇne
implementacije FRCNN.
4.0.1 En objekt v vsaki sceni
Prva iteracija nevronske mrezˇe je bila namenjena napovedi parametrov iz
globinskih slik centriranih objektov. Podatkovna baza za to iteracijo je bila
sestavljena iz 100 ucˇnih in 30 testnih scen. Vsaka scena je bila predstavljena
s sˇestimi globinskimi slikami. Mrezˇo smo ucˇili 12 epoh. Objekti v scenah
so bile krogle centrirane na koordinatno izhodiˇscˇe, kar pomeni da je mrezˇa
napovedovala radij krogle oz. en parameter. Z bolj kompleksnimi objekti
in vecˇ napovedanimi parametri natancˇnost napovedi nekoliko pade. Preiz-
kusili smo precej razlicˇic mrezˇe npr. z manjˇsim izpustom (ang. dropout),
regularizacijo utezˇi, razlicˇnimi velikostmi koncˇnih polno povezanih plasti ipd.
Izhodiˇscˇna konfiguracija mrezˇe ter razlicˇne variacije so bolj tocˇno prikazane v
dodatku A. Povprecˇna kvadratna napaka po vsaki epohi ucˇenja je prikazana
na Sliki 4.1. Poleg tega smo preizkusili tudi razlicˇne optimizacijske funkcije,
prikazano na Sliki 4.2, ter arhitekturi VGG16 in SqueezeNet, prikazano na
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Slika 4.1: Povprecˇna kvadratna napaka po epohah za razlicˇne variacije
nevronske mrezˇe.
Sliki 4.3.









V splosˇnih pojmih ta napaka predstavlja povprecˇno kvadrirano razdaljo med
napovedanimi in pravilnimi parametri. V enacˇbi N predstavlja sˇtevilo na-
povedanih parametrov na posamezno iteracijo ucˇenja, n dimenzijo parame-
trov, yi i-to komponento napovedanega parametra in pi i-to komponento
pravilnega parametra. Dimenzija parametrov je bila n = 1, saj smo tu
napovedovali samo radij krogle. V primeru, da bi napovedovali parametre
superkvadrikov, bi bila ta dimenzija n = 6.
Variacije mrezˇe vkljucˇno z izhodiˇscˇno mrezˇo so povecˇini dosegle povprecˇno
kvadratno napako v okolici 30-40. Najboljˇsi razlicˇici sta bili uporaba vecˇjih
koncˇnih plasti in manj izpusta, kar kazˇe na to, da se z vecˇjimi polno pove-
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Slika 4.2: Povprecˇna kvadratna napaka po epohah za razlicˇne optimizacijske
funkcije.
Slika 4.3: Povprecˇna kvadratna napaka po epohah za razlicˇne arhitekture
nevronske mrezˇe.
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zanimi plastmi mrezˇa lahko vecˇ naucˇi, z manjˇsim izpustom pa izgubi manj
informacij. Vendar je pri tem potrebno paziti, da izpusta ne nastavimo pre-
nizko, sicer se lahko zgodi, da v napovedi uvedemo sˇum.
Najslabsˇe sta se odrezali prva kombinirana razlicˇica in uporaba manjˇsih
koncˇnih plasti. Kombinirana razlicˇica je najverjetneje slabo delala, ker kljub
temu da smo dodali polno povezano plast, smo jih hkrati nekaj tudi zmanjˇsali.
Poleg tega smo tu tudi preizkusili manjˇse sˇtevilo filtrov na zadnji konvolu-
cijski plasti.
Rezultati optimizacijskih funkcij so bili vsi zelo primerljivi. Razlika je
bila predvsem v tem kako hitro katera funkcija konvergira.
Kar se ticˇe razlicˇnih arhitektur, sta se precej bolj izkazala SqueezeNet in
VGG16, kot nasˇa po meri narejena mrezˇa. Med sabo sta bili dokaj primerljivi,
razlika je bila predvsem v cˇasu izvajanja. Z uporabo SqueezeNeta je bilo
ucˇenje izvedeno mnogo hitreje kot z uporabo VGG16.
Na Sliki 4.4 smo prikazali tudi koncˇno povprecˇno kvadratno napako na
testni mnozˇici za razlicˇne variacije mrezˇe. Rezultati so pretezˇno v skladu z
ugotovitvami iz prejˇsnjih grafov. Cˇe bi se pojavila kaksˇna velika odstopanja,
bi lahko zakljucˇili, da smo mrezˇo prekomerno umerili na ucˇno mnozˇico.
4.0.2 Segmentacija
Podatkovna baza za FRCNN je bila sestavljena iz 1000 ucˇnih in 100 testnih
scen. Tudi tu je bila vsaka scena predstavljena s sˇestimi globinskimi slikami.
V vsako sceno smo nakljucˇno razpostavili do tri superkvadrike. Na Sliki 4.5
je prikazana povprecˇna napaka parametrov in polozˇaja ter oblike regij po
vsaki iteraciji ucˇenja. Povprecˇno napako smo racˇunali kot evklidsko razdaljo








Tako kot pri povprecˇni kvadratni napaki N predstavlja sˇtevilo napovedanih
vektorjev vsako iteracijo, n dimenzijo oz. sˇtevilo komponent vektorja, yi
i-to komponento napovedanega vektorja in pi i-to komponenta pravilnega
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Slika 4.4: Povprecˇna kvadratna napaka na testni mnozˇici za razlicˇne varia-
cije nevronske mrezˇe.
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vektorja. Vektorji parametrov so bili dimenzije n = 6 (sˇest parametrov
superkvadrika), vektorji regij pa dimenzije n = 4 (x in y koordinati, sˇirina in
viˇsina regije).
V vsaki iteraciji smo v mrezˇo podali eno globinsko sliko, da smo dobili
regije. Nato smo regije zdruzˇili v sklope (ang. batch) velikosti 6 in regresijski
del ucˇili na vseh najdenih regijah za sliko po sklopih. Velikost sklopa regij je
neodvisna od sˇtevila generiranih globinskih slik na posamezno sceno. Prav
tako je neodvisna od sˇtevila parametrov objektov. Velikost sklopa je bila
izbrana pretezˇno arbitrarno. Glede na to, da je napovedanih regij mnogo
vecˇ kot globinskih slik, smo zˇeleli nekoliko zmanjˇsati vpliv regresijskega dela
mrezˇe na skupne plasti. Tako se sˇele z vsako sˇesto regijo popravijo utezˇi
v mrezˇi na podlagi povprecˇne napake za te regije, namesto da se popravlja
utezˇi po vsaki regiji, ki gre skozi mrezˇo.
Mrezˇo smo ucˇili 10 epoh 15,5 ur. Slika 4.5 prikazuje samo prvi dve epohi
ucˇenja, za tem se napaka ni vecˇ bistveno spreminjala.
Povprecˇna napaka po ucˇenju nevronske mrezˇe je bila za RPN 8, 73, za
regresijo pa 7, 45. Po ucˇenju smo mrezˇo sˇe testirali na testni mnozˇici. Pov-
precˇna napaka, ki smo jo dobili za testno mnozˇico, je bila 8, 94 za RPN
in 10, 95 za regresijo. Ti rezultati kazˇejo, da smo RPN pretezˇno pravilno
naucˇili ocenjevati regije, regresijo smo pa morda malenkost prevecˇ umerili
na ucˇno mnozˇico. Je pa tudi res, da je natancˇnost regresije zelo odvisna od
natancˇnosti RPN. Glede na to da regresijo ucˇimo na najdenih regijah, cˇe
regije ne vsebujejo objekta, potem regresija tezˇko karkoli napove.
Testiranje mrezˇe na 100 scenah je trajalo 245s. To pomeni, da je za
procesiranje posamezne scene mrezˇa potrebovala povprecˇno 2.45s oz. 0.4s
na posamezno globinsko sliko. Verjamemo tudi, da bi se dalo sˇe nekoliko
optimizirati racˇunanje regij iz koncˇnih plasti RPN, kar bi sˇe pohitrilo izva-
janje. Poleg tega bi bilo mozˇno paralelizirati regresijski del. Po tem ko se
poracˇunajo regije, bi lahko za vsak objekt napovedali parametre hkrati pa-
ralelno. Glede na to da smo testirali scene, ki so povprecˇno vsebovale dva
objekta, bi to lahko tudi nekoliko pohitrilo izvajanje. Najvecˇjo pohitritev bi
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Slika 4.5: Povprecˇna napaka napovedi regij in parametrov po vsaki iteraciji
ucˇenja.
verjetno lahko dosegli s pred procesiranjem globinskih slik tako, da najdemo
pogled, kjer so objekti najbolje locˇeni med sabo. V tem primeru bi lahko
vsako sceno predstavili samo z eno sliko namesto s sˇestimi.
Nasˇe rezultate primerjamo z rezultati Duncan et al. [21], Solina et al. [22]
ter Stopniˇsek [12] v Tabeli 4.1. Pri Stopniˇsku primerjamo nasˇe rezultate z
njihovimi rezultati dimenzij kvadrastih predmetov modela Sutivan.
Iz Tabele 4.1 lahko vidimo, da smo z nasˇo metodo dosegli najboljˇso pa-
rametrizacijo objektov v sceni, vendar smo morali za to nekoliko kompromi-
zirati povprecˇni cˇas izvajanja.
Slika 4.6 prikazuje primer najdenih regij za en objekt v sceni. Z zeleno so
prikazane pravilne oznake za objekte, z rdecˇimi odtenki pa najdene regije. Na
Sliki 4.7 so prikazane samo sˇtiri od teh regij za boljˇso preglednost. Vse regije,
ki jih lahko najdemo z RPN-jem, imajo vnaprej dolocˇeno velikost, glede na
to da uporabljamo sidra. Mi smo dolocˇili devet razlicˇnih velikosti sider,
kot je opisano v poglavju 3.3.1. V tem primeru so vse regije istih velikosti,
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Tabela 4.1: Primerjava rezultatov z Duncan et al. [21], Solina et al. [22] ter
Stopniˇsek [12]
Povprecˇna napaka Povprecˇni cˇas (s)
Nasˇa metoda 10,95 0.4
Duncan et al. 15,22 0.04
Solina et al. 14,1 2.1
Stopniˇsek 23,30 -
v splosˇnem primeru pa lahko dobimo razlicˇno velike regije na posamezen
objekt.
Kar lahko opazimo iz teh slik je, da regij morda nismo dovolj dobro
stisnili skupaj na vsak posamezen objekt. Iz tega najverjetneje dobimo tako
veliko napako za natancˇnost RPN. Vsaka regija sicer ima nekaj prekrivanja
s pravilno regijo in ima vecˇ prekrivanja z njo kot z regijami drugih objektov,
vendar so predvsem robne regije sˇe zmeraj precej prazne. Glede na to da
imajo regije spodnjo mejo minimalnega dovoljenega prekrivanja, se samo zelo
poredko lahko zgodi, da regija sploh ne vsebuje vsaj kosa objekta. Ta problem
bi morda lahko resˇili z boljˇsim zatiranjem vrednosti, ki niso maksimalne, ali
z agregacijo regij. Bezˇno smo poskusili agregirati regije posameznih objektov
skupaj v eno regijo na objekt, vendar so bile regije vedno toliko zamaknjene,
da je regresija parametrov delala slabsˇe. To kazˇe na to, da je bolje imeti nekaj
dobrih in nekaj slabih regij za ucˇenje regresije, kot pa samo eno regijo srednje
kvalitete. Tako bo v povprecˇnem primeru regresija parametrov boljˇsa.
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Slika 4.6: Vse regije najdene z RPN za specificˇen objekt.
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Slika 4.7: Primeri regij najdenih z RPN.
Poglavje 5
Zakljucˇek
V tem magistrskem delu smo implementirali nevronsko mrezˇo, s katero lahko
segmentiramo in rekonstruiramo objekte iz 3D oblaka tocˇk. Prva verzija
mrezˇe je bila zelo preprosta. Namenjena je bila samo napovedi parametrov
enega objekta v sceni. Nato smo arhitekturo nadgradili z mrezˇo za iska-
nje predlogov regij in celo mrezˇo razsˇirili na nekoliko prirejen FRCNN. Za
skupne plasti smo uporabili arhitekturo SqueezeNet. Le-ta se je skupaj z
VGG16 najbolj izkazala pri prvi verziji mrezˇe, vendar jo je za razliko od
VGG16 mocˇ mnogo hitreje ucˇiti, glede na to da je manjˇsa. S pridobljenimi
rezultati smo pokazali, da je z uporabo nevronskih mrezˇ mozˇno dosecˇi visoko
natancˇnost pri parametrizaciji objektov in to parametrizacijo opraviti v rela-
tivno realnem cˇasu. Prednost uporabe nevronskih mrezˇ je tudi neodvisnost
od kompleksnosti scene. Z drugimi metodami se praviloma cˇasovna komple-
ksnost povecˇuje s sˇtevilom tocˇk v oblaku, z nasˇo metodo je pa vseeno kako
gost je oblak tocˇk, saj je cˇasovna zahtevnost odvisna predvsem od resolucije
globinskih slik.
Uporaba nevronskih mrezˇ za resˇevanje takih problemov se je v zadnjih ne-
kaj letih precej razsˇirila. Glede na to da senzorji za zajem vizualnih informacij
postajajo vedno bolj zmogljivi, je potrebno te podatke vse bolj ucˇinkovito ob-
delati. Nevronske mrezˇe omogocˇajo relativno hitro procesiranje podatkov, v
primerjavi z drugimi metodami npr. prileganje geometrijskih teles na oblake
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tocˇk. En od primerov uporabe je npr. pri orientaciji kamere in kartiranju
prostora [17].
V nadaljnjem delu bi lahko poskusili sˇe druge arhitekture za skupne pla-
sti nasˇe mrezˇe, npr. ResNet. Prav tako bi lahko poskusili locˇiti skupne
plasti, da bi dobili mrezˇo za napoved predlogov regij in locˇeno mrezˇo za na-
poved parametrov v regijah. Tako ucˇenje napovedi parametrov zagotovo ne
bi vplivalo na ucˇenje predlogov regij in obratno, bi pa s tem seveda povecˇali
cˇasovno zahtevnost. Pametno bi bilo preizkustiti tudi kaksˇen boljˇsi nacˇin
agregacije predlaganih regij. Verjetno najvecˇja sprememba, ki bi jo lahko
poskusili, je drugacˇna predstavitev oblaka tocˇk. Namesto globinskih slik,
bi lahko uporabili vokselizacijo scene. Za to bi bilo treba precej spremeniti
kodo, da namesto 2D slik mrezˇa obdeluje 3D voksle. Verjamemo, da bi se
dalo dosezˇene rezultate scˇasoma sˇe izboljˇsati.
Dodatek A
Variacije preproste mrezˇe za
napoved parametrov
Tu so nasˇtete razlicˇne variacije prvotne preproste konvolucijske mrezˇe, katere
smo testirali. Koda je v jeziku Python, namenjena za uporabo s knjizˇnico
Keras.
Razlicˇica A.1: Osnovna mrezˇa, ki smo jo uporabili za izhodiˇscˇe vseh nadaljnih
sprememb.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
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DODATEK A. VARIACIJE PREPROSTE MREZˇE ZA NAPOVED
PARAMETROV
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.2: Prepustne ReLU aktivacije namesto navadnih ReLU aktiva-
cijskih funkcij.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ l i n e a r ’ ) )
model . add (LeakyReLU( alpha =.001))
model . add ( Dense (128 , a c t i v a t i o n=’ l i n e a r ’ ) )
model . add (LeakyReLU( alpha =.001))
model . add ( Dense (128 , a c t i v a t i o n=’ l i n e a r ’ ) )
model . add (LeakyReLU( alpha =.001))
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.3: Regularizacija utezˇi.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
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model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.4: Manj konvolucijskih filtrov.
model . add (Conv2D(16 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(16 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(16 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.5: Manjˇsi izpust.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
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a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 1 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.6: Povecˇane koncˇne polno povezane plasti.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (256 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (256 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (256 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
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Razlicˇica A.7: Zmanjˇsane koncˇne polno povezane plasti.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (64 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (64 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (64 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.8: Vecˇ koncˇnih polno povezanih plasti.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
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e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.9: Manj koncˇnih polno povezanih plasti.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dense (128 , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.10: Prva kombinacija vecˇ variacij. Manj konvolucijskih filtrov v
zadnji Conv2D plasti, normalizacija, dodatna nekoliko manjˇsa polno pove-
zana plast, regularizacija utezˇi in manjˇsi koncˇni izpust.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(16 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( BatchNormal izat ion ( ) )
model . add ( Dense (64 , a c t i v a t i o n=’ tanh ’ ,
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k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (128 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (128 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (64 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
Razlicˇica A.11: Druga kombinacija vecˇ variacij. Normalizacija, dodatna
polno povezana plast, povecˇanje vseh polno povezanih plasti, regularizacija
utezˇi in manjˇsi koncˇni izpust.
model . add (Conv2D(32 , k e r n e l s i z e =(3 , 3 ) ,
a c t i v a t i o n=’ r e l u ’ , input shape=(rows , co l s , 1 ) ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add (Conv2D(32 , (3 , 3 ) , a c t i v a t i o n=’ r e l u ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(2 , 2 ) ) )
model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Flat ten ( ) )
model . add ( BatchNormal izat ion ( ) )
model . add ( Dense (256 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (256 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (256 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
model . add ( Dense (256 , a c t i v a t i o n=’ tanh ’ ,
k e r n e l r e g u l a r i z e r=r e g u l a r i z e r s . l 2 ( 0 . 0 1 ) ) )
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model . add ( Dropout ( 0 . 2 5 ) )
model . add ( Dense ( num params , a c t i v a t i o n=’ l i n e a r ’ ) )
opt = Adam( l r =0.001 , beta 1 =0.9 , beta 2 =0.999 ,
e p s i l o n=1e−08, decay =0.0)
model . compile ( l o s s=’ mean squared error ’ , opt imize r=opt ,
met r i c s =[ ’ mean squared error ’ ] )
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