We deal with various Diophantine equations involving the Euler totient function and various sequences of numbers, including factorials, powers, and Fibonacci sequences.
Introduction
There has been much study on diophantine equations involving certain special sequences of numbers. For example, in 1983, Shorey and Stewart [14] studied the nth term of a binary recurrence sequence defined as u n = r 1 u n−1 + r 2 u n−2 for n ≥ 2 where u 0 , u 1 ∈ Z. Let α and β be the two roots of x 2 − r 1 x − r 2 and a = u0β−u1 β−α and b = u1−u0α β−α . The sequence is non-degenerate if ab = 0, αβ = 0, and α/β is not a root of unity. Shorey and Stewart determined that if the sequence is non-degenerate and d, x, q ∈ Z with d = 0, x, q ≤ 2 and if dx q = u n , then x, q, and n are bounded above by an effectively computable constant C, depending only on a, b, α, β, and d. Let V (x) denote the number of positive integers that are at most x and in the range of the Euler totient function. Let A(m) denote the number of positive integers that are solutions to ϕ(x) = m and let V k (x) denote the number of m ≤ x such that A(m) = k. Ford [7] derived many asymptotic results for V (x) and V k (x).
Consider the classical Fibonacci and Lucas sequences, defined by F 0 = 0, F 1 = 1 and F n = F n−1 + F n−2 for all n ≥ 2 and L 0 = 2 and L 1 = 1 and L n = L n−1 + L n−2 for all n ≥ 2, respectively. Also, a perfect number is a number that is the sum of its proper divisors. Luca [9] showed that no perfect numbers are among the terms of these sequences. As well, he and Stȃnicȃ [8] proved that for sufficiently large n such that n ≡ 1807873 (mod 3543120), F n is not the sum of two prime powers. Later on, Bugeaud, et al. [5] determined all of the nonnegative integer solutions to the equation F n ± 1 = y p with p ≥ 2.
Also, Bravo and Luca [4] looked at the k-generalised Fibonacci sequence (F (k) n ) n , defined by F (k) n = 0 for all 1 ≤ n ≤ k − 1, F k = 1, and for all n > k, we have F 
= 2
m with n, k, m ∈ N,k ≥ 2, which is (n, k, m) = (1, k, 0), (n, k, m) = (t, k, t − 2) for all 2 ≤ t ≤ k + 1, and (n, k, m) = (6, 2, 3). Damir, et al. [6] studied the binary sequence (u k ) k defined by u 0 = 0, u 1 = 1, and u n = ru n−1 + su n−2 for all n ≥ 2 where r, s ∈ Z where s = ±1 and (r, s) = (2, −1), (r, s) = (1, −1). They determined that the equation ϕ(|u n |) = 2 m only has finitely many solutions with these solutions being effectively computable.
Diophantine equations containing polynomials have also been studied. For example, Berend and Harmse [2] examined the diophantine equation P (x) = H n , where P (x) is a polynomial with integer coefficients and H n is a highly divisible number sequence, i.e. a sequence where the terms are "highly" divisible by "many" primes. Pollack [12] studied the frequency for which φ(x) is a perfect power. Let Φ(X, Y ) denote the number of positive integers at most X that are Y -smooth, i.e. that do not have a prime factor greater than Y . Pollack showed that if #{p ≤ X : p is prime and p − 1 is Y -smooth} ∼ Φ(X, Y ) log X , then the number of n ≤ x for which ϕ(n) is a perfect kth power is x/L(x) 1+o (1) , where L(x) = exp log x·log 3 (x) log 2 (x) . A number n is called powerful if for all primes p dividing n, we also have p 2 dividing n. Pollack proved unconditionally that the number of n ≤ x for which ϕ(n) is powerful is at most x/L(x) 1+o(1) .
Luca and Stȃnicȃ [10] examined the diophantine equation ϕ(F n ) = m! where ϕ is the Euler Totient Function. They showed that there are only finitely many prime values of n that give a solution to this equation. They also derived that the equation ϕ(L n ) = 2 x 3 y only has finitely many solutions.
Our starting point in this paper is Luca and Stȃnicȃ's results [10] . It is natural to ask for which polynomials P (x) for the diophantine equation ϕ(P (x)) = n! have only finitely many solutions. Here we answer this question when P (x) is a power, i.e. P (x) = x m for some m ≥ 2 and explicitly give all of the solutions to this equation. We also generalise Luca and Stȃnicȃ's results to certain generalised versions of the Fibonacci and Lucas sequences. These generalised versions are obtained by having different coefficients in the recurrence relation, defining the sequences. We prove that the Euler function evaluated at the pth terms of these sequences where p is prime is a factorial only finitely often and give bounds on such primes p. Also, for three specific sequences, we give all of the solutions to when the Euler function evaluated at the terms is of the form 2 x 3 y .
In Section 2, we describe these results, and in Section 3, we give their proofs.
The Main Results
We prove the following results.
Theorem 1. All of the integer solutions to
In the other direction, we can prove the following.
Theorem 2. All of the integer solutions to ϕ(n!) = x m , where m ≥ 2 and n ≥ 1, are ϕ(
While Theorem 1 states that the equation ϕ(x m ) = n! has only finitely many integer solutions for m ≥ 2, Erdos, on page 144 of [11] , observed that the equation does have many solutions when m = 1. Here we give a lowerbound for the number of solutions.
Theorem 3. Let n > e 10 13 . The number of integer solutions to ϕ(x) = n! is larger than log(log n − 15) 2 log 2 + 3 2 n/(3 log n)−1 .
For the remaining results, we need to define the following sequences.
A Lucas sequence of the first kind (u n ) n is defined by u 0 = 0, u 1 = 1, and u n = bu n−1 + cu n−2 for all n ≥ 2. Define the sequence (g n ) n by g 0 = 0, g 1 = a, and g n = bg n−1 + cg n−2 for all n ≥ 2 so that (g n ) n is a scalar multiple by a scalar a of a Lucas sequence of the first kind. Likewise, define the sequence (h n ) n by h 0 = 2, h 1 = b, and h n = bh n−1 + ch n−2 , which is a Lucas sequence of the second kind.
We also have the following notation for the Legendre symbol, the highest power of a prime dividing n ∈ N, and the number of primes up to x in a congruence class: Notation 1. Let (a|q) denote the Legendre symbol of a with respect to the prime q. Also, for a prime p and n ∈ N, let v p (n) denote the highest power of the prime p dividing n. As well, for two coprime positive integers a and q and positive real number x let π(x; q, a) denote the number of primes up to x that are congruent to a (mod q).
The remaining results generalise Luca's and Stȃnicȃ's results [10] . 
The bounds in Theorem 4 approach ∞ as a, b, and/or c approach ∞, but it can be checked that the bounds only grow at a polynomial rate in terms of a, b, and c.
For any specific values of b and c, finding all of the solutions to the equation ϕ(h n ) = 2 x 3 y is nontrivial since there are potentially infinitely many solutions. For three pairs of specific values of b and c, however, we prove that this equation only has finitely many solutions and explicitly give all of them. 
Proof. Suppose a prime
r be the prime factorisation of x with f r ≥ 1 for all 1 ≤ i ≤ r. Also, let n! = 2 e1 3 e2 · · · p j ...p k be the prime factorisation of n! where p j , . . . , p k are the primes greater than n/2, but at most n. Then
Thus q r is the highest prime dividing n! so we have
. Also, since p ∤ x, p isn't one of the primes q 1 , . . . , q r . So for e ∈ N, we have p e | n! if and only if p e | (q 1 −1) · · · (q r −1). Notice that q 1 −1 < q 2 −1 < . . . < q r −1 = p k −1 < n and that p ∤ n! (q1−1)···(qr −1) . Then q 1 − 1, . . . , q r − 1 must contain all the positive multiples of p up to n. We must therefore have that p = q 1 − 1, which can only hold if p = 2. So q 1 − 1, . . . , q r − 1 are all the positive even numbers less than n and n is odd. The first composite odd number is 9 and so n = 1, 3, 5, or 7.
For the next proposition, we require the following definition. k with p 1 < p 2 < . . . < p j and q 1 < q 2 < . . . < q k be the prime factorisations of x and y with e i ≥ 2 for all 1 ≤ i ≤ j and f i ≥ 2 for all 1 ≤ i ≤ k. We have ϕ(x) = ϕ(y) and so
Without loss of generality, we may assume that
Without loss of generality, we may assume that f k ≥ e j . Therefore,
Continuing on in this way, we find the two prime factorisations are exactly the same and so x = y. Lemma 1. If x, n ∈ N with n ≥ 9 and ϕ(x 2 ) = n!, then all of the primes in the interval (n/3, n/2] are congruent to 2 (mod 3).
Proof. Suppose we have x, n ∈ N with n ≥ 9 and ϕ(x 2 ) = n!. Let p 1 , p 2 , . . . , p l−1 be all the primes up to n/3, p l , ..p j−1 be all the primes greater than n/3, but at most n/2, and p j , . . . , p k be all the primes greater than n/2, but at most n. By Proposition 1, we have
In the former case, we have f i ≥ 2. But then p 3 i | n!, a contradiction. Thus the latter case must hold. Thus, since p i > n/3, we have 2p i + 1 is a prime. Thus 2p l + 1, . . . , 2p j−1 + 1 are all primes. So none of 2p l + 1, . . . , 2p j−1 + 1 are divisible by 3. Since p l , . . . , p j−1 are all greater than n/3 ≥ 3, none of them are divisible by 3. So all of the primes in the interval (n/3, n/2], p l , . . . , p j−1 , are all congruent to 2 (mod 3).
Proof. All of the primes between x and x/2 are coprime to x. Thus ϕ(x) ≥ π(x) − π(x/2) − 1. By the Prime Number Theorem, we have our result.
Proof of Theorem 1. Suppose that ϕ(x m ) = n! where m ≥ 2. We divide into several cases.
First, since both 1 and x m − 1 are coprime to x m , we must have n ≥ 2. Let p be the largest prime at most n. By Bertrand's Postulate, n/2 < p and so p 2 ∤ n!. By Proposition 1, we can see that p | x and so
Case 2. m = 2, n ≥ 62, 26 ≤ n ≤ 56, 14 ≤ n ≤ 20.
In these cases, n ≥ 9 and so all of the primes in the interval (n/3, n/2] are congruent to 2 (mod 3). Bennet, et al. [1] showed that for x ≥ 450, we have
Therefore, for n ≥ 1350, we have
Thus n < 1350. Also, a quick check will confirm that for 62 ≤ n ≤ 1349, 26 ≤ n ≤ 56, and 14 ≤ n ≤ 20 there eixsts a prime in the interval (n/3, n/2] that is congruent to 1 (mod 3), contradicting all possibilities. All of these cases are exhausted in the same way as the case of 57 ≤ n ≤ 61, but with a possibly different prime p replacing 11 for each one to derive that if p e ϕ(x 2 ) and p f n!, then the parity of e and f differ, contradicting the specific case being considered. For cases n = 4, 21, 23 the prime p is 2, for cases n = 6, 12, 24, 25, the prime p is 3, for the case n = 10, the prime p is 5, and for the case n = 22, the prime p is 11.
Case 5. m = 2, n = 1, 2, 3, 5, 7, 8, 9, 11, 13. Proposition 2 gives the only solutions for these values of n as stated in Theorem 1.
Proof of Theorem 2. By sole computation, we can verify that for n < 62 all of the solutions are as stated in the theorem. We may then assume that n ≥ 62. Let p 1 , . . . , p k be all the primes up to n and let n! = p e1 1 · · · p e k k be the prime factorisation of n!. Then we have
Bennet, et al. [1] showed that for x ≥ 450, we have
We can therefore derive that there eixsts a prime in the interval (n/3, n/2] that is congruent to 1 (mod 3). Then p i | n! and e i = 2. So
Therefore p i | p j − 1 for some prime p j that is at most n. Since p i ∈ (n/3, n/2], we therefore have that 2p i = p j − 1 so that 2p i + 1 is prime. But since p ≡ 1 (mod 3), we have 3 | 2p i + 1, a contradiction.
Lemma 2. Let a 1 , . . . , a n ∈ N ∪ {0} and j, k ∈ N such that a 1 + a 2 + . . . + a n = k, k ≥ 6, and
Proof. If we have two integers a < b, we can see that ab > (a − 1)(b + 1). Hence if among the numbers a 1 , . . . , a n , we have two or more in the range [1, j − 1], we can add 1 to the larger and subtract 1 from the smaller to reduce the product 1≤i≤n (a i + 1).
Thus we may assume that we have ⌊ 
Proof. Let a, q ∈ N with gcd(a, q) = 1. Let x ≥ exp(8 √ q(log q) 3 ) and x ≥ 1865. Bennet et al. [1] proved that
They also showed that for x ≥ 1865, we have
Combining both of these inequalities gives the result.
Proof of Theorem 3. Let n > e It can be verified that k > 1 and that 2 k < 16 log n − 240.
Thus, we have
< 2048 log n(log log n + log 32) 3 = log n 2048 log n (log log n + log(32)) 3 .
For x ≥ 10 13 , we can verify that 1 6 · 2048 1/6 · x 5/6 > 1 x and, through integrating both sides with respect to x, we can derive that
2048 1/6 > log x + log 32 or 2048 x (log x + log(32)) 3 < 1.
Since n > e 10 13 , (2) gives us
We can similarly derive that
We can also derive that log(16 log n − 240) log n < 1 80
and, using (1), we deduce log n (k log 2 + log n) > 80 81 ,
and that 3 2 log n + 2 k 160 log n < 1 10 .
For 1 ≤ i ≤ k, let P i := {q is prime :
3 ) < n from (3). Using Lemma 3, (5), (6), and (7), we have the following:
160 log(2 i n)
Also, we have
Let p 1 , ..., p k be all of the primes up to n. Then we have ϕ(
, which divides n!. Also, since over half of the odd positive integers less than n are composite, we thus have
. Also, the number of subsets of primes in each P i is greater than 2 n 3 log n . For each 1 ≤ i ≤ k, let S i := { q−1 2 i : q ∈ P i }. Therefore, the set S i is a set of odd numbers between n/2 and n for each 1 ≤ i ≤ k. For each odd number m such that n/2 < m < n, let f (m) denote the number of sets S i such that m ∈ S i . Note the possibility that f (m) = 0. For each odd integer m such that n/2 < m ≤ n, either choose or not choose a prime q, if one exists, such that q ∈ P i and m = ways to do this. Let q 1 , q 2 , . . . q t be all of the primes that were chosen and suppose they came from the sets P r1 , . . . , P rt respectively. Then we have
are all distinct positive integers less than n and that
with the last inequality coming from (4). Thus ϕ(p 1 · · · p k q 1 · · · q t ) | n!. Consider the prime-power factorisation of n!. For every prime p that appears in ϕ(p 1 · · · p k q 1 · · · q t ) to a power j, and in n! to power l where l > j, multiply p 1 · · · p k q 1 · · · q t by p l−j . When you are done, you have an integer x such that ϕ(x) = n! with the only primes dividing x that are greater than n being q 1 , . . . q t . Also .
The sequence gn a n is a Lucas sequence of the first kind. Bilu et al. [3] proved that for any prime p not dividing αβ = −c we have that there exists k ∈ N such that p | g l a if and only if k | l. Such a k is called in the index of apperance of p. It immediately follows that for any prime p ∤ c, there exists k ∈ N such that p | g l if and only if k | l. Again, call such a k the index of apperance of p.
Notation 2. Denote the index of appearance of a prime p by z(p).

Bilu et al. [3] also showed that if
We also use the following result of Rosser and Schoenfield, found on pg. 72 of [13] .
Lemma 4 (Rosser, Schoenfield). Let c be the Euler-Mascheroni constant
Then for all n ≥ 3, we have n/ϕ(n) < e c log log n + 5/(2 log log n) except when n = 223092870 = 2 · 3 · 5 · 7 · 11 · 13 · 17 · 19 · 23, in which case n/ϕ(n) < e c log log n + 2.50637/(log log n)
Proof. First, let p be a prime other than b 2 +4c with p ∤ c. Suppose b 2 +4c be a quadratic residue (mod p). So there exists d ∈ N such that d 2 ≡ b 2 + 4c (mod p). We can therefore deduce that 4(
(mod p) for all n ∈ N. Our result follows from Fermat's Little Theorem. Now let b 2 + 4c not be a quadratic residue (mod p). Then the polynomial x 2 − bx − c is irreduicible in Z p [x] . Let ϕ, φ ∈ F p 2 be the roots of the polynomial. The Forbenius endomorphism F : F p 2 → F p 2 is defined by F (r) := r p , which can be verified is an endomorphism in F p 2 . Since endomorphisms are closed under the roots of polynomials, ϕ p is either ϕ or φ. If it is ϕ, then F is the identity and so every element of F p 2 is a root of the polynomial x p − x. But this polynomial can have at most p distinct roots and there are p 2 elements in F p 2 . Thus ϕ = φ p and φ = ϕ p . We can derive by induction that
Hence we have
Thus z(p) | p + 1.
By induction on n ∈ N, we can verify the following formula for g n :
Lemma 7. For all n ∈ N, we have g n < aα n .
Proof. By Lemma 6, we have
. Thus
Proof of Theorem 4. Let ϕ(g p ) = m!. Suppose that m ≥ b 2 +4c. Then b 2 +4c | ϕ(g p ) so either b 2 +4c | g p or there exists a prime q | g p such that q ≡ 1 (mod b 2 + 4c). In the former case, we thus have b 2 + 4c | p and so p = b 2 + 4c. Thus assume the latter case. Since b 2 + 4c ≡ 1 (mod 4) and b 2 + 4c is prime, we have by quadratic reciprocity that b 2 + 4c is a quadratic residue (mod q). By Lemma 5, we thus have that z(q) | gcd(p, q − 1). Since g 1 = a ≤ b 2 + 4c, we must have that z(q) = p and so p | q − 1. Thus p | m! so that p ≤ m. By Lemma 6, we have
Thus we have
Thus we have a 1/p α > p/e.
Since p ≥ 2, we have p < ea 1/2 α. Now assume that m < b 2 + 4c. We may assume that p ≥ ea 1/2 α. Thus p ≥ 5. We can work out that g 5 = a(b 4 + 3b 2 c + c 2 ) and so g p ≥ g 5 ≥ 5. Thus
≤ e c log log g p + 2.50637 log log g p (log log 5) 2 < 8 log log g p .
For all n ∈ N, we have log log log n log n < 1 10 and so log log g p < g 1/10 p . Thus
By Lemma 6, we have
Note 2. For the rest of the paper, let a = c = 1.
By induction on n ∈ N, we can deduce the following lemma.
Lemma 8. For all n ∈ N, we have h n = α n + β n .
Also, we have the following.
Lemma 9. For all n ∈ N, we have g 2n = g n h n . Also, (b 2 + 4)g 2 n + 4(−1) n = h 2 n . In particular, gcd(g n , h n ) = 1, 2, 4 for all n ∈ N.
Proof. Let n ∈ N. We have
Lemma 10. For all n ∈ N, we have
Lemma 11. Let n, m ∈ N with m being odd. We have h n | h nm .
Proof. Let n, m ∈ N with m being odd. We have
The result follows.
Lemma 12. Let α ≥ 1 and m ≥ 1 be odd. We have
Proof. Let α ≥ 0 and p be a prime. We have the following:
Proof. We have
Proof. We split into two cases: 3 | b, 3 ∤ b.
In this case, we can see that 3 | g n if and only if n is even. We prove that d = ν 3 (b) works by induction on ν 3 (n). First, by Lemma 13, we have
. It follows that z(3 ν3(b)+1 ) = 6. Suppose that 3 | g n with ν 3 (n) = 0. Then 3 ∤ n and n is even. So we have b | g n . Thus 3 ν3(b) | g n , but 3 ν3(b)+1 ∤ g n since 6 ∤ n. Hence the desired equation holds. Suppose by induction that the equation holds when ν 3 (n) = m and n is even for some m ≥ 0. Suppose, we have n ∈ N with ν 3 (n) = m + 1. By induction, we have ν 3 (g n/3 ) = ν 3 (n/3) + ν 3 (b). By Lemma 13, we have g n = g n/3 (g In this case, we can see that 3 | g n if and only if 4 | n. We prove that d = ν 3 (b 2 + 2) works by induction on ν 3 (n). First, by Lemma 13, we have
Suppose that 3 | g n with ν 3 (n) = 0. Then 3 ∤ n and 4 | n. So we have
Hence the desired equation holds. Suppose by induction that the equation holds when ν 3 (n) = m and 4 | n for some m ≥ 0. Suppose, we have n ∈ N with ν 3 (n) = m + 1. By induction, we have ν 3 (g n/3 ) = ν 3 (n/3) + ν 3 (b 2 + 2). By Lemma 13, we have g n = g n/3 (g 2 n/3 + 3). Notice that 3 | g 2 n/3 + 3, but 9 ∤ g 2 n/3 + 3. Thus ν 3 (g n ) = ν 3 (g n/3 ) + 1 and the result follows. 
x 3 y for some x, y, n ≥ 0 and n = 2 e m where e ≥ 0 and m is odd. Then e ≤ 2 and at least one of the following conditions hold: 1) n = 0, 1, 2, 3, 4, 6, 12 2) n is a power of 3 3) there exists a prime p > 3 dividing n and for all such primes p, there eixst primes q 1 , . . . , q l such that
Proof. Suppose that ϕ(h n ) is not divisible by any primes greater than 3. Let n = 2 e m where m is odd. First, we derive that e ≤ 2. If e = 0, then this is obviously the case so assume that e ≥ 1. We can derive by induction on e that h 2 e−1 is odd using Lemma 10. Thus, by Lemma 10, we have that h 2 e ≡ 3 (mod 4). Hence h 2 e has a prime factor q ≡ 3 (mod 4). By Lemma 9, we have (b 2 + 4)g . By Lemma 5, we thus have 2 e+1 | q + 1. By Lemma 11, we have h 2 e | h n and so ϕ(h 2 e ) | ϕ(h n ). So q − 1 | ϕ(h n ) and so q = 2 e1 3 e2 + 1 for some nonnegative integers e 1 and e 2 . Since q ≡ 3 (mod 4), e 1 = 1. Thus 2 e+1 | 2·3 e2 +2 so that 2 e | 3 e2 +1. Depending on the partity of e 2 , we have v 2 (3 e2 +1) = 1, 2 and so e ≤ 2. Now let n = 2 e 3 β m where m is not divisible by 2 or 3. Assume that e ≥ 1 and β ≥ 2. By Lemma 11, we have h 2 e 3 β = h 2 e 3 β−1 (h 2 e+1 3 β−1 + 1) = h 2 e 3 β−1 (h 2 2 e 3 β−1 − 1). Notice that h 3 = b 3 + 3b, which is even. Thus, using Lemmas 8 and 9, we have that h 2 e 3 β−1 is also even. Thus h e+1 3 β | q + 1. By Lemma 11, we have h 2 e 3 β | h n and so ϕ(h 2 e 3 β ) | ϕ(h n ). So q − 1 | ϕ(h n ) and so q = 2 e1 3 e2 + 1 for some nonnegative integers e 1 and e 2 . Since q ≡ 3 (mod 4), e 1 = 1. Thus 2 e+1 3 β | 2 · 3 e2 + 2 so that 2 e 3 β | 3 e2 + 1. But β ≥ 2 and so 3 | 3 e2 + 1, which cannot happen. Thus either e = 0 or β ≤ 1. Thus, if there is no prime greater than 3 dividing n, then n = 0, 1, 2, 3, 4, 6, 12 or n is a power of 3.
Assume that p > 3 is a prime factor of m. By Lemma 11, h 2 e p has the same property that its Euler function is divisible only by primes which are at most 3. By Carmichael's Theorem, there exists a prime q dividing g 2 e+1 p such that q does not divide g n for all n < 2 e+1 p so that z(q) = 2 e+1 p. By Lemma 9, we have g 2 e+1 p = g 2 e p h 2 e p and so q | h 2 e p . Notice that since q ∤ g 2 e+1 , we have q ∤ h 2 e by Lemma 9. Also, notice that 2 | b 2 + 1 = g 3 and so q is odd. If e = 0, then by Lemma 9, we have (b 2 + 4)g 2 − 4|q) = 1. If q ≡ 1 (mod 4), then we obtain (b 2 + 4|q) = 1 from which again we can deduce that q ≡ 1 (mod p) by Lemma 5. Hence p | ϕ(h 2 e p ), which is a contradiction for p > 3. Thus we may assume that q ≡ 3 (mod 4) for all prime factors q of h 2 e p /h 2 e . Thus, for each such q, we have q = 2 · 3 bq + 1 and (b 2 + 4|q) = −1. By Lemma 5, we have q ≡ −1 (mod p) so that 2 · 3 bq + 1 = a q p − 1 for some even integer a q . Suppose that 3 | h 2 e p /h 2 e . Then 3 | h 2 e p . By Lemma 9, we have 3 ∤ g 2 e p . From g 2 = b and g 4 = b 3 + 2b = b(b 2 + 2), we can derive that z(3) = 2 or 4. Hence e = 1 and z(3) = 4. Thus 3 ∤ b = h 2 , ∤ g 2 , and 3 | g 4 . But by Lemma 9, we have g 4 = g 2 h 2 , a contradiction. Hence 3 ∤ h 2 e p /h 2 e . Since h 2 e p /h 2 e is odd and not divisible by 3, we can deduce that h 2 e p /h p is squarefree since its Euler function is divisible only by primes which are at most 3. Thus, we get that h 2 e p = h 2 e q 1 q 2 · · · q l where q i = 2 · 3 bq i + 1 for i = 1, . . . , l. We may assume that 1 ≤ b q1 < . . . < b q l . By Lemma 12, we have that
We know that at least one of g 2 e−1 (p−1) and g 2 e−1 (p+1) is divisible by 3. Pick the value d such that Lemma 14 holds. Then by Lemma 13, we have
Also, we have b q1 ≤ ν 3 (g 2 e−1 (p−1) ) + ν 3 (g 2 e−1 (p+1) ) and so the first inequality implies
, we can therefore derive that 3
, we obtain
If a q1 ≥ 3 2d + 1, then we have
which implies that b q1 ≤ 4d. On the other hand, if a q1 ≤ 3 2d − 1, we have
which again implies that b q1 ≤ 4d. Thus we have our result.
Proof of Theorem 5. Let c = 1. Let b = 3. We have 3 2 + 4 = 13 is prime. We can check that for n ≤ 12 the only solutions are as stated. Also, we can verify that 17 | ϕ(h 27 ) and so n = 9 is the highest power of 3 that gives a solution. By Proposition 3, we may assume that h 2 e p has a prime factor q among 7, 19, and 163, but that this prime factor does not divide h 2 e where 2 e p | n with e = 1 or 2 and p > 3 is prime. Suppose q = 7. We can verify that z(7) = 8 and so 4 | n or e = 2. But then 7 | h 2 e , a contradiction. Now suppose that q = 19. We can deduce that (13|19) = −1 and so we have p | 20 and so p = 5. We can verify that 19 | h 10 , but 19 ∤ h 20 so that e = 1. But 5 | ϕ(h 10 ), a contradiction. Finally, assume that q = 163. We can deduce that (13|163) = −1 and so we have p | 164 and so p = 41. We can verify that e = 1. But 41 | ϕ(h 82 ) and so again we get a contradiction. Thus all of the solutions are as stated.
Let b = 5. We have 5 2 + 4 = 29 is prime. We can check that for n ≤ 12 the only solutions are as stated. Also, we can verify that 11 | ϕ(h 9 ) and so n = 3 is the highest power of 3 that gives a solution. By Proposition 3, we may assume that h 2 e p has a prime factor q among 7, 19, 163, 487, 1459, and 39367, but that this prime factor does not divide h 2 e where 2 e p | n with e = 1 or 2 and p > 3 is prime. Suppose q = 7. We can verify that z(7) = 6. But 7 | h 2 e p implies 7 | g 2 e+1 p , which cannot happen because 6 ∤ 2 e+1 p. Now suppose that q = 19. We can deduce that (29|19) = −1 and so we have p | 20 and so p = 5. We can verify that 19 | h 10 , but 19 ∤ h 20 so that e = 1. But 17 | ϕ(h 10 ), a contradiction. Next, assume that q = 163. We can deduce that (29|163) = −1 and so we have p | 164 and so p = 41. Suppose that e = 2. Then 163 | h 164 = h 2 82 − 2, which implies that (2|163) = 1, which is false. Thus e = 1. But 5 | ϕ(h 82 ), a contradiction. If q = 487 or 1459 we can deduce that (29|q) = 1 and so we have p | q − 1, which is not possible since p > 3. If q = 39367, then we can deduce that (29|39367) = −1 and so we have p | 39368. Thus p = 7, 19, or 37. We therefore have six choices for 2 e p: 14, 28, 38, 76, 74, 148. But checking each of these, we deduce that 39367 ∤ h 2 e p , a contradiction. Thus all of the solutions are as stated.
Let b = 7. We have 7 2 + 4 = 53 is prime. We can check that for n ≤ 12 the only solutions are as stated. Also, we can verify that 17 | ϕ(h 9 ) and so n = 3 is the highest power of 3 that gives a solution. By Proposition 3, we may assume that h 2 e p has a prime factor q among 7, 19, and 163, but that this prime factor does not divide h 2 e where 2 e p | n with e = 1 or 2 and p > 3 is prime. Suppose q = 7. By a congruence argument, we can deduce that n must be odd, contradicting e = 1 or 2. Now suppose that q = 19. We can deduce that (53|19) = −1 and so we have p | 20 and so p = 5. We can verify that 19 | h 10 , but 19 ∤ h 20 so that e = 1. But 137 | ϕ(h 10 ), a contradiction. Finally, assume that q = 163. We can deduce that (53|163) = 1 and so we have p | 162, which is not possible since p > 3 and so again we get a contradiction. Thus all of the solutions are as stated.
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