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Abstract
We study the BPS spectra of N = 2 complete quantum field theories in four dimensions.
For examples that can be described by a pair of M5 branes on a punctured Riemann surface
we explain how triangulations of the surface fix a BPS quiver and superpotential for the
theory. The BPS spectrum can then be determined by solving the quantum mechanics
problem encoded by the quiver. By analyzing the structure of this quantum mechanics we
show that all asymptotically free examples, Argyres-Douglas models, and theories defined
by punctured spheres and tori have a chamber with finitely many BPS states. In all such
cases we determine the spectrum.
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1 Introduction
It has long been understood that BPS spectra play a pivotal role in the study of quantum
field theories with extended supersymmetry. This was especially underscored in the break-
through Seiberg-Witten solution to N = 2 4d supersymmetric Yang-Mills theory [1, 2]. In
that work, finding singularities in moduli space where various BPS states became massless
was the fundamental insight that led to the full solution of the IR dynamics of the theory.
However, in spite of the general consensus about the importance of BPS states and a wealth
of recent progress in the subject [3–14], there are relatively few explicit examples, and hence
little known about the general structure of BPS spectra.
In this paper we take the first steps towards developing a theory of BPS spectroscopy,
and in particular we determine the BPS spectra for an infinite set of new examples. We
investigate BPS spectra in a class of N = 2 quantum field theories known as complete
theories [15]. These theories are defined by the property that as one varies all parameters
(including moduli, couplings and bare masses), the number of independent central charges
is equal to the rank of the charge lattice. Completeness is a strong assumption about a
field theory and is typically not satisfied. However, a rich class of examples of such the-
ories includes all the four dimensional N = 2 models that can be obtained by wrapping
a pair of M5 branes on a punctured Riemann surface. These are the so-called rank two
Gaiotto theories [16–19]. As determined in [15], such examples have an additional remark-
able property: their BPS spectrum can be encoded by a BPS quiver [15, 20–27]. This
dramatically simplifies the problem of finding BPS states. In place of some tedious weak
coupling physics or intractable strong coupling dynamics, the BPS spectrum is governed
by a quantum mechanics problem encoded in this quiver.
Because of their simplicity, the class of complete theories defined by pairs of M5 branes
on Riemann surfaces will be the focus of our investigation in this work. Broadly speaking,
our aim is to determine and understand the BPS quiver in such examples and, when possible,
to solve the associated quantum mechanics problem and determine the BPS spectrum.
With this in mind, section 2 provides a brief synopsis of some necessary background on
BPS quivers.
Next, to accomplish our first goal of determining the BPS quiver, in section 3 we recon-
struct these complete theories via geometric engineering in type IIB string theory on a local
Calabi-Yau threefold. [28–30]. Such an approach has the advantage that the BPS states can
be explicitly identified as D3-branes wrapping special lagrangian cycles in the Calabi-Yau.
This makes the appearance of a quiver in the BPS state counting problem manifest: the
quiver simply encodes the world volume quantum mechanics of the D3-branes. [21] How-
ever, we can go further and pass from this implicit description of the quantum mechanics
of D3-branes to an explicit algorithm for constructing the BPS quiver. As we review there,
the structure of the quiver is completely encoded by a certain triangulation of the Gaiotto
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curve, the Riemann surface where the pair of M5 branes lives. Further, we explain how
the same triangulation allows one to compute the superpotential for the quiver, and in
this way makes the task of determining the full BPS quiver data for any given example an
algorithmic procedure.
Having accomplished our first task, in section 4 we focus on determining what structure
the resulting spectra possess and on computing some explicit examples. The problem
of determining the BPS spectrum is computationally most tractable in a chamber where
there are finitely many BPS states; we restrict our attention to this case. One of our
most interesting results is a determination of an infinite class of theories which have such a
finite chamber. Indeed, as we prove in section 4, theories with finite chambers include all
asymptotically free examples, Argyres-Douglas models, and theories defined by punctured
spheres and tori. The latter examples are particularly interesting: They are conformal field
theories where the only breaking of scale invariance is that introduced by adding bare mass
terms. In all such cases the spectrum can be calculated explicitly and algorithmically using
the techniques developed herein.
Finally, in section 5 we undertake a brief investigation of complete theories with BPS
quivers which do not come from Gaiotto type constructions. In [15] such theories were
classified. They consist of eleven exceptional theories which are not of the Riemann surface
type. For all these examples except one, we determine an associated superpotential and a
finite chamber of BPS states.
2 Review of BPS Quivers
The role of BPS quivers in N = 2 4d gauge theories was systematically developed in [31].
Here we will review the key points, and refer the reader to that paper for the full dicussion.
2.1 N = 2 Data
To begin, we consider the data of an arbitrary N = 2 4d theory that will enter into the
discussion. The theory has a moduli space of vacua; we focus on the Coulomb branch,
U . At a generic point u in this moduli space, we have a U(1)r gauge symmetry, with the
following additional structure:
• A charge lattice Γ with dimension 2r+ f , where f is the rank of the flavor symmetry.
The charges of BPS states form a set of occupied points in this lattice.
• An antisymmetric electric-magentic inner product on the charge lattice ◦ : Γ×Γ→ C.
• A central charge function Zu : Γ→ C.
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For the theories we will study, the above data are conveniently encoded in a family of
Riemann surfaces Σu, the Seiberg-Witten curve, which varies over the Coulomb branch.
This surface has the property that its homology lattice of one-cycles is naturally identified
with the lattice of electric and magnetic charges in the theory. Since the central charge
function is linear on the charges, it can be presented as an integral of a one-form, the
Seiberg-Witten differential, λu. That is for γ ∈ Γ
Zu(γ) =
∫
γ
λu. (2.1)
Furthermore, the electric-magnetic inner product is naturally identified with the intersection
product on one-cycles. Flavor symmetries are incorporated by allowing λu to have a first
order poles on Σu, whose residues encode the bare masses of the theory. Together the family
(Σu, λu) constitutes the complete solution to the low-energy physics.
2.2 BPS Quiver
The Seiberg-Witten construction gives the extreme IR solution of N = 2 field theories; to
study the massive BPS sector, we must introduce some new structure. The BPS quiver will
allow computation of the full BPS spectrum of the theory at some fixed point of moduli
space, u, given some data about a basis of elementary BPS states. Choose a half-plane H in
the complex central charge Z-plane. All states with central charge in H will be considered
‘particles’, whereas the states in the opposite half-plane will be considered ‘anti-particles.’
The choice of half-plane is clearly a convention, and the resulting total BPS spectrum of
particles and anti-particles must be invariant under different choices. Suppose there exists
a set of 2r + f hypermultiplet states, {γi}, in the chosen half-plane that form a positive
integral basis for all particles.1 When such a basis exists, it is unique. There are theories
for which such a basis fails to exist, but in this paper we will not consider such theories.
Given the basis, {γi}, we can construct a quiver as follows: For every charge, γi, draw a
node associated to it. For every pair of charges, γi, γj, with γi ◦ γj > 0, draw γi ◦ γj arrows
from γj to γi.
2 The problem of finding BPS bound states of the elementary BPS particles,
{γi} is solved by a quiver quantum mechanics problem on this quiver.
1Of course, finding such a basis would require us to know the BPS spectrum at a single point in parameter
space. We will be able to get around even this by constructing the quiver from auxiliary means, such as
the techniques of section 3.
2Note that by construction, the resulting quiver is two-acyclic. That is, the quiver has no oriented cycles
of length two.
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2.3 Quiver Quantum Mechanics
We now wish to check whether a particular site of the charge lattice, γ =
∑
i niγi ∈ Γ is
occupied by a BPS state, and if so, to determine the spin and degeneracy of the associated
particles. If we do this for every γ, we will have solved the full BPS spectrum. The inter-
actions of the elementary BPS states are encoded in the four supercharge quiver quantum
mechanics of the quiver given above. In other words, we have a (0+1)d supersymmetric
gauge theory with
Gauge Group =
∏
nodes
U(ni); Matter =
⊕
arrows
Baij. (2.2)
where i indexes the nodes, a indexes the arrows, and Baij indicates a bifundamental field
charged under the gauge groups at nodes i, j, with the arrow a pointing from node i to node
j. To look for BPS states we study the moduli space of supersymmetric ground states,Mγ,
on the Higgs branch of this quantum mechanics theory. This moduli space can be given a
completely holomorphic description as follows:
• Mγ is the space of solutions to the F-term equations, subject to an additional sta-
bility condition, modulo the action of the complexified gauge group
∏
iGl(ni,C).
The relevant stability condition is Π -stability [22] which we introduce in the next
subsection.
In the above, the F-term equations are fixed by some choice of superpotential, which
can be any arbitrary gauge-invariant holomorphic function of the matter fields. Note that
non-trivial choices of superpotential only exist for quivers with closed oriented loops. There
is nothing a priori which fixes this superpotential; it is an independent datum of our con-
struction which must be computed by alternative means. Later in subsection 3.3 we discuss
general constraints on W , and construct the superpotential explicitly for the theories we
study. In the remainder of this section we simply assume that W is given. This superpo-
tential yields the F-term equations of motion
∂W
∂Baij
= 0. (2.3)
IfMγ is non-empty then there exists a BPS particle in the spectrum with charge γ. To
determine how many such particles and their spin we examine the structure of the cohomol-
ogy of Mγ. Specifically, since Mγ is the moduli space of a theory with four supercharges
it is a Ka¨hler manifold, and as such its cohomology automatically forms representations
of Lefschetz SU(2). Each Lefschetz SU(2) representation gives a supersymmetric BPS
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multiplet, with spacetime spin determined up to an overall shift by the Lefschetz spin:
Spin = Lefschetz⊗
[
1
2
⊕ 2(0)
]
. (2.4)
In our applications to complete theories we will only find BPS states which are either
hypermutliplets or vector multiplets and hence we need only a basic version of the above.
IfMγ is a point, we obtain a hypermultiplet, while ifMγ ∼= P1 we find a vector multiplet.
2.4 Quiver Representation Theory
Π-stability, the stability condition relevant to our description of the moduli space, is defined
in the language of quiver representation theory. A representation R of a quiver Q consists of
a complex vector space Cni for each node i and a linear map Baij : Cni −→ Cnj for each arrow
a from node i to node j. This is simply a choice of expectation values of matter fields in
the corresponding quiver quantum mechanics. A subrepresentation S of the representation
R is a choice of vector subspaces Cmi ⊂ Cni for each node, and maps, baij : Cmi −→ Cmj for
each arrow such that all diagrams of the following form commute.
Cni
Baij // Cnj
Cmi
baij //
OO
Cmj
OO (2.5)
Let γR =
∑
j γjnj denote the charge of a rep R. The appropriate stability condition is
as follows. R is called stable if for all subrepresentations S other than R and zero, one has
argZu(S) < argZu(R). (2.6)
This is the notion of Π-stability, introduced in [22]. Intuitively, we think of the subrep S as
a parton state of charge γS which is bound to some other states to form the BPS particle
of charge γR. Π-stability can be heuristically thought of as the condition that forbids the
particle γR from decaying to produce γS.
We can now explicitly define the moduli spaceMγ as the set of stable quiver represen-
tations modulo the action of the complexified gauge group:
Mγ =
{
R = {Baij : Cni → Cnj}
∣∣∣∣ ∂W∂Baij = 0, R is Π− stable
}
/
∏
i
Gl(ni,C). (2.7)
This is a completely holomorphic description of Mγ, and in many examples it is explicitly
computable.
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As a very elementary application, we note that the nodes of a quiver are always Π-
stable reps. That is, consider γj as the representation given by choosing ni = δij. This
is always stable since it has no non-trivial subrepresentations, and thus in particular no
destabilizing subreps. Furthermore, since there is only one non-zero vector space, all maps
in the representation must be chosen zero; thus the moduli space Mγj is given by a single
point. We find that each node of a quiver gives a multiplicity one hypermultiplet BPS state.
The phenomenon of BPS wall-crossing can be seen to arise from the stability condition
above. As we move around in moduli space, the central charge function Zu changes. On
some real codimension 1 subspaces, central charges of various states will become aligned;
consequently, we may have a situation in which argZu(S) = argZu(R), where S is some
subrep of a rep R. This is a wall of marginal stability for the state γR. On one side of the
wall, the stability condition is satisfied, and γR is a stable BPS bound state of the theory;
on the other side, the stability condition is not satisfied, so no bound state with charge γR
exists in that region of moduli space.
2.5 Quiver Mutation
We now return to the choice of half-plane that was fixed arbitrarily in subsection 2.2. We
wish to consider how the analysis changes if we choose a different half-plane. Begin with
some chosen half-plane H, with its unique basis of BPS states {γi} and resulting quiver Q.
Let γ1 be the left-most of the basis states. Consider rotating the half-plane clockwise by θ,
H → Hθ = e−iθH.
As we tune θ up from zero, nothing happens as long as all the {γi} remain in the half-
plane Hθ. At θ = pi − arg(Zuγ1), the left-most state γ1 exits the half-plane Hθ on the left,
and simultaneously the anti-particle state −γ1 enters the half-plane on the right. Thus we
must find a new basis of elementary BPS states, {γ˜i} for this choice of half-plane. The
operation that gives this new basis is known in the study of quivers as mutation. The new
basis is given as follows:
γ˜1 = −γ1 (2.8)
γ˜j =
{
γj + (γj ◦ γ1)γ1 if γj ◦ γ1 > 0
γj if γj ◦ γ1 ≤ 0
(2.9)
This result is obtained by using quiver representation theory to compute the possible stable
reps of the original quiver involving γ1 and ensuring that they can still be generated by the
new basis [31].
The change in basis has a simple description at the level of the quiver and the superpo-
tential. Denote the new quiver Q˜ and superpotential W˜ .
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1. The nodes of Q˜ are in one-to-one correspondence with the nodes in Q.
2. The arrows of Q˜, denoted B˜aij, are constructed from those of Q, denoted B
a
ij as follows:
(a) For each arrow Baij in Q draw an arrow B˜
a
ij in Q˜.
(b) For each length two path of arrows passing through node 1 in Q, draw a new
arrow in Q˜ connecting the initial and final node of the length two path
Bai1B
b
1j −→ B˜cij. (2.10)
(c) Reverse the direction of all arrows in Q˜ which have node 1 as one of their
endpoints.
B˜ai1 −→ B˜a1i; B˜a1j −→ B˜aj1. (2.11)
3. The superpotential W˜ of Q˜ is constructed from the superpotentialW of Q as follows:
(a) Write the same superpotential W .
(b) For each length two path considered in step 2(b) replace inW all occurrences of
the product Bai1B
a
1j with the new arrow B˜
a
ij.
(c) For each length two path considered in step 2(b) Bai1B
b
1j there is now a new
length three cycle in the quiver Q˜ formed by the new arrow created in step 2(b)
and the reversed arrows in step 2(c)
B˜a1iB˜
c
ijB˜
b
j1. (2.12)
Add to the superpotential all such three cycles.
4. In general, the mutated quiver Q˜ now has some two-cycles. For each two-cycle in Q˜
for which a quadratic term appears in W˜ delete the two associated arrows.
5. For each deleted arrow B˜aij in step 4, solve the equation of motion
∂W˜
∂B˜aij
= 0. (2.13)
Use the solution to eliminate B˜aij from the potential.
It is known that the representation theory of this new quiver Q˜ is appropriately equivalent
to that of the original one, Q [32–35].3 We refer to the set of all quivers equivalent to each
other up to mutation as a mutation class.
3When we refer to the representation theory of the quiver Q, we implicitly include the choice of super-
potential W and the charges {γi} labeling nodes.
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As a simple example of this procedure we study the mutation of the quiver shown below
on the left at node 1. On the right is the quiver formed after step 3, prior to integrating
out and canceling the two-cycle.
1 2
3
//
ZZ

W = B12B23B31
1 2
3
oo
ZZ

DD
W˜ = B˜32B˜23 + B˜32B˜21B˜13
Since the two-cycle has an associated quadratic term in the superpotential, we integrate
out, producing a vanishing superpotential and a quiver of the following form.
2 1 3// //
As a general rule, the study of quivers is greatly complicated by the existence of pairs of
opposite arrows whose associated fields cannot be integrated out from the superpotential.
For one thing, a quiver with two-cycles could not possibly arise from our construction, in
which the signed number of arrows is given by the electric-magnetic product. Furthermore,
the mutation rule becomes more subtle for quivers with two-cycles [33]. Fortunately, we
will see in section 3.3 that the natural superpotential associated to the theories studied here
always allows two-cycles to be integrated out as above.
As we have emphasized here, it is most straightforward to imagine mutation as occurring
at a fixed point in moduli space, when the choice of half-plane sweeps past a BPS state
in the Z-plane. From that point of view, mutation is a duality that provides different
descriptions of the same physics. However, we may also consider fixing the half-plane and
moving around in moduli space. Since the central charge function Zu varies over the moduli
space, at some point the central charge of one of the states of the elementary basis {γi} may
exit the chosen half-plane. Then as we track our quiver around moduli space, we would
be forced to do a mutation. We emphasize that this does not signify a wall of marginal
stability; there will be no change in the BPS spectrum, since no BPS phases have become
aligned. In this picture, there are many mutation-equivalent quivers which each cover some
patch of moduli space of the theory. So more carefully, we should assign a mutation class
of quivers to a theory, and some subset of this class to each point of moduli space.
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2.6 Mutation Method
The role of mutation in this analysis in fact provides an extremely useful and elegant method
for computing Π-stable quiver reps, without directly going through the quiver representation
theory [31]. The approach is as follows. Fix a point of moduli space u, a half-plane H,
and its resulting quiver Q. Again consider rotating H → Hθ, where we now run θ from 0
to 2pi. As we let θ sweep out this entire range, each BPS state will exit the half-plane Hθ
one-by-one, in phase order. Prior to exiting, every state becomes the left-most BPS state
in the half-plane; note that the left-most BPS state must always appear as a node in the
quiver, since positive linear combinations of nodes cannot be to the left of every node in the
Z-plane. As this state exits, we mutate on the associated node, so that we can track the
relevant quiver over the full span of half-planes. We keep a list of the charges γ associated
to the nodes on which we mutate. At the end of this process, we are left with a choice of
half-plane H2pi equivalent to the original one H. Thus, the quiver returns to its original
form, Q.
If the point of moduli space we are studying contains only finitely many states, then all
stable BPS particles and anti-partices will appear in our list of mutated charges. In fact,
since all the states found using this method appear at some stage as nodes of the quiver,
they all correspond to multiplicity one hypermultiplets, as was seen in the first application
in subsection 2.4. In the presence of higher spin or higher multiplicity states, the behavior
will be more complicated. By our representation theory analysis, it is impossible for a higher
spin or higher multiplicity state to become a node. The resolution is that there must be
infinitely many hypermultiplets whose phases accumulate to the phase of this exotic state.
The tower of hypermultiplets protect us from seeing it appear as a node. In many cases
it is still possible to deduce the full BPS spectrum using this approach, though there are
some situations (for example, when infinitely many vectors are present) where this method
becomes highly intractable.
The result of the mutation method is determined by the relative phase orderings of the
central charges. If we restrict to complete theories, we are allowed to pick any ordering,
since all central charges can be varied independently over parameter space. Thus, there is
no need to explicitly find a corresponding point in parameter space.4
To illustrate the mutation method, we use it to compute a finite chamber of the confor-
mal Argyres-Douglas theory A3. Theories of this type will be further discussed in section
4. The quiver for this theory is given by the associated Dynkin diagram,
4Moreover, it turns out that any path through mutation space is realizable by some choice of central
charges, as long as we mutate on all positive charges before mutating on any negative charges [31]. Thus in
practice we can simply look for sequences of mutations which compose to the identity, and it is guaranteed
that there will be a corresponding chamber in parameter space.
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γ1 γ2 γ3oooo
To apply the mutation method, we can simply choose an ordering of central charges, since
we are working with a complete theory. Then we do mutations in decreasing phase order
of the central charges. Suppose we choose an ordering with argZu(γ2) > argZu(γ1 + γ2) >
argZu(γ1) > argZu(γ3). As described above, we begin rotating the half-plane, and γ2 exits
the half-plane first, so we mutate on the corresponding node and record γ2 as a BPS state.
The sequence of mutations is shown below:
γ1 + γ2
−γ2
γ3

CC
oo
(i) Mutated on γ2
−γ1 − γ2
γ1
γ3

//
(ii) Mutated on γ1 + γ2
−γ2
−γ1
γ3
CC
//
(iii) Mutated on γ1
−γ2
−γ1
−γ3
CC
oo
(iv) Mutated on γ3
At this point all particles have exited the half-plane, and the quiver consists entirely of
anti-particles. If we continue rotating the half-plane, we will simply generate all the anti-
particles to the particles that were found above. We find that the BPS spectrum is given by
multiplicity one hypermultiplets {γ2, γ1+γ2, γ1, γ3}, along with the associated anti-particles.
3 BPS Quivers of Complete Theories
Having finished our review of the basics of quiver representations, we now turn to our
primary interest of determining the BPS quivers, superpotentials, and spectra for complete
theories. In this section we focus on determining the BPS quiver for those complete theories
that coincide with the rank two Gaiotto theories.5 By construction, all such theories are
5In fact, among such theories, BPS quivers exist only for theories given by a Riemann surface with some
punctures. The case with no punctures describes an exactly conformal theory and its BPS states do not
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intrinsically determined by a Riemann surface C decorated by a number of marked points
defined by the punctures. By the conclusion of this analysis, we will see that the BPS
quiver, together with its superpotential, is encoded combinatorially in a triangulation of
this decorated surface.
We will construct these models using geometric engineering [28–30,36] in type IIB string
theory on a non-compact Calaibi-Yau threefold. The threefolds in question can be built
up starting from a Riemann surface C. We start with a four complex-dimensional space
described by a rank three complex vector bundle over C. Explicitly
KC ⊕KC ⊕KC → C, (3.1)
where in the above KC denotes the canonical line bundle of holomorphic one-forms on the
Riemann surface C. In general the surface C is punctured at a finite number of points pi ∈ C
and thus is non-compact.
Next we select a particular holomorphic quadratic differential φ on C. As a quadratic
differential, φ transforms under holomorphic changes of coordinates on C as follows
φ′(x′) = φ(x)
(
dx
dx′
)2
. (3.2)
To completely specify the problem, we must also fix the limiting behavior of φ at the ideal
boundaries of C, namely the punctures pi. Near each such puncture the quadratic differential
is permitted to have a pole of finite order. We fix the non-normalizable behavior of φ as a
boundary condition and therefore impose that near pi
φ(x) ∼ 1
xki+2
dx2 + less singular terms. (3.3)
The integer ki ≥ 0 associated to each puncture is invariant under changes of coordinates.
It is an important aspect of the construction, which we return to in section 3.1.6
Given this data our Calabi-Yau threefold is then defined by introducing local coordinates
(u, v, y) on the fiber of the vector bundle (3.1) and solving the following equation
uv = y2 − φ(x). (3.4)
The associated holomorphic three-from Ω is given by
Ω =
du
u
∧ dy ∧ dx. (3.5)
admit a simple description.
6The reason for the exclusion of the case ki = −1 is that such fluctuations in φ are normalizable, and
hence are not fixed as part of the boundary conditions.
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It is then known that finite mass strings probing the singularity of this geometry engineer a
4d field theory with N = 2 supersymmetry. The Seiberg-Witten curve Σ of such a theory
is given by a double cover of C, and we obtain the Seiberg-Witten differential by integrating
Ω over a non-trivial 2-cycle in the fiber.
Σ = {(x, y)|y2 = φ(x)}; λ =
∫
S2(x)
Ω = ydx =
√
φ. (3.6)
By varying the quadratic differential we obtain a family of Seiberg-Witten curves, and in
this way the Coulomb branch U of the theory is naturally identified with the space of
quadratic differentials obeying the boundary conditions (3.3).
It is also known that many of the simplest interesting gauge theories can be geometrically
engineered in this fashion. For example taking C to be a sphere with two punctures pi
both with ki = 1 constructs the pure SU(2) theory. In general the class of field theories
constructed in this way yields asymptotically free or conformal theories with gauge groups
given by a product of SU(2)’s, together with various scaling and decoupling limits of such
field theories. They are exactly the type IIB version of the rank two Gaiotto theories
constructed using M-theory in [16], and, as we have mentioned above, in that context C is
referred to as the Gaiotto curve.
For our present purposes, the primary advantage of building an N = 2 quantum field
theory in string theory is that the set of supersymmetric objects in string theory, the
BPS branes, is known. In our case we seek a brane whose physical interpretation in four-
dimensions is a charged supersymmetric particle of finite mass. Thus the worldvolume
of the brane should be an extended timelike worldline in Minkowski space times a volume
minimizing compact cycle in the Calabi-Yau (3.4). Since type IIB has only odd dimensional
branes, the only possibility is that BPS states are described geometrically by Dirichlet three-
branes wrapping special lagrangian three-cycles.
Thus we are reduced to a classical, if difficult, geometric problem of counting special
lagrangians [37, 38]. These are compact lagrangian three-manifolds N on which the holo-
morphic three-form has a constant phase
Ω|N = eiθ|Ω|. (3.7)
The central charge of such a brane is given by
Zu(N) =
∫
N
Ω, (3.8)
and the phase θ in the above is identified with the argument of the central charge of the
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4d particle defined by N
θ = argZ(N). (3.9)
Now one of the key observations of [30] is that, in the geometries described by (3.4),
the counting of special lagragians can in fact be phrased entirely as a problem in C. To
exhibit this feature we use the fact that all of our special lagrangians are embedded inside
the vector bundle (3.1) and hence admit a natural projection to C. The image of this
projection is a certain one cycle η in C whose topology depends on the topology of N . Each
special lagrangian also wraps a non-trivial S2 in the fiber, which shrinks to zero at the zeros
of φ. The possibilities in our examples are as follows, and are illustrated in Figure 1:
• N ∼= S3. Such special-lagrangians are discrete. Their quantization yields hypermulti-
plets in 4d. When this three-sphere is projected to C we obtain an interval η stretching
between two zeros of the quadratic differential φ.
• N ∼= S1×S2. This class of special-lagrangians always come in one-parameter families.
Their quantization yields a vector multiplet in 4d. The projection of any such S1×S2
to C is a closed loop η.
(a) S3 (b) S1 × S2
Figure 1: Special-Lagrangian geometry in the Calabi-Yau. The blue denotes a patch of
the surface C. The red trajectory denotes the cycle η and the S2 fibers are indicated
schematically above C. In (a) the topology of the cycle η is an interval which terminates
at two zeros of φ. The S2 fibers shrink at these end points yielding a total space of an
S3. In (b), the cycle η has the topology of a circle, and the total space is S1 × S2. Such
special-lagrangians always come in one parameter families indicated in orange.
The shape of η in C is constrained by the special Lagrangian condition (3.7) on N .
Explicitly if we let t ∈ R parametrize η then the condition of constant phase Ω reduces to√
φ|η = eiθdt. (3.10)
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The ambiguity in choosing the square root appearing in the above reflects the physical fact
that for every BPS particle there is also an associated BPS antiparticle of opposite charge.
Choosing the opposite sign for the square root then sends θ → θ+ pi, i.e. it replaces a BPS
particle by its antiparticle.
We have now arrived at an elegant statement of the problem of calculating BPS states in
this class of quantum field theories. Our goal, however, is not directly to use this structure
to compute the BPS states, but rather to extract the BPS quiver of this theory. In the
following we will explain a natural way to extract such a quiver from a global analysis of
the flow equations (3.10).
3.1 Triangulations from Special-Lagrangian Flows
Our goal in this section will be to encode certain topological and combinatorial data about
the special lagrangian flow in terms of a triangulation of the surface C. Our basic strategy
will be to analyze the local and asymptotic properties of the flow on C defined by (3.10).
This is a problem which is well-studied in mathematics [39] and has recieved much attention
in the present physical context [4–7,38]. We will confine ourselves to a brief self-contained
review. Since a quiver is constructed from hypermultiplets, our focus will be on the tra-
jectories of this flow which interpolate between the zeros of φ. Thus a special role will be
played by these trajectories.
To begin, we investigate the local nature of the flow near each zero. We assume that
this is a simple zero so that, in some holomorphic coordinate w(x) centered at the zero of
φ, the flow equation (3.10) takes the local form
√
wdw = eiθdt =⇒ w(t) =
(
3
2
eiθt+ w
3/2
0
)2/3
. (3.11)
Because of the three roots of the right-hand-side of the above, each zero has three tra-
jectories emanating from it. These trajectories make angles of 2pi/3 with each other and
separate a local neighborhood centered on them into three distinct families of flow lines, as
illustrated in Figure 2.
Aside from the zeros, which can serve as endpoints for BPS trajectories, the other
distinguished points for the flow are the punctures of C. Since the punctures form ideal
boundaries of C, they should be thought of as lying at strictly infinite distance. Thus
the behavior of the flow equation near these points governs the asymptotic properties of
trajectories at very late and early times. In a local neighborhood centered on the puncture
pi ∈ C, the flow equation is asymptotically given by
dw
w1+ki/2
= eiθdt. (3.12)
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Figure 2: The local structure of the flow near a zero of φ shown as a black dot at the center
of the diagram. The red trajectories are the three flow lines which pass through the zero.
The black trajectories denote other generic flow lines.
We split our analysis of the solutions into two cases depending on the order ki + 2 of the
pole in φ at the puncture:
• Regular Punctures : ki = 0
The regular punctures in C are naturally associated to flavor symmetries and hence
mass parameters of the engineered field theory [16]. In our analysis this manifests
itself in the following way: the residue of the pole in the flow equation is a coordi-
nate invariant complex parameter that is part of the boundary data of the geometry.
Restoring this parameter to the asymptotic flow equation we then have.
m
dw
w
= eiθdt. (3.13)
The parameter m is the residue of a first order pole in the Seiberg-Witten differential
and can be interpreted as a bare mass parameter.
We deduce the behavior of the late time trajectories by integrating (3.13). The
solution with initial condition wo takes the form
w(t) = wo exp
(
m−1eiθt
)
. (3.14)
Assume that the BPS angle θ has been chosen so that m−1eiθ is not purely imaginary.
Then the solution (3.14) is a logarithmic spiral. Asymptotically all trajectories spiral
in towards the puncture as illustrated in Figure 3.
• Irregular Punctures : ki > 0
In the case of irregular punctures, we find power law behavior for the asymptotic
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Figure 3: The local flow near a regular puncture indicated in red. The flow lines are spirals
terminating at the puncture.
trajectories upon integrating (3.12):
w(t) =
(−2eiθ
ki
t+
1
w
ki/2
o
)−2/ki
. (3.15)
A key feature of this solution is that it exhibits Stokes phenomena. For large |t| the
trajectories converge to the origin w = 0 along ki distinct trajectories. We account
for this behavior of the flows by cutting out a small disk in the surface C centered
on the origin in the w plane. In terms of the metric structure of C this hole is to
be considered of strictly infinitesimal size. The modified surface now has a new ideal
boundary S1, and the ki limiting rays of the flows are replaced by ki marked points
on this boundary. This procedure is illustrated in Figure 4.
(a) (b)
Figure 4: Asymptotic flows near an irregular puncture with k = 1. In (a) the flow lines
converge along a single ray, the rightward horizontal direction. In (b), the surface C is
modified by cutting out the small gray checkered region. This surface now has a boundary,
depicted by the black curve. On the modified surface with boundary, generic flows terminate
at a point, indicated in red, on the boundary.
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For each puncture pi with ki > 0 we perform the operation described above. At
the conclusion of this procedure our modified surface C now has an ideal boundary
component S1i for each irregular puncture pi and further each S
1
i is decorated with
ki marked points. From now on, when discussing flows with irregular punctures,
the symbol C shall mean this modified surface, equipped with boundary components
containing marked points for each irregular puncture.
Armed with the above, it is easy to deduce the global structure of the flow diagram on C,
that is, the global picture of the solutions to√
φ = eiθdt. (3.16)
We first choose the BPS angle θ generically. This means that there are no BPS trajectories
in the flow, and hence no finite length trajectories connecting zeros of φ as well as no closed
circular trajectories. There are then two types of flow lines:
• Separating Trajectories
These are flow lines which have one endpoint at a zero of φ and one endpoint at a
regular puncture or marked point on the boundary of C. Separating trajectories are
discrete and finite in number.
• Generic Trajectories
These are flow lines which have both endpoints at either regular punctures or marked
points on the boundary. Generic trajectories always come in one parameter families.
A useful way to encode the topological structure of these flow diagrams is the following.
We consider our surface C with boundary. It has marked points in the interior for each
regular puncture, and marked points on the boundary given by the order of the pole of
φ at the associated irregular puncture. Then, for each one parameter family of generic
trajectories, we choose exactly one representative trajectory and draw an arc on C connect-
ing the indicated marked points. An example is indicated in Figure 5b. This procedure
produces an ideal triangulation of C where each diagonal of the triangulation terminates
at two marked points. Further, by construction, each triangle contains exactly one zero of
φ. Generally it is possible for the flow to produce an ideal triangulation with self-folded
triangles; these result in some technical complications which we address in appendix A.
In summary, for a fixed quadratic differential φ and generic angle θ, we have produced
an ideal triangulation of C by studying trajectories of√
φ = eiθdt. (3.17)
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(a) Flow Diagram (b) Triangulation
Figure 5: An example flow diagram and its associated triangulation. In (a) we have a
global flow diagram on a disc with four marked points on the boundary. The red dots are
the zeros of φ and the associated separating trajectories are the red lines. The gray cells
denote one parameter families of generic flows. All flow lines end on the four marked blue
dots on the boundary. In (b) we have extracted the associated triangulation. Each black
line is a generic flow line selected from each one parameter family. The resulting triangles
each contain one zero of φ by construction.
The combinatorial structure of this triangulation encodes properties of the flow, and we will
see in the remainder of this section how to directly extract a BPS quiver and superpotential
from this triangulation. Throughout the discussion it will be important to inquire how the
triangulation varies as the data (φ, θ) varies. The quadratic differential φ labels a point
in the Coulomb branch of the gauge theories in question, and thus it is natural to fix this
data and study the BPS spectrum at fixed point in moduli space. By contrast, the angle θ
is completely arbitrary. Any generic angle θ can be used, and different angles will produce
distinct triangulations. Demanding that ultimately our results are independent of θ will
give a powerful constraint in the upcoming analysis.
3.2 BPS Quivers from Ideal Triangulations
We have now arrived at the structure of an ideal triangulation on the surface C. From this
data there is a simple algorithmic way to extract a quiver [34]. As a preliminary definition,
we refer to an edge in the triangulation as a diagonal, δ, if the edge does not lie on a
boundary of C. Then proceed as follows:
• For each diagonal δ in the triangulation, draw exactly one node of the quiver.
• For each pair of diagonals δ1, δ2 find all triangles for which the specified diagonals are
both edges. For each such triangle, draw one arrow connecting the nodes defined by
δ1 and δ2. Determine the direction of the arrow by looking at the triangle shared by
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δ1 and δ2. If δ1 immediately precedes δ2 going counter-clockwise around the triangle,
the arrow points from δ1 to δ2.
In [15] many aspects of these quivers were explored and it was argued that these are exactly
the BPS quivers of the associated quantum field theories. We now provide a full explanation
of this proposal.
We first address the identification of the diagonals of the triangulation with the nodes
of the quiver. As we have previously explained, our triangulation is constructed at a fixed
value of the central charge angle θ appearing in (3.10). This angle has been chosen such
that no BPS states have a central charge occupying this angle. Now let us imagine rotating
θ. Eventually we will reach a critical value θc where a BPS hypermultiplet occurs and
the structure of the flow lines will jump discontinuously. The key observation is that each
triangle in the triangulation contains exactly one zero of φ. Then, since BPS hypermultiplets
are trajectories which connect zeros of φ, a BPS hypermultiplet trajectory must cross some
number of diagonals in the triangulation to traverse from one zero to another. A simple
example of this is illustrated in Figure 6(b).
What the above example illustrates is that each diagonal δ labels an obvious candidate
BPS hypermultiplet trajectory, connecting the two zeros in the two triangles which have
δ as a common boundary. Further any hypermultiplet trajectory which crosses multiple
diagonals can be viewed homologically as a sum of the elementary BPS trajectories which
cross only one diagonal. Therefore, diagonals should be nodes of the BPS quiver.
Next let us justify why arrows in the quiver should be described by triangles in the
triangulation. Each elementary hypermultiplet, corresponding to a diagonal in the trian-
gulation, lifts to a three-sphere in the Calabi-Yau. Since these three spheres form nodes of
the quiver, the lattice generated by their homology classes is naturally identified with the
charge lattice Γ of the theory. Further the symplectic pairing given by the electric magnetic
inner-product is precisely the intersection pairing on these homology classes. Thus for each
intersection point of the three-spheres, we should put an arrow connecting the associated
nodes. On the other hand it is clear that this intersection number can be calculated by
projecting the three-spheres to C and then simply counting the signed number of endpoints
that the associated trajectories share. Each shared endpoint is naturally associated to the
triangle containing it; so the triangles correspond to arrows between nodes.
The result of this section is that, given a Riemann surface C defining a 4d, N = 2 quan-
tum field theory, we have produced a natural candidate BPS quiver. It is quite interesting
to note that as a result of recent mathematical work [34], these quivers are all of finite
mutation type. In other words, repeated mutations of vertices produce only a finite number
of distinct quiver topologies. In fact this property is equivalent to the more physically
understandable property of completeness [15]. The set of finite mutation type quivers (or
equivalently, the set of complete theories) consists precisely of the quivers associated to
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triangulated surfaces, as described above, along with a finite number of exceptional cases,
discussed in section 5 [40].
We can give one strong consistency check on our proposal for the BPS quivers as follows.
Observe that, to a given Riemann surface theory C we have in fact produced not one quiver
but many. Indeed our quivers are constructed from the triangulation produced from a fixed
value θ of the BPS angle where there are no BPS states. So in fact our assignment is
(C, θ) −→ Qθ = BPS Quiver. (3.18)
As the central charge phase θ varies over a small region, the flow evolves continuously and
the incidence data of the triangulation encoded in Qθ remains fixed. However, as θ varies
past a BPS state, the flow lines and triangulation will jump discontinuously, as illustrated
in the basic example of Figure 6. This results in a new quiver Qθ′ , distinct from Qθ. Both
of these quivers Qθ and Qθ′ are natural candidates for the BPS quiver of theory defined
by C, and hence we should expect that the quantum mechanics theories they define are
equivalent. In other words consistency of our proposal demands that all quivers of the from
Qθ for any given θ are mutation equivalent. Happily, a simple theorem [34] shows that
this is indeed the case: the set of quivers obtained from triangulations of a given surface
precisely forms a mutation class of quivers.
(a) θ < θcritical (b) BPS State θ = θcritical (c) θ > θcritical
Figure 6: Evolution of the special lagrangian flows with the BPS angle θ. In each picture the
black dots indicate the branch points of the cover where flows emerge. Red trajectories are
flows that emerge from the branch points and terminate on the boundary at |x| =∞, while
gray trajectories indicate generic flow lines. The green trajectory denotes a representative
of a generic flow line which can serve as an edge in the triangulation. In (b) the BPS angle
of the flow aligns with the phase of the central charge and a new kind of trajectory, shown
in blue, traverses between branch points. Afterwards in (c) the green line has flipped.
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Actually, we can say more. If we tune θ from 0 to 2pi, we will see that every BPS
hypermultiplet corresponds to a jump of the triangulation, and gives a new choice of quiver.
This approach to computing BPS spectra was studied in [5]. As was described there, the
discontinuous jump of triangulation, or flip, at each BPS state γ is given by simply removing
the diagonal crossed by γ, and replacing it with the unique other diagonal that gives an
ideal triangulation.7 As argued in [34], at the level of the quiver, this flip corresponds
precisely to a mutation at the associated node. Thus, if we forget about the surface C and
triangulation, and instead focus on the quiver itself, we see that we are simply applying the
mutation method to compute Π-stable representations! This seems to be a deep insight into
how the naively unrelated problems of finding special lagrangians and computing Π-stable
quiver representations are in fact equivalent. Recall, however, that the mutation method
made no reference to completeness of the theory. While the triangulations and flips exist
for some set of complete theories, the mutation method is more general, and can be applied
any BPS quiver. In [31] we explored applications of the mutation method to non-complete
theories.
In later sections of this paper we will see further evidence for this proposal by recovering
the BPS quivers of well-known quantum field theories. However, before reaching this point
let us illustrate one important subtlety which we have glossed over in the above. Consider
the possible structure in an ideal triangulation of some Riemann surface C, as illustrated
in Figure 7. According to the rules of this section, for each bivalent puncture in the
triangulation we will obtain, as indicated, a cycle of length two in the quiver. These are
fields in the quiver theory which could, in principle, admit a gauge invariant mass term in
the superpotential. As mentioned in subsection 2.4, the quantum mechanics described by
the quiver will be rather complicated, if no such mass term is generated. In the next section
we will argue that the natural potential for these theories does indeed generate all possible
gauge invariant mass terms and therefore simplifies the resulting quivers considerably.
3.3 The Superpotential
The previous subsection identified a quiver associated to any ideal triangulation, and further
suggested that this quiver is naturally the BPS quiver of the associated gauge theory. In
this subsection we will complete this picture by describing a natural superpotential for
such a quiver, recently developed in the mathematics literature [41–43]. We will then argue
on general grounds, essentially as a consequence of completeness, that this superpotential
yields the necessary F-flatness conditions for the quiver quantum mechanics theory.
7To clarify, once we remove the diagonal of the appropriate BPS state, we are left with some quadrilateral
in our ‘triangulation.’ To produce a true triangulation, we may add one of the two possible diagonals that
would cut the quadrilateral into a triangle. A flip is simply given by taking the choice that differs from the
original triangulation.
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Figure 7: A bivalent puncture in the triangulation gives rise to a two-cycle in Q. The
blue denotes a patch of C. Red lines indicate diagonals and marked points are punctures.
The nodes of the quiver for the two indicated diagonals are drawn. The bivalent puncture
implies that there is a two cycle in the quiver indicated by the black arrows.
We will build up the superpotential starting from the elementary case of an acyclic
quiver. Since such a quiver has no cycles, there are simply no gauge invariant terms to be
written and W = 0.
Next we consider an arbitrary quiver Q which, by a sequence of mutations, is connected
to an acyclic quiver. Since Q is the quiver of a complete theory, all of its central charges are
free parameters that can be varied arbitrarily as one scans over parameter space. It follows
that the sequence of mutations connecting Q to its dual acyclic form is in fact realizable
by physical variation of parameters. Hence, following the mutation rules of section 2.5,
the superpotential for the quiver Q is completely fixed by the acyclic quiver with trivial
potential.
The argument of the previous paragraph shows that the W assigned to any such quiver
Q is completely fixed, however complicated the sequence of mutations leading from the
acyclic form to Q may be. Surprisingly, there exists an elementary description of this
superpotential in terms of the local incidence data of the triangulation of C which gives rise
to Q. This description has been developed in [41]. For any quiver Q mutation equivalent
to an acyclic quiver, the superpotential W is computed as follows:
• Let T denote a triangle in C. We say T is internal if all of its edges are formed by
diagonals, that is none of the sides of T are boundary edges in C. Then each edge of
T represents a node of the quiver and the presence of the internal triangle T implies
that these nodes are connected in the quiver in the shape of a three-cycle. For each
such triangle T we add the associated three-cycle to W . This situation is illustrated
23
in Figure 8a.
• Next let p be an internal, regular puncture in C. Then some number n of edges in the
triangulation end at p. Further since p is an internal puncture which does not lie on
the boundary of C it follows that each such edge terminating at p is in fact a diagonal
and hence a node of the quiver. The n distinct nodes are connected in an n-cycle in
the quiver and we add this cycle to W . This situation is illustrated in Figure 8b.
1
32
B12 B23 B31 Ì W
(a) Internal Triangle
3
21
k
4
B12B23 ... Bk1 Ì W
(b) Internal Puncture
Figure 8: The two distinct structures in the triangulation which contribute to the potential.
The blue region denotes a patch of C, the red edges are diagonals in the triangulation. These
correspond to nodes of the quiver which we have indicated on the triangulation. The black
arrows connecting the nodes are the arrows in the quiver induced by the shared triangles
shown in the diagram. In (a) an internal triangle gives rise to a three-cycle in W in (b) an
internal puncture of valence k gives rise to a k-cycle in W .
For quivers with multiple arrows between two given nodes, it is important to keep
track of which triangle the arrow arises from when writing down the superpotential. The
superpotential must be written with a fixed, consistent assignment of arrows to triangles;
inconsistent choices are not equivalent, and will generally give the wrong answer.
The observation that the superpotential can be determined in such an elementary way
from the incidence data of the triangulation is striking. It strongly suggests that W is a
local object that can be determined patch by patch on C. Granting for the moment that
this is so allows us to immediately generalize to any theory determined by an arbitrary
Riemann surface C. We can simply extend the simple rules given above to all quivers.
One important consequence of this extension is that the it automatically ensures that
all of our superpotentials will be compatible with mutation. That is, just as in equation
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(3.18), we have now constructed a map from a Riemann surface C and an angle θ to a
quiver Q and superpotential W . However the angle θ is arbitrary. As θ rotates, in general
the triangulation T of C will undergo a series of flips and arrive at a new triangulation
T˜ . From this new triangulation we can determine the quiver (Q˜, W˜). On the other hand
we have previously noted that flips in the triangulation are the geometric manifestation of
quiver mutation. Thus we have two independent ways of determining the dual quiver and
superpotential:
• Compute (Q˜, W˜) from (Q,W) by performing a sequence of mutations.
• Compute (Q˜, W˜ ) from the new triangulation T˜
A necessary condition for a consistent superpotential is that the two computations yield
the same answer. In [41] it was proved that this is the case.
The above argument shows that our proposal for the superpotential is consistent with
the quiver dualities described by mutation. However, it depends fundamentally on our
locality hypothesis for the superpotential. As we will now argue, using the completeness
property of the field theories in question, we can give a strong consistency check on this
assumption.
All of our arguments thus far involve constraints on W that arise from mutation. As
we mentioned in section 2.5 mutations may be forced when, as we move around in moduli
space, the central charges rotate out of the chosen half-plane. Most importantly, all these
rotations are physically realized, since in a complete theory all central charges are free
parameters.
Of course the central charges of the theory come not just with phases but also with
magnitudes. In a complete theory we are also free to adjust these magnitudes arbitrarily.
Let us then consider the limit in parameter space where the magnitude of the central charge
associated to a node δ becomes parametrically large compared to all other central charges
|Z(δ)| −→ ∞. (3.19)
In this limit, the BPS inequality implies that all particles carrying the charge δ become
enormously massive and decouple from the rest of the spectrum. At the level of the quiver
Q this decoupling operation is described as follows: simply delete from the quiver the node
δ and all arrows which start or end at δ. This produces a new quiver Q˜ with one node fewer
than Q. The superpotential for the resulting quiver theory Q˜ is then determined simply by
setting to zero all fields transforming under the gauge group indicated by δ.
Following our interpretation of nodes of the quiver as diagonals in a triangulation, it is
possible to describe this decoupling operation at the level of the Riemann surface C itself.
Consider the diagram of Figure 9a which depicts the local region in C containing a diagonal
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δ traversing between two punctures or marked points pi. The decoupling operation to
destroy the node δ is then realized by excising a small disc containing δ as a diameter and
no other diagonals. The result of this procedure is shown in Figure 9b. It is clear from our
p2p1 ∆
T1
T2
(a) C pre-surgery
p2p1
T1
T2
(b) δ Decoupled
Figure 9: The node decoupling surgery for a typical diagonal δ. In (a) we see a patch of C
focused on the region involving a typical diagonal δ. In (b) δ has decoupled leaving a new a
new Riemann surface C˜ which differs from C by the addition of a new boundary component
which encloses the checkered region and has two marked points pi.
construction of BPS quivers from triangulations that this decoupling operation produces
a new surface C˜, whose BPS quiver is exactly Q˜, the quiver with the node δ decoupled.
We may therefore determine the superpotential W for Q˜ by applying the incidence rules
described in this section to the new surface C˜.
In summary, we see that there are two distinct ways for computing the superpotential
for the quiver Q˜:
• Determine from C the superpotential for the quiver Q. Then reduce to Q˜ by deleting
the node δ.
• Determine directly from the surface C˜ the superpotential for the quiver Q˜.
Consistency of our proposal demands that the two methods give rise to the same super-
potential. It is easy to see directly that this is the case. Indeed the effect of the surgery
operation illustrated in Figure 9 is to change the two triangles Ti to external ones, and to
change the points pi to marked points on the boundary. Clearly this eliminates from the
superpotential exactly those terms in which fields charged under the node δ appear.
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By completeness, the decoupling limit argument can be applied to an arbitrary node in
a BPS quiver and yields a strong consistency check on the locality hypothesis and thus our
proposal for the superpotential.
Let us remark that the superpotential we have constructed naturally resolves the headache
proposed at the end of section 3.2. By construction, every two-cycle in a quiver arises from
a bivalent puncture of the corresponding triangulation. For each bivalent puncture there
is now a quadratic term in the superpotential that lifts the fields involved in the associ-
ated two-cycle. Thus we may integrate out and cancel all possible two-cycles to produce a
two-acyclic quiver.
Finally, before turning to examples, we point out that it would be interesting to calculate
this superpotential directly from a string theory construction. While several plausibility and
consistency arguments have been given, a direct calculation may certainly lead to further
insight.
3.4 Examples from SU(2) Gauge Theory
In this section we illustrate the rules developed above by cataloguing the BPS quivers, with
their required superpotential, for simple theories given by a single SU(2) gauge group with
matter and asymptotically free or conformal coupling. Of course each theory comes with
a number of quivers related by mutations and we need only derive one. Consistent with
our previous discussion, for those examples involving irregular punctures, we will present
triangulations of surfaces with boundary. In [31], the representation theory of these quivers
was studied, and found to agree with the well known BPS spectra of the associated theories.
Before enumerating the examples, we take a moment to fix conventions. Throughout, in
all triangulations, red labeled lines denote diagonals, which appear as nodes of the quiver,
while black lines denote boundary components. Both regular punctures and marked points
on the boundary are indicated by black dots. Bifundamental fields corresponding to arrows
in the quiver will be denoted by Xij and Yij where i and j label the initial and final vertex
of the arrow respectively.
3.4.1 Asymptotically Free Theories
We first study quivers for SU(2) theories with asymptotically free gauge coupling.
• SU(2)
This theory is constructed on an annulus with one marked point at each boundary.
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1 2
1 2
//
//
W = 0.
Of course this is exactly the quiver for SU(2) Yang-Mills.
• SU(2) Nf = 1
This theory is constructed on an annulus with one marked point on one boundary
component, and two marked points on the remaining boundary component.
1 2
3
1 2
3
//
//
ZZ

W = X12X23X31.
• SU(2) Nf = 2
This theory is constructed on an annulus with two marked points on each boundary
component.
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//
//
ZZ


ZZ
W = X12X23X31 + Y12X24X41.
• SU(2) Nf = 3
This theory is constructed on a disc with two marked points on the boundary and
two punctures.
2 4
1
5
3
1 2
3
4
5oo
DD

//
ZZ

OO

W = X13X35X51 +X23X35X52
+ X14X45X51 +X24X45X52.
3.4.2 Conformal Theories
While the previous examples illustrate many general features, all the quivers given there are
mutation equivalent to quivers without oriented cycles. Thus for those cases the potential
is completely fixed by the mutation rules of section 2.5. Now we will consider the case of
SU(2) Yang-Mills theories with vanishing beta functions where the conformal invariance
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is broken only by mass terms. Such quivers arise from triangulations of closed Riemann
surfaces and never have acyclic quivers. As such, our proposal for the superpotential is the
only known way of constructing W .
• SU(2) Nf = 4
This theory is constructed on a sphere with four punctures. We draw the associated
triangulation on a plane omitting the point at infinity.
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W = X15X52X24X41 +X13X32X26X61
+ X15X52X26X61 +X13X32X24X41.
Notice that this triangulation contains two bivalent punctures; the quiver and super-
potential above are obtained after integrating out the corresponding two-cycles.
• SU(2) N = 2∗.
This theory is constructed on a torus with one puncture. We draw the triangulation
on a quadrilateral where opposite sides are identified.
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W = X12X23X31 + Y12Y23Y31
+ X12Y23X31Y12X23Y31.
It is amusing to note that the this quiver for the N = 2∗ theory is in fact invariant
under mutation and, consistent with our general discussion, our potential is also
mutation invariant.
Building from the examples in this section the reader can easily construct the BPS quiver
for a complete theory associated to any arbitrary Riemann surface.
4 Theories with Finite Chambers
In this section we will identify a subset of complete N = 2 theories for which there ex-
ists some chamber containing only finitely many BPS states. In particular, we will show
that all asymptotically free SU(2)n gauge theories, Argyres-Douglas models, and confor-
mal theories with genus zero and genus one surfaces and sufficiently many punctures, meet
this criterion. Our main motivation for studying theories with finite chambers is that they
are especially well-adapted to the mutation method. As described in [31], the mutation
method is most straightforward for computing BPS spectra which consist of only finitely
many states. Additionally, as was mentioned in subsection 2.6, finite chambers have BPS
spectra which consist exclusively of multiplicity one hypermultiplets.
Complete theories also have especially well-behaved wall-crossing phenomena. It is a
fact that the quiver of any complete theory has at most two arrows between any two nodes.8
Consider some wall crossing of two adjacent hypermultiplet states p, q, and choose the half-
plane for the quiver such that p is just outside of the half-plane on the left and q is just inside
8This can be understood via the triangulation construction. Two diagonals can share at most two
triangles between them, and therefore the resulting quiver can have at most two arrows between any two
nodes.
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p
Figure 10: Here we illustrate a choice of half-plane that forces q,−p to be nodes of the
quiver, for any arbitrary adjacent hypermultiplet BPS states p, q. The grey region indicates
the choice of particle half-plane, H, while red vectors are BPS charges of particles, and blue
vectors are BPS charges of anti-particles
the half-plane. This situation is illustrated in Figure 10. The quiver must contain both q
and −p as nodes since they form the boundary of the cone of positive states. Since we are
studying a complete theory, we must have |p ◦ q| ≤ 2. The hypermultiplet wall-crossing is
completely straightforward and explicit for any of the three possibilities.
• |p ◦ q| = 0: there is no change in the spectrum across the wall,
• |p ◦ q| = 1: pentagon identity, which gives two states p, q on one side of the wall and
three states p, p+ q, q on the other side of the wall,
• |p◦ q| = 2: SU(2) identity, which gives two states p, q on one side of the wall, and the
vector p+ q with infinite tower of dyons (n+ 1)p+ nq, np+ (n+ 1)q for n ≥ 0 on the
other.
While the hypermultiplet wall-crossings are highly simplified, we should point out that it
is still possible to have wall crossing of vector multiplets in a complete theory. This may
produce some wild behavior involving infinitely many vectors, which is not so explicitly
understood.
Of course, for complete theories the central charges for a basis of states can all be varied
independently by tuning parameters; thus in principle, all chambers found via the wall-
crossings described above should be physically realized in parameter space. Combining the
mutation method and the wall crossing formulae above, explicit computation of BPS spectra
for any complete theory with a finite chamber is now reduced to a completely algorithmic
procedure for a large region of parameter space.
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We devote the rest of this section to finding finite chambers of complete theories. The
result of this study will produce finite chambers for the following theories:
• Conformal Argyres-Douglas type theories,
• Asymptotically free SU(2)n gauge theories,
• Conformal SU(2)n gauge theories with bifundamentals charged under the ith and
i + 1th SU(2)s for i = 1, . . . , k, and 2 additional fundamentals each for the first and
last SU(2),
• Conformal SU(2)n gauge theories with bifundamentals charged under the ith and
i+ 1th SU(2)s for i = 1, . . . , k, and a bifundamental charged under the first and last
SU(2).
The first two classes of theories arise from surfaces with boundary, which will be the main
focus of the abstract arguments to follow. For the third and fourth class, which correspond
to boundaryless spheres and tori with arbitrary punctures, some ad hoc techniques are
applied to find finite chambers. Of the complete theories associated to Riemann surfaces,
we have failed to find finite chambers for boundaryless g ≥ 2 surfaces.9 We note that there
is another distinguishing feature of these boundaryless higher genus theories, namely, that
they contain some matter fields in half-hypermultiplets, which cannot be given masses. As
a result, it is impossible to take various decoupling limits with large masses. It would
interesting to understand if this fact somehow precludes the existence of finite chambers
for such theories.
4.1 Examples
Before we study the abstract arguments to prove existence of various finite chambers,
we will present some explicit examples in this subsection to illustrate the objective of this
program. The examples will also illustrate the three classes of theories which we will explore
in this section. Our main tool here is the mutation method. We recall that, when applying
the mutation method to complete theories, we are free to simply choose any ordering of
central charges we wish. In the examples below, we demonstrate the existence of the finite
chamber by providing an ordering of central charges that yields finitely many mutations in
the mutation method; completeness guarantees that a corresponding region of parameter
space exists.
• Argyres-Douglas D4 theory.
The BPS structure of Argyres-Douglas An theories was studied systematically in [38].
9Among the exceptional theories, dicussed in 15, we will find finite chambers for all except one, X7
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There exist analogues of Argyres-Douglas theory associated to ADE Dynkin dia-
grams, which were studied in [19,24]. The quivers of these theories are precisely their
associated Dynkin diagrams.10 Here we study the Argyres-Douglas theory associated
to D4. The Gaiotto curve of this theory is given by a sphere with one regular punc-
ture, and one puncture with k = 4. The resulting surface with boundary and quiver
are given below.
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It is quite easy to identify a finite chamber for this theory via the mutation method.
For example, take argZ(γ1) > argZ(γ3) > argZ(γ2) > argZ(γ4); then we mutate
on 1, 3, 2, 4 in that order. This gives a chamber whose BPS stable states are precisely
those associated to nodes of this quiver, without any additional bound states. In fact,
a chamber with just the nodes themselves always exists for any acyclic quiver: choose
an ordering on the nodes so that argZ(γi) > argZ(γj) if and only if γj ◦ γi ≥ 0. That
such a choice is possible is due to the fact that the quiver has no oriented cycles.
Then we can see that the resulting chamber will have only its nodes as Π-stable
representations, via either the mutation method or directly from quiver representation
theory.
• SU(2)2, one bifundamental hypermultiplet.
This theory corresponds to the surface and quiver shown below.
10The underlying graph of the quiver, where we ignore orientation of arrows, exactly agrees with the
associated Dynkin diagram. It can be checked that all orientations of arrows for such quivers are mutation
equivalent.
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The gauge groups and matter content can be read off directly from the quiver. Each
SU(2) corresponds to a two-node SU(2) subquiver, and the bifundamental field cor-
responds to the node which is attached to each SU(2) in the same way as the third
node of the SU(2), Nf = 1 quiver. The theory is asymptotically free. A finite
chamber can be found via the mutation method; for example, we find the chamber
{γ3, γ1+γ3, γ1+γ2+γ3, γ1+γ2+2γ3+γ4, γ5, γ3+γ4, γ2, γ1+γ3+γ4, γ1, γ4}, in decreasing
phase order. This follows from the following mutation sequence: 3, 1, 2, 4, 5, 2, 1, 3, 2, 4.
This chamber includes the nodes themselves along with several bound states; because
this quiver contains cycles, there is no chamber without bound states, as there was
for Argyres-Douglas. Nonetheless, we have exhibited a finite chamber for this theory.
• SU(2), Nf = 4.
The quiver of this theory is associated to a sphere with four regular punctures, and
was given along with the appropriate superpotential in subsection 3.4. It is well known
that this theory is conformal. Again the mutation method yields a finite chamber: in
decreasing phase order, {γ3, γ4, γ5, γ6, γ1+γ4+γ6, γ2+γ3+γ5, γ2+γ3, γ1+γ4, γ2+γ5, γ1+
γ6, γ1, γ2}. The mutation sequence for this chamber is 3, 4, 5, 6, 1, 2, 3, 4, 5, 6, 1, 2. This
finite chamber is particularly interesting because it occurs in the moduli space of a
conformal theory. If we tune to the conformal point, by turning off all the masses
of the flavor fields, it is expected that the BPS structure becomes highly intricate,
respecting some large conformal duality group. In spite of this, we have exhibited a
region of moduli space where the BPS spectrum is very simple, and consists of 12
hypermultiplet states.
These three cases are neatly representative of the types of theories for which we will find
finite chambers. As described above, the existence of finite chambers for Argyres-Douglas
theories is already clear, since they all correspond to acyclic Dynkin diagrams. The discus-
sion below will extend this to all complete theories associated to surfaces with boundary;
this class includes, in particular, Argyres-Douglas theories, as well as all complete asymp-
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totically free SU(2)k gauge theories. We will also find finite chambers for the conformal
SU(2)k theories associated to spheres and tori.
4.2 Quiver Glueing Rule
Consider two quivers, A,B which separately have finite chambers GA,GB; in each quiver,
choose a distinguished node, a, b respectively. We will consider the composite quiver A⊕baB
which is given by drawing one arrow from a→ b. More generally, we might choose several
nodes from each quiver, {ai}, {bi} (where we allow repeats in the chosen nodes), and consider
the composite quiver A⊕{bi}{ai} B formed by drawing arrows between pairs of nodes, ai → bi.
Note that all arrows must point from A to B. The resulting quiver will contain a finite
chamber whose BPS states are precisely the union of the BPS states GA ∪ GB. To specify
such a chamber, we simply consider the ordering within each quiver A,B to be given by
the known finite chambers GA,GB, and in addition we require for any nodes α ∈ A, β ∈ B
we have argZ(α) < argZ(β).
The representation theory makes this fact completely transparent. Consider any repre-
sentation of the composite quiver. It is given by some representations A,B respectively of
quivers A,B along with a set of maps φi : Vai → Vbi corresponding to the arrows ai → bi.
We will denote this rep as R = (A,B, {φi}). Let A,B be nonzero. Now we may consider
the subrep S = (0,B, {0i}). This is always a valid subrep, as can be seen by the following
commutative diagram:
A φi−−−→ Bx0 xid
0
0−−−→ B
Note that by our choice of chamber, argZ(S) > argZ(R), so that this is automatically a
destabilizing subrep. Consequently, any representation that has support on both subquivers
A,B will be unstable, leaving only the stable reps of the subquiver A,B separately. This
rule can be checked as a simple exercise using the mutation method. Note that we have
made no reference to A,B being quivers of complete theories. The glueing rule is completely
general and can be applied to any pair of quivers that are known to have finite chambers.
As a first application of the glueing rule, we study acyclic quivers. Any acyclic quiver
can be built up by glueing in one-node quivers, one at a time. Simply pick an ordering of
the nodes consistent with the arrows - this is possible because the quiver is acyclic. Then
we may glue the nodes to each other one-by-one in the given ordering. Since each one node
quiver has only the node itself as a BPS state, we can build up a finite chamber which
consists only of the nodes of the quiver. This immediately confirms the claim in subsection
4.1, and allows us to conclude that all Argyres-Douglas theories have such chambers. In
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fact, acyclic finite mutation type quivers were classified by [44], and consist precisely of usual
ADE and affine ÂD̂Ê Dynkin diagrams. These are the only complete theories containing
a minimal chamber in which only the nodes of the quiver are stable BPS states.
4.3 Triangulation Glueing Rule
The relation between complete theories and triangulated surfaces allows us to translate the
above quiver glueing rule to a glueing rule at the level of the triangulation. First, we define
an augmented quiver associated to the triangulation of a surface, in which we include nodes
corresponding to the boundary edges in the triangulation, and draw arrows as given by the
rules of section 3.2, treating boundary edges and interior diagonals on equal footing. The
nodes corresponding to boundary edges will be referred to as augmented nodes. Then when
we glue together two triangulations along their boundaries, the new augmented quiver of
the full surface is given by identifying some pair of augmented nodes in the augmented
quivers of the two surfaces.
Notice that if the augmented quiver has a finite chamber, then so does the usual, unaug-
mented quiver: the usual quiver is a subquiver of the augmented one, and the finiteness of
a chamber is preserved by taking subquivers. This can be seen via representation theory.
Stability for a representation of a subquiver is equivalent to stability for the same rep con-
sidered in the full quiver, since in either case we need to study the same set of destabilizing
subreps. So the BPS spectrum of a subquiver is just the restriction of the BPS spectrum
of the full quiver to states that have support only on the subquiver of interest.
Consider two triangulated surfaces A,B, each with at least one boundary component.
We will use the same symbols A,B to denote the associated augmented quivers. To achieve
the glueing of quivers described above, we consider glueing the two triangulated surfaces
along one component of their respective boundary components to two sides of a triangle,
as in Figure 11. Let us denote by a, b the augmented nodes corresponding to the glued
boundary edges of A,B respectively, and let c be the augmented node corresponding to the
unglued edge of the triangle. The augmented quiver of the full surface is given in Figure 11
as well.
Note that c is an augmented node, so that the unaugmented quiver is already a subquiver
of A⊕baB. Hence if A and B have finite chambers, then so does the resulting unaugmented
composite quiver corresponding to the glueing described. However, in order to induct and
continue glueing more pieces to this composite quiver, we would like to check that the
augmented quiver also has a finite chamber. This will be the case if both A,B have finite
chambers, and there is a finite chamber of A (or B) such that no bound state has coefficient
of a (resp. b) greater than 1.
To see this, begin by mutating on node c. We find a quiver A⊕ca {c} ⊕bc B (Figure 12),
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Figure 11: General glueing rule for triangulations. A and B indicate surfaces with boundary,
glued along one component of their respective boundaries to a triangle. Red lines indicate
interior diagonals, which give nodes of the adjacency quiver. Black lines indicate boundary
edges which give augmented nodes in the augmented quiver.
ca b
A B
// //
Figure 12: Mutated form of quiver shown in Figure 11, obtained by mutating at node c
which has a finite chamber consisting of GA∪{c}∪GB, with argZ(bi) > argZ(c) > argZ(aj)
for all ai ∈ A, bj ∈ B, as described above. Now if we do a sequence of wall crossings to let
argZ(c) > argZ(bj), then we will be in a region covered by the quiver form of Figure 11.
This can be seen by the mutation algorithm: c is now the left-most node, so we mutate
at c first, away from the direct sum form in Figure 12, resulting Figure 11. We then see
that we are in a region of moduli space covered by the quiver Figure 11. As long as this
wall-crossing procedure only goes through pentagon-type crossings, we will only generate
finitely many new bound states. Since c only has inner product with b in B, the condition
is just that there are no bound states in GB with more than one b. A similar argument with
inverse mutation yields an analogous conclusion for A.
To reiterate, we have developed a glueing rule for triangulations, depicted in Figure 11.
The glueing rule provides a finite chamber for the composite triangulated surface, given
finite chambers for the two separate triangulated surfaces, subject to an additional mild
conditions that there be no bound states of multiple a’s or b’s.
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4.4 Surfaces with Boundary
In this section we will explore the quiver glueing rule and its implication for triangula-
tions, to attempt to build up a large class of Riemann surfaces whose quivers contain a
finite chamber. In fact, we will find that any surface with boundary has a quiver with
finite chamber. Recall from [15] that surfaces with boundary correspond to asymptotically
free theories along with the conformal Argyres-Douglas theories. Aside from the Argyres-
Douglas cases, these theories have negative beta function because they are constructed by
taking certain decoupling limits of the conformal theories that correspond to boundaryless
Riemann surfaces.
A surface in this context is characterized completely by its genus g, number of punctures
n, and number of boundary components b, along with some number of marked points ki ≥ 1
for every boundary component, i = 1 . . . b. The ki are identified with the orders of poles as
given in section 3.1. In order to build up new surfaces, we will glue triangulated pieces B
to some existing surface A with finite chamber, as in Figure 11, all while making sure to
preserve the finite chamber. Suppose we have some surface (g, n, b, {ki}bi=1) whose quiver,
A, has a finite chamber. There are four types of operations we will need to consider:
• Add a marked point on the boundary
An unpunctured triangle glued to boundary component i of the surface A will increase
the number of marked points on i by one (ki → ki+1) and leave the other parameters
of the surface unchanged.
A a
c
b
c
a b
A
//
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On the augmented quivers, this adds an oriented three-node cycle with one node
identified with an existing node on the quiver A. This is just the general triangulation
glueing described above, in which the surface B is empty and the quiver B is only
the node b itself. So this glueing preserves the finite chamber.
• Add a puncture
To add a puncture, we take B to be a once-punctured monogon. This takes n→ n+1,
leaving everything else unchanged.
39
A c
b
1
a
c
a b
1
A
//

[[
66
OO
The quiver B is just two copies of the node b. Here we have encountered a self-folded
triangle in the triangulation, so we must refer to the extended rules given in the
appendix A. The quiver has a finite chamber by the general glueing rule.
• Add a boundary component
For this we let B be the annulus with one marked point on each boundary component.
This glueing adds one boundary with one marked point, and leaves everything else
fixed. That is, b→ b+ 1 and kb+1 = 1.
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B as a quiver is the SU(2) Nf = 2 quiver. By hand, we can check that B has a
finite chamber in which there is no bound state with multiple b’s, using the muta-
tion method. For example, we find a chamber with states in decreasing phase order
{b, γ3, γ1 + b + γ3, γ2, γ1 + b, γ1 + γ3, γ2}. Thus, the full augmented quiver also has a
finite chamber.
• Increase genus
We may increase the genus of the surface by taking B to be a torus with boundary
with one marked point. This gives g → g + 1 with all other parameters fixed.
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Note that we have only drawn B, the torus with boundary, which must be glued into
the surface A as in Figure 11. Again we can check by hand that B contains a finite
chamber with no bound states of multiple b’s. For example, the mutation method
gives a finite chamber with states in decreasing phase order {b, γ3, γ1, γ2 + γ3, γ1 +
γ4 + b, γ1 + γ4, γ2, γ4 + b, γ4}. So the resulting augmented quiver has a finite chamber.
Finally, we need to check that we have sufficient base cases in order to build up all possi-
ble surfaces with boundary. Again we will be parameterizing surfaces as (g, n, b, {ki}). The
following are the base cases we need: once-punctured monogon (0, 1, 1, {1}), unpunctured
triangle (0, 0, 1, {3}), annulus with one marked point on each boundary (0, 0, 2, {1, 1}), torus
with one boundary component and one marked point (1, 0, 1, {1}). It is straightforward to
see any surface not generated by increasing the four parameters (g, n, b, {ki}) starting from
one of these base cases is either a surface without boundary or a surface that cannot be
triangulated. For example, if we try to reduce n in punctured monogon (0, 1, 1, {1}), we
see that the unpunctured monogon, (0, 0, 1, {1}) cannot be triangulated. Notice that the
base cases are precisely the pieces that we used in the glueings above, so we have already
checked that the corresponding augmented quivers all contain the desired finite chambers.
So we conclude that all surfaces with boundary (and thus all asymptotically free complete
theories) have at least one chamber in their parameter space with finitely many states.
Using the glueing rule and the wall-crossing formulae given at the beginning of this
section, computing explicit spectra for these theories is now a completely algorithmic pro-
cess. For any surface with boundary, we take a decomposition into the pieces used above:
punctured monogon, unpunctured annulus, and torus with boundary. The pieces should all
be glued together using unpunctured triangles as in Figure 11. The choice of decomposition
will specify the mutation form of the quiver we must study, along with a point of parameter
space, fixed by the ordering of central charges compatible with the glueing rule. Now we
simply take the union of the finite spectra associated to each of these pieces; this gives the
resulting spectrum of the total surface, according to the glueing rule. Finally, we can use
wall-crossing formulae to move to other points in parameter space.
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4.5 Conformal Theories
For surfaces without boundary (that is, conformal theories), there seems to be an essen-
tial complication in trying to decompose these quivers using the techniques above. Very
generally, quivers for boundaryless surfaces have large cyclic structures that prevent such
a decomposition. In particular, no node for a boundaryless surface can be a sink or source;
consequently, the quiver glueing rule is of little use.
Nonetheless, some progress has been made in searching for finite chambers using the
mutation method. We have extracted a finite chamber for genus g = 0, 1 with arbitrary
punctures, which we give below. First, we recall some reasoning introduced in [16], which
allows us to deduce a Lagrangian description for these theories. For any of these rank 2
Gaiotto-type theories, we can understand the gauge groups and matter contained in the
theory as follows. Take a pair-of-pants decomposition of the boundaryless Riemann surface
C. Each pair of pants corresponds to a half-hypermultiplet charged under 3 SU(2)’s, where
each SU(2) is represented by one of the boundary components of the pair of pants. Each
glueing of a pair of pants identifies the corresponding SU(2)’s and gauges that SU(2)
symmetry. Given a boundaryless surface, one can use this recipe to deduce the gauge
group and matter content of the corresponding theory.
4.5.1 Sphere with n ≥ 4 Punctures
The sphere with n < 3 punctures cannot be triangulated; for n = 3 punctures, it corre-
sponds to three nodes with no arrows, which yields no interesting structure. The sphere
with n ≥ 4 punctures has a Lagrangian description as an SU(2)n−3 theory with bifunda-
mentals charged under the ith and i + 1th SU(2)s for i = 1, . . . , n − 4, and 2 additional
fundamentals each for the first and last SU(2).
A triangulation and quiver of a sphere with n ≥ 4 punctures is given in Figure 13.
In fact, the Lagrangian description can be read off directly from this quiver, forgetting
the surface and triangulation. Each two-node structure cidi is precisely a pure SU(2)
subquiver, and thus indicates an independent SU(2). The nodes a, b, f, g appear just the
flavor nodes in subsection 3.4.1, and correspond to flavors charged under the first and
last SU(2). Finally the nodes ei appear as flavor nodes for two adjacent SU(2)s, and thus
correspond to bifundamental flavors. So, we have reconstructed the description of the gauge
group and matter given above. This type of reasoning was discussed further in [15].
A finite chamber for n ≥ 4 is given by the following sequence of states, in decreasing
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Figure 13: Triangulation and quiver for the sphere with n ≥ 4 punctures. The triangulation
is drawn on a plane with the point at infinity omitted. Note there are self-folded triangles
formed by the interior of a and the exterior of f (see appendix A). In both the triangulation
and the quiver, the dots indicate repetition of the 3-node structure, cidiei. The sphere with
n punctures has n− 4 such pieces, and 3n− 6 nodes.
43
phase order:
a, b, a+ b+ c1, d1, a+ c1, b+ c1,
d1 + e1, c1, d2, e1 + d2, c1 + d1 + e1 + c2, d1 + e1 + c2, e1, e1 + c2,
...
dk + ek, ck, dk+1, ek + dk+1, ck + dk + ek + ck+1, dk + ek + ck+1, ek, ek + ck+1,
...
dn−4 + en−4, cn−4, dn−3, en−4 + dn−3, cn−4 + dn−4 + en−4 + cn−3, dn−4 + en−4 + cn−3,
en−4, en−4 + cn−3,
f + dn−3, g + dn−3, f + g + dn−3, cn−3, f, g
which is a chamber with 8n − 20 states. This can be verified by applying the mutation
method with the following mutations, in order:
a, b, c1, d1, a, b,
e1, c1, d2, d1, c2, c1, d2, e1,
e2, d2, d3, d1, c3, d2, d3, e2,
...
ek, dk, dk+1, d1, ck+1, dk, dk+1, ek,
...
en−4, dn−4, dn−3, d1, cn−3, dn−4, dn−3, en−4,
f, g, d1, dn−3, f, g
4.5.2 Torus with n ≥ 2 Punctures
The torus with one puncture is the N = 2∗ theory, which has no finite chamber; this theory
is explored further in [31]. The torus with n ≥ 2 punctures has a Lagrangian description
as an SU(2)n gauge theory with a bifundamental between the ith and i + 1th SU(2) for
i = 1, . . . , n− 1 and a bifundamental between the first and last SU(2).
A triangulation and quiver for the torus with n punctures is given in Figure 14. Again
from the triangulation the gauge group and matter content can be directly read off. We
have n SU(2) subquivers, giving gauge group SU(2)n, with bifundamental matter arranged
cyclically between every adjacent pair of SU(2)s.
A finite chamber for this theory is given by the following sequence of states, in decreasing
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Figure 14: Triangulation and quiver for the torus with n ≥ 2 punctures. The triangulation is
drawn on a rectangle with opposite sides identified. In both the triangulation and the quiver,
the dots indicate repetition of the 3-node structure aibici. The torus with n punctures has
n sets of double arrows, and 3n nodes. Note that the two nodes labelled an should be
identified, producing a quiver with cyclic symmetry.
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phase order:
a1, a1 + b1, a1 + b1 + c1, 2a1 + b1 + c1 + b2, c2, a1 + b2, c1, a1 + b1 + b2,
a2 + c2, b2, a2, 2a2 + b2 + c2 + b3, c3, a2 + b2 + c2 + b3, a2 + c2 + b3, a2 + b3,
...
ak + ck, bk, ak, 2ak + bk + ck + bk+1, ck+1, ak + bk + ck + bk+1, ak + ck + bk+1, ak + bk+1,
...
an−1 + cn−1, bn−1, an−1, 2an−1 + bn−1 + cn−1 + bn, cn, an−1 + bn−1 + cn−1 + bn,
an−1 + cn−1 + bn, an−1 + bn,
an + cn + c1, bn, an + c1, 2an + bn + cn + c1, b1, an + bn + cn, an + cn, an
which is a chamber with 8n states.
This can be verified by applying the mutation method with the following mutations, in
order:
a1, b1, c1, b2, c2, c1, b1, a1, a2, b2, c2, b3, c3, c2, b2, a2, . . . , ak, bk, ck, bk+1, ck+1, ck, bk, ak, . . . ,
an, bn, cn, b1, c1, cn, bn, an.
5 Exceptional Complete Theories
Thus far in our analysis in this paper we have studied complete gauge theories that are
canonically related to Riemann surfaces. These Riemann surface examples constitute all
but finitely many of the complete theories with BPS quivers. More generally, the full
classification of complete theories consists of [15,40]:
• All quivers associated to triangulated surfaces, as described in subsection 3.2.
• 9 quivers corresponding to En, Ên, ̂̂En type Dynkin diagrams, for n = 6, 7, 8. En
and Ên correspond to the usual finite and affine Dynkin diagrams;
̂̂
En is given in
Figure 15.
• Derksen-Owen quivers, X6, X7, given in Figure 15 [45].
Having thoroughly investigated the BPS quivers and spectra for complete theories asso-
ciated to Riemann surfaces, we now take our investigation to its logical conclusion and
investigate the BPS spectra of the 11 exceptional cases. By construction, the examples
of quivers described here have no interpretation in terms of triangulated surfaces. Thus a
priori we have no independent method for fixing the superpotential, and we simply proceed
with an ad hoc case by case investigation.11
11After completing the manuscript, we were informed that these potentials (excluding X7) were indepen-
dently obtained in [46] from slightly different considerations.
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Figure 15: The three elliptic E–type Dynkin diagrams oriented as to give finite mutation
quivers, and the two Derksen–Owen quivers.
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Figure 16: Quiver of SU(2), Nf = 3. The superpotential is given by W = X12X23X31 +
Y12X24X41 + (X12 + Y12)X25X51. Notice that this quiver is embedded as a subquiver of
the
̂̂
En quivers, as shown in Fig. 15. A decoupling argument indicates that this gives the
correct superpotential for studying the
̂̂
En quivers.
5.1 En, Ên,
̂̂
En
The En quivers correspond to physical theories that are generalizations of the Argyres-
Douglas superconformal theories, and were studied with the affine Ên quivers in [24]. These
quivers are acyclic, and thus have no superpotential. As described in section 4.2, acyclic
quivers always contain a chamber in which the only stable states are those given by the
nodes themselves. Thus these theories have finite chambers, where the BPS spectra consists
of only the nodes themselves.
The
̂̂
En quivers were also explored in [15]. They are given by glueing linear acyclic
quivers to the quiver of SU(2), Nf = 3, (see Figure 16). The only cycles available in
these quivers are those of the SU(2), Nf = 3 quiver; thus we can decouple the acyclic
linear pieces as described in subsection 3.3. The linear subquivers do not participate in the
superpotential, since they are not involved in any cycles of the full quiver; therefore this
decoupling does not change the superpotential at all. The superpotential for these quivers
is simply the one given by SU(2), Nf = 3, shown in Figure 16. Since the quivers involved in
the glueing (i.e. An linear quivers and SU(2), Nf = 3) have finite chambers
12 we conclude
that the
̂̂
En quivers also have finite chambers.
5.2 X6, X7
The corresponding theories to the Derksen-Owen quivers were also studied in [15]. The X7
theory is an SU(2)3 gauge theory with a massive hypermultiplet trifundamental. The X6
theory is a certain decoupling limit of the X7.
12We have not described an explicit finite chamber for the SU(2), Nf = 3 quiver. However, since it
corresponds to a Riemann surface with boundary, namely the disc with two marked points on the boundary
and two punctures, we know that a finite chamber exists.
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Figure 17: Quiver of the annulus with one marked point on each boundary and one
puncture, (0, 1, 2, {1, 1}). The superpotential is given by W = X12X23X31 + X34X45X53 +
Y12X23X34Y45X53X31. Note that this quiver is embedded as a subquiver in X6, X7.
The X6 theory can be decoupled to the quiver corresponding to a punctured annulus,
with one marked point on each boundary (0, 1, 2, {1, 1}) without losing any cycles. Thus its
superpotential is simply given by the triangulation construction for that theory, as shown
in Figure 17. Since X6 can be obtained from a quiver glueing of the punctured annulus
quiver to a one-node quiver, this theory also has a finite chamber.
Finally, we consider X7. No node of this quiver can be decoupled without removing
an oriented cycle, so the approaches used for the other exceptional quivers will not apply.
However, the mutation class consists of only two quivers [45]; thus it is easy to check
by hand that a propsed superpotential provides a quadratic mass term for all two-cycles
generated under mutation. Furthermore, decoupling node 7 should yield the quiver X6,
with the superpotential given there. From this we are able to guess the superpotential,
W = X12X23X31 + X14X45X51 + X16X67X71 + Y12X23X34Y45X51 + Y45X53X36Y67X73X34 +
Y67X73X31Y12X23, which has the desired properties. In principle there are infinitely many
higher order terms that could be added to this potential and preserve these properties; this
is simply the minimal guess. Exhaustive computational searches via the mutation method
have failed to yield a finite chamber for this quiver. Although we have no proof of this
statement, it appears that this quiver does not admit any finite chamber.
6 Conclusions
In this paper, we have explicitly constructed quivers and corresponding superpotentials for
the class of N = 2 complete BPS quiver theories. In hindsight we can see that there are
two separate reasons why complete theories have simple and frequently determinable BPS
data.
First, the defining feature of these complete theories is that the dimension of their pa-
rameter space coincides with the rank of their charge lattice. This means that locally in the
physical parameter space we may think of the central charges as coordinates. This has the
effect of trivializing any intricate special geometry [47] that may have been associated with
the Seiberg-Witten solution. In terms of quiver representation theory this simplification
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means that in order to find a sensible physical spectrum we may freely choose any value
of the central charges and compute the corresponding spectrum. Since the central charges
form coordinate functions on parameter space, we are then ensured that the resulting spec-
trum we have found is indeed the BPS spectrum somewhere. By contrast in the case of a
non-complete theory, a general choice of central charge simply has no a priori relation to
any meaningful physical spectrum. In order to determine which regions of central space
correspond to honest physical regimes of parameters one must in general solve a Schottky
type problem.
A second simplification which occurs for complete theories is their close relationship with
Riemann surfaces and triangulations. There is a natural mathematical relationship between
quivers and triangulations of surfaces and here we have seen a physical interpretation of
this fact in terms of BPS state counting.
From this discussion it is clear that a natural extension of our work would be to find
a constructive framework for generating quivers for higher rank Gaiotto theories. In [31]
the subject of BPS quiver theories was addressed more broadly, and indeed some progress
was made in this direction. In particular, a conjecture was given for the quiver associated
with the E6 superconformal theory, which is a building block for the rank 3 Gaiotto case.
A more general story one would hope to find would include the appropriate generalization
of the triangulation of the Riemann surface C, and a similar map from so called generalized
triangulation to the set of quivers that respects the operation of mutation in the necessary
way.
The other interesting outcome of this work was the discovery of finite chambers in a large
subset of these complete theories. The knowledge of even a single finite chamber in a theory
allows us to explore a large number of chambers in its parameter space by applying known
wall crossing formulas. (While generally intractable, wall crossing for hypermultiplets in
complete BPS quiver theories is completely understood and in fact constructive.) While
we indeed found such finite chambers in a large subset of these theories, we would like to
complete this classification. This would mean, for each of the remaining complete theories,
either demonstrating the existence of a finite chamber or showing that no finite chambers
can exist.
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A Self-Folded Triangles
In our discussion above we have left out a minor technicality involving self-folded triangles.
A self-folded triangle is one in which two sides become identified, resulting in the degenerate
structure seen below.
•
•
int
ext
(A.1)
We will call the edge labeled ext exterior, and the edge labeled int interior. The frame-
work of triangulations above requires allowance of self-folded triangles. In particular, some
triangulations obtained from special lagrangian flows will require self-folded triangles, and
similarly, some flips will force self-folded triangles to occur.
To properly include these structures, we must slightly augment the rules for obtaining a
quiver Q and superpotential W from a triangulation T . First, it is useful to note that self-
folded triangles, while necessary for the formalism, are a bit of an extraneous complication.
It is a theorem from [34] that every surface admits a triangulation without self-folded
triangles. Thus, having carefully understood the map from triangulations and quivers,
which maps flips to mutations, the rules for self-folded triangles can be derived from the
rules given in the body of the paper. We would simply apply flips of the triangulation to
remove all self-folded triangles, use the given rules to obtain Q and W , and then invert the
flips with the appropriate inverse mutations on the quiver. For completeness, we give the
relevant rules here.
To obtain the quiver Q, we apply the usual rules as given in section 3.2 to all diagonals,
except for interior edges of self-folded triangles. For the interior edge of each self-folded
triangle, we draw a node corresponding to it, and draw arrows that duplicate the arrows of
the node corresponding to the exterior edge of the same self-folded triangle. For clarity, let
us define a function e on diagonals δ: if δ is an interior edge, e(δ) is the exterior edge of the
self-folded triangle whose interior edge is δ; otherwise, e(δ) is simply δ. Similarly, we define
i(δ) to give the associated interior edge if δ is an exterior one. Thus the full rules are:
• For each diagonal δ in the triangulation, draw exactly one node of the quiver.
• For each pair of diagonals δ1, δ2 find all triangles for which e(δ1), e(δ2) are both edges.
Then for each such triangle draw one arrow from δ1 to δ2 if e(δ1) immediately precedes
e(δ2) going counter-clockwise around the triangle.
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Similarly, we should also extend the superpotential to include self-folded triangles. We
use α, β, γ . . . to denote both the diagonals and their respective nodes in the quiver, and
Bαβ to denote both an arrow from α to β and the associated bifundamental matter field.
The full rules are as follows:
• For each internal, non-self-folded triangle αβγ, we add the associated three cycle
BαβBβγBγα.
• For each internal, non-self-folded triangle αβγ adjacent to exactly two self-folded tri-
angles enclosed by α, β respectively, we add an additional three cycleBi(α)i(β)Bi(β)γBγi(α).
• For each internal, non-self-folded triangle αβγ adjacent to exactly three self-folded
triangles, we add three additional terms Bi(α)i(β)Bi(β)γBγi(α) + Bi(α)βBβi(γ)Bi(γ)i(α) +
Bαi(β)Bi(β)i(γ)Bi(γ)α.
• For each internal, regular puncture adjacent to exactly one internal diagonal α, we
must have a self-folded triangle. The diagonal e(α) occurs in at most one non-self-
folded triangle. If that triangle is internal, e(α)βγ, we add the three cycle BαβBβγBγα.
• For each internal, regular puncture adjacent to more than one internal diagonal, we
remove all the exterior edges of self-folded triangles incident on the puncture. Now let
n be the number of remaining diagonals incident on the puncture. The quiver must
have an n cycle α1 . . . αn; we add the term Bα1α2 . . . Bαn−1αnBαnα1 .
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