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Abstract
We investigate n-tuples of commuting Foias–Williams/Peller type operators acting on vector-valued
weighted Bergman spaces. We prove that a commuting n-tuple of such operators is jointly (completely)
polynomially bounded if and only if it is similar to an n-tuple of contractions, if and only if each of the n
operators is polynomially bounded.
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1. Introduction
Given a separable Hilbert space H, denote by B(H) the set of bounded linear operators acting
on H. An operator A ∈ B(H) is called similar to a contraction if it can be written as A = V −1SV ,
where S,V ∈ B(H) with V invertible and ‖S‖ 1. By von Neumann’s inequality [8] it follows
that an operator A ∈ B(H) that is similar to a contraction is polynomially bounded (see Prelim-
inaries for the relevant definitions). Whether the converse holds, i.e. if a polynomially bounded
operator is similar to a contraction was a famous long-standing problem in operator theory for-
mulated by Halmos [7] in 1970 and solved by Pisier [14] in 1997.
Attempting to find a counterexample, Peller [12] considered the following type of operators
(sometimes called Foias–Williams/Peller type operators or Foguel–Hankel operators)
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(
S∗ ΓT
0 S
)
. (1.1)
Here RT is acting on the direct sum H 2 ⊕H 2, where H 2 is the usual scalar-valued Hardy space,
S is the shift operator on H 2, and ΓT is the Hankel operator with (analytic) symbol T . Results
by Peller [12], Bourgain [4], Aleksandrov and Peller [1] show that this operator is polynomially
bounded if and only if it is similar to a contraction, and hence it does not provide a counterex-
ample to the Halmos problem.
Subsequently, Pisier [14] had the crucial idea to consider an operator of type (1.1), but acting
on the direct sum of Hardy spaces with values in an infinite-dimensional Hilbert space. This way,
he provided an example of a polynomially bounded operator that is not similar to a contraction
and the conjecture was solved in the negative.
The corresponding problem for operators of type (1.1) acting on scalar-valued Bergman
spaces was investigated by Ferguson and Petrovic´ in [6]. They prove that polynomial bound-
edness and similarity to a contraction are equivalent for RT in this context. Surprisingly, these
results continue to hold for Bergman spaces with values in an infinite-dimensional Hilbert space
(see [2]), illustrating a completely different picture than the one provided by Pisier for vector-
valued Hardy spaces.
Subsequent to Pisier’s solution to the similarity problem, questions concerning n-tuples of
(completely) polynomially bounded operators naturally arised. Petrovic´ [13] showed that there
exist commuting operators A1,A2 such that each of them is polynomially bounded, but the prod-
uct A1A2 is not polynomially bounded, and hence the pair (A1,A2) is not jointly polynomially
bounded (see Preliminaries for the definitions). Moreover, Pisier [15] constructed an example of
two commuting operators A1,A2, each of which is similar to a contraction, but the pair (A1,A2)
is not jointly polynomially bounded.
The joint similarity problem for pairs of commuting operators of type (1.1) acting on Bergman
spaces was considered in [5,6]. Ferguson and Petrovic´ [6] proved that, in the context of scalar
standard-weighted Bergman spaces, a commuting pair of operators (RT1 ,RT2) is jointly similar
to a pair of contractions if and only if the pair is jointly polynomially bounded, if and only if each
of RT1,RT2 is polynomially bounded. These results continue to hold in the vector-valued case
(see [5]), that is, for commuting pairs (RT1 ,RT2) acting on standard-weighted Bergman spaces
with values in an infinite-dimensional Hilbert space.
There is a fundamental difference between the cases n 2 and n > 2 in the study of the above
mentioned properties for general n-tuples of operators. For n > 2 a number of new difficulties
appear. For example, the existence of commuting unitary dilations for 3 commuting contrac-
tions is not always guaranteed (see [9]) and von Neumann’s inequality does not generalize to
n ( 3) commuting contractions (see [17]). Moreover, for n > 2 the concept of joint complete
polynomial boundedness of an n-tuple is stronger than the one of joint similarity to an n-tuple
of contractions, and it is actually equivalent to joint similarity to an n-tuple of contractions pos-
sessing commuting unitary dilations on a common Hilbert space. However, a clear picture can be
provided for n-tuples of Foguel–Hankel operators (RT1 , . . . ,RTn) acting on standard weighted
vector-valued Bergman spaces. In the present paper we prove that for this n-tuple the concepts
of joint complete polynomial boundness, joint polynomial boundedness, joint similarity to an
n-tuple of contractions are all equivalent to the condition: RTi is polynomially bounded for all
i ∈ {1, . . . , n}. In terms of the symbols Ti , this can be expressed as
sup
(
1 − |z|2)∥∥T ′′i (z)∥∥< ∞, 1 i  n.z∈D
2684 O. Constantin / Journal of Functional Analysis 258 (2010) 2682–2694Finally, we show how the above considerations can be used in the study of more general com-
muting n-tuples of operators (RX1, . . . ,RXn), where
RXi =
(
S∗ Xi
0 S
)
, 1 i  n,
and the Xi ’s are bounded linear operators acting on vector-valued Bergman spaces. It is some-
what surprising that in spite of the above mentioned difficulties it is possible to extend the results
for pairs from [5] to n-tuples of operators. The reason for this is that in our present approach,
which is also more direct, we can take advantage of some structural properties of the vector-
valued Bergman space.
2. Preliminaries
We start by presenting some definitions concerning the operators and the spaces that will be
used in our further considerations.
For a separable Hilbert space H, we let B(H) denote the bounded linear operators on H.
Given A1, . . . ,An ∈ B(H), the n-tuple (A1, . . . ,An) is called jointly similar to an n-tuple
of contractions if there exist an invertible operator V ∈ B(H), and S1, . . . , Sn ∈ B(H) with
‖S1‖, . . . ,‖Sn‖ 1, such that Ai = V −1SiV , 1 i  n.
Let d be a positive integer and denote by Dd the polydisc in Cd . A commuting d-tuple of op-
erators (A1,A2, . . . ,Ad), with Ai ∈ B(H) (1 i  d), is said to be jointly polynomially bounded
if there exists a positive constant k such that the following inequality holds∥∥p(A1,A2, . . . ,Ad)∥∥ k sup
z∈Dd
∣∣p(z)∣∣, (2.2)
for any analytic polynomial of d variables p. Note that this condition is equivalent to the bound-
edness of the representation π : A(Dd) → B(H), with π(zi) = Ai (1 i  d), where A(Dd) is
the polydisc algebra.
A commuting d-tuple (A1,A2, . . . ,Ad) is said to be jointly completely polynomially bounded
if there exists a constant k > 0 such that∣∣∣∣ ∑
1i,jn
〈
pij (A1,A2, . . . ,Ad)xi, yj
〉∣∣∣∣
 k‖P ‖Mn(A(Dd ))
(
n∑
i=1
‖xi‖2
)1/2( n∑
j=1
‖yj‖2
)1/2
, (2.3)
whenever P = (pij )1i,jn is an n × n matrix of analytic polynomials of d variables, n =
1,2, . . . , and {xi}ni=1, {yj }nj=1 are vectors in H. Here
‖P ‖Mn(A(Dd )) = sup
(z1,...,zd )∈Dd
∥∥(pij (z1, . . . , zd))∥∥Mn.
Denoting by P(A1,A2, . . . ,Ad) the n×n matrix acting on⊕n H, whose entries pij (A1, . . . ,Ad)
are analytic polynomials of A1, . . . ,Ad , we can rewrite (2.3) in the form
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and hence (2.3) is equivalent to the complete boundedness of the map π defined above. For
d = 1 in the previous definitions, we simply say that A1 is polynomially bounded, respectively
completely polynomially bounded.
The following result due to Paulsen provides a necessary and sufficient condition for a com-
muting d-tuple of operators to be jointly completely polynomially bounded.
Theorem 2.1. (See [10,11].) A commuting d-tuple of operators (A1, . . . ,Ad) on a Hilbert space
H satisfies (2.3) if and only if there is an invertible operator V on H such that the commuting
d-tuple (V −1A1V, . . . ,V −1AdV ) satisfies (2.3) with constant k = 1.
We would like to point out that in case d = 1,2 one can combine the above theorem with
the existence of a unitary dilation for a contraction, respectively the existence of commuting
unitary dilations for a pair of commuting contractions (see [3]), to deduce that (joint) complete
polynomial boundedness is equivalent to (joint) similarity to a (pair of) contraction(s). For d  3
it follows by Theorem 2.1 that joint complete polynomial boundedness is equivalent to joint
similarity to an n-tuple of contractions possessing an n-tuple of commuting unitary dilations
(see [16]). Recall that n commuting contractions S1, . . . , Sn ∈ B(H) possess an n-tuple com-
muting unitary dilations if there exists a Hilbert space K ⊇ H and commuting unitary operators
U1, . . . ,Un ∈ B(K) with
PHUk11 . . .U
kn
n |H = S
k1
1 . . . S
kn
n , k1, . . . , kn ∈ N.
Let dA denote the normalized area measure on the unit disc and for α > −1 let dμα(z) =
(α + 1)(1 − |z|2)α dA(z). We consider the standard weighted vector-valued Bergman spaces
L
2,α
a (H) which consist of analytic functions x : D → H with
‖x‖ =
( ∫
D
∥∥x(z)∥∥2H dμα(z)) 12 < ∞. (2.4)
We write L2,αa for the scalar space, i.e. when H = C.
For an analytic operator-valued function T : D → B(H), the (little) Hankel operator ΓT is
defined by means of the Hankel form
〈ΓT x, y〉 = lim
r→1
∫
D
〈
T (rz)x(rz¯), y(rz)
〉
dA(z),
where x, y are H-valued analytic functions in a disk of radius strictly larger than 1 (as it is well-
known these functions form a dense subset in L2,αa (H)). It turns out (see [2]) that ΓT extends to
a bounded linear operator on L2,αa (H) if and only if
sup
(
1 − |z|2)∥∥T ′(z)∥∥< ∞.z∈D
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known formulas (2.6)–(2.7) included below for the sake of completeness.
Lemma 2.1. (See [2].) Let γ  0 and let T : D → B(H) be an analytic operator-valued function
satisfying supz∈D(1 − |z|2)γ ‖T (z)‖ < ∞. Then the following equality holds∫
D
〈
T (z)x(z¯), y(z)
〉(
1 − |z|2)γ dμα(z)
= 1
α + γ + 1
∫
D
〈
T ′(z)x(z¯), y(z)
z
〉(
1 − |z|2)γ+1 dμα(z), (2.5)
for any x, y ∈ L2,αa (H) with y(0) = 0.
For A ∈ B(Cn,H), the space of bounded linear operators from Cn to H, we denote by ‖A‖B2
its Hilbert–Schmidt norm, that is
‖A‖B2 =
(
n∑
k=1
‖Aek‖2
)1/2
,
where {ek}nk=1 is some orthonormal basis of Cn. On B(Cn) we consider the usual operator norm
and also the trace norm defined by
‖A‖tr = tr
(|A|), A ∈ B(Cn),
where |A| = (A∗A)1/2. As is well known, the following inequalities hold. For A,B ∈ B(Cn), we
have
∣∣tr(AB)∣∣ ‖A‖ · ‖B‖tr, (2.6)
and for T ∈ B(H), and X,Y ∈ B(Cn,H), we have
∥∥Y ∗TX∥∥tr  ‖X‖B2‖Y‖B2‖T ‖. (2.7)
This last inequality is usually stated for operators acting on the same space, but the more general
version stated above is a consequence of the classical one. In fact, if M is an n-dimensional
subspace of H containing the range of X and U : M → Cn denotes a unitary operator, then
∥∥Y ∗TX∥∥tr = ∥∥Y ∗T U−1UX∥∥tr  ∥∥Y ∗T U−1∥∥B2‖UX‖B2
 ‖X‖B2
∥∥Y ∗T U−1∥∥B2 = ‖X‖B2∥∥U−1∗T ∗Y∥∥B2
 ‖X‖B2‖Y‖B2
∥∥U−1∗T ∗∥∥ ‖X‖B2‖Y‖B2‖T ‖.
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Let us first consider the d-tuple of operators (RT1 ,RT2 , . . . ,RTd ), with
RTi =
(
M∗z ΓTi
0 Mz
)
, 1 i  d,
acting on the direct sum L2,αa (H)⊕L2,αa (H) where Mz denotes the operator of multiplication by
z on L
2,α
a (H) and ΓTi , 1 i  d are Hankel operators. Since any Hankel operator ΓT satisfies
ΓT Mz = M∗z ΓT , the operators RTi , 1 i  d, commute. These operators are convenient for our
purposes as the action of an analytic polynomial of d variables on the d-tuple (RT1 ,RT2 , . . . ,RTd )
is easily computed. It is straightforward to show by induction that, if p is such a polynomial, then
p(RT1 ,RT2, . . . ,RTd ) =
(
p(M∗z , . . . ,M∗z ) T1,T2,...,Td (p)
0 p(Mz, . . . ,Mz)
)
,
where
T1,T2,...,Td (p) =
d∑
i=1
ΓTi (∂zi p)(Mz, . . . ,Mz).
Given an n × n matrix of analytic polynomials of d variables P = (pij ), by a change of basis
(the so-called canonical shuffle) one obtains
∥∥P(RT1 , . . . ,RTd )∥∥= ∥∥∥∥( (pij (M∗z , . . . ,M∗z )) (T1,...,Td (pij ))0 (pij (Mz, . . . ,Mz))
)∥∥∥∥ . (3.8)
Also, if P = (pij )1i,jn is such a matrix of analytic polynomials, we shall denote by P # the
matrix with entries (p#ij )1i,jn, where
p#ij (z1, z2, . . . , zd) = pij (z¯1, z¯2, . . . , z¯d ), 1 i, j  n.
Theorem 3.1. Let Ti : D → B(H) be holomorphic operator-valued functions with
supz∈D(1 − |z|2)‖T ′i (z)‖ < ∞, 1 i  d. Then the following are equivalent:
(i) The operators RTi , 1 i  d , are polynomially bounded;
(ii) The d-tuple (RT1 , . . . ,RTd ) is jointly polynomially bounded;
(iii) The d-tuple (RT1 , . . . ,RTd ) is jointly completely polynomially bounded;
(iv) The d-tuple (RT1 , . . . ,RTd ) is jointly similar to a d-tuple of contractions;
(v) The d-tuple (RT1 , . . . ,RTd ) is jointly similar to a d-tuple of contractions possessing a d-
tuple of commuting unitary dilations;
(vi) supz∈D(1 − |z|2)‖T ′′i (z)‖ < ∞, 1 i  d .
Proof. The implications (iii) ⇒ (ii) ⇒ (i) and (iv) ⇒ (i) are obvious. The equivalence of (i) and
(vi) was proved in [2]. The implication (iii) ⇒ (v) follows from Theorem 2.1, and (v) ⇒ (iv) is
obvious. Hence it is enough to prove (vi) ⇒ (iii). Suppose condition (vi) holds. Throughout the
2688 O. Constantin / Journal of Functional Analysis 258 (2010) 2682–2694proof C > 0 stands for a generic constant. Since Mz is a contraction, the d-tuples (M∗z , . . . ,M∗z )
and (Mz, . . . ,Mz) are jointly completely polynomially bounded (being one variable objects).
In view of (3.8) we deduce that the d-tuple (RT1 , . . . ,RTd ) is jointly completely polynomially
bounded if and only if the map T1,...,Td is completely bounded from the polydisc algebra A(Dd)
to B(L2,αa (H)).
Let us show that T1,...,Td is completely bounded. For n ∈ N, let P = (pij )1i,jn be a matrix
of analytic polynomials of d variables. Denote by ∂zkP the matrix with entries (∂zkpij )1i,jn,
1 k  d . We shall first assume that 1
z2
(∂zkP ) (z, . . . , z) is a matrix of analytic polynomials of
one variable for any k ∈ {1, . . . , d}. The map T1,...,Td is completely bounded if∣∣∣∣∣ ∑
1i,jn
d∑
k=1
〈
ΓTk (∂zkpij )(Mz, . . . ,Mz)xi, yj
〉∣∣∣∣∣
 C‖P ‖Mn(A)
(
n∑
i=1
‖xi‖2
) 1
2
(
n∑
j=1
‖yj‖2
) 1
2
(3.9)
for xi, yj ∈ L2,αa (H), n  1. Note that (vi) implies supz∈D ‖Tk(z)‖ < ∞, and
supz∈D(1 − |z|2)‖T ′k(z)‖ < ∞. Hence, for every 1  k  d , we can apply Lemma 2.1 twice
to obtain∑
1i,jn
〈
ΓTk (∂zkpij )(Mz, . . . ,Mz)xi, yj
〉
=
∑
1i,jn
∫
D
〈
Tk(z)xi(z¯), yj (z)
〉
(∂zkpij )(z¯, . . . , z¯) dμα(z)
= 1
α + 1
∑
1i,jn
∫
D
〈
T ′k(z)xi(z¯), yj (z)
〉 (∂zkpij )(z¯, . . . , z¯)
z¯
(
1 − |z|2)dμα(z)
= 1
(α + 1)(α + 2)
∑
1i,jn
∫
D
〈
T ′′k (z)xi(z¯), yj (z)
〉 (∂zkpij )(z¯, . . . , z¯)
z¯2
(
1 − |z|2)2 dμα(z).
For each z ∈ D we denote by T˜ xyk (z) the n × n matrix with entries(〈(
1 − |z|2)T ′′k (z)xi(z¯), yj (z)〉)i,j
and let
P˜k(z) = (1 − |z|
2)
z2
(∂zkP )
#(z, . . . , z) =
((
1 − |z|2) (∂zkpij )#(z, . . . , z)
z2
)
1i,jn
.
Then
P˜k(z) =
((
1 − |z|2) (∂zkpij )(z¯, . . . , z¯)
z¯2
)
.1i,jn
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∑
1i,jn
∫
D
〈
T ′′k (z)xi(z¯), yj (z)
〉 (∂zkpij )(z¯, . . . , z¯)
z¯2
(
1 − |z|2)2 dμα(z)
=
∫
D
tr
(
P˜k(z)T˜
xy
k (z)
t
)
dμα(z).
We regard P˜k(z) and T˜ xyk (z) as operators acting on Cn. Using (2.6) we get∣∣∣∣ ∫
D
tr
(
P˜k(z)T˜
xy
k (z)
t
)
dμα(z)
∣∣∣∣ ∫
D
∥∥P˜k(z)∥∥∥∥T˜ xyk (z)∥∥tr dμα(z)
=
∫
D
∥∥P˜k(z)∥∥∥∥T˜ xyk (z)∥∥tr dμα(z). (3.10)
For any a, b ∈ Cn with ‖a‖ = ‖b‖ = 1, the function Dd  (z1, . . . , zd) → 〈P #(z1, . . . , zd)a, b〉 is
an analytic polynomial of d variables. Hence, by the Schwarz Lemma, we deduce
∣∣〈(∂zkP )#(z1, . . . , zd)a, b〉∣∣(1 − |zk|2)= ∣∣〈∂zk (P #)(z1, . . . , zd)a, b〉∣∣(1 − |zk|2)
 C sup
zk∈D
∣∣〈P #(z1, . . . , zd)a, b〉∣∣
 C sup
(z1,...,zd )∈Dd
∣∣〈P #(z1, . . . , zd)a, b〉∣∣
 C‖P ‖Mn(A), z ∈ D.
Now first put z1 = · · · = zd = z in the above relation, and then use the maximum modulus prin-
ciple to deduce
∣∣∣∣ (1 − |z|2)z2 〈(∂zkP )#(z, . . . , z)a, b〉
∣∣∣∣ C‖P ‖Mn(A), z ∈ D.
Since a, b were arbitrarily chosen such that ‖a‖ = ‖b‖ = 1, we obtain
∥∥P˜k(z)∥∥ C‖P ‖Mn(A), z ∈ D, 1 k  d.
From this estimate and relation (3.10) we obtain∣∣∣∣ ∫
D
tr
(
P˜k(z)T˜
xy
k (z)
t
)
dμα(z)
∣∣∣∣ C‖P ‖Mn(A) ∫
D
∥∥T˜ xyk (z)∥∥tr dμα(z). (3.11)
Regard T˜ xy(z) as an element of B(Cn). For a, b ∈ Cn, we havek
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T˜
xy
k (z)a, b
〉= ∑
1i,jn
(〈(
1 − |z|2)T ′′k (z)xi(z¯), yj (z)〉)ai b¯j
=
〈(
1 − |z|2)T ′′k (z)( ∑
1in
aixi(z¯)
)
,
( ∑
1jn
bj yj (z)
)〉
= 〈(1 − |z|2)T ′′k (z)Xa,Yb〉, (3.12)
where X,Y : Cn → H are the linear operators defined on the standard basis of Cn, {ei}ni=1, by
X(ei) = xi(z¯), Y (ej ) = yj (z), 1 i, j  n.
Then from (3.12) we get
〈
T˜
xy
k (z)a, b
〉= 〈(1 − |z|2)T ′′k (z)Xa,Yb〉= 〈Y ∗[(1 − |z|2)T ′′k (z)]Xa,b〉,
where Y ∗ : H → C is the adjoint of Y . Now use (2.7) to obtain
∥∥T˜ xyk (z)∥∥tr = ∥∥Y ∗[(1 − |z|2)T ′′k (z)]X∥∥tr  ‖X‖B2‖Y‖B2∥∥(1 − |z|2)T ′′k (z)∥∥.
With these estimates we get from (3.11) and the Cauchy–Schwarz inequality
∣∣∣∣ ∫
D
tr
(
P˜k(z)T˜
xy
k (z)
t
)
dμα(z)
∣∣∣∣
 C‖P ‖Mn(A)
∫
D
‖X‖B2‖Y‖B2
∥∥(1 − |z|2)T ′′k (z)∥∥dμα(z)
 C
(
sup
z∈D
(
1 − |z|2)∥∥T ′′k (z)∥∥)‖P ‖Mn(A)(∑‖xi‖2) 12 (∑‖yj‖2) 12
= C˜‖P ‖Mn(A)‖X‖n‖Y‖n.
Hence, for any k ∈ {1, . . . , d} we have∣∣∣∣ ∑
1i,jn
〈
ΓTk (∂zkpij )(Mz, . . . ,Mz)xi, yj
〉∣∣∣∣ C‖P ‖Mn(A)‖X‖n‖Y‖n.
Thus (3.9) follows.
If 1
z2
(∂zkP )(z, . . . , z) is not a matrix of analytic polynomials of one variable for some
k ∈ {1, . . . , d}, we apply the above procedure to the matrix
Q(z1, . . . , zd) = P(z1, . . . , zd) − L(z1, . . . , zd),
where
O. Constantin / Journal of Functional Analysis 258 (2010) 2682–2694 2691L(z1, . . . , zd) =
∑
β1+···+βd2
∂β1z1 . . . ∂
βd
zd
P (0, . . . ,0)zβ11 . . . z
βd
d ,
with β1, . . . , βd ∈ N. Doing this we get∥∥(T1,...,Td (qij ))ij∥∥ C‖Q‖Mn(A).
Taking into account∥∥∂β1z1 . . . ∂βdzd P (0, . . . ,0)∥∥ C‖P ‖Mn(A), β1 + · · · + βd  2, (3.13)
we deduce
‖Q‖Mn(A)  C‖P ‖Mn(A).
Note also that
∥∥(T1,...,Td (lij ))ij∥∥ d∑
k=1
‖ΓTk‖
∥∥((∂zk lij )(Mz, . . . ,Mz))ij∥∥ C‖P ‖Mn(A),
where the last inequality follows by (3.13). So by the above we obtain∥∥(T1,...,Td (pij ))ij∥∥ C(∥∥(T1,...,Td (qij ))ij∥∥+ ∥∥(T1,...,Td (lij ))ij∥∥)
 C
(‖Q‖Mn(A) + ‖P ‖Mn(A)) C‖P ‖Mn(A),
and the proof is complete. 
Remark 3.1. It was shown in [2] that RT is similar to a contraction, if and only if RT is polynomi-
ally bounded, if and only if RT is power bounded (i.e. supn1 ‖RnT ‖ < ∞). In view of this result,
the statements (i)–(vi) in Theorem 3.1 are actually equivalent to the statement: RT1 , . . . ,RTd are
power bounded.
Let us consider the more general d-tuple of operators (RX1, . . . ,RXd ), where
RXi =
(
M∗z Xi
0 Mz
)
, 1 i  d, (3.14)
and Xi ∈ B(L2,αa (H)). Note that the commutativity of RXi and RXj , 1 i, j  d, is equivalent
to (Xi −Xj)Mz = M∗z (Xi −Xj), that is Xi −Xj = ΓTij is a Hankel operator. If p is an analytic
polynomial of d variables note that
p(RX1, . . . ,RXd ) =
(
p(M∗z , . . . ,M∗z ) δ(X1,...,Xd)(p)
0 p(Mz, . . . ,Mz)
)
,
where the map p → δ(X ,...,X )(p) ∈ B(L2,αa (H)) is a derivation, that is, for any p,q , we have1 d
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Since Mz is a contraction, the d-tuple (RX1, . . . ,RXd ) is jointly (completely) polynomially
bounded if and only if δ extends to a (completely) bounded map from A(Dd) to B(L2,αa (H)).
The next result shows that the study of the joint (complete) polynomial boundedness for the d-
tuple (RX1 , . . . ,RXd ) reduces to investigating the same property for simpler objects. Its proof is
similar to the proofs presented in [5,6] for pairs of such operators.
Proposition 3.1. Assume X1, . . . ,Xd ∈ B(L2,αa (H)) are such that RX1, . . . ,RXd commute. Then
δ(X1,...,Xd) extends to a (completely) bounded map on A(Dd) if and only if the derivations
δ(X1−Xi,0,...,0), δ(0,X2−Xi,0,...,0), . . . , δ(0,...,0,Xd−Xi) and δ(Xi,Xi ,...,Xi) are (completely) bounded
on A(Dd), for some i ∈ {1, . . . , d}. Moreover
δ(X1,...,Xd)(f ) = δ(Xi,Xi ,...,Xi)(f ) + δ(X1−Xi,0,...,0)(f )
+ δ(0,X2−Xi,0,...,0)(f ) + · · · + δ(0,...,0,Xd−Xi)(f ), (3.15)
for all f ∈ A(Dd).
Proof. For any j ∈ {1, . . . , d} the operators RXi ,RXj commute, and therefore Xj −Xi is a Han-
kel operator that we denote by ΓTj . We shall prove that (3.15) holds for all analytic polynomials
p(z1, . . . , zd). To this end, it is enough to show that (3.15) holds for all monomials zj11 zj22 . . . zjdd ,
for all integers j1, . . . , jd  1. By straight-forward induction we obtain
δ(X1,...,Xd)
(
z
j1
1 . . . z
jd
d
)= j1−1∑
k=0
(
M∗z
)k
X1M
j1+···+jd−k−1
z +
j2−1∑
k=0
(
M∗z
)j1+kX2Mj2+···+jd−k−1z
+ · · · +
jd−1∑
k=0
(
M∗z
)j1+···+jd−1+kXdMjd−k−1z .
Replacing Xj by Xi + ΓTj , 1 j  d , in the above relation, we obtain
δ(X1,...,Xd )
(
z
j1
1 . . . z
jd
d
)= δ(Xi,Xi ,...,Xi)(zj11 . . . zjdd )+ δ(ΓT1 ,0,...,0)(f )
+ δ(0,ΓT2 ,0,...,0)
(
z
j1
1 . . . z
jd
d
)+ · · · + δ(0,...,0,ΓTd )(zj11 . . . zjdd ),
and hence (3.15) holds for all polynomials p(z1, . . . , zd). Since (3.15) holds on a dense sub-
set of A(Dd), it is clear that if δ(ΓT1 ,0,...,0), δ(0,ΓT2 ,0,...,0), . . . , δ(0,...,0,ΓTd ) and δ(Xi,Xi ,...,Xi) are
(completely) bounded on A(Dd), then δ(X1,...,Xd) is (completely) bounded on A(Dd).
On the other hand, if we suppose δ(X1,...,Xd ) is (completely) bounded on A(Dd), then the
d-tuple (RX1, . . . ,RXd ) is jointly (completely) polynomially bounded. In particular RXi is (com-
pletely) polynomially bounded and each pair (RXi ,RXj ), 1  j  d, is jointly (completely)
polynomially bounded. Then the d-tuple (RXi , . . . ,RXi ) is jointly (completely) polynomially
bounded, and hence the map δ(Xi,...,Xi) is (completely) bounded on A(Dd). Moreover, by Propo-
sition 3.1 in [5] we have
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As the pair (RXi ,RXj ) is jointly (completely) polynomially bounded, we deduce that δ(Xi,Xj ) is
(completely) bounded. Then the last equality above shows that δ(0,ΓTj ) is (completely) bounded,
and by Theorem 3.1 we obtain
sup
z∈D
(
1 − |z|2)∥∥T ′′j (z)∥∥< ∞, 1 j  d.
Again, by Theorem 3.1 we obtain that δ(ΓT1 ,0,...,0), δ(0,ΓT2 ,0,...,0), . . . , δ(0,...,0,ΓTd ) are completely
bounded (the notation T1,...,Td used in Theorem 3.1 corresponds to δ(ΓT1 ,...,ΓTd )). 
The next corollary is an immediate consequence of Theorem 3.1 and Proposition 3.1.
Corollary 3.1. Let RX1,RX2, . . . ,RXd be commuting operators as in (3.14). Assume that for
some i ∈ {1, . . . , d} we have
sup
z∈D
(
1 − |z|2)∥∥T ′′j (z)∥∥< ∞, 1 j  d, (3.16)
where Tj is the holomorphic symbol of the Hankel operator Xj − Xi = ΓTj . Then the following
are equivalent:
(i) RXi is similar to a contraction.
(ii) The d-tuple (RX1 , . . . ,RXd ) is jointly completely polynomially bounded.
Proof. We clearly have (ii) ⇒ (i). Suppose (i) holds. Then the d-tuple (RXi , . . . ,RXi ) is jointly
completely polynomially bounded, being a one-variable object, and therefore δXi,...,Xi is com-
pletely bounded on A(Dd). In view of our assumption on the Tj ’s, by Theorem 3.1 we deduce
that δ(ΓT1 ,0,...,0), . . . , δ(0,...,0,ΓTd ) are completely bounded. Thus δ(X1,...,Xd) is completely bounded
on A(Dd) by Proposition 3.1. 
In particular, we have
Corollary 3.2. Let RX1,RX2, . . . ,RXd be commuting operators as in (3.14). Assume that for
some fixed i ∈ {1, . . . , d} and for each j ∈ {1, . . . , d}, the pair (RXi ,RXj ) is jointly polynomially
bounded. Then the following are equivalent:
(i) RXi is similar to a contraction.
(ii) The d-tuple (RX1 , . . . ,RXd ) is jointly completely polynomially bounded.
Proof. Examining the proof of Proposition 3.1, we notice that if the pair (RXi ,RXj ), 1 j  d ,
is jointly polynomially bounded, then condition (3.16) in Corollary 3.1 is satisfied. 
We would like to conclude with the following remark. If (RX1,RX2, . . . ,RXd ) is a commut-
ing d-tuple given by (3.14), which is jointly similar to a d-tuple of contractions, then, by the
existence of a unitary dilation for a commuting pair of contractions we deduce that (RX ,RX ) isi j
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fied, and we deduce that (RX1 ,RX2, . . . ,RXd ) is jointly completely polynomially bounded. Thus
the concepts of joint complete polynomial boundedness and joint similarity to a d-tuple of con-
tractions are equivalent for commuting d-tuples (RX1,RX2, . . . ,RXd ) acting on vector-valued
Bergman spaces.
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