Abstract-This paper considered the stability analysis and stabilization problems of the discrete-time networked control systems (NCSs) with nonlinear perturbation and transmitting data constraint. The transmitting data of the sensor to the controller and the controller to the actor channels was processed by signal transmission deadbands. In the consideration of time-varying delays, data transmitting deadbands, and nonlinear disturbance, the model for the discrete-time NCS was presented. By using the novel Lyapunov functional approch, the new stability analysis and stabilization conditions for the discrete-time NCS were proposed, which are in terms of linear matrix inequality.
I. INTRODUCTION
N ETWORKED Control System(NCS) is utilizing shared communication networks to be a control system in which sensors, controllers, and actuators are connected to realize realtime feedback of the controlled object. In a networked control system, the controller communicates with sensors and actuators via a wired or wireless network to achieve control of the remote object. The networked control system is a feedback control system implemented in the network environment, and Compared with the control system of traditional point-to-point structure , the networked control system has many advantages, such as: resource sharing and remote control, easy to install and maintain, flexible, low cost, and highly reliabity [1] - [3] . And a large number of spatially dispersed sensors and remote controllers and actuators can be realized through wireless network technology. Therefore, the research of networked control systems has received extensive attention from scholars at home and abroad [4] , [5] . However, most of these results are considered continuous systems. There are not many research results on discrete network control systems. At present, [6] gave the stability (robust stability) and stabilisation results using delaydependent analysis approach. [7] investigated H ∞ predictive control problem for a class of networked control system, and presented a method for quantitatively selecting the control weighting parameter. By introducing some scalars into matrix cross-term bounding technique, [8] presented a new approach for the state feedback controller, with less conservatism, based on the Bilinear Matrix Inequalities (BMIs) and the descriptor model transformation. [9] focused on discrete-time delayed fuzzy networked control systems subject to quantization and multiple packet dropouts, and proposed a fault detection and control co-design method. But these results are not applicable to discrete-time network control systems with nonlinearity. So this paper has done some research on this aspect.
II. PROBLEM FORMULATION
In this section, we consider a discrete-time linear plant with nonlinear disturbance, whose state-space representation is given by
where x(k) ∈ R n is the state vector, u(k) ∈ R m is the control input vector. A, B are constant matrices of appropriate dimensions. f (k, x(k)) represents nonlinear uncertainties of the plant to be controlled. Assume that f (k, x(k)) satisfies the following quadratic constraint condition:
where α > 0is the bounding parameter on the uncertain function f (k, x(k)) and F is a constant matrix. The transmission data of the sensor to controller and the one of the controller to the actor are controlled by two event-triggers, respectively.
A. Data constraint
In this paper, both the state signals and control input ones are processed by transmission deadbands before they are sent to the controller and actuator respectively. At the same time, it is assumed that the sensor and sampler are clock-driven, while the controller, ZOH (zero-order holder), actuator are event-driven. The implementation of deadband control will lead to network data transmission reduction while maintaining acceptable system performance. A node with the transmission deadband compares the previous value x(k) to the most recent value x(k − 1). The data packets are sent over the communication network only, if the signal value changes more than a given threshold. The input signal x(k) and the output signalx(k) of the transmission deadband 1 can be described as (3) can be written as
If the absolute value of the difference between x(k) and
is within the deadband then no update data is sent to the network. As the size of the deadband δ 1 increases, the number of messages transmitted by a node decreases, and then the performance deteriorates. In the following, the relation between the input signal u(k) and the output signalũ(k) in the transmission deadband 2 can be described as
Let d(k) represent the experienced time-delay of the sampled data of the plant output received by the actuator at time instant k . It is supposed that the signal transmission delay
where d m and d M are constant positive scalars presenting the lower and upper delay respectively. The networked controller is a state-feedback controller given by
where K ∈ R m * n is state-feedback control gain matrix to be designed later. Combine (4) and (6), the control input can be written as
where I denotes the identity matrix of appropriate dimensions. |∆ 1i | ≤ δ 1i and |∆ 2j | ≤ δ 2j . For the sake of simplicity, it is assumed that δ 1i = δ 1 and δ 2j = δ 2 . Then, it is not difficult to get
B. Closed-loop systems with of nonlinear perturbation and data constraint
Combine (1) and (9), the closed-loop NCS is given by
III. MAIN RESULTS

A. Performance analysis
In the following, we will propose a stability analysis condition based LMIs for the system (10) with a given K.
) and a matrix K, the closed-loop NCS (10) is asymptotically stable if there exist matrices
where (10)is asymptotically stable.
Proof. We denote η(k) = x(k + 1) − x(k) and construct a Lyapunov functional as
where
and
and introduce relaxation variable matrixes
T .Thus, it follows
By the Schur complement and inequality (2) , it is easy to see that (11) Fig.1 . For given scalars 
), the closed-loop WNCS (10) with two transmission deadband is asymptotically stable if there exist matrices
In this case, the state-feedback gain is given by K = Y X −1 . Proof.Define Γ 5 = Γ 51 Γ 52 Γ 53 , 
