This paper presents a new hybrid coding method for low bit-rate videoconferencing transmission over ISDN. The use of both predictive and transform coding techniques along with motion compensation allows to obtain bit-rates suitable for ISDN applications. To that extend, a new quad tree based segmentation technique to detect stationary and moving parts of an image is introduced. On the other hand, to fully exploit the statistical properties of the signal to be encoded, an adaptive predictor is designed as well as a transform coding scheme to encode the prediction error. A buffer design that provides constant bit-rate is also introduced. Good visual results are obtained in the range of m x 64 Kbits/s, m = 1,2,3,... .
Introduction
A video conferencing system is defined as a system that provides a mean to transmit moving images in real time from participants in a conference or in a meeting. The single person-camara (SPC) system is the most commonly used video conferencing system 1 . This type of system uses a single camera to capture a view of conference participants and the resulting video signal is transmitted to the other end where it is displayed on one or more monitors. This system is suitable for situations where the number of participants per conference site is limited to one to three. The system provides visual presence of all conference participants all the time. In this paper we present a videoconferencing scheme based on person to person This work was has been supported by IBM under Study Contract TC-740 and partially by PRONTIC grant 105/88 of the Spanish Goverment.
Coding Schemes
The main compression schemes are fundamentally based on three different techniques, predictive methods transform methods and hybrid methods. In order to have a self contained paper, the basic principles of the three techniques are briefly introduced below. This introduction follows very closely that of Netravali and Limb 3.
Predictive Methods
In basic predictive coding systems, a prediction of the sample to be encoded is made from previously coded information that has been transmitted. The error resulting from the subtraction of the prediction from the actual value of the sample is quantized into a set of discrete amplitude levels. These levels are represented as binary words of either fixed or variable word length and sent to the channel coder for transmission. Thus, the predictive coder has three basic components: 1) predictor, 2) quantizer, 3) code assigner. Depending upon the number of levels of the quantizer, a distinction is often made between Delta Modulation (DM, two levels) and Differential Pulse Code Modulation, more than two levels). Although DM has been used extensively in encoding other waveforms (e.g. speech), it has not found great use in encoding pictures. Consequently, only DPCM systems will be considered.
In its simplest form, DPCM uses the coded value of the horizontally previous pel as the prediction. However, more sophisticated predictors use the previous line (two-dimensional predictor) as well as previous frame of information (interframe predictor).
As it will be shown in the paper, our system uses two different predictive systems, particularly, an interfield predictor without motion compensation and a interfield predictor with motion compensation.
Transform Methods
In transform coding, an image is divided into subimages and then each of these subimages is transformed into a set of more independent coefficients. The coefficients are then quantized and coded for transmission. At the receiver, the received bits are decoded into transform coefficients. An inverse transform is applied to recover intensities of picture elements. Much of the compression is a result of dropping coefficients from the transmission that are small and coarsely quantizing the others as required by the picture quality. Important parameters that determine the performance of a transform coder are: size and shape of the subimages, type of transformation used, selection of the coefficients to be transmitted and quantization of them, and the bit assigner which assigns a binary word for each of the quantizer outputs. Transforms methods can be made adaptive by: adapting the transform to the statistics of the data, by selecting more or less coefficients depending on the contents of the image and by designing adaptive quantizers. Examples of transforms are: the Karhunen-Loeve, the Discrete Fourier the Discrete Cosine and the Hadamard transforms. The Discrete Cosine transform is becoming a standard in many coding schemes applications.
In our scheme, the Discrete Cosine transform is used to code the prediction error in order to further remove redundancy after the predictive stage.
Hybrid Methods
Transform coding schemes are inherently more complex in terms of both storage of data and number of operations per pel. Although the use of large block sizes removes statistical redundancy quite effectively, it has two distinct disadvantages: 1) it requires storage of large amounts of data both at the transmitter and the receiver, and consequently produces a delay in transmission, and 2) the accuracy with which different regions of the image need to be coded may vary widely within the block, and this makes adaptive coding (e.g., quantization) more difficult to accomplish. Hybrid coding is a partial answer to this problem. In hybrid coding, we consider small blocks, evaluate the coefficients, and perform DPCM of the coefficients using coefficients of the previously transmitted blocks as predictors. It has been shown that the theoretical and practical performance of hybrid coders is excellent.
Hybrid Coder
The coder and decoder we have implemented is shown in figure 3.1.a, 3.1.b.
The encoding algorithm uses a hybrid technique combining predictive and transform schemes. An adaptive prediction loop of transform discrete cosine transform coefficients of the original sequence to be encoded is used. The quantized coefficients are encoded through variable length coding. To further decrease the bit-rate, temporal subsampling has been done on the original image. Motion compensation has been introduced to take advantage of the reliable motion estimator that has been developed. At the decoder side, the inverse discrete cosine transform is applied to the the received coefficients and the corresponding predictive decoder is used to recover the pixels in the spatial/temporal domain. Simulations on buffer occupancy in order to obtain fixed transmission rates have also been performed. In the paragraphs to follow, a description of the encoder and the decoder is provided.
Filtering and Sampling
The spectrum of most of the videoconference sequences to be encoded, contains very low activity in the temporal domain, so it is possible to apply a temporal subsampling in order to further compress the original sequences. This subsampling consists of eliminating n images out of m ( m>n ) such that from 25 images/s the new sequence has 25/(n+1) images/seq. This subsampling can be generalized to spatial/temporal sampling lattices 4 . In order to avoid aliasing in the sampled spectrum due to the subsampling process, spatial/temporal low-pass filtering should be performed prior to sampling. However, videoconference images possess very low spectral contain in the temporal domain, and in our case no prior filtering was needed. 
Segmentation Stage
The goal of this stage is to segment every image of the sequence in stationary parts and moving parts in order to take advantage of the high redundancy present in stationary parts of moving images. Once this segmentation is done, only moving parts of the image need to be sent. This technique is known as conditional replenishement.
Our image segmentation is based on a recursive quadtree division of the image. The actual image to be encoded S i is pixel to pixel compared against S i -1 in order to detect what we call active pixels. A pixel is labeled active if the luminance difference between its value in image S i and image S i -1 is above some specified pixel threshold U y . If the number of active pixels within a block ( initially all the pixels) is above some specified block threshold U b , the block is labeled as an active block. All the blocks that habe been labelled actice blocks, are quad-tree divided and the same method is applied iteratively. The process continues until a so called static block or a minimum block size of 8 x 8 has been found. In the first case the block is not encoded and in the second the block is encoded. This process is shown in figure 3.2. 
Figura 3.2 Segmentation process
The following expressions summarize the method
Y(x,y,i) luminance of pixel (x,y) from frame i
The block threshold U b varies according to the block size and the position of the pixel within the image. The image is a priori divided in three activity zones based on both a statistical study of the segmentation process and the head and shoulders model. Depending on to which zone a pixel belongs to, a more or less restrictive value of U b is selected, giving more weight to those belonging to zone 3, i.e., eyes, mouth, etc. and less to those belonging to zone 1, i.e., background. This classification of the image in three zones eliminates background noise, isolated pixels changes, etc. The classification is shown in figure 3 .3. 
Motion estimation
A motion compensation algorithm based on block matching 5 is applied to all blocks that have been labeled as active. The algorithm gives an estimation of the direction in which the block has moved with respect to the previous image. Due to the fact that these algorithms are mainly designed for translation pure motion and do not have into account changes of luminance, zooms, and other types of motions, the error being done in the estimation has to be calculated. The two-dimensional logarithmic search 6 is used to obtain the estimation of the motion vector. The error is obtained by using the MAD criteria (Mean of the Absolute Differences) defined as
The estimation error ε and the magnitude of the motion vector v . will allow to select the adequate prediction mode.
Prediction System
The prediction system consists of two different selection modes using interfield prediction, one with motion compensation and another without motion compensation. One or the other is selected depending on ε and v . If v is different than zero and ε is small, prediction with motion compensation is selected. In all other cases simple interfield prediction is selected.
Interfield Prediction
The prediction is done through a linear combination of the pixels of the previous image. The prediction coeffcients are selected inversely proportional to the distance of the predicted pixel.
Interfield Prediction with Motion Compensation
The prediction is done in the same way as above but using motion compensation. That means that the interfield prediction is done with the pixels of the previous image displaced along the direction of the motion.
Block Transform
The prediction error of the transmitted blocks are transformed using the Discrete Cosine Transform (DCT). The general definition of a 2D transform is:
where u(m,n) is a bidimensional sequence and {a k,l (m,n)} is the image transform. The DCT is a separable transform defined as:
The DCT, although suboptimum in the minimum square error sense, has proven to be one of the best transform in terms of ease of implementation and compaction properties. It has become a world standard in image compression techniques.
Each one of the transform coefficients is separately quantized. The number of bits assigned to each coefficient depends on the value of its variance. It can be shown 7 that the optimum assignment is done by
where b uv is the number of bits assigned to coefficient (u,v), σ 2 uv is the variance of the coefficient and θ is some value that is adjusted such that the total number of bits b uv gives the number of bits assigned to that specific block. Since it has been shown that the transform coefficients approximately follow a Laplacian statistic, the obtained coefficients are quantized using Laplacian quantizers.
After quantization, the coefficients, the side information and the motion vectors are coded using a Huffman variable length code. All this information is then multiplexed and sent to a buffer that guarantees a fixed transmission rate. In order to avoid an empty or full buffer, the buffer informs, through a feedback loop, the controller stage to change the segmentation stage thresholds and/or the quantizer parameters to have a constant bit-rate.
Selection and Control of the Buffer
The coding scheme we present is adaptive in two different ways. One implies that the parameters of the coder are changed ( by the so called Selector ) in order to exploit the local characteristics of the sequence to be coded, and the other adapts the bit-rate ( by the so called Controller ) to the channel requirement of fixed transmission rate.
Controller
In order to access a fixed transmission rate channel, a buffer is needed to smooth the activity peaks of the sequence. The problem of undeflow/overflow of the buffer is avoided by using a coding state diagram. The coder will switch to one or to another state depending on the buffer occupancy. Figure 3. If the buffer tends to becomes empty (low activity sequence) the scheme will switch to the underflow coding states. These states increase the bit rate by sending more pixels than necessary (low selective segmentation) or by representing with bigger accuracy the transmitted pixels (more quantization levels). If the buffer tends to become full (high activity sequence) the scheme will switch to the overflow coding states which work in the opposite form.
Selector
All the coding states are composed of several coding substates in order to obtain a better adaptation to the local characteristics of the images. To that end, a predictor bank has been designed in such a way that the more adequate predictor, according to some predefined switching function, is chosen depending on the image characteristics. The switching funcion is controlled by the magnitude of the motion vector v and the error associated to the estimation of such a vector. The two-dimensional logarithmic search is used to obtain the estimation of the motion vector and the error is obtained by using the MAD criteria (Mean of the Absolute Differences) as has been explained in 3.3.1. The switching function f HIB ( v ,ε ) is defined according to:
Repeatedblock .
Buffer
The buffer smoothes the data flow changes due to the different characteristics of the input image. In order to well design the buffer capacity C B , two factors have to be taken into account. The bigger the buffer capacity the smoother the data flow will be thus avoiding overflow problems. However, as the videoconference service must happen in real time, the delay cannot exceed of 0.5 sec. round-trip. Then, C B must satisfy the following relationship
For the coder to work properly, what means to be most of the time in the main coding state M 1 , the average bit-rate of the multiplex should approach the transmission rate of the channel. To achieve this, the buffer is divided into the different coding states, each state separated by flags which indicate the transitions between the states. The objective of this flags is to maintain the buffer in the main coding state as long as possible. To avoid oscillations between the coding states, some hysteresis is given to the transitions. Good results are obtained if the hysteresis is given a value of 0.25 % of C B . Figure 3. The buffers of the coder and decoder are exactly the same, what means that except for the channel delay, the evolution of the buffer occupancy is the same at both ends. This implies that side information concerning the change of coding states does not need to be transmitted as the decoder will be able to follow all the changes produced at the coder.
Results
In order to completely check and evaluate the performance of the proposed coder, a variety of tests and measures have been realized. The tests have been divided in quality measures and compression measures. The first give an idea of how similar the coded and original sequences are, while the second provide a relationship between the information contained in the original sequence and the necessary for transmission. Generally, both types of measures are closely related. Only black and white images have been tested, but it is believed that the same results may be applied to color images. Figure 4 .1 shows the different tests and measures.
Typeof Measures QualityMeasures
Objetive(SNR) Subjective 1. For transmission channels of 384 Kbits/s, no temporal subsampling is done, i.e., the full sequence of 25 images is coded every second.
2. The optimum parameters of the selector are those that make the coder to work mainly in the motion compensation state. This state is the best matched to the characteristics of the videoconference sequences.
3. The percentage of side information used is constant, as long as the subsampling factor is not very high.
4. The entropy of the data, segmentation information and motion vectors do not experience big changes for both transmission rates.
5. As less coefficients are selected ( lower transmission rate ), more low pass effect is appreciated in the encoded images.
6. For other videoconference images, similar results are obtained.
Conclusions
A new hybrid videoconference coding system has been presented. The system is based on the "head and shoulders model" and presents good visual results in the 64 -384 Kbits/s range. Hybrids methods based on predictive and transform techniques are used. Motion compensation is also introduced depending on the estimation motion error and the magnitude of the motion vector. Designs of the buffer to accomodate a fixed transmission channel rate have also been introduced.
