Abstract. We consider the following non-local elliptic boundary value problem:
∞ 0 f (s)ds < ∞. The solution of the equation represents the steady state of a thermistor device. The problem has a unique solution for a critical value λ * of the parameter λ, at least two solutions for λ < λ * and has no solution for λ > λ * . We apply a finite element and a finite volume method in order to find a numerical approximation of the solution of the problem from the space of continuous piecewise quadratic functions, for the case that λ < λ * and for the stable branch of the bifurcation diagram. A comparison of these two methods is made regarding their order of convergence for f (s) = e −s and f (s) = (1 + s) −2 . Also, for the same equation but with Dirichlet boundary conditions, a situation where the solution is unique for λ < λ * , a similar comparison of the finite element and the finite volume method is presented.
1.
Introduction. Let D = (−1, 1) and consider the following non-local elliptic equation:
with Robin boundary conditions: 
or Dirichlet boundary conditions:
w(1) = 0 and w(−1) = 0,
where α and λ are positive constants and w = w(x, λ) (see, e.g., [2] , [6] , [13] , [14] ). In the rest of the paper, we will refer to the boundary value problem (1) and (2) as problem (BVR), and to the boundary value problem (1) and (3) as problem (BVD). The equation (1) models the steady state temperature profile of a thermistor device with electrical resistivity (known also as specific electrical resistance) f (see [5] , [13] ). A thermistor is a thermo-electric device made of ceramic material whose
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electrical conductivity varies strongly with temperature and can be used in many electrical circuits as a switching device. In general, the resistivity f may be either an increasing or decreasing function of temperature depending strongly on the type of the material. In particular, if the electrical resistivity increases with increasing temperature, then f is an increasing function and the thermistor device is called Positive Temperature Coefficient thermistor (PTC-thermistor). We refer the reader to [5] for an application of a PTC-thermistor made of a ceramic material for which the resistivity increases rapidly with temperature. Also, if the electrical resistivity decreases with increasing temperature, then f is a decreasing function and the thermistor device is called Negative Temperature Coefficient thermistor (NTCthermistor). There are materials as e.g. the alloy of arsenic(31%), tellurium(31%), germanium(23%), selinium(15%), and plasmas (see [4] ), whose electrical resistivity decreases significantly with temperature. In the paper we focus on the case of an NTC-thermistor, so f is a decreasing function. A form of the dependence of the (dimensionless) resistivity f on temperature for an NTC-thermistor can be f (s) = e
A derivation of the time evolution model that describes the temperature profile of a thermistor can be found in [5] and [13] . The resulting parabolic equation is non-local and has the form
with Robin boundary conditions
or Dirichlet boundary conditions
and with a nonnegative initial condition
Here, u = u(t, x, λ), f = f (u) is the temperature dependent resistivity of the conductor, α is a positive constant and λ is a dimensionless parameter and can be identified, with the square of the applied potential difference V at the ends of the conductor. Later we will refer to the initial-boundary value problem (4), (5) and (7) as problem (IBVR), and to the initial-boundary value problem (4), (6) and (7) as problem (IBVD). It is easily seen that the elliptic problems (BVR) and (BVD) are, respectively, the relevant steady state of the parabolic problems (IBVR) and (IBVD). One basic characteristic of the problem (IBVR) is that in the case of an NTC-thermistor, where f is a sufficiently rapidly decreasing function, there is a critical value V * of the potential difference V , such that: for V > V * (equivalently for λ > λ * ) we have thermal runaway (blow-up of the temperature u), while for V ≤ V * (equivalently for λ ≤ λ * ) there exists a global in time solution u (see, e.g. [13] , [14] ).
Regarding the existence and uniqueness of solution of the problems (IBVR), (IBVD), (BVR) and (BVD), an extensive analysis have been made in [13] and [14] . In particular, it has been proved that: if f (s) > 0, f ′ (s) < 0, f ′′ (s) > 0 for s > 0, and ∞ 0 f (s) ds < ∞ (for instance f (s) = e −s and f (s) = 1 (1+s) p with p ≥ 2 satisfy these conditions), then there exists a critical value λ * of the parameter λ such that the problem (BVR) has a unique classical (regular) solution w * for λ = λ * , has no solution (of any kind) for λ > λ * , and attains at least two regular solutions (w,w) (a) (b) Figure 1 . The response diagram of (a) (BVR) and (b) (BVD).
* , where w is the second smallest solution. The response (bifurcation) diagram for problem (BVR) is as in Fig.1a . The pair (w, w) at λ < λ * with w < w on D, where w is the second smallest steady solution, has the property: w is stable while w is unstable, for λ < λ * and λ close to λ * . In addition, we may scale f so that ∞ 0 f (s) ds = 1, and in this case λ * < 8. Accordingly, the problem (IBVR) has a global in time solution, which tends to the stable steady state w as t → ∞, for λ < λ * and for small initial data (i.e., u 0 < w see [13] ). For λ = λ * again the solution is global in time and lim t→+∞ u(t, x, λ * ) = w * (x), while for λ > λ * the solution blows-up. For the problem (BVD), if ∞ 0 f (s) ds = 1, then we have λ * = 8 and the bifurcation diagram is as it is shown in Fig.1b . Thus, if λ < λ * then there is a unique stable solution w(x, λ), and if λ ≥ λ * then there is no solution. Also, the relevant parabolic problem (IBVD) has a global in time solution for λ < λ * which tends to the unique steady state solution w(x, λ) as t → ∞. For λ = λ * the solution exists for all times but with the property lim t→+∞ u(t, x, λ * ) = ∞, while for λ > λ * the solution blows-up (see [13] , [14] ). When f (s) = e −s the analytical solution of the problem (BVR) is known (see [9] ) and given by w(x, λ) =
α tan(γ(λ)) . Also, for α = 1.0 the critical value λ * can be calculated and is found to be λ * ≃ 1.1239. We note that, when f (s) = e −s , the exact solution to the problem (BVD) is also known and given by w(x, λ) = 2 ln
where γ(λ) = sin
. In order to obtain estimates for the blow-up time of the solution of the evolution problem when that happens, we need an accurate knowledge of the relevant steady state solution at the critical value of the parameter λ (see [9] ). However, for a general resistivity function f the solution of the steady state problem is not available in analytic form. This restriction motivates us to consider the problem of constructing accurate numerical approximations of the solution of the non-local elliptic problems (BVR) and (BVD), which is also of independent practical interest from the point of view of applications (see, e.g., [5] , [9] ).
One way to construct a numerical approximation of the steady state solution is to use a numerical method to approximate the solution of the relevant parabolic problem for a large final time. This approach has been adopted in [9] to approximate the solution of the problem (BVR), where the relevant parabolic problem (IBVR) is approximated by a Crank-Nicolson finite difference method. Of this type is, also, the computation of the steady state solution of a different modeling approach of the thermistor problem resulting a parabolic problem with a local nonlinearity which is different than the non-local nonlinearity we consider in the paper (see, e.g., [1] , [10] , [11] , [12] ). Also, in [7] the problem (IBVD) in two space dimensions is considered, and then a Backward Euler time-semidiscretization method for the approximation of its solution is proposed and analyzed. Finally, in [8] the problem (IBVD) in two space dimensions with a nonlinear diffusion coefficient is considered, and a piecewise linear finite volume space-semidiscretization method for the approximation of its solution is proposed and analyzed. However, the technique to approximate the solution of the steady state problem via the approximation of the solution of the relevant parabolic problem, is more time consuming than to approximate directly the solution of the steady state problem, due to time stepping and the necessity to control the time discretization error which pollutes the space discretization error.
In the paper at hand we propose a finite volume and a finite element method to construct numerical approximations of the solution of problems (BVR) and (BVD) avoiding the numerical approximation of the solution of the relevant parabolic problems. The outcome of both method is a function, which is continuous on D and piecewise polynomial of degree less than or equal to 2 over a given partition of D. The formulation of the finite element method is standard and is based on a variational formulation of the continuous problem. The finite volume method is new and is a generalization of a method proposed and analyzed in [16] for a general linear two-point boundary value problem with Dirichlet-Neumann boundary conditions. The reason that the finite volume method is used in the numerical approximation of heat flow problems (see, e.g., [8] ) is the fact that the approximation w FV that derives is locally conservative, i.e. satisfies over its control volumes (a, b) the equal-
2 which expresses the conservation of the thermal energy in the part (a, b) of the thermistor. The analysis in [16] shows that choosing carefully the control volumes the method achieves optimal order of convergence in the H 1 , L 2 and L ∞ norm, i.e. is the same with the corresponding order of convergence of the finite element method.
It is expected that the convergence results of the linear case hold also for the nonlinear elliptic problems (BVR) and (BVD) which have its differential operator written in divergence form. As a first step, we attempt to obtain some experimental results regarding the order of convergence of these two methods. Also by applying an iterative numerical scheme using both methods in problem (BVR) it is expected that we approximate the solution belonging to the stable branch of the response diagram (minimal solution w) when we start the numerical iteration below this solution e.g. from zero (see [3] ), which is the situation of interest regarding the application of the model. This numerical approximation for problems with similar response diagrams, e.g. for the steady state for the reaction diffusion problem, have been analysed in [3] . This fact is justified by our numerical simulations but also a theoretical analysis similar to that in [3] should be done in a future work.
Let us give a brief description of the rest of the paper. In Section 2, we describe the finite element space and formulate the finite volume and finite element method for problems (BVR) and (BVD). In Section 3, we show results from numerical experiments performed with our methods, and in Section 4 the conclusions of this work are discussed.
Formulation of the numerical methods.
2.1. Function Spaces. Let I ⊂ R be a bounded interval. We denote by L 2 (I) the space of the Lebesgue measurable functions which have the 2nd power of its absolute value integrable on I, and by · 0,I its standard norm, i.e., g 0,I :
for g ∈ L 2 (I). The inner product in L 2 (I) that derives the norm · 0,I will be denoted by (·, ·) 0,I , i.e. (g 1 , g 2 ) 0,I :=
Also, we will denote by L ∞ (I) the space of the Lebesgue measurable functions which are bounded almost everywhere on I, and by · ∞,I its standard norm, i.e., g ∞,I := esssup I |g| for g ∈ L ∞ (I). In addition, H 1 (I) will be the Sobolev space of functions having generalized derivatives up to order 1 in L 2 (I), and by · 1,I its usual norm, i.e. g 1,I := g (I) will denote the subspace of H 1 (I) consisting of functions which vanish at the endpoints of I in the sense of trace, and C(I) will be the space of functions which are defined on I and are continuous on I. We will write X I for the characteristic function of I, and C B (I) for the space of C(I)−functions which are continuously extensible to I. Let v ∈ L 2 (y L , y R ) for which there exists a δ > 0 such that be control volumes given by ∆ 1 := (x 0 , x 0+ρ ), ∆ 2ℓ := (x ℓ−1 , x ℓ ) for ℓ = 1, . . . , J, ∆ 2ℓ+1 := (x ℓ−1+ρ , x ℓ+ρ ) for ℓ = 1, . . . , J − 1, and ∆ 2J+1 := (x J−1+ρ , x J ). The finite volume method (FVR) for problem (BVR) is formulated as follows: find
where
2 for g ∈ C(D) and ∆ ⊂ D. Now, we define auxiliary functions φ 0 , φ 1 
for ℓ = 1, . . . , J, ϕ 2ℓ−1 (x) := φ 1 (ξ ℓ−1 (x), ρ) X I ℓ−1 (x) + φ 0 (ξ ℓ (x), ρ) X I ℓ (x) for ℓ = 2, . . . , J, and ϕ 2J+1 (x) := φ 1 (ξ J (x), ρ) X I J (x). Hence,
⊂ R are the coefficients to be determined, and (8) is equivalent to a nonlinear system of algebraic equations of the form
with a T ∈ R 2J+1 and approximating the Jacobian of G FV (y) := A FV y − F FV (y) using Broyden's method (see, e.g., [15] ). The finite volume method (FVD) for the problem (BVD) has a similar formumation which is as follows: find
To obtain the analogous to (9) nonlinear system of algebraic equations we choose the basis B
The methods (8) and (10) generalize a method developed in Proposition 3.7 of [16] for a general linear two-point boundary value problem with Dirichlet-Neumann boundary conditions. The value of ρ is important because it affects the order of convergence of the finite volume method. The analysis of [16] shows that in the linear case the finite volume method attains optimal order of convergence in the H 1 norm for ρ ∈ (0, 1), and in addition optimal order of convergence in the L 2 and L ∞ norm for the special values ρ = . We expect that the order of convergence of the methods (FVR) and (FVD) depends on ρ in an analogous manner, and that is confirmed numerically computing the rate of convergence in a case with known solution (see Sections 3.1 and 3.2).
The finite element method. The finite element method (FER) for problem (BVR) is formulated as follows: find
In the computer implementation of the method we use the basis B i=1 ⊂ R are the unknown coefficients. Also, it is easily seen that (11) is equivalent to a nonlinear system of algebraic equations of the form
for i = 1, . . . , 2J + 1, and
and i = 1, . . . , 2J + 1. The matrix A FE is tridiagonal and its nonzero elements are A for i = 2, . . . , J + 1. Similarly to the finite volume method the resulting nonlinear system (12) can be solved by an iterative process using a Newton method and approximating the Jacobian of the map G FE (y) := A FE y − F FE (y) with Broyden's method.
The finite element method (FED) for problem (BVD) seeks
To derive the analogous to (12) nonlinear system of algebraic equations, we choose the basis
3. Numerical results and comparison. In this section we present results from numerical experiments performed with the finite volume methods of Section 2.3 and the finite element methods of Section 2.4. All methods were implemented in MATLAB programs using double precision arithmetic. Applying the iterative Newton/Broyden method to solve numerically the corresponding nonlinear systems, we choose a tolerance TOL = 10 −10 for the relative error, and we use an integer variable ITER to count the number of iterations that the method needs to control the relative error. In the experiments, we use a uniform grid of D and we choose α = 1.0. Also, we choose λ = 1.0 along with f (s) = e −s , or λ = 0.1 along with f (s) = (1 + s) −2 , and thus λ is, always, strictly smaller than λ * (cf. Section 1). When the exact solution of the problem is available, we compute the L 2 and the H 1 norm of the approximation error using Simpson's rule, and we estimate the L ∞ norm of the approximation error by a finite sampling at the abscissae of the aforementioned quadrature rule. 1 norm is close to the optimal value 2. In addition, they show that the rate of convergence in the L 2 and L ∞ norm is close to the optimal value 3 when ρ = 6 , and to the suboptimal value 2 when ρ = 1 2 . Thus, the influence of ρ on the rate of convergence of the method (FVR) is in agreement with the theoretical results of [16] for the linear case. Comparing Tables 3.1 and 3.2 we observe that, when the same uniform partition of D is used, the method (FER) is faster and more accurate than the method (FVR). 3.2. The problem (BVD) with λ = 1.0 and f (s) = e −s . In this case, the exact solution is known (see Section 1) and thus we compute the approximation error and the rates of convergence for methods (FVD) with ρ = Tables 3.4 and 3 .5, where we observe that the rate of convergence of both methods are very close and equal to the optimal value, which is equal to 3 for the L ∞ and the L 2 norm, and equal to 2 for the H 1 norm. Also, we see that the approximation error of both methods is of the same level of accuracy, however the error of the method (FVD) is very slightly greater than the error of the method (FED). Since the structure of the methods (FVR) and (FVD) is similar, the lower level of accuracy of the method (FVR) with respect to the method (FER) may be caused by an increased error at the boundary volumes of the method (FVR) due to the way of discretizing the Robin boundary conditions. 3.3. The problem (BVR) with λ = 0.1 and f (s) = (1 + s) −2 . Since the exact solution of the problem is not available, we simply compare the approximation v R obtained by the method (FER) with the approximation w R specified by the method (FVR) for ρ = Tables 3.6 and 3.7. In addition, v R and w R are plotted in Fig.2 , where we can see that both graphs coincide (Fig.2a) , while in a smaller space interval a difference between them is visible (Fig.2b) . The numerical experiments show that both methods have a stable behavior and converge to a common limit. 4. Discussion. A nonlinear elliptic boundary value problem that models the steady state temperature profile of a thermistor is formulated and solved numerically by a finite volume and a finite element method. For resistivity f (s) = e −s and for Robin or Dirichlet boundary conditions, where the exact solution can be calculated, the numerical experiments show that the finite element method is more accurate and converges faster to the exact solution than the finite volume method. Also, using these two methods we computed numerically stable approximations of the solution of the problem for resistivity f (s) = 1 (1+s) 2 and for Robin boundary conditions. As a next step, the experimental observations should be accompanied by a theoretical analysis (similar to that of [3] for the reaction diffusion problem) in order to justify the convergence of the numerical methods proposed here.
The computation of the steady state thermistor problem is important regarding the applications of the model in the thermistor device and the estimates of the blowup time in the case that the parameter λ is large enough and no steady state exists (see [9] ). Finally the comparison of the finite volume method and finite element method in a nonlinear problem is usefull regarding a more theoretical point of view.
