Spatiotemporal dynamics resulting from the interaction of two instabilities breaking, respectively, spatial and temporal symmetries are studied in the framework of the amplitude equation formalism. The corresponding bifurcation scenarios feature steady-Hopf bistability with corresponding localized structures but also different types of mixed states. Some of these mixed modes result from self-induced subharmonic instabilities of the pure steady and Hopf modes. The bifurcation schemes are then used to organize the results of numerical simulations of a one-dimensional reaction-diffusion model. These dynamics are relevant to experimental chemical systems featuring a codimension-two Turing-Hopf point but also to any experimental setup where homogeneous temporal oscillations and spatial patterns are obtained for nearby values of parameters.
I. INTRODUCTION
In nonequilibrium systems, instabilities breaking either temporal or spatial symmetry have been studied ͓1͔ in fields as diverse as hydrodynamics ͓2͔, nonlinear optics ͓3͔, active chemical systems ͓4,5͔, etc. Recently, dynamics resulting from the interaction of both types of instabilities have been observed in several experimental systems ͓6-13͔. Among these, chemical systems have proved to be a generic example as they genuinely present both types of instabilities. On the one hand, oscillating reactions in well mixed reactors have indeed become the typical examples of systems undergoing a Hopf bifurcation resulting from a breaking of time symmetry. On the other hand, the breaking of spatial symmetry in chemical systems is now well documented ͓4,5͔ since its observation in the chlorite-iodide-malonic acid ͑CIMA͒ reaction in 1990 ͓14͔. The periodic stationary spatial patterns that emerge in that case result from a Turing instability based solely on the coupling between nonlinear chemical reactions and molecular diffusion ͓15͔. A necessary condition for the Turing instability to occur is that the diffusion coefficient of the inhibitor species should be sufficiently larger than that of the activator. In the experiments, color indicators are used to visualize the patterns. They consist of large molecular weight molecules of very small ͑in the gel possibly zero͒ diffusivity. Such color indicators act to create favorable conditions to the formation of Turing structures because they bind to the activator species thereby reducing its effective mobility ͓16͔. For a low indicator concentration, waves characteristic of a Hopf oscillating regime are observed while Turing patterns take over for higher concentrations of the indicator. This one therefore controls the distance between the thresholds of the Turing and Hopf instabilities that coincide at a codimensiontwo Turing-Hopf point ͑CTHP͒. Changing the concentration of malonic acid allows one to scan the bifurcation scenario near this point. In the vicinity of this degenerate point, a wealth of complex spatiotemporal dynamics are observed.
The ideas that will be discussed below in the chemical context are of greater generality as a CTHP can be expected to occur in any other experimental setup where two instabilities breaking, respectively, spatial and temporal symmetries interact. The mechanism giving rise to the spatial pattern is then not necessarily the chemical Turing instability.
Formally, a CTHP point is obtained when the linear stability analysis of a reference homogeneous steady state features a degeneracy between a real root vanishing for a wave number k c and a pair of complex conjugated roots with frequency c that both have a zero real part. Then the real root corresponds to a stationary spatial Turing pattern characterized by the wave-number-frequency couple (k c ,0) while the complex roots relates to the Hopf mode (0, c ) corresponding to a temporal oscillation with frequency c . Let us consider the conditions to obtain a CTHP in the reactiondiffusion Brusselator model. This model was chosen because it has already been the subject of extensive analytical and numerical studies related to both single Turing and Hopf instabilities ͓17,18͔. The evolution equations of the Brusselator model read
The concentration of species B is chosen as the bifurcation parameter. The homogeneous steady state (X s ,Y s )ϭ(A,B/A) of system ͑1͒ undergoes a Turing instability when BϾB c T ϭ(1ϩAͱD x /D y ) 2 . A stationary spatial pattern then emerges characterized by an intrinsic critical wave vector k c 2 ϭA/ͱD x D y . The steady state may also go through a Hopf instability if BϾB c H ϭ1ϩA 2 , evolving then into a homogeneous limit cycle characterized by a critical frequency c ϭA. The thresholds of these two instabilities coincide at the CTHP point such that B c ϭB c H ϭB c T . This condition is achieved when the ratio of the diffusion coefficients ϭD x /D y reaches its critical value c ϭ͓(ͱ1ϩA 2 Ϫ1)/A͔ 2 . In this work we study the bifurcation scenarios that can be obtained in one-dimensional systems near the CTHP. Previous analyses ͓19-22͔ have tackled this problem and classified the bifurcation scenarios, focusing on the interaction between the steady mode and the Hopf mode without taking into account spatial effects or subharmonic bifurcations of the basic modes. However, by numerically integrating the Brusselator model for values of parameters near a CTHP, we have discovered several spatiotemporal dynamics that do not enter the previously obtained classes of bifurcation scenarios. We will consider here only a two-variable model excluding the possibility of oscillating behavior and waves originating through a Hopf bifurcation with finite wave number. The aim of this work is to extend the previous studies of the Turing-Hopf interaction by reviewing the different spatiotemporal dynamics that can be observed near a CTHP. To do so, we compare the theoretical bifurcation schemes derived in the framework of amplitude equations to the peculiarities obtained by the numerical integration of the Brusselator. The resulting dynamics that can be observed near a CTHP can be divided into two main groups. The first one gathers the dynamics due to the interaction between a Turing mode and a Hopf mode. Their interplay can give rise to bistability, localized structures, and to a mixed mode as is discussed in Sec. II. The second group of spatiotemporal dynamics results from subharmonic instabilities of either the Turing or the Hopf mode and features more complex mixed modes. Sections III and IV are, respectively, devoted to the subharmonic instability of the Turing and the Hopf modes. Section V discusses additional spatiotemporal scenarios observed in the reaction-diffusion model before we summarize and conclude in Sec. VI.
II. INTERACTION BETWEEN A TURING MODE AND A HOPF MODE
The CTHP is characterized by the fact that three roots of the characteristic equation of the linear stability analysis have their real part which vanishes simultaneously. As an example, in the Brusselator model and for a given value of A, this occurs at the critical point (B c , c ). In the vicinity of such a degenerate point, a Turing mode T(k c ,0) with wave number k c interacts with a homogeneous Hopf mode H(0, c ) with frequency c . For one-dimensional systems, the variables C of the system can be described by a superposition of these two modes: where and H ϭϩ are the two unfolding parameters, being the distance between the two thresholds of instability which vanishes at the codimension-two point. In the Brusselator, when Ͼ c , the Hopf instability occurs before the Turing one and hence Ͼ0. On the contrary when Ͻ c , the first instability to occur is the Turing one and in that case Ͻ0. We will suppose that and ␦ r are positive as well as g and ␤ r , this last condition ensuring that the two bifurcations will be supercritical. Notice that for the Brusselator, ␤ r is always positive. The slow spatial dependence should be introduced if secondary instabilities with long wavelength are to be studied. The system ͑3͒ and ͑4͒ possesses three nontrivial global solutions: ͑1͒ Ͼ0, we successively observe, by increasing , the homogeneous limit cycle, the Turing-Hopf mixed mode, and stationary Turing patterns, i.e., the sequence H-MM-T and the inverse sequence T-MM-H when Ͻ0 ͓Fig. 1͑b͔͒. For some values of parameters, the mixed mode can appear subcritically or also undergo a Hopf bifurcation of its amplitudes T and H ͓22͔. The limit cycle resulting from this instability can disappear through a heteroclinic orbit around which complex spatiotemporal behavior is expected to occur even in small systems.
Near the CTHP, the coupling between the Turing and Hopf instabilities thus allows one to observe different scenarios ͑Turing-Hopf bistability or a Turing-Hopf mixed mode͒ depending on the values of the parameters. We will now illustrate these with the one-dimensional Brusselator model numerically integrated by means of an implicit scheme based on finite difference methods. Unless stated otherwise in the captions, all space-time maps presented in this article feature the X variable shown on a gray scale ranging from its minimum ͑white͒ to its maximum ͑black͒ value. Let us remark that in this model, some nonlinear terms in the equations for the perturbations around the steady state are proportional to the bifurcation parameter B. This characteristic leads to a renormalization of the coefficients ͓24͔ of the amplitude equations ͑3͒ and ͑4͒ proportional to the distance (BϪB c ,Ϫ c ), making the task of linking the bifurcation diagrams of Fig. 1 and those obtained numerically for the Brusselator more difficult. Our simulations of the Brusselator will thus focus on checking qualitatively to what extent the model bifurcation scenarios describe the spatiotemporal dynamics of a system near a CTHP. In particular, we will show effects that have not yet been described in previous work.
A. Bistability and localized structures
In the Turing-Hopf bistability domain, the system evolves, for a given set of parameters, either to homogeneous temporal oscillations of the variables or to a stationary spatial pattern depending on the initial condition. For some values of parameters near the CTHP, both schemes H-B-T and T-B-H are observed numerically in the Brusselator in some subdomains of the parameter space (A,/ c ). In addition, a stable front between a Turing domain and a train of plane waves ͓Fig. 2͑a͔͒ exists in the bistability domain. The stability of this simplest localized state is related to a nonadiabatic effect due to the interaction of the front with the periodicity of the spatial organization ͓18,25-29͔. This effect which is not contained in the amplitude equation formalism may occur for fronts between two states one of which is periodic in space. It appears, for instance, in the growth of crystals where the interaction between the interface and the periodic structure gives rise to a periodic potential. If the difference in free energy between the two phases is smaller than the energy required to move the front by one wavelength, the front remains pinned. The Brusselator being a nonpotential model, one cannot define a function to minimize near the CTHP. However, the picture of an interaction between the front and the Turing structure remains qualitatively correct and gives rise to an intrinsic pinning of the Turing-Hopf front for a large set of values of the control parameter B ͑Fig.
3͒. The nonadiabatic effect also accounts for a stepwise progression of the Turing-Hopf front outside the pinning domain ͓18,29,30͔. In this process, the mode locking phenomenon shows up as a tendency of the average velocity to lock into rational multiples of the Hopf frequency ͓31͔. The sim- plest mode locking is one wavelength for one frequency but other ratios are possible as long as there is an integer number of wavelengths per period of oscillation or vice versa. In these situations, the front may progress faster or slower and, in order to satisfy the nonadiabatic constraint, the system then sometimes creates temporary localized subzones ͑Fig. 4͒ ͓30͔.
Two Turing-Hopf fronts can be used to build up stable localized structures corresponding to a droplet of a Turing ͑Hopf͒ state embedded into a Hopf ͑Turing͒ domain ͓Figs. 2͑b͒ and 2͑c͔͒. We observe that, if the Turing core contains several wavelengths, the stability region of such localized structures is the same as that of the front ͑Fig. 3͒ and can correspondingly be ascribed to pinning effects. Such localized structures are thus also stabilized by nonadiabatic effects. If the localized Turing domain contains few wavelengths, this stabilizing nonadiabatic effect can no longer be invoked alone. Stable localized Turing patterns with few wavelengths are nevertheless observed in the Brusselator model and the fewer wavelengths they contain, the largest their stability domain ͑Fig. 3͒. Their stability should then result from nonvariational effects present in the Brusselator as this model cannot be derived from any potential function. Nonvariational effects have been shown in other systems to stabilize localized structures if they provide a repulsive interaction between two fronts that otherwise attract each other ͓1,32,33͔. They can thus account for the existence of localized droplets of one state embedded into the other state. This effect is strongest for the so-called ''flip-flop'' localized pattern having the smallest core ͓Fig. 2͑d͔͒ and therefore the widest stability domain. This could explain why the ''flipflop'' is the only localized pattern that has been observed experimentally in the CIMA reaction for values of the concentrations near the CTHP ͓9͔. Its two-dimensional extension, a Turing spot sitting in the core of a one-armed spiral, has also been obtained both in numerical simulations ͓29͔ and in the CIMA experiments ͓34͔. Turing-Hopf localized structures have also been observed experimentally in onedimensional arrays of resistively coupled nonlinear LC oscillators ͓10͔ and in binary-fluid convection ͓11͔.
Bistability between the Turing and Hopf modes near a CTHP had already long been predicted in the amplitude equation formalism. We have shown that in this bistability regime, localized structures of one state embedded into the other can be stabilized by a combination of nonadiabatic and nonvariational effects. In addition, if long-wavelength instabilities are considered, the Hopf mode could undergo a Benjamin-Feir instability and the Turing mode an Eckhaus instability ͓1͔. These types of secondary instabilities have not been considered here.
B. Mixed mode and spatiotemporal chaos
Near the CTHP, the system may also exhibit a stable mixed mode corresponding to a spatial pattern with the Turing wave number oscillating in time with the Hopf frequency. This stable state has been obtained by numerical integration of the Brusselator model with periodic boundary conditions in both H-MM-T and T-MM-H cases. A spacetime map of this dynamics ͑Fig. 5͒ shows the polygonal space-time structure characteristic of a mixed mode. This solution was previously obtained in numerical simulations of the Brusselator by Sangalli and Chang ͓35͔ in a H-MM-T scenario. Here we recover several of these scenarios in the (A,/ c ) parameter space but we also find the complementary T-MM-H scenario. This invalidates the conclusions of Rovinsky and Menzinger ͓36͔ stating that the MM is always unstable in the Brusselator.
The amplitude equations we have considered to predict the MM do not contain any spatial dependence of the amplitudes on the large scales. If such a dependence is taken into account, phase stability criteria can be derived giving the conditions for which the global solutions and the MM in particular ͓23͔ can become unstable towards secondary longwavelength instabilities. In our simulations of the Brussela- tor model, such a phase instability has been obtained. Using the size L of the system as a bifurcation parameter, the mixed mode of Fig 5. becomes phase unstable when L is increased and the system enters a regime of spatiotemporal chaos ͓Fig. 6͑a͔͒. The fact that this chaos appears when using the length of the system as a control parameter suggests that we are here dealing with a long-wavelength instability and not with a homoclinic type of chaos. More complex spatiotemporal dynamics are obtained like the one displayed in Fig. 6͑b͒ : the stable MM appears as localized structures in a Turing pattern when the size of the system is increased. This mixed mode, generic of the CTHP, is characterized by one wave number k c and one frequency c . Other types of mixed modes can also be observed close to the CTHP as we will see next.
III. SUBHARMONIC INSTABILITY OF A TURING MODE
A mixed state different from the (k c , c ) mixed mode discussed above ͑Fig. 5͒ has also been obtained in the Brusselator. This mixed state is characterized by one frequency and two wave numbers, the Turing one k c and its subharmonic k c /2. At each location, the system is oscillating in time and therefore the minima of the mixed state are shifted one wavelength each half period of oscillations. The corresponding space-time map of this dynamics ͑Fig. 7͒ concentrates all this information. We have drawn in Fig. 8 a schematic dispersion relation of the Brusselator model. Let us suppose that the primary bifurcation leads to the Turing state with wave number k c . As we are close to the CTHP, the linear eigenvalue of the subharmonic mode with wave number k c /2 may be complex with frequency (k c /2) and its growth rate small. In the vicinity of such a critical situation ͓37͔, the variables of the system are expanded as
where w L and w R are the critical eigenvectors correspond- ing to the left-and right-going waves of wave number k c /2 and frequency (k c /2). The amplitudes obey the following equations ͓38,39͔:
where Ј, g, and are taken as real while the primed coefficients are complex (␣Јϭ␣ r Јϩi␣ i Ј). 
. By an appropriate choice of the origin of the coordinates, we can take T T as real. The phases obey the equation
͑9͒
The R Ϫ L ϭ0 () stationary solution is stable when v r ЈϾ0 (Ͻ0). Then T T , R T , and ⍀ T are the solutions of the following set of equations:
. ͑12͒
The upper ͑lower͒ sign in front of the v's corresponds to the case where v r ЈϾ0 (Ͻ0). The most prominent feature of Eqs. ͑6͒-͑8͒ is the presence of the resonant interaction term between the two modes (k c ,0) and ͓k c /2,(k c /2)͔ proportional to v and vЈ which can induce a subharmonic destabilization of the Turing mode giving rise to a new mixed mode solution. A linear stability analysis of the solutions to ͑6͒-͑8͒ shows indeed that the Turing solution is the first to appear supercritically when ЈϽ and gϾ0. This pure Turing mode becomes unstable towards the traveling wave if
and unstable towards the mixed mode solution when
As this mixed mode results from a subharmonic instability of the Turing pattern, let us coin it the subharmonic Turing mixed mode or in short subT. A comparison of ͑13͒ and ͑14͒ shows that the first instability of the Turing mode will always be towards the subT rather than towards the traveling waves. This transition may be subcritical. The subT solution is the combination of a steady structure with wave number k c and of a standing wave formed by the superposition of the left-and right-going waves (A R ϭA L ) with wave number k c /2 and frequency (k c /2). The resulting spatiotemporal dynamics thus corresponds to a spatial pattern with two wave numbers oscillating in time with one frequency as observed in the Brusselator model ͑Fig. 7͒. The two wave numbers are here, respectively, the Turing wave number and its subharmonic. This mixed state is thus of a different origin than the one due to the interaction between a steady pattern and a wave as introduced in ͓7͔ where the two wave numbers are not necessarily linked. To find if the subT solution is stable towards perturbations of its amplitude, we insert
i⍀ T t into ͑6͒-͑8͒ and find the characteristic equation 2 Ϫaϩbϭ0, ͑15͒
When the Turing mode ͑with R T ϭ0, T T ϭͱ/g) becomes unstable, a transition towards a stable subT mode occurs if bϾ0, i.e., 2͑g r Јϩh r Ј͒Ϫ ͩv Ϫ2ͱ g ͪͩv r ЈϪ2 r Јͱ g ͪ Ͼ0
͑18͒
and if aϽ0. On the other hand, if aϾ0, the subT solution can undergo a Hopf instability of its amplitude that should give rise to chaotic behaviors. It is worthwhile to note that the subT mode can be obtained for values of parameters such that the standing waves of the system ͑7͒ and ͑8͒ with Tϭ0 are unstable versus traveling waves (h r ЈϾg r Ј). It is known that such a standing wave can be stabilized if an external time modulation with a frequency twice the frequency of the traveling waves is applied to the system ͓41,42͔. Here the stabilization of the standing wave is selfinduced by an intrinsic coupling with the steady mode which plays the role of an external forcing by restoring the leftright symmetry. The subT mode described here analytically has been observed in the Brusselator for Aϭ1.5 when / c Ͻ1. Looking at Fig. 9 , we see that for the same A the T-B-H scheme exists near / c ϭ1, that is, near the CTHP line. Subharmonic instability of the Turing mode comes into play further away from this line. The subT mode is reminiscent of subharmonic cellular patterns observed experimentally in the flow of a viscous fluid inside a partially filled rotating horizontal cylinder ͓13͔. In this experimental setup, successive transitions between steady patterns, the subT mode, and spatiotemporal chaos due to a phase instability of the subT mode ͓40͔ are observed when the control parameter is increased. We have shown that near a CTHP, a Turing mode can give rise to subharmonic cellular patterns oscillating in time and generated by subharmonic instabilities. The same type of instability can destabilize the other generic solution of the system, i.e., the Hopf mode, as we will see in the next section.
IV. SUBHARMONIC INSTABILITY OF A HOPF MODE
Another subharmonic instability could be observed if the base state is the Hopf mode with frequency c generated by a primary bifurcation. The subharmonic mode c /2 has an eigenvalue of the linear stability analysis associated to a wave number k( c /2) ͑Fig. 10͒. If a resonant interaction ͓43-45͔ occurs between the two modes (0, c ) and ͓k( c /2), c /2͔, the variables of the system may be written as
where the amplitudes obey the following equations: 
͑22͒
All coefficients are complex (␣ϭ␣ r ϩi␣ i ). When r ЉϽ r H a pure Hopf mode is the first to appear with Hϭͱ r H /␤ r e i⍀t ; A R ϭA L ϭ0; ⍀ϭϪ␤ i r H /␤ r . Here also the self-induced parametric terms proportional to vЈ favor the onset of modulated waves for which the three amplitudes are different from zero. Performing the linear stability analysis of the homogeneous oscillations with respect to perturbations ␦R R ϭ␦R L ϭ␦Re i we find the instability condition:
where the phase is determined by As this other mixed mode results from a subharmonic instability of the homogeneous Hopf limit cycle, let us coin it the subharmonic Hopf mixed mode or in short subH. This sub H mode is the combination of a homogeneous temporal oscillation with frequency c and of a standing wave with frequency c /2 and wave number k( c /2). The resulting dynamics is then a pattern with one wave number oscillating with two frequencies. This subH is different from the modulated standing waves occurring when homogeneneous and finite wave number Hopf instabilities interact ͓46͔. We have not observed the subH dynamics in the Brusselator model although it should be generic as it is independent of the proximity of the CTHP contrary to the subT mode. Near the CTHP, we nevertheless observe a transition from a Hopf mode towards a mixed state with two wave numbers and two frequencies. We suggest that near the CTHP, a subH mode characterized by the wave number k( c /2) could resonate with the Turing mode of wave number k c if 2kϳk c ͑Fig. 10͒.
In that case, the variables of the system would be given by
͑29͒
where the amplitudes obey a set of four coupled amplitude equations. We have not analyzed this set of equations but it seems reasonable to expect conditions for which a transition between a Hopf mode and a mixed state with two wave numbers and two frequencies is possible. As this spatiotemporal dynamics results from the resonance near the CTHP between a subH mode and a Turing mode, let us coin it the subHT mode. This subHT mode has been obtained in the Brusselator domain, for example, when (A,/ c ) ϭ(3,1.1). Starting from a homogeneous limit cycle at Bϭ10.1 in a system of length 64, a cellular pattern with two wavelengths appears with increasing amplitude when B is increased above 10.2. At each location of the system, the variables oscillate in time with two frequencies. After one period of oscillation, each maximum of the spatial pattern has become a minimum and vice versa. The initial structure is recovered after two periods as can be seen on the related space-time plot shown in Fig. 11͑a͒ . The same dynamics has been obtained in a reaction-diffusion model of a semiconductor device ͓47͔. In the Brusselator, the subHT may also coexist with a traveling subHT mode ͓Fig. 11͑b͔͒. Several mixed modes are stable near the CTHP in the Brusselator model: the simple MM, the subT mode, and the subHT. The transitions between those dynamics of the system can sometimes become very complex as we will see next.
V. ADDITIONAL SPATIOTEMPORAL DYNAMICS
To summarize the dynamics described up to now, let us look at Fig. 9 , which displays the different bifurcation scenarios obtained numerically in the Brusselator model in the parameter space (A,/ c ). When / c Ͻ1, the Turing instability is the first one to be observed. For large values of A, the T-B-H scenario is at hand with its related dynamics such as Turing-Hopf fronts and localized structures. For small A's, the T-MM-H bifurcation scheme is obtained. This MM may give rise to phase chaos or localized structures in larger systems. The subT mode exists for intermediate A's but smaller / c where the typical dynamics with two wave numbers and one frequency is observed. Eventually, for smaller / c , the pure Turing mode is the only stable one we get.
For / c Ͼ1, the Hopf instability is the first one to be observed. For small A's, the pure Hopf mode is the only one existing. For intermediate A's, we get the H-B-T scenario and the related localized structures. For higher A's, the H-MM-T scheme is obtained near the / c ϭ1 line while the H-subHT transition comes out for higher / c . The situation on this side of the degeneracy line can nevertheless become quite complex as several bifurcation scenarios can mix at the same point (A,/ c ) when B is increased. To illustrate this, let us consider in detail three dynamical scenarios.
For (A,/ c )ϭ(3,1.1) ͑point 1 in Fig. 9͒ , the numerical bifurcation scenario obtained when B is increased is the following ͑Fig. 12͒: starting from a homogeneneous Hopf mode, a subharmonic instability towards the subHT mode of Fig. 11͑a͒ occurs. This is the scenario explained in Sec. IV and which comes into play near criticality for several points in the (A,/ c ) plane. In addition this subHT mode coexists with a traveling subHT mode ͓Fig. 11͑b͔͒. Above a certain value of B, the subHT mode enters a transient chaotic dynamics which eventually settles down on localized structures. These localized structures are bistable with the pure Turing and Hopf modes for higher B. In the intermediate region, a subT mode is also obtained. Its existence could be understood in terms of a T-subT transition when B is decreased. Unexpectedly, the T-subT transition can thus also be observed for / c Ͼ1 where the Hopf instability is the first to occur above criticality. We thus see that in a range of values of the control parameter B, there is coexistence of various types of spatiotemporal dynamics mixing several of the bifurcation schemes we have presented.
In our second example, let us detail the bifurcation scheme at (A,/ c )ϭ(3,1.05) ͑point 2 in Fig. 9͒ . Near the threshold of instability BϭB c H , the Hopf mode prevails. When B is increased, this Hopf mode becomes unstable: its amplitude begins to oscillate periodically and a subHT mode appears transiently in time ͓Fig. 13͑a͔͒. Such a periodic incursion in time of the subHT mode can be explained in terms of a limit cycle instability of the four coupled amplitude equations that would admit the subHT mode as solution. The period of appearance of the subHT mode decreases when B is increased. This dynamics is unstable with respect to the phase when the size of the system is sufficiently large ͓Fig. 13͑b͔͒. When Bϭ10.4, the system then evolves towards a stable Turing mode. This Turing mode further bifurcates towards a subT mode when B is further increased. This subT mode ͓Fig. 14͑a͔͒ here also coexists with a drifting subT mode ͓Fig. 14͑b͔͒. Such a drifting mixed state was already seen by Sangalli and Chang ͓35͔ but in a Brusselator with differential convection. In our case, the dynamics is obtained without convection, which shows that the drifting subT mode is a solution totally intrinsic to the reaction-diffusion system near a CTHP ͓39͔. It corresponds then to a mixed mode solution of the set of equations ͑6͒-͑8͒ for which sin( R Ϫ L ) 0 and R R R L . This conclusion is confirmed by numerical simulations of the Gray-Scott model near the CTHP by Rasmussen and Mazin ͓48͔ who also find bistability between the subT and the drifting subT mode. The overall bifurcation scheme for point 2 in Fig. 9 thus consists in the following succession of states: pure Hopf modeheteroclinic appearance of the subHT mode-pure Turing mode-subT state coexisting with a traveling subT mode.
Our last example concerns the point (A,/ c ) ϭ(2.5,1.1) ͑point 3 in Fig. 9͒ . In this case, a change of the control parameter scans successive transitions ͓30͔ from a Hopf mode towards a subHT mode followed by spatiotemporal chaos ͑Fig. 15͒ and eventually localized structures characteristic of a bistability regime. The same behavior appears in the Gray-Scott model. In that case, the spatiotemporal chaos could be controlled to yield a stable Turing pattern ͓49͔.
The classification of the spatiotemporal dynamics near a CTHP in four scenarios: bistability, MM, subT or subHT thus allows description of most of the dynamics featured by a reaction-diffusion model.
VI. SUMMARY AND CONCLUSION
In this article, different bifurcation scenarios existing near a CTHP have been studied in the framework of amplitude equation formalism and used to understand and classify the numerical simulations of a reaction-diffusion model for values of parameters close to a CTHP. Two major families of spatiotemporal dynamics have been presented: those due to the interplay between the pure Turing and Hopf modes and those related to subharmonic instabilities of these modes.
When a Turing mode T(k c ,0) interacts with a Hopf mode H(0, c ) near a CTHP, two types of behaviors can be obtained in addition to the existence of the pure modes.
͑1͒ The Turing-Hopf bistability: in that case, the existence of nonadiabatic effects accounts for behaviors such as the stability of a simple Turing-Hopf front and of localized structures or a stepwise progression of this front depending on the values of parameters. Nonvariational effects contribute also to the existence of localized structures in the bistability domain of the two pure solutions. The existence of such a bistability domain and of the related localized structures has been obtained in the Brusselator model. Such localized structures have now been observed in several experimental systems ͓9-11͔. ͑2͒ The Turing-Hopf mixed mode: spatial pattern characterized by one wave number and oscillating in time with one frequency. This mixed mode is generically observed in our reaction-diffusion model where it may also become phase unstable in large systems giving rise to spatiotemporal chaos.
The second major behaviors existing close to a CTHP appear when the pure modes are subjected to subharmonic instabilities. The resulting dynamics follow.
͑1͒ The subharmonic Turing mixed mode, i.e., a cellular structure with two wave numbers oscillating in time with one frequency. This subT mixed mode has been observed in the Brusselator model where it may nevertheless appear as part of a much more complex overall bifurcation scheme. The transition bwtween a Turing state and a subT mode has also been seen experimentally in a hydrodynamical system where the subharmonic oscillating spatial pattern becomes phase unstable for higher values of the control parameter entering then a spatiotemporally chaotic regime ͓13͔.
͑2͒ The subharmonic Hopf-Turing mixed mode corresponding to a biperiodic oscillation in time of a biperiodic modulation in space. This subHT mode exists in the Brusselator where it is bistable with other dynamics. It has also been observed in a reaction-diffusion model of a semiconductor device ͓47͔.
In addition to these major bifurcation schemes, we have identified in the (A,/ c ) phase space of the Brusselator three bifurcation scenarios that mix up the above classification.
To conclude, we have shown here that the amplitude equation formalism is a good basis to predict the spatiotemporal dynamics that can be observed near a CTHP. The bifurcation schemes predicted are recovered in the numerical integration of a reaction-diffusion model. These simulations confirm the theoretical predictions but also show some peculiarities of the dynamics that cannot be explained by the amplitude equations. In addition, the fact that different bifurcation schemes sometimes mixup when the control parameter is increased in the Brusselator points out the usefulness of the simulation of a model in parallel with the use of amplitude equations. As some of the spatiotemporal regimes presented here have been observed in experimental systems, we hope that the additional scenarios we have described will be observed in some physico-chemical systems featuring a degeneracy point where two instabilities breaking, respectively, space and time symmetries interact. 
