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Nous proposons dans ce mémoire une approche permettant la conception d’un
sous-réseau multipoint tolérant aux pannes et garantissant une bonne qualité de
service. Notre objectif est d’acheminer, à l’intérieur d’un réseau, une recluête entre
une source spécifiée vers des destinations précises, en respectant une contrainte
sur le délai. Ceci nous impose une utilisation efficace des ressources du réseau tout
eu offrant une meilleure tolérance aux pannes qui peuvent se produire sur l’un des
liens du réseau. Pour ce faire, nous avons adopté une méthode exacte qui repose
sur la programmation linéaire et les techniques de décomposition. Notre méthode
repose sur le fait que notre problème peut se découper selon ses variables en
un problème maître et des sous-problèmes, plus faciles qtie le problème original.
Dans cette décomposition le probtème-maître consiste à trouver une structure de
diffusion, à coût minimum, qui contient deux chemins arête-disjoints, dont un de
longueur bornée, entre la source et chacun des éléments de l’ensemble de destina
tions. En ce qui concerne les sous-pro btèmes, il s’agit de vérifier si la solution du
problème maître est applicable à tout scénario de panne éventuelle. Si c’est le cas,
nous aurons bien identifié une solution optimale. Sinon, de notivelles contraintes
d ‘admissibilité sont ajoutées au pro btème-rnaître.
Pour l’évaluation de notre approche, des tests ont été menés sur un panel impor
tant de problèmes. Des simulations sur des jeux de données aléatoires ont conduit
à identifier des points de satisfaction et des voies d’exploration futures.





We propose in this thesis an approacli for the design of air fault-tolerant
multicast network guaranteed a good quality of service. Our objective is to route,
inside a network, a set-up request from a specifieci source to a specifled set of
destinations, by respecting a constraint on the end-to-end delay. This imposes to
us an efficient utilization of the network resources while offering a better fault
tolerance, assuming single link failures. With this intention, we adopted an exact
methoci which based on the linear programming and the decompositioii strategies.
We decompose the problem into a master problem and a set of subproblems.
The Master-pro blem of the approach suggested consists of flndiirg structure of
diffusion, least-cost one, that contains two paths edge-disjoint, one of these two
paths is subject to length constraints, from the source to each destination. For
the sub-probie’rn, it is a question of checking if the solution of the main problem
is applicable to any scenario of possible failure. If it is tire case, we identifled an
optimal solution. If it is not the case, new constraints of admissibility are added
to the Master-pro btern. For the evaluation of our approach, tests were carried out
on an important panel of problems. According to These simulations we found
points of satisfaction and future ways of exploration.
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Introduction
Depuis l’avènement récent de la téléphonie sans fil, de la communication par
satellite, et de l’Internet, nous assistons à l’apparition de nombreuses technologies
multimédia sur réseau informatique telles que la télévision numérique, les jeux
interactifs en ligne, la, vidéo conférence et la vidéo sur demande. Ces technolo
gies se sont intégrées dans plusieurs domaines d’activités allant de la médecine
aux applications industrielles. Malheureusement, les besoins élevés en bande pas
sante, ainsi qtie l’exigence de transmission simultanée des données pour certaines
de ces technologies, ont tendance à surcharger les réseaux de communication.
Pour faire face à ces problèmes, le mode de transmission de données dans les
réseaux a connu au cours des dernières années une importante évoltition. Il est
ainsi passé du mode conventionnel point à point (‘unicast”) où tin émetteur
dialogue avec un correspondant unique (terminal-ordinateur, client-serveur) vers
le mode de transmission multipoint (“multicast”), c’est-à-dire d’un émetteur
vers plusieurs récepteurs ou de plusieurs émetteurs vers plusieurs récepteurs. Les
exigences posées par les applications utilisant la technologie de transmission mul
tipoint, telles que le transport de la voix ou de la vidéo, engendrent différentes
contraintes au niveau de la qualité de service notamment en ce qui concerne le
délai de transmission. Il devient donc primordial de développer des algorithmes de
routage multipoint appropriés pour assurer l’utilisation efficace du réseau tout en
1
2respectant les contraintes qui s’appliquent. La finalité de ces algorithmes multi
point est de trouver nne structure de diffusion, c’est-à-dire des routes satisfaisant
certains critères relatifs à des mesures comme le nombre de sauts, le délai et le
coût des transmissions, etc., pour acheminer les données des émetteurs vers les
récepteurs.
Nous distinguons deux types de routage multipoint
— Point à Multipoint qui ne permet la diffusion qu’à partir d’une source
(émetteur) vers plusieurs destinataires (récepteurs). Ce modèle est plus
approprié aux applications où la source du groupe multipoint (source, des
tinataires) est connue comme la diffusion en ligne (radio, télévision) et le
transfert de fichiers à destinations multiples.
La plupart des applications multipoint existantes impliquent typiquement
un seul expéditeur [22, 23, 40, 41, 46, 48, 49], notamment le transfert de
fichiers multimedia, la mise à jour de logiciels et le multimedia streamingt.
C’est dans ce coutexte que nous nous intéressons plutôt au routage point
à multipoint.
— Multipoint à Multipoint qui permet à tons les membres du groupe mul
tipoint d’envoyer et de recevoir un flux multipoint. Ce modèle est parti
culièrement adapté aux applications interactives telles que la, vidéo-conférence,
les jeux en ligne, etc.
Il est également à noter que le routage multipoiut à multipoint repose, en
général, sur le routage point à multipoint [19, 20, 41], chaque émetteur
utilisant quand il a besoin de communiquer uu tel algorithme.
‘Le Streaming est une technique de transmission de données informatiques qui consiste à
décoder des doonées audio et/ou des graphiques vidéo, au fur et à mesure de leur réception sur
la machine.
3Dans la littérature, plusieurs algorithmes efficaces en termes d’utilisation de re
sources (bande passante, nombre de sauts, etc) et prenant en considération la qua
lité de service, ont été développés [1, 8, 11, 13, 25, 32, 39, 44, 50, 52]. Différentes
techniques d’optimisation sont utilisées dans ces algorithmes méthodes de plus
courts chemins [39], recherche avec tabous [50], algorithmes génétiques [8], pro—
grammatioll e nombres entiers [25], etc.
La grande quantité de données transportées en général par le réseau multipoint
ainsi que la qualité de service nécessaire pour certaines applications font qu’il est
indispensable que le réseau soit robuste, dans le sens qti’il puisse continuer à fonc
tionner même si certains de ses liens tombent en panne (cessent de fonctionner).
Malgré l’existence de nombreux algorithmes potir la recherche d’ttne structure de
diffusion multipoint dans le réseau, peu d’entre eux permettent la recherche d’une
structure de diffusion robuste. En effet. Kodialam et al. [11] ont indiqué en 2002
proposer le premier algorithme permettaut le routage multipoint e présence de
panne. À notre connaissance, le nombre d’articles qui ont abordé cette question
est très limité et se situe autour de la demi-douzaine [15, 36, 37, 38, 47].
Le présent mémoire s’inscrit dans le cadre de la recherche d’une structure de
diffusion multipoint robuste garantissant une qualité de service exprimée sous
la forme d’une limitation du délai de bout en bout entre la source et chaque
noeud de l’ensemble de destinations. D’après Wang et al. [42], la plupart des al
gorithmes multipoint considèrent la présence d’une seule recluête sur le réseau,
et nous ferons de même. Plus précisément, notre but est de déterminer des liens
à emprunter pour l’acheminement d’une requête depuis une sotirce spécifiée vers
des noeuds destinataires préalablement connus, tout en minimisant l’utilisation
des ressources du réseau. Nous devons aussi assurer la continuité dii service en
cas de panne sur l’un des liens du réseau utilisé sous l’hypothèse qu’un seul de
4ces liens peut tomber en panne à la fois.
Nous abordons notre problème par une approche exacte qui repose sur la pro
grammation linéaire et les techniques de décomposition. Dans cette approche, le
problème est découpé en un problème maître et des sous-problèmes. Le problème
maître consiste à trouver une structure de diffusion, à coût minimum, qui contient
deux chemins arête-disjoints, dont un de longueur bornée, entre la source et cha
cun des éléments de l’ensemble de destinations.
Pour les sous-problèmes, il s’agit de vérifier si la solution du problème maître est
applicable (réalisable) à tout scénario de panne éventuelle si c’est le cas, nous
avons bien identifié une solution optimale. Dans le cas contraire, de nouvelles
contraintes d’admissibilité seront ajoutées au problème maître.
L’organisation de ce mémoire est la suivante : dans le chapitre 1, nous présentons
un aperçu de la littérature sur les algorithmes qui traitent des problèmes simi
laires. Au chapitre 2, nous établissons une approche pour le problème posé. Le
chapitre 3 décrit l’implémentation algorithmique de notre approche. Les résultats
numériclues obtenus lors de tests effectués sur des instances générées aléatoirement
ainsi qu’une analyse de ces résultats sont exposés au chapitre 4. Nous concluons
ce travail en dressant quelques perspectives de recherche.
Chapitre 1
Etat de l’Art
Le multipoillt est la diffusion simultanée des données vers des destinations
multiples dans un réseau. Il permet détab1ir des conmiunications entre groupes
(la communication d’un vers plusieurs, ou plusieurs vers plusieurs) de façon ef
ficace. Pitisietirs raisons peuvent motiver lutilisation de cette technique de com
munication de groupe. En particulier, l’introduction du concept multipoint en
réseau permet de
— réduire le coût total relié à la transmission des données, puisque seulement
une seule copie de chaque paquet qui diffuse l’information doit être envoyée;
— réduire le trafic global du réseau pendant que seulement une copie de chaque
paquet passe les raccordements du réseau;
— transmettre l’information, d’une manière simultanée. à plusieurs utilisa
teurs.
De nombreuses applications nécessitant les envois de l’information d’un noeud
vers plusieurs noeuds peuvent faire profit du concept. multipoint. Par exemple
les applications multimedia. radio, téléconférence et jeux interactifs en ligne. Des
5
6algorithmes ont été conçus pour supporter le routage multipoint dans les réseaux
où, étant donné un réseau et un groupe multipoint, l’objectif est de déterminer
des routes (ensemble de lieus à parcourir) entre la source du groupe multipoint
et l’ensemble des destinations. En général, cela se fait par une réservation de
sous-parties du réseau, sous forme d’un arbre. Notons que nous nous intéressons
seulement ati routage point à multipoint comme indiqué dans l’introduction.
Nous allons ici dresser un aperçu de ces algorithmes.
1.1 Les approches des algorithmes multipoint
Actuellement, il existe différents algorithmes permettant d’optimiser le réseau
multipoint. Le principe général de ceux-ci est de déterminer un arbre (arbre de
connexion virtuelle) comme support de multipoint dans les réseaux, dont la source
est l’émetteur, et l’ensemble des sommets contient les membres du groupe de mul
tipoint, c’est-à-dire, l’ensemble des destinations (récepteurs). L ‘acheminement du
trafic dans ce réseau s’effectue selon cet arbre. Ces algorithmes se distinguent
selon leur implantation, en centralisé ou distribué [34]. Il est également possible
de classer ces algorithmes selon la nature du groupe de nuiltipoint statique dont
le groupe est constant (la totalité des noeuds est connue à l’avance) ou bien dyna
Inique [28]. Dans ce cas, un noeud petit joindre ou quitter le groupe de multipoint.
Pour déterminer l’arbre multipoint, les algorithmes centralisés supposent que le
noeud source connaît la topologie complète du réseau multipoint. Toutefois, dans
les algorithmes distribués, chaque noeud a une connaissance partielle de la topo
logie du réseau multipoint et chaque noeud peut participer à la détermination de
l’arbre.
Du fait de la variété des objectifs qui sont visés, nous pouvons actuellement
zrépartir les algorithmes de routage multipoint selon ces objectifs en deux fa
milles
-Algorithme de l’arbre de plus court chemin (SPT :Shortest Path
Tree). La construction de tel arbre se fait par l’union des plus court chemins
source-destination. La priorité est accordée alors à l’optiniisation de chaque che
min, source-destination, individuellement plutôt qu’ à l’optimisation de 1 ‘ensemble
des chemins. En général, l’idée d’un arbre (SPT) est d’avoir entre la source et
chaque destination le délai minimum possible. Ce qui est plus approprié pour les
applications multimedia pour lesquelles le déla.i est essentiel.
Parmi les applications concernées par ce genre d’arbre, citons les applications
de vidéo sur demande. L’introduction de qualité du service(QoS), dans ce
genre d’application mène à optimiser chac1ue chemin source—destination sous des
contraintes. Ceci revient à déterminer l’arbre de plus court chemin sous contraintes.
Dans le cas où ces contraintes sont liées au délai d’acheminement, la détermination
de tel arbre est NP-complet [23. 24].
La qualité de service est la capacité de livrer les flux de données tout en satisfai
sant des exigences telles que le délai d’acheminement de bout en bout la bande
passante, taux de perte, etc. Par exemples, la vidéo sur demande, la téléconférence
et les jeux interactifs sont sensibles aux délais de bout à bout entre la source et
chaque destination. Plusieurs algorithmes focalisant fortement sur la ciualité de
service ont été formulés. Les algorithmes du plus court chemin [2, 4] représentent
le coeur de ces algorithmes. Parmi ces algorithmes, nous pouvons citer celui de
Sun et al. [39]. Cet algorithme vise à construire un arbre de plus court chemin sous
la contrainte d’un délai source-destination maximal. Le critère à minimiser est
le coût de chaque chemin source-destination avec le respect d’une contrainte de
délai de bout au bout imposé. Cet algorithme utilise Dijksfra [4] pour construire
l’arbre de plus courts chemins. Dans le cas où il y a une violation de la contrainte
8de délai, Farbre du plus court chemin en délai sera calculé afin de remplacer les
chemins qtu ne respectent pas la contrainte du délai. Le temps d’exécution de cet
algorithme est polynomial.
Wang et al. [43] proposent un algorithme pour déterminer un chemin sous deux
contraintes : la bande passante et le délai. Un premier traitement s’effectue pour
éliminer tous les liens clui ne satisfont pas les besoins en bande passante en
fixant leur délai à une valeur très grande. Ensuite, un algorithme de Dijkstra [4]
est appliqué pour construire l’arbre. Cette catégorie inclut aussi les algorithmes
[6, 24, 511.
-Atgorithme d’arbre de Steiner Minimum. Le principal ob.jectif de ces al
gorithmes est de construire un arbre à coût minimum, c’est à chre, minimiser les
coûts totaux associés aux arêtes (arcs). Notons, que le réseau est modélisé sous
forme d’un graphe avec des coûts associés aux arêtes. Ces coûts, critères d’op
timalité pour la plupart des algorithmes éttidiés, sont. soit monétaires, soit liés
aux ressources utilisées comme la bande passante, le nombre de sauts, etc. La
construction «un tel arbre conduit à un problème de Steiner qui est NP-complet
[7]. L’introduction rie la qualité de service génère tm prollème d’arbre de Steiner
avec contraintes (CST Constrained Steiner Tree) pour lequel différentes tech
niques d’optimisation ont été utilisées. La qualité de la solution fournie diffère
selon la taille et la topologie du réseau et aussi selon la taille dtt groupe multi
point. Un état de l’art de ces algorithmes multipoint se trouve en [26, 32]. Nous
pouvons classer ces algorithmes en
1- Heuristiques approximatzves potynomzaies : ces algorithmes déterminent un
arbre se rapprochant, de l’arbre optimal selon le critère (les critères) d’optima
lité considéré. La complexité de ces algorithmes varie entre 0(n3) et 0(i) où n
est le nombre de noeuds. Les algorithmes de l’arbre tic Steiner servent de base
pour certaines de ces heuristiques. Les objectifs de celles-ci sont de trouver un
9équilibre entre l’optimalité de l’algorithme et sa complexité, c’est-à-dire un bon
compromis pour réduire le coût de l’arbre construit en utilisant un temps de calcul
raisonnable. Le premier algorithme heuristique a été introduit par Kompella et al.
113]. Ce dernier propose tin algorithme nominé (KPP)1 potir déterminer l’arbre
de multipoint qui a le coût minimal sous la contrainte de délai. Cet algorithme
utilise une approche de programmation dynamique ainsi que l’algorithme Prim
[29] pour construire l’arbre, sous l’hypothèse que le délai est un nombre entier.
La complexité de cet algorithme est 0(n3). Cet algorithme est centralisé, mais
une version de l’algorithme distribué a été présentée en [37].
Zhu et al. [52] proposent l’algorithme (BSMA)2 pour calculer l’arbre inultipoint à
coût minimum sous la contrainte de délai cet algorithme commence par déterminer
l’arbre de plus coirts chemins de délai, puis il diminue de manière itérative et
de façon monotone le coût de l’arbre tout en respectant la contrainte de délai.
otons que cet algorithme est toujours capable de trouver une solution optimale
s’il y en existe une, et qu’il est aussi capable de prendre en considération le fait
que différents noeuds de destination peuvent avoir différents délais. Cependant, sa
complexité O(kn3 ln n) limite son utilisation pour les réseaux de grande taille, puis
k représente le nombre de plus courts chemins utilisé dans le phase d’amélioration
de coût.
Alrabiah et al. [1] ont proposé trois algorithmes dont les cieux premiers ont une
complexité 0(n3) et le dernier une complexité 0(kn3 lnn) où k un est nombre
prédéterminé, avant l’exécution de l’algorithme, qui représente le nombre de plus
courts chemins à considérer dans le phase d’amélioration de coût. Pour construire
l’arbre, ces algorithmes commencent par un arbre qui contient initialement uni
quement la source. Au fur et à mesure, le noeud destination le plus proche de
1Kompella, Pasc1uale et Polyzos
2Bouiided Shortest Iu1ticast Algorithni
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l’arbre est ajouté. Ce processus se répète jusqu’à l’ajout de tous les noeuds de
destinatiou. S’il y’a une violation du délai sur l’un de ces chemins, uue autre
recherche plus profonde est adaptée pour remplacer ce chemiu par le chemin le
moins coûteux et qui respecte également le délai. Ces algorithmes se différencient
selon les méthodes utilisées daus cette recherche. La même technique de coustruc
tion a été utilisée par Jia eu [10]. L’idée de cet algorithme est basée sur la com
binaison des approches de l’algorithme Prim’s MST [3] et de Beilman [2].
Salam et al. [33] ont présenté une comparaison des algorithmes nmltipoint et
montré par simulation que ceux-ci sont parfois lents et ne donnent pas toujours
une bonne approximation. D’autres algorithmes heuristiques [5, 9, 16, 17, 27, 30,
35, 44, 50] ont été proposés dans le même sens.
Haghighat et al. [8] proposent un algorithme génétique pour résoudre le problème
de multipoint en considèrent simultanément les contraintes de délai et la bande
passante.
Bouskas et al. [31] proposent un autre algorithme où l’objectif est plutôt de
réduire la variation du délai maximal sous la contrainte d’un délai de bout en
bout maximal. Il faut cependant noter que dans certains cas l’arbre construit par
ces algorithmes est loin d’être optimal. La solution trouvée est sous-optimale.
2- Méthode exacte ces méthodes garantissent la qualité des solutions, mais en
contrepartie ces méthodes ne fonctionnent que sur de petites instances de taille
nettement inférieure à celle d’un réseau réel. Cependant celle-ci peuvent servir
pour comparer de façon empirique la qualité des solutions obtenues avec des al
gorithmes heuristiques.
Noronha et al. [25] ont proposé un modèle MIP3 pour le problème du routage
multipoint avec contrainte de bande passante et de délai. Ce modèle a pour ob
3Mixed Integer Programming
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jectif de déterminer simultanément plusieurs arbres multipoint optimaux selon
les coûts. L’approche proposée pour résoudre le modèle est basée sur la méthode
de séparation et évaluation (Branch and Bound). Des résultats de test pour des
réseaux très petits ont été présentés (réseaux de 12 noeuds et 15 liens, 6 noeuds
et 8 liens et 6 noeuds et 15 liens). Lieu et al. [18] ont aussi présenté une ana
lyse théorique avec un modèle MIP similaire, sans aucune garantie de qualité de
service.
1.2 Multipoint et la panne
Il est important que le réseau soit robuste afin d’assurer la continuité de ser
vice lorsqu’un lien tombe en panne. Une solution pour que le réseau multipoint
soit robuste face aux pannes, est de choisir des chemins de secours pour rediri
ger le flot en cas de panne sur un chemin principal. Ces chemins de restauration
peuvent être pré-établis (approche proactive) avant qu’une panne ne se produise.
Comme ils peuvent être établis au moment de la panne (approche réactive). L’in
convénient de la premiere approche est la nécessitée de sauvegarder ces chemins,
en contre partie les restaurations sont plus rapides en cas de panne. À l’inverse la
deuxième approche ne demande aucune sauvegarde, par conséquent on doit alors
calculer au moment de la panne des nouveaux chemins à partir des ressources
disponibles, de ce fait le temps de restauration sera plus long et il n’y aurait
aucune garantie sur l’établissement de chemins de secours.
Pour assurer l’acheminement en cas de panne plusieurs scénarios sont envisa
geables selon les stratégies suivantes
—
pcir chaque paire (source, destination), un chemin alternatif disjoint est
déterminé.
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— détourner le flux autour du lien qui est en panne. Nous cherchons donc un
chemin alternatif qui relie le deux “extrémités” de ce lien ; sans l’utiliser.
— un nouvel arbre multipoint est déterminé.
la partie de l’arbre qui n’est pas affectée est conservée et les noeuds de
destination affectés sont reconnectés individuellement par un plus court
chemin utilisant les liens clui ne sont pas en panne.
Ces stratégies ont été formulées sous forme de MIP qui est résolu de manière
heuristique en [37].
En général, les algorithmes de protection multipoint divisent le problème en une
phase de détermination des chemins principaux, suivie d’une phase de determi
nation des chemins de secours.
Parmi ces algorithmes, nous pouvons citer celui de Lau et al. [15] qui s’exécute
en deux phases
— la phase de construction de l’arbre multipoint : un algorithme de l’arbre de
Steiner est utilisé pour construire cet arbre.
— la phase de restauration : pour chaque panne possible dans l’arbre mul
tipoint construit dans la première phase, des liens sont enlevés du réseau
selon l’une des stratégies mentionnées plus haut, et ensuite un nouvel arbre
est construit pour le réseau sans ces derniers liens.
IKodialam et al. [11] ont proposé un algorithme qui considère le problème de multi
point tolérant att panne. L’algorithme vise à acheminer des demandes multipoint.
Une demande multipoint se compose d’une source, un ensemble de récepteurs, et
une bande passante à réserver ainsi qtte des chemins de restauration en cas de
panne sur un seul lien. Ces demandes arrivent une par une sans aucune connais
sance à priori des futures demandes. Il ne répond pas à des demandes statiques
ou connues à l’avance. L’algorithme multipoint [12] est utilisé pour déterminer
un arbre multipoint avec des chemins de restauration.
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Plusieurs applications exigent de satisfaire un critère de délai de bout en bout,
car il est considéré comme un des plus importants critères de qualité de service.
Malheureusement, les algorithmes qui déterminent un réseau robuste aux pannes
ne le prennent pas en considération.
Dans le prochain chapitre, l’approche que nous proposons impose un critère de
délai de bout en bout dans le design du sous-réseau nuiltipoint survivable. Pour
ce faire, notre résolution se fait en deux phases distinctes
1. détermination d’un arbre d’acheminement multipoint, sous contrainte du
délai maximal source-destination ainsi que des liens pour la restauration en
cas de panne.
2. verification si l’arbre déterminé en phase précédente est survivable en cas
de panne, sous l’hypothèse qu’un seul lien à la fois peut tomber en panne.
Une présentation détaillée de cette approche se fera dans le chapitre qui suit.
Chapitre 2
Réalisation
Étant donné un réseau et un groupe multipoint fixé, le problème que nous
voulons résoudre consiste à trouver une structure de diffusion multipoint, à la
fois à coût minimum et résistant aux pannes. Nous devons aussi garantir une
qualité de service définie relativement à un délai de bout en bout imposé entre la
source spécifiée et chacune des destinations du groupe multipoint. Le réseau est
modélisé par un graphe non orienté (G, A) où nous associons deux métriques à
cbaciue arête : une pour le délai et l’autre pour le coût qui peut être monétaire,
par exemple, le coût de la fibre optique ou bien lié aux ressources utilisées telles
que la bande passante, le nombre de sauts, etc. Le coût total du sous-réseau
multipoint recherché est la somme totale des coûts des arêtes retenues, tandis
que le délai d’un chemin est la somme des délais des arêtes qui le forment. Nous
considérons un ensemble de scénarios de pannes S. À chaque scénario s S est
associé un ensemble d’arêtes en panne A. C’est donc dire que dans le cadre du
scénario s S, seules les arêtes de A \ A peuvent être utilisées pour transmettre
la requête de l’origine o vers toutes les destinations de l’ensemble K. L’approche
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proposée est une méthode exacte qui repose sur la programmation linéaire et les
techniques de décomposition.
2.1 Modèle mathématique








(P) <D k K, s E S (2.3)
:j)E.4
= O (i,j) E A3, k e K, s E 5 (2.4)
xf <yj (i,j)A,kEK,sS (2.5)
4 {O, 1} (i,j) E A, k E K, s S (2.6)
y e {O, 11 (i,j) e 4 (2.7)
où
1, si on utilise l’arête (i, j)(arête ouverte),
y variable de design =
O, sinon (arête fermée),
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1, si l’arc (i, j) sert à transmettre du flot vers
variable de flot la destination k, dans le cadre du scénario s
O, sinon
délai sur l’arête (i,j),
D : délai maximum source-destinatioi,
coût associé à l’arête (i,j).
Le problème consiste à minimiser l’objectif (1). Les équations (2.2) représentent
les contraintes de conservation de flot. Les inégalités (2.3) sont des contraintes de
délai sur le chemin choisi. Les contraintes (2.1) garantissent quaucune arête ne
soit utilisée dans le cadre «un scénario où elle est en panne.
Les contraintes (2.5) assurent ciue le flot soit nul sur chaque arête (i, J) fermée.
2.2 Stratégie de résolution
Pour s’assurer de la robustesse du réseau constrttit, on peut considérer l’en
semble de toutes les pannes d’une seule arête à la fois. Dans un tel cas, on aurait
un scénario de panne pour chaque arête et alors le nombre de variables et de
contraintes du modèle augmenterait proportionnellement relativement au nombre
d’arêtes. Par ailleurs, le problème (P) est un problème de flots non simultanés
dans lequel on a IKI ISl sous-problèmes disjoints si on omet les contraintes (2.5).
Ceci nous suggère l’utilisation d’une approche de décomposition dans laquelle le
problème (P) est séparé en un problème-maître et des sous-problèmes (un sous-
problème pour chaque paire (k, s)). Le problème-maître contient uniquement les
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variables du design, alors que les sous-problèmes contiennent à la fois les variables
du design fixées à une valeur et les variables de flot. Nous allons procéder comme
suit d’abord, uous commençons par résoudre le probtème-ma’ître relaxé (PMR)
afin d’obtenir une solution , puis nous vérifions si chacun des sons-probtèmes,
noté SP(gk8), où est la solution courante du (PMR), est réalisable. Si c’est
le cas, alors cette solution est optimale pour (P), sinon on génère des coupes à
ajouter au problème-maître relaxé (PMR). Dans ce sens, le (PMR) sert à définir
la configuration du réseau, alors que les SP()’, servent à s’assurer de la robus
tesse de la configuration. Le figure 2.1 résume cette approche.
Oui
Fia. 2.1
— Schéma de décomposition
1$






où Contraintes-Sur- Y est un sous-ensemble de contraintes sur les variables de
design y qui sera détaillées plus loin. Il est à noter que sans les sous-ensemble de
contraintes sur les variables yj la relaxation (PMR) a comme solution optimale
la configuration où y=O pour tout (i,j) e Â.











Étant donné que toute solution de SP()k8 est une solution admissible du
problème du plus court chemin de o à 1 sur le graphe induit par noté SPG()k8,
nous allons plutôt résoudre ce problème en utilisant l’algorithme Dijkstra pour
résoudre le problème SPC()k8 obtenu en transformant la contrainte de délai de






SPG(p)k5 x O (i,j) A5
Jiij i,i
{O, 1}
Quand nous résolvons SPC()k8, nous retrouvons un des trois cas stiivants
— 1) SPC( n’admet pas de solution réalisable;
— 2) SPC()k5 admet des solutions réalisables, mais sa valeur optimale est
strictement supérieure à D;
— 3) SPC()k5 possède une solution optimale de valeur inférieure ou égale à
D.
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Il est clair que si pour tout k E K et s E S, nous retrouvons le troisième
cas, alors est réalisable pour (P), compte tenu de notre stratégie de résolution
optimale.
Si, par ailleurs, il existe au moins ue paire (, ) où nous retrouvons le premier
ou le second cas, ceci irnp1icue que SP() n’admet pas de solution réalisable,
et alors j n’est pas réalisable pour (P). Il faut ajouter à la configuration actuelle
au moins une arrête (i, j) E A parmi celles qui n’étaient pas choisies (c-à-d; pour
lesquelles =O), en imposant la contrainte suivante
yj 1. (2.9)
iI3 =0
Cette contrainte peut être renforcée en incluant seulement des arêtes parmi celles
qui permettent d’atteindre la destination k avec un délai inférieure ou égale à D.
Si on note cet ensemble ‘ alors la contrainte devient
yij 1. (2.10)
(ii)I = O et Yq E
La solution du problème (P) sera donc obtenue par la résolution répétée
du problème-maître (PMR) et des sous-problème $P()’. Cette méthode peut
cependant demander beaucoup de temps. Dans la proposition suivante nous in
troduisons une propriété inhérente à la structure du problème qui sera exploitée
pour accélérer le processus en introduisant certains contraintes clans la relaxation
de départ de (PMR). Nous faisons l’hypothèse (réaliste) que tout arête (i,j) E A
appartient à A3 pour au moins un scénario s.
21
Proposition 1 : Si pour tout arête (i’,j’) A, il existe au moins un scénario s
tel que (i’,j’) A8. alors le graphe associé à toute soltition réalisable de
(P). défini par les arêtes (i, j) I contiendra au moins deux chemins arêtes—
disjoints entre la source o et chaque destination k E K.
Preuve : Supposons qu’il existe une solution réalisable (, ) de (P) et une
destination k’ pour laquelle il n’existe pas au moins deux chemins arêtes-disjoints
allant de o à k’. C’est donc dire qu’il existe au moins une arête (i’, j’) tel que tout
chemin de o à k’ passe par l’arête (i’,j’). Comme il existe au moins tin scénario
s E S telle que (i’, j’) E A8, il s’ensuit que dans ce scénario, aucun chemin ne
reliera o à k’, ce (lui contredit la réalisabilité de
Sous 1’hypothèse que tout arête (j, j) e A appartient à A8 pour au moins un
scénario s, la proposition 1 indique ciue la configuration doit contenir au moins
deux chemins arêtes-disjoints entre la source o et chaque destination k K. De
plus, il est nécessaire qu’au moins un de deux chemins respecte la contrainte de
distance. Nous pouvons donc introduire à priori les contraintes correspondantes














+ z <Yij k E K (i,j) E A (2.14)
e {O,1} (2.15)
où
1, si l’arc (i, j) sert à transmettre du flot vers la destination k,
ki . . .Zjj sur le chemin primaire 1
O, sinon
1, si l’arc (i, j) sert à transmettre du flot vers la destination k,
sur le chemin secondaire 2
O, sinon
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Les équations (2.10), (2.12) représentent les contraintes de conservation de
flot. Les inégalités (2.11) sont des contraintes de délai sur les chemins primaires.
Les contraintes (2.13) garantissent qu’aucune arête ne soit utilisée à la fois par
les deux chemins primaire (1) et secondaire (2) pour une destination k. Aussi ces
contraintes assurent ciue le flot soit nul sur chaque arête (i, j) fermée.
Il est à noter que cette formulation initiale de la relaxation du problème-maître
sera modifiée au fur et à mesure de la résolution en ajoutant des coupes addition
nelles identifiées lors de la procédure de vérification de la réalisabilité de la confi
guration courante complétée par la résolution des sous-problèmes SPC()’.
Bien que le modèle ainsi que la stratégie de résolution puissent prendre en compte
n’importe quel scénario de pannes envisageable, incluant les scénarios compor
tant plusieurs pannes simultanées, dans la suite, nous nous restreignons att cas
de scénarios d’une seule panne à la fois. Ce cas est le plus fréquent en pratique
[21] et le plus rencontré dans la littérature.
Le chapitre suivant présente une description de l’implantation de l’approche que
nous venons de décrire.
Chapitre 3
Implantation
Nous décrivons ici le programme clui met en oeuvre la résolution du problème
(P). Comme décrit auparavant la stratégie du résolution consiste à répéter le pro
cessus suivant jusqu’à ce que nous obtenions une solution optimale
Étape 1 : Résolution du problème maître (PMR).
Étape 2 t Vérification de la réalisabilité de la solution trouvée à l’étape 1; deux
cas peuvent se présenter
Solution réatisabte : on a identifié une solution optimale compte tenu de notre
stratégie de résolution optimale, donc le processus s’arrête;
Solution non réatisabte d’autres contraintes seront rajoutées au (PMR) et
on retourne à l’étape 1.
Pour ce faire, nous avons implanté un programme comportant une interface avec
le prologiciel Optez pour résoudre le (PiIR), ainsi qu’une adaptation de l’algo
rithme Dzjkstra pour réaliser l’étape 2. Nous avons aussi implanté des prétraitements
sur le graphe original qui modélise le réseau afin de limiter l’espace de recherche.
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La description générale du code apparaît dans les figures 3.1. 3.2 et 3.3
Description générale des procédures Modélisation-Réseau() t Cette
procédure permet de modéliser le réseau en question par un graphe non orienté
afin de le transmettre à la fonction Pré—traitement O , qui à son tour éliminera
toutes les arêtes inutiles.
Pré—traitement () : Le pré-traitement se déroule en deux étapes. Dans un pre
mier temps, nous éliminerons toute arête (j, j) qui ne peut faire partie d’un che
min de longueur inférieure ou égale à D entre le noeud source o et une de deux
extrémités de (i.j). Pour ce faire, nous calculons pour chaque arête (i,j) une
étiquette dont la valeur est égale à t E=7nin(de’taz(o. i),de’taz(o,j)) + dq, qui
représente le plus court délai, entre le noeud sotirce o et une des deux extrémités
de l’arête (i,j), auquel on ajoute le délai sur l’arête (i.j). Pour calculer ces va
leurs, nous avons adapté l’algorithme de Dijkstra à notre problème.
Une fois cette opération complétée, les arêtes ayant une étiquette E, supérieure à
la longueur imposée D sont éliminées. Dans un second temps, un autre traitement
est complété pour chaque noeud destination. Ce dernier consiste à retenir dans
une liste L’ (Lk = {(i,
.i) IE < D}) structurée toutes les arêtes qui permettent
d’atteindre la noeud destination K avec un délai inférieure ou égale à D. En effet,
cette liste contient toutes les arêtes dont les étiquettes sont inférieures ou égales
à D. Pour créer cette liste pour une destination donnée k, toutes les arêtes sont
étiquetées de la façon suivante
E=min(détai(o, i)+détoe( j, k).délaz(o, j)+détai(i. k))+ d où
de’tai (o, j) : le délai minimal entre la source o et le noeud i
délai(o,j) : le délai minimal entre la source o et le noeud j
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détai(i, k) : le délai minimal entre la destination k et le noeud i
déiai(, k) : le délai minimal entre la destination k et le noeud j.
Le graphe étant symétrique nous pouvons remplacer le délai (i, k) et délai (j, k)
respectivement par délai (k, i) et délai (k,j). Ces valeurs peuvent être obtenues
par une seule application de l’algorithme DijkstTa à partir du sommet k. Cette
liste est utilisée par la procédure Ajout—Contrainte (voir Algo Vérifie-Réseau).
Pour créer cette liste, nous avons encore une fois utilisé l’algorithme de Dzjkstra.
Résoudre—PMR() : Cette procédure permet d’obtenir une solution optimale du
(PMR) en formulant le problème dans le format d’entrée de Cplex, puis en
lançant sa procedure de résolution. Nous produisons alors les valeurs optimales
des variables yj. Ces valeurs de Yij vont être fixées dans les sous-problèmes.
construit—Réseau() Cette fonction permet de construire un nouveau graphe.
Notons que ce graphe ne contient ciue les arêtes (i, j) dont les valeurs de sont
égales à 1. Nous résolvons les sous-problèmes pour chaque scénario de panne s
correspondant à une arête (i, j) dans ce graphe.
Vérifie—ReseauO Cette fonction permet de confirmer l’état de la solution du
PMR déduite dans l’étape précédente. Elle retourne la variable booléenne Statut
qui est égale à VTai si la solution est réalisable, c’est-à-dire ciue pour tout k K
et s S, SPC() possède une solution optimale de valeur inférieure ou égale
à D, et Faux dans le cas contraire. Notons que si la variable Statut est Vrai la
solution correspond au graphe construit dans la procédure construit—Réseau O.
Supprimer—arête() : Cette fonction élimine l’arête (i,j) du nouveau graphe
obtenti par la fonction construit—RéseauO. Il s’agit ici de fixer xf à O pour
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(i,j) A5.
Construit—arbre—minimal() : Cette procédure implante l’algorithme de Dijksfra
pour construire un arbre couvrant les noeuds destinations et ayant le plus court
chemin en délai. La longueur du chemin entre la sottrce o et chaque destination
k dans un tel arbre est comparée avec la longueur imposée afin de vérifier la
réalisabilité de notre solution. Pour chaque destination k où la longueur de che
min source_destinationk est supérieure à la longueur imposée, nous ajoutons
la coupe (2.9). C’est ainsi que nous vérifions si $PG(rj)’ admet une solution
pour chaque k e K.
Comportement—Reseau() : Cette fonction permet de retourner une valeur booléenne
qu’est Vra,i dans le cas où SPC()k8 admet une solution pour tout k e K. Dans
le cas contraire, elle retourne Fanx. La réalisabilité des SPG()’ est vérifiée à
l’aide de la fonction. Construit —arbre—minimal Q.
Ajout—Contrainte() : Cette procédure permet d’ajouter au problème maître
l’ensemble des coupes notées “liste—de—contrainte’ afin d’améliorer la robus
tesse de la solution. Cette liste contient une contrainte pour chaque destination
k affectée par une telle panne. Cette contrainte, comme nous l’avons vu dans le
section (2.1.1) se présente comme stiit
Z yj >= 1 = O et y e liste — destinationk.
Entree
G graphe
E enseiubÏc de somnwts
A:enscmhlc ‘luetc disiûniblc pour b conception du sous—réseau
K ensemble de destinations
D délai imposé
o source du réseau.































FIG. 3.2 — Vérifie-Réseau
procédure Comportement —Ré se au (G)
Entree
G : craphc
Retourne t Vrai ou Faux.
Début
Construit—arbre—minimal()
pniirtoiit destination k fairc
délai entre la source o et la destinat.ion k










FIG. 3.3 — Comportement-Réseau
Chapitre 4
Résultats numériques
Pour valider notre approche, nous avons effectué des tests sur des réseaux
générés de façon aléatoire. Le modèle de Waxman [45] a été adopté pour la
génération de la topologie. Ce modèle est largement utilisé dans la littératttre
[1, 14, 16, 17, 23, 41, 47, 49, 50] et permet d’obtenir des réseaux proches des
réseaux réels [49]. Le modèle consiste à choisir des noeuds connectés sur un plan
selon la probabilité de Warman. Pour chaque paire de noeuds (i, i), cette proba
bilité est définie comme suit
P(i, j) = exp_8t(z3)/,
un paramètre pour contrôler le degré moyen du graphe,
un paramètre pour contrôler la moyenne des chemins longs,
L : la distance maximale entre deux noeuds du graphe,
dist(i,j) : représente la distance (Euclidienne ou autre) entre les noeuds i et j.
Dans notre cas, la distance utilisée est la distance Euclidienne.




Après avoir défini la topologie du réseau, le coût (cj) d’une arête (i,j) est en
suite défini par une distribution uniforme sur l’intervalle [0.. 20] tandis que le
temps nécessaire pour traverser l’arête (i, j). c’est-à-dire le délai (du) est posé
proportionnel à la distance entre les deux extrémités j et j.
Pour mesurer l’influence de la topologie du réseau, ainsi que l’influence du temps
d’acheminement imposé (D) sur notre approche, nous allons faire varier un des
facteurs suivants
-La tai L Le du réseau : le nombre n de noeuds dans le réseau prend les valeurs
11, 15 ou 20. Dans la vie praticlue, les réseaux comptent des centaines, voire des
milliers de noeuds, cependant nous avons choisi des tailles de réseaux comparables
à celles utilisées dans [2.5. 36, 38, 11]. Ces tailles s’avèrent raisonnables pour tester
des algorithmes exacts tels que le nôtre.
-La densité du ‘réseau : les paramètres cr et /3 sont choisis de telle sorte que
le nombre d’arêtes dans le réseau soit de 40%. 50% ou 60% du nombre maximal
d’arêtes possibles du graphe.
-La tai L Le du groupe multipoint le nombre de destinations dans le groupe
multipoint est fixé d’abord à 5 noeuds, puis à 10 noeuds,
-Le temps maximum d’acheminement toLéré dans Le réseau : ledélaid’ache
minement est fixé en fonction du délai minimum noté (DM) qui est la longueur
du plus court chemin vers la destination la plus lointaine. Nous fixons d’abord le
délai d’acheminement à (DM) comme dans [1, 10], puis à 1.1*(DM), et finale
ment à 1.3*(DM). Dans des applications réelles, le délai d’acheminement varie
selon les cas. À titre d’exemple, le délai d’acheminement de la voix devrait être
inférieur à 150 ms.
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Deux séries de tests ont été menées sur des échantillons du réseau, dont les ca
ractéristiques sont présentées dans le tableau 4.1
Topologie n Nombre d’arêtes Degré moyen des noeuds Densité
Topologie 1 11 22 4 40%
Topologie 2 11 28 5 50%
Topologie 3 11 33 6 60%
Topologie 4 15 42 5 40%
Topologie 5 15 53 7 50%
Topologie 6 15 63 8 60%
Topologie 7 20 76 7 40%
Topologie 8 20 95 9 50%
Topologie 9 20 114 11 60%
TAn. 4.1 — Définition des topologies
Les résultats des tests sont présentés dans des tableaux où la première colonne
indiciue le type de topologie du réseau utilisé, la seconde désigne le nombre de des
tinations (I(I), la troisième colonne donne le nombre d’instances non réalisables
(NINR), la quatrième donne le nombre d’instances non résolties en moins d’une
heure (NINRJH), la cinquième donne le nombre d’instances résolues (NIR) et la
sixième donne la moyenne du temps d’acheminement maximum toléré (D Moyen).
Dans les deux dernières colonnes, notis trouvons le temps moyen de résolution en
seconde (Temps M) et le coût moyen de la solution (Co72t M). Notons que nous
avons décidé de limiter le temps de résolution à une heure de calcul.
Ces tests ont été réalisés sur des machines Linux / i686-pc-linuxîc2-gnu, dotées
d’un processeur Pentium 4 cadencé à 3 GHz.
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4.1 Première série de tests
Dans cette série de tests, nous fixons le nombre de destinations à 5 noeuds.
Nous avons effectué une série de tests sur 5 échantillons différents pour chacune
des topologies indiquées dans le tableatt 4.1. Pour chaque instance du réseau, la
valeur du paramètre du délai d’acheminement (D) a été fixée à la valeur du délai
minimum (DM), puis à 1. 1* (DPvI) et 1 3* (Dll/I). Les tableaux 4.2, 4.3 et 4.4
résument les résultats obtenus.
Topologie NINR NINR 1 H NIR D Moyen Temps M Coût M
1 5 5 0 0 - - -
2 5 4 0 1 10 4 95
3 5 5 0 0 - - -
4 5 5 0 0 - - -
5 5 4 0 1 15 89 70
6 5 5 0 0 - - -
7 5 5 0 0 - - -
8 5 5 0 0 - - -
9 5 4 0 1 14 461 128
TA3. 4.2 — D= (DM)
Dans le tableau 4.2, nous remarquons que (DN[) est trop petit pour permettre
de trouver une solution réalisable pour la plupart de ces instances. Seulement 7%
de ces instances étaient réalisables. Notons aussi que les temps de résolution aug
mentent rapidement quand la taille du réseau croît (4 secondes pour 11 noeuds,
89 secondes pour 15 noeuds et 461 secondes pour 20 noeuds). Nous remarquons
également que pour une densité de 40% nous n’avons pas pu trouver de solution
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réalisable. Par contre, nous avons trouvé des solution réalisables pour certains
réseaux de densité 50% ou 60%.
Dans le tableau 4.3, nous rapportons les résultats obtenues quand nous aug
mentons le temps d’acheminement de 10% par rapport à sa valeur précédente.
Avec cette augmentation, nous sommes capables de résoudre le tiers des instances
Topologie LKI NINR NINRÏH NIR D Moyen Temps M Co?2t moyen
1 5 5 0 0 - - -
2 5 1 0 4 12 18 97
3 5 4 0 1 13 2 111
4 5 3 0 2 22 217 129
5 5 1 0 4 17 161 69
6 5 3 1 1 16 353 100
7 5 3 0 2 19 6 102
8 5 3 1 1 21 3058 134
9 5 3 2 0 - - -
TAB. 4.3 D= 1.1*(DM)
avec un temps de résolution moyen relativement petit dans la plupart des cas.
Nous remarquons que la résolution de toutes les instances réalisables de taille
11 demande un temps relativement court (10 secondes). Nous avons également
résolu 7 des 8 instances réalisables de taille 15 (87.5%), mais seulement 3 des 6
instances réalisables de taille 20 (50%). Notons aussi que plus le réseau devient
dense plus le nombre des instances non résolues en moins d’une heure augmente.
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Dans le tableau 4.4, nous présentons les résultats obtenus lors de l’augmen
tation du temps d’acheminement de 30% par rapport à sa valeur initiale.
N K NINR NINRJH NIR D Moyen Temps M Coeêt M
1 5 0 0 5 20 22 87
2 5 0 0 5 16 18 95
3 5 2 0 3 14 98 84
4 5 0 1 4 26 870 84
5 5 0 0 5 20 123 69
6 5 0 2 3 19 1714 102
7 5 0 2 3 22 367 92
8 5 1 2 2 20 352 111
9 5 1 3 1 13 4 135
TAB. 4.4 Délai = 1.3*(DM)
Avec cette augmentation de D, le nombre d’arêtes admissibles a augmenté. Nous
avons pu trouver plus de solutions optimales ciue dans le cas précédent. En fait.
69% des instances ont été résolues à l’optimalité. Le coût des réseaux a aussi di
minué considérablement. L’augmentation de D fait croître de façon significative
le nombre de chemins admissibles de l’origine vers les destinations, permettant un
plus grand choix. Ceci a cependant pour effet de faire augmenter énormément le
temps d’exécution dans certains cas, ce qui explique le grand nombre d’instances
non résolues en moins d’une heure (24%).
Nous remarquer que toutes les instances réalisables de taille 11 ont été
résolues, mais seulement 80% de celles de taille 15 et 46% de celles de taille 20.
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4.2 Deuxième série de tests
Dans cette série de tests, nous reprenons les instances précédentes en aug
mentant le nombre de destinations à 10 noeuds. Les tests ont été réalisés comme
dans la section précédente.
Comme prévu, le fait de juste augmenter IKI ne favorise pas la réalisabilité des
instances. En effet, ciuand le délai maximum est fixé à (DM), pltis aucune instance
n’est réalisable lorsqu’on passe de 11(1=5 à 1(1=10. En augmentant le temps
d’acheminement de 10%, nous obtenons les résultats rapportés dans le tableati 4.5.
Ceux-ci indiquent que 18% des instances ont été résolues rapidement. Par contre,
18% des instances n’ont pas été résolues en moins d’une heure comparativement à
8% dans le cas où l’I=5. Ceci est dû au fait qu’il faut avoir des chemins vers plus
de destinations qu’auparavant. Nous avons résolu toutes les instances réalisables
de taille 11, 50% de celles de taille 15 et 29% de celles de taille 20. Les mêmes
remarques que précédemment s’appliquent au cas où le délai est égal à 1.3 * DM
(tableau 4.6). Toutefois, nous remarquons que nous avons plus d’instances résolues
qu’auparavant (33% comparé à 18%). En contrepartie le nombre d’instances non
résolues en moins d’une heure a triplé (63%) par rapport au cas précédent. Pour
ce cas aussi (délai égal à 1.3 * DM et 1(1=10 ), nous remarciuons ciue seulement
le tiers des instances u été résolu contre 69% pour 11(1=5. Pour les topologies
à 20 noeuds et celles plus denses de taille 15 noeuds, nous n’avons pu résoudre
aucune instance, contrairement au cas où K =5, à cause de la limitation du
temps d’exécution à une heure.
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N II NINR NINRJH NIR D Moyen. Temps M Coût M
1 10 5 0 0
- - -
2 10 3 0 2 15 40 129
3 10 4 0 1 14 49 151
4 10 4 0 1 19 113 137
5 10 3 0 2 18 80 62
6 10 2 3 0 -
- -
7 10 2 2 1 18 87 153
8 10 3 1 1 18 251 142
9 10 3 2 0 -
-
-
TAB. 4.5 — D= 1.1*(D1I)
topotogze K NINR NINR1H NIR D Moyen Temps M Coût M
1 10 0 0 5 20 328 124
2 10 0 0 5 17 235 122
3 10 2 0 3 14 588 115
4 10 0 4 1 12 19 183
5 10 0 4 1 20 700 147
6 10 0 5 0 -
-
-




8 10 1 4 0 - -
-
9 10 1 4 0 - -
-
TAB. 4.6 — Délai = 1.3*(DM)
Conclusion
Dans ce mémoire, nous avons présenté une méthode exacte potir la concep
tion d’un réseau multipoint résistant aux pannes. La formulation mathématique
initiale de notre problème se révèle complexe à résoudre. Ceci nous a amené à
choisir une stratégie de décomposition, qui est mieux adaptée à sa nature. Notre
stratégie repose sur le fait que notre problème peut se découper en un problème
maître et des sous-problèmes. Notre décomposition permet de regrouper dans le
problème-maUre les variables de design. Les variables de flots sont regroupées
dans des srnLs-probtèmes indépendants et faciles à résoudre. Ainsi, cette méthode
nous a permis, en particulier, de réduire fortement le nombre de variables po
tentiellement utilisées. Au vu des expérimentations réalisées, cette décomposition
se montre capable de fournir une solution optimale pour les réseaux d’une di
zaine de noeuds en variant les différents paramètres à savoir nombre de liens,
nombre de destinations et délai d’acheminement. Les résultat obtenus sont pro
metteurs dans l’ensemble. L’objectif maintenant devient l’accélération de la vi
tesse de résolution en réduisant l’appel des sous-problèmes, cette méthode étant
limitée en pratique par le temps de calcul. Cette méthodologie pourrait servir de
base pour le développement des stratégies plus raffinées afin de résoudre efficace
ment des instances de grande taille.
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