A study on the lot-sizing and cutting-stock problems in the paper production process by Campello, Betania Silva Carneiro, 1984-
UNIVERSIDADE ESTADUAL DE
CAMPINAS
Faculdade de Ciências Aplicadas
BETANIA SILVA CARNEIRO CAMPELLO
Um estudo sobre os problemas de
dimensionamento de lotes e corte de estoque
no processo de produção de papel
Limeira
2017
Betania Silva Carneiro Campello
Um estudo sobre os problemas de dimensionamento de
lotes e corte de estoque no processo de produção de
papel
Dissertação apresentada a Faculdade de Ciên-
cias Aplicadas da Universidade Estadual de
Campinas como parte dos requisitos exigidos
para a obtenção do título de Mestra em En-
genharia de Produção e de Manufatura, na
área de concentração Pesquisa Operacional e
Gestão de Processos.
Orientador: Prof. Dr. Washington Alves de Oliveira
Coorientadora: Prof. Dra. Carla Taviane Lucke da Silva Ghidini
Este exemplar corresponde à ver-
são final da Dissertação defendida
pela aluna Betania Silva Carneiro
Campello e orientada pelo Prof. Dr.
Washington Alves de Oliveira.
Limeira
2017
Agência(s) de fomento e nº(s) de processo(s): CAPES, 01P-3717/2017
ORCID:  http://orcid.org/0000-0001-9609-8724
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Faculdade de Ciências Aplicadas
Sueli Ferreira Júlio de Oliveira - CRB 8/2380
    
  Campello, Betania Silva Carneiro, 1984-  
 C153e CamUm estudo sobre os problemas de dimensionamento de lotes e corte de
estoque no processo de produção de papel / Betania Silva Carneiro Campello.
– Limeira, SP : [s.n.], 2017.
 
   
  CamOrientador: Washington Alves de Oliveira.
  CamCoorientador: Carla Taviane Lucke da Silva Ghidini.
  CamDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Ciências Aplicadas.
 
    
  Cam1. Otimização. 2. Heurística. 3. Otimização multiobjetivo. 4. Problema de
corte de estoque. 5. Planejamento da produção. I. Oliveira, Washington Alves
de. II. Ghidini, Carla Taviane Lucke da Silva. III. Universidade Estadual de
Campinas. Faculdade de Ciências Aplicadas. IV. Título.
 
Informações para Biblioteca Digital








Área de concentração: Pesquisa Operacional e Gestão de Processos
Titulação: Mestra em Engenharia de Produção e de Manufatura
Banca examinadora:
Washington Alves de Oliveira [Orientador]
Kelly Cristina Poldi
Antonio Carlos Moretti
Data de defesa: 03-08-2017
Programa de Pós-Graduação: Engenharia de Produção e de Manufatura
Powered by TCPDF (www.tcpdf.org)
Autor: Betania Silva Carneiro Campello
Título: Um estudo sobre os problemas de dimensionamento de lotes e corte de estoque no 
processo de produção de papel
Natureza: Dissertação
Instituição: Universidade Estadual de Campinas
Data da Defesa: Limeira, 03 de agosto de 2017
BANCA EXAMINADORA
Prof. Dr. Washington Alves de Oliveira (Orientador)
Profa. Dra. Kelly Cristina Poldi 
Prof. Dr.  Antonio Carlos Moretti
A Ata da Defesa, com as respectivas assinaturas dos membros, encontra-se no processo
de vida acadêmica do aluno.
Agradecimentos
Aos meus pais, Mônica e Francisco, e à minha irmã Gabriela. À minha sobrinha
Luíza, meu cunhado Antônio, minha tia Suzana, meu tio Ronaldo e minha tia Josélia, por
estarem sempre presentes.
À Jaime, pelo companheirismo e apoio total durante esses dois anos de mestrado.
Á Ilka, por me ajudar a tornar os problemas mais fáceis.
Ao meu orientador e minha coorientadora, professor Washington e professora
Carla, pelos ensinamentos, dedicação, amizade e por todos os momentos agradáveis que
passamos.
À FCA, pela estrutura, ao coordenador do mestrado, professor Leonardo, pela
atenção, respeito e apoio. À todos os professores do mestrado, especialmente à professora
Priscila pelo ensino e disponibilidade em ajudar, e ao professor Cristiano pelas críticas
sempre construtivas e pelo carinho ao ensino.
Aos meus colegas do mestrado que sempre me apoiam e ajudam.
Por fim, à CAPES, pelo apoio financeiro.
Resumo
Neste estudo analisamos dois problemas clássicos da pesquisa operacional, os problemas
de corte de estoque e de dimensionamento de lotes presentes no processo produtivo da
indústria de papel. O trabalho foi dividido em duas partes. Na primeira, propomos uma
abordagem heurística para resolver duas versões de modelo matemático para o problema de
corte de estoque, a versão clássica na qual existe um único tipo de objeto em estoque com
disponibilidade ilimitada, e a versão multiperíodo na qual existem mais de um tipo de objeto
em estoque com disponibilidade limitada, mais de um período no horizonte de planejamento
e demanda dada. Os resultados obtidos nos experimentos computacionais mostram um
desempenho satisfatório da heurística, medido em relação ao tempo computacional, à
perda de material, à quantidade de soluções ótimas alcançadas e na comparação com
outras heurísticas da literatura. Na segunda parte do trabalho, adotamos uma abordagem
multiobjetivo para o problema de dimensionamento de lotes integrado ao problema de corte
de estoque. Analisamos todos os possíveis conflitos e correlações entre as diversas medidas
dos custos dos dois problemas. Diferentemente da abordagem mono-objetivo apresentada
na literatura conseguimos através da abordagem multiobjetivo apontar diversas soluções
otimizadas com diferentes impactos no planejamento dos processos de produção de papel.
Estas soluções permitem ao tomador de decisão fazer escolhas com um olhar mais analítico
dos processos à partir de um conjunto maior de soluções.
Palavras-chave: Otimização; Heurística; Otimização Multiobjetivo; Problema de Corte
de Estoque; Planejamento da Produção.
Abstract
In this study we analyze the cutting stock integrated with the lot sizing problem in the paper
industry. At first we propose a heuristic approach to solve two different mathematical models
of the cutting stock problem. One is the standard cutting stock problem, characterized
for a single type of roll available in stock in unlimited quantity. The other, known as the
multiperiod multiple stock size cutting stock problem, is characterized by considering:
different types of stocked rolls with unlimited availability, various periods in the planning
horizon and known demands. Computational experiments led to results that show a
satisfactory performance of the heuristics, measured by the computational time, reduced
material loss and optimal solutions reached. Results were also compared against similar
works in the literature within the subject. Following we adopted a multi-objective approach
for the lot sizing problem integrated with the cutting stock problem. We analized all
possible conflicts and correlations between the various cost measures from both problems.
Furthermore we were able to evaluate diverse solutions through the multi-objective approach
leading to different impacts on the production paper process planning. Thus, our findings
will support the decision maker’s choice through a larger solutions set.
Keywords: Optimization; Heuristic; Multi-objective Optimization; Cutting Stock Problem;
Production Planning.
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Introdução
A pesquisa operacional vem sendo utilizada nas últimas décadas para auxiliar a
tomada de decisão. O planejamento e a programação da produção tornam-se mais eficazes
quando apoiados por modelos matemáticos e sistemas computacionais, o que torna possível
consideráveis reduções nos custos e aumento na competitividade das empresas e indústrias.
No atual cenário econômico, as indústrias precisam ser cada vez mais competi-
tivas, e os seus processos produtivos devem ser cada vez mais modernos e eficientes. Essas
novas necessidades e tendências geram novas restrições e dificuldades operacionais no dia
a dia das empresas. Desse modo, os modelos de planejamento e controle dos processos
produtivos se tornam mais complexos, motivando novas propostas de pesquisas acadêmicas.
No caso particular de indústrias de manufatura que trabalham com a produção
de papel, aço, móveis, entre outras, o mau planejamento do processo de produção e do corte
da matéria-prima geram aumento nos custos globais, incluindo desperdício de material.
Uma vez que a matéria-prima é economicamente significativa no processo, este desperdício
torna os custos da produção um problema relevante que deve ser tratado.
Dois problemas clássicos de otimização que podem ser encontrados no processo
de produção das indústrias de papel são os problemas de dimensionamento de lotes (PDL)
e de corte de estoque (PCE). O PDL consiste resumidamente em planejar quanto e quando
produzir os objetos (bobinas grandes de papel) para um certo horizonte de planejamento
visando minimizar os custos relativos a essa produção. O PCE, consiste em planejar o
corte dos objetos grandes em itens (bobinas menores de papel) visando atender à demanda
desses itens e satisfazer algum critério, como por exemplo, minimizar a perda de material.
Estes dois problemas podem ser tratados de forma isolada ou como um problema integrado
que visa minimizar os custos relativos ao PDL mais os custos relativos ao PCE. Existem
diversos trabalhos na literatura que abordam estes tipos de problemas. Encontramos uma
boa revisão de alguns estudos relevantes para o PDL em Drexl e Kimms (1997) e Jans e
Degraeve (2008). Já os trabalhos de Sweeney e Paternoster (1992), Cheng, Feiring e Cheng
(1994) e Carvalho (2002) trazem boas referências sobre PCE. Um trabalho recente que
traz as principais referências para o PDL integrado ao PCE é o de Melega, Araujo e Jans
(2016).
Neste trabalho estudamos primeiramente o problema de corte de estoque de
forma isolada e, posteriormente, estudamos o PDL integrado ao PCE.
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0.1 Processo de produção em uma indústria de papel
O processo de produção de papel inicia-se com a extração de fibras de celulose
da madeira, nas quais são misturadas substâncias químicas para obter uma pasta de
celulose. A pasta é levada para uma máquina que a transforma em uma folha contínua e
lisa que é enrolada em forma de bobina, a esse material chamamos de objeto. O objeto
pode ser estocado ou encaminhado para o corte. Nesta etapa surge um problema que pode
ser modelado matematicamente como um problema de dimensionamento de lotes.
Na próxima etapa, os objetos são cortados em diferentes comprimentos, gerando
os itens que podem ser estocados ou enviados ao cliente. Nesta etapa encontramos um
problema que pode ser modelado matematicamente como um problema de corte de estoque.
A Figura 1 ilustra o processo de produção, estoque e corte do papel. Os objetos
podem ter diferentes comprimentos Lm dependendo da máquina m onde foram fabricados,
em que m “ 1, . . . ,M . Por exemplo, a Máquina 1 pode produzir objetos com comprimento
L1 “ 400 cm e a Máquina 2, L2 “ 540 cm. Na Figura 1 observamos que ao cortar o objeto
em comprimentos menores, obtemos itens do tipo i com comprimento específico `i. Um
item do tipo 1 poderá ter, por exemplo, um comprimento `1 “ 100 cm e um item tipo 2,
`2 “ 130 cm. O tipo de item é determinado de acordo com a demanda do cliente.
Figura 1 – Problemas PDL e PCE no processo produtivo da indústria de papel. Fonte:
Autoria própria.
Ainda retratando o processo de produção, na Figura 2 temos um objeto de
comprimento L1 “ 400 cm, itens de comprimentos `1 “ 100 cm, `2 “ 130 cm e `3 “ 150
cm e duas possíveis configurações para cortar o objeto. Na primeira configuração, o objeto
pode ser cortado para obter 4 itens tipo 1, em que a soma do comprimento dos itens é
igual ao comprimento do objeto. Na segunda configuração, obtém-se um item do tipo 1,
um do tipo 2 e um do tipo 3. Veja que nessa segunda configuração os comprimentos dos
itens não preenchem completamente o comprimento do objeto, ocorrendo uma perda de
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Figura 2 – Padrão de corte. Fonte: Autoria própria.
material de 20 cm. A configuração na qual os itens são dispostos no objeto é chamada de
padrão de corte.
Apesar da produção e do corte de objetos serem etapas consecutivas e depen-
dentes uma da outra, muitas indústrias as tratam separadamente. Em algumas indústrias,
a produção de objetos é decidida baseada no conhecimento empírico dos gerentes e visam
minimizar os custos de produção e estoque dos objetos, sem levar em consideração a etapa
de corte. Se por um lado o problema de dimensionamento de lotes visa minimizar os custos
totais relativos à etapa de produção dos objetos, por outro lado, obter menores perdas
durante o corte depende dos tamanhos e das quantidades disponíveis dos objetos. Assim,
se a decisão da produção de objetos na etapa de dimensionamento de lotes não levar em
consideração o comprimento e a quantidade de objetos ideal para a etapa de corte, a
produção ótima obtida no PDL poderá gerar maiores perdas de material no PCE.
A partir desse fato, alguns pesquisadores propuseram otimizar simultaneamente
os dois problemas com o objetivo único de minimizar os custos totais relativos à etapa de
produção dos objetos integrada à etapa de corte. O problema de otimização que trata o
PDL integrado ao PCE é chamado de problema integrado de dimensionamento de lotes e
corte de estoque, ou simplesmente problema integrado.
Ao considerar o PDL e PCE de forma integrada, os resultados mostram que
é possível obter soluções que melhoram o processo global de produção. Como exemplo
podemos citar o trabalho de Arbib e Marinelli (2005), o qual mostra redução de 43%
nos custos totais ao tratar de forma integrada os custos relativos à produção de peças de
madeira, estoque, perda de material e transporte. Já no trabalho de Gramani e França
Introdução 17
(2006), que trata o processo produtivo da indústria de móveis, foi possível reduzir em
até 13% os custos totais relativos à produção e estoque de peças de madeira, setup das
máquinas e perda de material, quando comparado o resultado pela resolução do PDL
integrado ao PCE e a resolução dos dois problemas de forma independente. Além disso,
em uma indústria de papel, o problema integrado mostrou-se mais eficiente, reduzindo em
até 25% os custos de produção, estoque e perda de material quando são tratados de forma
integrada, conforme apresentado em Malik, Qiu e Taplin (2009).
0.2 Objetivos
Este estudo está dividido em duas partes, na primeira estudamos de forma
isolada o problema de corte de estoque. Na segunda parte, tratamos o problema de
dimensionamento de lotes integrado ao problema de corte de estoque presentes no processo
produtivo da indústria de papel.
O PCE é um problema de grande relevância nas indústrias de manufatura,
pois sua resolução ajuda a diminuir consideravelmente os custos com a perda de material,
motivando diversas pesquisas acadêmicas. Ele pode ser formulado como um problema
de programação linear inteiro (PLI) caracterizando-se como um problema combinatório
NP-completo1. Ou seja, o aumento do número de variáveis e/ou restrições gera, na maioria
das vezes, um crescimento exponencial no custo computacional. Dessa forma, na primeira
parte do estudo, temos como objetivo desenvolver, implementar e verificar a robustez de
um novo método de resolução para o PCE que tenha baixos custos computacionais para
encontrar soluções de boa qualidade, próximas da ótima.
Na segunda parte desse estudo, o objetivo é representar e resolver o PDL
integrado ao PCE como um modelo matemático multiobjetivo. Isto porque o modelo
matemático proposto na literatura é mono-objetivo, o que dificulta a análise do trade-off
entre os problemas. A abordagem multiobjetivo fornece múltiplas soluções diferentes,
permitindo uma análise mais ampla das características dessas soluções. Sendo assim,
separamos a função objetivo do modelo mono-objetivo em duas, ficando a primeira
relacionada ao PDL e a segunda ao PCE, a fim de analisar o conflito existente entre elas.
Para investigar as possíveis dependências entre os custos do PDL e do PCE são feitas
análises estatísticas de correlação. Também, a partir da análise do trade-off, procuramos
averiguar se a abordagem multiobjetivo pode oferecer vantagens para os pesquisadores da
área e para os tomadores de decisão das indústrias.
1 Uma análise de complexidade de algoritmos pode ser encontrado em Wilf (1994)
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0.3 Organização do texto
Este trabalho está organizado da seguinte forma: no primeiro capítulo fazemos
uma breve revisão bibliográfica dos problemas de dimensionamento de lotes e corte de
estoque, definindo e explicando cada um dos problemas. No segundo capítulo, descrevemos
a heurística que desenvolvemos nesta pesquisa para o PCE, a qual denominamos de heu-
rística de encaixes, apresentamos os experimentos computacionais e análise dos resultados.
No terceiro capítulo explicamos brevemente o problema de otimização multiobjetivo, suas
características e os métodos de resolução soma ponderada e ε-restrito. No quarto capítulo,
fazemos uma revisão bibliográfica do problema integrado, apresentamos o modelo matemá-
tico multiobjetivo do PDL integrado ao PCE, bem como os experimentos computacionais
e análise dos resultados obtidos. Por fim, no capítulo cinco apresentamos as conclusões
deste estudo seguidas pelas referências.
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1 Problemas de dimensionamento de lotes e
corte de estoque
1.1 Problema de dimensionamento de lotes
No problema de dimensionamento de lotes em uma indústria de papel, a
programação da produção de objetos é feita em um horizonte de planejamento, o qual
pode ser divido em T períodos. Os objetos podem ser produzidos em diferentes tipos de
máquinas em que cada máquina tipo m tem uma capacidade máxima de produção Cmt em
cada período t e produz objetos com diferentes comprimentos Lm, em que m “ 1, . . . ,M .
Em algumas indústrias é possível estocar os objetos produzidos em cada período.
A gramatura k do papel é medida em gramas por metro quadrado (g{m2),
quanto maior a gramatura, mais grosso é o papel. A Figura 3 ilustra este conceito. A
máquina tipo m produz objetos de comprimento Lm, mas pode produzir objetos de
gramaturas diferentes. Quando a máquina m inicia o processo de produção ou quando
há uma troca de gramatura, pode ser necessário considerar um custo de preparação da
máquina ou um custo relativo a perda de material.
Gramatura 
Figura 3 – Gramatura. Fonte: Autoria própria.
O problema de dimensionamento de lotes consiste em decidir a quantidade de
objetos a ser produzida em determinadas máquinas, em cada um dos períodos do horizonte
de planejamento. O objetivo do problema é minimizar os custos relativos à produção
desses objetos, tais como: custos de preparação, de estoque, entre outros. O PDL pode ser
modelado de diversas formas dependendo das características do problema. Em Karimi,
Ghomi e Wilson (2003) os autores sugerem uma classificação de acordo com as principais
características dos problemas. Apresentamos as mais relevantes para nosso estudo.
Demanda de objetos: pode ser estática ou dinâmica. Na estática o valor da demanda
não muda ao longo do tempo, ela é constante ou estacionária. Na dinâmica o valor da
demanda pode mudar ao longo do tempo, ela pode ser conhecida (tipo determinística),
ou ser baseada em probabilidades (tipo probabilística).
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Horizonte de planejamento: é o período de tempo no qual será feito o planejamento
da produção. Ele pode ser finito, onde normalmente a demanda é dinâmica, ou
infinito, com demanda estacionária.
Número de estágios: pode ser mono-estágio ou multi-estágio. No primeiro, o objeto é
diretamente fabricado sem necessidade de passar por processos intermediários. No
multi-estágio o material passa por processos intermediários, ele sai de um estágio
como matéria-prima para outro, até que seja fabricado o objeto.
Número de tipo de objeto: pode haver um ou mais tipos de objetos.
Capacidade ou recursos limitados: os recursos ou a capacidade das máquinas pode
ser limitado ou não limitado. A limitação pode ser por exemplo em termos de tempo
máximo permitido ou quantidade máxima de produção. No caso de problemas com
recursos ou capacidade limitada, deverão ser incluídas restrições no modelo.
Preparação: Ao trocar o tipo de produto que está sendo fabricado, pode ocorrer, por
exemplo, perda de material ou então ser necessário gastar um certo tempo para
ajustar a máquina. Nesses casos, deve-se considerar um custo de preparação.
Estoque: pode ou não ser permitido estocar os objetos entre os períodos.
Apresentamos a seguir o modelo matemático (1.1)–(1.5) proposto por Trigeiro,
Thomas e McClain (1989) para o problema de dimensionamento de lotes com as seguintes
características: demanda determinística e dinâmica, horizonte de planejamento finito,
mono-estágio, diversos tipos de objetos, capacidade limitada, custo de produção e estoque
de objetos e custo de preparação.
Considere a seguinte notação:
Índices:
t “ 1, . . . , T : índice do período;
m “ 1, . . . ,M : índice do tipo de objeto.
Parâmetros:
T : quantidade de períodos;
M : quantidade de tipos de objeto;
cmt: custo de produção do objeto tipo m no período t;
hmt: custo de estoque do objeto tipo m no período t;
smt: custo de preparação da máquina para produção do objeto tipo m no período t;
dmt: demanda do objeto do tipo m no período t;
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Cmt: capacidade de produção da máquina m no período t (medida em unidade de tempo);
Q: número suficientemente grande.
bm: tempo necessário para produzir uma unidade do objeto tipo m;
fm: tempo de preparação para a produção do objeto tipo m.
Variáveis de decisão:
xmt: número de objetos tipo m produzido no período t;
wmt: número de objetos tipo m estocados no final do período t;







pcmtxmt ` hmtwmt ` smtzmtq (1.1)
sujeito a
xmt ` wm,t´1 ´ wmt “ dmt, m “ 1, . . . ,M, t “ 1, . . . , T ; (1.2)
Mÿ
m“1
pbmxmt ` fmzmtq ď Cmt, t “ 1, . . . , T ; (1.3)
xmt ď Qzmt, m “ 1, . . . ,M, t “ 1, . . . , T ; (1.4)
xmt ě 0, wmt ě 0 e inteiros, zmt P t0, 1u,m “ 1, . . . ,M, t “ 1, . . . , T. (1.5)
A Função Objetivo (1.1) minimiza os custos de produção, estoque de objetos e
de preparação das máquinas. As Restrições (1.2) determinam que a produção e balanço
de estoque de objetos devem atender a demanda. As Restrições (1.3) impõem que o
tempo de produção e de preparação não podem ultrapassar a capacidade máxima. As
Restrições (1.4) asseguram que se houver produção (xmt ą 0), há um custo de preparação
na função objetivo, pois zmt deve ser igual a um. Se não houver produção (xmt “ 0),
pelas Restrições (1.4), zmt pode ser igual a zero ou a um, porém, se zmt “ 1 há um
custo de preparação na função objetivo o que leva a que zmt seja igual a zero. Por fim, as
Restrições (1.5) limitam o domínio das variáveis de decisão.
O problema de dimensionamento de lotes com capacidade limitada e vários tipos
de objetos, modelo matemático (1.1)–(1.5), é do tipo fortemente NP-completo (CHEN;
THIZY, 1990)1 e, portanto, são poucos os métodos de resolução exatos, sendo mais comum
encontrar métodos heurísticos para sua resolução. Em Trigeiro, Thomas e McClain (1989)
encontramos uma heurística para a resolução do modelo matemático (1.1)–(1.5) baseada
na técnica da relaxação lagrangiana, a qual consiste em remover alguma restrição que torna
1 A definição Fortemente NP-completo (strongly NP-hard) foi proposta por Garey e Johnson (1978).
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o modelo mais complicado de ser resolvido e há uma penalização na função objetivo se a
restrição removida for violada. No trabalho de Karimi, Ghomi e Wilson (2003), os autores
classificam os métodos de resolução para este problema em três principais categorias:
exatos, heurísticos e programação matemática baseada em heurísticas. Para cada categoria
são apresentados os trabalhos mais relevantes na literatura. Uma revisão de estudos mais
recentes acerca do PDL podem ser encontrados nos trabalhos de Brahimi et al. (2006)
e Brahimi et al. (2017).
1.2 Problema de corte de estoque
O problema de corte de estoque, que pode ser encontrado em indústrias de
manufaturas, tais como, de papel, móveis, alumínio, têxtil, entre outras, foi um dos
primeiros a ser estudado na área da pesquisa operacional. O modelo matemático mais
antigo que encontramos na literatura para este problema foi o de Kantorovich (1960),
formulado em 1939 e publicado em inglês apenas em 1960. Esse problema é de grande
interesse para pesquisas e aplicações práticas visto que, se solucionado, é possível obter
uma economia relevante nos custos com a perda de material. Devido à dificuldade de
resolução, o PCE era resolvido para problemas com poucos tipos de itens. Esta dificuldade
despertou o interesse de alguns pesquisadores tais como Paull e Walter (1955), Metzger
(1958), que propuseram métodos para trabalhar com problemas maiores, na ordem de
quatro tipos de itens (HINXMAN, 1980). No entanto, o grande passo para a resolução do
PCE foi dado por Gilmore e Gomory (1961) e Gilmore e Gomory (1963) ao proporem o
método simplex com geração de colunas, o qual explicamos na Subseção 1.2.2.1.
Existem diversas situações práticas em que surgem os problemas de corte de
estoque, o que leva a diferentes modelos matemáticos e métodos de resolução (DYCKHOFF,
1990). Sendo assim, para facilitar a comunicação entre os pesquisadores Dyckhoff (1990)
e Wäscher, Haußner e Schumann (2007) desenvolveram uma tipologia para os vários tipos
de problema de corte. Apresentamos a classificação de acordo com a dimensão relevante
para o corte:
Unidimensional Quando o corte envolve apenas uma dimensão do objeto, como por
exemplo, corte de bobina grande de papel ou de aço em bobinas menores. A Figura 4
ilustra o corte unidimensional, veja que a bobina grande é desenrolada e é feito
apenas um corte longitudinal. Enquanto é feito o corte, as bobinas menores vão
sendo enroladas e, no final, formam-se os itens.
Bidimensional Quando o corte é feito levando em conta duas dimensões do objeto, como
nas indústrias de móveis, alumínio, entre outras, onde uma placa retangular grande
deve ser cortada em peças retangulares menores. Veja Figura 5.
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Objeto Itens
Figura 4 – Corte unidimensional. Fonte: Autoria própria.
Figura 5 – Corte bidimensional. Fonte: Autoria própria.
Figura 6 – Corte tridimensional. Fonte: Autoria própria.
Tridimensional Quando o corte é feito nas três dimensões do objeto. Indústrias de
colchões e travesseiros, assim como carregamento de container trabalham com este
tipo de corte. A Figura 6 ilustra esta classificação.
Na Introdução definimos o conceito de padrão de corte, o qual é bastante
importante para o problema de corte. Na Subseção 1.2.1 formalizamos a definição em
notação matemática e apresentamos algumas características dos padrões de corte. Tratamos
aqui apenas dos padrões de corte unidimensionais, isto é, aqueles padrões pertencentes ao
problema de corte de estoque unidimensional.
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1.2.1 Padrões de corte unidimensional
SuponhaM tipos de máquinas, em que cada máquina do tipo m produz objetos
de comprimento Lm, m “ 1, . . . ,M . Além disso, suponha que temos I tipos de itens com
comprimentos `i, i “ 1, . . . I. Seja Jm o total de padrões de corte para o objeto tipo m.
Podemos representar o j-ésimo padrão de corte para um objeto de comprimento Lm por
um vetor I-dimensional ajm da seguinte forma:
ajm “ pa1jm, a2jm, . . . , aIjmqT , (1.6)
em que cada aijm P Z` é a quantidade de itens do tipo i no padrão de corte j para objetos
de comprimento Lm.
Um padrão de corte j para um objeto tipo m deve satisfazer a condição:
`1a1jm ` `2a2jm ` . . .` `IaIjm ď Lm. (1.7)
A Desigualdade (1.7) indica que a soma do comprimento dos itens de um padrão
de corte não pode ser maior que o comprimento do objeto. Logo, a perda de material pjm
para o padrão de corte j de um objeto tipo m é determinada por (1.8):




Na Figura 7, ilustramos alguns exemplos de padrões de corte. Para isso, consi-
deramos um objeto de comprimento L1 “ 460 cm e 3 tipos de itens com comprimentos
`1 “ 50 cm, `2 “ 100 cm e `3 “ 150 cm, conforme apresentado nas Figuras 7a e 7b.
Na Figura 7c ilustramos um possível padrão de corte a11 “ p0, 0, 3qT , indicando que ele
não tem nenhum item do tipo 1, nenhum do tipo 2 e possui três itens do tipo 3. Note
que a Desigualdade (1.7) é satisfeita, sendo: p50 ˆ 0q ` p100 ˆ 0q ` p150 ˆ 3q “ 450
cm ď 460 cm. Além disso, sabemos pela Equação (1.8) que a perda desse padrão é
p11 “ 460´ rp50ˆ 0q ` p100ˆ 0q ` p150ˆ 3qs “ 10 cm.
Podemos ainda classificar os padrões de corte como:
Padrão de corte homogêneo: É aquele formado apenas por um único tipo de item.
A Figura 7c ilustra um exemplo de padrão de corte homogêneo. Nela vemos que
o padrão de corte é formado apenas pelo tipo de item 3, com comprimento `3. A
Figura 7d apresenta um exemplo de um padrão de corte que não é homogêneo, note
que nele há itens de tipo 1 e itens de tipo 3.
Padrão de corte eficiente (PE) (DYCKHOFF, 1990): É aquele em que a perda de




`iaijm ă mint`i : i “ 1, . . . , Iu (1.9)
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(a) Comprimento do objeto (b) Comprimento dos itens
(c) Padrão de corte homogêneo (d) Padrão de corte não homogêneo
(e) Padrão de corte eficiente (f) Padrão de corte não eficiente
Figura 7 – Exemplo de padrões de corte unidimensionais. Fonte: Autoria própria.
Na Figura 7e ilustramos um exemplo de padrão de corte eficiente. A perda desse
padrão, p31 “ 10 cm, é inferior ao comprimento do menor item, `1 “ 50 cm. Já na
Figura 7f, a perda do padrão de corte, p41 “ 110 cm, é maior que o comprimento do
menor item, `1 “ 50 cm, ou seja, ele é não eficiente.
Representamos por Am a matriz formada por todos os possíveis padrões de
corte para objetos de comprimento Lm, sendo então cada coluna de Am o vetor ajm, para
j “ 1, . . . , Jm. Na prática o número de colunas é consideravelmente maior que o número
de linhas, Jm " I.
Am “
»————–
a11m a12m ¨ ¨ ¨ ¨ ¨ ¨ a1Jmm
a21m a22m ¨ ¨ ¨ ¨ ¨ ¨ a2Jmm
... ... . . . . . . ...
aI1m aI2m ¨ ¨ ¨ ¨ ¨ ¨ aIJmm
fiffiffiffiffifl . (1.10)
Nas Subseções 1.2.2 e 1.2.3 definimos e modelamos o problema de corte de
estoque clássico e multiperíodo, respectivamente. Posteriormente, na Subseção 1.2.4,
apresentamos diferentes abordagens para o problema de corte de estoque.
1.2.2 Problema de corte de estoque unidimensional clássico
No PCE clássico consideramos que M “ 1 e que existem objetos disponíveis
em estoque de comprimento L, disponível em quantidade ilimitada. Nesta abordagem, os
objetos são cortados para satisfazer a demanda de itens d. Observe a Figura 8, nela os
objetos têm sempre o mesmo comprimento L “ 460 cm, suponha quantidade ilimitada e a
demanda dos itens é a seguinte: d “ p3, 5, 7qT .
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Figura 8 – PCE clássico. Fonte: Autoria própria.
Antes de apresentar a modelagem matemática do PCE clássico, ilustramos
este problema com um exemplo numérico para facilitar sua compreensão. Considerando
disponibilidade ilimitada de objetos, a demanda de itens e o comprimento do objeto e
dos itens conforme o exemplo da Figura 8, é possível gerar 53 padrões de corte. Por
simplicidade, apresentamos na matriz de padrões de corte A em (1.11) apenas 8 dos 53
possíveis padrões de corte. Lembre-se que cada coluna representa um padrão de corte
aj e cada elemento aij de aj indica a quantidade de tipo de item i no padrão de corte j.
As cinco primeiras colunas da matriz A, em (1.11), são formadas por padrões de corte
homogêneos e as três últimas são os padrões de corte ilustrados nas Figuras 7d, 7e e 7f.
Apresentamos ainda o vetor de demandas d e o vetor de perda de material p de cada
padrão de corte em (1.12).
A “
»—–3 0 0 0 0 3 0 00 1 4 0 0 0 3 2





fiffifl e p “ ”310 360 60 310 10 10 10 110ı (1.12)
Uma vez conhecida a matriz A, o problema consiste em decidir quantas vezes
usar cada padrão de corte para atender à demanda de itens. Comentamos no começo
do capítulo que na indústria de papel o corte é feito da seguinte forma: o objeto vai
sendo desenrolado, cortes longitudinais são feitos de acordo com o padrão de corte e
simultaneamente os itens vão sendo enrolados, veja Figura 4. Isto significa que quando
utilizamos um padrão de corte, estamos cortando um objeto.
Uma forma intuitiva de conseguir resolver este problema é utilizando alguns
dos padrões de corte homogêneos. Multiplicando as quatro primeiras colunas da matriz
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por 1, a quinta coluna por 2 e todas as demais por 0, obtemos uma solução factível:
»—–3 0 0 0 0 3 0 00 1 4 0 0 0 3 2
















Na Solução (1.13) utilizamos 6 padrões de corte (equivalente a 6 objetos). A
perda total de material para essa solução é obtida multiplicando a perda de cada padrão
de corte, apresentada em (1.12), pelo número de vezes que eles são usados, apresentado na
Solução (1.13): 310ˆ1`360ˆ1`60ˆ1`310ˆ1`10ˆ2`10ˆ0`10ˆ0`210ˆ0 “ 1060
cm.
Se formos testando outras possíveis soluções, podemos melhorar o resultado
anterior. Por exemplo a seguinte solução:
»—–3 0 0 0 0 3 0 00 1 4 0 0 0 3 2
















utiliza 4 padrões de corte (ou 4 objetos) e tem uma perda total de 1ˆ 10` 1ˆ 10` 1ˆ
10` 1ˆ 110 “ 140 cm.
A Solução (1.14) é uma solução ótima para o problema apresentado, inclusive
quando resolvido com os 53 possíveis padrões de corte, e resulta em 7,57 vezes menos
perda que a Solução (1.13). O exemplo mostra como a otimização da etapa de corte pode
ajudar a diminuir a perda de material nas indústrias.
Sendo assim, o objetivo do problema é minimizar a perda de material ou, se
a Restrição (1.16) está na igualdade, é equivalente a minimizar a quantidade de objetos
utilizados. A variável de decisão, aqui representada por xj , indica a quantidade de objetos
que devem ser cortados segundo o padrão de corte j.
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O PCE clássico, na forma matricial, pode ser representado como segue:
Min 1Tx (1.15)
s.a
Ax “ d (1.16)
x P ZJ` (1.17)
em que A P ZIˆJ é a matriz de padrões de corte, d P ZI é o vetor de demanda de itens e
x P ZJ é o vetor das variáveis de decisão xj.
Este problema apresenta duas grandes dificuldades de resolução. A primeira é
que existe um grande número de padrões de corte a ser considerado. Veja pelo exemplo
numérico anterior, nele tínhamos apenas três tipos de itens e vimos que existem 53 possíveis
padrões de corte. Na prática a quantidade de tipo de itens é da ordem de dezenas ou
centenas e, uma vez que o número de padrões de corte é dado pela combinação entre os
tipos de itens, a quantidade de padrões de corte pode ser da ordem de centenas de milhares.
A segunda dificuldade é em relação a integralidade das variáveis, os algoritmos exatos
para problemas de programação linear inteira precisam ser resolvidos por enumeração
implícita ou explicita, logo o tempo computacional pode ser muito alto quando tratamos
de problemas de grande porte.
Os métodos de resolução para o PCE clássico podem ser algoritmos exatos, que
garantem a solução ótima do problema, porém para valores de I na ordem de centenas eles
têm custos computacionais altos; ou heurísticos, os quais não garantem a solução ótima,
porém podem alcançar soluções próximas da ótima em um tempo computacional razoável.
Apesar da dificuldade de resolver o problema de forma exata, existem na literatura alguns
autores que propuseram bons algoritmos. Degraeve e Schrage (1999) e Degraeve e Peeters
(2003) apresentam uma versão eficiente do algoritmo branch-and-price, o qual garante a
solução ótima. Em Vanderbeck (1999), o autor apresenta brevemente estudos de algoritmos
exatos e discute diferentes formas de como foi trabalhado o algoritmo branch-and-price.
Outros estudos podem ser encontrados em Goulimis (1990), Vanderbeck e Wolsey (1996)
e Vance (1998).
Também, encontramos bons métodos heurísticos que alcançam soluções pró-
ximas da ótima em um tempo computacional baixo. Duas classes de heurísticas muito
conhecidas são as do tipo construtiva, trabalhadas por autores como Hinxman (1980), Stad-
tler (1990), Wäscher e Gau (1996) e Hoto et al. (2003) e as do tipo residuais, estudadas por
autores como Gilmore e Gomory (1963), Stadtler (1990), Wäscher e Gau (1996) e Poldi e
Arenales (2006). O algoritmo geral das heurísticas tipo construtiva será apresentado na
Subseção 1.2.2.2 e o das tipo residuais será detalhado na Subseção 1.2.2.3.
A fim de facilitar a comparação da eficácia entre métodos de resolução para o
PCE clássico, Gau e Wäscher (1995) desenvolveram um gerador de exemplares com um
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algoritmo determinístico denominado CUTGEN1. Algoritmos determinísticos são aqueles
que, ao utilizar os mesmos valores de entrada, produzirão sempre os mesmos valores de
saída. No caso do CUTGEN1 os valores de saída serão os parâmetros dos exemplares para
resolver o PCE clássico. Os autores Wäscher e Gau (1996) propõem os valores de entrada
para este algoritmo, os quais geram 4.000 exemplares divididos em 5 classes, e Foerster e
Wascher (2000) propõem outros valores de entrada que geram 1.800 exemplares divididos
em 18 classes, onde cada classe tem características diferentes entre elas.
1.2.2.1 Método simplex com geração de colunas
O problema de corte de estoque unidimensional clássico pode ser resolvido pelo
método simplex relaxando a Restrição (1.17) de integralidade das variáveis e, posterior-
mente, arredondando heuristicamente a solução relaxada obtida. No entanto, resolver o
problema utilizando o método simplex pode ser computacionalmente caro se a quantidade
de possíveis padrões de corte for muito alta, pois para cada padrão de corte aj temos
associada uma variável xj. Assim, no passo do simplex em que se determina uma nova
coluna (variável) para entrar na base2, ou seja, qual variável passa a ser parte da solução,
haverá um grande número de possibilidades, tornando o cálculo mais complexo. Para
contornar essa dificuldade, Gilmore e Gomory (1961) propuseram a técnica de geração
de colunas, que consiste em resolver um subproblema a cada iteração do método simplex
para determinar qual a nova coluna (o melhor padrão de corte) deve entrar na base. Para
entender melhor o método da geração de colunas, é importante estudar o algoritmo simplex.
Em Arenales et al. (2007) os autores apresentam o algoritmo com exemplos numéricos
que facilitam a compreensão. Apresentamos os passos do método simplex com geração de
colunas e posteriormente mostramos esses passos em forma de algoritmo.
Algoritmo de geração de colunas
Entrada: Dados Ah a matriz de padrões de cortes homogêneos, d o vetor demanda, L o
comprimento do objeto, `i os comprimentos dos itens i e I a quantidade de tipos de itens.
Faça A“ Ah.
Passo 1 Resolva o modelo matemático (1.15)–(1.17) com a matriz dos padrões de corte
A e a integralidade das variáveis relaxada utilizando o método simplex;
Passo 2 Da resolução obtida no Passo 1, obtenha os valores das variáveis duais (vetor
multiplicador simplex) pii para i “ 1, . . . , I;
2 No método simplex um dos passos consiste em verificar qual variável entra na base. Para essa verificação
é necessário calcular um custo, chamado de custo reduzido, para todas as variáveis do modelo.
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Passo 3 Resolva o subproblema:







`iai ď L (1.19)
ai P Z`. (1.20)
Este subproblema é um problema da mochila e o vetor solução a = pa1, ¨ ¨ ¨ , aIqT é
um padrão de corte que melhora a solução obtida no Passo 1 se cˆ ă 0. Isto porque a
função objetivo (1.18) representa o custo reduzido do problema original relaxado e
quando esse custo é maior que zero, significa que a solução ótima para o problema
foi encontrada;
Passo 4 Se cˆ ě 0:
Então PARE, a solução do Passo 1 não pode ser melhorada
Senão Retorne ao Passo 1 acrescentando na matriz A o padrão de corte a obtido
no Passo 3.
Algoritmo 1: Geração de colunas




enquanto cˆ ă 0 faça
Solução = Resolva (1.15)–(1.17) relaxado
para i “ 1, ¨ ¨ ¨ , I faça
obtenha pii
fim






De forma resumida, as heurísticas tipo construtivas ou de repetição exaus-
tiva (HINXMAN, 1980) para o PCE, consistem em construir um padrão de corte com
a menor perda possível e, em seguida, esse padrão de corte é usado tantas vezes quanto
possível, sem exceder a demanda dos itens. A forma de construir o padrão de corte é o
que diferencia uma heurística da outra. Apresentamos os passos gerais das heurísticas
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construtivas, posteriormente mostramos esses mesmos passos em forma de algoritmo e,
por fim, ilustramos o passo para construir o padrão de corte de uma heurística muito
conhecida na literatura, a heurística gananciosa.
Algoritmo heurísticas construtivas
Entrada: Dados d o vetor demanda, L o comprimento do objeto, `i os comprimentos dos
itens i, I a quantidade de tipos de itens e ainda A e x uma matriz e um vetor vazios em
que adicionamos respectivamente a e x obtidos em cada iteração do algoritmo.
Passo 1 Construa um padrão de corte a a partir dos parâmetros d, L, `i e I do problema.
A forma de construir o padrão de corte neste passo depende do critério de cada
heurística;
Passo 2 Utilize a máxima quantidade possível do padrão de corte do Passo 1, de modo






, para i “ 1, . . . , I, (1.21)
em que x determina quantas vezes usar o padrão de corte a obtido no Passo 1;
Passo 3 Atualize a demanda fazendo: d “ d´ ax e adicione a na matriz A e x no vetor
x;
Passo 4 Se a demanda for nula,
Então: pare, a heurística encontrou uma solução. A solução encontrada é: Ax.
Senão: volte para o Passo 1.
Algoritmo 2: Heurísticas construtivas
Entrada: d, L, `i, I, A, x
início
enquanto d > 0 faça
a = Construa um padrão de corte
x = resolva (1.21)
d “ d´ ax




As heurísticas que pertencem a classe tipo construtiva diferenciam-se uma
das outras na forma de construir o padrão de corte no Passo 1. Na heurística constru-
tiva gananciosa, por exemplo, o padrão de corte é obtido resolvendo um problema da
mochila (1.22)–(1.24):








`iai ď L (1.23)
0 ď ai ď di, ai P Z`, @ i “ 1, . . . , I, (1.24)
em que ai são os elementos do vetor a que representa um padrão de corte, `i e di são o
comprimento e a demanda do item tipo i, respectivamente.
1.2.2.3 Heurísticas residuais
As heurísticas tipo residuais partem de uma solução ótima do modelo ma-
temático (1.15)–(1.17) relaxado obtida pelo método simplex com geração de colunas e,
posteriormente, um procedimento de arredondamento da solução é aplicado para determi-
nar uma solução inteira. Os passos gerais das heurísticas tipo residuais são explicados na
sequência e apresentamos eles no Algoritmo 3.
Algoritmo heurísticas residuais
Entrada: Dados d o vetor demanda, L o comprimento do objeto, `i os comprimentos dos
itens i e I a quantidade de tipos de itens.
Passo 1 Resolva o modelo matemático (1.15)–(1.17) relaxado pelo método simplex com
geração de colunas, o Algoritmo 1, e obtenha o vetor solução x;
Passo 2 Arredonde os elementos xj do vetor solução x segundo o critério da heurística,
obtendo um vetor de inteiros y, e faça dr “ d´Ay;
Passo 3 Se dr “ 0,
Então: Pare, a heurística encontrou uma solução.
Senão: Faça d “ dr e repita o Passo 1.
As heurísticas tipo residuais se diferenciam no Passo 2, que denominamos de
passo de arredondamento. Por exemplo, o Passo 2 da heurística nova 1 proposta por Poldi
e Arenales (2006) consiste em verificar se a demanda é excedida ao arredondar o valor de
x1 para o seu teto rx1s. Se sim, então consideramos y1 = tx1u, senão, consideramos y1 =
rx1s. Este procedimento se repete para todos os elementos xj de x e, ao final, obtém-se
o vetor y com elementos inteiros. O passo de arredondamento das heurísticas residuais
gananciosa e First Fit Decreasing (FFD) consiste em arredondar todos os elementos xj
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Algoritmo 3: Heurísticas residuais
Entrada: d, L, `i, I
início
dr=d
enquanto dr > 0 faça
x = Resolva (1.15)–(1.17) relaxado





de x para o seu piso, fazendo yj = txju, dessa forma obtém-se um y inteiro. Se y for um
vetor nulo, então resolvemos um problema residual, senão, voltamos para o passo 3. Na
heurística residual gananciosa o problema residual é resolvido com a heurística construtiva
gananciosa e na FFD o problema residual é resolvido pela heurística construtiva FFD.
1.2.2.4 Critério para solução inteira ótima do problema de corte de estoque clássico
Existem na literatura alguns critérios que facilitam a análise da qualidade das
soluções encontradas pelos métodos heurísticos, apresentamos aqui dois critérios muito
conhecidos na literatura, o IRUP e MIRUP.
Seja x a solução ótima do problema relaxado definido em (1.15)–(1.17), então
um limitante inferior (LI) para (1.15) é dado por LI “ rfpxqs. Suponha que y é uma
solução inteira factível obtida por alguma heurística, então dizemos que ela é uma solução
ótima inteira se satisfaz:
fpyq “ rfpxqs. (1.25)
Imagine, por exemplo, que ao resolver o modelo (1.15)–(1.17) relaxado obtemos
uma solução ótima x, sendo a função objetivo igual a fpxq “ 13, 5. Este valor indica que
devemos cortar o total de 13 objetos e meio para atender a demanda. Como a solução x
é a ótima do problema relaxado, ela é um limitante inferior, portanto a solução ótima
inteira não pode ser menor que 13,5. Dessa forma, se obtemos uma solução inteira y que
seja fpyq “ rfpxqs “ 14, significa que ela é ótima para o problema inteiro.
A classe de problemas que satisfaz a Equação (1.25) é chamada de IRUP
(Integer Round Up Property) e pode ser reescrita como:
fpyq ´ fpxq ă 1, (1.26)
em que fpyq ´ fpxq é chamado de gap de integralidade.
Porém, não há garantia de que o gap de integralidade seja menor que 1, por
exemplo Schwerin e Wäscher (1997) apresentaram exemplares com gap de integralidade
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de 1,06667. Também autores como Marcotte (1986), Rietz, Scheithauer e Terno (2002)
e Scheithauer e Terno (1995) encontraram gap de integralidade maiores que 1. Em vista
disso, os autores Scheithauer e Terno (1995) propuseram o critério MIRUP (Modified
Integer Round Up Property) dado por:
fpyq ´ rfpxqs ď 1. (1.27)
1.2.3 Problema de corte de estoque multiperíodo
No PCE clássico consideramos que temos um tipo de objeto de comprimento L
disponível em quantidades ilimitadas que devem ser cortados para atender a demanda de
itens. No problema de corte de estoque multiperíodo (PCEM), supomos que há objetos
disponíveis em quantidade limitada, um horizonte de planejamento com vários períodos em
que as demandas são conhecidas e, além disso, neste estudo supomos que os objetos podem
ter diferentes comprimento Lm. Na Figura 9, apresentamos um exemplo onde temos dois
objetos de comprimentos L1 e L2 com disponibilidade limitada em cada um dos períodos
do horizonte de planejamento e a demanda de itens dos períodos 1 e 2 são d1 “ p0, 1, 2qT
e d2 “ p2, 1, 2qT , respectivamente.
Figura 9 – PCE multiperíodo. Fonte: Autoria própria.
Se a demanda de itens é conhecida para todos os períodos, então podemos
antecipar o corte deles se isto trouxer alguma vantagem. A antecipação do corte de itens
pode proporcionar melhores combinações de padrões de corte (com menores perdas),
porém é necessário estocar o item até seu período de entrega, gerando custos de estoque.
Temos duas formas diferentes de resolver o exemplo de PCEM dado na Figura 9: solução
lote-por-lote e solução multiperíodo. Na primeira, resolvemos o problema tratando cada
período de forma independente, ou seja, resolvemos um problema de corte para cada
período sem que seja permitido antecipar o corte de itens, ou seja, não há estoque de itens.
Na segunda, os períodos estão relacionados através do estoque de itens.
Abordagem lote-por-lote:
Período 1 Use uma vez o padrão de corte aj1 “ p0, 1, 2qT . Esta solução indica que
utilizamos o objeto de comprimento L1 “ 460 cm gerando 0 itens tipo 1, 1 item
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tipo 2 e 2 itens tipo 3. Atendemos a demanda na igualdade do período 1 e temos
uma perda de material de 60 cm.
Período 2 Use uma vez o padrão de corte aj2 “ p2, 1, 2qT . Estamos utilizando uma vez
o objeto de comprimento L2 “ 500 cm obtendo 2 itens tipo 1, 1 item tipo 2 e 2
itens tipo 3. Atendemos a demanda na igualdade do período 2 e temos uma perda
de material de 0 cm.
A perda de material do período 1 é de 60 cm e a do período 2 é 0 cm. Temos então uma
perda total de 60 cm para os dois períodos.
Abordagem multiperíodo:
Período 1 Use uma vez o padrão de corte aj2 “ p1, 1, 2qT . Esta solução indica que
utilizamos o objeto de comprimento L1 “ 500 cm gerando 1 item tipo 1, 1 item tipo
2 e 2 itens tipo 3. Atendemos a demanda do período 1 e, além disso, produzimos
a mais 1 item de tipo 1 que deixamos em estoque (gerando um custo). Para este
padrão de corte, a perda de material é de 10 cm.
Período 2 Use uma vez o padrão de corte aj1 “ p1, 1, 2qT . Estamos utilizando uma vez
o objeto de comprimento L2 “ 460 cm obtendo 1 item tipo 1, 1 item tipo 2 e 2
itens tipo 3. Lembre-se de que temos em estoque 1 item tipo 1, com isto, estamos
atendemos a demanda do período 2. Para este padrão de corte, temos uma perda de
10 cm.
A perda de material de cada período é de 10 cm, sendo a perda total de 20 cm para os
dois períodos.
Apesar de ser um exemplo simples, ele ilustra como é possível selecionar
melhores padrões de corte e obter menores perdas quando trabalhamos com o PCEM.
Porém, na solução multiperíodo do exemplo foi preciso estocar itens, assim se houver
custos de estoque relevantes, talvez a economia com a perda de material não compense.
No PCEM os objetos disponíveis no período t que não foram usados serão
estocados para serem utilizados em períodos posteriores. Teremos então duas novas variáveis
em relação ao PCE clássico, uma variável de estoque de itens e uma variável de estoque
de objetos. Logo, o PCEM consiste em decidir quantos objetos cortar e quantos itens e
objetos estocar em cada um dos períodos do horizonte de planejamento de forma a atender
a demanda dos itens em todos os períodos. O objetivo é minimizar os custos com a perda
de material além de custos de estoque de itens e de objetos. Para a modelagem matemática
do PCEM, considere a seguinte notação (POLDI; ARENALES, 2010):
Índices:
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t “ 1, . . . , T índice do período;
m “ 1, . . . ,M índice do tipo de objeto;
j “ 1, . . . , Jm índice do padrão de corte;
i “ 1, . . . , I índice do tipo de item;
Parâmetros:
T : quantidade de períodos;
M : quantidade de tipos de objeto. O objeto tipo m tem comprimento Lm;
Jm: quantidade de padrões de corte do objeto tipo m;
I: quantidade de demanda de tipo de itens;
omt: disponibilidade em estoque do objeto tipo m no período t;
`i: comprimento do item tipo i;
dit: demanda do item tipo i no período t (dt: vetor I-dimensional cujas componentes são
dit);
aijmt: número de itens do tipo i no j-ésimo padrão de corte para o objeto tipo m no período
t (ajmt: vetor I-dimensional cujas componentes são aijmt);
cjmt: custo da perda de material do j-ésimo padrão de corte no objeto tipo m no período t;
hmt: custo de estocar um objeto tipo m no final do período t;
σit: custo de estocar um item tipo i no final do período t;
Variáveis de decisão:
xjmt: número de objetos cortados segundo o padrão de corte j do tipo m no período t;
eit: número de itens tipo i estocados no final do período t (et: vetor I-dimensional cujas
componentes são eit);
wmt: número de objetos tipo m estocados no fim do período t;
O modelo matemático para o PCEM é dado a seguir:
Modelo Matemático:
























ajmtxjmt ` et´1 ´ et “ dt, t “ 1, . . . , T ; (1.29)
Jmÿ
j“1
xjmt ` wm,t´1 ´ wmt “ omt, m “ 1, . . . ,M ; t “ 1, . . . , T ; (1.30)
xjmt, wmt, eit ě 0 e inteiros, j “ 1, . . . , Jm,m “ 1, . . . ,M, t “ 1, . . . , T (1.31)
ei0 “ 0, wm0 “ 0, i “ 1, . . . , I, m “ 1, . . . ,M. (1.32)
A função objetivo (1.28) minimiza o custo da perda de material em todos os
padrões de todos os objetos em todos os períodos, bem como o custo de estoque de itens e
de objetos em todos os períodos. As Restrições (1.29) estabelecem que a demanda de itens
no período t deve ser atendida. As Restrições (1.30) determinam que a quantidade de
objetos utilizados em cada um dos períodos do horizonte de planejamento não ultrapasse
a disponibilidade. Por fim, o conjunto de restrições em (1.31) são de não negatividade
e integralidade das variáveis. De acordo com (1.33) os estoques de itens e de objetos no
primeiro período são considerados nulos.
Uma observação importante é que, apesar das Restrições (1.29) estarem na
igualdade, é possível cortar mais itens que a demanda, por conta do sinal negativo da
variável eit. Se o estoque de itens no período T for diferente de zero, significa que a
produção de itens é maior que a demanda. Para evitar um excesso de produção, em alguns
casos é necessário acrescentar a restrição
eiT “ 0, i “ 1, . . . , I, (1.33)
indicando que o estoque final deve ser nulo.
Os trabalhos que consideram o problema de corte de estoque multiperíodo são
mais escassos na literatura, sendo a maior parte deles focado no PCE clássico (TRKMAN;
GRADISAR, 2007; SILVA, 2006). Alguns trabalhos que abordam o PCEM são Trkman
e Gradisar (2007), em que é proposto um modelo matemático multiperíodo com sobras
reaproveitáveis. Poldi e Arenales (2010) e Poldi e Araujo (2016) em que os autores
desenvolveram heurísticas de arredondamento tipo residuais e Silva (2006) também são
propostas duas heurísticas, uma delas para resolver o problema lote-por-lote e outra usando
antecipação de itens.
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1.2.4 Diferentes abordagens para o problema de corte de estoque
Nesta subseção apresentamos e fazemos uma breve revisão bibliográfica de
algumas das principais abordagens para o PCE.
No PCE clássico supomos que temos um tipo de objeto de comprimento L
disponível em quantidade ilimitada. Porém, na prática encontramos indústrias que têm
diferentes comprimentos de objetos Lm em quantidades limitadas, na Figura 10 ilustramos
as características desta abordagem. O PCE com estas características é chamado de
problema de corte de estoque com múltiplos comprimentos de objetos. Diversos autores
trabalharam com esta abordagem. Kantorovich (1960) foi o primeiro a modelar este
problema, já Araujo, Constantino e Poldi (2011) aplicaram algoritmos evolutivos para
resolver o modelo matemático. Além deles, Poldi e Arenales (2009) propuseram uma
heurística tipo residual para este tipo de problema, Belov e Scheithauer (2002) testaram um
método misto com geração de colunas e branch-and-price. Um algoritmo exato denominado
branch-and-price-and-cut foi desenvolvido por Alves e Carvalho (2008a). Outros trabalhos
que tratam este problema são: Gradišar, Resinovič e Kljajić (1999), Holthaus (2002),
Westerlund, Harjunkoski e Isaksson (1998).
Figura 10 – PCE com múltiplos comprimentos de objeto. Fonte: Autoria própria.
Outros autores consideram uma abordagem para o PCE com aproveitamento
de sobras. Neste tipo de problema, as sobras do objeto cortado que seriam consideradas
como perda podem ser reutilizadas posteriormente, desde que tenham comprimentos
significativos. Encontramos alguns autores que abordaram este problema, como Cherri,
Junior e Silva (2007), em que eles resolvem o PCE com aproveitamento de sobras adaptando
heurísticas do PCE clássico, tais como FFD e gananciosa. Em Cui e Yang (2010) é proposto
um modelo matemático e uma heurística para sua resolução. Também encontramos estudos
para o PCE com aproveitamento de sobras em Gradišar, Jesenko e Resinovič (1997)
e Gradišar et al. (1999).
Em determinadas situações práticas, a mudança entre os padrões de corte supõe
um tempo de preparação da máquina de corte que é bastante relevante para a indústria.
Em vista disso, alguns pesquisadores modelaram o PCE com o objetivo de minimizar
a quantidade de diferentes padrões de corte a serem utilizados. Os autores Diegel et al.
(1993), Diegel et al. (1996) e Foerster e Wascher (2000) propõem algoritmos para reduzir
a quantidade de padrões de corte a partir de uma solução factível. Aliano-Filho, Moretti
e Pato (2015) e Aliano-Filho (2016) propõem um modelo bi-objetivo que minimiza a
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quantidade de diferentes padrões de corte e a perda de material, observando que existe um
conflito entre esses dois objetivos. Os autores Alves e Carvalho (2008b), Vanderbeck (2000)
e Alves, Macedo e Carvalho (2009) propuseram algoritmos exatos e Kallrath et al. (2014)
desenvolveram uma heurística tipo construtiva para a resolução deste tipo de problema.
Em algumas indústrias, o corte dos objetos em itens pode ser feito em dois
estágios, no primeiro estágio obtém-se objetos intermediários e no segundo, os itens. O
primeiro estudo para o PCE de dois estágios é de Haessler (1979), em que o autor propõe
um modelo matemático para o problema de uma indústria de plástico. O modelo visa
determinar os padrões a serem utilizados nos dois estágios, sendo que no primeiro estágio
há restrições quanto às posições das facas de corte. Em Carvalho e Rodrigues (1995) os
autores modelam o problema visando minimizar a perda de material, a quantidade de
padrões de corte e o número de objetos intermediários em uma indústria de aço. Outros
trabalhos como Silva, Alvelos e Carvalho (2010), Arbib e Marinelli (2005) e Ferreira,
Neves e Castro (1990) também tratam o PCE de dois estágios.
Na literatura há também bons reviews sobre o PCE, tais como, Delorme, Iori e
Martello (2016) e Carvalho (2002). O primeiro faz uma revisão de modelos matemáticos,
algoritmos exatos para a resolução do PCE e, ainda, uma breve revisão das heurísticas
e meta-heurísticas mais relevantes da literatura. O segundo foca nos principais modelos
matemáticos propostos para este problema.
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2 Heurística de encaixes para o problema de
corte de estoque 1D
Neste capítulo, apresentamos uma nova heurística aplicada ao PCE clássico e
ao PCEM.
No PCE clássico, discutido na Subseção 1.2.2, supomos que existem objetos
disponíveis de um único tipo em estoque, com comprimento dado L, disponível em
quantidade ilimitada e consideramos a demanda d dada. A Figura 11a ilustra essas
características. O modelo matemático (1.15)–(1.17) minimiza os custos de perda de
material visando atender à demanda de itens na igualdade.
No PCEM, explicado na Subseção 1.2.3, consideramos que existem objetos
disponíveis em estoque com diferentes comprimentos e em quantidades limitadas. Neste
problema a demanda dos períodos são conhecidas em um horizonte de planejamento, como
exemplificado na Figura 11b. O modelo matemático (1.28)–(1.33) consiste em minimizar os
custos com a perda de material e os custos de estoque de itens e de objetos. As restrições
impõem que a demanda deve ser atendida em cada período e que não é possível cortar
mais objetos que os disponíveis em cada período. Considera também que o estoque de
objetos não utilizado em um período fica disponível para uso no período subsequente. Além
disso, neste capítulo o modelo matemático inclui as Restrições (1.33) que determinam que
o estoque final de itens deve ser igual a zero, ou seja, a demanda de itens é atendida na
igualdade.
Existem algoritmos exatos que encontram uma solução ótima do PCE, porém,
para valores altos de I, estes algoritmos apresentam um alto custo computacional. Portanto,
é necessário desenvolver heurísticas que encontrem soluções boas em tempo computacional
aceitável. Dessa forma, propomos uma nova heurística para o PCE clássico e o PCEM,
chamada heurística de encaixes (HE), que pode ser classificada como heurística residual.
Diferentemente das heurísticas residuais apresentadas na Seção 1.2, propomos uma nova
forma de arredondamento da solução fracionária obtida pelo método simplex com geração
de colunas, trabalhamos com o que chamamos de matriz de padrões de corte fracionários,
(a) PCE clássico (b) PCE multiperíodo
Figura 11 – Características do PCE clássico e do PCEM. Fonte: Autoria própria.




SGC e obtenha x
Passo de arredondamento.
Obtenha y e fac¸a:






Figura 12 – Fluxograma heurísticas residuais. Fonte: Autoria própria.
que será definida na Subseção 2.1.1.
2.1 Heurística de encaixes para o problema de corte de estoque
clássico
Na Figura 12, temos um fluxograma geral das heurísticas tipo residuais, descritas
na Subseção 1.2.2.3, o retângulo que está em destaque indica o passo de arredondamento
onde elas se diferenciam umas das outras. Resumidamente, começamos a heurística com
uma solução ótima contínua x obtida pelo método simplex com geração de colunas (SGC).
Posteriormente, arredondamos os componentes xj da solução x, de acordo com o critério
de arredondamento de cada heurística, obtendo o vetor y inteiro e calculamos a demanda
residual dr. Se essa demanda residual for nula, a heurística encontrou uma solução factível
inteira, senão a demanda é atualizada e os passos anteriores se repetem.
Nas Subseções 2.1.1, 2.1.2 e 2.1.3 apresentamos os passos de arredondamento
da HE. Primeiro mostramos como obter a matriz de padrões de corte fracionários Af ,
depois apresentamos o algoritmo de encaixes para tornar Af uma matriz de padrões de
corte inteiros. Por fim, mostramos o algoritmo completo do passo de arredondamento da
HE para o PCE clássico.
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2.1.1 Matriz de padrões de corte fracionários
Para obter a matriz de padrões de corte fracionários, partimos de uma solução
ótima relaxada obtida pelo método simplex com geração de colunas. Considere o vetor x




a11 ¨ ¨ ¨ a1J
... . . . ...
aI1 ¨ ¨ ¨ aIJ











Lembrando que cada coluna aj de A representa um padrão de corte, cada
componente xj de x representa a quantidade de objetos cortados segundo o padrão de
corte j e cada elemento di do vetor d representa a demanda do item tipo i. Explicamos os
passos para obter a matriz de padrões de corte fracionários juntamente com um exemplo
numérico. Suponha A, x e d conforme:
A “
»—– 1 3 01 1 0
1 0 2
fiffifl , x “
»—– 9, 50, 5
0, 75




Substituindo (2.2) em (2.3) obtemos (2.4)
Ax “ d (2.3)
»—– 1 3 01 1 0
1 0 2
fiffifl






Reescrevendo o vetor x como uma soma do vetor xI com valores inteiros e do vetor xf
com valores fracionários, obtemos:
x “ xI ` xf (2.5)






»—– 0, 50, 5
0, 75
fiffifl . (2.6)
Assim, as Equações (2.3) e (2.4) reescritas são as seguintes:
AxI `Axf “ d (2.7)
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»—– 1 3 01 1 0
1 0 2
fiffifl






Isolando Axf nas Equações (2.7) e (2.8) temos:
Axf “ d´AxI (2.9)
»—– 1 3 01 1 0
1 0 2
fiffifl












Chamando d-AxI da Equação (2.9) de demanda residual (dr) e calculando o lado direito
da Equação (2.10), obtemos:
Axf “ dr (2.11)
»—– 1 3 01 1 0
1 0 2
fiffifl






Ordenando os elementos do vetor xf da Equação (2.12) de forma decrescente, juntamente
com as colunas de A para manter a igualdade correta (este passo será justificado na
Subseção 2.1.2), obtemos:
APPTxf “ dr (2.13)
»—– 0 1 30 1 1
2 1 0
fiffifl






em que P é a matriz de permutação: »—– 0 1 00 0 1
1 0 0
fiffifl . (2.15)
Tomando um vetor y unitário, podemos reescrever APPTxf das Equações (2.13) e (2.14)
na forma Afy:
APPTxf “ Afy “ dr (2.16)
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»——–
a11 ¨ ¨ ¨ a1J
... . . . ...










1 ¨ ¨ ¨ a1JxfJ
... . . . ...
aI1x
f












»—– 0 1 30 1 1
2 1 0
fiffifl
»—– 0, 750, 5
0, 5
fiffifl “
»—– 0ˆ 0, 75 1ˆ 0, 5 3ˆ 0, 50ˆ 0, 75 1ˆ 0, 5 1ˆ 0, 5








Apenas para facilitar a notação, representamos ajxfj para j “ 1, . . . , J da Equação (2.17)
como a˜j e operando com o lado direito da Equação (2.18), temos:




1 ¨ ¨ ¨ a1Jxfn
... . . . ...
aI1x
f








a˜11 ¨ ¨ ¨ a˜1J
... . . . ...












»—– 0ˆ 0, 75 1ˆ 0, 5 3ˆ 0, 50ˆ 0, 75 1ˆ 0, 5 1ˆ 0, 5





»—– 0 0, 5 1, 50 0, 5 0, 5








Obtemos assim uma matriz de padrões de corte fracionários Af e um vetor
solução y de inteiros.
Tínhamos inicialmente as componentes xj da solução x que podiam ser fra-
cionárias e padrões de corte inteiros (colunas de A) representados em (2.1) e (2.4). A
transformação de Ax em Afy nos traz vantagens, pois é possível encontrar padrões de
corte inteiros bj a partir dos padrões de corte fracionários a˜j que atendem a demanda
residual dr na igualdade. Para entender melhor esta ideia, analisamos a primeira linha da
matriz Af das Equações (2.20) e (2.21)
”





fiffiffifl “ dr1 (2.22)
”
0 0, 5 1, 5
ı»—– 11
1
fiffifl “ 2. (2.23)
Podemos reescrever as Equações (2.22) e (2.23) como:
a˜11 ` . . .` a˜1J “ dr1 (2.24)
0` 0, 5` 1, 5 “ 2. (2.25)
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Da Equação (2.25), observamos que é possível fazer uma modificação nos
números do lado esquerdo da igualdade, os quais são fracionários, e obter números inteiros.
Por exemplo, poderíamos fazer: 0` 0` 2 “ 2 ou 0` 1` 1 “ 2. Obtendo somente números
inteiros e mantendo a igualdade.
É possível generalizar a afirmação anterior para qualquer linha i da matriz Af :
Seja a˜i1 ` . . .` a˜iJ “ dri , tais que, dri P Z` e a˜ij P R` para j “ 1, . . . , J . Sempre é possível
reescrever dri como dri “ bi1 ` . . .` biJ , tal que bij P Z` para j “ 1, . . . , J .
Fazendo operações em todas as linhas i de Af , é possível obter uma matriz
B com padrões de corte inteiros e, ainda, By “ dr. Dessa forma, a heurística proposta
sempre encontrará uma solução factível para o problema inicial, conforme Equação (2.26)
AxI `By “ d. (2.26)
Na Subseção 2.1.2 explicaremos como formar a matriz B da Equação (2.26) a partir da
matriz Af .
2.1.2 Algoritmo de encaixes
Uma vez obtida a matriz de padrões de corte fracionários Af , devemos agora
torná-la uma matriz de padrões de corte inteiros B. Antes de apresentar a forma como
obtemos B, faremos um pequeno exemplo numérico para facilitar a compreensão do
algoritmo de encaixes. Voltando ao exemplo numérico, Equação (2.21) da Subseção 2.1.1,
tínhamos:
Afy “ dr (2.27)
»—– 0 0, 5 1, 50 0, 5 0, 5








Considere apenas os elementos da primeira linha, i “ 1, de Af : a˜11 “ 0,
a˜12 “ 0, 5 e a˜13 “ 1, 5, tentaremos torná-los inteiros um a um da esquerda para a direita.
Começamos então pelo elemento a˜11, como ele já é um número inteiro, passamos para o
seguinte elemento da linha. Para transformar a˜12 em um número inteiro, podemos fazer
ra˜12s: r0, 5s “ 1 e chamamos de z ao valor que foi preciso aumentar em a˜12 para torná-lo
inteiro, neste caso z “ 0, 5. Para não violar a soma total dos elementos da linha 1, será
necessário diminuir de outro elemento da mesma linha o valor z. Fazendo a˜13 ´ z, teremos
a˜13 “ 1, 5 ´ 0, 5 “ 1. Agora todos os elementos da linha i “ 1 tornaram-se inteiros e a
soma total da linha não foi alterada.
A forma de obter números inteiros, que chamamos de algoritmo de encaixes,
apresentada no exemplo é uma entre diversas possibilidades de arredondamento para
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os elementos da matriz Af . Determinamos o arredondamento desta forma pela seguinte
razão:
Na Subseção 2.1.1 determinamos que, antes de obter a matriz Af , um dos
passos era ordenar os elementos do vetor xf de forma decrescente. Sendo assim, as colunas
da matriz A que serão multiplicadas pelos maiores valores dos elementos de xf estão mais
à esquerda (primeiras colunas). Para esclarecer essa afirmação voltaremos ao exemplo
numérico. Na Subseção 2.1.1, antes de ordenar xf da Equação (2.14), tínhamos:
»—– 1 3 01 1 0
1 0 2
fiffifl






e depois de ordenado, a Equação (2.14) foi reescrita como (2.14):
»—– 0 1 30 1 1
2 1 0
fiffifl






Veja que a primeira coluna de A deverá ser multiplicada por 0,75, que é o maior
valor do vetor xf . A partir dos experimentos computacionais preliminares, observamos
que ao ordenar os elementos do vetor xf de forma decrescente e começar o algoritmo de
encaixes pelas primeiras colunas de A, eram obtidos melhores padrões de corte.
O fluxograma do algoritmo de encaixes é apresentado na Figura 13. O algoritmo
recebe de entrada cada linha a˜i da matriz Af e transforma em uma linha de números
inteiros bj . Por simplicidade na notação, no fluxograma da Figura 13 omitimos o subíndice
i dos elementos a˜ij, sendo então a˜ij ” a˜j.
Se aplicarmos o algoritmo para todas as linhas de Af do exemplo numérico
em (2.28), obtemos:
B =
»—– 0 1 10 1 0
2 0 0
fiffifl.
Duas considerações sobre o algoritmo de encaixes são importantes para entender
a heurística proposta. A primeira consideração é que em alguns casos o algoritmo de
encaixes forma padrões que não são eficientes1, na Subseção 2.1.3 explicamos como tratar
este problema. Em segundo lugar, é preciso lembrar que cada coluna da matrizA representa
um padrão de corte, em consequência cada coluna da matriz Af e B também. Assim, ao
1 O conceito de padrão eficiente foi definido na Subseção 1.2.1
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In´ıcio
a˜1, . . . , a˜J
i = 1, j = J
i < j z = da˜ie − a˜i
bj = a˜j , j = 1, . . . , J
z ≤ a˜j a˜j = a˜j − za˜i = da˜ie i = i + 1
a˜i = a˜i + a˜j
a˜j = 0






Figura 13 – Fluxograma que ilustra o algoritmo de encaixes. Fonte: Autoria própria
arredondar os elementos da matriz Af devemos manter a condição necessária do conceito
de padrão de corte dado por:
`1a1j ` `2a2j ` . . .` `IaIj ď L. (2.29)
Lembrando que `i P R` representa o comprimento do item i e aij P Z` repre-
senta o elemento i da coluna j de A. No algoritmo de encaixes que estamos propondo,
quando transformamos A em Af e, por sua vez, Af em B, estamos mantendo a Desigual-
dade (2.29). A seguir descrevemos melhor a afirmação anterior:
Sejam aij P Z` elementos de A e xfj elementos de xf , em que 0 ď xfj ă 1 e
ainda `i P R`:
Mantendo a Desigualdade (2.29) ao obter Af : Para calcular Af , multiplicamos os




j “ a˜ij ă aij, para i “ 1, . . . , I, e j “ 1, . . . , J, (2.30)
pois 0 ď xfj ă 1.
Por exemplo, seja aij “ 2 e xfj “ 0, 75, temos então:
2ˆ0,75 = 1,5 < 2.
A Desigualdade (2.30) pode ser reescrita como:
`ipaijxfj q “ `ia˜ij ă `iaij, para i “ 1, . . . , I, e j “ 1, . . . , J. (2.31)
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`iaij ď L, para j “ 1, . . . , J. (2.32)
Mantendo a Desigualdade (2.29) ao obter B: Para calcular a matriz B, arredonda-
mos os elementos a˜ij para o piso ta˜iju, ou para o teto, ra˜ijs. Pela Desigualdade (2.30),
podemos afirmar que:
ta˜iju ď ra˜ijs ď aij, para i “ 1, . . . , I, e j “ 1, . . . , J. (2.33)
Por exemplo, seja aij “ 2, xfj “ 0, 75 e a˜ij “ 2ˆ 0, 75 “ 1, 5, então:
t1, 5u “ 1 ď r1, 5s “ 2 ď 2.
A Desigualdade (2.33) pode ser reescrita como:
`ita˜iju ď `ira˜ijs ď `iaij, para i “ 1, . . . , I, e j “ 1, . . . , J. (2.34)









`iaij ď L, para j “ 1, . . . , J. (2.35)
2.1.3 Passo de arredondamento da heurística de encaixes para o problema de
corte de estoque clássico
No começo da Seção 2.1, mostramos na Figura 12 o fluxograma das heurísticas
do tipo residuais e explicamos que elas se diferenciam no passo de arredondamento. Aqui,
ilustramos o passo de arredondamento da heurística de encaixes através do fluxograma da
Figura 14 e explicamos mais detalhadamente o fluxograma nos passos a seguir.
Passos
Passo 1 Obtenha a matriz de padrões de corte fracionários conforme explicado na Subse-
ção 2.1.1 e aplique o algoritmo de encaixes descrito na Subseção 2.1.2. Neste passo, uma
nova matriz B juntamente com o vetor unitário y são obtidos;
Passo 2 Para todo padrão de corte bj que não for eficiente, o correspondente valor
yj deverá se tornar nulo, com isto estamos desconsiderando os padrões de corte não
eficientes. Observe que se anularmos algum valor de y, a demanda residual dr já não será
completamente atendida;
Passo 3 Se todos os yj forem nulos, isto é, se a heurística não formou nenhum padrão de
corte eficiente,
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Então um problema residual deverá ser resolvido. O problema residual consiste
em calcular quantos objetos devem ser cortados segundo determinado padrão de corte com
o objetivo de atender a demanda residual dr. Neste estudo, resolvemos o problema pela
heurística construtiva gananciosa (explicada na Subseção 1.2.2.2);
Senão, atualize a demanda residual. Este passo é necessário porque no Passo






Fac¸a yj = 0 para










Figura 14 – Fluxograma HE. Fonte: Autoria própria.
2.2 Heurística de encaixes para o problema de corte de estoque
multiperíodo
Para o PCEM devemos fazer algumas adaptações na heurística, pois o modelo
matemático (1.28)–(1.33) inclui novos índices, variáveis e restrições. Primeiramente, o
fluxograma apresentado na Figura 12 do algoritmo geral das heurísticas tipo residuais
deve ser modificado. Além disso, na heurística de encaixes há uma modificação para
calcular a demanda residual e outra para garantir a factibilidade do problema. Explicamos
detalhadamente essas três modificações e por fim, apresentamos o fluxograma do passo de
arredondamento da HE para o PCEM.
Períodos
No fluxograma da Figura 15 destacamos os passos onde o algoritmo geral das
heurísticas tipo residuais para o PCEM se difere do PCE clássico. Veja que a diferença
















Figura 15 – Fluxograma geral das heurísticas tipo residual para o PCEM. Fonte: Autoria
própria.
é que para o multiperíodo todos os passos da heurística deve ser repetidos para os T
períodos.
Demanda residual
No PCE clássico, para obter a demanda residual dr, partimos de uma solução
ótima do problema relaxado x e das Restrições (1.16): Ax = d. Obtendo então:
dr “ d´AxI . (2.36)
No PCEM, para obter a demanda residual drt , partimos de uma solução ótima do




et´1 ´ et “ dt. Sendo assim, a demanda residual é obtida também em função do balanço
de estoque de itens (et´1 ´ et) da seguinte forma:
Sejam os vetores px, e,wqT uma solução ótima do problema relaxado obtida
pelo método simplex com geração de colunas, Amt a matriz de padrões de corte e dt
o vetor demanda. Reescrevendo o vetor xmt como uma soma do vetor xImt com valores
inteiros e do vetor xfmt com valores fracionários, obtemos:
xmt “ xfmt ` xImt. (2.37)
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Podemos então reescrever as Restrições (1.29) como:
Mÿ
m“1




Amtxfmt da Equação (2.38), temos:
Mÿ
m“1












Os passos seguintes para obter a matriz de padrões de corte fracionários são
equivalentes aos descritos na Subseção 2.1.1. O que muda então no fato de dr ser diferente
no PCEM do PCE clássico? Como no PCE clássico dr é obtido por uma operação de
subtração do vetor d, em que todos os elementos são inteiros, pelo vetor AxI , também
formado por elementos inteiros, então dr é um vetor onde todos os elementos são inteiros.
Sendo dr um vetor de elementos inteiros e dr “ Afy, é possível reescrever cada linha a˜j
de Af como uma linha bj com todos os elementos inteiros. Em contrapartida, no PCEM
o vetor drt é obtido por uma soma do vetor dt com os vetores et´1 e et, em que ambos
podem ter elementos fracionários, desse modo não é possível garantir que drt seja inteiro.
A consequência de que drt não seja necessariamente inteiro é que nem sempre é possível
reescrever cada linha a˜jmt da matriz Afmt como uma linha bjmt de elementos inteiros.




a˜i1mt ` . . . ` a˜iJmmt “ drit, tal que, drit P Z` e a˜ijmt P R` para j “
1, . . . , Jm. Sempre é possível reescrever drit como
Mÿ
m“1
bi1mt ` . . .` b˜ifmt ` . . .` biJmmt “ drit,
tal que bijmt P Z` para j “ 1, . . . , f ´ 1, f ` 1, . . . , Jm e b˜ifmt P R`.
Sendo assim, após aplicar o algoritmo de encaixes, ainda sobrará um b˜ifmt que
poderá ser fracionário.
Garantia de factibilidade
No PCEM temos uma quantidade máxima de objetos disponíveis omt, dessa
forma, após aplicar o algoritmo de encaixes, é necessário verificar se utilizamos mais objetos
que os disponíveis. Na Seção 2.2.1 detalhamos como fazer essa verificação e os passos
necessários para garantir que não seja utilizado mais objetos que os disponíveis.
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Figura 16 – Fluxograma HE para o problema de corte de estoque multiperíodo. Fonte:
Autoria própria.
2.2.1 Passo de arredondamento da heurística de encaixes para o problema de
corte de estoque multiperíodo
O passo de arredondamento da HE para o PCEM é apresentado em forma de
fluxograma na Figura 16, destacamos nele os passos que diferem do fluxograma do passo
de arredondamento da HE para o PCE clássico da Figura 14. Na sequência explicamos
detalhadamente os passos desse fluxograma.
Passos
Passo 1 Obtenha a matriz de padrões de corte fracionários conforme explicado na Subse-
ção 2.1.1, aplique o algoritmo de encaixes descrito na Subseção 2.1.2 e faça bimft “ tb˜imftu.
Neste passo, uma nova matriz Bmt juntamente com o vetor unitário ymt são obtidos;
Passo 2 Para todo padrão de corte bjmt que não for eficiente, o correspondente valor
yjmt deverá se tornar nulo, com isto estamos desconsiderando os padrões de corte não
eficientes. Observe que se anularmos algum valor de ymt, a demanda residual drt não será
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completamente atendida;




pyjmt`xIjmtq ą omt, isto é, se a quantidade total de objetos tipom utilizados
for maior que a quantidade de objetos tipo m disponíveis,
Então faça: yumt “ 0 e u “ u ´ 1. No Passo 3 fizemos com que o índice u
fosse igual a Jm, que é o último padrão de corte da matriz Bmt. Assim, estamos fazendo
yJmmt “ 0, ou seja, estamos anulando o último padrão de corte gerado pelo algoritmo
de encaixes, os quais têm maiores perdas. Este passo se repete para o penúltimo padrão,
Jm´ 1, e assim por diante, até que quantidade total de objetos tipo m utilizados for menor
que a dos objetos tipo m disponíveis;
Passo 5 faça m “ m` 1. Se m ďM ,
Então volte para o Passo 4,
Senão vá para o Passo 6;
Passo 6 O estoque de objetos wmt deverá ser atualizado:




Passo 7 Se todos os padrões de corte yjmt forem nulos, isto é, se a heurística não formou
nenhum padrão de corte eficiente,
Então um problema residual deverá ser resolvido. Neste estudo, resolvemos o
problema residual pela heurística construtiva gananciosa explicado na Subseção 1.2.2.2
para cada tipo de objeto, obtendo M possíveis soluções. Escolhemos àquela que utiliza
menos objetos;
Passo 8 Senão, atualize a demanda residual: drt “ drt ´
Mÿ
m“1
Bmtymt. Este passo é
necessário porque no Passo 2 algum yjmt pode ter sido igualado a zero e a demanda
residual não ter sido completamente atendida.
Após o último passo, o algoritmo segue o fluxo geral das heurísticas tipo
residuais para o PCEM.
2.3 Experimentos computacionais e análise dos resultados
Os dois algoritmos apresentados nas Seções 2.1 e 2.2 foram implementados
usando a linguagem de programação Python. O solver utilizado foi o CPLEX 7.5 aplicando
a biblioteca Docplex, uma API para Python. Os experimentos computacionais foram
realizados em um computador Intel I5 quad core com 24 GB de RAM.
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2.3.1 Resultados da heurística de encaixes para o problema de corte de estoque
clássico
Nesta seção apresentamos os experimentos computacionais realizados com o
PCE clássico e analisamos os resultados obtidos ao aplicar a heurística de encaixes descrita
na Seção 2.1.3. Verificamos se a HE obtém um bom percentual de soluções ótimas, segundo
os critérios IRUP e MIRUP explicados na Subseção 1.2.2.4, com baixo custo computacional.
Além disso, comparamos os resultados obtidos pela HE com os resultados das heurísticas
apresentadas em Poldi e Arenales (2006).
Os exemplares utilizados nos experimentos com o PCE clássico foram gerados
pelo algoritmo CUTGEN1 (GAU;WÄSCHER, 1995). Para isso, foram passados os seguintes
valores de entrada ao algoritmo: L: comprimento dos objetos; I: número de diferentes
tipos de itens; `i: comprimento de cada item de tipo i; d: demanda média dos itens; e uma
semente para geração de números pseudo-aleatórios.
Realizamos dois experimentos computacionais que diferem pelos valores de
entrada passados ao CUTGEN1, cujos resultados são apresentados nas Subseções 2.3.1.1
e 2.3.1.2.
2.3.1.1 Experimento 1
Com o objetivo de comparar a heurística proposta neste estudo com as heurís-
ticas apresentadas em Poldi e Arenales (2006), neste experimento utilizamos os mesmos
valores de entrada para o CUTGEN1 que Poldi e Arenales (2006):
Comprimento do objeto: L “ 10000;
Número de tipo de itens: I: 10, 20, 30, 40 ou 50;
Comprimento dos itens: O valores de `i foram gerados em função de L e no intervalo
[v1L, v2L], em que v1 “ 0, 0001 é sempre fixo e v2 pode ser 0, 25, 0, 50, 0, 75 ou 1, 00;
Demanda média dos itens: d “ 10 ou 50;
Semente: formada por 7 dígitos pela concatenação dos valores de I, v2 e d. Por exemplo,
suponha que I “ 10, v2 “ 0, 25 e d “ 10, então a semente será 1002510.
Geramos um total de 4.000 exemplares divididos em 5 classes de 800 exemplares
cada, conforme descrito em Poldi e Arenales (2006): cada classe se diferencia pelos valores
de I, assim as classes 1, 2, 3, 4 e 5 têm, respectivamente, os valores de I = 10, 20, 30, 40 e
50. Dos 800 exemplares de cada classe, 400 foram obtidos para d = 10 e os outros 400
para d = 50. Por sua vez, dos 400 exemplares, 100 foram gerados para v2 = 0,25, outros
100 para v2 = 0,50, mais 100 para v2 = 0,75 e, por fim, 100 para v2 = 1,00.
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IRUP MIRUP
Classe Quantidade de Percentual de Quantidade de Percentual de Tempo
ótimos ótimos ótimos ótimos (seg)
1 796 99,50 800 100 30,0
2 792 99,00 800 100 35,1
3 783 97,87 800 100 56,4
4 770 96,25 800 100 63,4
5 737 92,13 799 99,87 80,2
Média 775,6 96,95 799,8 99,97 53,0
Tabela 1 – Ótimos alcançados pela HE segundo critério IRUP e MIRUP para o PCE
clássico do Experimento 1.
A Tabela 1 apresenta os resultados obtidos e resolvidos pela para os 4.000
exemplares gerados pelo CUTGEN1. A segunda coluna da Tabela 1, quantidade de ótimos
IRUP2, indica quantas vezes a HE obteve o resultado ótimo segundo critério IRUP por
classe de um total de 800 exemplares. A terceira coluna apresenta o mesmo resultado de
ótimos IRUP em percentual. Por exemplo, para a Classe 1 a HE obteve 796 ótimos de
800 exemplares gerados, ou seja, 99,50% de ótimos. A quarta e a quinta colunas indicam,
respectivamente, a quantidade de ótimos e o percentual de ótimos obtidos pela HE segundo
o critério MIRUP. Por fim, a sexta coluna traz o tempo computacional médio da HE por
classe, medido em segundos.
Os resultados da Tabela 1 indicam que a HE obtém resultados sempre muito
próximos do ótimo. Pelo critério IRUP o melhor resultado foi de 99,50% de ótimos
alcançados para a Classe 1 e o pior resultado foi de 92,13% para a Classe 5. Isto significa
que em todos os exemplares gerados, a HE obteve mais de 92% dos ótimos com um tempo
computacional inferior a 80,2 segundos. Os resultados obtidos, segundo o critério MIRUP,
são melhores, pois nas 4 primeiras classes a HE alcançou 100% de ótimos e apenas para a
Classe 5 o resultado foi de 99,87%. Consideramos também o tempo computacional bom,
sendo o menor valor de 30 segundos e o maior de 80,2 segundos. Por esses resultados
podemos afirmar que a HE tem um bom desempenho e mostra-se eficiente quanto aos
critérios adotados. Mas, apesar do bom resultado obtido, é importante notar que quanto
maior a classe, menor o percentual de ótimos alcançados pela HE, isto é, a HE mostra-se
menos eficiente quando temos valores mais altos de de I.
Para comparar a HE com outras heurísticas propostas na literatura construímos
gráficos de colunas apresentados na Figura 17, em que o eixo das abscissas indica a
classe e o das ordenadas indica o percentual de ótimos IRUP alcançados pelas heurísticas.
Comparamos assim os resultados ótimos IRUP obtidos pela HE e os obtidos pelas heurísticas
residuais gananciosa, FFD e nova 1 (descritas na Subseção 1.2.2.3) apresentados em Poldi
2 Na Subseção 1.2.2.4 definimos os critérios IRUP e MIRUP
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Figura 17 – Comparação do percentual de ótimos alcançados (IRUP) entre as heurísticas
residuais. Fonte: Autoria própria.
e Arenales (2006). Observe na Figura 17 que, para a primeira classe, a HE perde apenas
para a heurística gananciosa e ganha para as demais heurísticas. Nas Classes 2 e 3, a HE
obtém melhores resultados que todas as demais heurísticas comparadas. Nas Classes 4 e 5
a HE obteve piores resultados que a nova 1 e FFD e melhores que a gananciosa. Portanto,
a HE obteve melhor desempenho que as heurísticas FFD e nova 1 em 3 das 5 classes e
melhor desempenho que a gananciosa em 4 delas, o que consideramos um bom resultado.
Além disso, a HE mostra-se mais eficiente que a FFD e nova 1 para as classes com I menor
que 40, e que a gananciosa para valores de I maiores que 20.
2.3.1.2 Experimento 2
Para este experimento, resolvemos as heurísticas tipo residuais HE, FFD,
Gananciosa e nova 1 com exemplares gerados pelo CUTGEN1, usando os valores de
entrada e dividindo os testes em classes conforme propostos em Foerster e Wascher (2000):
Comprimento do objeto: L “ 1000;
Número de tipo de itens: I: 10, 20 ou 40;
Comprimento dos itens: O valores de `i foram gerados em função de L e do intervalo
[v1L, v2L]. Combinamos valores de v1 e v2 para obter problemas pequenos (P):
v1 “ 0, 01 e v2 “ 0, 2, médios (M): v1 “ 0, 01 e v2 “ 0, 8 e grandes (G): v1 “ 0, 2 e
v2 “ 0, 8;
Demanda média dos itens: d “ 10 ou 100;
Semente: Utilizamos a semente 1994 para todos os exemplares.
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Agrupamos os testes em 18 classes, cada uma com 30 exemplares, permutando
os valores de I, d e `i, este último varia de acordo com o tamanho do problema, sendo P:
pequeno, D: diversificado e G: grande. Apresentamos esses dados na Tabela 2.
Classe 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
I 10 10 20 20 40 40 10 10 20 20 40 40 10 10 20 20 40 40
`i P P P P P P D D D D D D G G G G G G
d 10 100 10 100 10 100 10 100 10 100 10 100 10 100 10 100 10 100
Tabela 2 – Dados das classes PCE clássico e Experimento 2.
Considerando os critérios IRUP e MIRUP a Tabela 3 contém os resultados
alcançados pela HE neste experimento. A primeira coluna traz os números das classes
conforme Tabela 2. A segunda coluna apresenta a quantidade de vezes que a HE obteve
o resultado ótimo de acordo com o critério IRUP, lembrando que cada classe contém 30
exemplares. A terceira coluna ilustra o percentual de ótimos IRUP alcançados pela HE.
A quarta e a quinta colunas mostram, respectivamente, o total e o percentual obtidos
de acordo com o critério MIRUP pela HE. Por sua vez, a sexta coluna ilustra o tempo
computacional médio da HE para cada classe. Destacamos na Tabela 3 quando a HE
alcançou o ótimo, IRUP e MIRUP, em todos os exemplares resolvidos. Observe que para
o critério IRUP, a HE obteve 100% de ótimos em 14 das 18 classes, 96,7% em 3 delas
e apenas em uma das classes o percentual foi de 93,3%. Em média, a HE conseguiu o
resultado ótimo, critério IRUP, em 99,07% dos exemplares resolvidos, o que consideramos
um desempenho bastante satisfatório. Para o critério MIRUP o resultado foi ainda melhor,
dado que a HE obteve 100% de ótimos em todas as classes. Além disso, vemos que o tempo
computacional para resolver os exemplares foi de no máximo 54,5 segundos e no mínimo
8,2 segundos, sendo o tempo médio de 27,1 segundos. Considerando esses resultados,
concluímos que a HE obteve o desempenho esperado mostrando-se bastante eficiente para
os exemplares deste experimento.
A Figura 18 traz a comparação do desempenho da HE com as mesmas heurísticas
do Experimento 1, nela mostramos os resultados do percentual médio de ótimos IRUP
alcançados pelas heurísticas FFD, Gananciosa, Nova 1 e HE. A Figura 18a apresenta estes
resultados para as Classes 1 a 6, observe que as heurísticas Gananciosa, Nova 1 e a HE
alcançaram 100% de ótimos IRUP para essas 6 classes, enquanto a FFD obteve 100% de
ótimos IRUP apenas para as Classes 2, 3 e 5. A Figura 18b mostra os resultados para as
Classes 7 a 12, para essas classes a HE alcançou 100% de ótimos IRUP nas Classes 7, 8, 9
e 11 e acima de 95% nas Classes 10 e 12, além disso, observe que a FFD obteve melhor
resultado que a HE apenas na Classe 12 e para as demais Classes os resultados da HE
foram melhores ou iguais que as outras heurísticas. Por fim, pela Figura 18c, que mostra
os resultados para as Classes 13 a 18, vemos que apenas na Classe 18 a HE obteve pior
resultado que as heurísticas FFD e gananciosa.
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IRUP MIRUP
Classe Quantidade de Percentual de Quantidade de Percentual de Tempo médio
ótimos ótimos ótimos ótimos (seg)
1 30 100 30 100 16,0
2 30 100 30 100 20,0
3 30 100 30 100 29,8
4 30 100 30 100 30,6
5 30 100 30 100 47,6
6 30 100 30 100 54,5
7 30 100 30 100 14,6
8 30 100 30 100 15,0
9 30 100 30 100 27,1
10 29 96,7 30 100 28,4
11 30 100 30 100 48,0
12 29 96,7 30 100 48,2
13 30 100 30 100 8,2
14 30 100 30 100 8,7
15 29 96,7 30 100 15,5
16 30 100 30 100 14,5
17 30 100 30 100 28,6
18 28 93,3 30 100 33,0
Média 29,722 99,07 30 100 27,1
Tabela 3 – Ótimos alcançados pela HE segundo critério IRUP e MIRUP para o PCE
clássico e Experimento 2.
Dado que a resolução do PCE clássico de forma inteira exata tem um custo
computacional muito alto, podendo demorar horas em alguns exemplares, e tendo em
vista o bom desempenho da HE para os testes realizados, acreditamos que é possível usar
a HE para o PCE clássico em resoluções do cotidiano das indústrias.
2.3.2 Resultados da heurística de encaixes para o problema de corte de estoque
multiperíodo
Para o PCE multiperíodo o critério para verificar a eficiência do algoritmo é
mais complicado que para o PCE clássico. Primeiramente porque para o PCE multiperíodo
não há um gerador pseudo-aleatório, o que dificulta a comparação com outras heurísticas
da literatura. Além disso, é muito difícil falar de critérios ótimos como o IRUP e MIRUP
uma vez que o comprimento dos objetos são diferentes e na função objetivo temos custos
de estoque. Sendo assim, a eficiência da HE será analisada de duas formas diferentes
nos Experimentos 1 e 2 apresentados nas Subseções 2.3.2.1 e 2.3.2.2. Em um terceiro
experimento, comparamos duas formas diferentes de resolução do problema pela HE,
a lote-por-lote e a multiperíodo (explicadas na Subseção 1.2.3). A seguir descrevemos
brevemente a finalidade de cada experimento.
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(a) Resultados das heurísticas para as Classes 1 a 6. Fonte: Autoria própria.
(b) Resultados das heurísticas para as Classes 7 a 12. Fonte: Autoria própria.
(c) Resultados das heurísticas para as Classes 13 a 18. Fonte: Autoria própria.
Figura 18 – Comparação do percentual de ótimos alcançados (IRUP) entre as heurísticas
residuais. Fonte: Autoria própria.
Experimento 1 A finalidade neste experimento é verificar a eficiência da HE de acordo
com o tempo computacional e o percentual da perda de material obtido. Baseado
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no conhecimento empírico, sabemos que algumas indústrias procuram obter perda
de material inferiores a 4%. Dessa forma, na Subseção 2.3.2.1 mostraremos se a HE
alcança esta meta em um tempo computacional baixo.
Experimento 2 Neste experimento, resolvemos o modelo matemático (1.28)–(1.33) com
todos os possíveis padrões de corte usando o solver CPLEX. O tempo máximo que
deixamos o solver executando foi de 30 minutos. Se a solução ótima não foi encontrada
durante os 30 minutos, interrompemos a execução e consideramos a melhor solução
obtida até esse momento. Na Subseção 2.3.2.2, comparamos os resultados obtidos ao
resolver o modelo (1.28)–(1.33) pela HE e pelo solver.
Experimento 3 Neste experimento, analisaremos os resultados da HE quando resolvemos
o problema abordado como lote-por-lote e como multiperíodo.
Para os três experimentos, criamos os valores dos exemplares com dados gerados
aleatoriamente com base em Poldi e Araujo (2016).
• Custo de estoque dos objetos: hmt “ βLm, em que β = [0,01; 0,1];
• Custo de estoque dos itens: σit = α`i, em que α = [0,01; 0,1];
• Comprimento dos objetos em estoque: Lm P [300; 1000];











• Demanda de itens: dit P [10; 200].
Para os Experimentos 1 e 3 criamos 8 classes permutando quantidade de tipos de
itens I (valores médio I “ 10 e grande I “ 20), a quantidade de períodos T e a quantidade
de tipos de objetos M , conforme a Tabela 4. Cada classe contém 20 exemplares.
Média Grande
Classe 1 2 3 4 5 6 7 8
I 10 10 10 10 20 20 20 20
T 3 3 6 6 3 3 6 6
M 3 5 3 5 3 5 3 5
Tabela 4 – Dados das classes PCEM para os Experimento 1 e 3.
Para o Experimento 2, criamos 8 classes de exemplares conforme a Tabela 5 de
tamanhos pequenos( I “ 3), e médios (I “ 8). Cada classe contém 20 exemplares.
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Pequena Média
Classe 1 2 3 4 5 6 7 8
I 3 3 3 3 8 8 8 8
T 2 2 6 6 2 2 6 6
M 2 3 4 5 2 3 4 5
Tabela 5 – Dados das classes PCEM para o Experimento 2.
2.3.2.1 Experimento 1: Tempo computacional e perda de material da heurística de encaixes
Conforme já mencionado, uma forma de avaliar a eficiência da heurística de
encaixes é verificar se ela obtém perdas inferiores a 4% e se o custo computacional é
baixo. Para tal fim, elaboramos a Tabela 6 que apresenta os valores médios obtidos pelos
20 exemplares de cada classe. A primeira coluna indica a classe, conforme explicado na
Tabela 4, a segunda coluna traz a perda média de material em centímetros e a terceira
coluna mostra o percentual da perda de material, o qual foi calculado dividindo a soma da
perda média de material pela soma dos comprimentos dos objetos utilizados. A quarta
coluna contém o valor da função objetivo (1.28) e a quinta coluna apresenta o percentual
médio dos custos de estoque de itens e objetos sobre a função objetivo (1.28). Por fim, a
sexta coluna mostra o tempo médio computacional para resolver o PCEM pela heurística
de encaixes.
Pela Tabela 6 vemos que em todas as classes o percentual da perda de material
foi bem melhor que a meta de 4% estabelecida. O menor percentual de perda obtido pela
HE foi de 0,01% e o maior foi de 0,12%. O tempo de execução dos exemplares também
apresentou bons resultados, dado que o maior valor foi de 398 segundos para a Classe 8
e o menor 29,2 segundos para a Classe 1. A partir desses resultados, consideramos HE
eficiente com relação ao critério adotado neste experimento.
Classe Perda Perda FO Custos de estoque Tempo computacional
(cm) (%) na FO (%) (seg)
1 763,00 0,12 936,55 18,53 29,2
2 276,75 0,06 433,53 36,16 36,8
3 941,00 0,08 1489,00 36,84 116,2
4 472,45 0,04 979,63 51,77 171,9
5 349,65 0,03 614,46 43,09 83,2
6 255,85 0,02 525,87 51,34 97,8
7 420,40 0,02 1472,10 71,44 351,6
8 308,80 0,01 1217,37 74,63 398,6
Média 473,48 0,05 958,56 47,97 160,7
Tabela 6 – Resultados da HE para o PCEM.
Além da análise de eficiência da HE, com os dados da Tabela 6 podemos fazer
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outras análises. Por exemplo, note que o percentual de custos de estoque sobre a função
objetivo varia entre 18,53% e 74,63%, em média é de 47,97%, indicando que eles têm uma
relevância sobre custos totais.
Outra análise interessante é que, para o mesmo valor de I e T , é possível reduzir
a perda de material se aumentarmos M , ou seja, dados I e T fixos, quando há mais tipos
de objetos, as perdas são menores. Por exemplo, as Classes 1 e 2 tem valores de I e T fixos,
sendo o valor de M menor na Classe 1 do que na Classe 2 e a perda maior. A afirmação é
válida nas demais classes onde temos I e T fixos: Classes 3 e 4; Classes 5 e 6 e Classes 7 e
8. Isto ocorre pois é possível obter melhores padrões de corte quando há mais opções de
comprimento dos objetos.
Por fim, notamos que as Classes 1, 2, 3 e 4, com I “ 10, apresentam um
percentual de perda maior que as Classes 5, 6, 7 e 8, com I “ 20. Acreditamos que isso seja
pelo fato de que há mais tipos de itens, o que implica maior diversidade no comprimento
dos itens, permitindo melhores combinações para os padrões de corte.
2.3.2.2 Experimento 2: Heurística de encaixes ˆ solver
Neste experimento resolvemos o modelo matemático (1.28)–(1.33) direto pelo
solver com as variáveis inteiras e todos os possíveis padrões de corte. Como observamos
que o tempo computacional de resolução é muito alto, chegando a ser de várias horas para
alguns exemplares, adotamos o critério de que, se após 30 minutos o solver não encontrou a
solução ótima, paramos a execução e consideramos a melhor solução obtida até o momento.
Dessa forma, comparamos neste experimento os resultados obtidos resolvendo o modelo
pela HE e pelo solver com a finalidade de testar a eficiência da HE.
A Tabela 7 apresenta os resultados médios obtidos por classe obtidos neste
experimento. A primeira coluna mostra a classe de exemplares, de acordo com os valores
da Tabela 5. A segunda e terceira colunas apresentam, respectivamente, os valores da
perda de material em centímetros obtidos pela HE e pelo solver. A quarta coluna traz a
diferença em percentual entre a perda de material obtida pela HE e a obtida pelo solver,
ou seja, quantos por cento a perda de material da HE foi maior que a perda na solução do
solver. A quinta, sexta e sétima colunas mostram, respectivamente, o valor da FO da HE,
do solver e a diferença em percentual entre o valor da função objetivo (FO) das soluções
da HE e do solver. A oitava e nona colunas contêm o tempo de execução em segundos da
HE e do solver, respectivamente. A décima coluna (no) apresenta quantas vezes o solver
alcançou a solução ótima, lembrando que para cada classe resolvemos 20 exemplares. Por
exemplo, na Classe 1 o solver chegou à solução ótima 19 vezes, então apenas uma das
vezes foi necessário parar a execução. Para termos uma noção da dimensão dos exemplares
resolvidos, apresentamos também nessa tabela, na coluna nr o número de restrições do
modelo matemático (1.28)–(1.33). Nas duas últimas colunas mostramos, respectivamente,
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o número de variáveis (nv) da HE (após a geração de colunas) e o do solver.
Perda (cm) FO Tempo (seg) nv
Classe HE Solver ∆P (%) HE Solver ∆FO (%) HE Solver no nr HE Solver
1 4040,9 3902,8 3,5 4105,8 3967,7 3,5 2,2 90,7 19 13 34,5 169,2
2 5121,9 4911,8 4,3 5187,9 4977,7 4,2 4,6 90,1 19 17 63,1 344,7
3 6524,6 6307,8 3,3 7015,9 6798,5 3,2 28,6 491,5 15 39 146,1 716,4
4 4301,3 4115,2 4,3 4699,3 4513,1 4,1 26,7 92,4 19 51 230,8 1274,7
5 2505,0 2232,2 12,2 2646,1 2372,3 11,5 9,4 482,3 15 28 94,9 3954,2
6 748,1 534,6 39,9 937,7 724,3 29,5 14,8 284,7 17 32 159,5 9696,0
7 2365,8 1954,8 17,4 3559,9 3162,0 12,6 81,9 740,1 12 74 367,2 14854,2
8 696,4 972,3 -39,6 1851,9 2127,4 -12,9 131,8 460,8 16 86 553,2 30648,9
Média 3288,0 3116,4 5,7 3750,6 3580,4 7,0 37,5 341,6 16,5 42,5 206,1 7707,3
Tabela 7 – Comparação dos resultados obtido pela HE e pelo solver.
Analisando a Tabela 7, vemos que o solver obteve melhores resultados quanto
à perda de material e ao valor da FO em 7 das 8 classes. Na Classe 8, destacamos o valor
negativo de ∆P (%) e o ∆FO (%) que indica que a HE conseguiu resultados melhores que
o solver. Isto ocorre porque em 30 minutos de execução o solver não foi capaz de chegar
próximo ou de encontrar uma solução ótima em todos os exemplares da classe.
Ainda analisando a Tabela 7 vemos que para as classes menores, a HE obtém
um resultado em torno de 4% pior que o solver. Porém, a medida que aumentamos o
tamanho da classe, esse valor aumenta consideravelmente, veja que a FO da HE é pior que
a do solver em até 29,5%. Em média a perda de material obtida pela HE foi 5,7% pior que
a do solver e a FO foi em média 7% pior. Com relação ao tempo computacional, a HE
obteve a solução muito mais rápido que o solver. O tempo computacional mais baixo da
HE foi de 2,2 segundos e o mais alto foi de 131,8 segundos, enquanto que o menor tempo
do solver foi de 90,1 segundos e o maior de 740,1 segundos.
Ainda pela Tabela 7, vemos que em nenhuma classe o solver conseguiu obter a
solução ótima para todos os 20 exemplares. O pior resultado foi na Classe 7 que, mesmo
em 30 minutos de execução por exemplar, apenas em 12 deles o ótimo foi alcançado. Isso
confirma a importância de desenvolver métodos heurísticos para a resolução do PCEM.
Vemos ainda que, graças à técnica da geração de colunas, a HE obtém um número de
variáveis muito menor que o modelo com todos os padrões de corte. Em média o solver
resolveu o problema com 7707,3 variáveis contra 206,1 variáveis na HE, isto é, quando
resolvemos o modelo com todos os padrões de corte a priori, temos 3739% mais variáveis
que resolvendo pela técnica da geração de colunas.
Deste experimento concluímos que a HE não obteve resultados satisfatórios
na comparação com o solver em termos de perda de material e valor da FO. Destacamos,
porém, que com relação ao tempo computacional a HE apresentou bons resultados. Essa
deficiência da HE será melhor analisada para detectar o porquê da heurística estar obtendo
o resultado da FO, em média, 7% pior que o solver.
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2.3.2.3 Experimento 3: Lote-por-lote ˆ multiperíodo
Na Seção 1.2.3 descrevemos as abordagens multiperíodo e lote-por-lote e,
ao contrário da multiperíodo, na abordagem lote-por-lote não é permitido o estoque
de itens. Também apresentamos um pequeno exemplo numérico para ilustrar como na
abordagem multiperíodo é possível obter menores perdas de material que na lote-por-lote
e questionamos se mesmo com custos de estoque mais altos, a economia com a perda de
material compensa.
Neste experimento, pretendemos confirmar se o problema resolvido pela aborda-
gem multiperíodo apresenta menores perdas de material e menor valor da função objetivo
que a abordagem lote-por-lote. Também procuramos verificar se a vantagem da abordagem
multiperíodo permanece mesmo com custos de estoque mais altos. Para tal fim, resolvemos
o problema com a HE pelas duas abordagens com custos de estoque nulo (quando α “ 0)
e médio (α “ 0, 05).
Dado que a resolução lote-por-lote utiliza mais objetos que a multiperíodo e a
fim de evitar infactibilidades, aumentamos a quantidade de objetos disponíveis por período,
calculada neste experimento da seguinte forma:





Para realizar este experimento, primeiro resolvemos um exemplar pelas duas
abordagens multiperíodo e pela abordagem lote-por-lote, ambas com os mesmos valores dos
parâmetros e α “ 0. Posteriormente, resolvemos novamente o mesmo exemplar (mesmos
valores dos parâmetros) pelas duas abordagens, sendo que agora α “ 0, 05. Para cada
classe resolvemos 20 exemplares e apresentamos o valor médio para cada uma delas.
A Tabela 8 apresenta os resultados do experimento. A primeira coluna da
tabela mostra o valor de α usado e a segunda número da classe. A terceira e a quarta
colunas apresentam, respectivamente, os valores da função objetivo obtidos resolvendo o
problema pela abordagem lote-por-lote (LPL) e pela multiperíodo (MP). A quinta coluna,
∆FO (%), mostra quantos por cento a função objetivo da abordagem LPL é maior que
a da MP. Por exemplo, para α “ 0 e Classe 1 o valor da função objetivo da abordagem
lote-por-lote foi 37,1% maior que o valor obtido pela abordagem multiperíodo. A sexta e
sétima colunas apresentam, respectivamente, a perda de material obtida pelas abordagens
LPL e MP. A coluna ∆P (%) indica a diferença em percentual entre a perda de material
das duas abordagens. Por fim, as duas últimas colunas mostram o tempo computacional
de cada abordagem.
Analisando a Tabela 8 é possível concluir que a abordagem multiperíodo obtém
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FO Perda (cm) Tempo (seg)
Classe LPL MP ∆FO (%) LPL MP ∆P (%) LPL MP
1 2612,3 1905,6 37,1 1558,7 892,6 74,6 30,9 10,0
2 6189,9 5195,9 19,1 1752,6 949,6 84,6 138,4 40,9
3 2301,3 2114,3 8,8 319,8 230,7 38,6 101,2 29,3
α “ 0 4 14355,8 13709,3 4,7 413,1 198,1 108,6 4,54 99,2
5 1384,2 1208,1 14,6 345,6 216,7 59,5 44,8 14,6
6 9079,4 8425,8 7,8 850,6 406,5 109,3 176,7 52,8
7 3029,6 2860,1 5,9 243,7 182,1 33,9 137,0 44,7
8 15312,3 14719,7 4,0 294,7 204,0 44,5 7,9 131,5
1 2612,6 2013,7 29,7 1558,7 949,8 64,1 32,5 27,8
2 6190,9 5535,8 11,8 1752,6 1087,9 61,1 136,9 106,5
3 2373,5 2321,5 2,2 329,9 311,8 5,8 113,0 91,8
α “ 0, 05 4 14357,0 14312,1 0,3 413,1 374,6 10,3 436,7 374,6
5 1384,7 1333,8 3,8 345,6 293,0 17,9 46,9 39,3
6 9080,4 8778,4 3,4 850,6 531,2 60,1 180,7 143,9
7 3030,1 2956,1 2,5 243,7 171,5 42,1 120,5 106,0
8 15313,5 15230,6 0,5 294,9 218,3 35,1 481,9 418,7
Tabela 8 – Comparação dos resultados das abordagens lote-por-lote (LPL) e multiperíodo
(MP) com diferentes custos de estoque de itens.
melhores resultados em todas as classes com relação à função objetivo e à perda de material.
Pelos resultados da coluna ∆FO (%) vemos que o valor da FO da abordagem LPL foi
entre 0,3% e 37,1% pior que a da multiperíodo. Os resultados da coluna ∆P (%) mostram
que a diferença entre a perda de material das duas abordagens é ainda maior, ficando
entre 5,8% e 109,3%. O tempo computacional das duas abordagens são baixos, sendo o
menor valor de 4,54 e o maior de 481,9 segundos para a LPL e para a MP o menor valor
foi de 10 e o maior de 418,7 segundos.
Os resultados obtidos neste experimento confirmaram que pela abordagem
multiperíodo é possível obter menores valores para função objetivo do problema. Para
avaliar se a vantagem da abordagem multiperíodo se mantém quanto aumentamos os
custos de estoque, apresentamos graficamente na Figura 19 os valores da coluna ∆FO (%)
quando α “ 0 e α “ 0, 05, apresentados na Tabela 8. Para cada classe, as colunas indicam
quantos por cento o valor da FO na abordagem lote-por-lote é maior que o da multiperíodo
para α “ 0 e α “ 0, 05. Por exemplo, para a Classe 1 a primeira coluna indica que o valor
da FO na lote-por-lote é 37,1% maior que o da multiperíodo para α “ 0 e a segunda
coluna indica que o valor da FO na lote-por-lote é 29,7% maior que o da multiperíodo
para α “ 0, 05. Isto indica que, à medida que aumentamos os custos de estoque de itens,
a vantagem da abordagem multiperíodo diminui um pouco com relação à lote-por-lote
(entre 3,4 e 10,8 pontos percentuais de diferença), porém essa vantagem ainda permanece.
Note que a afirmação anterior é válida para todas as classes.
Portanto, podemos concluir que a abordagem multiperíodo apresenta melhores
resultados que a lote-por-lote. Devemos considerar, porém, que quanto maior os custos de
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Figura 19 – Comparação ∆FO(%) quando α “ 0 e α “ 0, 05. Fonte: Autoria própria.
estoque de itens, menor a vantagem da abordagem multiperíodo com relação a lote-por-lote,
o que era esperado.
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3 Problemas de otimização multiobjetivo
Constantemente nas indústrias é necessária a elaboração de um planejamento
estratégico visando otimizar um ou mais objetivos, por exemplo, minimizar custos ou
maximizar produtividade. Em determinadas situações as indústrias encontram-se com
objetivos conflitantes onde a melhora em um objetivo implica na piora de pelo menos um
dos demais. Esse tipo de conflito é característica dos problemas de otimização multiobjetivo,
que buscam otimizar simultaneamente duas ou mais funções objetivo conflitantes.
A otimização mono-objetivo de dois ou mais objetivos conflitantes fornece
apenas uma única solução, limitando a escolha do tomador de decisão àquela encontrada
na resolução do modelo. Em contrapartida, a abordagem multiobjetivo fornece múltiplas
soluções diferentes entre si e permite ao tomador de decisão escolher qual se adapta melhor
à forma de organizar a produção da indústria.
Um modelo matemático multiobjetivo possui a seguinte forma:
min fpxq “ pf1pxq, f2pxq, . . . , fkpxqqT (3.1)
s.a x P S (3.2)
em que k ě 2, fpxq = pf1pxq, f2pxq, . . . , fkpxqqT é o vetor de funções objetivo, fpxq P Rk,
x “ px1, x2, . . . , xnqT é o vetor de variáveis e S, subconjunto de Rn, é a região factível do
espaço de decisão. A Figura 20a exemplifica o espaço de decisão S e a Figura 20b, o espaço
objetivo Z para k “ 2.
Considere o exemplo de uma empresa que deseja minimizar os custos com a
compra de equipamentos e maximizar a qualidade dos equipamentos comprados. Em alguns
casos a empresa encontrará equipamentos com custos mais baixos, porém de pior qualidade
(a) Espaço de decisão (b) Espaço objetivo
Figura 20 – Espaços de decisão e objetivo. Fonte: Autoria própria.
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Figura 21 – Exemplo multiobjetivo. Fonte: Baseado em Aliano-Filho (2016)
ou equipamentos com custos mais altos e de melhor qualidade. Nestes casos, à medida que
a empresa aumenta os custos, estará aumentando a qualidade dos equipamentos. Ou seja,
não é possível obter a melhora em um objetivo (qualidade dos equipamentos) sem piorar o
outro (custos), há um trade-off entre os dois objetivos.
A Figura 21 ilustra o exemplo. Veja o ponto A, ele é o melhor para o critério
de minimizar custos e o pior para o critério de maximizar a qualidade. Em contrapartida,
o ponto C é o pior para o critério minimizar custos e o melhor para maximizar a qualidade.
Se os dois objetivos estão sendo otimizados simultaneamente, não é possível afirmar que
A é melhor que C e vice-versa. O mesmo ocorre com o ponto B comparado ao A e ao C.
Veja mais detalhes sobre o conceito de solução de Pareto na Subseção 3.1.1.
Observe agora os pontos D e E. Comparando os ponto D e B, vemos que o D
tem custos maiores e pior qualidade que o B. O mesmo ocorre se compararmos os pontos
C e E. Nestes dois casos podemos afirmar que o ponto B é melhor que o ponto D e o ponto
C é melhor que o E.
Em otimização podemos transformar uma problema de maximização em mini-
mização e vice-versa, pois:
maximizarfpxq “ minimizar ´ fpxq.
Dessa forma, podemos trabalhar com a minimização (ou maximização) de todas
as funções objetivo do problema. Como nesta pesquisa trabalhamos com a minimização
das funções objetivo, apresentaremos as definições na Seção 3.1 para este tipo de problema.
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3.1 Definições
Nesta seção definimos alguns conceitos multiobjetivo que são utilizados no
Capítulo 4. As definições foram retiradas de Miettinen (1999).
3.1.1 Soluções de Pareto
Definição 3.1. (Pareto-dominância) Uma solução x˚ P S domina outra solução x P S,
se as duas condições abaixo são satisfeitas:
1. fipx˚q ď fipxq para i “ 1, . . . , k;
2. fjpx˚q ă fjpxq para pelo menos um j, onde 1 ď j ď k.
Os pontos B (11, 50) e D (15, 55) da Figura 22 exemplificam o conceito
de Pareto-dominância para k “ 2. Note que B domina D, pois as duas condições da
Definição 3.1 se cumprem: 1. O ponto B não é pior que o ponto D em nenhuma das fi,
isto é, 11 ď 15 e 50 ď 55; 2. O ponto B é estritamente melhor que o D em pelo menos
uma das fi.
B (11, 50)
C (80,  10)
A (10, 60)
D (15, 55)
Figura 22 – Soluções de Pareto. Fonte: Baseado em Aliano-Filho (2016)
Definição 3.2. (Soluções fortemente Pareto) O vetor de decisão x˚ P S é fortemente
Pareto se não existe um outro vetor x P S, tal que fipxq ď fipx˚q para i “ 1, . . . , k e existe
j, tal que, fjpxq ă fjpx˚q.
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O vetor objetivo z˚ P Z é fortemente Pareto se não existe um outro vetor z P Z, tal que
zi ď z˚i para todo i “ 1, . . . , k e existe j, tal que, zj ă z˚j .
Definição 3.3. (Soluções fracamente Pareto) O vetor de decisão x˚ P S é fracamente
Pareto se não existe um outro vetor x P S, tal que fipxq ă fipx˚q para todo i “ 1, . . . , k.
O vetor objetivo z˚ P Z é fracamente Pareto se não existe um outro vetor z P Z, tal que
zi ă z˚i para todo i “ 1, . . . , k.
O conjunto das soluções de Pareto é denominado conjunto eficiente e sua
imagem em Z é conhecida como curva de Pareto. Na Figura 22, a curva de Pareto está
representada pela linha tracejada e os pontos A, B e C são soluções de Pareto.
3.1.2 Intervalos da curva de Pareto
Definição 3.4. (Solução ideal) Uma solução ideal z˚i é obtida da seguinte forma:
z˚i “ min fipxq (3.3)
s.a x P S, para i “ 1, . . . , k. (3.4)
O vetor ideal z˚ é formado pelas componentes z˚i e a partir dele obtemos o
limite inferior do conjunto das soluções de Pareto para cada função objetivo (MIETTINEN,
1999).
Definição 3.5. (Solução nadir) O vetor nadir znad fornece o limite superior de cada
função objetivo da curva de Pareto. A componente znadj representa o maior valor da função
objetivo fjpxq.
Existem alguns métodos exatos para estimar os valores do vetor nadir, porém,
obtê-los é uma tarefa difícil e às vezes é necessário utilizar métodos heurísticos como por
exemplo a tabela payoff (MIETTINEN, 1999). No entanto, quando o problema é do tipo
bi-objetivo (k “ 2) essa dificuldade pode ser contornada e o cálculo do vetor nadir torna-se
mais simples, sendo a solução ideal da f1pxq o nadir da f2pxq e vice-versa (ALIANO-FILHO,
2016; BEESON, 1971). Para facilitar a compreensão, descrevemos na sequência os passos
para encontrar o vetor nadir quando k “ 2.
Algoritmo para encontrar um vetor nadir:
Passo 1. Resolva o modelo matemático (3.3)–(3.4) para i “ 1 e obtenha x˚1 (solução
ótima do objetivo 1);
Passo 2. Obtenha o nadir do objetivo 2: f2px˚1q;
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Passo 3. Resolva o modelo matemático (3.3)–(3.4) para i “ 2 e obtenha x˚2 (solução
ótima do objetivo 2);
Passo 2. Obtenha o nadir do objetivo 1: f1px˚2q.
Dessa forma obtemos znad “ pf1px˚2q, f2px˚1qqT .
Na Figura 23 temos um exemplo de vetor ideal e nadir para um problema de
minimização de f1 e f2. Note que as coordenadas do ponto A representam a solução ideal
de f1 no eixo x e a solução nadir de f2 no eixo y, conforme explicado na Definição 3.5. No
ponto B temos o oposto, a solução nadir de f1 no eixo x e a solução ideal de f2 no eixo y.
Figura 23 – Vetores ideal (z˚) e nadir (znad). Fonte: Baseado em Aliano-Filho (2016).
3.1.3 Linearidade e convexidade
Definição 3.6. (Problema multiobjetivo linear) Um problema de otimização mul-
tiobjetivo é linear quando todas as funções objetivo e todas as funções de restrições que
formam a região factível são lineares.
Definição 3.7. (Problema multiobjetivo não-linear) Um problema de otimização
multiobjetivo é dito não-linear se pelo menos uma função objetivo ou uma função das
restrições não for linear.
Antes de definir quando um problema de otimização multiobjetivo é do tipo
convexo, definimos conjuntos e funções convexos:
Capítulo 3. Problemas de otimização multiobjetivo 72
Definição 3.8. (Conjunto e função convexos) Um conjunto S Ă Rn é chamado de
convexo se dados quaisquer x1, x2 P S temos que:
αx1 ` p1´ αqx2 P S @ 0 ď α ď 1
Uma função fi: Rn Ñ R é convexa se para todo x1 , x2 P Rn, vale a seguinte
equação:
fpαx1 ` p1´ αqx2q ď αfpx1q ` p1´ αqfpx2q @ 0 ď α ď 1
Definição 3.9. (Problema multiobjetivo convexo) Um problema de otimização mul-
tiobjetivo é convexo se todas as funções objetivo e a região factível são convexas.
Problemas de programação linear são um caso especial de problemas convexos.
Estes conceitos de linearidade e convexidade são importantes na hora de escolher o método
de resolução para o problema, pois alguns deles podem não conseguir alcançar algumas
soluções de Pareto quando o problema é não-convexo.
3.2 Métodos de resolução multiobjetivo
Na literatura existem diversos métodos de resolução multiobjetivo. Em Mi-
ettinen (1999) encontramos os principais métodos clássicos e em Coello et al. (2007) e
Coello (2006) alguns algoritmos evolutivos. Apesar de que os métodos clássicos soma
ponderada e ε-restrito possam ter custos computacionais altos, eles têm a vantagem de
garantir a otimalidade das soluções encontradas. Neste estudo, o objetivo não é desenvolver
um algoritmo multiobjetivo eficiente para a resolução do modelo integrado ou comparar
métodos de resolução multiobjetivo, mas sim analisar o comportamento conflitante entre as
funções objetivo dos problemas. Portanto, acreditamos que os métodos da soma ponderada
e ε-restrito são adequados e suficientes para esse estudo. A seguir apresentamos suas
principais características.
3.2.1 Soma ponderada
O método da Soma Ponderada consiste em atribuir pesos pi para as k funções
objetivo, transformando o problema em mono-objetivo ponderado. A cada iteração varia-
se os pesos pi tal que
kÿ
i“1
pi “ 1 e pi P r0, 1s, obtendo a curva de Pareto. Em Gass e
Saaty (1955), os autores mostram que, dado um problema de programação linear com
duas funções objetivo, é possível multiplicar as funções objetivo por pesos pi, somá-las e
resolvê-lo pelo método simplex, obtendo os valores mínimos da função.
Nesse caso, o modelo matemático (3.1)–(3.2) pode ser reescrito da seguinte
forma:





s.a x P S. (3.6)
O método da soma ponderada é um método simples e de fácil implementação,
porém alguns cuidados devem ser tomados na sua utilização. Primeiramente, faz-se
necessário normalizar as funções objetivo caso a diferença na ordem de grandeza delas
seja muito grande. Uma forma de normalizar as funções objetivo é
fnormi pxq “ fipxq ´ zi˚znadi ´ zi˚ , i “ 1, . . . , k, (3.7)
em que fnormi é a i-ésima função objetivo normalizada, z˚i é a i-ésima componente do vetor
solução-ideal e znadi é a i-ésima componente do vetor solução-nadir. Desta forma, fnormi
assume valores entre 0 e 1.
Outro cuidado importante com este método é que ele não é capaz de encontrar
todas as soluções ótimas do problema quando a fronteira de Pareto não é convexa.
Teorema 3.1. Se o problema multiobjetivo é convexo e existe um vetor de pesos p (onde
pi ě 0, i “ 1 . . . , k,
kÿ
i“1
pi “ 1) tal que x˚ é a solução do problema ponderado (3.5)–(3.6),
então x˚ P S é uma solução de Pareto.
A Figura 24 ajuda na compreensão do Teorema 3.1. Note que no gráfico da
Figura 24a, se mudarmos a inclinação da linha tracejada, é possível tangenciar a curva
e obter as diversas soluções de Pareto. Veja agora na Figura 24b que não é possível
tangenciar toda a curva, por exemplo, os pontos A, B e C em destaque não são alcançados
pela linha tracejada.
Os Teoremas 3.2 e 3.3 garantem como encontrar soluções fracamente e forte-
mente Pareto.
Teorema 3.2. A solução do problema ponderado (3.5)–(3.6) é uma solução fracamente
Pareto.
Teorema 3.3. A solução do problema ponderado (3.5)–(3.6) é uma solução fortemente
Pareto se pi P p0, 1q, ou seja, pi ą 0 para i “ 1, . . . k.
As demonstrações dos Teoremas 3.2 e 3.3 podem ser encontradas em Miettinen
(1999). O Teorema 3.2 afirma que, se algum pi for igual a zero, não temos a certeza de que
todas as soluções encontradas são fortemente Pareto. Em contrapartida o Teorema 3.3
afirma que se 0 ă pi ă 1 para 1, . . . k, então as soluções são fortemente Pareto.
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(b) Fronteira de Pareto não-convexa
Figura 24 – Soluções para Fronteira de Pareto convexa e não-convexa. Fonte: Baseado
em Aliano-Filho (2016)
3.2.2 ε-Restrito
O método ε-restrito, proposto por Haimes, Ladson e Wismer (1971), consiste
em otimizar uma das funções objetivo e restringir com limitantes especificados, ε, as
demais funções objetivo. Podemos representar o problema da seguinte forma:
min fppxq (3.8)
s.a fjpxq ď εj, para j “ 1, . . . , k, j ‰ p (3.9)
x P S (3.10)
em que p P t1, . . . , ku é a função a ser minimizada.
A Figura 25 ilustra um exemplo geométrico deste método quando temos k “ 2,
a função objetivo a ser minimizada é a f2 e a função que entra no conjunto de restrições
limitada por ε1 é a f1. Com este método, quando colocamos f2 restrito a um determinado
ε, estamos limitando a região factível do problema. Dessa forma, dependendo do valor
atribuído a ε1 o problema pode ser infactível. Suponha que iniciamos ε1 com a solução
ideal para f1pxq: ε11 “ z˚1 , a qual permite que uma solução factível para o problema seja
encontrada (lembre-se que o vetor ideal é um limitante inferior da curva de Pareto). Se
aumentarmos agora o valor para ε21, por exemplo, estamos aumentando a região factível
do problema e, consequentemente, o problema terá um espaço de busca maior, podendo
encontrar soluções onde f2pxq seja menor. Note pela Figura 25 que quando aumentamos o
valor de ε1, a região factível aumenta e isso permite encontrar um valor menor para f2
(estamos minimizando apenas f2). Ou seja, a medida que aumentamos ε1, aumentamos
também a região de factibilidade do problema e consequentemente soluções menores para
f2 podem ser encontradas. Podemos então aumentar o valor de ε1 até que este seja igual a
solução nadir de f1, veja na Figura 25 quando temos ε71. Assim, a solução ideal e nadir
podem ser usadas como limitantes inferior e superior para ε.
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Figura 25 – Método ε-restrito. Fonte: Baseado em Aliano-Filho (2016)
Por fim, é importante destacar que, diferentemente do método da soma ponde-
rada, no ε-restrito podemos encontrar soluções na região não-convexa. Veja na Figura 25
que ε31, ε41 e ε51 alcançam as soluções dessa região.
Apresentamos alguns teoremas deste método, retirados de Miettinen (1999),
que são necessários para saber se as soluções obtidas são soluções fracamente Pareto ou se
são soluções de Pareto.
Teorema 3.4. A solução do problema (3.8) é fracamente Pareto.
Teorema 3.5. O vetor de decisão x˚ P S é uma solução de Pareto se e somente se
ele é uma solução do problema (3.8) para cada ` “ 1, . . . , k, onde εj “ fjpx˚q para
j “ 1, . . . , k, j ‰ `.
Os conceitos e métodos de resolução multiobjetivo apresentados neste capítulo
são utilizados no Capítulo 4, onde apresentamos uma abordagem multiobjetivo para o
PDL integrado ao PCE.
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4 Uma abordagem multiobjetivo para o pro-
blema de dimensionamento de lotes inte-
grado ao corte de estoque
O problema integrado pode ser encontrado em diversas indústrias de manufa-
turas tais como as de papel, móveis, aço, vidro, entre outras. Este problema vem sendo
estudado nas últimas décadas e apresenta uma melhora nos custos globais comparado com
a resolução do PDL e do PCE de forma separada.
No trabalho Respicio e Captivo (2002), os autores propõem um modelo mate-
mático para o PDL integrado ao PCE para uma indústria de papel. Nele, a capacidade de
produção dos objetos é limitada e, normalmente, menor que a demanda, gerando prazos
de entregas grandes. O objetivo é planejar a produção de forma a atender a demanda com
tempos de entregas precisos, obtendo os custos mínimos na produção e na perda durante o
corte. Para resolver o modelo, os autores implementam o algoritmo exato branch-and-price,
o qual combina a geração de colunas com branch-and-bound. O método de resolução
proposto foi resolvido para exemplares pequenos com dados reais.
Correia, Oliveira e Ferreira (2004) estudam o processo de produção de uma
indústria de papel em Portugal. Os autores desenvolvem dois modelos diferentes de
programação linear que são resolvidos pelo método simplex, obtendo posteriormente
soluções inteiras com heurísticas de arredondamento. O objetivo é decidir os padrões de
corte que serão utilizados e a quantidade de papel a ser produzida visando atender a
demanda de itens e formatos (formatos são retângulos de papel tais como A4, A5, etc.).
Os autores consideram que os resultados resolvendo os modelos de forma integrada foram
satisfatórios, porém acreditam que o resultado da heurística de arredondamento utilizada
por eles tem uma lacuna grande comparado com o resultado ótimo.
Em Silva (2006) e Poltroniere et al. (2008) os autores propõem um modelo
matemático e métodos de resolução para o PDL integrado ao PCE para uma indústria de
papel. O modelo consiste em minimizar os custos relativos ao PDL (produção, estoque
de objetos e preparação das máquinas) e os custos relativos ao PCE (perda no corte e
estoque de itens). O modelo proposto é do tipo NP-completo e, para resolver em um tempo
computacional aceitável, os autores desenvolvem duas heurísticas diferentes. A primeira,
chamada lote-corte, é baseada numa relaxação lagrangiana nas restrições de integração
dos dois problemas, sendo possível resolver o PDL primeiro e, posteriormente, o PCE.
Na segunda heurística, corte-lote, resolve-se primeiramente o PCE e a solução obtida é
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passada como parâmetro para o PDL.
O PDL integrado ao PCE foi modelado por Malik, Qiu e Taplin (2009) consi-
derando uma indústria de papel que visa minimizar custos de produção, estoque e perda
de material. Posteriormente, foi otimizada a sequência para utilizar os padrões de corte.
Neste modelo há uma flexibilidade na data de entrega do item demandado, por exemplo,
um item que foi demandado no período t poderá ser cortado para atender a demanda do
período t`1. Considera-se um custo caso haja atraso para atender uma certa demanda. Os
resultados obtidos são considerados bons pelos autores com relação ao modelo proposto e
com relação à sequência dos padrões de corte. Eles observam ainda que quando aumentam
a flexibilidade na data de entrega dos itens demandados, o modelo encontra melhores
soluções.
Outro trabalho cujo foco de estudo é uma indústria de papel é o de Leao, Furlan
e Toledo (2017), nele os autores elaboram um modelo matemático para o PDL integrado
ao PCE e um método de resolução. O modelo visa minimizar os custos de estoque de itens,
estoque de objetos, custo de produção dos objetos e a perda de material. Além disso, a fim
de evitar itens remanescentes em estoque no último período, os autores penalizam com
um custo alto na função objetivo esse estoque remanescente. Para resolver o modelo, é
proposto um método baseado na geração de colunas para o PCE e na decomposição Dantzig-
Wolfe (BAZARAA; JARVIS; SHERALI, 2011) para o PDL, aplicando posteriormente uma
heurística de arredondamento. Os autores obtiveram boas soluções quando comparadas
com as da literatura, porém, para os valores utilizados pelas indústrias na prática, a
diferença entre a heurística e a solução ótima foi considerada alta.
Já para uma indústria de móveis, encontramos trabalhos de autores como Ghi-
dini (2008) e Ghidini, Alem e Arenales (2007), os quais estudam o processo produtivo de
uma indústria de pequeno porte e desenvolvem tanto um modelo matemático do PDL
integrado ao PCE quanto métodos heurísticos para sua resolução. Nesse trabalho é utilizada
a técnica de horizonte de planejamento rolante que consiste em planejar a produção e o
corte para um horizonte de planejamento finito, porém apenas no período inicial é feita
uma programação detalhada e que será empregada. Esta técnica permite uma mudança
no planejamento da produção e corte caso a haja uma modificação na demanda de itens.
Ainda para indústrias de móveis, encontramos em Santos, Araujo e Rangel
(2008) um modelo matemático do PDL integrado ao PCE em que a função objetivo
consiste em minimizar os custos da produção de objetos, perda de material, preparação da
máquina e uma penalização é acrescentada na função objetivo caso haja sobra de itens em
estoque no último período. Os autores em Gramani e França (2006), Gramani, França
e Arenales (2009), Gramani, França e Arenales (2011) propõem um modelo matemático
do PDL integrado ao PCE para uma indústria de móveis e métodos de resolução. Os
resultados apresentam uma redução de até 13% nos custos totais quando o modelo é
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resolvido de forma integrada. Também em Vanzela et al. (2017) os autores propõem um
modelo matemático para o PDL, outro para o PCE e, por fim, um modelo integrado, com
o objetivo de comparar a solução integrada com as soluções quando os dois problemas
são resolvidos de forma separada. Os autores observaram que a abordagem integrada
apresenta melhores resultados, comparada com a abordagem separada, quando os custos
de estoque de itens são altos e/ou quando a demanda de itens é alta. Em Santos, Araujo
e Rangel (2011) os autores propõem um modelo matemático inteiro-misto para o PDL
integrado ao PCE que considera o horizonte de planejamento rolante. Além disso, eles
apresentam duas formas de resolução que se diferem pela quantidade e pelo tipo dos
padrões de corte que são passados a priori. Alem e Morabito (2012) também trabalharam
com o problema integrado, sendo que eles consideram os custos de produção e a demanda
de itens estocásticos e aplicam ferramentas de otimização robusta encontradas em Ben-Tal
e Nemirovski (2000).
Mais trabalhos que tratam do PDL integrado ao PCE que encontramos na
literatura são Suliman (2012) que propõem um modelo matemático não-linear para uma
fábrica de alumínio. Silva, Alvelos e Carvalho (2014) que consideram o PDL integrado
ao PCE com reaproveitamentos de sobras. Por fim, os autores em Melega, Araujo e Jans
(2016) fazem uma revisão de trabalhos, bem como sugerem uma classificação para o PDL
integrado ao PCE.
Diferentemente desses estudos apresentados que tratam o PDL integrado ao
PCE como uma abordagem mono-objetivo, neste capítulo tratamos o problema integrado
como uma abordagem multiobjetivo. Analisamos o trade-off entre as funções objetivo e
aprofundamos o estudo verificando como os custos dos problemas estão correlacionados.
Avaliamos também de que modo a abordagem multiobjetivo proporciona vantagens no
planejamento da produção do papel comparada com a abordagem mono-objetivo.
4.1 Modelagem matemática
Poltroniere et al. (2008) propõem um modelo matemático mono-objetivo do
PDL integrado ao PCE para uma indústria de papel. Com base neste modelo fizemos uma
adaptação transformando-o em bi-objetivo, sendo a primeira função objetivo relativa ao
PDL e a segunda ao PCE.
Notação matemática
Consideramos para o modelo matemático do problema integrado a seguinte
notação.
Índices:
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PDL:
t “ 1, . . . , T : índice do período;
k “ 1, . . . ,K: índice da gramatura;
m “ 1, . . . ,M : índice do tipo de máquina.
PCE:
j “ 1, . . . , Jm: índice do padrão de corte;
i “ 1, . . . , I: índice do tipo de item.
Parâmetros:
PDL:
T : quantidade de períodos no horizonte de planejamento;
M : quantidade de tipos de máquina. A máquina tipo m produz objetos de comprimento Lm;
K: quantidade de gramaturas;
ckmt: custo de produção de objeto de gramatura k na máquina tipo m no período t;
hkt: custo/ton de estoque de objeto de gramatura k no período t;
skmt: custo de preparação para produzir objetos de gramatura k na máquina tipo m no período
t;
Cmt: capacidade (ton) da máquina tipo m no período t;
ρk: peso específico do objeto de gramatura k;
Dkt: demanda (ton) de papel de gramatura k no período t;
bkm: peso do objeto de gramatura k produzido na máquina tipo m (bkm “ ρkLm);
fkm: perda de papel (ton) para produzir objetos de gramatura k na máquina tipo m.
PCE:
Jm: quantidade de padrões de corte do objeto de comprimento Lm;
I: quantidade de demanda de tipo de itens demandados. t1, . . . , Iu “ Sp1q Y Sp2q Y ...Y SpKq,
sendo Spkq={i tal que o item i é de gramatura k};
cpkt: custo/cm de perda de papel de gramatura k durante o processo de corte no período t;
σit: custo/ton de estoque de itens do tipo i no período t;
dkt: vetor das quantidades demandadas de itens finais de gramatura k no período t. Cada
componente dikt representa a quantidade demandada de itens tipo i de gramatura k no período t;
ηik: vetor de pesos dos itens de gramatura k (o peso do item tipo i de gramatura k e comprimento
`i é dado por ηik = ρk`i);
ajm: vetor associado ao padrão de corte j para objeto de comprimento Lm. Cada componente
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aijm representa a quantidade de itens i, i P Spkq, cortados de acordo com o padrão de corte j,
do objeto de comprimento Lm;
pjm: perda de papel (cm) no padrão de corte j usado para cortar um objeto de comprimento Lm;
Q: número suficientemente grande.
Variáveis de decisão:
PDL:
xkmt: quantidade de objeto de gramatura k produzidos na máquina tipo m no período t;
wkmt: quantidade de objeto de gramatura k produzidos na máquina tipo m estocadas no período
t;
zkmt: variável binária que indica a produção ou não do objeto de gramatura k na máquina tipo
m no período t.
PCE:
yjkmt: quantidade de objeto cortados de acordo com o padrão de corte j de gramatura k produzidos
na máquina tipo m no período t;
ekt: vetor de itens de gramatura k que são estocados no período t. Sua dimensão é |Spkq| e cada
componente eikt representa a quantidade de itens tipo i de gramatura k, i P Spkq, estocados no
período t.
A função F1px,w, zq definida em (4.1) representa os custos do PDL. O objetivo









pckmtxkmt ` hktbkmwkmt ` skmtzkmtq (4.1)
A função F2py, eq definida em (4.2) modela os custos do PCE. O objetivo é
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pbkmxkmt ` bkmwk,m,t´1 ´ bkmwkmtq ě Dkt, k “ 1, . . . ,K, t “ 1, . . . , T ; (4.4)
Kÿ
k“1
pbkmxkmt ` fkmzkmtq ď Cmt, m “ 1, . . . ,M, t “ 1, . . . , T ; (4.5)





ajmyjkmt ` ek,t´1 ´ ekt “ dkt, k “ 1, . . . ,K, t “ 1, . . . , T ; (4.7)
Jmÿ
j“1
yjkmt “ xkmt ` wk,m,t´1 ´ wkmt, k “ 1, . . . ,K, m “ 1, . . . ,M, t “ 1, . . . , T ; (4.8)
wkm0 “ 0, ek0 “ 0, k “ 1, . . . ,K, m “ 1, . . . ,M ; (4.9)
xkmt ě 0, wkmt ě 0 e inteiros, zkmt P t0, 1u, k “ 1, . . . ,K, m “ 1, . . . ,M, t “ 1, . . . , T ;
(4.10)
yjkmt ě 0, ekt ě 0 e inteiros, j “ 1, . . . , Jm, k “ 1, . . . ,K, m “ 1, . . . ,M, t “ 1, . . . , T.
(4.11)
Como descrito por Poltroniere et al. (2008), consideramos a demanda total de papel





ηikdikt ` perda, k “ 1, . . . ,K, t “ 1, . . . , T. (4.12)
Mas, neste trabalho, consideramos perda igual a zero, para que Dkt seja um parâmetro do modelo
e para permitir que o peso total de objetos produzidos seja maior ou igual que a demanda total
de papel.
Restrições relativas ao PDL:
Restrições (4.4): para cada gramatura k e cada período t, a produção de objetos
mais os objetos estocados no período anterior, menos os objetos que vão ser estocados ao final
do período devem atender à demanda de objetos. Note que as variáveis são multiplicadas pelo
parâmetro bkm, peso dos objetos, pois, de acordo com (4.12), Dkt é medida em peso (neste caso
toneladas). Estas restrições garantem que a demanda de objetos seja atendida.
Restrições (4.5): para cada máquina tipo m e cada período t, a produção de objetos
mais o desperdício de papel durante a preparação da máquina deve ser menor que a capacidade
total da máquina. Estas restrições impõem que a capacidade das máquinas não seja violada.
Restrições (4.6): é importante destacar que a variável zkmt é uma variável binária.
Então, para cada gramatura k, cada máquina tipo m e cada período t, temos que se xkmt ą 0,
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então zkmt “ 1 e se xkmt “ 0, então zkmt pode assumir 1 ou 0. Entretanto, se zkmt “ 1 há
um custo de preparação skmt na função objetivo, forçando zkmt a assumir o valor zero quando
xkmt “ 0.
Restrições relativas ao PCE:
Restrições (4.7): para cada gramatura k e para cada período t, os itens cortados mais
os itens estocados no período anterior menos os itens que vão ser estocados ao final do período
devem atender à demanda de itens. Observe que, apesar destas restrições estarem na igualdade,
as variáveis eikt se comportam como variáveis artificiais permitindo que sejam cortados mais
itens que os demandados ao longo do horizonte de planejamento. Os itens cortados em excesso
ficam em estoque no último período.
Restrições de integração:
Restrições (4.9): para cada gramatura k, cada máquina tipo m e cada período t, a
quantidade de objetos cortados deve ser igual a quantidade de objetos produzido, mais os objetos
estocados no período anterior, menos os objetos que vão ficar em estoque ao final do período.
Estas restrições são de integração do PDL com o PCE
Restrições de domínio das variáveis:
Restrições (4.9): Determinam que o estoque inicial de itens e objetos são nulos.
Restrições (4.10): Impõem que as variáveis do PDL xkmt e wkmt não podem ser
negativas e que zkmt é uma variável binária.
Restrições (4.11): Impõem que as variáveis do PCE yjkmt ekt não podem ser negativas.
4.2 Experimentos computacionais
O Solver utilizado nestes experimentos foi CPLEX 7.5 aplicando a biblioteca Docplex,
uma API para Python. Os métodos da soma ponderada e ε-restrito foram implementados usando
a linguagem de programação Python. Os experimentos computacionais foram realizados em um
computador Intel I5 quad core com 24 GB de RAM.
4.2.1 Métodos de resolução
Como explicado no Capítulo 3, os métodos clássicos da soma ponderada e ε-restrito
usados neste trabalho apresentam a vantagem de garantir a otimalidade das soluções encontradas.
Acreditamos que eles são adequados para nosso estudo, uma vez que nosso objetivo é analisar o
comportamento conflitante do problema integrado e não o de desenvolver métodos multiobjetivos
eficientes.
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4.2.1.1 Soma ponderada
Para este método, escolhemos para os pesos da função objetivo (p1F1`p2F2) cinquenta
valores para p1 no intervalo p0, 1q, tais que, p1 ` p2 “ 1. Inicialmente fizemos p1 “ 0, 01 e
aumentamos com o valor de 0, 0196, sendo o valor final de p1 “ 0, 99. Note que os valores foram
escolhidos tal que p1, p2 ą 0 para obtermos apenas soluções de Pareto (veja Teorema 3.3 da
Seção 3.2.1).
4.2.1.2 ε-Restrito
Aqui minimizamos a função do PDL F1px,w, zq e incluímos a função do PCE F2py, eq
no conjunto de restrições. A função objetivo (4.3), torna-se:
min F pxq “ F1px,w, zq (4.13)




















σitηikeikt ď ε2. (4.14)
Escolhemos 50 valores para os limitantes ε2 entre a solução-ideal z˚(Definição 3.4) e
solução-nadir znad (Definição 3.5) do PCE. Iniciamos com ε12 “ z˚ e incrementamos ε2 a cada




Por exemplo, se temos z˚ “ 4.714 e znad “ 5928, então a cada iteração incrementamos
ε2 com: v “ 5928´ 471450 “ 24, 28. Assim, os valores de ε2 nas 50 iterações serão: ε
1
2 “ 4714,
ε22 “ 4714` 24, 28 “ 4738, 28, . . . , ε502 “ 4714` p24, 28ˆ 50q “ 5928.
4.2.2 Parâmetros
Geramos os exemplares baseados nos valores retirados de Poltroniere et al. (2008).
Considere: M “ 2, L1 “ 540 cm, L2 “ 460 cm, ρk “ 2 kg/cm, k “ 1 e os valores dos parâmetros
definidos na Seção 4.1 foram gerados aleatoriamente conforme intervalos descritos abaixo.
• ckmt P r0, 015; 0, 025s ˚ bkm, em que bkm “ ρkLm;
• skmt P r0, 03; 0, 05s ˚ ckmt;
• hkt P r0, 0000075; 0, 0000125s;
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• σit “ 0, 5 ˚ hkt;





• dikt P r0; 300s;
• ηik “ ρk`i;
• Cmt “ bkmřM
m“1 bkm
*Cap; onde:







M ˚ T , e φ “ 1, 24.
4.2.3 Classes de exemplares
Para os experimentos computacionais foram criadas 12 classes com 20 exemplares
cada, variando a quantidade de tipo de itens I e a quantidade de períodos T do horizonte de
planejamento conforme Tabela 9.
Classe 1 2 3 4 5 6 7 8 9 10 11 12
I 3 3 4 4 5 5 6 6 7 7 8 8
T 3 4 3 4 3 4 3 4 3 4 3 4
Tabela 9 – Dados das classes.
4.2.4 Testes computacionais
Os testes estão divididos em três experimentos apresentados na sequência.
Experimento 1. Resolução por heurística - soluções inteiras:
Como o modelo matemático utilizado é NP-completo, é necessário utilizar heurísticas
para resolvê-lo em tempo computacional aceitável. Os passos da heurística utilizada neste
experimento são:
Passo 1. Para cada m, gere todos os possíveis padrões de corte dado os valores de Lm e
os tamanhos dos itens demandados `i.
Passo 2. Para cada m, ordene os padrões de corte em ordem crescente de perda de
material e selecione os n primeiros.
Passo 3. Resolva o modelo matemático (4.3)–(4.11) apenas com os Mn padrões de corte
selecionados no Passo 2, os quais serão os mesmos para todos os períodos.
O valor de n para o Passo 2 que utilizamos foi n “ 15 pois para n ą 15 a resolução do
modelo matemático torna-se custosa.
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Para este experimento, geramos 20 exemplares para cada uma das classes de 1 à 8 da
Tabela 9 e cada método de resolução. Desta forma, para o Experimento 1 foram gerados 160
exemplares para o método da soma ponderada e 160 exemplares para o método ε-restrito.
A razão de não realizamos testes para valores das classes maiores que 8 é que o tempo
computacional para resolver o modelo matemático é muito alto, chegando a várias horas
para alguns exemplares.
Experimento 2. Resolução exata - soluções inteiras:
Para validar o comportamento conflitante das funções objetivo sem o caráter de aproxima-
ção das soluções heurísticas, resolvemos exemplares dimensionalmente pequenos (valores
máximo i “ 4 e t “ 4) de forma exata com todos os possíveis padrões de corte diretamente
no Solver CPLEX 7.5.
Neste experimento, geramos 20 exemplares para cada uma das classes de 1 à 4 da Tabela 9
e cada método de resolução. Ou seja, geramos 80 exemplares para o método da soma
ponderada e 80 exemplares para o método ε-restrito. Aqui também não foi possível realizar
testes para todas as classes da Tabela 9 por conta dos custos computacionais.
Experimento 3. Resolução com variáveis relaxadas:
Devido à dificuldade de resolução do modelo matemático (4.3)–(4.11) com as variáveis
inteiras, os exemplares resolvidos nos dois experimentos anteriores são de tamanhos mediano
e pequeno. Com o objetivo de validar a proposta para exemplares dimensionalmente
maiores, os exemplares deste experimento foram resolvidos com a integralidade das variáveis
relaxadas, exceto a variável binária z. Aqui, geramos previamente todos os possíveis padrões
de corte e resolvemos o modelo relaxado com todos os padrões.
Geramos 20 exemplares para cada uma das classes de 1 à 12 da Tabela 9 e cada método
de resolução. Desta forma, geramos 240 exemplares para o método da soma ponderada e
240 para o método ε-restrito.
4.3 Análise dos resultados
Nesta seção, faremos primeiramente um estudo do trade-off entre o PDL e o PCE a
partir da abordagem multiobjetivo com o intuito de validar a hipótese de que ao aumentar os
custos do PCE implica em uma diminuição nos custos do PDL e vice-versa. Uma vez identificado
o trade-off pretendemos analisá-lo mais detalhadamente, ou seja, queremos identificar quais
custos do PDL se correlacionam com os do PCE e se há uma correlação interna no PDL ou no
PCE. Para isso, faremos uma análise estatística de correlação linear entre os custos. Por fim,
discutimos porque uma abordagem multiobjetivo para o PDL integrada ao PCE pode oferecer
vantagens tanto para os pesquisadores da área como para o tomador de decisão da empresa.
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4.3.1 Análise do trade-off entre o problema de dimensionamento de lotes e
de corte de estoque
Para observar o trade-off entre as funções objetivo do PDL e do PCE, geramos todos
os gráficos para os três experimentos conforme detalhados na Seção 4.2.4. Entre todos os gráficos
gerados, selecionamos os que apresentavam a curva de Pareto mais completa e apresentamos eles
nas Figuras 26, 27, 28, 29 e 30. Na Figura 26 cada ponto do gráfico representa o resultado dos
custos totais do PDL com relação aos do PCE para cada valor de ε2 e na Figura 27 para cada
valor de p1. Nelas é possível notar que, a medida que os custos do PCE aumentam, diminuem os
do PDL, evidenciando um conflito entre as funções objetivo destes problemas.
Figura 26 – Curva de Pareto obtida para o Experimento 3, método ε-restrito e Classe 12.
Fonte: Autoria própria.
Figura 27 – Curva de Pareto obtida para o Experimento 3, método soma ponderada e
Classe 12. Fonte: Autoria própria.
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Figura 28 – Curva de Pareto obtida para o Experimento 1, método ε-restrito e soma
ponderada, Classe 5. Fonte: Autoria própria.
Figura 29 – Curva de Pareto obtida para o Experimento 2, método ε-restrito e soma
ponderada, Classe 3. Fonte: Autoria própria.
Para ilustrar melhor esse trade-off, apresentamos numericamente dois pontos A e
B do gráfico na Figura 26. Note que para a função objetivo do PCE, F2py, eq, o ponto A é o
melhor, porém é o pior com relação à função objetivo do PDL, F1px,w, zq. Observe agora o
ponto B, ele é a pior opção para a função objetivo do PCE, porém a melhor para a do PDL.
No sentido de Solução de Pareto, não é possível afirmar que o ponto A é melhor que o B, e
vice-versa. Vemos então que temos diversas soluções para o estudo do PDL integrado ao PCE,
sendo todas elas soluções de Pareto. Esse comportamento conflitante entre as duas funções
objetivo se repetem em diferentes classes e experimentos alguns deles apresentados nos gráficos
ilustrados nas Figuras 28, 29 e 30.
Apresentamos na Tabela 10 a média obtida (por classe) de soluções de Pareto
diferentes entre si. O propósito é investigar se as soluções de Pareto obtidas estão bem distribuídas
e espaçadas umas das outras. O critério utilizado para medir a diferença entre as soluções de
Pareto foi feito de acordo com a Definição 4.1.
Definição 4.1. Seja u1 “ px1, y1, z1, w1, e1q e u2 “ px2, y2, z2, w2, e2q duas soluções de Pareto.
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Figura 30 – Curva de Pareto obtida para o Experimento 3, método ε-restrito e soma
ponderada, Classe 10. Fonte: Autoria própria.
Se |F1pu1q ´ F1pu2q| ě 10´4 e |F2pu1q ´ F2pu2q| ě 10´4, então consideramos que u1 e u2 são
diferentes.
Conforme descrito na Subseção 4.2.1.2, utilizamos nos experimentos 50 valores para
ε2, assim, encontraremos no máximo 50 soluções de Pareto por exemplar.
Dessa forma, a Tabela 10 apresenta a média por classe das diferentes soluções de
Pareto para os 3 experimentos e os dois métodos, que representamos por nd. Observe que para
todas as classes e todos os experimentos, os dois métodos obtiveram mais de duas soluções
de Pareto diferentes para todas as classes e experimentos. O ε-restrito obteve no mínimo 39,5
diferentes soluções de Pareto no Experimento 1, enquanto o método da soma ponderada obteve
no mínimo 4,7; no Experimento 2 o valor mínimo foi de 38,9 e 4,4 pelos métodos ε-restrito e soma
ponderada, respectivamente, e no Experimento 3 no mínimo 34,2 e 2,2 pelos métodos ε-restrito e
soma ponderada, respectivamente. De acordo com estes valores obtidos podemos concluir que
para os exemplares resolvidos, o método ε-restrito foi capaz de encontrar mais soluções de Pareto
diferentes que o da soma ponderada.
Ainda na Tabela 10, apresentamos o tempo total médio de resolução, em segundos,
por classe para cada um dos experimentos e cada método. Para dar uma noção da dimensão dos
problemas resolvidos, colocamos também na Tabela 10 o número médio de variáveis (nv) e o
número médio de restrições (nr) por classe para cada experimento e cada método de resolução.
Vemos que o tempo computacional do ε-restrito é mais alto que o da soma ponderada. Para o
Experimento 1 o menor tempo computacional do método ε-restrito foi de 24,6 e o maior de 170,0
segundos e o menor tempo computacional obtido pelo método da soma ponderada foi de 11,4
segundos e o maior de 76,2. No Experimento 2 o menor tempo computacional obtido pelo método
ε-restrito foi de 36,0 e o maior 150,0 enquanto o menor tempo obtido pelo o método da soma
ponderada foi de 25,8 e o maior de 48,7. Por fim, no Experimento 3 o menor tempo do método
ε-restrito foi de 3,6 e o maior de 39,0 e para a soma ponderada o menor tempo computacional
foi de 1,8 e o maior de 14,4.
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Experimento 1 Experimento 2 Experimento 3
Método Classe nd tempo (s) nv nr nd tempo (s) nv nr nd tempo (s) nr nc
1 39,9 24,6 110,6 31,0 41,9 136,2 120,2 31,0 34,2 5,4 121,5 31,0
2 43,6 141,0 147,0 41,0 44,0 150,0 152,8 41,0 38,7 3,6 185,6 41,0
3 42,1 117,0 120,0 34,0 47,0 36,0 259,5 34,0 48,0 4,8 307,2 34,0
4 44,3 170,4 160,0 45,0 38,9 149,9 309,0 45,0 47,7 7,8 407,4 45,0
5 43,8 136,2 123,0 37,0 45,6 6,0 539,4 37,0
ε-Restrito 6 39,5 144,6 164,0 49,0 48,0 9,6 881,6 49,0
7 41,7 79,2 126,0 40,0 45,6 10,2 1223,7 40,0
8 46,0 90,0 168,0 53,0 48,0 14,4 1559,6 53,0
9 46,6 16,2 1892,4 43,0
10 45,6 25,2 3414,0 57,0
11 43,4 27,0 3430,8 46,0
12 45,2 39,0 4909,8 61,0
1 5,5 11,4 110,6 30,0 5,7 25,8 120,2 30,0 2,2 2,4 121,5 30,0
2 4,7 47,4 147,0 40,0 4,4 43,8 152,8 40,0 3,2 1,8 185,6 40,0
3 6,1 62,4 120,0 33,0 6,0 44,4 259,5 33,0 4,1 1,8 307,2 33,0
4 6,8 76,2 160,0 44,0 4,9 48,7 309,0 44,0 6,2 3,0 407,4 44,0
5 7,0 54,6 123,0 36,0 5,4 2,4 539,4 36,0
Soma 6 6,2 19,2 164,0 48,0 4,8 3,0 881,6 48,0
ponderada 7 6,2 42,6 126,0 39,0 7,5 4,2 1223,7 39,0
8 6,9 56,4 168,0 52,0 8,6 5,4 1559,6 52,0
9 6,7 6,0 1892,4 42,0
10 9,2 9,0 3414,0 56,0
11 6,7 10,2 3430,8 45,0
12 11,2 14,4 4909,8 60,0
Tabela 10 – Número de diferentes soluções de Pareto, tempo de execução, número de
variáveis e de restrições.
4.3.2 Análise de correlação entre as funções de custo
Uma vez que concluímos de que há um trade-off entre as duas funções objetivos,
analisamos aqui a correlação entre cada custo desses dois problemas. A análise de correlação é
um método estatístico bastante utilizado quando se quer verificar se há uma possível associação
linear entre duas variáveis. Para uma primeira análise de correlação, fizemos gráficos de dispersão,
Figuras 31 e 32, o qual fornece uma ideia se existe uma correlação entre as variáveis em estudo e,
caso exista, qual o tipo de correlação. Posteriormente, para medir o grau de associação linear das
variáveis utilizamos o coeficiente de correlação de Pearson (ρ) (ARY et al., 2013).
Na Subseção 4.3.1 vimos que ao aumentar a função objetivo do PCE, a do PDL
diminui, o que indica que estas funções estão correlacionadas negativamente. Como a função
objetivo do PDL é composta por três custos (produção, estoque e preparação) e a do PCE por
dois (perda de material e estoque), a informação da correlação entre as funções objetivo não é
suficiente para saber quais desses cinco custos estão correlacionados. Portanto, acreditamos que
seja importante uma análise de correlação mais profunda, onde medimos o grau de associação
dos cinco custos dois a dois.
Identificar uma correlação entre os custos dos problemas pode ajudar a entender
como uma variável influencia a outra. Neste estudo, no método ε-restrito, a função objetivo do
PCE deve ser menor ou igual que ε2, dado que é uma restrição do modelo. Sendo assim, a medida
que diminuímos o valor de ε2, a função objetivo do PCE deve diminuir, ou seja, alguma ou mesmo
as duas variáveis do PCE deverão assumir valores mais baixos. Então temos que, diminuindo o
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valor de ε2, a função objetivo do PCE diminui e, sabendo que a do PDL aumenta, uma ou mais
variáveis do PDL devem assumir valores mais altos. Assim, analisamos quais variáveis (em suas
funções de custo) aumentam ou diminuem quando a outra varia.
Dividimos a função objetivo do PDL em três funções de custos e a do PCE em duas.
Custos PDL:












































As Figuras 31 e 32 ilustram os gráficos de dispersão obtidos pelo método ε-restrito
para o Experimento 3 e Classe 11. Para a Figura 31, observamos no Gráfico 1 uma correlação
negativa entre os custos de produção de objetos do PDL e os de perda de material do PCE. O
mesmo ocorre no Gráfico 2 entre os custos de estoque de itens do PCE e os de perda de material
do PCE. No entanto, no Gráfico 3, a correlação entre os custos de produção do PDL e os custos
de estoque de itens do PCE é positiva. Na Figura 32, não é possível observar uma correlação
entre os custos. Este comportamento é observado nos três experimento.
Dado que o gráfico de dispersão fornece apenas uma ideia da correlação entre variáveis,
é necessário fazer uma análise para medir o grau dessa correlação. Para tal fim, apresentamos na
Tabela 11 o valor médio do coeficiente de Pearson, o qual assume valores entre 1 e -1, para cada
uma das classes e cada experimento. Valores do coeficiente de Pearson próximos de 1 indicam
uma forte correlação linear positiva, valores próximos de 0 indicam que não há correlação linear
e valores próximos de -1 indicam uma forte correlação linear negativa. Observe a segunda coluna
da tabela onde temos g1pxq ˆ g4pyq, todos os coeficientes têm valores próximos de -1, variando
entre -0,93 e -0,81. Este resultado evidencia que há uma forte correlação negativa entre os custos
de produção do PDL e perda de material do PCE. Já a terceira coluna, g4pxq ˆ g5pyq, evidencia
uma forte correlação negativa entre os custos de perda de material do PCE e estoque de itens do
PCE. Nesse caso os resultados do coeficiente de Pearson estão próximos de -1, variando entre
-0,93 e -0,75. Por sua vez, a quarta coluna mostra que há uma forte correlação positiva entre os
custos de produção do PDL e o estoque de itens do PCE. A última coluna valida a correlação
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Figura 31 – Gráficos de dispersão que apresentam possíveis correlações entre os custos dos
problemas. Fonte: Autoria própria.
negativa entre F1 e F2. As demais colunas apresentam o coeficiente de correlação de Pearson
variando entre -0,5 e 0,5, o que indica que não é possível observar uma correlação relevante.
4.3.3 Vantagens da abordagem multiobjetivo para o estudo do PDL integrado
ao PCE
Para exemplificar porque a abordagem multiobjetivo no estudo do PDL integrado ao
PCE pode trazer vantagens em relação a abordagem mono-objetivo, apresentamos alguns gráficos
de barras na Figura 33. Neles é possível ver o comportamento das diversas soluções ótimas e
entender como estas soluções podem ajudar ao tomador de decisão da empresa a planejar melhor
a produção, estoque e o corte.
Os Gráficos de barras 2, 3, 4 e 5 da Figura 33 mostram os custos totais de estoque
de objetos, preparação das máquinas, perda de material e estoque de itens a cada variação de ε2.
Por fim, o Gráfico de barras 6 exibe o custo total de itens remanescentes em estoque representado
pela Equação (4.15). Ou seja, depois de atender toda a demanda no horizonte de planejamento,





σiT ηikeikT . (4.15)
Capítulo 4. Uma abordagem multiobjetivo para o PDL integrado ao PCE 92
Figura 32 – Gráficos de dispersão que não apresentam possíveis correlações entre os custos
dos problemas. Fonte: Autoria própria.
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g1pxqˆ g4pyqˆ g1pxqˆ g2pwqˆ g3pzqˆ g2pwqˆ g3pzqˆ g1pxqˆ g1pxqˆ g2pwqˆ F1ˆ
g4pyq g5peq g5peq g4pyq g4pyq g5peq g5peq g2pwq g3pzq g3pzq F2
Classe Experimento 1
1 -0,90 -0,85 0,92 0,44 -0,09 -0,41 0,09 -0,44 0,13 -0,43 -0,89
2 -0,91 -0,85 0,91 0,48 -0,05 -0,45 0,09 -0,46 0,10 -0,46 -0,91
3 -0,82 -0,83 0,99 0,33 0,08 -0,34 -0,12 -0,34 -0,12 -0v38 -0,82
4 -0,86 -0,84 0,92 0,24 0,13 -0,21 -0,14 -0,24 -0,13 -0,45 -0,86
5 -0,91 -0,88 0,95 0,33 0,08 -0,30 -0,05 -0,33 -0,05 -0,42 -0,91
6 -0,84 -0,75 0,81 0,26 0,15 -0,25 -0,09 -0,29 -0,14 -0,35 -0,71
7 -0,89 -0,82 0,93 0,22 0,04 -0,24 -0,06 -0,25 -0,03 -0,37 -0,89
8 -0,83 -0,81 0,87 0,04 0,02 -0,08 0,00 -0,09 0,01 -0,41 -0,82
Média -0,87 -0,83 0,91 0,29 0,04 -0,29 -0,04 -0,30 -0,03 -0,41 -0,85
Classe Experimento 2
1 -0,93 -0,93 0,99 0,44 -0,01 -0,45 0,01 -0,45 0,01 -0,36 -0,93
2 -0,90 -0,92 0,98 0,39 0,02 -0,40 0,02 -0,39 0,03 -0,55 -0,92
3 -0,85 -0,82 0,94 0,34 0,06 -0,32 -0,09 -0,35 -0,05 -0,42 -0,85
4 -0,87 -0,87 0,97 0,18 0,19 -0,19 -0,19 -0,22 -0,17 -0,40 -0,87
Média -0,89 -0,89 0,97 0,39 0,02 -0,39 -0,02 -0,40 0,00 -0,44 -0,90
Classe Experimento 3
1 -0,89 -0,83 0,93 0,24 -0,01 -0,23 0,05 -0,26 0,11 -0,41 -0,91
2 -0,87 -0,82 0,88 0,36 0,13 -0,39 -0,02 -0,35 0,00 -0,52 -0,89
3 -0,93 -0,92 0,99 0,23 0,14 -0,21 -0,10 -0,23 -0,07 -0,37 -0,93
4 -0,83 -0,84 0,98 0,22 0,23 -0,19 -0,21 -0,19 -0,18 -0,39 -0,83
5 -0,87 -0,88 1,00 0,14 0,20 -0,14 -0,21 -0,14 -0,20 -0,44 -0,87
6 -0,90 -0,90 0,99 0,35 0,25 -0,26 -0,28 -0,27 -0,25 -0,43 -0,90
7 -0,88 -0,89 0,99 0,05 0,27 -0,08 -0,26 -0,10 -0,24 -0,25 -0,88
8 -0,87 -0,88 0,99 0,12 0,19 -0,09 -0,24 -0,11 -0,22 -0,50 -0,87
9 -0,92 -0,93 0,99 0,00 0,19 0,00 -0,26 -0,01 -0,25 -0,53 -0,92
10 -0,91 -0,91 1,00 0,09 0,25 -0,10 -0,25 -0,10 -0,24 -0,59 -0,91
11 -0,81 -0,85 0,96 -0,11 0,07 0,10 -0,11 0,10 -0,14 -0,47 -0,89
12 -0,83 -0,83 0,97 0,07 0,18 -0,01 -0,22 -0,02 -0,21 -0,69 -0,84
Média -0,87 -0,87 0,97 0,15 0,18 -0,13 -0,18 -0,14 -0,16 -0,47 -0,89
Tabela 11 – Coeficiente de correlação de Pearson entre as funções de custo.
Lembrando que σiT representa o custo de estoque de itens em toneladas do tipo i no período T ,
ηik é o vetor de pesos dos itens e eikT representa a quantidade de item i de gramatura k que são
estocados no final do período T , o último período do horizonte de planejamento.
Vemos pelos Gráficos de barras 1, 5 e 6 que ao aumentar o valor de ε2, reduzimos
os custos totais de objetos produzidos, estoque de itens e os custos de itens remanescente em
estoque. Em contra partida no Gráfico de barras 4, observamos um aumento no custo de perda
de material. Para as demais variáveis observamos nos Gráficos de barras 2 e 3 que não é possível
encontrar uma relação com os valores de ε2.
Os resultados obtidos mostram o trade-off que ocorre internamente entre o PDL e o
PCE. Por um lado, se queremos obter menores perdas de material é necessário produzir mais
objetos. Isto ocorre porque, ao dispôr de maior quantidade de objetos, o PCE pode selecionar os
padrões de corte com menores perdas, mesmo que estes padrões selecionados gerem itens além da
demanda. Por outro lado, se queremos obter menores custos de produção de objetos, então pode
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Figura 33 – Gráfico de barras. Fonte: Autoria própria.
ser necessário que a perda de material seja maior. Para esclarecer essa afirmação apresentamos
um exemplo numérico.
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Supomos uma demanda de 2 itens de comprimento 92 cm e 2 itens de comprimento
115 cm. Se há apenas um objeto de 460 cm disponível, o padrão de corte que deve ser utilizado
para atender a demanda é a = p2, 2qT que gera uma perda de material de 46 cm. Supomos agora
que há 2 objetos de 460 cm disponíveis, os padrões de corte que têm menor perda de material e
atendem a demanda são a = p5, 0qT e a = p0, 4qT . No segundo caso a perda de material é nula e
temos um estoque remanescente de 3 itens de comprimento 92 cm e 2 itens com comprimento
115 cm. Assim, podemos ter um custo de produção menor no PDL e uma perda de material
maior no PCE, como no primeiro caso, ou um custo de produção maior no PDL e uma perda de
material menor no PCE, como no segundo caso.
Cada solução ótima permite ao tomador de decisão da empresa optar, de acordo
com critérios internos mais amplos, qual a melhor forma de organizar a produção. Por exemplo,
indústrias com baixa demanda ou que atendem pedidos personalizados, a solução com sobra de
itens em estoque talvez não seja uma boa escolha. Por outro lado, se o decisor da empresa sabe
que os itens remanescentes em estoque serão vendidos em um futuro próximo, então compensará a
escolha do excesso de produção para obter menores perdas. Também, a abordagem multiobjetivo
pode ser relevante para empresas que trabalham com análise de curva de estoque, tais como
análise ABC multicritério (FLORES; WHYBARK, 1987). Essas análises ajudam ao tomador de
decisão a saber qual a quantidade ideal de estoque que a indústria deve manter. Assim, dentre as
diversas soluções ótimas obtidas pelo método multiobjetivo, o tomador de decisão poderá escolher
àquela que se adapta melhor ao seu estoque ideal. Dessa forma, concluímos que a abordagem
multiobjetivo para o PDL integrado ao PCE apresenta vantagens para as indústrias.
Dado que uma das nossas conclusões apresentam um conflito interno na função
objetivo do PCE (perda de material ˆ estoque de itens), acreditamos que este estudo multiobjetivo
pode ser analisado com três ou mais funções objetivo. Além disso, o estudo pode ser ampliado
para outros modelos matemáticos que integram o PDL e o PCE, incluindo modelos para outros
tipos de indústrias de manufaturas, tais como, de móveis, de alumínio, etc.
96
5 Conclusões e trabalho futuro
Estudamos dois problemas que surgem em indústrias de manufatura, os problemas de
dimensionamento de lotes e corte de estoque. Na primeira parte do trabalho propomos uma nova
heurística para a resolução de dois modelos matemáticos, para o PCE clássico e para o PCEM.
Verificamos se os resultados da heurística eram próximos do ótimo, se o tempo computacional
era aceitável e comparamos com os resultados de outras heurísticas da literatura.
A resolução do PCE clássico pela heurística proposta apresentou resultados bastante
satisfatórios para os dois experimentos realizados. A média de ótimos obtidos pela HE segundo o
critério IRUP foi de 96,95% no primeiro experimento e de 99,07% no segundo. Para o critério
MIRUP esse resultado foi melhor, sendo de 99,97% no primeiro experimento e de 100% no
segundo. Também na comparação com os resultados das heurísticas tipo residuais gananciosa,
FFD e nova 1 apresentados em Poldi e Arenales (2006), nossos resultados foram melhores para
a maioria das classes testadas. Acreditamos que a HE é uma heurística eficiente na resolução
do PCE clássico e que pode ser utilizada na prática. Na resolução do PCEM pela HE fizemos
três experimentos diferentes. No primeiro, a HE apresentou resultados bons, obtendo uma perda
máxima de 0,12% e mínima de 0,01% e o tempo computacional mais alto foi de 398 segundos e
o mais baixo de 29,2 segundos. No segundo experimento, os resultados da HE não atingiram
a expectativa, a HE obteve o valor da FO, em média, 7% pior que o valor da FO obtida pelo
solver. Apesar de considerarmos esse resultado ruim, devemos observar que para Classe 8 o solver
não conseguiu o resultado próximo da solução ótima em menos de 30 minutos e a HE obteve
o valor da FO um 12,9% melhor que o valor da FO obtida pelo solver. Além disso, o tempo
computacional da HE para esse experimento foi muito melhor que o do solver, a HE obteve em
média um tempo de 37,5 segundos e o solver 341,6 segundos. Para o Experimento 3, em que
comparamos a resolução da HE pela abordagem multiperíodo e lote-por-lote, concluímos que a
multiperíodo apresenta melhores resultados que a lote-por-lote.
Na segunda parte do trabalho, discutimos um modelo matemático para tratar
dos problemas de dimensionamento de lotes e corte de estoque como um problema integrado.
O objetivo principal do estudo é avaliar o conflito existente entre o PDL e o PCE quando
minimizamos as duas funções objetivo simultaneamente. Também, separamos os custos de cada
problema em cinco funções de custos para comparar, detectar e analisar possíveis correlações
entre eles, aprofundando o estudo da correlação do PDL com o PCE. Os gráficos obtidos ilustram
a curva de Pareto alcançada, evidenciando um trade-off entre os custos do PDL e os do PCE.
Desta forma, vimos que ao aumentar os custos do PCE, minimizamos os custos do PDL e
vice-versa. Nos gráficos de dispersão gerados observamos a correlação entre os custos de produção
de objetos, perda de material e estoque de itens. Esta observação foi validada pelo coeficiente
de correlação de Pearson, que indica também o sentido (positivo ou negativo) da correlação.
Assim, concluímos que, se aumentamos a produção de objetos, diminuímos a perda de material
e vice-versa. Além disso, notamos que para minimizar a perda de material é necessário cortar
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itens além da demanda, gerando um remanescente destes itens em estoque no final do último
período. As conclusões obtidas com relação ao conflito entre os dois problemas mostram como a
análise multiobjetivo pode ajudar a melhorar as decisões da empresa, uma vez que as soluções
do modelo multiobjetivo apontam para várias oportunidades de planificação da produção, do
corte e estoque. Acreditamos que a abordagem multiobjetivo é relevante para o estudo do PDL
integrado ao PCE.
Para trabalho futuro, acreditamos que o estudo multiobjetivo possa ser analisado
separando a função objetivo do modelo matemático em três, sendo a primeira relativa aos custos
do PDL, a segunda aos custos de perda de material do PCE e a terceira relativa aos custos de
estoque de itens do PCE. Além disso, o estudo de PDL integrado ao PCE pode ser ampliado
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