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Abstract
We present three approaches to define the higher e´tale regulator maps Φr,net : H
r
et(X,Z(n)) →
HrD(X,Z(n)) for regular arithmetic schemes. The first two approaches construct the maps on the
cohomology level, while the third construction provides a morphism of complexes of sheaves on the
e´tale site, along with a technical twist that one needs to replace the Deligne-Beilinson cohomology by
the analytic Deligne cohomology inspired by the work of Kerr, Lewis, and Mu¨ller-Stach. A vanishing
statement of infinite divisible torsions under Φr,net is established for r > 2n+ 1.
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1Chapter 1
Introduction
Regulator maps have been central tools in the study of special values of Zeta functions. The
idea grows out of the classical analytic class number formula that predicts the special value of
the Dedekind Zeta function of a number field via the Dirichlet regulator map at s = 1. Beilinson [2]
generalizes this idea using higher K-theory formulating the celebrated Beilinson conjectures. Bloch
[4] later rephased the higher regulator maps in terms of his higher Chow groups. This paper is
devoted to the study of the higher e´tale regulator maps using integral e´tale motivic cohomology
in place of the classical (Zariski) motivic cohomology for regular arithmetic schemes. It is known
that the motivic cohomology and the e´tale motivic cohomology share the same rational structure,
which therefore are natural candidates for describing the special values of Zeta functions. Note that
the construction of the higher e´tale regulator maps on the level of complexes permits one to define
Arakelov e´tale motivic cohomology as the hypercohomology of its mapping fibre. This makes the
extension of the definition of the Weil-e´tale motivic complexes describing values of Zeta functions of
proper regular arithmetic schemes from s = 0 discussed in [9] and [19] to arbitrary n ∈ Z possible.
Moreover, one can use it to construct a canonical class in the class field theory of finitely generated
fields, and this provides a natural candidate for the definition of the Weil group of finitely generated
fields. The one-dimensional case has been studied in Burns-Flach [6].
The main results in this paper are Theorem 3.2.3 showing the equivalence of the first two con-
structions of the higher e´tale regulator maps, Theorem 3.4.1 describing the vanishing of the higher
infinite torsions under the e´tale regulator maps, and the existence of a morphism of complexes of
2e´tale sheaves inducing a higher e´tale regulator map.
The layout of the paper is as follows. Chapter 2 will be devoted to review various background
materials involved in the constructions of higher e´tale regulators. Three different constructions will
then be presented in Chapter 3; among them, we will show that the first two constructions yield the
same map, while the third one is structurally different from the first two, as it maps into the analytic
Deligne cohomology instead of the Deligne-Beilinson cohomology. We will end our discussion with
an example in the case of regular arithmetic toric schemes in the last section.
3Chapter 2
Preliminaries
This chapter will be devoted to the background materials to be used in subsequent chapters. The
main purpose is to fix the notations we used throughout the paper, and thus without further notifi-
cation, all notations that appear in this chapter will carry over to the end of the paper.
2.1 Simplicial Homotopy
In this section, we are going to review and fix some notations about simplicial homotopy theory.
Most of the results are well known and can be found readily in the literature. However, for the sake
of convenience, we will treat them systematically here.
2.1.1 Basic definitions
Let ∆ be the category of finite ordinal numbers with order preserving maps, consisting of the
non-empty finite totally ordered sets
[n] = {0 ≤ 1 ≤ · · · ≤ n}
as objects for all non-negative integers n, and morphisms being maps
θ : [m]→ [n]
4such that θ(i) ≤ θ(j) whenever i ≤ j.
If we consider the totally ordered sets as small categories in the standard way, ∆ can be thought
of as a full subcategory of the category Cat of small categories. In particular, morphisms in ∆ are
generated by the coface morphisms
δin : [n− 1]→ [n] 0 ≤ i ≤ n
j 7→

j , if j < i,
j + 1 , if j ≥ i,
and the codegeneracy morphisms
σin : [n+ 1]→ [n] 0 ≤ i ≤ n
j 7→

j , if j ≤ i,
j − 1 , if j > i,
subjecting to the following cosimplicial identities:

δjn+1δ
i
n = δ
i
n+1δ
j−1
n , for 0 ≤ i < j ≤ n+ 1,
σjnδ
i
n+1 = δ
i
nσ
j−1
n−1 , for 0 ≤ i < j ≤ n,
σjnδ
j
n+1 = 1[n] = σ
j
nδ
j+1
n+1 , for 0 ≤ j ≤ n,
σjnδ
i
n+1 = δ
i−1
n σ
j
n−1 , for 0 < j + 1 < i ≤ n+ 1,
σjn−1σ
i
n = σ
i
n−1σ
j+1
n , for 0 ≤ i ≤ j ≤ n− 1.
(2.1.1)
Let C be a small category. A simplicial object in C is functor X : ∆op → C. Concretely it consists
5of objects Xn := X ([n]) for each n ≥ 0, and face and degeneracy morphisms
dni = X
(
δin
)
: Xn → Xn−1
sni = X
(
σin
)
: Xn → Xn+1
for each 0 ≤ i ≤ n satisfying the corresponding simplicial identities

dni d
n+1
j = d
n
j−1d
n+1
i , for 0 ≤ i < j ≤ n+ 1,
dn+1i s
n
j = s
n−1
j−1 d
n
i , for 0 ≤ i < j ≤ n,
dn+1j s
n
j = 1Xn = d
n+1
j+1 s
n
j , for 0 ≤ j ≤ n,
dn+1i s
n
j = s
n−1
j d
n
i−1 , for 0 < j + 1 < i ≤ n+ 1,
sni s
n−1
j = s
n
j+1s
n−1
i , for 0 ≤ i ≤ j ≤ n− 1.
(2.1.2)
Given two simplicial objects X,Y in C, a simplicial map f : X → Y is a natural transformation
of the functors, i.e., given by morphisms
fn : Xn → Yn, n ≥ 0,
such that

dni fn = fn−1d
n
i
sn−1i fn−1 = fns
n−1
i
(2.1.3)
for all n > 0, 0 ≤ i ≤ n.
Simplicial objects in C together with simplicial maps between them form a category called the
simplicial category of C, denoted by Simp(C). When C is taken to be the category Sets of sets, it
is called the category of simplicial sets, denoted simply by S. For a simplicial set X, we call the
elements of Xn n-simplexes of X, while 0-simplexes are commonly called vertices, 1-simplexes are
6called edges, and so on.
There are distinguished objects in S, namely the standard n-simplex, ∆n := Hom∆( , [n]),
which is the contravariant functor represented by [n] in ∆. By the Yoneda lemma, for any simplicial
set Y : ∆op → Sets,
HomS(∆n, Y ) ∼= Y ([n]) = Yn,
f 7→ f(1[n]),
therefore simplicial maps from ∆n classify n-simplices of simplicial sets. There are some important
subobjects of ∆n of particular interest to us:
(i) the boundary of ∆n, ∂∆n, defined by
∂∆nm =

∆nm , if 0 ≤ m ≤ n− 1,
all m-simplices degenerate , if m ≥ n;
(ii) the k-th horn of ∆n, Λnk ,for 0 ≤ k ≤ n, defined by
(Λnk )m =

∆nm , if 0 ≤ m < n− 1,
∆n n−1 − {dnk (1[n])} , if m = n− 1,
all m-simplices degenerate , if m ≥ n.
A simplicial map p : X → Y in S is called a Kan fibration, or simply fibration, if for every
commutative diagram
Λnk
//

X

∆n // Y
7of simplicial maps, there is a morphism ∆n → X such that the following diagram commutes
Λnk
//

X

∆n //
θ
>>}}}}}}}}
Y .
Let ∗ := ∆0 be the unique simplicial set which has exactly one simplex for each degree with identity
face and degeneracy maps. Clearly, ∗ is the terminal object in S, and that every simplicial set X
admits a unique simplicial map X → ∗. A simplicial set X is said to be a Kan complex, or a fibrant
simplicial set, if the unique map to ∗ is a Kan fibration.
2.1.2 Simplicial schemes
A simplicial scheme is a simplicial object in the category of schemes. To be more precise, we will
consider the category Vsmk of smooth separated schemes of finite type over a base field k, and its
simplicial objects are called smooth simplicial schemes over k.
2.1.3 Skeleta and Coskeleta
On a simplicial category Simp(C), there are two important concepts called the skeleta and coskeleta
of simplicial objects. They form a natural adjoint pair of functors on Simp(C), and we will need
them to define hypercoverings in the next section.
Definition 2.1.1. Let C be a category with finite limits and colimits. Define the n-skeleton functor
skn : Simp(C)→ Simp(C)
and the n-coskeleton functor
coskn : Simp(C)→ Simp(C)
8by setting, for each simplicial object X ∈ Simp(C),
(sknX)m = lim−→
k≤n
[m]→[k]
Xk
(cosknX)m = lim←−
k≤n
[k]→[m]
Xk
endowed with natural structural morphisms.
2.1.4 Coverings and Hypercoverings on sites
We start with recalling the definition of Grothendieck sites, and then we will define the notion of
hypercoverings.
Definition 2.1.2. A Grothendieck site is a (small) category C together with a Grothendieck topology
J defined on C, consisting of families J (U) of subfunctors R ⊂ HomC( , U) for each object U of
C, called covering sieves, satisfying the following axioms:
(T1) If s ∈ J (U) and f : V → U a morphism in C, then f∗S ∈ J (V ). Here f∗S(W ) = {g ∈
HomC(W,V )|fg ∈ S(W )} for all objects W in C.
(T2) Let S ∈ J (U) and T ⊂ HomC( , U) any sunfunctor (sieve). Suppose that for each object
V ∈ C, and each f ∈ S(V ), the pullback sieve f∗T ∈ J (V ). Then T ∈ J (U).
(T3) HomC( , U) ∈ J (U).
In most useful cases, a Grothendieck topology can be generated by a Grothendieck pretopology
P consisting of a collection of families of arrows P(U) mapping to U for each object U of C, called
covering families, satisfying the following axioms:
(PT0) For all U ∈ C, {Uα → U}α∈I ∈ P(U), (V → U) ∈ HomC(V,U), the fibre products Uα ×U V
exist for all α ∈ I.
(PT1) For all U ∈ C, {Uα → U}α∈I ∈ P(U), (V → U) ∈ HomC(V,U), we have {Uα×U V → V }α∈I ∈
P(V ).
9(PT2) If {Uα → U}α∈I ∈ P(U), and if {Uαβ → Uα}β∈Iα ∈ P(Uα) for each α ∈ I, then {Uαβ →
Uα → U}α∈I,β∈Iα ∈ P(U).
(PT3) If (f : V → U) ∈ HomC(V,U) is an isomorphism, {f} ∈ P(U).
Given a pretopology P, one defines a topology J by setting J (U) = {R ⊂ HomC( , U)|{fα : Uα →
U} ∈ P(U), fα ∈ R(Uα)}. For categories with fibre products, every Grothendieck topology on it is
generated by some (not necessarily unique) pretopology.
Let C be a Grothendieck site, and X be an object in C. We call a simplicial object X• ∈
Simp(C/X) a hypercovering of X if it satisfies the following:
(i) X0 → X is a covering;
(ii) Xn+1 → (cosknX•)n+1 is a covering for n ≥ 0.
A typical example is given by the Cˇech covering. Let C be a site with finite products. Take a
covering U → X of X. Then the associated Cˇech covering Cˇ(U)• is given by Cˇ(U)n = U×X · · ·×XU
(n copies) with natural projections and diagonals as structure morphisms. In this case Cˇ(U)n+1 =
(cosknCˇ(U)•)n+1 and thus Cˇ(U)• is a hypercovering.
The most important property concerning hypercoverings is the Verdier hypercovering theorem:
Proposition 2.1.1 ([1]). Let C be a Grothendieck site, and X ∈ C. Then for any complex F• of
sheaves of abelian groups on C, we have
lim−→
X•∈HC(X)
Hr(X•,F•) ' Hr(X,F•).
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2.2 Deligne Cohomology
2.2.1 Analytic Deligne complex
Let X be a complex analytic manifold. The analytic Deligne cohomology is defined as the hyperco-
homology
HrD,an(X,Z(n)) = Hr(Xan,Z(n)D),
where Z(n)D =
{
0→ Z(n)→ Ω0X → · · · → Ωn−1X → 0
}
, Z(n) = (2pii)nZ.
In case X is a complex algebraic manifold, we can use the algebraic de Rham complex in place of
the holomorphic de Rham complex to define the Deligne cohomology via hypercohomology on the
Zariski site. However, when X is not proper, the analytic Deligne cohomology groups are far from
being finitely generated, which is in general not preferable for arithmetic consideration. To fix this
issue, one defines an algebraic version of this Deligne cohomology via good compactifications.
2.2.2 Deligne-Beilinson complex via good compactifications
Our treatment follows closely to [8]. Let X be a complex algebraic manifold. A proper complex
algebraic manifold X is called a good compactification of X if it contains X as an open submanifold
and if the complement D = X −X is a simple normal crossing divisor on X. Such a choice of good
compactification enables us to consider the sheaves Ω•
X
(logD) of meromorphic differentials on X
with logarithmic poles along D. It is well-known that the complex Ω•
X
(logD) has a natural Hodge
filtration and that its hypercohomology computes the ordinary cohomology of X with C coefficients.
Let j : X ↪→ X be the open embedding. Set
Z(n)D,X = Cone(Rj∗Z(n)⊕ FnΩ•X(logD)
ε−ι→ Rj∗Ω•X)[−1],
11
and the Deligne-Beilinson cohomology of X is defined as
HrD(X,Z(n)) = Hr(X,Z(n)D,X).
More generally, for a regular scheme X defined over S = SpecA for some subring A ⊂ C, define
HrD(X ,Z(n)) = HrD(XC,Z(n)).
It is known that the above definition is independent of the choice of good compactification X
of X, and it is possible to define it as hypercohomology of complexes of sheaves on either the
Zariski or e´tale site of X. More precisely, we can consider the site Πτ of pairs (X,X) of smooth
complex varieties, where X is complete and contains X as an open subvariety, both endowed with
Grothendieck topology τ . Here τ can be either the Zariski or e´tale topology. If Vτ denotes the site
of smooth complex varieties with topology τ , then there is a natural projection σ : Πτ → Vτ . We
can set
Z(n)D,τ = lim−→
(X,X)∈σ−1(X)
Rσ∗(FnΩ·X(logD), Rj∗Cone(Z(n)
ε→ Ω·X),−ι).
so that
HrD(X,Z(n)) = Hr(Xτ ,Z(n)D,τ ).
The Deligne-Beilinson cohomology satisfies some nice properties, which we summarize below:
Proposition 2.2.1 ([8]). Let X be a complex algebraic manifold. Then
(i) HrD(X,Z(n)) = 0 for r ≤ 0 and n ≥ 1;
(ii) HrD(X,Z(0)) = Hr(X,Z);
(iii) H1D(X,Z(1)) = Γ(XZar,O∗X);
12
(iv) there is a long exact sequence
· · · → HrD(X,Z(n))→ Hr(X,Z(n))→ Hr(X,C)/FnHr(X,C)→ Hr+1D (X,Z(n))→ · · ·
(v) there is a natural homomorphism
HrD(X,Z(n))→ HrD,an(X,Z(n)),
which is an isomorphism when X is proper, or when n > dimX.
2.2.3 Deligne complex via currents
There is a theory of Deligne homology defined using currents [16] for smooth complex projective
varieties, and here we adopt a slightly extended version using Borel-Moore homology. First we
recall some facts about Borel-Moore homology. For a (complex) manifold M with locally finite
triangulation T we let CBM• (M,T,Z(p)) be the complex of Borel-Moore chains (subordinate to T ).
So the group in degree i is the set of (infinite) formal linear combinations ξ =
∑
σ nσ · σ of oriented
i-simplices σ in the triangulation T with coefficients nσ ∈ Z(p), and whose support |ξ| =
⋃
nσ 6=0 |σ|
is closed in M . We let
CBM• (M,Z(p)) = lim−→
T
CBM• (M,T,Z(p))
be the limit over all triangulations T . For an open subset U ⊂M there is a restriction map
CBM• (M,Z(p))→ CBM• (U,Z(p))
since U will have a triangulation T ′ each of whose simplices is contained in a unique simplex of
T . So U 7→ CBM• (U,Z(p)) is a complex of presheaves that one can moreover show to consist
of soft sheaves. This implies that its hypercohomology coincides with its cohomology. It is easy to
compute the cohomology sheaves since every point of M has a fundamental system of neighborhoods
13
homeomorphic to Rd for d = dimM (assumed constant), and the Borel Moore homology of Rd is Z
in degree d (with canonical generator the fundamental class of Rd) and 0 in all other degrees. So
one has a quasi-isomorphism of complexes of sheaves
Z(p)[d]→ CBM• (−,Z(p)).
Finally there is a quasi-isomorphism
CBM• (M,Z(p))→ Csing,BM• (M,Z(p))
to the complex of locally finite singular C∞-chains with coefficients in Z(p). All of these facts we
just quote from [12][2.4].
Now take M to be a complex manifold X of complex dimension m. ′Dp = ′DpX denotes the
sheaf of holomorphic p-currents on X, which is by definition the functional dual of the sheaf cΩpX of
holomorphic p-forms on X with compact support. Every Borel-Moore chain ξ ∈ CBMi (U,Z(p)) of
dimension i on an open U ⊂ X gives a current
δξ ∈ ′D2m−i(U) =
⊕
p+q=i
′Dm−p,m−q(U)
by the formula
ω 7→ (2pii)p
∫
ξ
ω ,
which converges since ω has compact support. This gives a morphism of complexes of sheaves
ε : CBM2m−•(U,Z(p))→ ′D•
for the manifold topology on X. Recall that one also has the Hodge filtration
F p′D• → ′D•
14
and hence one can define the analytic Deligne complex as the mapping fibre
Z(p−m)•−2mD = Cone
(
CBM2m−•(−,Z(p))⊕ F p′D• ε−ι−−→ ′D•
)
[−1](−m).
The complex of global sections Z(p − m)•−2mD (X) agrees with the complex C•−2mD (X,Z(p − m))
defined in [18][5.5]. The groups
HDi (X,Z(p)) := H−i(X,Z(−p)D)
deserve to be called the analytic Deligne (Borel-Moore) homology groups of X. Here we can take
either cohomology or hypercohomology for the manifold topology, and the two agree since all terms
in the Deligne complex are soft sheaves and soft sheaves are acyclic on each open. Note that there
is a Poincare duality between the analytic Deligne homology and the analytic Deligne cohomology,
namely
HrD,an(X,Z(n))
'→ HD2m−r(X,Z(m− n)).
2.3 Higher Chow complex
Higher Chow groups were first introduced in Bloch [3]. They have been shown to be equivalent
to the more sophisticated version of the motivic cohomology via Voevodsky’s DM construction in
the case of equidimensional smooth schemes of finite type over a field k. The advantage of higher
Chow groups is that their construction is based on the Bloch’s higher cycle complex, from which
elements can be represented by explicit algebraic cycles. They are also currently the only definition
of motivic cohomology for arithmetic schemes. In this section, we will recall its definition together
with some of its important properties. Among them, one of the most important features is that the
higher cycle complex satisfies the Zariski descent property, which allows us to reinterpret them via
hypercohomologies over the Zariski sites. We will see in the next section that this also gives us a
15
way to define the etale higher Chow groups analogously.
2.3.1 Bloch’s higher Chow groups and their functorial properties
To begin with, we have the definitions of the higher Chow complexes and higher Chow groups.
Definition 2.3.1. Let X be a equidimensional scheme of finite type over a base scheme S = SpecR.
Here R can be a field or a Dedekind domain. Define the standard algebraic n-simplex over S to be
∆nS := Spec (R[t0, . . . , tn]/(
∑n
i=0 ti − 1)). The usual boundary and degeneracy maps between the ∆nk
gives a cosimplicial scheme ∆·S. Set Z
r(X,n) to be the free abelian group generated by subvarieties
of X ×∆nS of codimension r that intersect properly with the image of the faces under the boundary
maps. Then the cosimplicial structure on X ×∆·S induces a simplicial structure on Zr(X, ·). From
this we obtain a chain complex of abelian groups via the Dold-Kan equivalence. By reindexing it in
negative degrees, we defined a cochain complex ZrX , called the higher Chow complex of X, namely
ZrX = Z
r(X,−·).
Definition 2.3.2. Let X be the same as in Definition 2.3.1. The higher Chow group of X,
CHr(X,n), is defined as the (−n)-th cohomology of ZrX .
Remark 2.3.1. Alternatively, one can define the higher cycle complex using cubical structure instead
of simplicial structure, and the resulting cochain complex will be quasi-isomorphic to the one in
Definition 2.3.1, thus inducing the same cohomology groups. Concretely, set nk =
(
P1k\{1}
)n
and
let Cr(X,n) be the free abelian group generated X and subvarieties of X × nk of codimension r
that intersect all subfaces properly, and Dr(X,n) be the subgroup of Cp(X,n) generated by those
degenerated subvarieties; then we can form Zr(X,n) = C
r(X,n)/Dr(X,n) together with natural
boundary maps induced from the cubical structure of ·. We then have CHr(X,n) = Hn(Zr(X, ·)) =
Hn(Z
r
(X, ·)). Moreover, when k = C, we can further reduce Zr(X,n) to a subcomplex
ZrR(X,n) = C
r
R(X,n)/(C
r
R(X,n) ∩Dr(X,n))
16
by setting
CrR(X,n) = {Z ∈ Cr(X,n)|Z intersects properly with X × (Tz1 ∩ · · · ∩ Tzj ),
X × {(Tz1 ∩ · · · ∩ Tzj ) ∩ ∂kn}, 1 ≤ j ≤ n, 1 ≤ k ≤ n} ,
where zj : n → P1 is the jth coordinate function and Tzj = z−1j (R−). The natural inclusion
ZrR(X, ·)→ Zr(X, ·) is then a quasi-isomorphism.
Now we will list the main properties of the higher Chow complexes and the higher Chow groups
as listed in [4].
Proposition 2.3.2. Let X be the same as in Definition 2.3.1.
(i) CHr(X,n) is covariantly functorial for proper maps, and contravariantly functorial for flat
maps.
(ii) Let j : Y ↪→ X be a closed immersion of a closed subscheme of pure codimension e, and
i : U = X − Y ↪→ X be the complementary open embedding. Then there is a localization
sequence
· · · → CHr(U, n+ 1)→ CHr−e(Y, n)→ CHr(X,n)→ CHr(U, n)→ · · ·
→ CHr(U, 1)→ CHr−e(Y, 0)→ CHr(X, 0)→ CHr(U, 0)→ 0.
(iii) CHr(X, 0) = CHr(X), the ordinary Chow group of X.
(iv) CHr(X,n) = H−n(XZar,ZrX), where ZrX is the complex of Zariski sheaves given by U 7→ ZrU .
In particular, there is a standard hypercohomology E2-spectral sequence
Ep,q2 = H
p(XZar, CHr(−q))⇒ CHr(X,−p− q),
where CHr(q) is the Zariski sheaf associated to the presheaf U 7→ CHr(U, q).
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(v) There are external and internal product structures on CHr(X,n), namely
CHp(X,n)⊗ CHq(Y,m)→ CHp+q(X × Y, n+m),
CHp(X,n)⊗ CHq(X,m)→ CHp+q(X,n+m).
For later notational convenience, we will set
HmZar(X,Z(n)) = CHn(X, 2n−m) = Hm(XZar,Z(n)),
where Z(n) = ZnX [2n] from Proposition 2.3.2. More generally, for any abelain group A, we set
HmZar(X,A(n)) = Hm(XZar, A(n)), where A(n) = A⊗ Z(n).
2.3.2 Sheafified higher Chow complex
We will define e´tale higher Chow groups using the Bloch’s higher Chow complexes. They are poten-
tial candidates for the etale motivic cohomology that satisfy the Lichtenbaum conjectures. Little has
been known of these etale higher Chow groups, except that they share the same rational structure
as the higher Chow groups and that over finite coefficients they can be computed using ordinary
etale cohomology. We will concentrate on the behaviour of its torsion under the regulator map to
be defined in the next section. As we have seen in Proposition 2.3.2, ZrX behaves contravariantly
functorial under flat maps, it defines a sheaf on the small etale site Xet as well. We can hence define
the etale higher Chow groups analogously as hypercohomology groups.
Definition 2.3.3. Let X be a equidimensional smooth scheme of finite type over a field k. Then
the etale higher Chow group, CHret(X,n), is defined as H−n(Xet,ZrX). For any abelian group A, we
set
Hmet (X,A(n)) = Hm(Xet, A(n)),
where A(n) = A⊗ Z(n) = A⊗ZnX [2n].
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Remark 2.3.3. Note that the A(n) in both Definitions 2.3.1 and 2.3.3 is not well defined on the
big Zariski and e´tale sites respectively as the higher Chow complexes are not functorial with respect
to all maps. However, Kahn [17] has shown that one can replace A(n) by A(n)′ well-defined in the
derived category of complexes of sheaves over the big Zariski or etale sites, so that their hyperco-
homologies agree, and that the construction gives quasi-isomorphic complexes to the original higher
Chow complexes for smooth quasi-projective varieties.
There are some known properties:
Proposition 2.3.4 ([20, 11]). Let X be a smooth quasiprojective variety over k, and α : Xet → XZar
the change of site morphism. Then
(i) HmZar(X,Q(n)) ' Hmet (X,Q(n)) for all integers m, n ≥ 0.
(ii) For any prime ` 6= char(k), and k being separably closed, the natural map
Z/`r(n)→ µ⊗n`r
is a quasi-isomorphism. In particular, we have
Hmet (X,Z(n)){`} ' Hm−1(Xet,Q`/Z`(n))
for 2n ≤ m and
Hmet (X,Z(n))⊗Q`/Z` = 0
for 2n ≤ m− 1.
(iii) HmZar(X,Q/Z(n)) ' Hmet (X,Q/Z(n)) for m ≤ n.
(iv) HmZar(X,Z(n)) ' Hmet (X,Z(n)) for m ≤ n+ 1.
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2.3.3 Motivic cohomology for smooth simplicial schemes
Now we will extend the definition of motivic cohomology to the case of smooth simplicial schemes.
The basic idea is the observation that in Remark 2.3.3 the complex of sheaves Z(n) can be replaced
by Z(n)′, which is well-defined in the derived category D−τ (Vsm) of bounded above complexes of
sheaves on Vsm endowed with Grothendieck topology τ , and that
Hmτ (X,Z(n)) = ExtmVsmτ (Z(X),Z(n)) = HomVsmτ (Z(X),Z(n)[m]).
For a general smooth simplicial scheme X·, we can form the representable complex of sheaves
Z(X·) through the Dold-Kan correspondence in the abelian category of complexes of sheaves, and
define the motivic cohomology on X· by
Hmτ (X·,Z(n)) = HomVsmτ (Z(X·),Z(n)[m]).
More generally, for an arbitrary commutative ring A, we define
Hmτ (X·, A(n)) = HomVsmτ (Z(X·), A⊗ Z(n)[m]). (2.3.1)
The most important property about this motivic cohomology of smooth simplicial schemes is the
Quillen spectral sequence that relates them to the motivic cohomology of their components.
Proposition 2.3.5. Let X· be a smooth simplicial scheme over a field k, and A be a commutative
ring. Then there is a E1-spectral sequence
τE
r,s
1 = H
s
τ (Xr, A(n))⇒ Hr+sτ (X·, A(n)). (2.3.2)
Furthermore, if the Xr have uniformly bounded cohomological dimension, then the above spectral
sequence converges without taking truncation of simplicial schemes.
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Chapter 3
Higher e´tale regulators
3.1 First construction via spectral sequence
In this section, we will first recast the construction of Bloch’s construction of higher cycle maps in
a slightly different formulation, which will facilitate our first construction of higher e´tale regulators.
Then we will give the first construction and study some of its properties.
3.1.1 Review of Bloch’s construction of higher cycle maps
In [4], Bloch gives a quite general construction of higher cycle maps from the higher Chow groups
to any bigraded cohomology theory that satisfies some standard assumptions. His method basically
uses the standard technique of tracking through the associated spectral sequence to the canonical
cosimplicial scheme structure and passing through the cohomology with supports, which has a
natural choice of cycle classes. Here we will give a construction for those bigraded cohomology
theories coming from complexes of sheaves K(n) on the big Zariski site VZar.
Definition 3.1.1. Let K(n) be a complex of sheaves on VZar for every integer n ≥ 0. {K(n)}n≥0
is said to be regular if they satisfy
(i) (A1-homotopy invairance) RΓ
(
X × A1,K(n)) → RΓ (X,K(n)) induced from any inclusion
X × {∗} ↪→ X × A1 is a quasi-isomorphism.
(ii) (Fundamental cycle class) For every Y ∈ Zr(X), define the complex of K(n) on X with support
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|Y | as
RΓ|Y |( ,K(n))) := Cone (RΓ ( ,K(n))→ RΓ ( − |Y |,K(n))) [−1]
and the cohomology of K(n) on X with support Y as
HmY (X,K(n)) := Hm
(
X,RΓ|Y | ( ,K(n))
)
.
Then there is a unique element cl(Y ) ∈ H2rY (X,K(r)) so that cl is contravariant with respect
to pullback of morphisms.
(iii) (Weak purity) HmY (X,K(n)) = 0 for every Y ∈ Zr(X), m < 2r.
Now given a regular complex of sheaves {K(n)}n≥0, our goal is to define higher cycle maps
ρr,n : HrZar(X,Z(n))→ Hr(X,K(n)).
As noted in [4], for each X we can replace K(n) by its Godement resolution so that we can assume,
without loss of generality, that Γ(X,K(n)) is acyclic for every n ≥ 0. Consider the spectral sequence
associated to the double complex Γ (X ×∆−p,K(n)) constructed from the cosimplicial scheme X ×
∆·, namely
Ep,q1 = H
q
(
X ×∆−p,K(n)) .
As K(n) are A1-homotopy invariance, the differentials dp,q1 are either isomorphism or zero map, so
that
Ep,q2 =

Hq(X,K(n)) , if p = 0,
0 , otherwise.
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Thus we can resolve the problem of convergence of the spectral sequence by truncating it for −p ≤ N
for a large even integer N and write
Ep,q1 ⇒ Hq(X,K(n)).
Similarly, define
Γc (X ×∆r,K(n)) := lim−→
Y ∈Zn(X,r)
Γ|Y | (X ×∆r,K(n)) ,
Hmc (X ×∆r,K(n)) := lim−→
Y ∈Zn(X,r)
HmY (X ×∆r,K(n)),
and consider the corresponding truncated spectral sequence
cE
p,q
1 = H
q
c
(
X ×∆−p,K(n))⇒ Hp+q (Tot (Γc (X ×∆−·,K(n)))) .
From the weak purity, we have cE
p,q
1 = 0 for q < 2n. We can modify the associated double complex
Γc (X ×∆−·,K(n)) to obtain another double complex Γ′c (X ×∆−·,K(n)) by fixing components of
degree greater than 2n, replacing degree 2n components by
coker(dp,2n−1c : Γc
(
X ×∆−p,K(n))2n−1 → Γc (X ×∆−p,K(n))2n),
while trvializing all components of degree less than 2n, so that the canonical quotient morphism
Tot(Γc (X ×∆−·,K(n)))→ Tot(Γ′c (X ×∆−·,K(n))) is a quasi-isomorphism.
Note that there is a well-defined morphism of complexes
Zn(X, ·)[−2n]→ H2nc
(
X ×∆2n−·,K(n)) ⊂ coker(d2n−·,2n−1c ) ⊂ Tot(Γ′c (X ×∆−·,K(n)))
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sending Y to its fundamental class cl(Y ), and yielding a diagram of morphisms
Zn(X, ·)[−2n]→ Tot(Γ′c
(
X ×∆−·,K(n))) ∼← Tot(Γc (X ×∆−·,K(n)))→ Tot(Γ(X ×∆−·,K(n)))
(3.1.1)
whose induced morphisms on cohomology give the higher cycle map
ρr,n : HrZar(X,Z(n))→ Hr(Tot(Γ(X ×∆−·,K(n)))) = Hr(X,K(n)).
In particular, if we apply the above construction to the case K(n) = Z(n)D we obtain the
Bloch-Beilinson regulator maps
Φr,n : HrZar(X,Z(n))→ HrD(X,Z(n)).
Note that the sequence of morphisms in 3.1.1 is functorial with respect to X so that we view
them as complexes of presheaves on any fixed smooth variety X and consider the induced map on
hypercohomologies. In particular, we have
ρ˜r,n : HrZar(X,Z(n)) = Hr(X,Z(n)Zar)→ Hr
(
X,Tot(Γ( ×∆−·,K(n))))→ Hr(X,K(n)).
(3.1.2)
From the Zariski descent property of higher Chow groups and the acyclicity of K(n), we have
ρ˜r,n = ρr,n. However, this does not define the higher cycle maps as induced maps from derived
morphisms of complexes of Zariski presheaves, since the above construction depends on the choice
of truncation of the cosimplicial scheme X ×∆· at some even level N .
3.1.2 Construction of higher e´tale regulators
We are in the position to define the higher e´tale regulator maps. As in Section 3.1.1, the morphisms
in (3.1.1) are functorial in X, in particular, we can view them as complexes of e´tale presheaves
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on Xe´t and consider their induced morphisms on e´tale hypercohomologies. The main obstruction
here is that the quasi-isomorphism Tot(Γc (X ×∆−·,K(n))) ∼→ Tot(Γ′c (X ×∆−·,K(n))) may not
be quasi-isomorphic as presheaves over Xe´t and the acyclicity of K(n) do not carry over to the
corresponding e´tale site. Therefore, in order to resolve this problem, we need to impose an extra
condition on K(n), called the e´tale descent property.
Definition 3.1.2. Let K(n) be a regular complex of sheaves on VZar, and α : Vet → VZar the
canonical morphism of topoi from the big e´tale site of smooth varieties over k to the big Zariski site
of smooth varieties over k. Then K(n) is said to satisfy e´tale descent if
α∗ : RΓ(XZar,K(n)q)→ RΓ(Xe´t, α∗K(n)q)
is a quasi-isomorphism for each q and smooth variety X.
Given K(n) with e´tale descent property, it is clear that the same property is also valid for
the corresponding complex with support as the quasi-isomorphism is stable under base changes,
cone constructions, and filtered direct limits. It follows that we have a quasi-isomorphism of e´tale
presheaves Tot(Γc ( ×∆−·,K(n))) ∼→ Tot(Γ′c ( ×∆−·,K(n))) and that the diagram (3.1.1) in-
duces a morphism on hypercohomology
Hre´t(X,Z(n)) = Hr(Xe´t,Z(n)e´t)→ Hr(Xe´t, T ot(Γ
( ×∆−·,K(n)))).
Note that there is a natural morphism of complexes of e´tale presheaves
Tot(Γ
( ×∆−·,K(n)))→ α∗K(n),
therefore we obtain a morphism
Hre´t(X,Z(n))→ Hr(Xe´t, α∗K(n)). (3.1.3)
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In particular, note that we have an isomorphism of E2 spectral sequences
Hp(XZar,K(n)
q) +3
∼=

Hp+q(XZar,K(n))

Hp(Xe´t, α
∗K(n)q) +3 Hp+q(Xe´t, α∗K(n))
so that (3.1.3) defines a map
ρr,ne´t : H
r
e´t(X,Z(n))→ Hr(Xe´t, α∗K(n)) ∼= Hr(XZar,K(n)). (3.1.4)
As the complexes {Z(n)D}n≥0 are regular and satisfy the e´tale descent property, we have thus
obtained the higher e´tale regulator maps:
Definition 3.1.3. The higher e´tale regulator maps
Φr,ne´t : H
r
e´t(X,Z(n))→ HrD(X,Z(n))
are defined by (3.1.4) taking K(n) = Z(n)D.
3.2 Second construction via e´tale hypercovers
In this section, we will present the second construction of the higher e´tale regulator maps in terms
of limit of higher regulator maps of e´tale hypercovers. We follow mainly the treatment of [20].
3.2.1 E´tale descent of motivic cohomology
The main ingredient of this formulation is the following e´tale descent property of motivic cohomology:
Proposition 3.2.1. Let X be a smooth variety over k, and let pi : X· → X be an e´tale hypercovering.
Then Z(X·)→ Z(X) is a quasi-isomorphism in D−(Sh(Ve´t)). Hence for any complex of e´tale sheaves
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K, we have a canonical isomorphism
Hr(Xe´t,K)
∼=→ Hre´t(X·,K).
Proof. First note that it suffices to establish the required quasi-isomorphism on D−(Sh(Ve´t/X)). In
this case, Z(X) is the constant sheaf Z on X and we would like to show that Z(X·)∗ is a resolution
of Z. Note that for every geometric point p : Sets → Vet/X, p∗(X·) → p∗(X) is a hypercovering in
Sets. As hypercoverings in Sets are contractible, the induced map
p∗Z(X·) = Z(p∗(X·))→ Z(p∗X) = Z
is exact. As Ve´t/X is a site with enough points, this shows that Z(X·)→ Z(X) is a quasi-isomorphism
in D−(Sh(Ve´t)).
Using this, we can reinterpret the e´tale motivic cohomologies as limits of the corresponding
motivic cohomologies over the e´tale hypercoverings, which allows us to represent elements in the
e´tale motivic cohomologies by higher Chow cycles on certain e´tale coverings.
Theorem 3.2.2. Let X be a smooth quasiprojective variety over k. Then there is a canonical
isomorphism
lim−→
X·∈E´tCov(X)
Hr(X·,Z(n)Zar) ∼= Hre´t(X,Z(n))
Proof. From the distinguished triangle of complexes of sheaves
Z(n)→ Q(n)→ Q/Z(n) +1→
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we have
· · · // HmZar(X·,Z(n)) //
α∗

HmZar(X·,Q(n)) //
α∗Q

HmZar(X·,Q/Z(n)) //
α∗Q/Z

Hm+1Zar (X·,Z(n)) //
α∗

· · ·
· · · // Hmet (X·,Z(n)) // Hmet (X·,Q(n)) // Hmet (X·,Q/Z(n)) // Hm+1et (X·,Z(n)) // · · ·
Note that by Proposition 2.3.4, α∗Q are isomorphisms, and thus by Five Lemma it suffices to show
that α∗Q/Z induce isomorphisms after taking limit over all e´tale hypercoverings pi : X· → X. Now
consider the morphism of the Quillen spectral sequences
Er,s1 = lim−→
X·∈E´tCov(X)
HsZar(Xr,Q/Z(n)) +3

lim−→
X·∈E´tCov(X)
Hr+sZar(X·,Q/Z(n))

etE
r,s
1 = lim−→
X·∈E´tCov(X)
Hset(Xr,Q/Z(n)) +3 lim−→
X·∈E´tCov(X)
Hr+set (X·,Q/Z(n)) .
Note that both Er,s1 and etE
r,s
1 vanish for s < 0, so they are first quadrant spectral sequences and
thus converge properly. So it suffices to show that Er,s1 → etEr,s1 are isomorphisms. For s > 0, both
sides vanish. It follows from the fact that both cohomology theories are e´tale locally trivial. For
s = 0, they are isomorphic according to Proposition 2.3.4.
In view of Theorem 3.2.2, we can recast the problem of defining a higher cycle map from the
e´tale motivic cohomology to a Z-bigraded cohomology defined by a regular sequence of complexes
of sheaves {K(n)}n≥0 which satisfy the e´tale descent as extending the original higher cycle map
from motivic cohomology to a certain class of regular simplicial schemes, containing those which
appear as e´tale hypercoverings with affine components. The quasiprojective assumption on X is
essential here, for it implies that the e´tale hypercoverings with affine components are cofinal in the
poset E´tCov(X), and that the complexes Z(n)′ defined on VZar give quasi-isomorphic complexes to
the original Bloch’s higher cycle complexes. In particular, taking {K(n)}n≥0 to be {Z(n)D}n≥0, we
obtain our second construction of the higher e´tale regulator map:
Definition 3.2.1. Let X be a smooth quasiprojective variety over k. We then define the natural
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homomorphisms
Φ˜r,net = lim−→
X·∈E´tCov(X)
Φr,n : Hret(X,Z(n))→ HrD(X,Z(n)).
3.2.2 Equivalence of the constructions
Theorem 3.2.3. Let X be a smooth quasiprojective variety over k. Then
Φr,net , Φ˜
r,n
et : H
r
et(X,Z(n))→ HrD(X,Z(n))
are naturally isomorphic.
Proof. Consider the following commutative diagram:
lim−→
X·∈E´tCov(X)
Hr(X·,Z(n)′Zar)
' //

lim−→
X·∈E´tCov(X)
Hr(X·,Z(n)′et)

lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γ′c( ×∆−·,Z(n)D))) // lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γ′c(( ×∆−·)et,Z(n)D)))
lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γc( ×∆−·,Z(n)D))) //
'
OO

lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γc(( ×∆−·)et,Z(n)D)))
'
OO

lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γ( ×∆−·,Z(n)D))) //

lim−→
X·∈E´tCov(X)
Hr(X·, T ot(Γ(( ×∆−·)et,Z(n)D)))

lim−→
X·∈E´tCov(X)
Hr(X·,Z(n)D)
' // lim−→
X·∈E´tCov(X)
Hr(X·, α∗Z(n)D)
Note that the composition of the left column is just Φ˜r,net , while the composition of the right column
gives Φr,net in view of Proposition 3.2.1. The isomorphism on the top and bottom horizontal arrows
are given from the e´tale descent property of Z(n)′ and Z(n)D respectively.
Remark 3.2.4. Note that the assertion in Theorem 3.2.3 is also valid if we replace the complex
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Z(n)D by any regular complex K(n) of sheaves on VZar that satisfies e´tale descent.
3.3 Compatibility with Bloch’s higher cycle map
Here we will show that the higher e´tale regulator maps defined in the last two sections are compatible
with Bloch’s Beilinson regulator maps in the sense that by pushing forward via the standard change
of topology map α : XZar → Xet, we obtain a commutative triangle
HrZar (X,Z(n))
α∗

Φr,n // HrD (X,Z(n))
Hret (X,Z(n))
Φr,net
66mmmmmmmmmmmm
. (3.3.1)
Proposition 3.3.1. Let X be a smooth quasiprojective variety over k. Then the digram 3.3.1
commutes.
Proof. Consider the commutative diagram
Hr(XZar,Z(n))
α∗ //

Hr(Xet,Z(n))

Hr(XZar, T ot(Γ′c( ×∆−·,Z(n)D)))
α∗ // Hr(Xet, T ot(Γ′c(( ×∆−·)et,Z(n)D)))
Hr(XZar, T ot(Γc( ×∆−·,Z(n)D))) α∗ //
'
OO

Hr(Xet, T ot(Γc(( ×∆−·)et,Z(n)D)))
'
OO

Hr(XZar, T ot(Γ( ×∆−·,Z(n)D))) α∗ //

Hr(Xet, T ot(Γ(( ×∆−·)et,Z(n)D)))

Hr(XZar,Z(n)D)
α∗ // Hr(Xet, α∗Z(n)D)
Note that the compositions of arrows on the left and right columns are Φr,n and Φr,ner respectively,
and the botton horizontal arrow is an isomorphism as ZD(n) satisfies e´tale descent. Therefore (3.3.1)
commutes.
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3.4 Vanishing of higher infinite torsions under higher e´tale
regulators
Note that the e´tale motivic cohomology groups Hret(X,Z(n)) are torsion abelian groups for r > 2n.
In this section, we will see that their maximal divisible subgroups Hret(X,Z(n))div vanisn under the
regulator maps Φr,net . In view of the conjectural cofinite generation property of these groups, we have
Hret(X,Z(n)) ' (Q/Z)cr,n ⊕Hret(X,Z(n))finite
and Hret(X,Z(n))div ' (Q/Z)cr,n for some non-negative integers cr,n, r > 2n.
Theorem 3.4.1. Let X be a smooth quasi-projective variety over Q. Then Φr,net (Hret(X,Z(n))div) =
0 when r > 2n+ 1. In other words, Φr,net factors through its cotorsion quotient H
r
et(X,Z(n))cotor =
Hret(X,Z(n))/Hret(X,Z(n))div.
Proof. Note that as X is defined over Q, the e´tale regulator map factors through the group of Galois
invariants of the e´tale motivic cohomology of XQ,
Hret(X,Z(n)) //
((QQ
QQQ
QQQ
QQQ
QQ
HrD(X,Z(n))
Hret(XQ,Z(n))
GQ
66mmmmmmmmmmmmm
(3.4.1)
Note that Q is a separably closed field of char 0, so it follows from Proposition 2.3.4 that
Hret(XQ,Z(n))
GQ ' Hr−1et (XQ,Q/Z(n))GQ '
⊕
`:prime
Hr−1et (XQ,Q`/Z`(n))
GQ . (3.4.2)
Consider the long exact sequence
· · · → Hr−1et (XQ,Q`(n))
q→ Hr−1et (XQ,Q`/Z`(n))
t→
Hret(XQ,Z`(n))
i→ Hret(XQ,Q`(n))→ · · ·
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Since the `-adic GQ-representation Hret(XQ,Q`(n)) does not have weight 0 components,
Hret(XQ,Q`(n))
GQ = 0. In particular, Hret(XQ,Z`(n))
GQ lies in ker i = Im t, which must be torsion
as Hr−1et (XQ,Q`/Z`(n)) is torsion. Note that the torsion subgroup H
r(XQ,Z`(n))tor is finite, so the
same is true for Hret(XQ,Z`(n))
GQ .
Now observe that
ker
(
Hr−1et (XQ,Q`/Z`(n))
GQ t→ Hret(XQ,Z`(n))GQ
)
=Hr−1et (XQ,Q`/Z`(n))
GQ ∩ ker
(
Hr−1et (XQ,Q`/Z`(n))
t→ Hret(XQ,Z`(n))
)
=Hr−1et (XQ,Q`/Z`(n))
GQ ∩ Im
(
Hr−1et (XQ,Q`(n))
q→ Hr−1et (XQ,Q`/Z`(n))
)
= Im
(
Hr−1et (XQ,Q`(n))
GQ q→ Hr−1et (XQ,Q`/Z`(n))GQ
)
= 0.
Therefore Hr−1et (XQ,Q`/Z`(n))
GQ t→ Hret(XQ,Z`(n))GQ is injective.
It follows that Hr−1et (XQ,Q`/Z`(n))
GQ is a finite torsion group. In particular, (3.4.2) shows that
Hret(XQ,Z(n))
GQ is a direct sum of finite abelian groups which must have a trivial maximal divisible
subgroup. Therefore, from (3.4.1) we have Φr,net (H
r
et(X,Z(n))div) = 0 for r > 2n+ 1.
Remark 3.4.2. Note that when r = 2n + 1, Φ2n+1,net (H
2n+1
et (X,Z(n))div) = 0 follows from the
rational Tate conjecture for all primes `. According to [20] the rational Tate conjecture for prime `
is equivalent to H2n+1et (X,Z(n)){`} being finite. As H2n+1et (X,Z(n)) is a torsion abelian group,
H2n+1et (X,Z(n)) '
⊕
`:prime
H2n+1et (X,Z(n)){`}
and thus does not admit nontrivial divisible subgroups.
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3.5 Third construction via the Kerr-Lewis-Mu¨ller-Stach Map
In this section, we provide a third construction of the e´tale regulators on the level of e´tale complexes
of sheaves. The idea of the construction is based on the Kerr-Lewis-Mu¨ller-Stach map from the higher
Chow group to the Deligne homology in [18] taking hypercohomology of morphism of complexes of
abelian groups constructed with explicit currents.
Let z1, . . . , zn be the standard affine coordinates on n. Define a (Borel-Moore) n-chain Tn on
n by
Tn = Tz1 ∩ · · · ∩ Tzn ∈ CBMn (n,Z),
a holomorphic n-current
Ωn = d log z1 ∧ · · · ∧ d log zn ∈ Fn′Dn(n),
and a holomorphic (n− 1)-current
Rn =
n∑
j=1
((−1)n−12pii)j−1 log zjd log zj+1 ∧ · · · ∧ d log zn · δTz1∩···∩Tzj−1 ∈ ′Dn−1(n).
Then for any higher algebraic cycle Z =
∑
njZj ∈ ZpR(X,n), we define
TZ =
∑
njpiX{Zj ∩ (X × Tn)} ∈ CBM2m+2p−n(X,Z)
ΩZ =
∑
nj(pi
Zj
X )∗(pi
Zj
n)
∗Ωn ∈ F p′D2p−n(X)
RZ =
∑
nj(pi
Zj
X )∗(pi
Zj
n)
∗Rn ∈ ′D2p−n−1(X),
where piX : X ×n → X,piZjX : Zj → X and piZjn : Zj → n are the natural projections. It is easy
to see that TZ ,ΩZ and RZ are functorial under pullbacks by e´tale maps, and hencefore the map of
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complexes
RX : ZpR(X,−•)→ Z(p−m)2p−2m+•D (X)
Z 7→ (−2pii)
p−•
(2pii)m
((2pii)• TZ ,ΩZ , RZ)
defined in [18][5.5] also makes sense for smooth (but not necessarily proper) complex varieties X
and is functorial on the etale site of a fixed such X. We then get a morphism
R : ZpR(−, 2p− •)→ Z(p−m)•−2mD (−)
of complexes of presheaves on Et(X). As noted above, Z(p−m)•−2mD consists of soft sheaves for the
analytic topology on X and this remains true for each etale U → X. One has the following Lemma
Lemma 3.5.1. Let X be a separated algebraic variety over C with associated topological space
X(C). Recall that the topos Xan of sheaves on X(C) is equivalent to the category of topological
spaces p : Y → X(C) above X(C) so that p is a local homeomorphism. Hence one gets a functor
−1 : Et(X)→ Xan, (Z → X) 7→ (Z(C)→ X(C))
from e´tale schemes over X to Xan. This functor is continuous for the e´tale topology on Et(X) and
the canonical topology on Xan, hence inducing a morphism of topoi
 : Xan = Sh(Xan, Jcan)→ Xet = Sh(Et(X), Jet).
If F is a sheaf on X(C) whose restriction to U(C) is soft for each separated e´tale U → X, then ∗F
is an acyclic sheaf on Et(X).
Proof. A soft sheaf F on a paracompact Hausdorff space is acyclic [22][Thm.3.11] and if U → X is
separated then U(C) is again Hausdorff. By a general formula Ri∗F is the e´tale sheaf associated
to the presheaf U 7→ Hi(U(C),F), so Ri∗F = 0 for i > 0. The Leray spectral sequence for  then
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implies
Hi(Xet, ∗F) ∼= Hi(Xan,F) = Hi(X(C),F) = 0
for i > 0.
So ∗Z(k−m)•−2mD , i.e. Z(k−m)•−2mD viewed as a complex of presheaves on Et(X), consists of
acyclic sheaves for the e´tale topology. This implies that its e´tale hypercohomology coincides with
its cohomology (it has ”etale descent”) and we get our map
Hi(Xet,Z(p)) :=Hi(Xet, ZpR(−, 2p− •))→ Hi(Xet,Z(p−m)•−2mD )
∼= Hi(Z(p−m)•−2mD (X)) ∼= HiD,an(X(C),Z(p)).
Concretely, if i : ZpR(−, 2p− •)→ K• is a K-injective resolution of e´tale sheaves, then by [21][Prop.
1.5] there exists a morphism (unique up to homotopy)
r : K• → Z(p−m)•−2mD
such that r ◦ i = R.
For a proper, regular arithmetic scheme X we should get a map of complexes
RΓ(Xet,Z(p))→ RΓ((XC)et,Z(p)) = K•(XC) r(X)−−−→ Z(p−m)•−2mD (XC) = RΓD(XC,Z(p))
whose mapping fibre gives a definition of ”Arakelov motivic cohomology” in the sense of Goncharov
[14] and Holmstrom-Scholbach [15] but with two refinements: Z(p)-coefficients instead of R(p)-
coefficients on the target, and e´tale instead of Zariski topology on the source.
3.6 Example: Regular arithmetic toric schemes
In this section, we are going to investigate the higher etale regulators for smooth quasi-projective toric
varieties. The advantage of this special class of varieties is that they are completely determined by
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their associated combinatorial structure, called a fan. This gives us a combinatorial way to determine
the geometric properties of the varieties, for instance one can construct a good compactification of
a smooth toric variety by completing its fan Σ appropriately. Taking advantage of these extra
structures, we are able to show that the Deligne-Beilinson cohomologies are finitely generated for
suitable degrees. For background and notations about toric varieties, see [7], [10]. Also, due to their
pure combinatorial features, we can consider regular arithmetic toric schemes constructed from the
same set of data as smooth regular integral models for their corresponding toric varieties; this
provides us with an ample source of proper regular arithmetic schemes as testing ground for various
conjectures.
Note that from Proposition 2.2.1, the Deligne-Beilinson cohomology HrD(XΣ,Z(n)) sits in the
long exact sequence
· · · → Hr−1(XΣ,C)/FnDHr−1(XΣ,C)→ HrD(XΣ,Z(n))→ Hr(XΣ,Z(n))→ · · · .
Consider the term Hr−1(XΣ,C)/FnDHr−1(XΣ,C) = Hr−1(XΣ,Ω
<n
XΣ
(logD)). It is well-known that a
smooth quasi-projective toric variety XΣ has a smooth projective toric compactification XΣ deter-
mined by a complete fan Σ containing Σ as a subfan. Moverover, such compactification is automat-
ically a good compactification of XΣ and that Ω
•
XΣ
(logD)) are complexes of coherent sheaves on
XΣ. By GAGA, it is natural to pass the hypercohomology computation to the associated analytic
complex manifold XΣ(C). Let AnXΣ,R(logD) be the sheaf of C∞ n-forms on XΣ(C) which is invariant
under the complex conjugation. Then A•XΣ,R(logD) forms an acyclic resolution to Ω•XΣ,an(logD))
which respects the Hodge filtration. In particular, we have
Hr−1(XΣ,Ω<nXΣ(logD)) = H
r−1(XΣ(C),Ω<nXΣ(logD))
= Hr−1(XΣ(C),A<nXΣ,R(logD)).
As A<nXΣ,R(logD) is concentrated at degrees less than n, H
r−1(XΣ(C),A<nXΣ,R(logD)) vanishes when-
ever r ≥ n+ 1. Therefore we have shown
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Proposition 3.6.1. Let XΣ be a smooth complex quasi-projective toric variety. Then for r ≥ n+1,
HrD(XΣ,Z(n)) ' Hr(XΣ,Z(n)). (3.6.1)
In particular, HrD(XΣ,Z(n)) are finitely generated abelian groups for r ≥ n+ 1.
As a consequence, we have Theorem 3.4.1 for free in the toric case and extend it further to the
range r ≥ n + 1. This is good news, as usually the e´tale regulator map is quite mysterious in the
middle range n+ 1 < r ≤ 2n, while from Proposition 2.3.4 Φr,net coincides with Φr,n when r ≤ n+ 1.
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