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An asymptotic expansion for large sample size n is derived by a partial differen- 
tial equation method, up to and including the term of order n?, for the OF,, 
function with two argument matrices which arise in the joint density function 
of the latent roots of the covariance matrix, when some of the population latent 
roots are multiple. Then we derive asymptotic expansions for the joint and 
marginal distributions of the sample roots in the case of one multiple root. 
1. INTRODUCTION AND SUMMARY 
Let S be the covariance matrix formed from a sample of size n + 1 drawn 
from an m-variate normal distribution with population covariance matrix Z 
(assumed to be positive definite); then nS is distributed as Wishart W,,,(n, Z). 
Let I1 > la > ..* > I,,, >.O and h, 3 ha 3 **. > h, > 0 denote the latent roots 
of S and 2, respectively. Krishnaiah and Waikar [12] derived exact expressions 
for the joint densities of any few consecutive roots of a class of random matrices 
(including the Wishart matrix) in the central cases whereas Krishnaiah and 
Chattopadhyay [ 131 bt o ained the corresponding results in the noncentral cases. 
Asymptotic expansions for the distributions of l1 ,..., 1, have been derived by 
Muirhead and Chikuse [15], when the population roots X, ,..., X, of Z are all 
distinct. In this paper we consider the more general case when some of 
h 1 ,.‘., h, are multiple roots. 
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The joint density function of the sample roots has been expressed by James [9] 
in terms of a ,,&‘a hypergeometric function with two matrices as arguments. In 
Section 2 an expansion for this function, up to and including the term of order 
ne2, is obtained for large ?t, using a partial-differential equation (pde) essentially 
due to Constantine and Muirhead [6]. The expansion is an extension of one 
obtained, using another method, by Chattopadhyay and Pillai [3]. Results due 
to the same authors [3] are also used in the derivation. 
In Section 3 an expansion is given, up to and including the term of order n-l, 
for the joint density function of the sample roots in the case of one multiple 
population root. The expansion is given in terms of normal density functions 
and other “linkage” factors which appear due to the multiple root assumption. 
This expansion then yields an expansion for the marginal density function of Ii . 
There are, of course, two cases to be considered here; the corresponding popula- 
tion root hi can be either a simple or a multiple root. In the latter case it appears 
extremely difficult to obtain the expansion for the marginal density function of 
Ii when Ai has arbitrary multiplicity, 4 say, except when Q is small. Asymptotic 
expansions in the cases of distinct roots and equal roots are obtained as special 
cases from these expansions. Finally, the expansions, obtained for the marginal 
distributions of the largest latent root, are examined in the bivariate case, 
m = 2. 
2. THE EXPANSION FOR THE d;o FUNCTION 
The joint density function of I1 ,..., m 1 can be expressed in the form (see 
James [91) 
7rm2/2((1/2)n)“a~/2 [r,((l/z)fl) p,((1/2)m)]-l fi Z)‘2-vh;n’2 
i=l 
* fj fj (Zi - Zj) . ,F,(-(l/2) nL, il-‘), (2-l) 
is1 j=l 
ia 
wherep = (m + 1)/2, r,(a) = @(m-1)l4 ‘J”J~=, r(a - (i- 1)/2), L = diag(Z, ,..., 1,), 
d = diag(& ,..., X,) and @‘a is a hypergeometric function with two argument 
matrices. A detailed discussion of hypergeometric functions with argument 
matrices may be found in Constantine [5] and James [9]. In this section, it is 
assumed that the roots h, ,..., I\,,, of .Z satisfy 
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where k + xiW1 qi = m (Y > l), and we derive an asymptotic expansion for 
the OF,, function in (2.1). It is convenient to introduce some new notation; let 
A = A-I = diag(a, ,..., a,,& where 
and let k, = k + 1, k, = k + &: qj + 1 (i = 2 ,..., Y + 1). 
The problem of deriving an asymptotic expansion for large R for the function 
,,F,( -i&L, A) was considered first by Anderson [l] in the case when the roots 
h 1 ,..., h, of Z are all distinct (Y = 0), using essentially a multivariate extension 
of Laplace’s method for integrals due to Hsu [8], based on the integral repre- 
sentation of the ,,.F’, function. The limiting term of an expansion for this function 
has been obtained by James [lo] in the case of one multiple root (i.e., Y = 1). 
Chattopadhyay and Pillai [3] obtained the expansion for general Y up to order 
n-l, using essentially an extension of Anderson’s method [I]. In this section 
we use a different technique, due to Constantine and Muirhead (unpublished), 
based on a pde satisfied by the OF,, function, and the resulting expansion is 
given up to and including the term of order n-2 for general Y. 
A pde satisfied by the function ,F,(R, T) has been given by Constantine 
and Muirhead [6] when the matrices R and T have simple roots, and the same 
authors (unpublished) have obtained a pde when one of the matrices has just 
one multiple root. This latter result can be readily extended to the case of an 
arbitrary number of multiple roots. 
LEMMA 2.1. The function ,F,(R, T), where R = diag(r, ,..., Ye) and 
T  = dia& ,..., tk, tk+l ,..., tk+l, tk+2 ,..., tk+.L ,..., tk+r ,..., tk+v) 
41 cl2 47 
with k + C6, qi = m (Y > 1), satisjies thepde 
=- k (m - 1) (2: ti + i gttk+j) F. 
61 j=l 
683/6/2-4 
(2.3) 
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Proof. It has been shown by Constantine and Muirhead [6] that the function 
,,F,,(R, T), when t, ,..., t., are distinct, satisfies the pde 
Now, ,F,(R, T) can be defined as an infinite series of zonal polynomials, which 
are symmetric homogeneous polynomials in the latent roots of R and T (see 
James [9]), and hence is a linear function of monomials of the form t:’ *a. t?. 
Let A1 = K + 1, Ki = K + 2::: pi + 1 (; = 2 ,..., r + 1). Thus, it is sufficient 
to show that the effect of the operator 
(which occurs in (2.3)) on a monomial 
i;;he s%y as the effect of the operator Cs1 tj2 a/at, (which occurs in (2.4)) on 
t, e-3 t, . This is easily shown. 
From (2.3) we find that the function OF,,(-$zL, A), where the latent roots 
of A satisfy (2.2), satisfies the pde 
+ i n(m - 1) ($ a, + % qjak+) F = 0. 
i=l j=l 
But Chattopadhyay and Pillai [3] have shown that, for large n, 
(24 
,P,,(-W, 4 -f (in;& 4, (2.6) 
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where the symbol N means that the ratio of the two sides of (2.6) tends to 1 
asn-+co,and 
zn k(2m-k-l)/4+C:<j=1~i9,/2 r,,((l/Q$ ' f(+4) = (7) #w 
kl i=k, j=kl+, 
with 
P-7) 
cij = (a, - aJ( zi - Zj) i,j = l,..., K 
= @k,l - Ui)(Zi - Zj) i = l,...) k, j = K, )..., kr,, - 1 
= @k+, - ak+l)(h - 4) i=Rz ,..., kl+l’-l, j=K, )...) K,+,-1. (2.8) 
Now put 
,,F,(--+nL, A) = f(-$,n;C, A) G(&n;L, A). cw 
Substituting (2.9) in (2.5) we find that the function G(+n; L, A) satisfies the pde 
zi + lj 
(Z* - Zj)2 I 
= 0. (2.10) 
We know that limn+a, G = 1 and we now look for a solution of (2.10) of the form 
G= 1+(2/n)~,+(2/n)e~,+..., (2.1 I) 
where the Pi are independent of,n. We note here that G satisfies the “boundary” 
conditions 
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(i) G(&z;L, A) = G&n; A,L) 
and (2.12) 
(ii) G(&z;L, A) = H&L, A) 
(i.e., G is a function of an& (; = l,..., m)). 
These conditions have to hold since they are true for both of the functions 
$‘o(-W, 4 and f&d, 4. 
We now substitute the series (2.11) in the pde (2.10) and equate powers of 
2/n to zero. The coefhcient of (2/n)O shows that PI satisfies the pde 
-2 i i& -$ - 2 f. ak+j 
i=l t j-1 
(2.13) 
i<5 
I=1 i-kl i=k,+l 
It is easily checked that a particular solution of this pde is 
The general solution is 
PI = 81 + +I ,.a-, wnk+k+,-,) 
where Y is an arbitrary function and wI = C, (C, arbitrary constants) are 
m + k + r - 1 independent solutions of the system of ordinary differential 
equations, 
da1 _ 
= --ii- - *‘* 
dak bl _ 
a, 
=a 
ak = T  - -** 
da,, 
=Tg- 
T  
v / 
Y 
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(i.e., Y is the general solution of the homogeneous pde 
7 
2 
+ c ak+3 aak+j 
3 SO). 
&l 
These wi can be chosen as 
wi = ai2lp 
= a&&i 
(i = l,..., k) 
(i = kj ,..., k,,- 1,j = l,..., Y) 
1 1 
W ---- *+’ - q. ak+l 
(i = l,..., k) 
1 1 
W --_- m+k+i - 
akii akii+l 
(i = l,..., I - 1). 
Now, from boundary condition (i) given in (2.12), PI is invariant under inter- 
change of ai and li (i = l,..., k) and a,+$ and li (i = k, ,..., k,+l - 1, j = l,..., T), 
and so we have 
Y = constant = ci. 
By boundary condition (ii) given in (2.12) G, and hence (2/n) PI , has to be a 
function of &A, and hence OL = 0, for (2/n)(Q1 + a), where Q1 is given above, 
cannot be written as a function of &nli alone. Hence 
where the Cii are given by (2.8). 
Similarly, equating the coefficient of 2/n in (2.10), with PI given by (2.14), 
and solving the resulting equation gives, after an enormous amount of algebraic 
manipulation, 
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T  kL+l-1 kc+l-1 r kt+l-l 
+ gl iz,, J, 2 $5, (4 - Ub - &Uk,Z - ak+J2 1 * 20 tfl (2.15) 
The asymptotic expansion is summarized in 
THEOREM 2.1. The function $,,(-$zL, A), where the latent roots of A 
satisfy (2.2), cm be expanded for large n us 
,,F,,(--gnL, A) = f&n; L, A)[1 + (2/n) PI + (2/r~)~ P2 + O(rr3)] (2.16) 
where f  ($n; L, A), PI and P2 are given by (2.7), (2.14), and (2.15), respectively. 
The expansion (2.16), to order n-l, agrees with that obtained by Chattopadhyay 
and Pillai [3]. In the case when k = m (i.e., all roots simple, r = 0) (2.16), to 
order n-l, reduces to the expansion due to Anderson [I]. 
3. EXPANSIONS FOR THE JOINT AND MARGINAL DENSITY FUNCTIONS 
In this section, expansions are given for the joint and marginal density 
functions of the sample roots Ii ,,.., 1, of S in the case when Z has one multiple 
root (Y = I), i.e., it is assumed that the roots of Z satisfy 
4 > -.. > Ak > Ak+l = e-s = h, (= A, say) 
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where m = k + p. Substituting the expansion (2.16) for the function 
flb( -+zL, A-l) in (2.1), we obtain the same expression as in [3] for the joint 
density function of Ii ,..., 1, . 
By making the change of variables xi = (n/2)l/a (&/Xi - 1) (i = I,..., m) in 
this expression the joint density function of x1 ,.. ., x, can be expressed as 
where 
i<j id 
(3.1) 
G, = rrq/2(n/2)mn12-m’mt1’/4e-mn/2 
G2 = fi [(I + (Z/n)‘/” x$/a-p exp(-(n/2)1/2 xi)] 
is;1 
G3 = fi fi [ 1 + (2/n)“‘” (Xihi - x.$$)/(& - h~)]“2. 
i.zl j-1 
i<j 
It remains to expand Gr , G2 , and G3 in (3.1) for large n. By expanding the 
gamma functions for large 71, it follows that 
Gl = (29~)-“/~ fi [21/2 F((m - i + 1)/2)1-l 
i4+1 
- [l - (24n)-l m(2m2 + 3m - 1) + O(r2)]. 
The functions G, and G3 can be also expanded in terms of powers of n-l12; 
however these expansions, up to order n-i, are quite lengthy and omitted here. 
Substituting these expansions in (3.1) gives, after a considerable amount of 
simplification, an expression for the joint density function of x1 ,..., x,,, . The 
final result is summarized in 
THEOREM 3.1. The joint density function of xi = (n/2)li2 (&/hi - 1) 
(i = I,..., m), where II ,..., 1, are the latent roots of S and the latent roots 
x 1 ,-a-, A, of Z satisfy A, > **a > hk > hk+l = **. = A, = X (> 0), may be 
expanded for large n as 
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i=k+l j=k+l 
i<j 
.]1+(2;n)1~2~R,,(r,)+(21n)[~R2i(s,)+~ fR,i(Xi)R,j(X,) 
i=l i=l id j=l 
+ (l/2) 2 2 XiXjh&(h, - Aj)2 + O( -s/r) 
i-1 +I In1 i<j 
where 4(x) denotes the standard normal density function, 
RI,(x) = - &[2J33(~) + 3AiHl(x)l (i = l,..., K) 
= * &[2%(x) + 3(1 - 4 + A,) K(x)1 (i = k + I,..., m) 
&i(x) = * (1/72)[4H,(~) + 6(3 + 2Ai) Hd(X) + 9(Ai2 - 2Bi) H,(X)] 
(i = l,..., K) 
= - (1/144)(8H&) + 12(5 - 2q + 2A,) Z&(X) 
+ 18[(1 - p)(3 - P) + 2(1 - 4) A, + Ao2 - 2&21 H,(x) 
- 3(1 - q)(l + 4q + 6B,) H,,(x)) (i = K + l,..., m) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
AiZf 4 
jcl Ai - 4 ’ Bi = g1 (Xi \:hj)2 ’ 
(i = I,..., k), 
j#i j#i 
’ 
q=m-k, 
and H,(x) is the Hermite polynomial of degree r (tabulated to r = 10 in Kendall 
and Stuart [l I, p. 155-j). 
It can be noted here that R,,(X) and R,,(x) (i = l,..., k) given by (3.3) and 
(3.5), respectively, are the same as Pii and Pa<(x) given by (3.6) and (3.7), 
respectively, in [15]. In the case, 4 = 1 (i.e., all of the roots of Z are simple), 
the expansion (3.2) reduces to the expansion (3.5) in [15], and serves as a useful 
check on some very lengthy algebra. 
As an immediate consequence of this theorem we note that the limiting joint 
density function of x1 ,..., x, is 
fig(xi, * i$+l bP(-(l/2) xi2Y21/2 r((m - i + lV41 fi fi (xi - 4, 
d-kil j-k+1 
id 
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I.e., x1 ,..., xk are asymptotically independent of each other and of x~+~ ,..., x, , 
and the limiting marginal distribution of each of x1 ,..., xk is standard normal 
N(0, 1). The xi (j = k + l,..., m) are asymptotically dependent variables and 
the limiting joint density function of xk+r ,..., x, is 
iQ+1 [exp(-(l/2) x,“)/2”” r((m - i + 1Ml ig+I jj+, 6% - xd* 
i<l 
We note here that Hsu [7] has derived this form of the limiting joint distribution 
for roots of a certain determinantal equation which play an important part in 
discriminant analysis. This result is also given by Anderson [2] for roots of a 
covariance matrix. 
The expansion (3.2) yields expansions for the joint and marginal density 
functions of subsets of the variables x1 ,..., x, by integrating out the other 
variables. However, it is extremely difficult to obtain, as a special case, a general 
expansion for the marginal density function of xi (i = k + l,..., m) for general 
multiplicity, 4 (= m - k) say, except when 4 is small. The expansions have 
been actually calculated for the cases 4 = 2 and Q = 3, which are omitted here 
due to the limit of space. 
It is worthwhile to point out that, in the case 4 = 3, the limiting distribution 
of the “median” variable xkf2 is normal; namely, the median root I,,, is asymp- 
totically distributed as normal N(h, h”/n) for large n. 
Putting k = 0 (4 = m) in the expansions obtained above gives expansions 
for the case of equal population roots (X, = ... = X, (> 0)). The expansions 
for the joint density function of x1 ,..., x, and for the marginal density function 
of x1 for m = 2 and m = 3, in this case, have also been obtained by Muirhead 
[14], who expanded the exact expression for the joint density function of 
Xl ,.‘., x, , when h, = *a* = h, (> 0). The limiting term for the distribution of 
x1 for the case when 1\r = ... = X, (> 0) and m = 2 has also been obtained 
by Sugiura [16]. Exact percentage points of the individual roots were given by 
Clemm, Chattopadhyay, and Krishnaiah [4] when all the roots are equal. 
Numerical comparison. To examine the expansions obtained in this and 
previous sections, using up to order n-l in these expansions we compute approxi- 
mate powers of the 0.05-level test of Z = I, based on the largest root Zr in the 
bivariate case, m = 2. In Table I the approximate powers are compared with 
exact powers given by Sugiyama [17]. Upper 5 o/o points of the distribution of Z1 
were obtained from tables in Sugiyama [17]. The agreement is seen to be quite 
good, except in the case when X, is close to h, with X, # h, . A decrease in 
accuracy in such situations is to be expected since this is near the case when A1 
is not a simple root and the limiting distribution is nonnormal. 
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TABLE I 
Powers of the 0.05-level Test of 2 = 1a Based on the 
Largest Root against Several Alternatives 
Approximate Approximate 
powers Exact values powers Exact values 
n = 20 12 = 20 n = 40 n = 40 
1.1 1.1 0.1079 0.1085 0.1360 0.1370 
1.5 0.5 0.2346 0.2361 0.4043 0.4045 
1.5 1.4 0.2159 0.4659 0.8553 0.6802 
2.0 2.0 0.8784 0.8783 0.9858 0.9859 
3.0 1.0 0.9219 0.9268 0.9967 0.9959 
ACKNOWLEDGMENT 
The author wishes to thank Professor Robb J. Muirhead for many helpful suggestions 
during the preparation of the thesis and the referees and the editor for their many valuable 
comments towards revising this paper. 
REFERENCES 
[l] ANDERSON, G. A. (1965). An asymptotic expansion for the distribution of the latent 
roots of the estimated covariance matrix. Ann. Math. Statist. 36 1153-I 173. 
[2] ANDERSON, T. W. (1963). Asymptotic theory for principal component analysis. 
Ann. Math. Statist. 34 122-148. 
[3] CHATTOPADHYAY, A. K. AND PILLAI, K. C. S. (1973). Asymptotic expansions for 
the distributions of characteristic roots when the parameter matrix has several 
multiple roots. In Mztlti~ariate Analysis 111 (P. R. Krishnaiah, Ed.), pp. 117-l 27. 
Academic Press, New York. 
[4] CLEMM, D. S., CHATTOPADHYAY, A. K., AND KRISHNAIAH, P. R. (1973). Upper 
percentage points of the individual roots of the Wishart matrix. Sunkhyu Ser. B 
35 325-338. 
[5] CONSTANTINE, A. G. (1963). Some noncentral distribution problems in multivariate 
analysis. Ann. Math. Statist. 34 1270-1285. 
[6] CONSTANTINE, A. G. AND MUIRHEAD, R. J. (1972). Partial differential equations for 
hypergeometric functions of two argument matrices. 1. Mult~wuriute Anal. 2 332-338. 
[7] HSU, P. L. (1941). On the limiting distribution of roots of a determinantal equation. 
J. London Math. Sot. 16 183-194. 
[8] HSU, L. C. (1948). A theorem on the asymptotic behavior of a multiple integral. 
Duke. Math. J. 15 623-632. 
[9] JAMES, A. T. (1964). Distributions of matrix variates and latent roots derived from 
normal samples. Ann. Math. Statist. 35 475-501. 
ASYMPTOTIC DISTRIBUTIONS OF THE LATENT ROOTS 249 
[lo] JAMES, A. T. (1968). Test of equality of latent roots of the covariance matrix. In 
Multiwariute Analysis 11 (P. R. Krishnaiah, Ed.), pp. 205-218. Academic Press, 
New York. 
[ll] KENDALL, M. G. AM) STUART, A. (1969). The Ad vanced Theory of Statistics. Vol. 1, 
Hafner, New York. 
[12] KRISHNAIAH, P. R. AND WAIKAR, V. B. (1971). Exact distributions of any few ordered 
roots of a class of random matrices. I. Multz’erariate Anal. 1 308-315. 
[13] KRISHNAIAH, P. R. AND CHATTOPADHYAY, A. K. (1975). On some noncentral distribu- 
tions in multivariate analysis. S. Afv. Statist. J. 9 37-46. 
[14] MUIRHEAD, R. J. (1974). Powers of the largest latent root test of Z = 1. Commun. 
Statist. 3 513-524. 
[15] MUIRHEAD, R. J. AND CHIKUSE, Y. (1975). Asymptotic expansions for the joint and 
marginal distributions of the latent roots of the covariance matrix. Ann, Stat&. 3 
101 l-1017. 
[16] SUGIIJ~~~, N. (1973). Derivatives of the characteristic root of a symmetric or a 
Hermitian matrix with two applications in multivariate analysis. Commun. Statist. 
1 393-417. 
[17] SUGIYAMA, T. (1972). Percentile points of the largest latent root of a matrix and power 
calculations for testing hypothesis Z = I. J. Japan Statist. Sot. 3 1-8. 
