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Abstract Solar flares are one of the most energetic events in the solar sys-
tem, their impact on Earth at ground level and its atmosphere remains under
study. The repercussions of this phenomenon in our technological infrastructure
includes radio blackouts and errors in geopositional and navigation systems that
are considered natural hazards in ever more countries. Occurrence frequency
and intensity of the most energetic solar flares are been taken into account in
national programs for civil protection in order to reduce the risk and increase
the resilience from Space Weather events. In this work we use the statistical
theory of extreme values as well as other statistical methods in order to asses
the magnitudes of the most extreme solar flare events expected to occur in a
given period of time. We found that the data set under study presents a dual
tail behaviour. Our results show that on average we can expect one solar flare
greater than X23 each 25 years, that is to say, one such event each two solar
cycles.
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1. Introduction
One of the most energetic stellar activities is produced by flares (Katsova et al.,
2018). In the case of the Sun the flares occur over the solar surface, mainly in
active regions (Toriumi et al., 2017). In these areas, the magnetic structures
can produce very large amounts of energy that are released in the magnetic
reconnection process (Benz and Gu¨del, 2010). This magnetic reconnection has
the ability to perform a transformation of energy between magnetic and kinetic
energy. The full process that involves solar reconnection and its changes in energy
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distribution of the system’s surroundings is known as a solar flare (Gold and
Hoyle, 1960).
When the charged particles are accelerated by a flare, they can produce an
amount of electromagnetic waves at all wavelengths of the spectrum (in the
most energetic, even gamma rays (Ackermann et al., 2014)). Their intensity
and dynamic evolution depends on their interactions with their environments
(Canfield et al., 1993). The emission at soft X-ray wavelengths produced during
a solar flare has been used as a measure of the intensity of the whole complex
solar flare process (Chertok and Belov, 2017). The X-ray flare classification shows
indirectly the amount of energy released during a solar flare event (Chamberlin
et al., 2009). The statistical study of occurrences of solar flares using X-ray
classification allows us to estimate the magnitudes of the most extreme intensities
a solar flare can reach in a given period of time (Koons, 2001; Riley, 2012).
Knowing the magnitude of the most extreme events is of great interest in the
context of Space Weather studies due to the fact that the protocols of civil
protection related with this natural phenomenon need information regarding
the worst expected scenarios (Jonas and McCarron, 2016).
The WSPC/NOAA has regular records of solar flares since 1975 until the
present day. From 1975 up to 1978 the records used Hα observations, but after
1978 a set of GOES X-ray detectors were used in order to record the solar
flare events. SWPC has made efforts in order to maintain the X-ray solar flare
classification constant in between changes of detectors installed in the space
crafts and they released an homogeneous public list of solar flare records from 1
September 1975 up to 28 June 20171.
In this work we use the methods of the statistical theory of extreme values
(see Castillo et al. (2005); Coles (2001); de Haan and Ferreira (2007)) as well as
ad hock statistical methods in order to asses the magnitudes of the most extreme
solar flare events that can be expected to occur in the following years. For this
purpose we use the NOAA X-ray classification data set from 5 November 1975
to 9 October 2017.
In Section 2 we set up the statistical problem. Section 3 describes the raw
data. In Section 4 we study the tail behavior of the distribution of the solar flare
intensities. We do this by fitting five different models for the distribution under
study.
2. Setting up the statistical problem
We are interested in estimating the probability of a solar flare intensity exceeding
a threshold x. For this end, we need information about the upper tail of the
distribution of values X of a solar flare intensity. Denote by X(n) the maximum
of a sample X1, · · · , Xn of size n of the random variable X and write
pn(x) = P
{
X(n) > x
}
.
1The data can be found in https://www.ngdc.noaa.gov/stp/space-weather/solar-data/
solar-features/solar-flares/x-rays/goes/xrs/
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By the tail of the distribution of X(n) we mean the behavior of pn(x) as x→∞.
For a fixed n, the slower pn(x) tends to zero as x→∞, the greater the probability
of observing the event
{
X(n) > x
}
. An inspection of the raw data to be depicted
shortly leads us to expect a tail behavior of the form
pn(x) ∝ x
−α (1)
for a suitable positive α to be estimated from the data set. Since X and X(n)
belong to the same domain of attraction of a max-stable distribution, then the
value of α does not depend on n ∈ N (see (Leadbetter, Lindgren, and Rootze´n,
2012), page 15). Notice also that the smaller the value of α, the slower pn(x)
tends to zero as x → ∞. Therefore, the smaller the value of α, the larger the
probability that X(n) assumes a large value.
By using the collected data set corresponding for the intensities X of the
observed solar flares, we approach the task of estimating the parameter α which
determines the tail behavior of the distribution of X(n) by each of the following
methods.
1. By fitting a log-logistic model to small random subsets of the whole data set.
2. By the block approach of the extreme value theory, where we fit a Fre´chet
distribution to the maxima X(n) of blocks of size n from the data set (Coles
(2001), chapter 3).
3. By the threshold approach of the extreme value theory, where we fit a Pareto
distribution to the excesses X(n) − u for a given n and a threshold value u
(Coles (2001), chapter 4).
4. By fitting to the entire data set a probability distribution composed of a
log-logistic part and a Pareto part.
5. By fitting to the entire data set a probability distribution composed of a
log-logistic part and a tempered Pareto part.
It will turn out that each of these methods of estimating α have advantages and
disadvantages. By comparing the estimates for α obtained by each of the above
methods, we are in a position to offer a wide perspective from which one can
gain an informed understanding of the likelihood of observing an extremely large
solar flare.
3. Description of the raw data
In Figure 1 we can see a graphical representation the magnitude (in W m−2)
of the observed solar flare intensities at a given time from 5 November 1975
to 9 October 2017. The data set here analyzed consists of 77 370 data points.
In columns with labels “Range” and “Data” of Table 1 we further describe
the distribution of the solar flare intensities. We notice that an overwhelming
majority of the intensities are not greater than 0.0001 (W m−2), this peak flux
value represents an X1 GOES-class flare. Only a relatively few observations
(0.64%) lie above the value 0.0001 (W m−2). On the other hand, it is apparent
that these extreme observations are much greater than 0.0001 (W m−2). Having
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few observations much greater than the body of the data points suggests a
behavior for the tail distribution as depicted in Equation 1 with a positive α.
The maximum observed value equals 0.0028 (W m−2). See Table 2, where we
report a list of the intensities of the most severe events in our data set together
with their dates of occurrence.
The gray line in Figure 1 is proportional to the density d(t) of the number of
events per unit time. Notice in particular that this density is not uniform over
time. The maximum value for the density d(t) occurs at t = 1982.08 and this
maximum equals 0.045, which represents 9.59 events per day. The minimum of
d(t) occurs at t = 2008.7 and this minimum equals 0.0058, which corresponds
to 1.23 events per day. The average number of events over the whole period of
time here considered equals 5.05248 flares per day.
We computed the autocorrelation function for the raw data for distinct lags.
Small values for the autocorrelations for positive lags were found, in spite of the
fact that large values for solar flare intensities tend to occur in clusters (see for
example, entries 12 to 15 in Table 2). The small values for the autocorrelations
suggest, at least in a first approximation, that the data set comes form inde-
pendent observations of the random variable X . Having a data set consisting of
independent observations of a random variable allows us to apply with confidence
distinct results from the theory of probability and statistics, for example, the
procedures for the estimation of the parameters of a proposed model.
4. Tail behavior
In the second column of Table 3 we report the estimates for the tail index α,
defined by Equation 1, as given by the models considered in this work. In the
third column of the table, we report 95% confidence intervals for α. In each case,
the estimation for α and the confidence interval were computed from a sample of
size given in the fourth column of Table 3. In the next subsections we comment
some details about the estimation procedures reported in Table 3.
4.1. Log-logistic model
Among the five models considered, the log-logistic is the most simple minded,
but even if it only provides us a rather naive way to estimate the probabilities of
large solar flare intensities, the log-logistic model provides us a rough model for
the phenomenon we are interested in. Now, if we model a solar flare intensity X
by a log-logistic distribution, then we have
P
{
X > x
}
=
1
1 + (x/σ)α
∼
(x
σ
)
−α
(2)
when x is large, and where the first equality in Equation 2 defines the log-
logistic distribution. When fitting the log-logistic distribution to our data set, the
parameters α and σ in Equation 2 were estimated by the maximum likelihood
method. However, for the log-logistic model we performed the estimation of
parameters, not from the full data set consisting in 77 370 points, but from a
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smaller random sub-sample of size 500, as reported in Table 2. For the null hy-
pothesis stating that the chosen sub-sample of size 500 comes from a log-logistic
distribution, the Pearson chi squared statistic for the evaluation of the goodness
of fit has a p-value of 0.066. Thus, the null hypothesis is not rejected, but one
should remark that the p-value decreases quickly to zero when the sub-sample
size increases. By applying both, the method of normal approximation and the
bootstrap method2, we found that (1.25, 1.45) is a 95% confidence interval for
α. When we substitute the estimated values αˆ = 1.3492 and σˆ = 1.6240× 10−6,
we obtain from Equation 2 that
P
{
X > x
}
∼
1.5439× 10−8
x1.3492
(3)
for large values of x. We will come back to the log-logistic model when we analyze
our data set by plotting it on log-log scale.
4.2. The block approach
Here we investigate the distribution of X(n) = max
{
X1, · · · , Xn
}
for a given
value of n, where n is the size of a block in the block approach. In view of the
estimated value for α obtained for the log-logistic model, then according to the
Tippet-Fisher theorem from the extreme value theory, we may expect that X(n)
has a Fre´chet distribution (de Haan and Ferreira (2007), page 6). Equivalently,
we expect that X(n) has a distribution given by
Gev(x) = exp
{
−
[
1 + ξ
(x− µ
σ
)]−1/ξ}
(4)
with a positive value for the shape parameter ξ.
Assuming that the events are distributed uniformly over time (with a rate of
5.05248 events per day), then a block size of n = 1 300 corresponds to approxi-
mately 257 days of solar activity. This gives us a sample of maximum values of
size 59 from which we can estimate the parameter α, which in the model given
by Equation 4 is given by α = 1/ξ.
With the above value for n, the parameters µ, σ and ξ where estimated
by the maximum likelihood method. Using this method we found that µˆ =
3.313 × 10−4, σˆ = 2.854 × 10−4 and ξˆ = 0.4145. From this estimate for ξ we
obtain that αˆ = 2.4122. By using the method of normal approximation, we
obtained a 95% confidence interval for ξ given by (0.179, 0.650). From this we
can obtain a confidence interval for α, as reported in Table 3. For the null
hypothesis stating that the 59 maximum values of blocks of size 1 300 come from
a Fre´chet distribution (equivalently, from the distribution given by Equation 4)
the Pearson chi squared statistic has a p-value of 0.918. Thus, we have a good
fit of the maxima to the estimated model.
2 See DiCiccio and Efron (1996) and Diaconis and Efron (1983) for a description of the
bootstrap method.
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4.3. The threshold approach
In order to apply the threshold approach to the estimation of α, it is necessary
to form a set of excesses X(n) − u over a threshold u. In order for this approach
to make sense in the study of the intensities of solar flares, it is necessary that
X(n) has a distribution with a tail similar to a power law tail, as depicted in
Equation 1. In this case, it is expected that the excesses X(n) − u has a Pareto
distribution defined by
H(x) = 1−
(
1 +
x
σ
)
−α
, (5)
where σ is a scale parameter and α is the shape parameter we are interested
in. Since X and X(n) belong to the same domain of attraction of a max-stable
distribution (in this case the Fre´chet distribution), then the value of α ought
not to depend of n, and we have departed from the custom of taking n = 1 and
instead have applied the method with n = 278. This departure from the usual
way of applying the threshold approach was motivated by the instability of the
results obtained when taking n = 1. In Subsection 4.6 we will suggest a reason
for the instability of the estimation of parameters when taking n = 1.
We applied the threshold approach with a block size given by n = 278 and
with u = 9 × 10−5 as the chosen threshold. With these values for n and u, we
obtained a set of excesses of size 153. Then we used the maximum likelihood
method for the estimation of the parameters in the generalized Pareto distribu-
tion given by Equation 5. For these parameters we obtained σˆ = 7.59 × 10−4
and αˆ = 3.34. For the null hypothesis stating that the 153 excesses come from a
Pareto distribution given by Equation 5, the Pearson chi squared statistic has a
p-value of 0.875. In Table 3 we report a 95% confidence interval for the parameter
α. This confidence interval was computed by the profile likelihood method.
4.4. Combining a log-logistic and a Pareto parts
In Figure 2 we present the log-log plot of the 1 000 most extreme values in the
data set under study. In the horizontal axis of this Figure 2 it is plotted the
quantity log x, and in the vertical axis the quantity logP
{
X > x
}
, where X
represents an observed solar flare intensity in our data set. In this figure, the
points corresponding to intensities X lying in the interval (9× 10−5, 8.5× 10−4)
are plotted in blue color. The number of solar flare intensities X lying in this
interval equals 530. Drawn in red color, in Figure 2 we can see the straight line
fitted by least squares to the color blue points. The slope and intercept of the
fitted line equal −1.2689 and −16.772 respectively. Henceforth, on a first stance,
one might expect that when x is large (larger than 9 × 10−5 W m−2), then we
have the estimate
P
{
X > x
}
=
5.1991× 10−8
x1.2689
. (6)
Also in Figure 2, we have plotted in green color the points corresponding to the
28 largest values of X , that is to say, those points for which X > 8.5× 10−4 W
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m−2. Drawn in orange color, in Figure 2 we can see the straight line that best fits
the color green points. The slope and intercept of the fitted line equal −3.0382
and −29.147 respectively. Thus, when x is large (larger than 8.5 × 10−4), then
we have
P
{
X > x
}
=
2.1954× 10−13
x3.0382
. (7)
The question now arises as to whether the difference in the two exponents of
x in Equations 6 and 7 is due to a pure random fluctuation or whether there
is a physical cause that explains this difference. Now let us consider the null
hypothesis H0 stating that the difference in the exponents of x in equations 6
and 7 is explained as a random fluctuation. In order to test H0, we produced a
total of 104 synthetic samples, each of size 77 370, from a population with log-
logistic distribution with parameters α = 1.27 and σ = 1.7×10−6. Here, the value
of α was chosen to be approximately the same as in Equation 6 and the value of σ
was selected by maximum likelihood form a sub-sample of size 1 000 of the solar
flare intensities data set. A comparison of Equations 2 and 6 makes it clear that
the tail of a log-logistic distribution will have a tail as depicted by Equation 6.
See Figure 3 where we present the histogram depicting the distribution the slope
of the fitted straight line to the 28 most extreme values in each of the above 104
synthetic samples. From these synthetic samples, we estimated the probability
that the 28 most extreme values in one of these samples have a distribution
as given in Equation 7 with an exponent α larger in absolute value than or
equal to 3.0382. This probability is approximately 4× 10−5. These Monte Carlo
computations lead us to reject H0, that is to say, we conclude that the difference
in the two exponents of x in Equations 6 and 7 is not explained as a result of a
pure random fluctuation.
The rejection of H0 suggests that an attenuation phenomenon is taking place
that results in that the most extreme solar flares (those larger than 8.5× 10−4)
have a lesser probability of occurrence than what is predicted from the model
given by Equation 6.
In view of the former considerations we now propose to model the data set
under study by combining a log-logistic distribution and a Pareto distribution.
In order to state with precision this idea, let us consider two probability distri-
butions F1 and F2. We write F (x) = 1−F (x) for the complementary cumulative
distribution function. Let us say that G is the composition at σ2 of F1 and F2,
if
G(x) =
{
F1(x) if x ≤ σ2,
F1(σ2) + F 1(σ2)F2(x) if x > σ2.
(8)
Notice that if x > σ2 then G(x) = F 1(σ2)F 2(x). Notice also that if G(x) is
defined as in Equation 8, then it is continuous at x = σ2 and G(x) → 1 as
x → ∞. This last condition must be satisfied by every cumulative probability
distribution function. In the special case that F2 is a Pareto distribution of the
form
F2(x) = 1−
( x
σ2
)
−α2
(9)
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for x ≥ σ2, then the representation of G in log-log scale is given by
logG(ex) =
{
logF1(e
x) if x ≤ σ2,
−α2x+ α2 log σ2 + logF1(e
σ2) if x > σ2.
Now we let F1 be a log-logistic distribution with parameters α1 and σ1 and
F 2(x) = (σ2/x)
α2 the Pareto distribution with parameters α2 and σ2. We let
G1 be the composition at σ2 of these F1 and F2. We propose to model the data
set under study by this distribution G1.
The distribution G1 is determined by its four parameters α1, σ1, α2 and σ2.
For the estimation of these parameters, we divided the data set into two subsets
S1 and S2. In S1 we included all data points of magnitude less than or equal
to σ2, where σ2 is assumed to be known. In S2 we included all data points of
magnitude greater than σ2. Given a numerical value σˆ2 for σ2, the first two
parameters α1 and σ1 where estimated by the method of moments from the
data points in S1. Here we are assuming that S1 is a sample from a log-logistic
distribution truncated at σ2. With the same given value for σ2, the value of
α2 was estimated by the maximum likelihood method. Once we have numerical
values for αˆ1, σˆ1, αˆ2 and σˆ2, the average distance D¯(σˆ2) from the distribution
Gˆ1 to the empirical distribution was computed. By letting σˆ2 assume a whole
range of values, we found that D¯(σˆ2) assumes a minimum value of 0.0139 when
we set σˆ2 = 9× 10
−4. It is interesting to note that with the above optimal value
for αˆ2 the set S2 contains 28 points. This vindicates the more naive approach
for the determination of the stochastic behavior of the few most extreme values
in our data set presented at the beginning of this subsection.
Given this optimal value σˆ2 = 9×10
−4, the rest of the parameters of G1 were
determined as stated above. For the first parameter we found that αˆ1 = 1.2409
with (1.19, 1.30) as 95% confidence interval. For the second parameter we found
that σˆ1 = 0.0160 with (0.015, 0.017) as 95% confidence interval. For the third
parameter of G1 we found that αˆ2 = 3.04 with (2.29, 4.33) as 95% confidence
interval. All these are bootstrap confidence intervals computed by re-sampling
the original data set 104 times.
It is interesting to compare the upper limit of the above confidence interval for
α1 with the lower limit of the confidence interval for α2. The difference of these
is 2.29− 1.30 = 0.99. This positive difference is in agreement with the rejection
of H0 above, that is to say, the rejection of the claim that the few (about 28)
most extreme values in our data set follow a probability law with a tail behavior
as depicted in Equation 6.
In Figure 4 we present the log-log plot of the solar flare intensities together
with the log-log plot of the complementary distribution function G1(x), where
G1(x) is as just determined (we omit the hat symbol).
4.5. A log-logistic part and a tempered Pareto part
Although with the composition of a log-logistic and a Pareto distributions we
have achieved a reasonably good fit to the data under study, it should be re-
marked that the distribution G1 considered in Subsection 4.4 is not without
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inconveniences. Indeed, G1 is not differentiable at σ2 and it is questionable that
a non differentiable distribution is to be acceptable as a model for our data set.
On the other hand, the number of data points explained by the Pareto part of
G1 is only 28, and this is a small number. For the purpose of the estimation of
parameters of a proposed model, it is desirable to work with as large a sample
as it is possible. In this subsection we consider as a model for our data set a
composition of a log-logistic distribution and a tempered Pareto distribution
given by
T (x) = cx−α2e−βx (10)
when x > σ2 and T (x) = 0 when x ≤ σ2. Here c = σ
α2
2 e
βσ2 is the corresponding
normalizing constant and σ2, α2 and β are parameters of the tempered Pareto
distribution. See Meerschaert, Roy, and Shao (2012) and Clauset, Shalizi, and
Newman (2009) for information about the tempered Pareto distribution. Now
we consider the probability distribution function G2 that results from the com-
position at σ2 of a log-logistic distribution with parameters α1, σ1 (Equation 2)
and a tempered Pareto distribution with parameters α1, β, σ2 (Equation 10).
For the estimation of the five parameters of G2, we proceeded as with the
estimation of the four parameters of G1. Thus, we considered a set S1 containing
all data points less than or equal to σ2 and a set S2 containing all data points
greater than σ2. Given a tentative numerical value σˆ2 for σ2, we used the method
of moments in order to obtain estimates αˆ1 and σˆ1, determining the log-logistic
part of G2, from the set S1. With this same numerical value σˆ2, we used the
data points in S2 and the method of moments in order to obtain estimates αˆ2
and βˆ for the remaining two parameters of the tempered Pareto part of G2.
The average distance D¯(σˆ2) from the estimated distribution Gˆ2 and the em-
pirical distribution was computed for a range of numerical values σˆ2. We found
that D¯(σˆ2) = 0.00777 is the smallest value for this distance, and this smallest
value is achieved when σˆ2 = 8×10
−6. With this optimal value for σˆ2 we found the
estimates for the remaining parameters of G2. For the first parameter we found
that αˆ1 = 1.358 with (1.338, 1.377) as 95% confidence interval. For the second
parameter we found that σˆ1 = 0.0172 with (0.0169, 0.0174) as 95% confidence
interval. For the third parameter of G2 we found that αˆ2 = 1.106 with (1.074,
1.136) as 95% confidence interval. For the fourth parameter of G2 we found
that βˆ = 0.098 with (0.073, 0.138) as 95% confidence interval. All the these are
bootstrap confidence intervals.
In Figure 5 we present the log-log plot of the solar flare intensities together
with the log-log plot of the complementary distribution function G2(x), where
G2(x) is as just determined (with the hat symbol omitted).
4.6. Performance of the estimation procedures
In this subsection we reflect on the consequences for the estimation of the param-
eter α by applying the block and threshold methods to a sample that presents
the same dual tail behaviour as does the data set under study, and which was
put in evidence in Subsection 4.4.
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When applying the block approach to the estimation of α, a set S59 of 59
maxima was formed and then it was used for the estimation by maximum
likelihood of the parameters of the Gev distribution given by Equation 4, where
α is given by 1/ξ. If the number of blocks is large (larger than 28), then it is
highly likely that this sample S59 comes from a distribution that results from a
mixture of the two distributions given by Equation 7 and a truncated version of
the distribution determined by Equation 63. However, the fact that this sample
S59 comes from a mixture of distinct distributions is not taken into account by
the estimation procedure of the parameters of the Gev distribution. For example,
when considering synthetic samples from the distribution G1 considered in Sub-
section 4.4, where G1 is composed of two distributions (log-logistic and Pareto)
having tail indices α1 = 1.27 and α2 = 3, then the estimate αˆ in the block
approach will assume a value in between α1 and α2, unless the number of blocks
is small, in which case αˆ will be closer to α2, but in this case the estimation
errors will be large.
On the other hand, when applying the threshold approach to the solar flare
data set, we have a set S28 of about 28 data points to which a straight line
with a slope about −3 can be fitted. From this sample S28 we are to estimate
the parameters of the distribution H given in Equation 5. Yet, it is desirable to
perform the estimation procedure from a sample S∗ as large as possible. One
can obtain a larger sample S∗ by choosing a lower threshold u. However, if we
choose a low enough threshold u, then our sample S∗ will come from a mixture of
two Pareto distributions, where one of them has been truncated. When plotted
on log-log scale, this sample S∗ will align itself along two straight line segments
that meet in a corner, drawn in gray color in parts (a) and (b) of Figure 6. In
this Figure 6 we have also drawn in red color the function
logH(ex) = −αx+ α log σ − α log
(
1 +
σ
ex
)
,
which is the representation in log-log scale of the distribution H given in Equa-
tion 5. In this figure, the function logH(ex) has been drawn so that it reproduces
the two slopes of the gray broken line at the two points drawn in blue color.
Notice that when these two blue points are sufficiently close together, then the
function logH(ex) has a large curvature that results in an overestimation of the
parameter α, which in the figure corresponds to the absolute value of the slope
of the right hand gray straight line segment.
5. Return periods and expected frequencies
In this section we report the return levels corresponding to distinct time periods
which result from the block, threshold, log - logistic/Pareto and log - logis-
tic/tempered Pareto approaches to the estimation of the tail behavior of the
solar flare intensities data set.
3In terms of Figure 4, the set S59 would be a combination of data points on the left and on
the right of the dashed vertical line in the figure.
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In Table 4 we display the return levels that correspond to distinct return
periods computed by the block approach. For example, for a return period of 10
years, we expect to observe once, an event of magnitude 1.68 × 10−3 (W m−2)
or larger. In the third and fourth columns of this table, we report the lower and
upper bounds of a 95% confidence interval for the return level. These confidence
intervals were computed by the normal approximation method.
In Table 5 we present return levels together with their 95% confidence in-
tervals that correspond to distinct return periods computed by the threshold
approach. These confidence intervals were also computed by assuming that we
have a normal approximation for the distribution of the estimated parameters
of the model.
In Table 6 we present the return levels together with their 95% confidence
intervals that correspond to distinct return periods computed from the model
which results from the composition of a log-logistic and a Pareto distributions as
discussed in Subsection 4.4. In this case, the confidence intervals were computed
by the bootstrap method by resampling the original data set 104 times.
In Table 7 we present the return levels together with their 95% confidence in-
tervals corresponding to distinct return periods computed from the model which
results from the composition of a log-logistic and a tempered Pareto distributions
as discussed in subsection 4.5. These confidence intervals were also computed by
the bootstrap method.
From Tables 4 to 7 it is evident that the return levels corresponding to distinct
periods are larger when computed from the block and threshold approaches than
when they are computed form the log-logistic/Pareto and log-logistic/tempered
Pareto models. It is reasonable to contend that this is so because of the inability
of the first two approaches to properly deal with a sample that results from a
mixture of two distributions with two distinct tails, one heavier than the other.
It is quite evident that, in the block approach, the inclusion of data points (in
the set S59) from the first part of the tail of our data set (a tail with α = 1.35
according to the first estimate in Table 3) results in an underestimation of α,
which in turn results in an overestimation of the return levels. For the threshold
approach, it is more difficult to present clear and convincing reasons in order
to support our contend that it also overestimates the return levels. Let it be
enough to remark that the data set under study only allowed us to apply the
threshold method for estimating α with a rather small set of data points from
which we estimated the parameters of distribution H in Equation 5. Therefore,
the threshold method as applied here, does not allow us to describe a long tail
(over at least two orders of magnitude) as in the case of a distribution without
a dual behavior of its tail (see Stumpf and Porter (2012)).
By performing numerous Monte Carlo simulations with synthetic samples
resembling the original data set under study4, it became clear that the methods
of the extreme value theory use the available information (in the sets S59 and
S∗ of Subsection 4.6) more efficiently than the use made of the information (the
whole data set) available to the more naive approaches we followed by using
4For the generation of these synthetic samples, we used both, G1 and G2 as the parent
distribution.
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compositions of a log-logistic and Pareto parts. It turns out that the information
available to the composition models is so large (recall that the size of the entire
data set is 77 370) that it outweighs the advantage of using the methods of
the extreme value theory. The advantage in the amount of information for the
composition models over the amount of information in the block and threshold
approaches is put into evidence when considering the length of the confidence
intervals for α reported in Table 3. Indeed, we have shorter confidence intervals
in the composition models than in the block and threshold approaches.
In Table 8 we report the expected number of events of distinct magnitude
to be observed in one solar cycle (11 years) computed from the models which
result from the composition of a log-logistic and a Pareto distributions and the
composition of a log-logistic and tempered Pareto distributions. The expected
number of occurrences of the event {X > x} in a time period of n years is equal
to E(Y ), where Y is a binomial random variable with probability of successes
p = P{X > x} and number of trials n˜ = 365.24nd, where d = 5.05248 is the
average number of flares observed per day. Notice that this expected number
of observations E(Y ) is a function of d, which is the number of events per day,
and recall that d is not constant over time. In this Table 8, we also display the
corresponding expected number of events reported in the NOAA web page5. We
find a reasonable good agreement between the web page results and the results
we obtained form the two composition models. The large amount of information
available for the two composition models also results in small confidence intervals
for the return levels in Tables 6 and 7.
6. Conclusions
The aim of this work at the beginning was to determine the tail behavior of
the probability distribution of the intensity X of solar flares, as depicted by the
parameter α in Equation 1. However, we latter found that the data set under
study presents a dual tail behavior. Indeed, we found that the very most extreme
values in our data set are less intense than what one would expect on account
of the behavior of the rest of the data points. In terms of Figure 4, the points
on the right of the dashed vertical line behave differently from what one would
expect from the behavior of the points on the left of the dashed vertical line.
This dual tail behavior was confirmed by a hypothesis test in Section 4.4. Now,
it is natural to pose the question of whether the attenuation of the intensities is
a natural phenomenon pertaining to the physics of the solar activity or whether
it is due to a threshold of the measuring instruments (Chamberlin et al., 2009).
It should be noted that the dual behavior, or deviation from a pure power law
(as in Equation 1), of the tail of the distribution of the solar flare intensities has
already been noticed in the literature (see Wheatland (2010) and Aschwanden
and Freeland (2012)). In particular Wheatland (2010) applied Bayesian methods
in order to study flare intensities in a single active region, and found evidence for
5 www.swpc.noaa.gov/noaa-scales-explanation
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departure from a pure power law behavior. Our findings are in agreement with
Wheatland’s. The deviation from a pure power law behavior in empirical data
has been observed, not only in studies pertaining solar activity, but in other fields
of scientific inquiry as well (see Chinnery and North (1975), for example). As
evidence mounts in favour to the claim that pure power laws are not completely
suitable for describing extreme events in natural phenomena, alternative models
appear in the literature (see Chakrabarty and Samorodnitsky (2012); Grabchak
(2016)) as modelling resources whose usefulness ought to be explored in the
future.
Our results show that on average we can expect one solar flare greater than
X23 each 25 years, that is to say, one such event each two solar cycles. The
threshold of X˜20 is important because the energy level of saturation of the
GOES spacecraft is X17.1 (Chamberlin et al., 2009). After the flux of solar
flares reaches X20 the instruments do not provide any more data. The peak of
energy of the solar flare in progress remains unknown until forensic techniques
allow us to determine the intensity of the flare (Kane, McTiernan, and Hurley
(2005)). However, it is mandatory to know the energy released in order to start
the protocols of civil protection for Space Weather. Fortunately, events like
Carrington’s (Cliver and Dietrich, 2013) seem not to be very frequent (X40).
Our results show that this kind of extreme events have a return period between
131 years (Log-Logistic/Pareto) and 238 years (Log-logistic/Tempered Pareto).
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Figure 1. The raw data. The dashed gray line represent the density of event occurrence.
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Figure 2. The log-log plot for the 1 000 most extreme points in the data set. This figure shows
that a change in the slope of the fitted straight line segments is taking place as we move from
left to right.
Figure 3. The distribution of the slope of the fitted regression line to the set of the 28 top
extremes in 104 synthetic samples from a log-logistic distribution with α = 1.27. From this
histogram, it follows that the event {αˆ > 3} has a small probability of occurrence. Here αˆ is
computed from the 28 most extreme data points in a sample.
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Figure 4. The log-log plot for the full data set and of G1(x). To the left of the dashed vertical
line, the log-logistic distribution holds. To the right of the dashed line the Pareto distribution
holds.
Figure 5. The log-log plot for the full data set and of G2(x). To the left of the dashed vertical
line, the log-logistic distribution holds. To the right of the dashed line the tempered Pareto
distribution holds.
(a) (b)
Figure 6. Large curvature as misbehavior in the threshold approach.
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Figure 7. This is the log-log plot of the 150 most extreme points in the data set. The blue
dashed line stands for the G1 complementary distribution function considered in Subsec-
tion 4.4. The right hand part of the tails of the two dashed green lines have slopes −4.33
and −2.29. These slopes correspond to the 95% confidence interval bounds reported for the
parameter α in the second part of the log-logistic/Pareto model in Table 3.
Table 1. The distribution of intensities in 1× 10−4 W m−2 of the solar flares.
No. Range Data No. Range Data
1 < 0.05 (C5) 62 364 11 8 (X8) to 10 (X10) 11
2 0.05 (C5) to 0.1 (M1) 8 162 12 10 (X10) to 12 (X12) 5
3 0.1 (M1) to 0.2 (M2) 3 635 13 12 (X12) to 14 (X14) 9
4 0.2 (M2) to 0.3 (M3) 1 221 14 14 (X14) to 16 (X16) 3
5 0.3 (M3) to 0.5 (M5) 881 15 16 (X16) to 18 (X18) 2
6 0.5 (M5) to 1 (X1) 615 16 18 (X18) to 20 (X20) 0
7 1 (X1) to 2 (X2) 263 17 20 (X20) to 22 (X22) 2
8 2 (X2) to 4 (X4) 151 18 22 (X22) to 24 (X24) 0
9 4 (X4) to 6 (X6) 35 19 24 (X24) to 26 (X26) 0
10 6 (X6) to 8 (X8) 10 20 26 (X26) to 28 (X28) 1
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Table 2. The list of the most intense events in the data set (magnitude
in 1× 10−4 W m−2).
No. Magnitude Date No. Magnitude Date
1 28 (X28) 4 Nov 2003 16 12 (X12) 6 Jun 1982
2 20 (X20) 2 Apr 2001 17 12 (X12) 1 Jun 1982
3 20 (X20) 16 Aug 1989 18 10 (X10) 20 May 1984
4 17 (X17) 28 Oct 2003 19 10 (X10) 17 Dec 1982
5 17 (X17) 7 Sept 2005 20 10 (X10) 20 Oct 2003
6 15 (X15) 6 Mar 1989 21 10 (X10) 9 Jun 1991
7 15 (X15) 11 Jul 1978 22 10 (X10) 25 Jan 1991
8 14 (X14) 15 Apr 2001 23 10 (X10) 29 Sept 1989
9 13 (X13) 19 Oct 1989 24 10 (X10) 9 Jul 1982
10 13 (X13) 25 Apr 1984 25 9 (X9) 6 Nov 1997
11 13 (X13) 15 Dec 1982 26 9 (X9) 22 Mar 1991
12 12 (X12) 15 Jun 1991 27 9 (X9) 6 Sept 2017
13 12 (X12) 11 Jun 1991 28 9 (X9) 24 May 1990
14 12 (X12) 6 Jun 1991 29 9 (X9) 5 Dec 2006
15 12 (X12) 1 Jun 1991 30 9 (X9) 6 Nov 1980
Table 3. The estimated parameter α in various models. In the column “Fit” we
report the Kolmogorov-Smirnov distance from the empirical distribution to the
distribution of the model in turn. For the Pearson chi squared statistic, the null
hypothesis that the data fits the model is not rejected for those entries in column
“α” marked with an asterisk.
Model α Conf. int. Sample Fit
Log-logistic 1.35∗ (1.25, 1.45) 500 0.032
Block 2.41∗ (1.54, 5.57) 59 0.079
Threshold 3.34∗ (1.83, 8.77) 153 0.048
Log-logistic/Pareto 1 1.24 (1.19, 1.30) 77 342 0.055
Log-logistic/Pareto 2 3.04∗ (2.29, 4.33) 28 6× 10−5
Log-logistic/tempered Pareto 1 1.36 (1.34, 1.38) 68 724 0.029
Log-logistic/tempered Pareto 2 1.11 (1.07, 1.14) 8 646 0.01
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Table 4. Return levels ×10−4 (W m−2) for the block
approach.
Period Return level Lower bound Upper bound
10 16.80 10.26 23.34
25 26.49 12.39 40.58
50 36.61 12.69 60.53
100 50.07 12.69 89.24
150 59.92 8.32 111.5
Table 5. Return levels ×10−4 (W m−2) for the threshold
approach.
Period Return level Lower bound Upper bound
10 19.11 12.10 26.12
25 27.55 13.75 41.36
50 35.67 14.00 57.34
100 45.66 12.89 78.44
150 52.55 11.35 93.75
Table 6. Return levels ×10−4 (W m−2) for the log-logis-
tic/Pareto model.
Period Return level Lower bound Upper bound
10 17.16 13.98 21.55
25 23.19 17.35 32.02
50 29.12 20.38 43.40
100 36.57 23.95 58.65
150 41.79 26.33 70.01
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Table 7. Return levels ×10−4 (W m−2) for the log-logis-
tic/tempered Pareto model.
Period Return level Lower bound Upper bound
10 17.19 14.04 20.37
25 23.17 18.51 27.94
50 28.07 22.15 34.27
100 33.24 25.95 41.00
150 36.36 28.21 45.04
Table 8. Expected frequency of event occurrence computed by the log-logis-
tic/Pareto model (LL/P) and by the log-logistic/tempered Pareto model (LL/TP).
Intensity (W/m2) NOAA LL/P Conf. Int. LL/TP Conf. Int.
10−5 (M1) 2000 1894 (1849, 1940) 1745 (1677, 1815)
5× 10−5 (M5) 350 279 (254, 305) 283 (264, 303)
10−4 (X1) 175 119 (104, 135) 125 (115, 136)
10−3 (X10) 8 7.87 (6.04, 10.04) 4.00 (2.77, 5.24)
2× 10−3 (X20) < 1 4.95 (1.56, 9.27) 0.70 (0.33, 1.15)
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