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Re´sume´. Nous nous inte´ressons a` l’analyse de sensibilite´ des simulateurs nume´riques
dans le cas ou` les distributions de probabilite´s des variables d’entre´es incertaines sont elles-
meˆmes me´connues. L’objectif est de quantifier l’impact de ces incertitudes sur les re´sultats
de l’analyse de sensibilite´. Pour cela, on propose une me´thodologie de type simple boucle
Monte-Carlo base´e sur les mesures de de´pendance de Hilbert-Schmidt et inspire´e des
techniques de tirage d’importance, cette approche permettant de limiter significativement
le nombre d’e´valuations du simulateur. Une application nume´rique est propose´e pour
illustrer l’ensemble de la me´thodologie et tester ses diffe´rentes options.
Mots-cle´s. Analyse de sensibilite´, Mesures de de´pendance, Crite`re d’inde´pendance
de Hilbert-Schmidt.
Abstract. We are interested in the sensitivity analysis of numerical simulators in the
case where the probability distributions of the uncertain input variables are themselves
(even partially) unknown. The objective is to quantify the impact of these uncertainties
on the sensitivity analysis results. To achieve it, we propose a single Monte Carlo loop
methodology based on Hilbert-Schmidt dependence measures and importance sampling
techniques. This approach significantly limits the number of simulator evaluations. A
numerical application is proposed to illustrate the whole methodology, while comparing
its different options.
Keywords. Sensitivity analysis, Dependence measures, Hilbert-Schmidt indepen-
dence criterion.
1 Introduction
Les simulateurs nume´riques (ou codes de calculs) sont essentiels pour comprendre, mode´li-
ser et pre´voir des phe´nome`nes physiques. Ces simulateurs nume´riques prennent en entre´e
un grand nombre de parame`tres caracte´ristiques du phe´nome`ne e´tudie´. Ces parame`tres
peuvent eˆtre entache´s d’une certaine incertitude. La sortie est donc a` son tour entache´e
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d’une incertitude. Il est donc important de conside´rer non seulement les valeurs nominales
des parame`tres d’entre´e, mais aussi l’ensemble des valeurs possibles dans le domaine de
variation de chaque parame`tre (Rocquigny et al., 2008). L’objectif est alors d’e´valuer
l’impact des incertitudes des entre´es sur la variabilite´ de la sortie. Dans le cadre d’une
approche probabiliste, les parame`tres d’entre´e X1, ..., Xd et la sortie Y sont conside´re´s
comme des variables ale´atoires et leurs incertitudes sont mode´lise´es par des distributions
de probabilite´s respectivement note´es PX1 , ...,PXd et PY . On se place dans le cadre de
variables ale´atoires d’entre´es inde´pendantes continues caracte´rise´es par des densite´s de
probabilite´s (ou pdf pour probability density function).
1.1 Analyse de Sensibilite´ Globale (ASG) et mesures HSIC
L’Analyse de Sensibilite´ Globale (Iooss, 2011) note´e ASG, vise a` de´terminer
la fac¸on dont la variabilite´ globale des parame`tres en entre´e influe sur la valeur de la
sortie. Il s’agit plus particulie`rement d’identifier et e´ventuellement quantifier, pour chaque
parame`tre d’entre´e Xk, sa contribution a` la variabilite´ de la sortie Y . L’ASG permet ainsi
de se´parer les entre´es en deux groupes : celles qui influencent conside´rablement la valeur
de la sortie (que l’on appelle aussi variables significatives) et celles dont l’influence sur
la sortie peut eˆtre ne´glige´e. Cette se´paration des variables d’entre´e en deux groupes est
appele´e criblage (ou screening).
Parmi les me´thodes d’ASG pour les simulateurs nume´riques, on s’inte´re´sse ici plus
particulie`rement a` celles base´es sur des mesures de de´pendance, re´cemment propose´es
pour l’ASG par Da Veiga (2015). Ces mesures ont pour objectif de quantifier d’un point
de vue probabiliste, la de´pendance entre la sortie Y et chaque parame`tre Xk en entre´e.
On s’inte´re´sse en particulier au crite`re d’inde´pendance de Hilbert-Schmidt (Gretton et
al., 2005), note´ HSIC pour Hilbert Schmidt Independence Criterion et donne´ pour tout
k ∈ {1, ..., d} par la formule suivante :
HSIC(Xk, Y ) = E [lk(Xk, X ′k)l(Y, Y ′)]− 2E [E [lk (Xk, X ′k) | Xk]E [l (Y, Y ′) | Y ]]
+ E [lk (Xk, X ′k)]E [l (Y, Y ′)] , (1)
ou` X ′k est une copie inde´pendante et identiquement distribue´e de Xk et Y
′ est la sortie
associe´e a` X′ = (X ′1, ..., X
′
d). Enfin, l et lk sont des objets mathe´matiques appele´s noyaux
reproduisants universels (Aronszajn, 1950) associe´s respectivement a` Xk et Y .
Cette mesure de de´pendance qui ge´ne´ralise la notion de covariance entre deux vari-
ables ale´atoires permet de capturer un tre`s large spectre de formes de de´pendance entre
les variables et caracte´rise l’inde´pendance des variables sous l’hypothe`se de noyaux uni-
versels. En pratique, les mesures HSIC sont estime´es par approche Monte-Carlo. Elles
pre´sentent l’avantage d’avoir un faible couˆt d’estimation (quelques centaines de simula-
tions pour une dizaine d’entre´es) et leur estimation pour l’ensemble des entre´es ne de´pend
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pas du nombre d’entre´es. Des travaux re´cents de De Lozzo et Marrel (2016) ont aussi
montre´ l’efficacite´ de ces mesures HSIC pour re´aliser un criblage des variables d’entre´e, en
associant a` ces mesures diffe´rents tests statistiques de significativite´. Enfin, les mesures
HSIC peuvent eˆtre e´tendues a` des entre´es non scalaires (vectorielles, fonctionnelles ou
encore cate´gorielles).
Dans le cadre de l’ASG, Da Veiga (2015) propose des indices de sensibilite´ (compris
entre 0 et 1) directement de´rive´s des mesures HSIC. Ces indices permettent de classer
les variables d’entre´e X1, ..., Xd par ordre d’influence sur la sortie Y . Ces indices note´s
R2HSIC,k sont de´finis pour tout k ∈ {1, ..., d} par :
R2HSIC,k =
HSIC(Xk, Y )√
HSIC(Xk, Xk)
√
HSIC(Y, Y )
. (2)
Une autre approche pourrait eˆtre d’utiliser les p-valeurs1 des tests statistiques de
significativite´ pour hie´rarchiser les variables d’entre´es.
1.2 Analyse de Sensibilite´ Globale de second niveau (ASG2)
Dans certaines applications, les lois de probabilite´s PX1 , ...,PXd caracte´risant les entre´es
incertaines X1, ..., Xd du simulateur peuvent elles-meˆmes eˆtre incertaines. Cette incerti-
tude peut eˆtre lie´e a` une divergence d’avis d’expert sur la loi de probabilite´ a` affecter
a` chacune des entre´es ou encore une absence (ou une quantite´ limite´e) d’information
pour caracte´riser cette loi. Dans le cadre d’une de´marche probabiliste, ces incertitudes
sont mode´lise´es par des lois des probabilite´s PPX1 , ...,PPXd sur un ensemble de lois de
probabilite´s des entre´es. Cette incertitude sur les lois des entre´es peut conside´rablement
modifier les re´sultats de l’ASG re´alise´e par HSIC ou par une autre mesure de de´pendance.
Il est alors important d’identifier et quantifier l’impact de l’incertitude sur
les lois des entre´es sur les re´sultats de l’ASG, on parle alors d’ASG de 2nd
niveau, note´e ASG2. Les re´sultats d’ASG2 pourront, par la suite, eˆtre utilise´s pour
e´valuer si la caracte´risation des lois des entre´es doit eˆtre ame´liore´e et prioriser les efforts
de caracte´risation sur les entre´es dont la loi influe le plus sur les re´sultats d’ASG.
2 Me´thodologie propose´e pour l’ASG2
2.1 Construction d’indices de type HSIC de 2nd niveau
La re´alisation d’une ASG2 soule`ve plusieurs proble´matiques et verrous techniques. Tout
d’abord, il est ne´cessaire de “caracte´riser” les re´sultats d’une ASG afin de comparer les
1La p-valeur d’un test statistique d’inde´pendance est la probabilite´ que, sous l’hypothe`se teste´e (ici
l’inde´pendance), la statistique du test soit supe´rieure ou e´gale a` la valeur observe´e sur les donne´es.
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re´sultats de l’ASG obtenus pour diffe´rentes lois en entre´e. Cette caracte´risation consiste
a` associer a` chaque jeu de distributions PX = PX1 × ... × PXd des entre´es, une quantite´
mesurable R repre´sentative des re´sultats de l’ASG. Pour choisir cette quantite´ d’inte´reˆt,
on propose les options suivantes :
• Classement des entre´es X1, ..., Xd base´ sur les indices R2HSIC,1, ...,R2HSIC,d.
Dans ce cas, la quantite´ d’inte´reˆt R est une permutation sur l’ensemble {1, ..., d},
qui ve´rifie que R(k) = j si et seulement si la variable Xj est la k-ie`me dans le
classement.
• Vecteur R2HSIC = (R2HSIC,1, ...,R2HSIC,d) regroupant les indices de sensibilite´
des entre´es. Dans ce cas, la quantite´ d’inte´reˆt R = R2HSIC est un vecteur de d
composantes.
• Vecteur des p-valeurs associe´ aux d tests d’inde´pendance par mesure
HSIC. Cette quantite´ d’inte´reˆt R est donc un vecteur a` d coordonne´es, dans [0, 1]d.
Une fois choisie la quantite´ d’inte´reˆt R caracte´ristique de l’ASG, le but est de quantifier
l’impact des incertitudes sur PX1 , ...,PXd (mode´lise´es par PPX1 , ...,PPXd ) sur les re´sultats
de l’ASG. Pour cela, on de´finit des indices de sensibilite´ mesurant la de´pendance entre la
quantite´ R et les lois PX1 , ...,PXd de chaque entre´e : HSIC(PXk ,R), k = 1...d. Ces indices
sont de´finis par une formule analogue a` (1), graˆce a` des noyaux reproduisants universels
e´tendus aux lois des entre´es (Sriperumbudur et al., 2010) et a` la quantite´ d’inte´reˆt R en
sortie [voir Jiao et Vert (2016) si R est une permutation et Gretton et al. (2005) si R est
un vecteur]. On parle alors des mesures de de´pendance de 2nd niveau. On en de´duit des
indices de sensibilite´ sur le meˆme principe que la formule (2).
2.2 Estimation par approche simple boucle
Pour estimer les d indices de sensibilite´ de 2nd niveau, on doit disposer d’un e´chantillon
(P(i)X ,R(i))1≤i≤n1 du couple (PX,R). Pour cela, on pourrait envisager une approche double
boucle Monte-Carlo. La premie`re boucle a` n1 ite´rations consiste a` tirer ale´atoirement a`
chaque ite´ration i une loi P(i)X des entre´es. Pour calculer la quantite´ d’inte´reˆt R(i) associe´e
a` la loi P(i)X , on tire alors un e´chantillon (X
(i,j)
1 , ..., X
(i,j)
d )1≤j≤n2 de taille n2 des entre´es
suivant P(i)X . La seconde boucle consiste a` calculer les n2 sorties Y (i,j) pour j ∈ {1...n2},
ou` chaque Y (i,j) est associe´e au vecteur des entre´es (X
(i,j)
1 , ..., X
(i,j)
d ). Enfin, graˆce a`
l’e´chantillon E(i) = (X
(i,j)
1 , ..., X
(i,j)
d , Y
(i,j))1≤j≤n2 , on calcule la quantite´ d’inte´reˆt R
(i).
Cette approche double boucle Monte-Carlo ne´cessite au total n1n2 simulations du
code. Par exemple, si n1 = 100 et n2 = 1000, le calcul des HSIC de 2
nd niveau ne´cessite
un total de 105 appels au code. L’approche double boucle Monte-Carlo n’est donc pas
envisageable pour des simulateurs couˆteux en temps de calcul.
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Pour re´duire le couˆt d’estimation des mesures de de´pendance HSIC de 2nd niveau (et
donc le couˆt de l’ASG2), nous proposons une me´thodologie simple boucle Monte-Carlo.
Cette me´thodologie est base´e sur :
• Le tirage d’un unique e´chantillon suivant une unique loi pour chaque
entre´e, dite loi de re´fe´rence. Dans cette e´tape, on tire un unique e´chantillon
X =
(
X(j)
)
1≤j≤n2 suivant une loi de re´fe´rence PX = PX1 × ... × PXd . Pour choisir
judicieusement cette loi par rapport a` l’ensemble des lois de probabilite´s possibles
pour les entre´es, on propose trois possibilite´s : loi me´lange et lois barycentriques
au sens de la distance de Wasserstein (Bigot et al., 2016) ou de Kullback-Leibler
syme´trise´e (Veldhuis, 2002).
• La constitution de l’e´chantillon d’apprentissage. Cette e´tape consiste a` cal-
culer, au moyen du code de calcul, les sorties
(
Y (j)
)
1≤j≤n2 associe´es a` l’e´chantillon
X =
(
X(j)
)
1≤j≤n2 . Un e´chantillon d’entre´es/sorties note´ E =
(
X(i), Y (j)
)
1≤j≤n2 est
alors obtenu.
• La re´alisation de plusieurs ASG a` partir de E et d’estimateurs modifie´s
des mesures de de´pendance HSIC. L’objectif de cette e´tape est de re´aliser
les ASG associe´es aux lois P(i)X , i = 1...n1, en utilisant seulement l’e´chantillon E.
L’ide´e est d’estimer les mesures HSIC (et/ou R2HSIC), associe´es a` chaque distribution
P(i)X a` l’aide de l’e´chantillon E ge´ne´re´ suivant PX, loi diffe´rente de P
(i)
X [voir par
ex. Canname´la (2007)]. A` l’issue de cette e´tape, on obtient donc un e´chantillon
(P(i)X ,R(i))1≤i≤n1 .
• L’estimation de HSIC 2nd niveau. Dans cette e´tape, les indices de sensibilite´
de 2nd niveau sont calcule´s graˆce a` l’e´chantillon (P(i)X ,R(i))1≤i≤n1 obtenu a` l’e´tape
pre´ce´dente.
3 Conclusion et Perspectives
Une premie`re application de la me´thodologie d’ASG2 propose´e est re´alise´e sur un exemple
analytique en dimension 3. Les diffe´rentes possibilite´s pour la loi de tirage unique sont
teste´es et compare´es. Les premiers re´sultats montrent que la loi barycentrique au sens
de la distance de Kullback-Leibler donne les meilleurs re´sultats en termes de convergence
des estimateurs HSIC de 2nd niveau et de hie´rarchisation des distributions de probabilite´s
incertaines. L’inte´reˆt de l’approche simple boucle par rapport a` l’approche double boucle
est aussi illustre´ sur ce premier exemple nume´rique. L’approche simple boucle permet
une estimation bien plus pre´cise des HSIC de 1er niveau et, en conse´quence, des HSIC (et
R2HSIC) de 2
nd niveau.
Dans la continuite´ de ces premiers travaux, la me´thodologie d’ASG2 de´veloppe´e sera
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applique´e a` un cas test simulant un accident de perte de de´bit primaire non prote´ge´
pour le re´acteur de quatrie`me ge´ne´ration ASTRID refroidi au sodium (Advanced Sodium
Technological Reactor for Industrial Demonstration).
Il serait aussi pertinent dans la suite de ces travaux d’ame´liorer certains e´le´ments de la
me´thodologie propose´e. En particulier, l’utilisation de plans d’expe´riences pre´sentant des
proprie´te´s optimales de remplissage de l’espace, plans de type space filling, permettrait
d’ame´liorer la convergence des estimateurs. L’e´tude du lien entre la loi de re´fe´rence (pour
tirer l’e´chantillon unique) et la parame´trisation des HSIC de 2nd niveau (choix du noyau
sur les densite´s de probabilite´) pourrait aussi eˆtre approfondie, afin d’optimiser la pre´cision
des HSIC de 2nd niveau.
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