Simultaneous orthogonal matching pursuit (SOMP) and block OMP (BOMP) are two widely used techniques for sparse support recovery in multiple measurement vector (MMV) and block sparse (BS) models respectively. For optimal performance, both SOMP and BOMP require a priori knowledge of signal sparsity or noise variance. However, sparsity and noise variance are unavailable in most practical applications. This letter presents a novel technique called generalized residual ratio thresholding (GRRT) for operating SOMP and BOMP without the a priori knowledge of signal sparsity and noise variance and derive finite sample and finite signal to noise ratio (SNR) guarantees for exact support recovery. Numerical simulations indicate that GRRT performs similar to BOMP and SOMP with a priori knowledge of signal and noise statistics.
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I. INTRODUCTION
This letter considers the recovery 1 of high dimensional structured sparse signals from low dimensional linear measurements, a problem relevant in many signal processing and machine learning applications [1] - [4] . This letter considers two structured sparse recovery scenarios given by a) multiple measurement vector (MMV) model and b) block sparse (BS) model. In MMV, we consider a linear model given by
where Y ∈ R n×L is a matrix of noisy observations, X ∈ R n×p is a fully known over-complete/under-determined design matrix where the dimensions of measurements n is far lesser than the number of covariates/features p (i.e., n ≪ p) and W ∈ R n×L represent a error/noise matrix which is assumed to be identically and independently (i.i.d) distributed as W i,j i.i.d ∼ N (0, σ 2 ). In BS, we consider a regression model with L = 1. However, the p entries of B are divided into p b = p/l b nonoverlapping blocks of equal size l b such that the entries in 1 The following notations are used. X[i, j] denotes the (i, j) th entry of a matrix X. X[:, I] and X[I, :] denote the columns and rows of matrix X indexed by I. X T , X −1 and X † represent the transpose, inverse and Moore-Penrose pseudo inverse of X respectively. In is the n × n identity matrix, 0n is the n dimensional zero vector. X F is the Frobenius norm of X. x q = ( j |x j | q ) 1/q denotes the lq norm of vector x. P(A) denotes the probability of an event A. E() denotes expectation. X ∼ N (µ, σ 2 ) represents a Gaussian random variable (R.V) X with mean µ and variance σ 2 . X ∼ B(a, b) means that X is a Beta R.V with parameters a and b. F a,b (x) = P(X < x) for X ∼ B(a, b) is the cumulative distribution function (CDF) of a Beta R.V and F −1 a,b (x) is the inverse CDF. For any k ∈ N, [k] denotes the set {1, 2, . . . , k}. For any σ > 0, ǫ σ = σ nL + 2 nL log(nL)). P → denotes convergence in probability. card() denotes cardinality of a set. each block are zero or nonzero simultaneously. The k th block contains the entries in B indexed by
We consider the case of sparse B which means that the support of B in MMV scenario given by S = {k ∈ [p] : B[k, : ] = 0 L } satisfies k 0 = card(S) ≪ p and the block support in BS scenario given by
A number of algorithms including versions of orthogonal matching pursuit (OMP) like simultaneous OMP (SOMP) [5] - [9] and block OMP (BOMP) [10] - [13] , l 1 minimization [14]- [16] , sparse Bayesian learning (SBL) [17] , [18] and sparse iterative covariance estimation (SPICE) [19] , [20] etc. are proposed to solve MMV and BS problems. Algorithms based on OMP has received special attention in literature mainly because of it's computational simplicity and analytical tractability. However, a recurring problem with BOMP, SOMP etc. (similar to many other signal processing problems like [21] , [22] ) is the requirement of a priori knowledge of signal sparsity (k 0 or k b ) or ambient noise variance σ 2 . Both sparsity and noise variance are rarely known a priori in practical applications. Recently, a technique called residual ratio thresholding (RRT) is shown to operate OMP for unstructured sparse recovery in single measurement vector (SMV) models (i.e., L = 1 and l b = 1) with finite sample performance guarantees [23] - [25] . This concept is also applied recently to solve sparse robust regression problems [26] . Nevertheless, RRT in it's current avatar is not directly applicable to solve structured sparse recovery problems like BS or MMV.
This article proposes a generalized version of RRT called GRRT which can operate SOMP and BOMP in a signal and noise statistics agnostic fashion with finite sample support recovery guarantees. Existing RRT based formulations [23] , [25] , [26] can be expressed as special cases of GRRT. Both numerical simulations and analytical results indicate that operating SOMP and BOMP using GRRT requires only slightly higher signal to noise ratio (SNR) compared to SOMP and BOMP with a priori knowledge of σ 2 , k 0 or k b . To the best of our knowledge, these are the first schemes for the signal and noise statistics oblivious operation of SOMP and BOMP with finite sample and finite SNR performance guarantees.
II. SOMP AND BOMP ALGORITHMS
Both SOMP and BOMP generate a support estimate sequence S k est indexed by k = 0, 1, . . . satisfying the Algorithm Matrix Condition ǫ Alg for Alg ∈ {SOM P, BOM P } ǫ Alg GRRT P(Ŝ GRRT = S) are the minimum l 2 norm of non zero rows and non zero blocks in B respectively.
The set difference S k dif f which represent the new indices added to the previous support estimate S k−1 est is generated as follows. For each k, let P k = X[:, S k est ]X[:, S k est ] † denotes the projection matrix onto the subspace spanned by
For both MMV and BS, the choice of norm q = 2 is the most popular. The final support estimate given byŜ est = Sk est , wherek is determined by a user specified stopping condition. The choice of stopping condition is very important in SOMP and BOMP. When k b is known a priori, one can choosê [27] . A number of support recovery guarantees (i.e., conditions under whicĥ S est = S) for BOMP [10] - [13] and SOMP [5] - [9] are derived in literature. Restricted isometry constant (RIC) [28] of order k denoted by δ k is defined as the smallest δ > 0 such that [11] . Under the RIC and BRIC constraints discussed in TABLE I, it is known that [9] . These results also implies that the stopping rulesk = k 0 andk = min{k :
Note that for BOMP and SOMP to work with these impressive support recovery guarantees, it is essential to know signal statistics (k 0 , k b ) or noise statistics ( W F , σ 2 ) a priori. Unfortunately, these quantities are unavailable in most practical applications and are extremely difficult to estimate with low complexity and finite sample guarantees. This limits the application of SOMP and BOMP in many practical problems. In the next section, we develop the GRRT algorithm which can estimate S from the sequence S k est without the a priori knowledge of k 0 , k b , W F or σ 2 .
III. GENERALIZED RESIDUAL RATIO THRESHOLDING
In this section, we explain the proposed GRRT technique for operating BOMP algorithm. This can be easily extended to SOMP by considering that MMV is special case of BS with L > 1 and l b = 1 (which means k b = k 0 ). GRRT propose to run BOMP for k max = ⌊ n+1 2l b ⌋ iterations and tries to identify the true support S from the sequence {S k est } kmax k=1 . Note that S is present in the sequence once W F ≤ ǫ Alg . This choice of k max is motivated by the fact that maximum sparsity than can be recovered by any sparse recovery algorithm is limited to ⌊ n+1 2 ⌋ [28] . Unlike the residual norm based stopping rules which stops BOMP and SOMP iterations once R k F ≤ |W F or R k F ≤ ǫ σ , the proposed GRRT statistic is based on the behaviour of residual ratio statistic given by
Next we define the minimal superset associated with support sequence {S k est } as S kmin est , where k min = min{k : S ⊆ S k est }, i.e., the smallest support estimate in the support estimate sequence that covers the true support S. → 0. A mathematically rigorous derivation of this result can be derived using similar results in [23] for the unstructured (L = 1, l b = 1) scenario. Since SC k = 0 n in R k for k > k min , RR(k) given by
is bounded away from zero even when σ 2 → 0. One can derive a more explicit lower bound on RR(k) for k > k min when the noise W is Gaussian distributed. 
Then for all σ 2 > 0,
Theorem 1 implies that RR(k) for k > k min is not just bounded away from zero, but also lower bounded by a positive sequence Γ α GRRT (k) with a probability 1−α. Further, Theorem 1 is valid at all σ 2 > 0. Next we use the derived properties of RR(k) to develop the proposed GRRT technique to estimate S from the sequence {S k est } kmax k=1 produced by SOMP and BOMP.
A. GRRT and exact support recovery guarantees
From Theorem 1, we have seen that RR(k) for k > k min is lower bounded by Γ α RRT (k) with a high probability 1 − α (for small values of α). At the same time, RR(k min ) converges to zero and S kmin est converges to S as σ 2 → 0. Hence, at high SNR, RR(k min ) < Γ α GRRT (k min ) and RR(k) > Γ α GRRT (k) for k > k min with a high probability 1 − α. Consequently, the support estimate S GRRT = S kRRT est , where
will be equal to the true support S with probability 1 − α at high SNR. This is the GRRT algorithm proposed in this letter. Please note that this idea is exactly similar to that of RRT in [23] - [26] except that the scope of RRT is now extended to include BS and MMV scenarios through the generalized lower bound on the residual ratios in Theorem 1.
Note that GRRT involves a hyper parameter α. The choice of this hyperparameter is explained next using the support recovery guarantees for operating SOMP and BOMP using GRRT derived in this letter.
Theorem 2. 1.) GRRT can exactly recover the support of any k 0 sparse matrix B in MMV scenario with probability
2.) GRRT can exactly recover the support of any k b block sparse vector B in BS scenario with probability P(Ŝ
. The values of ǫ BOMP GRRT and ǫ SOMP GRRT are given in TABLE I.
3.) For both SOMP and BOMP, lim
Proof. Please see Appendix B.
By Theorem 2, GRRT can recover the correct support once the noise power i.e., ǫ σ is slightly lower than that required for SOMP and BOMP with a priori knowledge of k 0 , k b or σ 2 . Using the monotonicity properties of Beta CDF [23] , one can see that this difference in the tolerable noise power can be reduced by increasing α which will increase Γ α RRT (k b ) and decrease ǫ BOMP
However, this will decrease the probability of support recovery given by 1−1/n− α. Extensive numerical simulations in Section IV indicate that a choice of α = 0.01 or α = 0.1 deliver good performance in terms of estimating B, whereas, α = 0.01 is more appropriate for support recovery applications. This choice is universal in the sense that user is not required to choose a value of α in each problem using cross validation or subjective tuning. Since the hyper parameter α in GRRT is also an upper bound on high SNR support recovery error, a lower value of α for support recovery problems is justified.
IV. NUMERICAL SIMULATIONS
In this section, we numerically compare the performance of GRRT with respect to SOMP/BOMP with a priori knowledge of k 0 , k b and σ 2 . In Fig.1 and Fig.2 , k 0 and σ 2 represent the performance of BOMP/SOMP with k 0 and σ 2 aware stopping rules discussed in Section II, whereas, α = .. represent the performance of GRRT with hyperparameter α. The matrix we consider is the widely studied concatenation of I n and a n × n Hadamard matrix with columns normalized to have unit length [29] . We set n = 64 and p = 128. For BS, we set l b = 4. For MMV, S is sampled randomly from the set 
nσ 2 in BS and SN R = k0 nσ 2 in MMV scenarios. From Fig.1-2 , it is clear that the MSE of GRRT closely matches the MSE of BOMP/SOMP with a priori knowledge of k 0 /σ 2 at all SNR, whereas, the PE of GRRT closely matches BOMP/SOMP with a priori knowledge of k 0 /σ 2 in the low to medium SNR regime. However, at high SNR the PE of GRRT floors such that GRRT with α = 0.1 has a higher PE compared to GRRT with α = 0.01. In contrast, PE of GRRT with a priori knowledge of k 0 does not exhibit flooring. Note that in both cases, PE at high SNR satisfies P E ≤ α as stated in Theorem 2. Similar performance results were also obtained with a random design matrix X[i, j] i.i.d ∼ N (0, 1/n) and different values of L, l b , k b etc. Further, these results are similar to the results in [23] , [24] where RRT was shown to achieve a performance similar to OMP with a priori knowledge of k 0 or σ 2 when L = 1 and l b = 1.
V. CONCLUSIONS
In this letter, we presented a generalized version of RRT principle applicable to MMV and BS scenarios and use it to operate SOMP and BOMP without signal and noise statistics.
The proposed algorithm is also shown analytically and numerically to deliver a performance close to that of SOMP/BOMP with a priori knowledge of signal and noise statistics.
Appendix A: Proof of Theorem 1
Proof. The proof of Theorem 1 mirrors closely the proof of Theorem 2 in [23] and Theorem 2 in [26] . When the noise is Gaussian and the support estimate S est (k) is deterministic, (I n − P k ) is a projection matrix of rank n − kl b and P k − P k−1 is a projection matrix of rank l b . This implies that (In−P k )W 2 ∼ χ 2 l b L . Note that χ 2 k is a central chi square random variable with k degrees of freedom [25] . Substituting this result in Equations 6)-9) in the proof of Theorem 2 of [23] along with the fact that there exists pos(k) possibilities for S k est given S k−1 est gives Theorem 1.
Appendix B: Proof of Theorem 2
Proof.Ŝ GRRT will be equal to S if three events A 1 :
, ∀k > k min } occur simultaneously. A 1 ensures that true support S is present in the sequence {S k est } kmax k=1 and it is indexed by k = k min = k b . A 2 ensures that k GRRT = max{k : RR(k) < Γ α RRT (k)} ≥ k b , whereas, A 3 ensures that k GRRT ≤ k b . Hence, A 1 ∩ A 2 ∩ A 3 ensures that k GRRT = k min = k b andŜ GRRT = S. Consequently, P(Ŝ GRRT = S) ≥ P(A 1 ∩ A 2 ∩ A 3 ).
We first prove the case of SOMP. Note that k b = k 0 for MMV. A 1 is true once W F ≤ ǫ SOMP . Next we consider a regime where W F ≤ ǫ SOMP . Since S kmin est = S and k min = k 0 , R kmin F ≤ W F . Following the proof of Theorem 1 in [9] , we have R k F ≥ 1 − δ k0+1 B SOMP min − W F for k < k b = k min . Hence,
once W F ≤ ǫ SOMP . Hence, RR(k min ) < Γ α GRRT (k 0 ), i.e., A 2 is satisfied once
