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ON NILPOTENT LEIBNIZ SUPERALGEBRAS
J.R. GO´MEZ, R.M. NAVARRO, AND B. A. OMIROV
Abstract. The aim of this work is to present the first problems that appear in
the study of nilpotent Leibniz superalgebras. These superalgebras and so the
problems, will be considered as a natural generalization of nilpotent Leibniz
algebras and Lie superalgebras.
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1. Introduction
The notion of Leibniz superalgebras was firstly introduced in [1], although graded
Leibniz algebra was considered before in work [8]. As Leibniz algebras are a gener-
alization of Lie algebras [9], then many of the features of Leibniz superalgebras are
generalization of Lie superalgebras.
The study of nilpotent Leibniz algebras [1], [3], [4] shows that many nilpotent
properties of Lie algebras can be extended for nilpotent Leibniz algebras. The
results of nilpotent Leibniz algebras may help us to study nilpotent Leibniz super-
algebras. However, nilpotent Leibniz superalgebras turn out more complex than
nilpotent Lie superalgebras.
This is the frame of our work: nilpotent Leibniz superalgebras. In the case of
Leibniz algebras appears the notion of zero-filiform algebra, this notion does not
exist in Lie algebras. This algebra has maximal nilindex. In Leibniz superalgebras
we offer the analogue of zero-filiform Leibniz algebras, that is zero-filiform Leibniz
superalgebras, ZFn,m. But not all of zero-filiform Leibniz superalgebras have max-
imal nilindex, there is only one in particular pair of dimensions: (n, n), (n, n+ 1),
as could be seen in theorem 3.9.
Before to studying general classes of Leibniz superalgebras (zero-filiform and
filiform Leibniz superalgebras) we had to solve the problem of finding a suitable
basis; a so-called adapted basis, see theorems 3.5 and 3.8. The function f(n,m),
defined as the maximal nilindex for Lie superalgebras of type (n,m), is always
≤ n + m − 1 [10] but the same function f(n,m) on Leibniz superalgebras can
be n + m. Also, this value is only obtained for the special zero-filiform Leibniz
superalgebras that appear in the particular pair of dimensions mentioned above.
By applying direct sum with C to these special Leibniz superalgebras we obtain
that f(n+1, n) = 2n and f(n, n+2) = 2n+1, see theorem 3.11. Maximal nilindex
determination is an open problem for the general case.
This work was supported by the PAICYT, FQM143 of the Junta de Andalucia (Spain), by
INTAS (Ref. Nr. 04-83-3035) and by Junta de Extremadura-Consejer´ıa de Infraestructuras y
Desarrollo Tecnolo´gico and Feder (Ref. Nr. 3PR05A074).
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Analogously as for Lie superalgebras [10] we will refer the nilpotent Leibniz
superalgebras of type (n,m), with nilindex f(n,m), as maximal class Leibniz su-
peralgebras. We will denote the variety of these Leibniz superalgebras as Mn,m.
In this work we have obtained many results concerning nilindex and the func-
tion maximal nilindex f(n,m); we have found many of superalgebras with open
orbits which determine irreducible components of the variety of nilpotent Leibniz
superalgebras, and we have obtained the relative position of the subvarietiesMn,m
and ZFn,m in some cases. Also we conjecture that there exists one unique Leibniz
superalgebra of type (n+ 1, n) with nilindex equal to 2n (conjecture 2).
In this paper, most of classification proofs are omitted because of they are very
laborious and they do not apport any new idea.
2. Preliminaries
The vector space V is said to be Z2-graded if it admits a decomposition in direct
sum, V = V0
⊕
V1. An element X of V is called homogeneous of degree γ, γ ∈ Z2,
if it is an element of Vγ . In particular, the elements of V0 (resp. V1) are also called
even (resp. odd).
Let V = V0
⊕
V1 and W = W0
⊕
W1 be two Z2-graded vector spaces. A
linear mapping f : V → W is said to be homogeneous of degree γ, γ ∈ Z2,
if f(Vα) ⊆ Wα+γ(mod2) for all α ∈ Z2. In particular, if the linear mapping is
homogeneous of degree 0 is said to be a homomorphism of the two Z2-graded
vector spaces. Now it is clear how we define an isomorphism or an automorphism
of Z2-graded vector spaces.
We say that two Leibniz superalgebras, L1 and L2, are isomorphic if there ex-
ists a Z2-graded vector space isomorphism, ϕ : L1 → L2, satisfying ϕ([X,Y ]) =
[ϕ(X), ϕ(Y )] for all X, Y of L1. Then ϕ is called an isomorphism of Leibniz su-
peralgebras and it is always assumed to be consistent with Z2-graduations; that is,
they are homogeneous linear mappings of degree zero.
Definition 2.1. [1]. A Z2-graded vector space L = L0
⊕
L1 is called a Leibniz
superalgebra if it is equipped with a product [−,−] which satisfies the following
conditions:
[Lα, Lβ] ⊆ Lα+β(mod2) for all α, β ∈ Z2
[x, [y, z]] = [[x, y], z]− (−1)αβ [[x, z], y]− graded Leibniz identity
for all x ∈ L, y ∈ Lα, z ∈ Lβ, α, β ∈ Z2.
Note that if a Leibniz superalgebra L satisfies the identity [x, y] = −(−1)αβ[y, x]
for all x ∈ Lα, y ∈ Lβ , then the graded Leibniz identity is reduced to the following
graded Lie identity:
(−1)αγ [x, [y, z]] + (−1)αβ[y, [z, x]] + (−1)βγ [z, [x, y]] = 0.
Therefore Leibniz superalgebras are a generalization of Lie superalgebras.
If we denote by RX the right multiplication operator, i.e. RX : L→ L, then the
graded Leibniz identity can be expressed in the following form:
R[X,Y ] = RY RX − (−1)αβRXRY (1)
where X ∈ Lα, Y ∈ Lβ .
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We denote by R(L) the set of all right multiplication operators. It is not difficult
to prove that R(L) with the multiplication defined by:
< Ra, Rb >:= RaRb − (−1)αβRbRa (2)
for Ra ∈ R(L)α, Rb ∈ R(L)β , becomes a Lie superalgebra.
In order to provide an example of non-Lie Leibniz superalgebra, we can consider
an associative superalgebra, A = A0
⊕
A1, and a linear mapping D : A → A
satisfying the condition:
D(a(Db)) = DaDb = D((Da)b)
for all a, b ∈ A and define a new multiplication over the underlying Z2-graded vector
space, <,>, by:
< a, b >D:= a(Db)− (−1)αβD(b)a
for a ∈ Aα, b ∈ Aβ . Then A equipped with multiplication <,> becomes a Leibniz
superalgebra, which in general is not a Lie superalgebra.
The descending central sequence of a Leibniz superalgebra L = L0
⊕
L1 is de-
fined by C0(L) = L, Ck+1(L) = [Ck(L), L] for all k ≥ 0. If Ck(L) = 0 for some k,
the Leibniz superalgebra is called nilpotent. The smallest natural number k such
as Ck(L) = 0 is called the nilindex of L.
We denote by Nn,m the variety of nilpotent Leibniz superalgebras L = L0
⊕
L1
with dimL0 = n, dimL1 = m; and by Leib
n,m denote the variety of Leibniz su-
peralgebras. The above property Ck(L) = 0 can be realized via finite numbers of
polynomial relations on structure constants and therefore, this set forms a subva-
riety of the variety Leibn,m.
For Leibniz superalgebras we have the following analogue of Engel’s theorem:
Theorem 2.2. (Engel’s theorem) [1]. A finite dimensional Leibniz superalgebra
L is nilpotent if and only if the operators RX are nilpotent for all X ∈ L.
If we take an homogeneous basis {X0, ..., Xn−1, Y1, ...., Ym} for L (L ∈ Leibn,m),
the superalgebra is completely determined by:
[Xi, Xj ] =
n−1∑
k=1
CkijXk, [Xi, Yj ] =
m∑
k=1
DkijYk,
[Yi, Xj ] =
m∑
k=1
EkijYk, [Yi, Yj ] =
n−1∑
k=1
F kijXk,
where {Ckij , Dkij , Ekij , F kij} are structure constants. These structure constants verify
the restrictions obtained by the graded Leibniz identity [1].
Let V = V0
⊕
V1 be the underlying vector space of L, L = L0
⊕
L1 ∈ Leibn,m
and let G(V ) be the group of the invertible linear mappings of the form f = f0+f1
such that f0 ∈ GL(n,C) and f1 ∈ GL(m,C) (G(V ) = GL(n,C)
⊕
GL(m,C)).
The action of G(V ) on Leibn,m induces an action on the Leibniz superalgebras
variety: two laws λ1 and λ2 are isomorphic, if there exists a linear mapping f ,
f = f0 + f1 ∈ G(V ), such that
λ2(X,Y ) = f
−1
α+β(λ1(fα(X), fβ(Y ))) for all X ∈ Vα, Y ∈ Vβ .
We denote by O(λ) the orbit of λ corresponding to this action.
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The superalgebras with open orbits in Nn,m are called rigid. The closures of
these open orbits give irreducible components of the variety Nn,m. Then, the fact
of finding such algebras is crucial for the description of the variety Nn,m.
The description of the variety of any class of algebras or superalgebras is a
difficult problem. Different papers, for example [2], [5], [7], [11] are concerning
the applications of algebraic groups theory to the description of the variety of Lie
algebras.
Definition 2.3. For a Leibniz superalgebra L = L0
⊕
L1 we define the set Z(L),
Z(L) = {X ∈ L : [L,X ] = 0} which will be called the right annihilator of L.
It is easy to see that Z(L) is a two-sided ideal of L and [X,X ] ∈ Z(L) for any
X ∈ L0, this notion is good and compatible with the right annihilator in Leibniz
algebras. If we consider I = ideal < [X,Y ] + (−1)αβ [Y,X ] : X ∈ Lα, Y ∈ Lβ >,
then I ⊆ Z(L).
Definition 2.4. For a Leibniz superalgebra L we define the sets
L(L) = {X ∈ L : [X,L] = 0},
Cent(L) = {X ∈ L : [X,L] = [L,X ] = 0}
which are called left annihilator and center of L, respectively.
We can extract a result of Leibniz algebras [2] and apply it to Leibniz superal-
gebras : for any s, r ∈ N the following subsets of Leibn,m are closed relatively to
the Zariski topology:
(1) {µ ∈ Leibn,m | dimµs ≤ r}
(2) {µ ∈ Leibn,m | dimZ(µ) ≥ s}
(3) {µ ∈ Leibn,m | dimL(µ) ≥ s}
(4) {µ ∈ Leibn,m | dimCent(µ) ≥ s}
where µs = Cs(µ). Hence, a superalgebra µ does not belong to clO(λ) if one of
the following conditions holds:
(1) dimλs < dimµs for some s,
(2) dimZ(λ) > dimZ(µ),
(3) dimL(λ) > dimL(µ),
(4) dimCent(λ) > dimCent(µ).
3. Details in Leibniz superalgebras
Let L = L0
⊕
L1 be a nilpotent Leibniz superalgebra with dimL0 = n and
dimL1 = m. From (2) we have that R(L) is a Lie superalgebra, in particular R(L0)
is a Lie algebra. As L1 has L0-module structure we can consider R(L0) as a subset
of GL(V ), where V is vector space corresponding to L1. So, we have a Lie algebra
formed by nilpotent endomorphisms of V . And applying the Engel’s theorem [6]
we have existence of subspaces of V :
V0 ⊆ V1 ⊆ V2 ⊆ ... ⊆ Vm = V,
with dim(Vi) = i and R(L0)(Vi+1) ⊂ Vi.
We define two new descending sequences, Ck(L0), C
k(L1) as follows: C
0(Li) =
Li, C
k+1(Li) = [C
k(Li), L0] for k ≥ 0, i ∈ {0, 1}. Analogously as for Lie su-
peralgebras [10], if L = L0
⊕
L1 is a nilpotent Leibniz superalgebra, then L has
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super-nilindex or s-nilindex (p, q) if the following conditions hold:
(Cp−1(L0))(C
q−1(L1)) 6= 0, Cp(L0) = Cq(L1) = 0
We have for Lie superalgebras the invariant called characteristic sequence that
can be naturally extended for Leibniz superalgebras. Thus, we have the following
definition.
Definition 3.1. For an arbitrary element X ∈ L0, the operator RX is a nilpotent
endomorphism of space Li, where i ∈ {0, 1}. We denote by gzi(X) descending
sequence of dimensions of Jordan blocks of RX . We define the invariant of a Leibniz
superalgebra L as follows:
gz(L) =
(
max
X∈L0−[L0,L0]
gz0(X)
∣∣∣∣ max
eX∈L0−[L0,L0]
gz1(X˜)
)
,
where gzi is the lexicographic order.
The couple gz(L) is called characteristic sequence of Leibniz superalgebra L.
We denote by Nn,mp,q the subset of the set N
n,m, with s-nilindex (k0, k1), where
k0 ≤ p and k1 ≤ q.
Lemma 3.2. The set Nn,mp,q is a subvariety of the variety N
n,m.
Proof. The proof of this lemma is evident, because the set Nn,mp,q can be realized
via finite numbers of polynomial equations of the structure constants. 
Definition 3.3. A Leibniz superalgebra L, L ∈ Nn,m, is called zero-filiform if its
s-nilindex is (n,m).
We denote by ZFn,m the set of zero-filiform Leibniz superalgebras.
Remark 3.4.
1) If L = L0
⊕
L1 is a zero-filiform Leibniz superalgebra then from [3] we have
that L0 is a zero-filiform Leibniz algebra.
2) Since ZFn,m = Nn,m\(Nn,mn−1,m ∪ Nn,mn,m−1), then ZFn,m is an open set in
Zariski topology.
3) Note that zero-filiform Leibniz superalgebra L of type (n,m) can be realized
as superalgebra with gz(L) = (n|m).
Before to studying general classes of Leibniz (super)algebras, it is useful to solve
the problem of finding a suitable basis; a so-called adapted basis. This question is
not trivial even for Lie superalgebras and it is difficult to demonstrate the general
existence of such a basis for Leibniz superalgebras. Particularly, we prove in the
following theorem that there always exists an adapted basis for the class of zero-
filiform Leibniz superalgebras.
Theorem 3.5. If L = L0
⊕
L1 ∈ ZFn,m, then there exists an adapted basis of
L, namely {X0, X1, ..., Xn−1, Y1, Y2, ..., Ym}, with {X0, X1, ...., Xn−1} a basis of L0
and {Y1, Y2, ..., Ym} a basis of L1, such that:
[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 2, [Xn−1, X0] = 0,
[Yj , X0] = Yj+1, 1 ≤ j ≤ m− 1, [Ym, X0] = 0.
Moreover [Yj , Xk] = 0 for 1 ≤ j ≤ m and 1 ≤ k ≤ n− 1, and the omitted products
of L0 =< X0, X1, ..., Xn−1 > vanish.
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Proof. As L = L0
⊕
L1 is a zero-filiform Leibniz superalgebra, then L0 is a zero-
filiform Leibniz algebra. Thus from [3] we have an adapted basis for L0 : {X0, X1, ...,
Xn−1} with [Xi, X0] = Xi+1, 0 ≤ i ≤ n− 2, [Xn−1, X0] = 0, [Xi, Xk] = 0 for
0 ≤ i ≤ n− 1, and 1 ≤ k ≤ n− 1.
As we stated at the beginning of this section we have:
0 ⊂ V1 ⊂ ... ⊂ Vm with dim(Vi+1/Vi) = 1,
where each Vi is the vector space of generators: {Y1, Y2, ...., Yi}, Vi =< Y1, Y2, ..., Yi >,
with [Vi+1, L0] = Vi.
So, [V1, L0] = 0 and then [Y1, Xi] = 0 ∀i. As [V2, L0] = V1 we have that exists a
non-null scalar namely λ2 such that [Y2, Xi2 ] = λ2Y1. By induction, it is possible
to prove that there exists a set of non-null scalars {λ2, λ3, . . . , λm} and vectors
{Xi2 , Xi3 , . . . , Xim} ⊆ {X0, X1, . . . , Xn−1} verify
[Yk, Xik ] = λkYk−1 +Ψk(Yk−2, . . . , Y1), 2 ≤ k ≤ m, (3)
where Ψk(v1, v2, . . . , vs) represents a linear combination of the vectors {v1, v2, . . . , vs}.
Using the graded Leibniz identity we can assert that i2 = i3 = · · · = im = 0. In
fact, if there exists ik ∈ {1, . . . , n− 1} we have
[Yk, Xik ] = [Yk, [Xik−1, X0]] = [[Yk, Xik−1]︸ ︷︷ ︸
⊆Vk−1
, X0]
︸ ︷︷ ︸
⊆Vk−2
− [[Yk, X0]︸ ︷︷ ︸
⊆Vk−1
, Xik−1]
︸ ︷︷ ︸
⊆Vk−2
But from (3) we obtain that Yk−1 ∈ Vk−2 which is a contradiction with the definition
of the subspaces Vi.
Thus, we have the following expression for the basis vectors
[Y1, Xj ] = 0, ∀j
[Y2, X0] = λ2Y1, λ2 6= 0
[Y3, X0] = λ3Y2 +Ψ3(Y1), λ3 6= 0
[Yi, X0] = λiYi−1 +Ψi(Yi−2, . . . , Y1), λi 6= 0, 4 ≤ i ≤ m
Using the change of basis
X ′i = Xi, 0 ≤ i ≤ n− 1
Y ′m = Ym
Y ′m−j = [Y
′
m−j+1, X
′
0], 1 ≤ j ≤ m
and namely Yj = Y
′
m−j+1 for 1 ≤ j ≤ m we obtain [Yj , X0] = Yj+1 with 1 ≤ j ≤
m − 1 and [Ym, X0] = 0. Only rest to prove [Yj , Xk] = 0 for 1 ≤ j ≤ m and
1 ≤ k ≤ n− 1 for to conclude the proof.
Using graded Leibniz identity for the vectors (Yj , X0, X0) with 1 ≤ j ≤ m, we
obtain that [Yj , X1] = 0. It is easily seen by induction in k and using graded
Leibniz identity for the vectors (Yj , Xk−1, X0) that [Yj , Xk] = 0 for 1 ≤ j ≤ m and
1 ≤ k ≤ n− 1 which concludes the proof. 
Definition 3.6. A Leibniz superalgebra of Nn,m is called filiform if its s-nilindex
is (n-1,m).
Remark 3.7.
1) If L = L0
⊕
L1 is a filiform Leibniz superalgebra then from [3] we have
that L0 is a filiform Leibniz algebra.
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2) Note that a filiform Leibniz superalgebra L of type (n,m) can be realized
as a Leibniz superalgebra with gz(L) = (n− 1, 1|m).
We denote by Fn,m the set of all filiform Leibniz superalgebras.
The next theorem shows that in the class of filiform Leibniz superalgebras it is
also possible to assert about existence of an adapted basis.
Theorem 3.8. Let L = L0
⊕
L1 be a filiform Leibniz superalgebra, L ∈ Fn,m.
Then there exists a basis {X0, X1, ..., Xn−1, Y1, Y2, ..., Ym} of L such that L can be
expressed in one of the following of laws:
(I) :

[Xi, X0] = Xi+1, 1 ≤ i ≤ n− 2
[Yj , X0] = Yj+1, 1 ≤ j ≤ m− 1
[Ym, X0] = 0
[Yj , Xk] = 0, 1 ≤ j ≤ m, 2 ≤ k ≤ n− 1
[X0, X0] = X2
[X0, X1] = α3X3 + ...+ αn−2Xn−2 + θXn−1
[Xi, X1] = α3Xi+2 + ...+ αn−iXn−1, 1 ≤ i ≤ n− 3
(II) :

[Xi, X0] = Xi+1, 2 ≤ i ≤ n− 2
[Yj , X0] = Yj+1, 1 ≤ j ≤ m− 1
[Ym, X0] = 0
[Yj , Xk] = 0, 1 ≤ j ≤ m, 2 ≤ k ≤ n− 1
[X0, X0] = X2
[X0, X1] = β3X3 + ...+ βn−1Xn−1
[X1, X1] = γXn−1
[Xi, X1] = β3Xi+2 + ...+ βn−iXn−1, 2 ≤ i ≤ n− 3
(III) :

[Xi, X0] = −[X0, Xi] = Xi+1 1 ≤ i ≤ n− 2
[Xi, Xj ] = −[Xj, Xi] ∈ lin < Xi+j+1, Xi+j+2, . . . , Xn > 1 ≤ i, j ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ m− 1
In (I) and (II) the omitted products of L0 =< X0, X1, ..., Xn−1 > vanish.
Proof. If L0 is a non-Lie filiform Leibniz algebra, then from [3] we have that there
exists a basis of L0 : {X0, X1, ..., Xn−1} such that L0 can be expressed as the even
products (i.e. the products [Xi, Xj ]) of (I) or as the even products of (II). Then
applying a similar reasoning as in theorem 3.5 we obtain the existence of vectors of
L1 : {Y1, ...., Ym} which satisfy the multiplications (I) and (II) of the theorem.
If L0 is a filiform Lie algebra, then using the even products from [11] and using
the mentioned reasoning for {Y1, . . . , Ym} way we obtain the family (III). 
In [1] we have the following result
Theorem 3.9. [1] Let L be a n-dimensional Leibniz superalgebra with maximal in-
dex of nilpotency. Then L is isomorphic to one of the two following non isomorphic
algebras:
[ei, e1] = ei+1 1 ≤ i ≤ n− 1,
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[ei, e1] = ei+1, 1 ≤ i ≤ n− 1, [ei, e2] = 2ei+2, 1 ≤ i ≤ n− 2,
where omitted products are zero.
Seeing the process of the proof of this theorem we observe that the Leibniz
superalgebra
[ei, e1] = ei+1 1 ≤ i ≤ n− 1
is really a split Leibniz superalgebra, i.e. is a Leibniz algebra with all the basis
elements ei even ones. So, this case is not interesting for our study. However, the
Leibniz superalgebra
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1, [ei, e2] = 2ei+2, 1 ≤ i ≤ n− 2
has even part all the ei with i even, and the odd part is constituted by all the ei
with i odd. That is, L = L0
⊕
L1 =< e2, e4, · · · >
⊕
< e1, e3, · · · >, thus there are
two possibilities:
• if n is even, then we have L =< e2, e4, . . . , en >
⊕
< e1, e3, . . . , en−1 > so,
dim(L0) = dim(L1).
• if n is odd, then we have L =< e2, e4, . . . , en−1 >
⊕
< e1, e3, . . . , en > so,
dim(L1) = 1 + dim(L0).
As for Lie superalgebras [10], the function that gives the maximal nilindex for each
pair of dimensions n and m (dimensions of the even and odd parts, respectively)
will be noted by f(n,m). Thus we have the following important theorems for our
study.
Theorem 3.10. f(n,m) is equal to n+m if and only if m = n or m = n+ 1.
By applying direct sum with C to the non-split superalgebras of the theorem
3.9, we obtain the following result.
Theorem 3.11. f(n+ 1, n) = 2n and f(n, n+ 2) = 2n+ 1.
At this point, for the rest of possibilities of the pair (n,m) the function f(n,m)
is unknown.
Since the non-split superalgebras of the theorem 3.9 are zero-filiform Leibniz
superalgebras, in the following sections we will start considering the set ZFn+1,m.
Moreover, in the next sections we will study Leibniz superalgebras with the dimen-
sion of the odd part up to three and generic dimension of the even part, and generic
dimension of the odd part and two-dimensional even part.
4. Leibniz Superalgebras with two-dimensional odd part
We will consider the case n = 1 separately.
ON NILPOTENT LEIBNIZ SUPERALGEBRAS 9
4.1. Case n = 1.
Lemma 4.1. Let L be any Leibniz superalgebra L ∈ ZF 2,2. Then it is isomorphic
to one of the following Leibniz superalgebras, pairwise non-isomorphic, that can be
expressed in an adapted basis {X0, X1, Y1, Y2} by
µα1 =

[X0, X0] = X1,
[Y1, X0] = Y2
[X0, Y1] = αY2, α ∈ C
[Y1, Y1] = X1
µ2 =

[X0, X0] = X1
[Y1, X0] = Y2
[X0, Y1] =
1
2Y2
[Y1, Y1] = X0
[Y2, Y1] = X1
Proof. By using a generic change of basis, along with the graded Leibniz identity
we obtain the lemma. 
Remark 4.2. By using the change of basis e1 = Y1, e2 = X0, e3 =
1
2Y2, e4 =
1
2X1,
it is easy to see that µ2 is a superalgebra of the theorem 3.9 for the case (2, 2).
Proposition 4.3. f(2, 2) = 4(= n+m)
Proof. Is a corollary of the above lemma. 
Proposition 4.4.
M2,2 = O(µ2)
Proof. According to the above lemma it is sufficient to prove that if L ∈ N2,2 with
nilindex 4, then L ∈ ZF 2,2. In fact, if L /∈ ZF 2,2 then we have two possible cases:
Case 1. L = L0 + L1, with L0 abelian. In this case L is a Lie superalgebra and
then it will have nilindex < 4, see [10].
Case 2. L = L0 + L1, with L0 zero-filiform Leibniz algebra. In this case as
L /∈ ZF 2,2 then Y2 /∈ C1(L) ({Y1, Y2} basis of L1) which leads to nilindex < 4. 
Proposition 4.5. The orbit O(µ2) is a Zariski open subset of N
2,2
Proof. It is a consequence of
Mn+1,m = Nn+1,m −Nn+1,m
f(n+1,m)−1

4.2. Case n > 1.
Lemma 4.6. Let L be any zero-filiform Leibniz superalgebra L ∈ ZFn+1,2, with
n ≥ 2. Then it is isomorphic to one of the following Leibniz superalgebras, pairwise
non-isomorphic, that can be expressed in an adapted basis {X0, X1, . . . , Xn, Y1, Y2}
by
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µα1 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Y1, X0] = Y2
[X0, Y1] = αY2, α ∈ C
[Y1, Y1] = Xn
µ2 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Y1, X0] = Y2
[Y1, Y1] = Xn−1
[Y2, Y1] = Xn
µ3 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Y1, X0] = Y2
[X0, Y1] = −Y2,
[Y1, Y1] = Xn−1
[Y1, Y2] = Xn
Remark 4.7. All the above Leibniz superalgebras have nilindex n+ 1 (= (n+ 1) +
m− 2), two units less than the total dimension of the Leibniz superalgebras.
Proof. The family of ZFn+1,2, with n ≥ 2, can be expressed, in an adapted basis
{X0, X1, . . . , Xn, Y1, Y2}, by
[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Y1, X0] = Y2
[X0, Y1] = aY2
[Y1, Y1] =
n∑
i=0
bi11Xi
[Y1, Y2] =
n∑
i=0
bi12Xi
[Y2, Y1] =
n∑
i=0
bi21Xi
[Y2, Y2] = b
n
22Xn
verifying the graded Leibniz identity. This fact leads to
[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Y1, X0] = Y2
[X0, Y1] = aY2
[Y1, Y1] = b
n−1
11 Xn−1 + b
n
11Xn
[Y1, Y2] = b
n
12Xn
[Y2, Y1] = b
n
21Xn
with the restrictions:
abn21 = 0
(a+ 1)bn12 = 0
bn12 − bn−111 + bn21 = 0
Now we consider different cases:
• Case 1. bn12 = 0. In this case we have that bn−111 = bn21 = α and aα = 0.
– Case 1.1. a = 0.
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∗ Case 1.1.1. α = 0. As bn11 implies that the law corresponds to
a degenerate case, it is necessary that bn11 6= 0. Applying the
change of scale {X ′0 = bX0, Y ′1 = Y1, Y ′2 = bY2} taking b as any
complex root of the equation xn+1 − bn11 = 0, we have µ01.
∗ Case 1.1.2. α 6= 0. By using the change of basis that follows
X ′0 = bX0 + cX1
X ′i = b
i+1Xi + b
icXi+1, 1 ≤ i ≤ n− 1
X ′n = b
n+1Xn
Y ′1 = Y1
Y ′2 = bY2
with b any complex root of the equation xn−α = 0 and c = b
n
11
bn−1
,
we obtain µ2.
– Case 1.2. a 6= 0. As we have argued before bn11 6= 0 (in other case it
will be a degenerate case). Therefore, without loss of generality we
may assume that bn11 = 1 (by a simple change of scale). If we denote
a by α, we obtain µα1 with α 6= 0.
• Case 2. bn12 6= 0. In this case we have that a = −1 and bn−111 = bn12 6= 0 and
bn21 = 0. By repeating the change of basis in the case 1.1.2. we obtain µ3.
After, by applying a generic change of basis it can be seen that the above super-
algebras are pairwise non-isomorphic.

Theorem 4.8. The orbits O(µ2), O(µ3) are Zariski open subsets of N
n+1,2.
Proof. We have that dimL(µi) = 2 for i = 1, 3, but for i = 2 this invariant is equal
to one. Therefore, O(µ2) 6⊂ ∪α∈CclO(µα1 ) ∪ clO(µ3) which implies that O(µ2) 6⊂
∪α∈CclO(µα1 ) ∪ clO(µ3) ∪Nn+1,2n,2 ∪Nn+1,2n+1,1 , that is, O(µ2) is a Zariski open subset
of Nn+1,2.
Since dimZ(µi) = n + 1 for i = 1, 2, and dimZ(µ3) = n, then O(µ3) 6⊂
∪α∈CclO(µα1 ) ∪ clO(µ2) which implies that O(µ3) 6⊂ ∪α∈CclO(µα1 ) ∪ clO(µ2) ∪
Nn+1,2n,2 ∪Nn+1,2n+1,1 , that is, O(µ3) is a Zariski open subset of Nn+1,2.

The question now is if there exists any Leibniz superalgebra of nilindex higher
than n+1 that is the maximal nilindex for zero-filiform Leibniz superalgebras. The
following theorem is a consequence of the search of such Leibniz superalgebra in
the filiform Leibniz superalgebras.
Theorem 4.9. Let L be any filiform (non Lie) Leibniz superalgebra L = L0 ⊕ L1
with dim(L0) = n+1, n > 1 and dim(L1) = 2. If L has nilindex n+2, then n = 2
and it will be isomorphic to the following Leibniz superalgebra that can be expressed
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in an adapted basis {X0, X1, X2, Y1, Y2} by
R3,2 =

[X1, X0] = X2
[X0, X0] = X2
[X0, Y1] =
1
2Y2
[X1, Y1] =
1
2Y2
[Y1, X0] = Y2
[Y1, Y1] = X0
[Y2, Y1] = X2
Corollary 4.10.
f(3, 2) = 4,
f(n+ 1, 2) = n+ 1, if n ≥ 3
Corollary 4.11.
M3,2 6⊂ ZF 3,2
Corollary 4.12.
ZFn+1,2 ⊂Mn+1,2, n ≥ 3
Proof of the theorem. For n > 2, by using the graded Leibniz identity it is easy
to see that any filiform Leibniz (no Lie) superalgebra L = L0 ⊕ L1 with adapted
basis {X0, X1, X2, X3, . . . , Xn, Y1, Y2} verifies that [Y1, Y1] ∈< X2, . . . , Xn >, which
implies that L will have always nilindex n. For n = 2, all the cases are as described
below except for one case in which it is possible that X0 ∈< [Y1, Y1] >. This
exception corresponds to the two-parametric family
[X1, X0] = X2
[X0, X0] = X2
[X0, Y1] = λY2
[X1, Y1] = λY2
[Y1, X0] = 2λY2
[Y1, Y1] = 2λβX0
[Y2, Y1] = βX2
with λβ 6= 0. If we apply the change of scale {X ′0 =
1
2
X0, X
′
1 =
1
2
X1, X
′
2 =
1
4
X2, Y
′
1 =
1
2
√
λβ
Y1, Y
′
2 =
√
λ
2
√
β
Y2} to the two-parametric family, we obtain R.
This concludes the proof.
5. Leibniz Superalgebras with three-dimensional odd part
In this section and in the rest, most of classification proofs are omitted because
of they are very laborious and they do not apport any new idea.
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5.1. Case n = 1.
Lemma 5.1. Let L be any Leibniz superalgebra L ∈ ZF 2,3. Then, it is isomorphic
to one of the following Leibniz superalgebras, pairwise non-isomorphic, that can be
expressed in an adapted basis {X0, X1, Y1, Y2, Y3} by
µ1 =

[X0, X0] = X1,
[Y1, X0] = Y2
[Y2, X0] = Y3
[Y1, Y1] = X1
µ2 =

[X0, X0] = X1
[Y1, X0] = Y2
[Y2, X0] = Y3
[X0, Y1] = Y3
[Y1, Y1] = X1
µ3 =

[X0, X0] = X1
[Y1, X0] = Y2
[Y2, X0] = Y3
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y1] = X1
µ4 =

[X0, X0] = X1
[Y1, X0] = Y2
[Y2, X0] = Y3
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = X1
µ5 =

[X0, X0] = X1
[Y1, X0] = Y2
[Y2, X0] = Y3
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y3] = −X1
[Y2, Y2] = X1
[Y3, Y1] = −X1
µ6 =

[X0, X0] = X1
[Y1, X0] = Y2
[Y2, X0] = Y3
[X0, Y1] =
1
2Y2
[X1, Y1] =
1
2Y3
[Y1, Y1] = X0
[Y2, Y1] = X1
Proof. By using a generic change of basis, along with the graded Leibniz identity
we obtain the lemma. 
Remark 5.2. It is easily to see that µ6 is the superalgebra (in theorem 3.9) for the
case (2, 3), if we only consider the change of basis: e1 = Y1, e2 = X0, e3 =
1
2Y2, e4 =
1
2X1, e5 = Y3..
Proposition 5.3.
f(2, 3) = 5
Proof. Is a corollary of the above lemma. 
Proposition 5.4.
M2,3 = O(µ6)
Proof. Is a corollary of the above lemma. 
Proposition 5.5. O(µ5), O(µ6) are Zariski open subsets of N
2,3.
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Proof. Since µ6 has maximal index of nilpotency we have that O(µ6) is a Zariski
open subset of N2,3.
Concerning to O(µ5) we have that dimC
2(µi) = 1 for 1 ≤ i ≤ 4 and dimC2(µ5) =
2, which implies thatO(µ5) 6⊂ ∪1≤i≤4clO(µi). Since dimZ(µ6) = 3 and dimZ(µ5) =
1 we have that O(µ5) 6⊂ clO(µ6). Thus, O(µ5) 6⊂ ∪1≤i≤6,i6=5clO(µi), that is O(µ5)
is a Zariski open subset of N2,3.

5.2. Case n = 2.
We are going to give two lemmas which will be useful in this section and in the
remaining ones.
Lemma 5.6. Let L = L0⊕L1 be any Leibniz superalgebra with s-nilindex (n+1, 3)
or (n, 3). Then, if we call {X0, X1, . . . , Xn, Y1, Y2, Y3} an adapted basis of L, it will
verify
[Yi, Yj ] ∈ Cn−6+i+j(L0) for all i, j
Proof. Using the graded Leibniz identity we obtain that
[Y3, Y3] = [[Y2, Y3], X0] = [[Y3, Y2], X0] = [[[Y1, Y3], X0], X0] = [[[Y3, Y1], X0], X0] =
= 1/2[[[Y2, Y2], X0], X0] = 1/3[[[[Y1, Y2], X0], X0], X0] = 1/3[[[[Y2, Y1], X0], X0], X0] =
= 1/6[[[[[Y1, Y1], X0], X0], X0], X0] ∈ Cn(L0) = ZL0(L0)
which leads to the lemma. 
Lemma 5.7. Let L = L0⊕L1 be any Leibniz superalgebra with s-nilindex (n+1, 3)
and n ≥ 2. Then, if we denote {X0, X1, . . . , Xn, Y1, Y2, Y3} an adapted basis of L,
it will verify
[Yi, Yj ] ∈ Ck−2(L0) i+ j = k, 3 ≤ k ≤ 5
[Y3, Y3] ∈ C4(L0) ∩ Z(L0)
Proof. Using the graded Leibniz identity we obtain that
[Y1, Y2] + [Y2, Y1] = [[Y1, Y1], X0] ∈ C1(L0)
Furthermore [Y1, Y2], [Y2, Y1] ∈ C1(L0). In fact, if b012 6= 0 then by the above
equality we have that b012 = −b021 (b012 and b021 are respectively the coefficients of
X0 in [Y1, Y2] and [Y2, Y1]). By considering the products
[X1, [Y1, Y2]] = [[X1, Y1], Y2] + [[X1, Y2], Y1] = b
0
12X2 + γX3 + . . .
[X1, [Y2, Y1]] = [[X1, Y2], Y1] + [[X1, Y1], Y2] = −b012X2 + βX3 + . . .
we obtain that b012 = 0 which is a contradiction. Thus, [Y1, Y2], [Y2, Y1] ∈ C1(L0).
Analogously, it can be proved that [Y2, Y2], [Y1, Y3], [Y3, Y1] ∈ C2(L0). Finally by
considering [Y3, Y2] = [[Y3, Y1], X0], [Y2, Y3] = [[Y1, Y3], X0] and [Y3, Y3] = [[Y3, Y2], X0]
we have the lemma. 
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Lemma 5.8. Let L be any Leibniz superalgebra L ∈ ZF 3,3. Then it is isomorphic
to one of the following Leibniz superalgebras, pairwise non-isomorphic, that can be
expressed in an adapted basis {X0, X1, X2, Y1, Y2, Y3} by
µ1 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y2] = X2
[Y2, Y1] = −X2
µ2 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = X2
[Y1, Y2] = X2
[Y2, Y1] = −X2
µα3 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = X1
[Y1, Y2] = αX2 α ∈ C
[Y2, Y1] = (1− α)X2
µ4 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = X2
µα5 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = αX2 α ∈ C
[Y1, Y2] = X2
[Y2, Y1] = −X2
µα6 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = X1
[Y1, Y2] = αX2 α ∈ C
[Y2, Y1] = (1− α)X2
µα7 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = αY2 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = X2
µ8 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y2] = −Y3
[Y1, Y1] = X1
[Y1, Y2] = X2
µ9 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = X1
[Y1, Y2] = X2
µ10 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y3] = −X2
[Y2, Y2] = X2
[Y3, Y1] = −X2
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µ11 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y1] = X1
[Y1, Y2] = X2
[Y1, Y3] = −X2
[Y2, Y2] = X2
[Y3, Y1] = −X2
µ12 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] =
1
2Y2
[X1, Y1] =
1
2Y3
[Y1, Y1] = X0
[Y2, Y1] = X1
[Y3, Y1] = X2
Proof. By using a generic change of basis, along with the graded Leibniz identity
and the lemma 5.7, we obtain the result. 
Remark 5.9. It is easily to see that µ12 is the Leibniz superalgebra of the theorem
3.9 for the case (3, 3).
Proposition 5.10.
f(3, 3) = 6
Proof. Is a corollary of the above lemma. 
Proposition 5.11.
M3,3 = O(µ12)
Proof. Is a corollary of the above lemma. 
Proposition 5.12. O(µ11), O(µ12) are Zariski open subsets of N
3,3.
Proof. Since dimC3(µi) = 0 for 1 ≤ i ≤ 9 and dimC3(µ10) = dimC3(µ11) =
1 and dimC3(µ12) = 3, we have that O(µ12) is an open subset of N
3,3 and
O(µ11) 6⊂ ∪1≤i≤9clO(µi). Note that O(µ10) ⊂ clO(µ11), in fact if we take ft =
fto + ft1, where fto(X0) = t
−1X0, fto(X1) = t
−2X1, fto(X2) = t
−3X2, and
ft1(Y1) = t
− 1
2 Y1, ft1(Y2) = t
− 3
2Y2, ft1(Y3) = t
− 5
2Y3, we obtain that if t → 0
then O(µ10) ⊂ clO(µ11).
Since dimCent(µ12) = 4 and dimCent(µ11) = 2, we have that O(µ11) 6⊂
clO(µ12). Thus O(µ11) 6⊂ ∪1≤i≤12,i6=11clO(µi), that is, O(µ11) is an open subset
of N3,3 
5.3. Case n = 3.
Lemma 5.13. Let L be any Leibniz superalgebra L ∈ ZF 4,3. Then, it is isomorphic
to one of the following Leibniz superalgebras that can be expressed in an adapted
basis {X0, X1, X2, X3, Y1, Y2, Y3} by
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µ1 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = X3
µα2 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = X3
µα3 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = X2
[Y1, Y2] = X3
µα4 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = X2
[Y1, Y2] = X3
µ5 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = X3
µ6 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = X2
[Y2, Y1] = X3
µ7 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = X2
[Y2, Y1] = X3
µα8 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = αY2 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = X3
µ9 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y3] = X3
[Y2, Y2] = −X3
[Y3, Y1] = X3
µ10 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y1] = X2
[Y1, Y2] = X3
[Y1, Y3] = X3
[Y2, Y2] = −X3
[Y3, Y1] = X3
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µα11 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = αX2 α ∈ C
[Y1, Y2] = αX3
[Y1, Y3] = X3
[Y2, Y2] = −X3
[Y3, Y1] = X3
µ12 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = X1
[Y2, Y1] = X2
[Y3, Y1] = X3
µ13 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ 2
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = X1
[Y2, Y1] = X2
[Y3, Y1] = X3
Proof. By using a generic change of basis, along with the graded Leibniz identity
we obtain the result. 
Remark 5.14. All the above zero-filiform Leibniz algebras have nilindex 4, three
units less than the total dimension of the superalgebra.
Proposition 5.15. There exists one non empty subset J of C such that the set
cl(∪α∈JO(µα11)) is an irreducible component of N4,3
Proof. For 1 ≤ i ≤ 13, i 6= 9, 10, 11 the invariant dimZ(µi) is higher or equal to 4,
but for i = 9, 10, 11 it is less than 4. And µ9 ⊂ clO(µ10), µ10 ⊂ clO(µ111), in fact, if
we take the following maps
ft = fto + ft1, where fto(X0) = tX0, fto(X1) = t
2X1, fto(X2) = t
3X2,
fto(X3) = t
4X3, and ft1(Y1) = tY1, ft1(Y2) = t
2Y2, ft1(Y3) = t
3Y3,
and correspondingly
gt = gto + gt1, where gto(X0) = tX0, gto(X1) = t
2X1, gto(X2) = t
3X2,
gto(X3) = t
4X3, and gt1(Y1) = tY1, gt1(Y2) = t
2Y2, gt1(Y3) = t
3Y3,
we obtain that if t→ 0 then µ9 ⊂ clO(µ10), µ10 ⊂ clO(µ111).
We have that exists such subset J of C stated in the proposition. 
The question now is if there exists any Leibniz superalgebra of nilindex higher
than 4 that is the maximal nilindex maximal for the zero-filiform Leibniz superalge-
bras. When we search this superalgebra in filiform Leibniz superalgebras (the only
remain family of Leibniz superalgebras that can arise nilindex 6, one unit smaller
than the total dimension) appears the following proposition.
Proposition 5.16. Let L be any filiform (non Lie) Leibniz superalgebra L =
L0 ⊕ L1 with dim(L0) = 4, and dim(L1) = 3. If L has nilindex 6, then it will
be isomorphic to the following Leibniz superalgebra that can be expressed in an
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adapted basis {X0, X1, X2, X3, Y1, Y2, Y3} by
R4,3 =

[X1, X0] = X2
[X2, X0] = X3
[X0, X0] = X2
[X0, Y1] =
1
2Y2
[X1, Y1] =
1
2Y2
[X2, Y1] =
1
2Y3
[Y1, X0] = Y2
[Y2, X0] = Y3
[Y1, Y1] = X0
[Y2, Y1] = X2
[Y3, Y1] = X3
Proof. By using lemma 5.6 and graded Leibniz identity we obtain that the only
family of laws with nilindex 6 is
[X1, X0] = X2
[X2, X0] = X3
[X0, X0] = X2
[X0, Y1] =
b011
2(b011 + b
1
11)
Y2 − b
2
11b
0
11
2(b011 + b
1
11)
2
Y3
[X1, Y1] =
b011
2(b011 + b
1
11)
Y2 − b
2
11b
0
11
2(b011 + b
1
11)
2
Y3
[X2, Y1] =
b011
2(b011 + b
1
11)
Y3
[Y1, X0] = Y2
[Y2, X0] = Y3
[Y1, Y1] = b
0
11X0 + b
1
11X1 + b
2
11X2 + b
3
11X3
[Y2, Y1] = (b
0
11 + b
1
11)X2 + b
2
11X3
[Y3, Y1] = (b
0
11 + b
1
11)X3
with the restrictions b011 6= 0 and b111 6= −b011. By applying the change of basis
X ′0 = b
0
11X0 + b
1
11X1 + b
2
11X2 + b
3
11X3
X ′1 = (b
0
11 + b
1
11)X1 + b
2
11X2 + b
3
11X3
X ′2 = b
0
11(b
0
11 + b
1
11)X2 + b
0
11b
2
11X3
X ′3 = (b
0
11)
2(b011 + b
1
11)X3
Y ′1 = Y1
Y ′2 = b
0
11Y2
Y ′3 = (b
0
11)
2Y3
R4,3 is obtained. 
Proposition 5.17.
f(4, 3) = 6
Proof. Is a corollary of the above proposition. 
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Proposition 5.18.
M4,3 6⊂ ZF 4,3
Proof. Is a corollary of the proposition 5.16. 
5.4. Case n ≥ 4.
Lemma 5.19. Let L be any Leibniz superalgebra L ∈ ZFn+1,3, with n ≥ 4.
Then it is isomorphic to one of the following Leibniz superalgebras, pairwise non-
isomorphic, that can be expressed in an adapted basis {X0, X1, X2, X3, X4, . . . , Xn, Y1, Y2, Y3}
by
µ1 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = Xn
µα2 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = Xn
µα3 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = Xn−1
[Y1, Y2] = Xn
µα4 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = (−1− α)Y3 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = Xn−1
[Y1, Y2] = Xn
µ5 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = Xn
µ6 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = Xn−1
[Y2, Y1] = Xn
µ7 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = Xn−1
[Y2, Y1] = Xn
µα8 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = αY2 α ∈ C
[X1, Y1] = αY3
[Y1, Y1] = Xn
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µ9 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y3] = Xn
[Y2, Y2] = −Xn
[Y3, Y1] = Xn
µ10 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y1] = Xn−1
[Y1, Y2] = Xn
[Y1, Y3] = Xn
[Y2, Y2] = −Xn
[Y3, Y1] = Xn
µα11 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + Y3
[X0, Y2] = −Y3
[Y1, Y1] = αXn−1 α ∈ C
[Y1, Y2] = αXn
[Y1, Y3] = Xn
[Y2, Y2] = −Xn
[Y3, Y1] = Xn
µ12 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[Y1, Y1] = Xn−2
[Y2, Y1] = Xn−1
[Y3, Y1] = Xn
µ13 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = Y3
[Y1, Y1] = Xn−2
[Y2, Y1] = Xn−1
[Y3, Y1] = Xn
µα14 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2 + αY3 α ∈ C
[X0, Y2] = −Y3
[Y1, Y1] = Xn−2
[Y1, Y2] = Xn−1 + αXn
[Y2, Y1] = αXn
[Y2, Y2] = Xn
[Y3, Y1] = −Xn
µα15 =

[Xi, X0] = Xi+1, 0 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ 2
[X0, Y1] = −Y2
[X0, Y2] = −Y3
[Y1, Y1] = Xn−2
[Y1, Y2] = Xn−1
[Y1, Y3] = αXn α ∈ C− {0}
[Y2, Y2] = (1− α)Xn
[Y3, Y1] = (α− 1)Xn
Proof. By using a generic change of basis, along with the graded Leibniz identity
we obtain the result. 
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Remark 5.20. All the above zero-filiform Leibniz algebras have nilindex n+1, three
units smaller than the total dimension of the superalgebra.
Theorem 5.21. Let L be an arbitrary (non Lie) Leibniz filiform superalgebra with
gz(L) = (n, 1|3) and n ≥ 4. Then L always has nilindex n.
Proof. Is a consequence of the above lemma, of the lemma 5.6, and of graded Leibniz
identity. 
Theorem 5.22.
Mn+1,3 6⊂ ZFn+1,3, if n = 4
Proof. Consider R4,3 ⊕ {X4} /∈ ZF 5,3 with nilindex 5. 
Conjecture 1.
f(n+ 1, 3) = n+ 1, if n ≥ 4
Mn+1,3 ⊂ ZFn+1,3, if n ≥ 5
6. Leibniz Superalgebras with two-dimensional even part
According to the precedent cases, now the first subcase to consider is m = 4. In
these cases, that is n = 2 and m ≥ 4, in order to prove the following proposition
we use the condition of nilpotency, graded Leibniz identity and generic changes of
basis (isomorphisms). However, in this case the complexity is higher than the other
cases.
Proposition 6.1. Let L be any Leibniz superalgebra L ∈ ZF 2,m, with m ≥ 4.
Then it is isomorphic to one of the following Leibniz superalgebras, pairwise non-
isomorphic, that can be expressed in an adapted basis {X0, X1, Y1, Y2, Y3, Y4, . . . , Ym}
by
µk =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[X0, Yj ] = −Yj+1 1 ≤ j ≤ m− 1
[Yi, Yj ] = (−1)i+1X1 1 ≤ i, j ≤ m, i+ j = 2k + 2
with 1 ≤ k ≤ ⌊m−12 ⌋.
µk =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[X0, Y1] = −Y2 + Ym
[X0, Yj ] = −Yj+1 2 ≤ j ≤ m− 1
[Yi, Yj ] = (−1)i+1X1 1 ≤ i, j ≤ m, i+ j = 2k + 2− 2⌊m−12 ⌋
with ⌊m2 ⌋ ≤ k ≤ m− 2.
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µm−1 =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[Y1, Y1] = X1
µm =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[X0, Y1] = Ym
[Y1, Y1] = X1
µm+1 =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[X0, Yj ] = −Yj+1 2 ≤ j ≤ m− 1
[Y1, Y1] = X1
µm+2 =

[X0, X0] = X1
[Yi, X0] = Yi+1 1 ≤ i ≤ m− 1
[X0, Y1] = −Y2 + Ym
[X0, Yj ] = −Yj+1 2 ≤ j ≤ m− 1
[Y1, Y1] = X1
Theorem 6.2. When m is odd (m ≥ 4), then O(µm−1
2
) is an open subset of ZF 2,m.
Proof. The present proof is evident, because all the above Leibniz superalgebras for
m even have nilindex m, but form odd, µm−1
2
will have maximal nilindex m+1. 
Lemma 6.3. Let L = L0 ⊕ L1 be an arbitrary Leibniz filiform superalgebra with
gz(L) = (1, 1|4). Then L0 is the abelian algebra and L will have nilindex 4.
Proof. The above lemma is a consequence of lemma 5.6, of the graded Leibniz
identity and of the condition of being nilpotent. 
Proposition 6.4.
f(2, 4) = 5
Proof. Consider µ6⊕ < Y4 >, where µ6 is the zero-filiform Leibniz superalgebra of
maximal nilindex for the case n = 2 and m = 3 (see Lemma 5.1). 
We have as corollaries the following proposition and theorem.
Proposition 6.5.
M2,4 6⊂ ZF 2,4
Theorem 6.6.
f(2,m) = m+ 1, if m is odd and m ≥ 5
f(2,m) = m, if m is even and m ≥ 6
Theorem 6.7. If m ≥ 5, then
M2,m 6⊂ ZF 2,m
Proof. For m odd we can consider the Lie superalgebra K2,m (see [10]) that has
nilindex m + 1 and it is not included in ZF 2,m. For m even we can consider
K2,m−1 ⊕ C with nilindex m. 
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7. Conjecture
Conjecture 2.
If n + 1 and n are the dimensions of the even part and the odd part, respec-
tively, the only non split Leibniz superalgebra of type (n + 1, n) and nilindex 2n
is the following filiform Leibniz superalgebra. The law of this superalgebra can be
expressed, in an adapted basis {X0, X1, . . . , Xn, Y1, Y2, . . . , Yn}, by
Rn+1,n =

[Xi, X0] = Xi+1 1 ≤ i ≤ n− 1
[X0, X0] = X2
[X0, Y1] =
1
2Y2
[Xi, Y1] =
1
2Yi+1 1 ≤ i ≤ n− 1
[Yj , X0] = Yj+1 1 ≤ j ≤ n− 1
[Y1, Y1] = X0
[Yi, Y1] = Xi 1 ≤ i ≤ n
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