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Zusammenfassung
Diese Dissertation beschreibt invariante Ka¨hlermetriken auf spha¨rischen Varieta¨ten X durch
Potentialfunktionen auf einem reellen Parameterbereich. Die Ka¨hlermetriken sollen dabei ei-
ne spezielle geometrische Eigenschaft besitzen, wie ka¨hler-einsteinsch, ka¨hler-ricci-solitonisch
(bezu¨glich eines zugeordneten holomorphen Vektorfeldes), skalarflach oder extremal. Sie be-
ginnt mit einer knappen Einfu¨hrung in die Theorie der spha¨rischen Varieta¨ten und einer sich
daran anschließenden Darstellung wichtiger Klassen spha¨rischer Varieta¨ten, die im weiteren
Verlauf eine Rolle spielen werden. Darauf folgen die zentralen Kapitel der Arbeit, in denen
zuerst horospha¨rische homogene Ra¨ume herangezogen werden, um eine reelle partielle Diffe-
rentialgleichung fu¨r invariante Ka¨hlermetriken herzuleiten, die der Ka¨hler-Einstein-Bedingung
Ric(ω) = λω
mit λ ∈ R genu¨gen. In Kapitel 3 wird der Versuch unternommen, fu¨r Ka¨hler-Einstein-Me-
triken auf GC-fasthomogenen Varieta¨ten, die i. A. nicht spha¨risch sind, eine reelle Monge-
Ampe`re-Gleichung auf dem riemannschen symmetrischen Raum M = GC/G herzuleiten,
was sich mit der verwendeten und empfohlenen Methode als nicht mo¨glich herausstellt. Wir
beschreiben aber auch, wie man mit Hilfe der direkten Berechnung des Operators auf eine
reelle partielle Differentialgleichung sto¨ßt. Diese direkte Berechnung des Operators werden
wir auch in den folgenden Kapiteln 4 und 5 verwenden, in denen die reelle Einsteingleichung
explizit berechnet wird, fu¨r die Beispiele SL2(C) × Gm/H bzw. SLn(C)/SLn−1(C), und in
Kapitel 5 fu¨r zwei wundervolle Einbettungen spha¨rischer Varieta¨ten vom Rang eins. Lo¨sungen
dieser Gleichungen werden angegeben und Verallgemeinerungen werden ero¨rtert. Stets gehen
wir auch auf andere Ergebnisse in der Literatur zu diesen Fragestellungen ein.
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Notation
Alle auftretenden Varieta¨ten sind u¨ber C gesetzt. Die Einstein’sche Summenkonvention wird
stets angewandt.
Wichtigste Grundlagen stammen aus den Bereichen: Theorie affiner, algebraischer Grup-
pen, komplexe algebraische Geometrie und Differentialgeometrie, wofu¨r wir die Werke [Hu],
[GH], [W], [H] und [KN] als Quellen (i.d.R. ohne Anmerkung im Text) angeben.
G eine reduktive und zusammenha¨ngende affine algebraische Gruppe
B eine Boreluntergruppe (zusammenha¨ngend)
StabG(x) Stabilisator in einem Punkt x
bezu¨glich einer Gruppenwirkung von G
(oftmals in der Algebra auch als Gx bezeichnet)
NG(H) Normalisator von einer Untergruppe H in G
TC die eindimensionale, multiplikative
algebraische Gruppe (C∗, ·),
auch als Gm bezeichnet.
Dn(C) die Gruppe der invertierbaren Diagonalmatrizen
KE,KRS Ka¨hler-Einstein, Ka¨hler-Ricci-Soliton
psh plurisubharmonisch
Einsteingleichung eine reelle partielle Differentialgleichung,
die die Ka¨hler-Einstein-Bedingung
Ric(ω) = λω ausdru¨ckt
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Eine Ka¨hlermannigfaltigkeit X kann auf drei verschiedene Arten definiert werden, je nach
Ausgangspunkt der jeweiligen Betrachtung. Vom Standpunkt der Riemann’schen Geometrie
als:
Definition 0.1. Eine Ka¨hlermannigfaltigkeit X ist eine Riemann’sche Mannigfaltigkeit, zu-
sammen mit einer kompatiblen fast-komplexen Struktur J (d.h. die Riemann’sche Metrik g ist
invariant unter der fast-komplexen Struktur J), so dass ∇J = 0 gilt, wobei ∇ die kovariante
Ableitung bezu¨glich des Levi-Civita`-Zusammenhangs ist.
Von der Theorie einer fast-komplexen Struktur J auf einer differenzierbaren Mannigfal-
tigkeit her betrachtet:
Definition 0.2. Es gibt eine Hermite’sche Metrik g, dessen assoziierte metrische Form ω :=
g(J., .) geschlossen ist: dω = 0, und J ist integrabel, d.h. eine komplexe Struktur.
Von der symplektischen Geometrie herkommend:
Definition 0.3. Eine Ka¨hlermannigfaltigkeit ist eine symplektische Mannigfaltigkeit, d.h.
eine differenzierbare Mannigfaltigkeit geradzahliger Dimension, mit einer symplektischen 2-
Form ω, so dass es eine ω-kompatible komplexe Struktur gibt, d.h. ω(., J.) ist Riemann’sche
Metrik.
Diese reichhaltigen Strukturen, die eine Ka¨hlermannigfaltigkeit ausmachen, stehen mit-
einander in Beziehung, und man spricht von einem kompatiblen Tripel (ω, g, J), da man aus
je zwei davon die dritte Struktur bestimmen kann.
In dieser Arbeit bescha¨ftigen wir uns mit Ka¨hlermetriken g auf nichtsingula¨ren, spha¨rischen
G-Varieta¨ten, die invariant unter einer maximalen kompakten Untergruppe K von G sind.
Jede projektive, algebraische Varieta¨t ist ka¨hlersch, daher gibt es dort stets Ka¨hlermetriken.
Allerdings existiert nicht auf jeder kompakten, komplexen Mannigfaltigkeit eine solche Art
von Metrik, wie die Hopfmannigfaltigkeiten zeigen. Unter allen Ka¨hlermetriken gibt es nun
solche, die daru¨ber hinaus spezielle geometrische Eigenschaften besitzen, wie Ka¨hlermetriken
mit konstanter bisektionaler Kru¨mmung, Ka¨hler-Einstein-Metriken (KE-Metriken), Ka¨hler-
Ricci-Solitonen (KRS) (zusammen mit einem holomorphen Vektorfeld), Ka¨hlermetriken mit
konstanter Skalarkru¨mmung, extremale Metriken. Die Existenz einer derartigen speziellen
Metrik kann man zur Klassifizierung von Ka¨hlermannigfaltigkeiten nutzen, je nachdem ob sie
mit einer speziellen Ka¨hlermetrik versehen werden kann oder nicht, und wenn eine bestimm-
te Art nicht existiert, so gibt es vielleicht eine Allgemeinere. Zum Beispiel hat P˜2[1:0:0] keine
Ka¨hler-Einstein-Metrik mit positiver Skalarkru¨mmung, aber es existiert ein KRS, wobei ω von
positiver Skalarkru¨mmung ist, und dazu ein eindeutig bestimmtes, holomorphes Vektorfeld
X vorhanden ist.
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Es ist eine grundlegende Eigenschaft von Ka¨hlermetriken, dass man sie lokal durch ein
Potential φlokal als ∂∂¯φlokal beschreiben kann, also einfach u¨ber eine lokal definierte, strikt
plurisubharmonische (psh), glatte Funktion. Dadurch kann die geometrische Bedingung an
die Metrik (oft) durch eine Gleichung fu¨r Potentialfunktionen ausgedru¨ckt werden.
Fu¨r torische Varieta¨ten wurde mit [WZ] 2004 ein Meilenstein auf der Suche nach Ka¨hler-
Ricci-Solitonen auf Fano-Mannigfaltigkeiten gesetzt, da von X.-J. Wang und X. Zhu gezeigt
wurde:
Theorem 0.1 ([WZ] Theorem 1.1). Eine torische Fano Mannigfaltigkeit besitzt einen KRS.
Die Metrik ω ist eindeutig bis auf holomorphe Automorphismen und das holomorphe Vek-
torfeld ist eindeutig bestimmt. Der KRS ist eine KE Metrik, falls die Futaki-Invariante ver-
schwindet.
Theorem 0.1 wurde von X. Zhu in [Z] mit der Methode des Ka¨hler-Ricci-Flusses anstelle
der Kontinuita¨tsmethode erneut gezeigt. Außerdem wurden nach direkten Folgerungen aus
Theorem 0.1 von C. Li in [L1], [L2], und Verallgemeinerungen davon in Y. Shi und X. Zhu [SZ],
E. Legendre [Le], von F. Podesta` und A. Spiro schon ein gro¨ßerer Schritt im KRS-Problem in
die Menge der toroidalen horospha¨rischen Varieta¨ten mit der Arbeit [PS] getan. Die torischen
Fano-Varieta¨ten sind insbesondere auch homogene torische Faserbu¨ndel mit einem einzigen
Punkt als Basis, wodurch Theorem 0.1 in [PS] erkennbar verallgemeinert wird. Dies umfasst
auch Arbeiten von Koiso und Sakane u¨ber KE-Metriken bzw. KRS fu¨r die Faser F = P1. Der
Schluss zur Lo¨sbarkeit benutzt entscheidend die Lo¨sung der reellen, partiellen, nichtlinearen
Differentialgleichung durch A-Priori-Abscha¨tzungen aus [WZ], die ho¨heren Abscha¨tzungen ih-
rerseits stammen aus [Y2], [TZ2]. Die horospha¨rischen Einbettungen oder auch S-Varieta¨ten
(so in [T1] genannt) G/H ⊂ X, fu¨r G reduktiv und U eine maximale unipotente Untergrup-
pe von G, die in H enthalten ist, stellen eine Teilmenge der spha¨rischen Varieta¨ten dar, die
wegen der Beschaffenheit der Faser F im toroidalen Fall noch gewisse torische Methoden zur
Bearbeitung zulassen. Fu¨r alle anderen horospha¨rischen oder spha¨rischen Varieta¨ten trifft das
nicht mehr zu, und man beno¨tigt eine echte Verallgemeinerung der Arbeitsweise. In dieser
Arbeit zeigen wir, dass die direkte Methode der rechnerischen Reduktion einer komplexen
Gleichung, die die geometrische Bedingung inkorporiert, auf eine reelle, partielle Differenti-
algleichung fu¨hrt. Dies wird an vielen Beispielen unterschiedlicher Klassen spha¨rischer Va-
rieta¨ten illustriert. Dabei ist die Wahl der reellen, K-invarianten Koordinatenfunktionen auf
G/H entscheidend, wenn K ≤ G eine maximale, kompakte Untergruppe ist.
Nicht beru¨cksichtigt werden in dieser Arbeit die interessanten Entwicklungen dieses The-
mas, die fu¨r torische symplektische Varieta¨ten mit Arbeiten von V. Guillemin in [G], M.
Abreu in [A1], [A2] initiiert wurden. [R], [BB], [D1] und [Wo] beschreiten diesen Weg auch
fu¨r spha¨rische Varieta¨ten. Ferner klammern wir die analytischen Methoden aus der Theorie
des Ka¨hler-Ricci-Flusses komplett aus, hierzu gibt es sehr viele Arbeiten, u.a. von X. Chen,
D. H. Phong, J. Song, G. Tian, B. Weinkove, oder [Z]. Ebenso verzichten wir auf den Ansatz
fu¨r Existenztheoreme spezieller Ka¨hlermetriken, der mit dem Begriff der Stabilita¨t verknu¨pft
ist, mit allen Abwandlungen davon. Hierzu vgl. Werke von S.K. Donaldson, G. Tian, S.-T.
Yau, und weitere Referenzen im Skript [PhSt].
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Diese Dissertation entha¨lt in ihren Kapiteln folgende Sachverhalte:
In Kapitel 1 geben wir eine Darstellung der wichtigsten Begriffe und Fakten aus der Theo-
rie der spha¨rischen Varieta¨ten u¨ber C. Die Luna-Vust-Theorie ist fu¨r solche Einbettungen der
Komplexita¨t 0 besonders gut zu handhaben, und die Klassifikation geschieht durch sogenann-
te gefa¨rbte Fa¨cher. Das hier vorgestellte Material ist nicht neu und folgt den einschla¨gigen
Referenzen wie [T1], [Br2], [K]. Desweiteren wird ein Ergebnis von D. Akhiezer aus [Ak1]
pra¨sentiert, das den Rang einer spha¨rischen G-Varieta¨t durch die topologische Dimension
des Raumes der Doppelnebenklassen K \G/H bestimmt, wobei K ≤ G maximale kompakte
Untergruppe, und H ≤ G Stabilisator eines Punktes in der offenen Bahn ist. In [Ak1] wird
auch eine Funktion angegeben, die nach einer Idee von V. Batyrev einen standardisierten
Weg bahnt, die reellen, K-invarianten Koordinatenfunktionen qi, i = 1 . . . r := rk(G/H) zu
erhalten. Die von den qi induzierte Abbildung gibt in vielen Fa¨llen Anlass zu einer Bijektion
von K \ G/H auf das Bild des Bewertungskegel ν in NR der spha¨rischen Varieta¨t G/H, so
dass Potentiale zu Funktionen darauf werden. Beweisen werden wir die Bijektivita¨t nur in
einem Spezialfall im Kapitel 4.
In Kapitel 2 bescha¨ftigen wir uns mit horospha¨rischen Varieta¨ten und ihrer speziellen
Ka¨hlermetriken. Wie schon erwa¨hnt, liefert Theorem 0.1 eine Existenz- und Eindeutigkeits-
aussage (bis auf holomorphe Automorphismen) von Ka¨hler-Ricci-Solitonen auf torischen Fa-
novarieta¨ten. Wir leiten eine reelle Differentialgleichung fu¨r die zwei horospha¨rischen und
toroidalen Beispiele Cn \ {0}, und die Hyperfla¨che ∑iXiYi = 0 in Cn × (Cn)∗ her, beide
jeweils unter SLn(C)-Wirkung, und vergleichen diese mit der Gleichung auf Torusfasern von
Podesta` und Spiro in [PS]. Wir besprechen im letzten Abschnitt dieses Kapitels, wie die Ver-
allgemeinerung auf beliebige horospha¨rische Varieta¨ten vor sich gehen kann.
Im Kapitel 3 ero¨rtern wir die Herleitung von reellen Gleichungen fu¨r Ka¨hler-Einstein-Me-
triken auf GC-fasthomogenen, kompakten komplexen Mannigfaltigkeiten X, und ordnen unter-
schiedliche Methoden ein. GC ist dabei eine komplexifizierte, kompakte, zusammenha¨ngende
Liegruppe, die einen dichten Orbit in X besitzt, der isomorph zu GC (bzw. GC modulo einer
endlichen Untergruppe) ist, d.h. der Stabilisator ist (fast) trivial. Diese Fragestellung ist eng
verknu¨pft mit der fu¨r spha¨rische Varieta¨ten, und ist inspiriert von [D1]. Bei Ka¨hlermetriken
ω, die unter der maximalen kompakten Untergruppe G ⊂ GC invariant sind, kann man durch
Einschra¨nkung auf die offene GC-Bahn und Ru¨ckzug nach GC, das Potential in eine Funk-
tion auf dem Quotienten M := GC/G verwandeln, und daran die gewu¨nschte geometrische
Bedingung knu¨pfen. Es wird im Anschluss vorrangig um das Ka¨hler-Einstein-Problem auf
Fanovarieta¨ten gehen. Dafu¨r wird gezeigt, dass es nicht mo¨glich ist, eine reelle Gleichung vom
Monge-Ampe`re-Typ zu erhalten, wenn G nichtabelsch ist.
Kapitel 4 untersucht drei Beispiele von Kompaktifizierungen von
SLn(C)/SLn−1(C)
fu¨r n ≥ 3, bzw.
SL2(C)×Gm/H
mit einem eindimensionalen Torus H fu¨r n = 2, als spha¨rische Varieta¨ten vom Rang 2, und
leitet eine reelle partielle Differentialgleichung her, die von zwei reellen Koordinaten abha¨ngig
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ist, fu¨r die Frage nach der Existenz von Ka¨hler-Einstein-Metriken, die generell auch kurz
Einsteingleichung genannt werden soll.
Kapitel 5 fu¨hrt die Situation fu¨r wundervolle Varieta¨ten vom Rang eins und ho¨her vor
Augen. Eine Beschreibung der Klassifizierung dieser Art spha¨rischer Varieta¨ten im Rang
eins, findet sich in [Ak4] und [Br1], fu¨r sie als algebraische Varieta¨ten, und in [HS] als Ka¨hler-
mannigfaltigkeiten betrachtet. Wir stellen an konkreten Beispielen eine reelle Gleichung fu¨r
invariante Ka¨hlermetriken auf. So wird die Einsteingleichung fu¨r das Ka¨hler-Einstein-Problem
auf wundervollen Kompaktifizierungen von SL2(C)×SL2(C)/SL2(C) und PSLn+1(C)/GLn(C)
hergeleitet. Schließlich gehen wir noch auf wundervolle Varieta¨ten ho¨heren Ranges ein.
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Kapitel 1
Theorie der spha¨rischen Varieta¨ten
Einfu¨hrung
In diesem Kapitel werden die Varieta¨ten eingefu¨hrt, die fu¨r alles Weitere grundlegend sind,
und auf denen die analytischen Fragestellungen gestellt werden: Die spha¨rischen Varieta¨ten.
Es sind dies algebraische Varieta¨ten, auf denen eine affine algebraische Gruppe durch Mor-
phismen operiert, und eine Boreluntergruppe eine dichte Bahn besitzt. Diese umfassen Bei-
spielklassen wie die torischen Varieta¨ten, symmetrische Varieta¨ten, Fahnenvarieta¨ten, ... Da
spha¨rische Varieta¨ten die Komplexita¨t Null besitzen, also die Kodimension eines generischen
B-Orbits Null ist, ist die Klassifikationstheorie nach Luna und Vust kombinatorisch gut behan-
delbar. Die Luna-Vust-Theorie beschreibt allgemein Einbettungen von homogenen Ra¨umen
G/H in G-Varieta¨ten. Wir beno¨tigen u¨berdies nur den Fall u¨ber dem Ko¨rper C und setzen
dies fu¨r alle Varieta¨ten im Folgenden auch stets voraus. Außerdem sollen die Gruppenwirkun-
gen stets algebraisch sein, was fu¨r eine algebraische Gruppe G, die auf einer Varieta¨t X wirkt,
bedeutet, dass G× X→ X ein Morphismus ist.
1.1 Definition und Klassifikation von spha¨rischen Varieta¨ten
nach Luna-Vust
1.1.1 Definition einer spha¨rischen Varieta¨t
Definition 1.1. Eine normale G-Varieta¨t X heißt spha¨risch, falls sie eine offene und dichte
B-Bahn besitzt. Ein homogener Raum G/H, fu¨r eine abgeschlossene Untergruppe H von G,
heißt spha¨rischer homogener Raum, falls G/H als algebraische Varieta¨t spha¨risch ist.
Dabei ist G/H eine homogene algebraische Varieta¨t, denn H ⊂ G ist abgeschlossene
Untergruppe. Dadurch wird G/H als geometrischer Quotient realisiert, der in der Quotien-
tentopologie eine glatte und quasiprojektive Varieta¨t ist, mit Strukturgarbe OG/H = π∗OHG ,
die direkte Bildgarbe der H-invarianten regula¨ren Funktionen auf G, wobei H auf G von
rechts wirkt, unter dem offenen Morphismus π : G→ G/H, nach [T1].
In diesem Zusammenhang hat man stets den Punkt eH ∈ G/H als sogenannten Basis-
punkt der Wirkung ausgewa¨hlt, um von G/H als homogenem Raum reden zu ko¨nnen, denn
wir wollen eine Menge O, die nach der strengen Definition ein homogener Raum ist, worauf
also eine Gruppe G transitiv operiert, sofort mit dem Raum der Nebenklassen G/H, wobei
H := StabG(o) fu¨r o = eH ∈ O ist, dank des a¨quivarianten Isomorphismus zwischen beiden
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identifizieren. Das Paar (O, o) wird auch punktierter homogener Raum genannt. Um eine
G-Varieta¨t X als Einbettung eines spha¨rischen homogenen Raumes zu erhalten, wa¨hle einen
Punkt x ∈ X aus der offenen B-Bahn in X, das Bild von o unter ι, falls schon eine Einbet-
tungsabbildung ι : (G/H, eH) →֒ X mitgegeben wurde. Es muss Gx ⊂ X offen und a¨quivariant
isomorph zu G/H sein, wobei H = StabG(x) die Isotropiegruppe auch von x ist. Man fasst
beides zusammen zu einem Paar (X, x) und spricht davon als a¨quivariante Einbettung. G/H
wird in die G-Varieta¨t X, mit diesem als offenen G-Orbit, a¨quivariant eingebettet. Falls (X,x)
vollsta¨ndig (kompakt) ist, spricht man von einer a¨quivarianten Vervollsta¨ndigung (Kompak-
tifizierung) von G/H, oder einfach von einer Vervollsta¨ndigung (Kompaktifizierung). Wir
mo¨chten nun kla¨ren, wann man zwei Einbettungen als a¨quivalent betrachtet.
Definition 1.2. Zwei Einbettungen von G/H, (X, x) und (X′, x′) heißen birational isomorph,
falls es in X und X′ jeweils eine G-stabile offene Teilmenge gibt, die, als G-Varieta¨ten betrach-
tet, G-a¨quivariant isomorph sind, und die Basispunkte ineinander u¨berfu¨hrt werden.
In einer gegebenen birationalen A¨quivalenzklasse will man die Einbettungen bis auf Iso-
morphie klassifizieren, was wiederum A¨quivarianz und x 7→ x′ fu¨r einen solchen Isomorphis-
mus bedeutet.
Bemerkung 1.1. Es gibt mehrere verschiedene, aber a¨quivalente Charakterisierungen der
Eigenschaft eines homogenen Raumes spha¨risch zu sein, vergleiche [T1] 25. Darunter ist be-
sonders die A¨quivalenz der nachfolgenden Aussagen erwa¨hnenswert.
• G/H ist spha¨risch, d.h. eine Boreluntergruppe B ≤ G hat einen offenen Orbit in G/H.
• H hat einen offenen Orbit in G/B.
• H wirkt auf G/B mit endlich vielen Bahnen.
• C(G/H)B = C
1.1.2 Das Gitter N und der Bewertungskegel ν
Wir konstruieren zuna¨chst das zugrundeliegende Gitter N , in dem sich alles Weitere abspielen
wird, und den Bewertungskegel ν, der unter einer noch zu definierenden Abbildung ρ im Gitter
als eine Teilmenge liegt, und der die Menge der G-invarianten Bewertungen in N darstellt.
In diese Zeichnung legt man im Folgenden die gefa¨rbten Kegel hinein, die sich zu einem
gefa¨rbten Fa¨cher zusammenfu¨gen. Dies beschreibt, unter Einhaltung gewisser Vorschriften,
eine Einbettung (X, x) von G/H.
Definition 1.3. Fu¨r einen spha¨rischen homogenen Raum G/H setze:
C(G/H)(B) := {f ∈ C(G/H)∗ : b.f = χ(b)f, ∀b ∈ B,χ =
χf : B → C∗ Charakter}
Λ := ΛG/H := {χf : f ∈ C(G/H)(B)}
wobei χ einen Charakter von B bezeichnet, also einen Morphismus von algebraischen Va-
rieta¨ten B nach Gm, der ein Gruppenhomomorphismus ist. Er heißt Gewicht zu einer Semi-
invarianten f , falls f solch ein Eigenvektor ungleich Null ist, und den betreffenden Charakter
hervorbringt.
Siehe auch [Hu]. Λ ist eine freie, endlich erzeugte, abelsche Gruppe.
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Definition 1.4. Den endlichen Rang rk(Λ) bezeichnet man als Rang von G/H, bzw. von X,
wenn eine Einbettung von G/H vorliegt.
C(G/H)(B) ⊆ C(G/H)∗ ist eine abelsche Untergruppe.
Bemerkung 1.2. Umgekehrt legt ein gegebener Charakter χ eine B-Semiinvariante bis auf
einen konstanten Faktor eindeutig fest.
Beweis. Seien f, f ′ beide B-semiinvariante Funktionen zum Gewicht χ, so ist ff ′ eine B-
invariante Funktion auf G/H, und insbesondere auf dem offenen B-Orbit Bx0 ⊂ G/H. Daher
ist ff ′ konstant, da solche B-invariante Funktionen auf spha¨rischen homogenen Ra¨umen stets
konstant sein mu¨ssen, nach Bemerkung 1.1.
Dies kann man in einer kurzen exakten Sequenz kurz so ausdru¨cken:
(1.1) 1 −→ C∗ −→ C(G/H)(B) −→ Λ −→ 0
Bemerkung 1.3. All diese Gruppen ha¨ngen nur von der G-a¨quivarianten birationalen A¨qui-
valenzklasse ab, deshalb hat man: C(X)(B) = C(G/H)(B), Λ(G/H) = Λ(X), fu¨r eine Einbet-
tung X ( d.h. genauer (X, x)) von G/H.
Als Na¨chstes bringen wir die Definition des Q-Vektorraums N(X) u¨ber dem dualen Gitter
N zu Λ.
Definition 1.5. N(X) := HomZ(Λ(X),Q) ist ein Q-Vektorraum
Definition 1.6. Eine diskrete Bewertung auf X ist eine Zuordnung v : C(X)∗ → Q so dass
gilt:
1. v(f1 + f2) ≥ min{v(f1), v(f2)}, ∀f1, f2 ∈ C(X)∗ mit f1 + f2 ∈ C(X)∗
2. v(f1f2) = v(f1) + v(f2), ∀f1, f2 ∈ C∗
3. v(C∗) = 0
Es folgt daraus, dass das Bild von v eine diskrete Untergruppe von (Q,+) ist, also von der
Gestalt aZ, fu¨r ein a ∈ Q sein muss. Man nennt v normiert, falls dieses Bild genau Z ist.
Vgl. [Br2] Abschnitt 3, fu¨r dieses und das Folgende. Es gilt: Jeder Primdivisor D auf X
definiert eine normierte Bewertung vD, die Nullstellen und Pole entlang D misst, mit der
Eigenschaft OvD = OX,D,mvD = mX,D. Umgekehrt ist jede abgeschlossene Untervarieta¨t das
Zentrum einer Bewertung, fu¨r Divisoren D ist D das Zentrum einer Bewertung vD. Fu¨r
G-invariante Bewertungen gilt dasselbe fu¨r G-stabile Divisoren (bzw. abgeschlossene Unter-
varieta¨ten).
Definition 1.7. Eine Bewertung v auf einer G-Varieta¨t X heißt G-invariante Bewertung,
falls fu¨r alle f ∈ C(X)∗ gilt: v(g.f) = v(f), ∀g ∈ G. Bezeichne mit ν(X) die Menge aller
G-invarianten Bewertungen auf X.
Definiere eine Abbildung
ρ : {diskrete Bewertung auf X} → N(1.2)
v 7→ l : l(χ) = v(f)
wenn χ = χf ist. Dies ist wohldefiniert, da f bis auf konstanten Vorfaktor eindeutig durch
χf bestimmt ist, und v auf konstanten multiplikativen Vorfaktoren Null ist. Man erha¨lt ein
Element in N fu¨r jede Bewertung. Es gilt die folgende Proposition:
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Proposition 1.1 ([K] Corollary 1.8.). Die Abbildung ρ : ν → N ist auf den invarianten
Bewertungen von X injektiv.
Dadurch kann man ν mit seinem Bild in N , mit einer Teilmenge also, identifizieren.
Desweiteren kann man zeigen: Die Menge der G-invarianten Bewertungen ist ein konvexer
polyhedraler Kegel. Vgl. [Br2] Abschnitt 4.
1.1.3 Einfache Einbettungen
Definition 1.8. D(X) sei die Menge der B-stabilen Primdivisoren auf X, und fu¨r eine G-Bahn
Y ⊂ X setze DY (X) := {D ∈ D(X) : Y ⊆ D}.
Definition 1.9. Eine G/H-Einbettung (X, x) heißt einfach. falls es genau eine abgeschlossene
G-Bahn gibt.
Beachte hierbei, dass natu¨rlich nicht jede G-Bahn entweder der offene, dichte Orbit oder
eine abgeschlossene Bahn in X ist. Es gibt daneben den allgemeinen Fall von lokal abgeschlos-
senen Bahnen in X. Diese ko¨nnen jedoch als abgeschlossene Bahnen in einer affinen, offenen
und G-stabilen Teilmenge XY,G von X dargestellt werden, die ganz X u¨berdecken. Es gilt:
(1.3) XY,B := X \
⋃
D∈D(X)\DY (X)
D
ist B-stabil, affin und offen in X, nach [K] 2.1., und XY,G := GXY,B hat Y als einzigen abge-
schlossenen G-Orbit. Damit kann man sich auf diese einfachen Einbettungen beschra¨nken, da
es nur endlich viele G-Bahnen gibt.
Teile die Menge DY (X) auf, und verwende fu¨r G-stabile Divisoren sofort die Zuordnung
zur G-invarianten Bewertung:
BY (X) := {vD ∈ ν(G/H) : D ∈ DY (X)G-stabil}
FY (X) := {D ∩G/H ∈ D(G/H) : D ∈ DY (X) nicht G− stabil} Farben
Beachte bei der hier gegebenen Definition der Farben, dass erst die Abschlu¨sse in X davon die
G-Bahn Y enthalten.
Theorem 1.1. Jede einfache G/H-Einbettung (X, x) ist eindeutig durch das Paar
(BY (X),FY (X))
bestimmt.
Beweis. Nach Luna und Vusts originalem Beweis zeigen.
Definiere einen Kegel CY (X) ⊆ N(X), der von ρ˜(FY (X)) und ρ(BY (X)) erzeugt wird. Dabei
ist ρ˜ gegeben als die Hintereinanderschaltung von der Identifikation eines Divisors mit sei-
ner assoziierten Bewertung und ρ. Beachte jedoch, dass diese Abbildung, nur auf B-stabile
Primdivisoren angewandt, die nicht G-stabil sind, nicht injektiv zu sein braucht.
Beispiel 1.1. Fu¨r G = SL2(C), H = T , G/H = P1 × P1 \ △ hat man zwei verschiedene
Farben X1 = 0 und Y 1 = 0 fu¨r homogene Koordinaten [X0 : X1][Y 0 : Y 1] in P1 × P1, die in
N ∼= Q beide unter ρ˜ auf +1 abgebildet werden.
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Als Konsequenz mu¨ssen bei der Bezeichnung einer einfachen Einbettung durch kombina-
torische Objekte die Farben stets alle mitaufgefu¨hrt werden.
Definition 1.10. Ein gefa¨rbter Kegel ist ein Paar (CY ,FY ), mit CY ⊆ N und FY ⊆ DY , so
dass gilt:
(GK1) CY ist ein Kegel, der von ρ˜(FY ) und endlich vielen Elementen aus ρ(ν) erzeugt ist.
(GK2) C0Y ∩ ρν 6= ∅
Und (CY ,FY ) heißt strikt konvex, falls gilt:
(SKK) CY ist strikt konvexer Kegel und 0 /∈ ρ˜(FY ).
Theorem 1.2. (X, x) 7→ (CY (X),FY (X)) ist eine Bijektion zwischen Isomorphieklassen einfa-
cher Einbettungen und strikt konvexer gefa¨rbter Kegel.
1.1.4 Einbettungen und gefa¨rbte Fa¨cher
Definition 1.11. Ein Paar (C0,F0) heißt Seite eines gefa¨rbten Kegels (C,F), falls C0 Seite
von C ist, das relative Innere C00 sich mit dem Bewertungskegel ρν nichtleer schneidet, C00∩ρν 6=
∅ und F0 = F ∩ ρ˜−1(C0) ist.
Insbesondere muss eine Seite selbst wieder ein gefa¨rbter Kegel sein, mit nur solchen Farben,
die auch schon im urspru¨nglichen gefa¨rbten Kegel vorhanden waren. Sei (X, x) eine beliebige
Einbettung, und Y eine G-Bahn in X. Sei (CY ,FY ) der gefa¨rbte Kegel zur einfachen, offenen
Untereinbettung XY,G = G · XY,B von Y , als einzige abgeschlossene G-Bahn darin. Man hat
folgende Korrespondenz:
Proposition 1.2. Die Zuordnung Z 7→ (CZ(XZ,G),FZ(XZ,G)) beschreibt eine Bijektion der
Menge der G-Bahnen in X, dessen Abschluss Y entha¨lt, und der Menge der Seiten von
(CY (XY,G),FY (XY,G)).
Beweis. Siehe [Br2] 3.4 Proposition. Beachte, dass ein gefa¨rbter Kegel bijektiv einer einfachen
Einbettung entspricht, was bedeutet, dass man eine offene Teilmenge von X als offene Unter-
einbettung so zu wa¨hlen hat, dass sich die G-Bahn dort als abgeschlossen enthalten befindet.
In [Br2] ist diese strenge Sichtweise besser verfolgt als in [K].
Dadurch erha¨lt man folgendes kombinatorisches Objekt:
Definition 1.12. Ein gefa¨rbter Fa¨cher f ist eine nichtleere, endliche Menge von gefa¨rbten
Kegeln, mit folgenden Eigenschaften:
(GF1) Jede Seite eines gefa¨rbten Kegels (C,F) ∈ f liegt auch in f.
(GF2) ∀ v ∈ ν gibt es ho¨chstens ein (C,F) ∈ f mit v ∈ C0, d.h. einen U¨berlapp von relativen
Inneren von gefa¨rbten Kegeln kann es nur außerhalb des Bewertungskegels geben.
F heißt strikt konvex, falls
(SKF) (0, ∅) ∈ f ist, oder a¨quivalent dazu, falls alle Elemente von f selber strikt konvex sind.
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Fu¨r eine spha¨rische Einbettung (X, x) von G/H, setze:
(1.4) f(X) := {(CY (XY,G),FY (XY,G)) : Y ⊆ X is a G−Orbit}
Klar ist, dass Y 7→ (CY ,FY ) eine ordnungsumkehrende Bijektion zwischen der Menge der
G-Orbits in X und f(X) ist, wobei die Inklusion von Abschlu¨ssen von Orbits auf der einen
Seite gemeint ist, auf der anderen natu¨rlich Seite eines gefa¨rbten Kegels zu sein.
Theorem 1.3. Die Zuordnung (X, x) 7→ f(X) beschreibt eine Bijektion zwischen den Isomor-
phieklassen von Einbettungen und strikt konvexen gefa¨rbten Fa¨chern.
1.2 Wichtige Klassen spha¨rischer Varieta¨ten
Wir werden es im Weiteren mit speziellen Klassen spha¨rischer Varieta¨ten zu tun haben, daher
werden diese bereits jetzt eingefu¨hrt und einige Eigenschaften besprochen. Außerdem werden
einige Beispiele aufgefu¨hrt werden.
1.2.1 Wundervolle Varieta¨ten
Wir definieren zuerst den Begriff der sogenannten wundervollen Varieta¨t.
Definition 1.13. Sei X eine G-Varieta¨t. X heißt wundervolle Varieta¨t, falls gilt:
• X ist nichtsingula¨r und vollsta¨ndige Varieta¨t.
• X entha¨lt einen offenen G-Orbit X0G, dessen Komplement die Vereinigung von nichtsin-
gula¨ren G-stabilen Primdivisoren X(1), . . . , X(r), mit normalen Kreuzungen und nichtlee-
rem Schnitt ist.
• ∀x, y ∈ X gilt: Gx = Gy ⇐⇒ {i : X(i) ∋ x} = {j : X(j) ∋ y}
r heißt Rang von X, und ∂X Rand von X, bestehend aus der Vereinigung der G-stabilen Divi-
soren.
Es gilt im Zusammenhang mit spha¨rischen Varieta¨ten, dass wundervolle G-Varieta¨ten
stets spha¨risch sind, nach einem Ergebnis von Luna, vgl. [Pe] Thm. 3.3.1, ganz Kapitel 3,
[T1] 30.2 oder [Br2], auch fu¨r das hier Folgende.
Definition 1.14. Falls NG(H)/H endliche Gruppe ist, so heißt eine einfache Einbettung
von G/H kanonische Einbettung, falls sie durch den gefa¨rbten Kegel (ν(G/H), ∅) beschrieben
wird.
Es kann gezeigt werden, dass NG(H)/H stets diagonalisierbare Gruppe ist, die aber nicht
immer eine endliche Gruppe sein muss. In diesem Fall existiert keine kanonische Einbettung.
Wenn aber NG(H)/H endliche Gruppe ist, so ist dies a¨quivalent dazu, dass der Bewertungs-
kegel ν(G/H) strikt konvex ist.
Proposition 1.3. Sei X spha¨rische Varieta¨t. Dann gilt:
X ist wundervolle Einbettung ⇐⇒ X ist die glatte, kanonische Einbettung eines offenen
G-Orbits. Der Rang als wundervolle Varieta¨t und als spha¨rische Varieta¨t stimmt u¨berein.
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Es ist insbesondere eine toroidale Einbettung, weil es keine Farben im gefa¨rbten Kegel
gibt, er also ”ungefa¨rbt“ ist. Die Vollsta¨ndigkeit der Einbettung X ist gewa¨hrleistet, da der
eine vorhandene, strikt konvexe Kegel den Bewertungskegel ν(G/H) u¨berdecken kann, weil
der Bewertungskegel selber strikt konvex ist.
Beispiel 1.2. Sei G := SL2(C), H = T der maximale Torus in G bestehend aus Matrizen(
λ 0
0 λ−1
)
, mit λ ∈ C∗. Man bekommt als homogene Varieta¨t G/H ∼= P1×P1 \△, die spha¨risch
und vom Rang eins ist. Dabei ist
△ := {[X0 : X1][Y0 : Y1] ∈ P1 × P1 :
∣∣∣∣X0 Y0X1 Y1
∣∣∣∣}
die Diagonale im Produkt der projektiven Geraden. Dies sieht man durch die Wahl des Basis-
punktes x0 := [1 : 0][0 : 1] ∈ P1×P1 \△, und der natu¨rlichen linearen Wirkung auf den homo-
genen Koordinaten von G. Der Stabilisator ist H, und man erha¨lt zwei G-Bahnen: G/H, und
△ als eine abgeschlossene G-Bahn. Als offene B-Bahn findet man P1×P1\(△∪V(X1)∪V(Y1)),
wobei eine Boreluntergruppe durch Matrizen der Form
(
ζ α
0 ζ−1
)
, mit ζ ∈ C∗ und α ∈ C, in G
gegeben ist. Als Abschlu¨sse der Farben in P1×P1 hat man die Divisoren V(X1),V(Y1) vorlie-
gen, wobei allerdings die abgeschlossene G-Bahn △ nicht in diesen enthalten ist, somit tragen
sie nicht zur spha¨rischen Einbettung bei, nach dem oben Gesagten u¨ber die Konstruktion
eines gefa¨rbten Kegels, und es kann nur toroidale Einbettungen geben. Der Bewertungskegel
hat Q≥0ρ(v△) = Q≤0 unter ρ als Bild im Gitter N , da ρ(v△)(χ) = −1 ist. Also gibt es insge-
samt nur folgende zwei Einbettungen von G/H:
(C0,F0) = ({0}, ∅) X0 = P1 × P1 \ △
b
triviale Einbettung
(C1,F1) = (ν(G/H) = Q≤0, ∅) X1 = P1 × P1
b
kanonische Einbettung
Beobachte, dass die kanonische Einbettung die Eigenschaften aus Definition 1.13 erfu¨llt, mit
X = P1 × P1 glatt und vollsta¨ndig, und das Komplement von G/H besteht nur aus dem
nichtsingula¨ren Divisor △. Der Rang dieser wundervollen Einbettung sowie als spha¨rische
Varieta¨t ist demnach eins. Andere Einbettungen kann es wegen Bedingung (GK2) der Defini-
tion 1.10 an gefa¨rbte Kegel nicht geben, man kann also auch keine anderen gefa¨rbten Fa¨cher
konstruieren.
Bemerkung 1.4. Glatte wundervolle Einbettungen X sind schwache Fanovarieta¨ten (K−1
X
ist nef und big, vgl. [BB]). Nach [T1] 30.2 sind auch einige Fanovarieta¨ten darunter, wie z. B.
die Fahnenvarieta¨ten.
1.2.2 Symmetrische Varieta¨ten
Wir fu¨hren die algebraischen symmetrischen Ra¨ume ein, nach [T1] 26.
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Definition 1.15. Ein (algebraischer) symmetrischer Raum ist eine homogene Varieta¨t G/H,
mit H ≤ G eine abgeschlossene Untergruppe, so dass es eine Involution σ : G→ G (mit σ 6= id
wie u¨blich) gibt, mit (Gσ)0 ⊆ H ⊆ Gσ. Eine Einbettung dieses symmetrischen homogenen
Raumes (X, x) heißt symmetrische Varieta¨t.
Beispiel 1.3. Fu¨r jede zusammenha¨ngende, halbeinfache, algebraische Gruppe G ist (G ×
G)/G, G diagonal in G×G eingebettet, ein symmetrischer homogener Raum. Als σ hat man
σ : G×G→ G×G
(g, h) 7→ (h, g)
Wir werden spa¨ter das konkrete Beispiel G := SL2(C) erleben.
Es gelten folgende Eigenschaften, vgl. [P2] :
• Symmetrische Varieta¨ten sind spha¨risch.
• symmetrische homogene Ra¨ume gestatten nach C. De Concini und C. Procesi eine
wundervolle G/H-Einbettung.
Alle Beispiele erha¨lt man auch als lokal isomorph zu Komplexifizierungen der riemannschen
symmetrischen Ra¨ume von kompaktem Typ, wie in [AK] und [S] fu¨r niedrige Ra¨nge explizit,
und in [Bi1] abstrakt behandelt.
Beispiel 1.4. Im Rang eins gibt es die Komplexifizierungen GC/KC kompakter, riemannsch
symmetrischer Ra¨ume G/K, fu¨r eine zusammenha¨ngende, kompakte, halbeinfache Liegruppe
G, wie sie in [S] und [AK] aufgelistet sind.
1.2.3 Horospha¨rische oder S-Varieta¨ten
Definition 1.16. Eine homogene Varieta¨t G/H heißt horospha¨risch, falls das unipotente
Radikal Ru(B) einer Boreluntergruppe B von G in H enthalten ist, das heißt, es liegt eine
maximale, unipotente Untergruppe von G in H. Eine Einbettung (X, x) einer horospha¨rischen,
homogenen Varieta¨t nennt man horospha¨rische Varieta¨t (oder S-Varieta¨t, wie in [T1]).
Aus [Hu] 30.4 ergibt sich die Begru¨ndung fu¨r diese A¨quivalenz von einer maximalen,
unipotenten Untergruppe in G, und das unipotente Radikal einer Boreluntergruppe zu sein.
Lemma 1.1. Horospha¨rische Varieta¨ten sind spha¨risch.
Beweis. H entha¨lt eine maximale, unipotente Untergruppe von G, und aus der topologischen
Konsequenz der Bruhat-Zerlegung, [Hu] 28.5, ergibt sich eine offene Menge in G als isomorph
zu U− × B unter dem Produktmorphismus. Unter Beachtung der beiden A¨quivalenzen in
Bemerkung 1.1 u¨ber dichte Bahnen von B in G/H, bzw. von H in G/B, fu¨r eine Borelunter-
gruppe B ≤ G, ergibt sich die Behauptung.
Fu¨r uns wichtig ist die A¨quivalenzaussage aus der
Proposition 1.4. Fu¨r eine homogene Varieta¨t G/H sind folgende Bedingungen a¨quivalent:
1. G/H
P/H→ G/P ist ein Torusbu¨ndel, d.h. ein homogenes Faserbu¨ndel mit einem Torus
als Faser.
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2. Ru(B) ⊆ H, d.h. G/H ist horospha¨rischer homogener Raum.
3. H =
⋂
ker(χ : P → C∗), fu¨r Charaktere χ einer bestimmten parabolischen Untergruppe
P ≤ G, mit einer Boreluntergruppe B in P . Es ist dann NG(H) = P .
4. Fu¨r das Bild des Bewertungskegels unter ρ gilt: ρν(G/H) = N(G/H), d.h. er bedeckt
das ganze Gitter N .
Beweis. (2) ⇐⇒ (4): [Br2] 4.3 oder [Pe] 3.2. Fu¨r (2) ⇐⇒ (3) vgl. [P1] 1.2 - 1.3, (1) ⇐⇒ (2)
folgt aus Standardfakten aus [Hu], [KN]. Vgl. insgesamt auch [P2].
Beachte im Hinblick auf Punkt 1 der Proposition 1.4, dass eine horospha¨rische Varieta¨t
als eine Einbettung eines solchen Torusbu¨ndels verstanden werden kann, wobei allerdings die
Projektion des homogenen Raumes G/H auf die Fahnenvarieta¨t G/P sich auf die Einbettung
fortsetzen la¨sst, also vertra¨glich ist mit dieser, oder eben auch nicht. Dies sieht man sehr
anschaulich an dem folgenden Beispiel, das wir aus [P2] u¨bernehmen.
Beispiel 1.5. Sei G := SL2(C), H := U die maximale unipotente Untergruppe in G, beste-
hend aus Matrizen der Form
(
1 b
0 1
)
mit b ∈ C. Man hat einen horospha¨rischen homogenen
Raum vom Rang eins vorliegen, der isomorph zu A2C\{(0, 0)} ist. Wie man leicht fu¨r x0 := ( 10 )
und die natu¨rliche, lineare Wirkung auf A2C sehen kann, ist die Isotropiegruppe StabG(x0) = U ,
und G wirkt transitiv auf der komplexen Ebene, aus der der Ursprung {(0, 0)} entfernt wurde.
Wenn die Koordinaten von A2C mit (x, y) bezeichnet sind, so findet man A
2
C \ ({(0, 0)}∪V(y))
als offene Bahn von einer Boreluntergruppe B ≤ G, mit Elementen
(
ζ α
0 ζ−1
)
, wobei ζ ∈ C∗,
α ∈ C ist. Die Farbe c := VA2
C
(y) \ {(0, 0)} liegt in G/H. Als Einbettungen gibt es folgende 6
Mo¨glichkeiten. Aufgefu¨hrt sind die gefa¨rbten Fa¨cher bzw. gefa¨rbte Kegel, falls eine einfache
Einbettung vorliegt, und die Einbettung in einen Raum X, die Projektion π0 : G/H → P1C des
homogenen Raumes auf G/P und Projektion πi : X → G/P = G/B ∼= P1C, i = 0 . . . 5 (falls
existiert).
18
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(C0,F0) = ({0}, ∅) G/H →֒ X0 := A2C \ {(0, 0)}
π0 ց ↓ π0
P1C
b
(C1,F1) = (Q≤0ρ˜(D0 := {X0 = 0}), ∅) G/H →֒ X1 := P2C \ {[1 : 0 : 0]}
π0 ց ↓ π1
P1C
b
(C2,F2) = (Q≥0ρ˜(c¯), c) G/H →֒ X2 := A2C
π0 ց ↓ ∄π2
P1C
b b
(C3,F3) = (Q≥0ρ˜(E), ∅) G/H →֒ X3 := A˜2C,(0,0)
π0 ց ↓ π3
P1C
b
f1 = {(C0,F0), (C1,F1), (C2,F2)} G/H →֒ X4 := P2C
π0 ց ↓ ∄π4
P1C
b b
f2 = {(C0,F0), (C1,F1), (C3,F3)} G/H →֒ X5 := P˜2C,[1:0:0]
π0 ց ↓ π5
P1C
b
Dabei ist E der exzeptionelle Divisor der jeweiligen Aufblasung. Die Kreise auf dem rechten
Strahl symbolisieren die fehlende, ein Punkt die anwesende Farbe c. Man sieht, dass sich die
Projektion π0 in den Fa¨llen 2 und 4 nicht zu Abbildungen πi, i = 2, 4 fortsetzt, weil es an den
zusa¨tzlichen Punkten (0, 0), i = 2, und [1 : 0 : 0], i = 4 scheitert, die sozusagen u¨berza¨hlig
sind, und nicht mit der Projektion π0 vertra¨glich abgebildet werden ko¨nnen. In Xi, i = 2, 4
entha¨lt der Abschluss der Farbe c diese Punkte als abgeschlossene G-Bahn, tauchen somit
auch im gefa¨rbten Fa¨cher auf. Man kann
X3 = A˜2C,(0,0) → X2 = A2C
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und
X5 = P˜2C,[1:0:0] → X4 = P2C
als toroidale, dominierende Varieta¨t u¨ber der a¨quivarianten Vervollsta¨ndigungsvarieta¨t auf
der rechten Seite ansehen. Es handelt sich offenkundig um Niederblasungen exzeptioneller
Divisoren.
Allgemein kann man feststellen: Wenn es keine Farben in den gefa¨rbten Kegeln des
gefa¨rbten Fa¨chers gibt, so hat man eine toroidale horospha¨rische Einbettung vorliegen, und
dies ist nach [P1] Exemples 1.13 (2) ein homogenes torisches Bu¨ndel mit einer torischen Va-
rieta¨t als Faser vorliegen. Falls es jedoch Farben gibt, so existiert immer noch ein dominanter
Morphismus
X˜
↓
X ←֓ G/H
↓
G/P
einer toroidalen Einbettung X˜, bei der alle Farben fehlen, auf die urspru¨ngliche Einbettung X.
1.3 Topologische Charakterisierung des Ranges einer spha¨-
rischen Einbettung
Wir werden hier das Ergebnis zum Rang vorstellen, und eine Vermutung von V. Batyrev wie-
dergeben. Zuerst erwa¨hnen wir das Resultat von D. Akhiezer aus [Ak1] u¨ber die topologische
Berechnung des Rangs einer spha¨rischen homogenen Varieta¨t G/H durch die Dimension des
Raumes der Doppelnebenklassen K \ G/H, wobei K ≤ G eine maximale kompakte Unter-
gruppe ist. Danach wird die Idee von V. Batyrev kurz beschrieben, eine konkrete Bijektion
durch die K-invarianten Koordinatenfunktionen auf G/H nach Rr, fu¨r ein r ∈ N0, anzugeben,
die den Bewertungskegel im mit R tensorierten Gitter N ⊗Q R als Bild liefert.
Theorem 1.4 ([Ak1]). Der Rang r ∈ N0 von G/H ist gleich der topologischen Dimension
von K \G/H (als reelle Mannigfaltigkeit mit Rand).
Proposition 1.5 ([Ak1]). Falls der Rang r von G/H gleich eins ist, so ist entweder
• K \ G/H ∼= R homo¨omorph, genau dann wenn G/H ein homogener Raum mit zwei
Enden ist (horospha¨risch)
oder
• K \ G/H ∼= R≥0 homo¨omorph, genau dann, wenn G/H eine glatte, a¨quivariante Ver-
vollsta¨ndigung zusammen mit einer homogenen Hyperfla¨che als abgeschlossener Bahn
zu einer Zwei-Orbit-Vervollsta¨ndigung (wundervolle Einbettung) besitzt.
Erinnere, dass Enden in diesem Kontext als Zusammenhangskomponenten des Komplements
des offenen Orbits in einer a¨quivarianten Vervollsta¨ndigung definiert sind.
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Man sieht daher, dass der Raum K \G/H in dem Fall Rang eins eine Mannigfaltigkeit mit
Rand sein kann, wie eben R≥0, oder aber eine differenzierbare Mannigfaltigkeit wie R. Fu¨r
die Klassifikation spha¨rischer Varieta¨ten vom Rang eins, siehe [Ak4], [Br1] und auch [HS], wo
kompakte Ka¨hlermannigfaltigkeiten mit denselben Eigenschaften untersucht werden.
Der Vermutung zufolge sollte man in einigen spha¨rischen Fa¨llen und im horospha¨rischen
Fall aus der Funktion
logFµ := log
∑
i
fµi f
µ
i(1.5)
wobei fµi Basis der Gewichte vom Gewichtsraum V (µ) ist, reelle K-invariante Funktionen
q1, . . . , qr auf G/H extrahieren ko¨nnen, r der Rang von G/H, die eine Bijektion von K \G/H
auf das Bild des Bewertungskegel in NR liefern.
G/H
(q1,...,qr)−→ ρ(ν) ⊂ NR
↓ πK ր
K \G/H
Die kanonische Projektion πK la¨sst die Abbildung q in den Raum der Doppelnebenklas-
sen K \ G/H absteigen. Einen Beweis der Bijektivita¨t geben wir in Kapitel 4 fu¨r G/H =
SLn(C)/SLn−1(C), mit n ≥ 3. Wir merken noch an, dass die Funktionen Fµ durch Summa-
tion u¨ber alle dominanten Gewichte folgenden Raum der K-invarianten Funktionen erzeugen
(vgl. [Ak1]):
(C[G/H]⊗ C[G/H])K =
⊕
µ
CFµ
In Kapiteln 2, 4 und 5 werden einige solcher Koordinatenfunktionen q1, . . . , qr angegeben
werden, mit kleinem r allerdings. Die Bijektivita¨t der dadurch gegebenen Abbildung auf den
Bewertungskegel wird explizit in Proposition 4.1 fu¨r das dortige Beispiel SLn(C)/SLn−1(C)
als homogener spha¨rischer Raum von Rang zwei gezeigt werden. Auf den darstellungstheore-
tischen Gesichtspunkt der Funktionen Fµ werden wir jedoch nicht weiter eingehen.
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Kapitel 2
Spezielle Ka¨hler-Metriken auf
horospha¨rischen Varieta¨ten
Wir besprechen zuvorderst zwei anschauliche Beispiele, und leiten einen reellen Ausdruck
des Operators ∂∂¯ϕ fu¨r eine K-invariante Funktion ϕ : G/H → R her, K ≤ G maximale
kompakte Untergruppe. Durch Koordinatenwahl steigt ϕ zu einer Funktion u auf einem Rr
ab, wenn r ∈ N der Rang von G/H ist. Der Ausdruck fu¨r ∂∂¯ϕ wird in Bemerkung 2.3 mit dem
in [PS] aufgestellten Operator verglichen. Desweiteren wird eine Verallgemeinerung des dort
gezeigten Existenztheorems eines KRS auf beliebigen horospha¨rischen Varieta¨ten angedeutet.
2.1 Das Beispiel Cn \ {0}
Wir lassen G :=GLn(C) auf Cn \{0} linear operieren. Dies geschieht in transitiver Weise, und
wenn man den Punkt x0 =


1
0
...
0

 fixiert, so erha¨lt man als Isotropiegruppe
H = {T ∈ GLn(C)|T =


1 t12 . . . t1n
0
0 T ′
...
0

}
Dabei muss T ′ ∈GLn−1(C) liegen, und die t1i, i ≥ 2 sind beliebig. Damit ist G/H horo-
spha¨rischer homogener Raum, da eine maximale unipotente Untergruppe von G in H enthal-
ten ist. Wir interessieren uns fu¨r unter K :=U(n)-invariante Ka¨hlermetriken auf G/H, bzw.
a¨quivarianten Einbettungen davon, darum definieren wir die reelle, K-invariante Koordina-
tenfunktion
Cn \ {0} → R
x1...
xn

 7→ q := ln(|x1|2 + . . .+ |xn|2)
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Zur Abku¨rzung fu¨hren wir die Notation ‖x‖2 :=∑ni=1 |xi|2 ein. Es ergibt sich:
∂q =
∂‖x‖2
‖x‖2 =
∑n
i=1 x¯idx
i
‖x‖2
∂¯q =
∂¯‖x‖2
‖x‖2 =
∑n
i=1 xidx¯
i
‖x‖2
∂∂¯q =
‖x‖2∂∂¯‖x‖2 − ∂‖x‖2 ∧ ∂¯‖x‖2
‖x‖4 =
‖x‖2δij − x¯ixj
‖x‖4 dx
i ∧ dx¯j
Fu¨r eine K-invariante differenzierbare Funktion ϕ auf G/H = GLn(C)/H, die als Funktion
auf K \ G/H ∼= R aufgefasst, als u = u(q) geschrieben werde, folgt aus der Kettenregel
∂∂¯ϕ = u11∂q ∧ ∂¯q + u1∂∂¯q (wie in (3.18), wobei u1, etc. die Ableitung von u nach der
Variable q bedeutet) die Rechnung
(∂∂¯ϕ)n =
n∑
i=0
(
n
i
)
(u11∂q ∧ ∂¯q)i(u1∂∂¯q)n−i =
=
(
n
0
)
un1 (∂∂¯q)
n︸ ︷︷ ︸
A
+
(
n
1
)
u11u
n−1
1 ∂q ∧ ∂¯q ∧ (∂∂¯q)n−1︸ ︷︷ ︸
B
Die Berechnung von Term A liefert:
(∂∂¯q)n =
(‖x‖2δij − x¯ixj
‖x‖4 dx
i ∧ dx¯j
)n
=
= n! det
(‖x‖2δij − x¯ixj
‖x‖4
)
dx1 ∧ dx¯1 ∧ . . . ∧ dxn ∧ dx¯n =
= n! det(
1
‖x‖2 (δij −
x¯ixj
‖x‖2︸ ︷︷ ︸
:=M
))dx1 ∧ . . . ∧ dx¯n = 0
denn die Determinante der Matrix 1−M ist wegen des Rangs eins von M
det(1−M) = 1− tr(M) = 1−
n∑
k=1
|xk|2
‖x‖2 = 1− 1 = 0
Dies bedeutet, dass die Ableitung un1 := (u
′)n gar nicht auftritt.
Die Berechnung von Term B: ∂q ∧ ∂¯q ∧ (∂∂¯q)n−1 gestaltet sich etwas aufwa¨ndiger. Zerle-
ge ihn in zwei Anteile, der Erste ist offenbar
∂q ∧ ∂¯q =
∑n
k,l=1 x¯kxldx
k ∧ dx¯l
‖x‖4
Der zweite Faktor ist: (∂∂¯q)n−1, und mit Hilfe der Tatsache (∂∂¯q)n−1 ∧ ∂∂¯q = (∂∂¯q)n folgt,
wobei (∂∂¯q)n der bereits bekannte Term A ist, dass die Koeffizienten imWesentlichen Eintra¨ge
der komplementa¨ren Matrix gad zur Koeffizientenmatrix g = (gij¯) := ((‖x‖2δij − x¯ixj)ij¯) mit
einem Faktor von ‖x‖4−4n sind.
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Lemma 2.1. Fu¨r die adjungierte Matrix zu g, auch komplementa¨re Matrix oder Adjunkte
genannt, gilt:
gad = ‖x‖2n−4

x1

x¯1...
x¯n

 | · · · |xn

x¯1...
x¯n



 = ‖x‖2n−4((x¯ixj)ij¯)
fu¨r eine Matrix g = (gij¯) der Gro¨ße n× n, und i, j = 1 . . . n.
Beweis. Wegen gadg = ggad = det(g)·En = 0 hat man eine Matrixgleichung ggad = 0 nach gad
als Spaltenvektoren betrachtet zu lo¨sen. Dies gelingt mit dem eindimensionalen Vektorraum
C ·

x¯1...
x¯n

. Weil det(g) = 0 ist, aber nichttriviale (n−1)× (n−1)-Minoren existieren, liegt mit
g eine Matrix vom Rang (n − 1) vor, so dass die komplementa¨re Matrix Rang eins besitzt.
Wir berechnen nun explizit den Eintrag gadnn¯ um den gemeinsamen Vorfaktor zu finden.
det(g′nn¯) = det((‖x‖2δij − x¯ixj)i,j¯=1...(n−1)) =
= ‖x‖2n−2 det(δij − x¯ixj‖x‖2︸ ︷︷ ︸
=:M
) = ‖x‖2n−2(1− trM) =
= ‖x‖2n−2
(
1−
∑n
k=1 |xk|2
‖x‖2
)
= ‖x‖2n−2 |xn|
2
‖x‖2 =
= ‖x‖2n−4|xn|2
Durch Berechnen weiterer Eintra¨ge in anderen Spalten, um die Faktoren x1, . . . , xn zu den
einzelnen n Spalten zu bestimmen, sieht man die Behauptung ein.
Mit (g · gad)i¯i =
∑n
k=1 gik¯g
ad
ki¯
= 0, und Beru¨cksichtigung des Basiskovektoranteils mit ±1,
+1 fu¨r i ≤ j, −1 fu¨r i > j, folgt:
(∂∂¯q)n−1 = gi1j¯1 · · · gin−1j¯n−1dxi1 ∧ dx¯i1 ∧ . . . dxin−1 ∧ dx¯jn−1 =
= (n− 1)!gadji¯ (±1)dx1 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dx¯n =
= (n− 1)!‖x‖
2n−4(x¯jxi)
‖x‖4n−4 (±1)dx
1 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dx¯n
Mit dem ersten Anteil des Terms B, ∂q∧∂¯q, zusammengesetzt und den Basisanteil angeordnet,
ergibt sich:
n∑
k,l=1
(
x¯kxldx
k ∧ dx¯l
‖x‖4
)
∧
n∑
i,j=1
(
(n− 1)!‖x‖
2n−4(x¯jxi)
‖x‖4n−4 dx
1 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dx¯n
)
=
=
n∑
i,j=1
(n− 1)! |xixj |
2‖x‖2n−4
‖x‖4n dx
1 ∧ . . . ∧ dx¯n =
= (n− 1)!(‖x‖
2)2‖x‖2n−4
‖x‖4n dx
1 ∧ . . . ∧ dx¯n =
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=
(n− 1)!
‖x‖2n dx
1 ∧ . . . ∧ dx¯n = (n− 1)!e−nqdx1 ∧ . . . ∧ dx¯n
Die Ausformulierung von (∂∂¯ϕ)n liefert:
(2.1) (∂∂¯ϕ)n =
(
n
1
)
u11u
n−1
1 (n− 1)!e−nqdx1 ∧ . . . ∧ dx¯n
Wir erhalten das Ergebnis
Theorem 2.1. Als Einsteingleichung fu¨r eine Ka¨hler-Einstein-Metrik ∂∂¯ϕ auf Cn\{0} findet
man
(2.2) n!u11u
n−1
1 e
−nq = e−u
bei Wahl von dx1 ∧ . . .∧ dx¯n als Volumenform. Wenn man statt GLn(C)/H, den homogenen
Raum Cn \ {0} als SLn(C)/H, mit H als entsprechende Isotropiegruppe von x0 in SLn(C),
realisiert, so ist diese SLn(C)-invariant.
Korollar 2.1. Man findet bei Wahl der modifizierten, nur SU(n)-invarianten Volumenform:
dV olCn\{0} :=
n!dx1 ∧ . . . ∧ dx¯n
(‖x‖2)n = n!e
−nqdx1 ∧ . . . ∧ dx¯n
die wegen ∂∂¯ ln(e−nq) 6= 0 nicht mehr Kru¨mmungsform Null besitzt, aber den Faktor n!e−nq
auf der linken Seite in (2.2) in dieser Volumenform verschwinden la¨sst, den Ausdruck
(2.3) (∂∂¯ϕ)n = u11u
n−1
1 dV olCn\{0}
Auf der rechten Seite kann man e−u nicht zusammen mit dieser Volumenform ansetzen, weil
es unter −∂∂¯ ln(.) das Resultat ∂∂¯u + n∂∂¯q liefert, und weiter das Standardverfahren die
Gleichung
∑n
i=0
(
n
i
)
(∂∂¯u)i(∂∂¯q)n−i = e−u−nqdx1 ∧ . . . ∧ dx¯n.
Als Lo¨sungspotential zur Gleichung (2.2) findet sich
u = ln(1 + eq)n+1 + ln[n!(n+ 1)n]
wie man leicht nachrechnet.
Wir ko¨nnen die Ricci- und Skalarkru¨mmung wie in [R] berechnen, aber mit der, wie es
dort genannt wird, ”geschickten“ Koordinatenwahl, die von E. Calabi schon benutzt wurde
([R] Remark 2.2.2.). Beachte jedoch, dass ∂∂¯ ln(e−nq) = −n∂∂¯q 6= 0 ist, man muss diesen
Term deshalb mitbeachten.
Ric(∂∂¯ϕ) = −∂∂¯ ln(u11un−11 · e−nq) =
= −[u1111u11u2n−21 + (n− 1)u111u211u2n−31 −
− (n− 1)u411u2n−41 − u2111u2n−21 ]
∂q ∧ ∂q
(u11u
n−1
1 )
2
−
− (u111un−11 + (n− 1)u211un−21 )
∂∂¯q
u11u
n−1
1
+ n∂∂¯q
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Korollar 2.2. Fu¨r n = 2 ist die Skalarkru¨mmung S von der zu ∂∂¯ϕ geho¨rigen Metrik auf
Cn \ {0} durch
S(∂∂¯ϕ) = −(2!) [u1111u11u
2
1 + 2u111u
2
11u1 − u2111u21]
e2qu211u1
gegeben.
Beweis. Aus den Formeln fu¨rRic(∂∂¯ϕ) und ∂∂¯ϕ setzt man den Ausdruck der Skalarkru¨mmung
S(∂∂¯ϕ) = n!Ric(∂∂¯ϕ) ∧ (∂∂¯ϕ)n−1 zusammen, was wegen n = 2 besonders einfach ist.
(2!)Ric(∂∂¯ϕ) ∧ (∂∂¯ϕ) =
= −(2!) [u1111u11u21 + 2u111u211u1 − u2111u21] ∂q ∧ ∂¯q ∧ ∂∂¯qu211u1
Daraus folgt die Behauptung.
Dies liefert eine gewo¨hnliche Differentialgleichung fu¨r u zur vierten Ordnung, um eine Be-
dingung an die Skalarkru¨mmung der Ka¨hlermetrik ∂∂¯ϕ auszudru¨cken, z.B. S(∂∂¯ϕ) =konstant.
Bemerkung 2.1. Beobachte dass Cn \ {0} ein horospha¨rischer homogener Raum vom Rang
eins ist, d.h. als homogenes torisches Bu¨ndel hat es die Faser C∗. Zuerst einmal liegt eine
maximale unipotente Untergruppe von G offenkundig in H, indem man einfach die unipo-
tenten Matrizen in G betrachtet. Eine Boreluntergruppe von G =GLn(C) sind die oberen
Dreiecksmatrizen, die man als Gruppe mit T (n) bezeichnet. Fu¨r G = SLn(C) kann man
a¨hnlich einsichtig argumentieren. Damit findet man als Farbe VCn\{0}(xn), die B-invariant
aber nichtG-invariant ist. Es gibt eine natu¨rliche Projektion des homogenen torischen Bu¨ndels
SLn(C)×P,τC∗ auf Pn−1 = SLn(C)/P mit Faser C∗ daru¨ber, fu¨r eine parabolische Untergruppe
P von SLn(C), z.B. Matrizen der Gestalt


t11 t12 · · · t1n
0
0 T ′
...
0

 in SLn(C). Der Homomor-
phismus τ : P → C∗ ist im Fall n = 2 mit τ(T ) = tn′11 fu¨r ein n′ ∈ N0 gegeben, was je nach
der Kompaktifizierung gewa¨hlt wird (vgl. [PS1] 6. Examples). Fu¨r beliebiges n ∈ N fu¨r den
homogenen Raum alleine ist τ(T ) = t11 zu setzen.
2.2 Das Beispiel Cn × (Cn)∗
Wir lassen SLn(C) auf V := Cn × (Cn)∗ wirken, und wa¨hlen, anders als im noch folgenden
Kapitel 4, den Punkt v0 := (e1, (en)
∗) ∈ V als Basispunkt des zu konstruierenden homogenen
Raums aus. Die Wirkung wollen wir definieren durch
SLn(C)× V → V
(T, v) 7→ (Tv(1),t (T−1)v(2))
Dies ergibt als Isotropiegruppe in v0 fu¨r n = 3 gerade die Standard maximale, unipotente
Untergruppe aus Matrizen der Gestalt

1 b c0 1 f
0 0 1

 ∈ SL3(C). Fu¨r n ≥ 4 erha¨lt man eine
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horospha¨rische Untergruppe H ≤ SLn(C) mit Matrizen T = (tij) von der Gestalt: t11 =
tnn = 1, ti1 = tni = 0, fu¨r 2 < i < n− 1, tn1 = 0. Als Bahn, worauf die Wirkung transitiv ist,
erha¨lt man
Y := {((x, y) ∈ A2nC |
n∑
i=1
xiyi = 0} \ ({x = 0} ∪ {y = 0})
bei Wahl von affinen Koordinaten x1, . . . , xn, y1 . . . , yn, oder kurz (x, y), in V . Y ist eine
horospha¨rische homogene Varieta¨t vom Rang zwei, da fu¨r n = 3 die Standardboreluntergruppe
mit B = {T =

t11 t12 t130 t22 t23
0 0 t33

 ∈ SL3(C)} gegeben ist, d.h. es gilt ∏3i=1 tii = 1, so dass
B/U ∼= T2C der 2-Torus ist. Fu¨r n ≥ 4 kann man es sich analog u¨berlegen.
Bemerkung 2.2. Als homogenes torisches Bu¨ndel vom Rang zwei zeigt sich Y als SLn(C)×P,τ
T2C u¨ber der Basis SLn(C)/P liegend.
Als zwei reelle, SU(n)-invariante Koordinaten wa¨hlen wir:
x := ln(|x1|2 + . . .+ |xn|2) = ln(‖x‖2)
y := ln(|y1|2 + . . .+ |yn|2) = ln(‖y‖2)
Wir berechnen nun, a¨hnlich wie im vorhergehenden Abschnitt, im Fall n = 3 die Gro¨ße
(∂∂¯ϕ)5 fu¨r eine SU(3)-invariante Funktion ϕ auf Y ⊂ V , die zu u = u(x, y) auf R2 korrespon-
diert, bezu¨glich einer geeigneten, SU(3)-invarianten, oder sogar SL3(C)-invarianten Volumen-
form auf Y wie in Abschnitt 4.2.2.
Theorem 2.2. Die Einsteingleichung einer KE-Metrik auf Vervollsta¨ndigungen des Raumes
Y , formuliert auf NR ∼= R2, lautet
5![(u21u2 + u1u
2
2)(u11u22 − u212)(e3(x+y) − e2(x+y))+(2.4)
+ u21u
2
2(u11 + u22 − 2u12)e3(x+y)] = e−u
Beweis. Fu¨r die Berechnung verweisen wir auf Kapitel 4, wo im Prinzip genau diesselbe
explizite Rechnung stattfindet, die hier no¨tig wa¨re. Das Ergebnis dieses Ableitungsoperators
kann man von (4.16) u¨bernehmen, mit Ru¨cksicht auf die herausgenommenen algebraischen
Mengen, {x = 0} ∪ {y = 0} in der Hyperfla¨che {∑3i=1 xiyi = 0}. Partielle Ableitungen nach
x haben wir mit Index 1, nach y mit 2 bezeichnet.
2.3 Ka¨hler-Ricci-Solitonen auf horospha¨rischen Fano-Mannig-
faltigkeiten
Die Vero¨ffentlichung [PS] kla¨rt die Fragestellung zu Theorem 0.1 allgemeiner auf homogenen
torischen Bu¨ndel X := GC ×P,τ F , wobei F kompakte torische Ka¨hlermannigfaltigkeit der
Dimension m ist, P eine parabolische Untergruppe von GC und τ : P → (C∗)m. (C∗)m
ist der Torus, der effektiv, holomorph auf F operiert. Das Theorem lautet fu¨r ein Potential
u = u(q1, . . . , qn) wie folgt:
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Theorem 2.3 ([PS] Theorem B, Corollary 5.2). Das homogene torische Faserbu¨ndel π : X→
GC/P , mit einer kompakten torischen Ka¨hlermannigfaltigkeit F als Faser, besitzt einen KRS
(ω,X(λ)) auf X genau dann, wenn es Fano ist, und der KRS ist eine Ka¨hler-Einstein-Metrik,
genau dann, wenn die Futaki-Invariante verschwindet. Die torusinvariante Funktion u als
Potential erfu¨llt auf allen regula¨ren Punkten Freg der Standardfaser F des Torusbu¨ndels X die
Gleichung
(2.5) det
(
∂2u
∂qi∂qj
)
=
1
Πα∈R+
m
(
−aiα4pi ∂u∂qi + bα
)e−C(λ)−X(λ)(u)−u
fu¨r ein λ = (λ1, . . . , λn) ∈ Rm, so dass die Tian-Zhu-Invariante bezu¨glich des Vektorfeldes
X(λ) (dies ist die verallgemeinerte Futaki-Invariante) verschwindet, fu¨r X(λ), das assoziierte
Vektorfeld der Ka¨hlermetrik des KRS,
und C(λ) := log
∫
X
ωn+m
∫
X
e−4piλ
ifiωn+m
eine Konstante.
Wir gehen im Folgenden auf diese Arbeit na¨her ein, im Hinblick auf die Methode, die wir
auf beliebige spha¨rische Varieta¨ten anwenden wollen.
Beobachtungen: 1. Die Einsteingleichung, die hier eine reelle Monge-Ampe`re-Gleichung
ist, wird nur noch auf der Faser F formuliert. Damit ist sie direkte Verallgemeinerung des
Theorems in [WZ] im torischen Fall, in dem die Basis des homogenen Torusbu¨ndels nur aus
einem Punkt besteht, und stu¨tzt sich im Beweis der Lo¨sbarkeit ausschließlich darauf. Sie
entha¨lt einen im Vergleich zu der aus [WZ] bekannten Gleichung, fu¨r Ka¨hler-Ricci-Solitonen
auf torischen Fanovarieta¨ten, zusa¨tzlichen Faktor 1∏
α∈R
+
m
(−
aiα
4pi
∂u
∂ti
+bα)
. Dieser kommt alleine
von der Gruppe GC, genauer von Wurzeln aus dem komplexifizierten Komplement mC zu kC,
das aus der Zerlegung g = k⊕m bzgl. der Killingform stammt, die unter der fast-komplexen
Struktur JV der Basis V := G
C/P im (1, 0)-Eigenraum von mC liegen.
2. Die bijektive Korrespondenz zwischen Tm-invarianten (1, 1)-Formen auf F und G×Tm-
invarianten (1, 1)-Formen aufM beeinhaltet in der Richtung von F nachM die k-Komponente
der Lieklammer in g, a¨hnlich wie auch in der Identifikation 3 in Abschnitt 3.2.1 nichtabelsche
Ausdru¨cke dazukommen. Dies ist der entscheidende Schritt in der Reduktion des Problems
auf die Faser F in Lemma 5.1 von [PS].
3. Die Funktion h := ωn(Fˆ1, JFˆ1, . . .) ist gegeben als
h = C det(fi,j)
∏
α∈R+
m
(
m∑
i=1
aiαfi + bα)
mit Konstante C 6= 0, und gewissen ajα := α(iZj) und bα := α(iIω), beides reelle Funktions-
werte unter α von Bestandteilen der auf F eingeschra¨nkten sog. algebraischen Darstellenden
Zω =
∑
i fiZi+ Iω von ω. h tra¨gt als Volumenformvorfaktor auf F letztlich mit dem hinteren
Produkt u¨ber Wurzeln α zur Gleichung (2.5) bei.
Bemerkung 2.3. Ein Vergleich der reellen Einsteingleichungen (2.2) und (2.4) mit (2.5)
zeigt, dass im Rang eins Beispiel Cn \ {0} die Struktur der Gleichung (2.2) mit (2.5) u¨ber-
einstimmt, wenn man nur eine Koordinate q1 fu¨r die eindimensionale Torusfaser hat. Fu¨r
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(2.4) sieht man jedoch Inkompatibilita¨t zu (2.5), da man in (2.4) zwar einen Determinanten-
ausdruck det(
(
u11 u12
u21 u22
)
) vorfindet, jedoch nicht einen Monge-Ampe`re-Operator und einen
Operator erster Ordnung, wie in (2.5) gefordert, antrifft. Damit gibt es also zwei verschiedene
Gleichungstypen, die eine geometrische Bedingung ausdru¨cken ko¨nnen, und es wird entschei-
dend von den Randbedingungen abha¨ngen, welche Funktionen Lo¨sungen sind.
Im Hinblick auf eine Verallgemeinerung des Theorems von Podesta` und Spiro kann man
zuerst kla¨ren, was die Fano-Eigenschaft fu¨r horospa¨rische Varieta¨ten (Einbettungen X horo-
spha¨rischer homogener Varieta¨ten G/H ist damit gemeint, d.h. S-Varieta¨ten) kombinatorisch
bedeutet. Dies wurde in der Dissertation [P1] basierend auf Arbeiten von M. Brion in der
Sprache der spha¨rischen Varieta¨ten getan, wo man einen antikanonischen Divisor −KX ex-
plizit angibt. In [PS] wird die Fano-Eigenschaft mit Hilfe des symplektischen Zugangs und
der Impulsabbildung fu¨r homogene torische Bu¨ndel angegeben. Nichtsingularita¨t einer G/H-
Einbettung X kann kombinatorisch durch den gefa¨rbten Fa¨cher beschrieben werden, sh. [P1].
Daraufhin ist weiter herauszuarbeiten, wie der Operator einer Gleichung fu¨r eine spezielle
Ka¨hlermetrik aussieht, wenn man die geschickte Wahl von reellen,K-invarianten Koordinaten
auf G/H, die eine bijektive Abbildung von K \G/H auf eine Teilmenge von NR ∼= Rr liefern,
fu¨r ein r ∈ N, als Methode benutzt. K ist dabei eine maximale kompakte Untergruppe von
G. Die geeigneten, reellen Koordinatenfunktionen auf G/H findet man nach der Idee von V.
Batyrev aus Abschnitt 1.3 im horospha¨rischen Fall aus der Formel (1.5), wobei man hier wegen
Proposition 1.4 stets den ganzen Vektorraum NR als Bild der Abbildung (q
1, . . . , qr) auf das
Bild des Bewertungskegels erha¨lt, man hat also keine Einschra¨nkungen zu treffen. Vergleiche
dies mit Proposition 1.5 fu¨r den Fall Rang eins, der einfach NR = R im horospha¨rischen Fall
liefert. Wenn man eine holomorphe, G-invariante Volumenform vom Typ |Ω|2 auf G/H zur
Verfu¨gung hat, z.B. nach Lemma 5.7, kann man den Operator in jedem Einzelfall nach Formel
(3.52) bestimmen.
Offenbar ist die Reduktion aus [PS] auf eine Gleichung in der torischen Faser eine voll-
kommen verschiedene Herangehensweise in der speziellen Situation eines homogenen torischen
Bu¨ndels, die in diesem Fall naheliegend ist, aber nicht auf beliebige horospha¨rische Varieta¨ten
anwendbar ist. Eine reelle Monge-Ampe`re-Gleichung herzuleiten, wird im Kapitel 3 noch fu¨r
i.A. nichtspha¨rische, fasthomogene GC-Einbettungen versucht werden.
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Kapitel 3
Ka¨hler-Einstein-Metriken auf
GC-fasthomogenen
Fano-Mannigfaltigkeiten
3.1 Einfu¨hrung
Es ist bekannt, dass auf komplexen Liegruppen G eine G-invariante, holomorphe Differential-
form von maximalem Grad existiert. Diese wird auf Liegruppen G durch Ru¨ckzug mit Links-
bzw. Rechtstranslation einer alternierenden Multilinearform ho¨chsten Grades im Tangential-
raum des neutralen Elements erzeugt. Wenn man eine solche Form Ω hat, ist die Aufstellung
einer Einsteingleichung fu¨r die Existenz von Ka¨hler-Einstein-Metriken auf Einbettungen X
von G durch
(3.1) (∂∂¯φ)n = ef |Ω|2
mit f = ∓φ : G → R, einer reellwertigen, glatten und plurisubharmonischen (psh) Funk-
tion (fu¨r c1 > 0, < 0 entsprechend gewa¨hlt), oder f =konst. (fu¨r c1 = 0, mit ricciflacher
Ka¨hlermetrik ∂∂¯φ), gelungen. Anders liegt der Fall jedoch, wenn man eine Einsteingleichung
von reellem Monge-Ampe`re-Typ bekommen will, wie in [D1] 4.2 vorgeschlagen, weil fu¨r diese
Art Gleichung ein großer Apparat zur Behandlung zur Verfu¨gung steht. Dazu schra¨nken wir
das Problem auf sogenannte linear komplex-reduktive Liegruppen ein, die nach Definition
Komplexifizierungen kompakter, reeller Liegruppen sind. Wir schreiben GC dafu¨r, und lassen
G die dann maximale kompakte Untergruppe von GC sein. Als Ziel setzt man sich, fu¨r ein G-
invariantes Ka¨hlerpotential φ auf GC eine reelle Gleichung auf dem Quotienten M := GC/G
aufzuschreiben, auf den sich φ als eine Funktion u herunterholen la¨sst, und das Lo¨sung einer
geometrischen Fragestellung an X ist. Bei der Ru¨ckrichtung wird die Annahme der Fortsetz-
barkeit von ∂∂¯φ, wobei φ zu der auf M gefundenen Lo¨sung u geho¨rt, auf ganz X entscheidend
sein, unter gewissen Rand- und Nebenbedingungen. Das wichtigste Hilfsmittel ist dabei ein
Identifikationsverfahren, das den Operator ∂∂¯ auf psh, G-invarianten Funktionen φ mit der
Riemann’schen Hesseschen ∇2 auf geoda¨tisch konvexen Funktionen u auf M in Beziehung
bringt, und das wir ausfu¨hrlich erkla¨ren. Allerdings treten einige Probleme auf, wie wir se-
hen werden, so dass die Gleichung, die wir durch Heranziehung einer nur G-rechtsinvarianten
Volumenform auf GC erhalten, statt obigem |Ω|2, nicht mehr die richtige Formulierung des
Problems sein kann, da bekannte Lo¨sungen, die Ka¨hler-Einstein-Metriken auf Einbettungen X
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von GC liefern, nicht mehr Lo¨sungen dieser Gleichung sind, was die explizit durchgerechneten,
nichttorischen Beispiele weiter unten in Abschnitt 3.4 zeigen. Wir ko¨nnen durch die genaue
Herleitung dieser Gleichung zeigen, dass es wegen des dort verwendeten Identifikationsver-
fahrens scheitert. Das Herleitungsverfahren orientiert sich weitgehend am Standardverfahren,
das sich fu¨r |Ω|2 abspult, musste aber fu¨r die Anwendung der Identifikationen abgewandelt
werden. Wir benutzen meist U¨berlegungen in lokalen Koordinaten, da man dadurch einen
genaueren Eindruck bekommt. Zwei durchweg begleitende Beispiele veranschaulichen diese,
und am Schluss folgen die Beispielrechnungen fu¨r Potentiale von Ka¨hler-Einstein-Metriken
prominenter SL2(C)-Varieta¨ten X.
Diese Aufgabenstellung wurde im U¨berblicksartikel [D1] von S. K. Donaldson vorgeschla-
gen, zusammen mit vielen weiteren Forschungsansa¨tzen, dem wir hauptsa¨chlich folgen, aber
mit einigen Modifikationen. Im Rahmen des Themas, Gleichungen fu¨r spha¨rische Varieta¨ten
zu finden, nimmt es im Beispiel GC = SL2(C) eine Zwischenstellung ein, da der Quotient nach
S1 bei M = SL2(C)/SU(2) noch zu bilden wa¨re, wenn man SL2(C) ∼= SL2(C) × Gm/H als
spha¨rische Varieta¨t auffassen will, und eine maximale kompakte Untergruppe mit SU(2)×S1
gegeben ist. Es ist also noch eine S1-Symmetrie in der Gleichung auf H3 vorhanden.
3.2 GC-fasthomogene Mannigfaltigkeiten
Sei im Folgenden G eine kompakte und zusammenha¨ngende Liegruppe. Dafu¨r weiß man (vgl.
[HN] 15.1-15.2 fu¨r das Kommende), dass die universelle Komplexifizierung (ηG, G
C) von G
(ηG : G → GC ein Homomorphismus reeller Liegruppen) fu¨r jede Liegruppe G eindeutig
existiert, eindeutig bis auf Isomorphie aus der definierenden, universellen Eigenschaft. Weil
G kompakt ist, erfu¨llt sie u¨berdies weitere Sachverhalte, unter diesen befindet sich Folgende:
Die Abbildung ηG ist injektiv, G
C entha¨lt ηG(G) als eine maximale kompakte Untergruppe
und die Polarzerlegung
p : GC ← g×G(3.2)
expGC(iA)U ←[ (A,U)
ist ein Diffeomorphismus. GC heißt dann linear komplex-reduktiv, und ihre Liealgebra gC ist
auch tatsa¨chlich reduktiv. Definiere eine Abbildung, die von der Polarzerlegung p und der
natu¨rlichen Projektion π : GC →M := GC/G induziert wird, als
Ψ : GC −→ M ×G(3.3)
T 7→ (π(T ), UT ), ∀T = eiAUT = p(A,UT ) ∈ GC
Dies ist ein G-a¨quivarianter Diffeomorphismus, der GC(M,G) als triviales Hauptfaserbu¨ndel
M ×G zerlegt, wenn wir G auf M ×G von rechts mit ((p, U), U ′) 7→ (p, UU ′) wirken lassen.
Wa¨hle auf GC den kanonischen invarianten Zusammenhang, der durch die reduktive Zerlegung
gC = g⊕m, mit Ad(G)m = m von m bestimmt ist. Dies ist hier sogar als kanonische Zerlegung
einer symmetrischen Liealgebra (gC, g, σ) erha¨ltlich, wobei σ die g fixierende Involution in gC
bezeichnet.
Sei X eine n-dimensionale, kompakte, komplexe Mannigfaltigkeit vom Ka¨hlertyp, mit einer
holomorphen Rechtswirkung von GC, die eine dichte Bahn besitzt (X wird auch fasthomogen
genannt), und ω die Ka¨hlerform zu einer gegebenen Ka¨hlermetrik g, die wir stets als Element
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in der ersten Chernklasse c1(X) von X wa¨hlen. Nach Definition ist g Ka¨hler-Einstein-Metrik,
genau dann, wenn ω die Bedingung:
(3.4) Ric(ω) = λω
fu¨r λ ohne Beschra¨nkung der Allgemeinheit gleich ±1 oder 0 erfu¨llt. Wir werden diese For-
derung in eine Gleichung fu¨r Funktionen auf dem Quotientenraum M := GC/G u¨bersetzen,
indem wir uns auf G-invariante Metriken auf X beschra¨nken, G als Isometriegruppe dieser
Ka¨hlermetrik auffassen, und ein n-Tupel von globalen reellen Koordinaten (x1, . . . , xn) auf
M auswa¨hlen, die wir auch kurz mit x manchmal bezeichnen.
M ist globaler, riemannsch symmetrischer Raum, da (GC, G, σ) ein kompatibles Tripel
von Liegruppendaten bereitstellt, wobei σ (sic!) hier als komplexe Konjugation und invo-
lutiver Automorphismus in GC auftritt, der G fixiert, um einen riemannsch symmetrischen
Raum daraus zu konstruieren. StatteM mit seinem kanonischen, invarianten Zusammenhang
als symmetrischer homogener Raum aus. Auf M kann man immer eine GC-invariante Rie-
mann’sche Metrik gMij finden, da G kompakt ist. Er hat fu¨r (G
C, G, σ) vom nichtkompakten
Typ (insbesondere nichteuklidisch hier angenommen) nichtpositive Schnittkru¨mmumg, genau-
so wie negativdefinite Riccikru¨mmung. M ist diffeomorph zu Rn und gestattet ein globales
Koordinatensystem.
In dem folgenden Text werden wir zwei partielle Differentialgleichungen herleiten, auf
andere Wege eingehen und auf verschiedene Probleme hinweisen. Fu¨r die Erste arbeiten wir
mit einer nicht-GC-invarianten, aber G-invarianten Volumenform Ψ∗(dV olM ∧dV olG) auf GC.
Dabei ist dV olM :=
√
det(gMij )dx
1 ∧ . . .∧ dxn das kanonische, Riemann’sche Volumenelement
auf M , das zur Riemann’schen Metrik gM assoziiert wird, und mit metrischen Koeffizienten
gMij auf M in globalen Koordinaten x ausgedru¨ckt wird. dV olG soll ein G-rechtsinvariantes
Volumenelement auf G sein, als U¨bereinkunft sei es die zu einer biinvarianten Riemannmetrik
gG assoziierte Volumenform, die es auf kompakten Liegruppen G stets gibt. Lokal kann sie
als dV olG =
√
det(gGij)dϑ
1∧ . . .∧dϑn fu¨r gewisse Koordinaten (ϑ1, . . . , ϑn) auf G geschrieben
werden. In komplexen Koordinaten (w1, . . . , wn) lokal in einer Umgebung V ⊂ GC, erha¨lt
man aus Ψ∗(dV olM ∧ dV olG) eine Funktion h(w) als Vorfaktor von dw1 ∧ . . . dw¯n.
Ψ∗(dV olM ∧ dV olG) = h(w)dw1 ∧ dw¯1 ∧ . . . ∧ dwn ∧ dw¯n(3.5)
Dazu definiert man eine glatte, nichtverschwindende Funktion h : M → R auf M , die als
Entsprechung zur (lokal in einer Umgebung V ⊂ GC) gegebenen Funktion h(w) dient, durch
die Gleichheit auf GC
(3.6) ∂∂¯ ln(h ◦Ψ) = ∂∂¯ ln(h(w))
Existenz, Eindeutigkeit und Nichttrivialita¨t von h werden spa¨ter in Abschnitt 3.2.2 und in
Lemma 3.5 diskutiert. Lokale Koordinaten auf G werden nicht oft benutzt werden, da sie
nicht so gewa¨hlt werden ko¨nnen, dass dϑ1 ∧ . . . ∧ dϑn alleine koordinatenwechselinvariant
(strikt lokale Koordinaten ausschließlich mo¨glich, da G kompakt) oder G-invariant ist. (Falls
G nichtabelsch ist, so gibt es lokal nicht die Mo¨glichkeit, die flache Metrik zu haben. Der
Tensor
√
det(gGij)dϑ
1∧ . . .∧dϑn hat also nicht konstanten Vorfaktor, da dϑ1∧ . . .∧dϑn alleine
nicht global auf G als Tensorfeld fortsetzbar ist.) An Koordinaten auf Liegruppen sind die
logarithmischen Koordinaten als kanonische Koordinatenwahl bekannt, besser wird es aber
vermieden, u¨berhaupt welche zu wa¨hlen. Vgl. jedoch [Mar].
32
3.2. GC-FASTHOMOGENE MANNIGFALTIGKEITEN 33
Theorem 3.1. Die reelle Monge-Ampe`re-Gleichung, die man auf M erha¨lt, aber nicht mehr
in Entsprechung zur komplexen Monge-Ampe`re-Gleichung des Ka¨hler-Einstein-Problems (3.4)
auf X steht, ergibt sich in der oben beschriebenen Situation und Notation als
(3.7) det
(
(∇2u′)ij
)
= e−u
′−lnh′
fu¨r eine geoda¨tisch konvexe, glatte Funktion u′, und h′ := h
det(gMij )
als eine nirgends verschwin-
dende, glatte, reelle Funktion, die fu¨r halbeinfaches GC eindeutig ist, im Allgemeinen aber nur
bis auf Homomorphismen GC → C∗ bestimmt.
Wir schreiben u′ := u − lnh, fu¨r eine Funktion u auf M , die durch eine G-invariante
Funktion φ auf GC festgelegt ist, die im Rahmen der Volumenform ωn der Ka¨hler-Einstein-
Metrik ω auf GC auftritt, wenn man
e−φΨ∗(dV olM ∧ dV olG)
als Beschreibung fu¨r die Volumenform ωn hernimmt, diese also auf die ausgezeichnete Volu-
menform Ψ∗(dV olM ∧ dV olG) bezieht. Erinnere, dass u′ geoda¨tisch konvex auf M bedeutet:
∇2(u − lnh) > 0, wobei ∇2 die Riemann’sche Hessesche bezeichnet (und nicht den Laplace-
operator), und positiv definit sein muss. Im Fall, dass man Koordinaten (ϑ1, . . . , ϑn) wa¨hlen
kann, so dass dϑ1 ∧ . . . ∧ dϑn eine (global) wohldefinierte und rechtsinvariante Volumenform
auf G hergibt, so lautet die Gleichung
(3.8) det
(
(∇2u)ij
)
= e−u
(dies ist z.B. der torische Fall, cf. [M], [WZ]).
Als Zweites, weil die Gleichung (3.7) nicht die richtige Gleichung sein kann, wegen des noch
zu besprechenden Identifikationsprozesses, der in der Herleitung der Gleichung beschritten
wird, formulieren wir ein weiteres
Theorem 3.2. Die Einsteingleichung auf M in dieser oben beschriebenen Situation ist
(3.9) A′(x, u,Du,D2u) = e−u
wobei A′ ein nichtlinearer, partieller Differentialoperator zweiter Ordnung ist, und durch
(3.10) (∂∂¯φ)n = A′(x, u,Du,D2u)|Ω|2
definiert wird, mit Ω als holomorphe, GC-rechtsinvariante n-Form auf GC, und φ eine diffe-
renzierbare, G-rechtsinvariante Funktion auf GC, die zu u auf M korrespondiert.
Diese wird im nichtabelschen Fall keine Gleichung vom Monge-Ampe`re-Typ sein, wie
wir fu¨r die in Abschnitt 3.4 noch folgenden Beispiele vermuten, und wie es Beispiele in den
Kapiteln 4 und 5 fu¨r spha¨rische homogene Ra¨ume alle zeigen. Nur im torischen Fall haben
wir U¨bereinstimmung beider Verfahren in der wohlbekannten Gleichung
(3.11) det
(
(
∂2
∂xi∂xj
u)ij
)
= e−u
weil h′ = 1 und die Riemann’sche Hessesche im flachen Rn gerade die Matrix der zweiten
Ableitungen ist.
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3.2.1 Identifikation der Form ∂∂¯φ auf GC mit der Riemann’schen Hesse-
schen ∇2u auf M
Wir beschreiben die stattfindenden Identifikationen, die in [D1], [D2] skizziert sind, und
a¨hnlich auch in [AL] und [Bi1] benutzt werden. Entscheidende Teile davon sind urspru¨nglich
in [L] bewiesen, nach meinem Dafu¨rhalten, und teilweise in [Ak3] umrissen. Wir verwenden
diese Grundlage aus [L] fu¨r die Methode, aber in der Gestalt wie in [D1] aufgezeigt, und stets
mit zwei illustrativen Beispiele bei der Hand, und mit erla¨uternden Erkla¨rungen dazu.
Sei T ∈ GC mit π(T ) = x ∈ M , und 0 ∈ M der Ursprung, d.h. der Punkt, der der
Nebenklasse eG entspricht. Zusa¨tzlich seien U, V ∈ g, und v ∈ TT (GC)(1,0)R,J ein Vektor vom
Typ (1, 0).
Lemma - Identifikation 0. Sei φ : GC → R eine beliebige, glatte, G-rechtsinvariante Funk-
tion, sei u :M → R eine glatte Funktion, π : GC →M die kanonische Projektion und W ⊆M
eine offene Umgebung in M . Dann assoziiert man
u 7−→ φ : φ(T ) := u ◦ π(T ), T ∈ GC(3.12)
u : u(x) := φ ◦ σ(x) ←− [ φ, σ :W → GC ∈ GC, mit π ◦ σ = idW
mit einem glatten, lokalen Schnitt σ u¨ber W ⊆M im Hauptfaserbu¨ndel GC(M,G).
Beweis. Fu¨r jedes x ∈W ⊆M gibt es ein T = σ(x) ∈ GC mit u(x) := φ(T ), fu¨r einen Schnitt
σ u¨berW ⊆M . Lokal gibt es stets solche Schnitte, da π : GC →M ein Hauptfaserbu¨ndel mit
Strukturgruppe G ist, und fu¨r jedes andere T ′ ∈ GC, das π(T ′) = x erfu¨llt und man durch
einen anderen lokalen Schnitt beka¨me, folgt u(x) = φ(T ′) = φ(TU) = φ(T ) fu¨r ein U ∈ G.
U¨berdies gilt: u ∈ C∞(M) ⇐⇒ u ◦ π ∈ C∞(GC), weil π glatt ist.
Lemma - Identifikation 1. Es gibt einen linearen Isomorphismus zwischen dem komple-
xifizierten Tangentialraum TxM
C in x ∈ M , und dem komplexen, d.h. dem holomorphen,
Tangentialraum (TTx0X)hol, fu¨r ein T ∈ GC mit x = π(T ) und festem x0 ∈ X, in dem die
Wirkung Φ von GC auf X eine dichte Bahn hat, und die Wirkung auf x0 mit Φx0 : G
C → X
bezeichnet sei. Die Behauptung postuliert einen Isomorphismus
TxM
C ←→ (TTx0X)hol(3.13)
Y + iY ′ = Y ⊗R 1 + Y ′ ⊗R i 7→ 1
2
(−Jdπ−1T (Y ) + dπ−1T (Y ′))−
− i
2
J(−Jdπ−1T (Y ) + dπ−1T (Y ′))
dπTJ(2ℜ(v)) + idπT (2ℜ(v)) ←[ v := 1
2
(vR − iJvR)
wobei Y ∈ TxMC, v ∈ TxMC liegen, π : GC →M die kanonische Projektion bezeichnet, J die
komplexe Struktur auf GC.
Beweis. Das Lemma ist selbsterkla¨rend, wenn wir uns nur klar vor Augen fu¨hren, was eigent-
lich passiert. Die erla¨uternden Isomorphismen des holomorphen Tangentialraum (TTx0X)hol
∼=
(TTG
C)hol ∼= (TT (GC)R)(1,0),i sind aus elementarer komplexer Geometrie wohlbekannt, und
Φx0 wurde benutzt. Vektoren daraus sind vom Typ (1, 0), mithin darstellbar als Kombination
1
2(vR− iJvR) eines gewissen reellen Tangentialvektors vR ∈ TT (GC)R. Wir benutzen ferner auf
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M die Abbildung T0M ∼= gC/g in 0 ∈ M , und, da M reduktiver homogener Raum ist, gibt
es einen Vektorraum m, so dass: gC = g ⊕ m mit Ad(u)m ⊂ m, u ∈ G. Somit ist Y ∈ T0M
nichts anderes als ein Element JU ∈ m = Jg unter dπe in e ∈ GC, wobei J fu¨r die induzierte
komplexe Struktur auf dem zugrundeliegenden reellen Vektorraum
(
gC
)
R
von gC steht, und
U ∈ g ist.M ist homogen unter GC, GC ist eine komplexe Liegruppe und wir ko¨nnen transitiv
auf M durch Diffeomorphismen operieren, und es gilt die nu¨tzliche Formel
(3.14) π ◦ µ(T, .) = χ(T, .) ◦ π, ∀T ∈ GC
mit der transitiven Wirkung
χ : GC ×M → M
(A, p) 7→ χ(A, p)
und µ die Multiplikation in der Liegruppe GC. Die Konsequenz dieser Formel und der Ablei-
tung davon ist, dass es genu¨gt, Tangentialvektoren in TeG
C und T0M zu betrachten. Dies gilt,
weil jeder Tangentenvektor auf GC eine Kombination von linksinvarianten Vektorfeldern an
dem Fußpunkt des Tangentenvektors ausgewertet ist, und der Zusammenhang in GC(M,G)
den Vektorraum Jg zu jedem Punkt als horizontalen Untervektorraum des Tangentialraumes
dorthin verschiebt. Zusammengefasst:
Y bzw. (i)Y ′ in x ∈M entsprechen also 12(U−iJU)T bzw. (J)12(V −iJV )T im Punkt T ∈ GC
ausgewertet, fu¨r U, V ∈ g.
Wodurch Y, Y ′ beschrieben werden, kann auf vier verschiedene Arten mit U, V geschehen, wir
haben uns fu¨r die hier entschieden, wie auch in [L].
Beispiel 3.1. Sei als Erstes g = (s1)n = iδn(R) gegeben, die Liealgebra von G = (S1)n, mit
GC = (C∗)n, so dass:
gC = δn(C) = g⊕ Jg = iδn(R)⊕ δn(R)
gilt, wobei δn(C) die abelsche Liealgebra der n × n-Diagonalmatrizen mit Eintra¨gen aus C
ist. M ∼= Rn sei der flache symmetrische Raum ((C∗)n, (S1)n, σ), σ : T 7→ T−1, mit T ∈ GC,
fixiert dabei (S1)n, und die Projektion ist
π : (C∗)n → Rn
T = (z1, . . . , zn) 7→ (ln |z1|, . . . , ln |zn|)
Das Differential in T ∈ (C∗)n und auf Tangentenvektor

z1c11 0. . .
0 zncnn

 = deµTC =
µT (C) in T angewandt, wobei µT die natu¨rliche Linksmultiplikation in der Gruppe mit T
bezeichnen soll, und cii ∈ C fu¨r alle i gewa¨hlt seien, berechnet man als
dπT (dµTC) =
d
dt |0
π ◦ µT etC = d
dt |0
π(

z1e
tc11 0
. . .
0 zne
tcnn

) =
=
d
dt |0
(ln(|z1etc11 |), . . .) = d
dt |0
(ln(|z1|) + tℜ(c11), . . .) =
= (ℜ(c11), . . . ,ℜ(cnn))
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Die Identifikation Tx(Rn)C ↔ TT ((C∗)n)(1,0) vollzieht sich nun folgendermaßen:
Y + iY ′ =
∑
j
(Y j + iY ′j)
∂
∂xj
7→
∑
j
(Y j + iY ′j)zj
∂
∂zj |T∑
j
cj
∂
∂xj
←[
∑
j
cjz
j ∂
∂zj |T
, cj ∈ C
bezu¨glich der Koordinaten, die man aus den trivialen Atlanten auf Rn und (C∗)n erha¨lt,
da dπe(diag(a11, . . . , ann)) = diag(ℜa11, . . . ,ℜann) ist, und die Identifikation von (C∗)n-
invarianten Vektorfeldern
diag(0, . . . , 1, . . . , 0) ≡ zi ∂
∂zi
, zi ∈ C∗, ∀i = 1, . . . , n
liefert, wobei die 1 an der i-ten Stelle der Diagonalmatrix sitzt. Beobachte, dass aus RT ′(T ) :=
TT ′ die Ableitung dTRT ′AT = dTRT ′RT (A) = RTT ′(A) folgt. Jedoch hat man
dπT (diag(z
1a11, . . . , z
nann)) = diag(ℜa11, . . . ,ℜann)
Fu¨r mehr Details zum torischen Fall, siehe [F] oder andere Literatur dazu.
Beispiel 3.2. Sei g = su2, dann ist
gC = sl2(C) = herm
>0,1
2 (C)⊕ su2
und GC = SL2(C). Der homogene Raum M = SL2(C)/SU(2) ist nichts anderes als der reelle,
hyperbolische, dreidimensionale Raum H3, wobei wir Koordinaten x, y, r ∈ R mit r > 0 im
oberen Halbraummodell wa¨hlen, wie in [EGM] beschrieben, als Teilraum der Quaternionen.
Dies ist auch praktisch fu¨r konkrete Rechnungen. Bezeichne Punkte mit x + iy + jr, worin
die vierte Komponente Null ist, und mit z := x+ iy ∈ C. Setze
π : SL2(C) → H3(3.15)
T =
(
a b
c d
)
7→ bd¯+ ac¯+ j|d|2 + |c|2
Dies gibt reelle, SU(2)-invariante Koordinatenfunktionen auf SL2(C)
x := ℜ bd¯+ac¯
|d|2+|c|2
y := ℑ bd¯+ac¯
|d|2+|c|2
r := 1
|c|2+|d|2
vor. Wir werden auch das Differential dieser Abbildung in e :=
(
1 0
0 1
)
beno¨tigen, d.h.
dπe : TeSL2(C) ∼= sl2(C)→ TjH3
wobei auf der rechten Seite Tangentialvektoren ∂∂x ,
∂
∂y ,
∂
∂r in j ∈ H3 mit den Punkten 1, i, j
identifiziert werden sollen, aufgefasst als Vektoren im Tangentialraum Tj(R ⊕ iR ⊕ jR>0)
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aus der Quaternionenbeschreibung. Auf der anderen Seite wa¨hlen wir die folgende Basis von
sl2(C):
(3.16) X :=
(
0 1
0 0
)
, H :=
(
1 0
0 −1
)
, Y :=
(
0 0
1 0
)
und (iH,X − Y, i(X + Y )) von su(2). Das Differential berechnet sich darauf wie folgt:
dπeH =
d
dt |0
π ◦ etH = d
dt |0
π(
(
et 0
0 e−t
)
) =
d
dt |0
j
|e−t|2 =
=
{
2j fu¨r t ∈ R
0 fu¨r t = it′, t′ ∈ R, also dπe(iH)
dπe(X − Y ) = d
dt |0
π ◦ et(X−Y ) = d
dt |0
π(
(
cos(t) sin(t)
− sin(t) cos(t)
)
) =
=
d
dt |0
j
| cos(t)|2 + | sin(t)|2 =
d
dt |0
j
1
= 0
dπe(i(X − Y )) = d
dt |0
π ◦ eti(X−Y ) = d
dt |0
π(
(
cosh(t) i sinh(t)
−i sinh(t) cosh(t)
)
) =
=
d
dt |0
2i cosh(t) sinh(t) + j
| sinh(t)|2 + | cosh(t)|2 =
=
d
dt |0
(
i tanh(2t) +
j
cosh(2t)
)
= 2i
dπe(i(X + Y )) =
d
dt |0
π ◦ eti(X+Y ) = d
dt |0
π(
(
cos(t) i sin(t)
i sin(t) cos(t)
)
) =
=
d
dt |0
j
| cos(t)|2 + | sin(t)|2 =
d
dt |0
j
1
= 0
dπe(X + Y ) =
d
dt |0
π ◦ et(X+Y ) = d
dt |0
π(
(
cosh(t) sinh(t)
sinh(t) cosh(t)
)
) =
=
d
dt |0
2 cosh(t) sinh(t) + j
| sinh(t)|2 + | cosh(t)|2 =
=
d
dt |0
(
tanh(2t) +
j
cosh(2t)
)
= 2
wobei wir folgende Formeln im Verlauf der Rechnungen benutzten:
sinh(x) cosh(y) =
1
2
sinh(x+ y) +
1
2
sinh(x− y)
sin(x) cos(y) =
1
2
sin(x+ y)− 1
2
sin(x− y), x, y ∈ R
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Man bekommt damit auch besta¨tigt, dass su(2) der vertikale Untervektorraum ist. Zusam-
mengenommen schreibt sich die Abbildung als
Y + iY ′ = (Y1 + iY
′
1)
∂
∂x
+ (Y2 + iY
′
2)
∂
∂y
+ (Y3 + iY
′
3)
∂
∂r
7→
−J 1
2
(
Y3 Y1 + iY2
Y1 − iY2 −Y3
)
+
1
2
(
Y ′3 Y
′
1 + iY
′
2
Y ′1 − iY ′2 −Y ′3
)
=
=
( −iY3 + Y ′3 (−iY1 + Y2) + (Y ′1 + iY ′2)
(−iY1 − Y2) + (Y ′1 − iY ′2) iY3 − Y ′3
)
mit reellen Koeffizienten Yi, Y
′
j ∈ R ∀i, j = 1, 2, 3.
Lemma - Identifikation 2. Es gibt einen weiteren linearen Isomorphismus, zwischen dem
Raum der symmetrischen Tensoren s2(T ∗xM) und einem Untervektorraum von∧(1,1)(TT (GC)R,J)(1,0),i (fu¨r jeden, fest gehaltenen Punkt T ∈ GC mit π(T ) = x ∈ M konstru-
ierbar)
s = sijdx
i ⊗ dxj 7→ ω : Qω(ZT ) := qs(Y ) + qs(Y ′)(3.17)
s : qs(Y ) := Qω(Y ) ←[ ω = i
2
hij¯dz
i ∧ dzj¯
mit assoziierten quadratischen Formen qs(Y ) := s(Y, Y ), und Qω(ZT ) := ω(ZT , Z¯T ), zu einer
symmetrischen Bilinearform s bzw. alternierenden Sesquilinearform ω. zi sind dabei beliebige,
komplexe Koordinaten auf GC, um T ∈ GC herum, xi die globalen Koordinaten auf M .
Beweis. Es handelt sich um ein linear algebraisches Problem. Ich verweise daher getrost auf
das torische Beispiel weiter unten. Beachte, dass wir nicht auf den darunterliegenden reel-
len Vektorraum TT (G
C)R zuru¨ckgreifen, auf dem die alternierende Form nach eventuellem
Basiswechsel trivial operierte. Der Ausdruck Qω(Y ) setzt natu¨rlich Identifikationslemma 1
voraus.
Die Rolle der komplexen Koordinaten auf GC generell und ihre Beziehung zu den Koor-
dinaten auf M , zeigt die folgende
Bemerkung 3.1. Sei φ := u ◦π eine G-invariante Funktion auf GC, mit den Koordinaten xi
auf M und komplexen Koordinaten zi auf GC um T . Dann folgt mit der Kettenregel
∂∂¯φ =
(
∂2u
∂xi∂xj
∂xi
∂zk
∂xj
∂z¯l
+
∂u
∂xk
∂2xk
∂zk∂z¯l
)
dzk ∧ dz¯l(3.18)
=uij∂x
i ∧ ∂xj + uk∂∂¯xk
Die reellen Koordinatenfunktionen xi = xi(z1, . . . , zn, z¯1, . . . , z¯n) sind glatt. Aus der Formel
(3.18) ergibt sich fu¨r die n-te a¨ußere Potenz weiter
(3.19) (∂∂¯φ)n = A(x, u,Du,D2u)dV olG−r-invar
GC
wobei A ein a priori nicht na¨her bekannter reeller Differentialoperator zweiter Ordnung ist, der
auf die (beliebig oft) differenzierbare Funktion u :M → R angewandt wird, und dV olG−r-invar
GC
eine vorerst beliebige G-rechtsinvariante Volumenform auf GC bezeichnet. Es wird fu¨r die
Ausformung des Differentialoperators A entscheidend darauf ankommen, welche Volumenform
hier benutzt wird.
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Beispiel 3.3. Betrachte den abelschen, torischen Fall mit G = (S1)n. Explizit ist
Qω(ZT ) = q
s(Y ) + qs(Y ′) =
n∑
i,j=1
sij(Y
iY j + Y ′iY ′j)
Setze H := h − iω als die korrespondierende hermitesche Form mit assoziierter quadrati-
scher Form QH(ZT ) := H(ZT , ZT ) an, und bemerke dass Q
ω auch reellwertig ist, weil die
schiefsymmetrische Form ω reell ist (außerdem ist unter Verwendung von zugrundeliegen-
den reellen Koordinaten ω nach Diagonalisierung gerade dxi ∧ dyi = i2dzi ∧ dz¯i). Die Zer-
legung einer hermiteschen Form schreibt sich (in offensichtlicher Notation wie in [B]) als
hijdw
i ⊗ dw¯j = 12hijdwi ⊙ dw¯j − i i2hijdwi ∧ dw¯j bezu¨glich der komplexen Koordinaten wi.
Wenn s bekannt ist, so erha¨lt man H durch Polarisation von QH
H(Z1, Z2) =
1
4
(QH(Z1 + Z2)−QH(Z1 − Z2)+
+ iQH(Z1 + iZ2)− iQH(Z1 − iZ2)) =
=
2
4i
[qs(Y1 + Y2) + q
s(Y ′1 + Y
′
2)− qs(Y1 − Y2)− qs(Y ′1 − Y ′2)+
+ i(qs(Y1 − Y ′2) + qs(Y ′1 + Y2))− i(qs(Y1 + Y ′2) + qs(Y ′1 − Y2))] =
=
2
i
(s(Y1, Y2) + s(Y
′
1 , Y
′
2)− is(Y1, Y ′2) + is(Y ′1 , Y2))
wegen
QH
(
∂
∂wj
)
=
2
i
Qω
(
∂
∂wj
)
, ∀j = 1 . . . n
Die Einfu¨hrung von affinen logarithmischen Koordinaten wi = xi+ iϑi in (C∗)n ∼= Rn×(S1)n,
wobei xi = ln |zi|2 ist, liefert die Schreibweise als
i
2
H = sijdx
i ⊗ dxj + skldϑk ⊗ dϑl − isildxi ⊗ dϑl + iskjdϑk ⊗ dxj =
= sij(dx
i ⊗ dxj + dϑi ⊗ dϑj − idxi ⊗ dϑj + idϑi ⊗ dxj) =
= sijdw
i ⊗ dw¯j
so dass die korrespondierende Matrix bezu¨glich der Basis ∂
∂xi
, ∂
∂ϑi
≃ i ⊗ ∂
∂xi
(bis auf i2) so
aussieht: (
(sij) −i(sil)
i(skj) (skl)
)
Der reelle Anteil davon ist
sijdx
i ⊗ dxj + skldϑk ⊗ dϑl
mit zugeho¨riger Matrix (
sij 0
0 skl
)
und der imagina¨re Teil davon ist:
−sildxi ⊗ dϑl + skjdϑk ⊗ dxj
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somit (bis auf Faktor i2)
ω = −1
2
ℑ(H) = 1
2
sijdx
i ∧ dϑj = i
2
sijdw
i ∧ dw¯j
Dies beschreibt in der Korrespondenz (3.17) die ω definierende, quadratische Form Qω, vom
reellen Gesichtspunkt qs|TxM + q
s
|iTxM
aus. Dies muss jedoch noch in die komplexen Koordina-
ten umgerechnet werden.
Umgekehrt sei nun ω bekannt, aus der Teilmenge der Formen, die eine Zerlegung von Qω
gestatten, unter Benutzung der Identifikation 1, wie in (3.17) fu¨r Qω gefordert. Dann schra¨nkt
man Qω auf TxM ≤ TxMC ein, und setzt nur komplexe Vektoren vom Typ (1, 0) in Qω ein,
die unter der Identifikation 1 von Tangentialvektoren vorher einem Y entsprachen, also aus
einem n-dimensionalen reellen Vektorraum stammen. Fu¨r verschiedene Y kann man durch
Polarisierung die symmetrische Bilinearform s aus Qω(Y ) = qs(Y ) bestimmen.
Bemerkung 3.2. Dies liefert genau das, was wir von der expliziten Berechnung von ∂∂¯φ und
der Verarbeitung in der Gleichungsfindung im torischen Fall erwarten. Es kann auch durch
Benutzung von affinen logarithmischen Koordinaten beschrieben werden.
sijdx
i ⊗ dxj ←→ sijdwi ∧ dw¯j
gilt sogar fu¨r Tensorfelder ∇2u = ∂2u
∂xi∂xj
dxi⊗dxj mit ∂∂¯φ = ∂2φ
∂wi∂w¯j
dwi∧dw¯j , wobei φ (S1)n-
invariant ist, und wir den Faktor i2 bei Formen ω weglassen. Denn die Kettenregel fu¨r ∂∂¯φ
aus (3.18) fu¨hrt auf:
∂2φ
∂zk∂z¯l
= uij
∂xi
∂zk
∂xj
∂z¯l
= uij
1
ziz¯j
=⇒ det
(
∂2
∂zk∂z¯l
)
=
1
|z1|2 · · · |zn|2 det(uij)
und der Vorfaktor der Determinante wird bei Aufstellung der Einsteingleichung verschwinden,
da −∂∂¯ ln(.) angewendet wird. Vgl. [F],[WZ],[M]. Solch ein Vorfaktor entsteht ganz allgemein,
sobald man Koordinaten x gefunden hat, fu¨r die ∂∂¯xk = 0, ∀k = 1 . . . n gilt:
det
(
uij
∂xi
∂zk
∂xj
∂z¯l
)
= det
(
∂xi
∂zk
uij
∂xj
∂z¯l
)
=
= det(
∂xi
∂zk
) det(uij) det(
∂xj
∂z¯l
) = det(uij)| det(∂x
i
∂zk
)|2
Ob er unter ∂∂¯ ln(.) verschwindet, ist eine Frage der Holomorphie an ∂x
i
∂zk
. Ferner kann H auch
durch natu¨rliche komplex-lineare Fortsetzung von s auf TM nach TMC punktweise erzeugt
werden.
Beispiel 3.4. Sei wieder gC = sl2(C), g = su(2) mit M = H3. Dann findet die Identifikation
wie im torischen Fall statt, da es sich rein um linear algebraische Abbildungen handelt.
Wir werden sehen, dass im allgemeinen Fall, wenn G nichtabelsch ist, ein weiterer Term
auf der rechten Seite auftritt, der den Kommutator der Liealgebra involviert. Dies kommt
aber nur unter der dritten, noch folgenden Identifikation zum Tragen, wo nicht nur Tensoren
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in einem festen Punkt, als ga¨be es nichts außen herum, betrachtet werden, sondern Tensor-
felder auf einer Mannigfaltigkeit. Darauf nimmt auch das na¨chste Lemma Bezug, das besagt,
dass das Identifikationsverfahren, nicht wie im torischen Fall, nur aufgrund geschickter Koor-
dinatenwahl auf GC vonstattengehen kann.
Lemma 3.1. Sei Ψ : GC →M ×G der Diffeomorphismus aus (3.3). Im nichtkommutativen
Fall gibt es keinen komplexen Atlas auf GC, mit lokalen Koordinaten wj = xj ◦ prM ◦ Ψ +
iϑj ◦ prG ◦Ψ in einer Umgebung V ⊆ GC, mit der Eigenschaft, dass:
1. (x1, . . . , xn) globale Koordinaten auf M sind,
2. (ϑ1, . . . , ϑn) lokale Koordinaten in VG ⊆ G eines differenzierbaren Atlas auf G sind, und
VG vom gewa¨hlten V von oben abha¨ngt.
Solch ein Atlas existiert
⇐⇒
fu¨r jeden nichtleeren Kartenschnitt V ∩ V ′ ⊆ GC, wo man wi bzw. w′i als komplexe Koordi-
naten vor sich hat, besteht der Kartenwechsel aus der Vorschrift ϑ′j = ϑj +Konstante, fu¨r
w′j = xj ◦ prM ◦Ψ+ iϑ′j ◦ prG ◦Ψ.
Beweis. Wa¨hle einen Punkt T ∈ V ∩ V ′ im Kartenu¨berlapp, mit Ψ(T ) = (p, u). Dann be-
trachte dort einen Koordinatenwechsel.
wi((w1, . . . , wn)(T )) = (x′i ◦ prM + iϑ′i ◦ prG)((w1, . . . , wn)(T )) =
= x′i((x1, . . . , xn)(T )) + iϑ′i((ϑ1, . . . , ϑn)(T ))
Die komplexen Funktionen w′i(w1, . . . , wn) sind holomorph, wenn
∂
∂w¯j
w′i = 0, ∀j = 1, . . . , n
gilt, also die Cauchy-Riemann’schen Differentialgleichungen erfu¨llt sind:
∂x′i
∂xj
=
∂ϑ′i
∂ϑj
∂x′i
∂ϑj
= −∂ϑ
′i
∂xj
Weil xi global definiert sind, gilt x′i = xi, so dass ∂x
′i
∂xj
= δij und
∂x′i
∂ϑj
= 0, ∀j. Daraus folgt
∂ϑ′i
∂ϑj
= δij somit ϑ
′i = ϑi+Konstante. Die andere Richtung ergibt sich trivial. Wa¨hle auf
nichtabelschem G die kanonischen logarithmischen Koordinaten, so wird klar, dass Koordi-
natenwechsel nicht die Addition von Konstanten sein ko¨nnen.
Korollar 3.1. Falls die Bedingung aus Lemma 3.1 erfu¨llt ist, und wi derartige komplexe
Koordinaten auf GC sind, gilt:
1. dw1 ∧ dw1¯ ∧ . . . ∧ dwn¯ ist Volumenform auf GC, und dϑ1 ∧ . . . ∧ dϑn ist Volumenform
auf G.
2. dw1 ∧ dw1¯ ∧ . . . ∧ dwn¯ ist G-rechtsinvariante Volumenform ⇐⇒ dϑ1 ∧ . . . ∧ dϑn eine
rechtsinvariante Volumenform von G ist.
41
42 KAPITEL 3. KA¨HLER-EINSTEIN-METRIKEN AUF GC-FASTHOMOGENEN
FANO-MANNIGFALTIGKEITEN
Beweis. 1. Klar, da unter Koordinatenwechsel invariant. 2. Beobachte, dass die n-Form dx1∧
. . . ∧ dxn natu¨rlicherweise invariant unter G ist (unter der Rechtswirkung auf GC). Zerlege
dann auf GC die 2n-Form
dw1 ∧ . . . ∧ dwn¯ = (−2i)ndx1 ∧ . . . ∧ dxn ∧ dϑ1 ∧ . . . ∧ dϑn
Diese Identifikationen 0.−2. fu¨hren zusammen auf eine Korrespondenz von auf (3.17) auf-
bauenden speziellen Tensorfeldern. Es handelt sich dabei um das symmetrische 2-Tensorfeld
s := ∇2u und die (1, 1)-Form ω := ∂∂¯φ, fu¨r einander via (3.12) korrespondierende glatte
Funktionen u :M → R und φ : GC → R.
Lemma - Identifikation 3. Es besteht eine bijektive Korrespondenz von Tensorfeldern
(3.20) s←→ ω
auf M bzw. GC, die durch
s 7→ ω : Qω(v) := qs(Y ) + qs(Y ′) + 2dπT (J [U, V ]g,T )u(3.21)
s : qs := Qω|TM ←[ ω
gegeben wird, mit quadratischen Formen Qω, qs, assoziiert zur schiefsymmetrischen Sesqui-
linearform ω: Qω(v) := ω(v, v¯) fu¨r v ∈ TT (GC)(1,0)R,J , und zur symmetrischen Bilinearform s:
s(Y, Y ) := qs(Y ) mit Y, Y ′ ∈ TxM , wobei x ∈ M mit π(T ) = x fu¨r ein T ∈ GC gilt. Die
linksinvarianten Vektorfelder U, V ∈ g sind durch das komplexe linksinvariante Vektorfeld
Z = dµ−1T v ∈ gC bestimmt:
U : = vℜ(Z), vertikaler Teil
V : = −J(hℜ(Z)), -J vom horizontalen Teil
Die Polarisationsformeln liefern punktweise die alternierende Form ∂∂¯φ auf GC und das
symmetrische Bilinearformenfeld ∇2u auf M .
Bemerkung 3.3. Die zweite Zeile in (3.21) bedeutet: Um qs(Y ) in x ∈M fu¨r einen Vektor
Y zu berechnen, wa¨hle den entsprechenden Tangentialvektor v ∈ TT (GC)hol (nach (3.13)) in
einem T ∈ GC, das π(T ) = x erfu¨llt, was eine freie Wahl von U ∈ TGT−1 fu¨r festes T zur
Folge hat, so dass qs(Y ) = Qω(v) gilt. Es gilt hierbei die exakte Gleichheit von reellen Werten.
In der ersten Zeile werden dagegen Werte fu¨r ω bzw. Qω auf dem ganzen TMC
(3.13)↔ TGChol
konstruiert, wobei der dritte Term einen auf u angewandten Tangentialvektor (Derivation) in
x ∈M darstellt.
Beweis. Man benutzt dafu¨r verschiedene Tatsachen aus der Differentialgeometrie, wie es in
[L] ausgefu¨hrt ist, wir geben den Beweis im Folgenden fu¨r den Leser wieder. Zuerst einmal
gilt fu¨r jede Funktion Φ auf GC, und komplexe Vektorfelder Z,W auf GC:
(3.22) ∂∂¯φ(W,Z) =W · ∂¯φ(Z)− Z · ∂¯φ(W )− ∂¯([W,Z])
Unter den zusa¨tzlichen Vorgaben, dass φ G-invariant ist, und X := U + JV, Z := X − iJX
mit U, V ∈ g linksinvariante Vektorfelder auf G sind, erzielt man die Formel
(3.23) ∂∂¯φ(Z, Z¯) = (JU)2φ+ (JV )2φ+ 2(J [U, V ])φ
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Dazu betrachte den Term
[Z, Z¯] = [X − iJX,X + iJX] = 2i[X, JX]
wie man direkt ausrechnet, und weiter wird
[X, JX] = LX(JX) = J [X,X] + LXJ ·X = 0
da das komplexe linksinvariante Vektorfeld Z den Typ (1, 0) auf GC besitzt, weshalb es ein
holomorphes Vektorfeld ist. Dies ist aber genau dann der Fall, wenn das reelle Vektorfeld
X ∈ gC automorph ist, d.h. LX = 0. Als na¨chstes bedingt die Vorgabe der G-Invarianz an φ,
dass gilt:
(Uφ)(T ) = DφT (UT ) =
d
dt
φ(T · exp(tU))|t=0 = 0 ∀U ∈ g, T ∈ GC
Zusammengenommen folgern wir nun mit der Rechnung
∂∂¯φ(Z, Z¯) = ZZ¯φ− ∂¯φ([Z, Z¯]) = ZZ¯φ =
= (X − iJX)(X + iJX)φ = X2φ+ (JX)2φ+ i[X, JX]φ =
= X2φ+ (JX)2φ = (U + JV )2φ+ (−V + JU)2φ =
= (U2 + 2U · JV + (JV )2)φ+ (V 2 − 2V · JU + (JU)2)φ =
= (JU)2φ+ (JV )2φ+ U(JV )φ− V (JU)φ =
= (JU)2φ+ (JV )2φ+ [U, JV ]φ− [V, JU ]φ
als wichtiges Zwischenergebnis die Gleichung (3.23). Fu¨r den na¨chsten Zwischenschritt erin-
nern wir uns an folgenden Fakt: Mit einer Geoda¨te γ in M , die von x ∈ M ausgeht, mit
Geschwindigkeitsvektor Y in x, kann man die Riemann’sche Hessesche wie folgt berechnen
(3.24) ∇2u(x)(Y, Y ) =
(
d2
dt2
u ◦ γ(t)
)
|t=0
Der Beweis dazu wird in Lemma 3.4 gegeben. Zur Erkla¨rung der Notation hierbei sei erwa¨hnt,
dass ∇2 die zweite kovariante Ableitung auf einer glatten Funktion u ausdru¨ckt, in den koor-
dinateninduzierten Basistangentenvektoren ∂
∂xi
, i = 1 . . . n auf M lautet diese
(3.25) (∇2u)ij = ∂
2
∂xi∂xj
u− Γkij
∂
∂xk
u
Als dritten Zwischenschritt, weil das Tangentialbu¨ndel von GC trivial ist, haben wir einen
Bu¨ndelisomorphismus TGC ∼= GC × gC vorliegen, so dass wir fu¨r jeden Vektor v in T ∈ GC
ein eindeutig bestimmtes linksinvariantes Vektorfeld Z ∈ gC finden, so dass ZT = v wahr ist,
die Umkehrung dazu ist trivial.
Weiter geht es in folgender Weise: Fu¨hre die Gleichung (3.23) auf den Punkt T ∈ GC
zuru¨ck
∂∂¯φ(T )(ZT , ZT ) =(3.26)
= (JU)2Tφ+ (JV )
2
Tφ+ 2(J [U, V ])Tφ =
=
(
d2
dt2
φ(T exp(tJU))
)
|t=0
+
(
d2
dt2
φ(T exp(tJV ))
)
|t=0
+
+ 2 ·
(
d
dt
φ(T exp(tJ [U, V ]))
)
|t=0
=
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=
(
d2
dt2
u ◦ π(T exp(tJU))
)
|t=0
+
(
d2
dt2
u ◦ π(T exp(tJV ))
)
|t=0
+
+ 2 ·
(
d
dt
u ◦ π(T exp(tJ [U, V ]))
)
|t=0
Die Ausdru¨cke t 7→ π(T exp(tJW )) mit JW ∈ {JU, JV, J [U, V ]} ⊂ Jg, t ∈ R sind Geoda¨ten
in M , die in x = π(T ) mit Tangentenvektor dπTJWT starten. Beobachte, dass man fu¨r jedes
W ∈ g Folgendes weiß:
d2
dt2
φ(T exp(tJW ))|0 =
d
dt |0
d
dt
φ(T exp(tJW )) =
=
d
dt |0
DφT exp(tJW )(JWT ) = (JW )
2
Tφ
Wir ko¨nnen jetzt Gleichung (3.24) auf die ersten beiden Ausdru¨cke des Ergebnisses in (3.26)
anwenden, und den Dritten nur umformen, um insgesamt
(3.27) ∂∂¯φ(T )(ZT , Z¯T ) = ∇2u(x)(Yx, Yx) +∇2u(x)(Y ′x, Y ′x) + 2 · dπT (J [U, V ])Tu
mit Yx := dπT (JU)T , Y
′
x := dπT (JV )T zu erhalten. Beachte auch, dass es fu¨r eine andere
Wahl von T ′ 6= T , aber noch immer mit π(T ′) = x, ein U ∈ G gibt, so dass T ′ = TU gilt, was
im Grunde genommen keinen Unterschied von (3.27) im dritten Ausdruck macht, wegen der
Invarianz unter G, und die ersten beiden Terme bleiben sowieso unvera¨ndert. Damit haben
wir die Identifikation (3.21) erlangt, indem man ∂∂¯φ zu ∇2u assoziiert, genau dann, wenn
(3.12),(3.13),(3.20) in jedem Punkt x ∈M und T ∈ GC mit π(T ) = x gilt, und beide Tensoren
lassen sich gegenseitig auseinander bestimmen.
Korollar 3.2. Seien ZT ↔ YZ + iY ′Z , WT ↔ YW + iY ′W unter der Identifikation aus Glei-
chung (3.13) zueinander assoziiert. Wir berechnen die Polarisation der quadratischen Form
Qω(ZT ) = ω(ZT , Z¯T ), und gehen mit Gleichung (3.27) nach M u¨ber.
∂∂¯φ(ZT , W¯T ) =
1
4
(Qω(ZT +WT )−Qω(ZT −WT )+(3.28)
+ iQω(ZT + iWT )− iQω(ZT − iWT )) =
=
1
4
(qs(YZ + YW ) + q
s(Y ′Z + Y
′
W )+
+ 2dπ(J [−Jdπ−1(YZ + YW ),−Jdπ−1(Y ′Z + Y ′W )]))u−
− 1
4
(qs(YZ − YW ) + qs(Y ′Z − Y ′W )+
+ 2dπ(J [−Jdπ−1(YZ − YW ),−Jdπ−1(Y ′Z − Y ′W )]))u+
+
i
4
(qs(YZ − Y ′W ) + qs(Y ′Z + YW )+
+ 2dπ(J [−Jdπ−1(YZ − Y ′W ),−Jdπ−1(Y ′Z + YW )]))u−
− i
4
(qs(YZ + Y
′
W ) + q
s(Y ′Z − YW )+
+ 2dπ(J [−Jdπ−1(YZ + Y ′W ),−Jdπ−1(Y ′Z − YW )]))u
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Nun wenden wir die Bedingung Y ′ = 0 an, um ganz nachM zu gelangen. Der obige Ausdruck
reduziert sich auf
s(YZ , YW ) + idπ(J [−Jdπ−1(YZ),−Jdπ−1(YW )])u
so dass die Matrix bezu¨glich der Basis ( ∂
∂x1
, . . . , ∂∂xn ) wie folgt aussieht:(
sij + idπ(J [−Jdπ−1( ∂
∂xi
),−Jdπ−1( ∂
∂xj
)])u
)
Beispiel 3.5. Im torischen Fall haben wir gerade das Identifikationsverfahren 2 in fest ge-
haltenen Punkten T ∈ GC, und π(T ) = x aufgezogen, dieses ko¨nnen wir direkt auf die
Identifikation 3 hier u¨bertragen, mit variierendem Basispunkt zwar, aber es entstehen keine
Zusatzterme, da g ∼= iRn abelsch ist und M = Rn flach ist. Das zweite Beispiel, das wir stets
noch verfolgen, ist aussagekra¨ftiger, siehe das folgende Beispiel.
Die Identifikation 3 reduziert sich ganz allgemein auf die Identifikation 2, wenn man sie nur
in zwei festgehaltenen Punkten ablaufen la¨sst, denn man findet sich im linear algebraischen
Fall wieder.
Beispiel 3.6. Hier ist also G = SU(2), M = H3. Sei s = ∇2u zuerst vorgegeben. Fu¨r jedes
v = dµTZ, mit Ze ∈ sl2(C), sei Ze = c1X+ c2H+ c3Y =
(
c2 c1
c3 −c2
)
, mit cj = c
1
j + ic
2
j ∈ C in
e ∈ SL2(C) das neutrale Element. Zerlege Ze in seine Bestandteile aus der direkten Summe
su(2)⊕ herm>0,12 (C):
Ze =
(
ic22
1
2(c1 − c¯3)
1
2(c3 − c¯1) −ic22
)
+
(
c12
1
2(c1 + c¯3)
1
2(c3 + c¯1) −c12
)
Vergleiche dieses mit dem Ergebnis in (3.13), so dass die Vektoren Y, Y ′, die zu Z korrespon-
dieren, durch die Komponenten
Y1 =
1
2
(−c23 − c21), Y2 =
1
2
(c11 − c13), Y3 = −c22
Y ′1 =
1
2
(c11 + c
1
3), Y
′
2 =
1
2
(c21 − c23), Y ′3 = c12
bezu¨glich der Basis ( ∂∂x ,
∂
∂y ,
∂
∂r ) gegeben sind. In e =
(
1 0
0 1
)
, der Einfachheit halber, ist ωe
bestimmt u¨ber die Polarisierung von
Qω(Ze) = q
s(Y ) + qs(Y ′) + 2dπe(J [U, V ])u
Man erha¨lt unter Beru¨cksichtigung, dass Ze schon ein Vektor vom Typ (1, 0) ist, und man
die ℜ Funktion im Folgenden vernachla¨ssigen kann
U := prsu(2)(Ze) = c
2
2 · iH +
1
2
(c11 − c13) · (X − Y ) +
1
2
(c21 + c
2
3) · i(X + Y ) =
= −Y3 · iH + Y2 · (X − Y ) + (−Y1) · i(X + Y )
V := −Jpr
herm>0,12 (C)
(Z) = −J [c12 ·H +
1
2
(c21 − c23) · i(X − Y )+
+
1
2
(c11 + c
1
3) · (X + Y )] = −Y ′3 · iH + Y ′2 · (X − Y )− Y ′1 · i(X + Y )
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somit
[U, V ]su(2) = 2(Y1Y
′
2 − Y2Y ′1)iH + 2(Y1Y ′3 − Y3Y ′1)(X − Y ) +
+2(Y2Y
′
3 − Y3Y ′2)i(X + Y )
und im Hinblick auf Beispiel 3.2 und die Berechnungen dort, folgert man
2dπe(J [U, V ]) = 4(Y1Y
′
2 − Y2Y ′1)(−2j) + 4(Y1Y ′3 − Y3Y ′1)(2i) +
+4(Y2Y
′
3 − Y3Y ′2)(−2)
was
−8(Y1Y ′2 − Y2Y ′1)
∂
∂r
+ 8(Y1Y
′
3 − Y3Y ′1)
∂
∂y
− 8(Y2Y ′3 − Y3Y ′2)
∂
∂x
entspricht. Dies liefert den ganzen Ausdruck fu¨r Qω(Ze):
Qω(Z) = qs(Y ) + qs(Y ′)+(3.29)
+ 8
(
−(Y2Y ′3 − Y3Y ′2)
∂
∂x
+ (Y1Y
′
3 − Y3Y ′1)
∂
∂y
− (Y1Y ′2 − Y2Y ′1)
∂
∂r
)
=
= qs(Y ) + qs(Y ′)− 8



Y1Y2
Y3

×

Y ′1Y ′2
Y ′3



 ·

 ∂∂x∂
∂y
∂
∂r

u
wobei wir aus formalen Gru¨nden das Vektorprodukt und Skalarprodukt in R3 eingesetzt ha-
ben.
Sei umgekehrt ω gegeben, das sich aus der Polarisierung von Qω gewinnen la¨sst, und Qω
ist ein Ausdruck wie er in (3.21) auftaucht. Damit erha¨lt man die symmetrische Bilinearform
s = ∇2u aus der Polarisierung von qs, und qs ist einfach Qω auf TH3 eingschra¨nkt, d.h.
Y ′ = 0 setzen, wobei der Term qs(Y ′) verschwindet, ebenso wie 2dπT (J [U, V ])u, weil V nach
der Identifikation 1 und oben berechneter Formel zu Y ′ korrespondiert. 2
Bemerkung 3.4. (Erkla¨rung zum Identifikationsverfahren) Wie in Bemerkung 3.3 schon
angedeutet wurde, wird ω aus der Polarisierung von Qω gewonnen, vgl. Identifikationslemma
3, und Qω wird als quadratische Form auf ganz TGChol wirkend konstruiert. Die Vorfaktoren
det(φkl¯) von (∂∂¯φ)
n (kartenabha¨ngig) und det(uij) bzgl. der kanonischen Koordinaten x auf
M sind nicht identisch, da auf GC sozusagen mehr Informationen vorhanden sind als auf
M . Diese geht bei der Richtung nach M durch das Einschra¨nken verloren. Es handelt sich
dabei im nichtabelschen Fall um den dritten Term in (3.21), der ersatzlos mitsamt seiner
lokalen, nichttensoriellen Informationen wegfa¨llt. Dies fu¨hrt zum Fehler, der bei dem Verfahren
gemacht wird. Torisch geht nichts verloren, da es den dritten Term von Anfang an gar nicht
gibt, und man s = ∇2u auf den Y ′ Vektoren u¨bernehmen kann, von den Werten auf Vektoren
Y , in den Benennungen von Identifikationslemma 1 fu¨r Y, Y ′.
3.2.2 Aufstellung der reellen Monge-Ampe`re-Gleichung
Wir werden Theorem 3.1 zeigen. Die Ka¨hlerform ω erfu¨lle die Gleichung (3.4) und sei invariant
unter der Wirkung der maximalen kompakten Untergruppe G von GC. Unter Einschra¨nkung
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von ω auf die offene Bahn U := GC.x0
iU→֒ X, fu¨r ein festes x0 ∈ X, und anschließendem
Ru¨ckzug mit der Abbildung, die der Operation auf dem Punkt x0
Φx0 : G
C × X −→ X, T 7→ T.x0
(von rechts) entspricht, induziert es eine exakte (1, 1)-Form auf GC, weil GC eine Stein’sche
Mannigfaltigkeit ist, und somit alle ho¨heren Kohomologiegruppen verschwinden, und man das
∂∂¯-Lemma (Lemma 3.2) fu¨r diesen Spezialfall anwenden kann. Wir erhalten
(3.30) Φ∗x0i
∗
U (ω) = ∂∂¯φ˜
mit einer glatten reellen Funktion φ˜, die unter G invariant ist. Daher finden wir eine andere
G-invariante Funktion φ, indem wir auf GC gleichsetzen
(∂∂¯φ˜)n = e−φΨ∗(dV olM ∧ dV olG)
Wir beziehen hierbei alle Volumenformen auf diese fixierte Volumenform ψ∗(dVM ∧ dVG)
auf GC, wobei dVM das Riemann’sche Volumenelement zur Riemann’schen Metrik auf dem
symmetrischen Raum M ist, und dVG eine mindestens G-rechtsinvariante Volumenform auf
G ist. Man kann aber einfach auch eine biinvariante Metrik auf der kompakten Liegruppe
wa¨hlen, und dazu dVG als Riemann’sches Volumenelement ansetzen. Auf der anderen Seite,
nach den Identifikationen des letzten Abschnitts, korrespondiert ∂∂¯φ˜ zu ∇2u˜ auf M , und
dies ist symmetrisch und positiv definit auf M , nach [L], so dass es folgende Riemann’sche
Volumenform auf M mit Koordinaten x in der globalen Karte auf M gibt
√
det((∇2u˜)ij)dx1 ∧ . . . ∧ dxn =
√
det((∇2u˜)ij)
det((gMij ))
dV olM
Schreibe fu¨r Ψ∗(dV olM∧dV olG) einen lokalen Ausdruck in komplexen Koordinaten in der Um-
gebung V ⊆ GC hin, wie in Gleichung (3.5) mit einer lokalen Funktion h(w), wobei ausfu¨hrlich
(3.31) h(w) =
(√
det(gMij ) ◦Ψ
)(√
det(gGij) ◦Ψ
)
J (w,ϑ)
sein muss, und J (w,ϑ) die lokale Transformationsfunktion von der 2n-Form dx1 ∧ . . . ∧ dxn ∧
dϑ1 ∧ . . . ∧ dϑn auf M ×G nach dw1 ∧ . . . ∧ dw¯n auf GC in den entsprechenden Umgebungen
ist. Genauer kann man festhalten:
J (w,ϑ) =
Ψ∗(dx1 ∧ . . . ∧ dxn ∧ dϑ1 ∧ . . . ∧ dϑn)
dw1 ∧ . . . ∧ dw¯n =
=
d(x1 ◦Ψ) ∧ . . . ∧ d(xn ◦Ψ) ∧ d(ϑ1 ◦Ψ) ∧ . . . ∧ d(ϑn ◦Ψ)
dw1 ∧ . . . ∧ dw¯n =
=
n∏
i=1
(
∂(ϑi ◦Ψ)
∂wki
dwki +
∂(ϑi ◦Ψ)
∂w¯li
dw¯li
)
∧
∧
n∏
j=1
(
∂(ϑj ◦Ψ)
∂wk
′
j
dwk
′
j +
∂(ϑj ◦Ψ)
∂w¯l
′
j
dw¯l
′
j
)
/(dw1 ∧ . . . ∧ dw¯n)
Gleichung (3.5) war:
Ψ∗(dV olM ∧ dV olG-r-invar.G ) = h(w)dw1 ∧ . . . ∧ dwn¯
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Durch Anwendung von Cherns Riccikru¨mmungsformel
Ric(ω) = −∂∂¯ ln det(gij¯), fu¨r ω = gij¯dzi ∧ dzj¯
auf X, erha¨lt man einen Ausdruck fu¨r die Kru¨mmungsform auf dem kanonischen Linienbu¨ndel
KX, und zur Unterscheidung schreiben wir einen unteren Index X bzw. G
C an Ric, je nachdem
wo man diese Formel anwendet, um die Kru¨mmungsform zu bestimmen. Unter Ausnutzung
der Tatsache
(3.32) Φ∗i∗URicX(ω) = RicGC(Φ
∗i∗Uω)
folgt mit RicGC(Φ
∗i∗Uω) = RicGC(∂∂¯φ˜) die Formel fu¨r die Ka¨hler-Einstein-Bedingung
(3.33) ∂∂¯φ− ∂∂¯ log(h(w)) = ∂∂¯φ˜
fu¨r exakte (1, 1)-Formen auf GC, aus der Anwendung des Ru¨ckzugs Φ∗i∗U auf beide Seiten der
Ka¨hler-Einstein-Bedingung (3.4). Als erste direkte Konsequenz von (3.33) erkennt man die
G-Invarianz von
∂∂¯ lnh(w) = ∂∂¯(φ− φ˜)
weil φ und φ˜ beide selbst G-invariant unter der Rechtswirkung von G auf GC sind, und
weiterhin folgt die Existenz von h ∈ C∞(M) in Gleichung (3.6), so dass h ◦ Ψ globale, G-
invariante Funktion auf GC wird. Im Allgemeinen ist sie nur bis auf Addition von Charakteren
aufGC und eine Konstante eindeutig bestimmt, wogegen im Fall dassGC halbeinfach ist, sogar
die Eindeutigkeit folgt, vgl. Bemerkung 3.8. In nichttorischen Fa¨llen ist h(w) eine echt lokale
Funktion und nichtkonstant, fu¨r beliebige komplexe Koordinaten (w1, . . . , wn) auf GC.
Bilde die n-te a¨ußere Potenz der (1, 1)-Formen auf beiden Seiten der Gleichung (3.33),
und erhalte folgende Gleichheit von Volumenformen
(3.34) (∂∂¯φ− ∂∂¯ lnh(w))n = e−φΨ∗(dV olM ∧ dV olG)
Daraus leitet sich die wohlgemerkt lokale, komplexe Monge-Ampe`re-Gleichung fu¨r diese Si-
tuation auf V ⊆ GC her:
(3.35)
{
det
(
(φ− lnh(w))ij¯
)
= e−φh(w)
(φij¯ − (lnh(w))ij¯) > 0
wobei man auf beiden Seiten den gleichen Basisvektor dw1∧ . . .∧dwn¯ zu lokalen Koordinaten
w1, . . . , wn auf GC vorfindet. Wir benutzen die Konvention, dass Indizes k, (i, j), (i, j¯) die
rechts unterhalb einer differenzierbaren Funktion stehen, stets die diesbezu¨glichen partiellen
Ableitungen dieser Funktion bedeuten, im passenden jeweiligen Kontext in den vorgegebenen
reellen oder komplexen (lokalen) Koordinaten. Es du¨rfte keine Schwierigkeiten bereiten. Be-
achte, dass Gleichung (3.35) nur lokale Gu¨ltigkeit hat, von der Wahl von Koordinaten auf GC
abha¨ngt, und i.A. nicht G-invariant ist. Die Funktion φ ist jedoch nach Vorgabe G-invariant,
also ist
(3.36)
det
(
(φ− lnh(w))ij¯
)
h(w)
= e−φ
kartenunabha¨ngiger Ausdruck und invariant unter G-Wirkung auf GC. Bis zu dieser komple-
xen Monge-Ampe`re-Gleichung ist die Ka¨hler-Einstein-Bedingung noch korrekt ausgedru¨ckt.
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Wir u¨bertragen die rechte Seite von Gleichung (3.34) als Erstes nachM×G (mit Hilfe des
Ru¨ckzugs bezu¨glich Ψ−1), und eliminieren na¨chstens dV olG auf der rechten Seite um nach M
zu gelangen. Indem man auch auf der linken Seite diesen Weg der U¨bertragung wa¨hlt, kann
man eine Gleichung aufstellen, die ebenfalls die Ka¨hler-Einstein-Bedingung korrekt abbildet:
(3.37)
(Ψ−1)∗(∂∂¯u′ ◦Ψ)n
dx1 ∧ . . . ∧ dxn ∧ dV olG = e
−u′−lnh′
Diese ist jedoch mit einem i.A. unbekannten Differentialoperator geschrieben, also nicht un-
bedingt von reellem Monge-Ampe`re-Typ. Will man jedoch diesen Typ gewaltsam erzwingen,
so muss man das Identifikationsverfahren aus Identifikationslemma 3 ausfu¨hren, bei dem je-
doch die Beziehung zur komplexen Gleichung soweit aufgegeben wird, dass sich Lo¨sungen
nicht u¨bertragen lassen, vgl. Bemerkung 3.4. Das Vorgehen assoziiert nun die linke Sei-
te ∂∂¯(φ − lnh(w))|V von Gleichung (3.34), was gleich ∂∂¯(φ − lnh ◦ Ψ)|V ist, und sich zu
∂∂¯(φ − lnh ◦ Ψ) auf ganz GC fortsetzen la¨sst, in einem einzigen Schritt mit ∇2(u − lnh)
auf M . Dies ist die Anwendung des Identifikationslemmas 3, insbesondere Gleichung (3.21).
Bilde die korrespondierende Volumenform, auf Grundlage der globalen Koordinaten x. Die
Ersetzung der lokalen Funktion h(w) durch eine globale, invariante Funktion h◦ψ auf GC mit
Hilfe der Gleichung (3.6), gestattet eine unmittelbare U¨bertragung zu h auf M . Schließlich
erreichen wir √
det ((∇2(u− lnh))ij)dx1 ∧ . . . ∧ dxn = e−udV olM
auf M , was eine Gleichsetzung von auf zwei unterschiedliche Weisen induzierten Volumen-
formen darstellt. Dies liefert, nachdem man Exponenten um Faktor zwei angepasst hat, um
die Quadratwurzel loszuwerden, da das Riemann’sche Volumenelement seinen Koeffizienten
unter einer Quadratwurzel hat, wogegen dies auf der rechten Seite nicht der Fall ist, weshalb
hier Anpassungen vorzunehmen sind, die folgende Gleichung an die Koeffizienten
det((∇2(u− lnh))ij)
det(gMij )
= e−u
Somit erhalten wir nach der Festsetzung in Theorem 3.1 von u′ := u− lnh und h′ := h
det(gMij )
,
die folgende reelle Monge-Ampe`re-Gleichung in (3.7)
(3.38) det((∇2u′)ij) = e−u′−lnh′
Jedoch ist die reelle Gleichung (3.7), wegen der Identifikation 3, wie in Bemerkung 3.4 beschrie-
ben wurde, eine falsche Bedingung fu¨r eine KE-Metrik. Genauer sehen wir in Abschnitt 3.4
im Beispiel G = SU(2), dass bekannte Potentiale fu¨r G-invariante KE-Metriken auf SL2(C)-
fasthomogenen Varieta¨ten X die Gleichung (3.7) nicht erfu¨llen.
Der Unterschied in der reellen Situation kann durch folgende Rechnung sichtbar gemacht
werden :
(3.39)
(∂∂¯φ˜)n
Ψ∗(
√
det((∇2u˜)ij)dx1 ∧ . . . ∧ dxn)
:= Ψ∗(l · dV olG)
Mit ∂∂¯φ˜ = ∂∂¯φ′ und entsprechend ∇2u˜ = ∇2u′ bekommen wir
l =
(Ψ−1)∗(∂∂¯φ′)n
det((∇2u′)ij)dx1 ∧ . . . ∧ dxn ∧ dV olG
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als den Faktor, der den Unterschied ausmacht: Die eine Volumenform erha¨lt man durch
Weglassen von dV olG, die Andere u¨ber das Identifikationsverfahren, das insgesamt ldV olG
wegku¨rzt, so dass man dieses l auf der linken Seite wieder zuru¨ckmultiplizieren muss. Beob-
achte jedoch, dass l selbst ein partieller Differentialoperator ist, der auf die Funktion u′ wirkt.
Die gesamte linke Seite wird mit diesem Operator zu
det((∇2u′)ij) · l = (Ψ
−1)∗(∂∂¯u′ ◦Ψ)n
dx1 ∧ . . . ∧ dxn ∧ dV olG
was die folgende Gleichung (im Allgemeinen wohl nicht von reellen Monge-Ampe`re-Typ, vgl.
(3.37)) liefert.
(3.40)
(Ψ−1)∗(∂∂¯u′ ◦Ψ)n
dx1 ∧ . . . ∧ dxn ∧ dV olG = e
−u′−lnh′
Bemerkung 3.5. Bei gleicher rechnerischer Behandlung beider Seiten der Gleichung (3.34)
in obiger Herleitung, d.h. Quadrieren beider Seiten nach dem Identifikationsverfahren, erha¨lt
man statt (3.7) folgende Gleichung in denselben Bezeichnungen wie eben.
(3.41) det((∇2u′)ij) = e−2u′−ln(hh′)
Bemerkung 3.6. Die Ru¨ckrichtung obiger Herleitung von (3.7) unter Benutzung der Identi-
fikationen 0 - 3 la¨uft folgendermaßen ab. Sei u′ eine Funktion, zu der φ′ := u′ ◦ π nach (3.12)
korrespondiert und die im Folgenden aufgelisteten Eigenschaften besitzt:
i. u′ erfu¨llt Gleichung (3.7)
ii. φ′ aufGC ist plurisubharmonisch, d.h. fu¨r u′ hat man auf jeden Fall∇2u′ > 0 (geoda¨tische
Konvexita¨tsbedingung) und eine weitere Nebenbedingung, ohne die es nicht gehen wird,
vgl. [Ak4]
iii. ∂∂¯φ′ auf GC setzt sich auf ganz X als Randbedingung fort, fu¨r u′ oktroyiert dies ebenfalls
eine Randbedingung.
Aus (3.7) erha¨lt man√
det ((∇2u′)ij)dx1 ∧ . . . ∧ dxn = e−u′−lnh′dx1 ∧ . . . ∧ dxn
Erga¨nze die rechte Seite mit der n-Form dV olG, und u¨berfu¨hre die linke Seite mittels Identi-
fikation (3.21) auf GC
(∂∂¯φ′)n = e−φ
′−lnh◦Ψ+ln det(gMij ◦Ψ)Ψ∗(dx1 ∧ . . . ∧ dxn ∧ dV olG)
Deshalb schreibe in lokalen Koordinaten auf GC
(∂∂¯φ′)n = e−φ
′−lnh◦Ψh(w)dw1 ∧ . . . ∧ dw¯n
Jetzt ko¨nnen wir die Ricciform auf beiden Seiten der letzten Gleichung bilden, d.h. −∂∂¯ ln(.)
auf die Koeffizientenfunktion der lokal geschriebenen Volumenform anwenden, somit folgt
RicGC(∂∂¯φ
′) = ∂∂¯φ′ + ∂∂¯ lnh− ∂∂¯ lnh(w)
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was sich mit Gleichung (3.6) auf
Ric(∂∂¯φ′) = ∂∂¯φ′
=⇒ Ric(ω) = ω
transformiert, wobei wir ω als Fortsetzung von (Φ−1|U)∗(∂∂¯φ′) auf dem offenen Orbit U =
GC.x0 ⊆ X auf ganz X definieren, unter erfu¨llter Randbedingung, die vorausgesetzt wird. Es
ist wegen der Plurisubharmonizita¨tsvoraussetzung und Glattheit eine Ka¨hlerform, und daher
ist ω eine Ka¨hler-Einstein-Form auf X, die auf GC durch ∂∂¯φ′ bestimmt ist.
3.2.3 Aufstellung der Einsteingleichung fu¨r homogene Ra¨ume unter Ver-
wendung von Ω
Anstelle der Volumenform Ψ∗(dV olM ∧dV olG) kann man jedoch auch |Ω|2 = Ω∧Ω wie in der
einfu¨hrenden Gleichung (3.1) wa¨hlen, die zu der unter der natu¨rlichen Gruppenmultiplikation
auf GC rechtsinvarianten, holomorphen n-Form Ω := ΩGC geho¨rt. Alle mo¨glichen solchen Ω
differieren nur um eine Konstante ungleich Null, da man sie als mit der Gruppenmultiplika-
tion vom neutralen Element verschobene n-Form im Tangentialraum auf der Liegruppe GC
realisieren kann. Manchmal gibt es eine natu¨rliche algebraische Konstruktion einer solchen
holomorphen Form, wie es z.B. fu¨r GC = SL2(C) der Fall ist. Weitere Beispiele fu¨r holomorphe
ΩL, wobei L sogar eine homogene Varieta¨t sein kann, folgen in den Kapiteln 4, 5. Vergleiche
zur Existenz und Eindeutigkeit von ΩL auch Lemma 5.7.
Schreibe fu¨r eine derartige n-Form lokal in Umgebung V ⊂ GC mit Koordinaten w1, . . . , wn:
(3.42) Ω = f (w)dw1 ∧ . . . ∧ dwn
mit einer lokalen holomorphen Funktion f (w), so dass gilt:
Ω ∧ Ω = |f (w)|2dw1 ∧ dw1¯ ∧ . . . ∧ dwn ∧ dwn¯
Daraus ergibt sich
∂∂¯ ln |f (w)|2 = ∂ f
(w) · ∂f (w)
|f (w)|2 =
=
|f (w)|2|∂f (w)|2 − |∂f (w)|2|f (w)|2
|f (w)|4 = 0
Das bedeutet, dass |Ω|2 die Kru¨mmungsform Null besitzt. |Ω|2 unterscheidet sich um eine
Funktion k(x1, . . . , xn) von der in Unterkapitel 3.2.2 betrachteten Volumenform Ψ∗(dV olM ∧
dV olG) auf G
C
(3.43) Ψ∗(dV olM ∧ dV olG) = k · |Ω|2
und es trifft zu, dass man nicht leicht einen Ausdruck fu¨r k finden kann, wie es im Fall SL2(C)
zum Beispiel schon zu beschwerlich ist. Die Funktion k muss zwar G-rechtsinvariant sein, aber
vom selben GC-Invarianztyp wie Ψ∗(dV olM ∧ dV olG).
Der u¨bliche Ansatz geht von der Gleichung
(∂∂¯φ)n = e−φ|ΩGC |2 =(3.44)
= e−φ|f (w)|2dw1 ∧ . . . ∧ dw¯n
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aus, was genau der Ka¨hler-Einstein-Bedingung (3.4) entspricht, bei erfu¨llter Randbedingung
zur Fortsetzbarkeit auf ganz X in der Ru¨ckrichtung. Es liegt nahe, im Hinblick auf die Identi-
fikationen aus Unterabschnitt 3.2.1, ∂∂¯φ sofort (n. [D1]) durch ∇2u zu ersetzen. Allerdings ist
unklar, was (∇2u)n in (3.44) sein soll. Außerdem sind die beiden Operatoren ja nicht gleich
im naiven Sinn, sondern stehen in einer bijektiven Korrespondenz auf bestimmten Mengen
von Funktionen. Ferner ist unklar, wie man formal richtig von (3.44) nach det((∇2u)ij) = e−u
gelangen sollte, da zwar (∂∂¯φ)n = det(φij¯)dw
1 ∧ . . . ∧ dw¯n gilt, das heißt, eine lokale Glei-
chung ist in V ⊆ GC erfu¨llt: det(φij¯) = e−φ|f (w)|2, und invariant unter Koordinatenwechsel
und G-Wirkung aufgeschrieben sto¨ßt man auf
(3.45)
det(φij¯)
|f (w)|2 = e
−φ
Hier spielen die gewa¨hlten komplexen Koordinaten keine Rolle, und man ist versucht, die
Identifikation 3 aus Abschnitt 3.2.1 anzuwenden, aber wie man den Tensor ∇2u einsetzt und
dann weiterrechnet, ist auch nicht klar. Wenn man die Ru¨ckrichtung zeigen will, also von
der reellen Monge-Ampe`re-Gleichung det((∇2u)ij) = e−u auf die Ka¨hler-Einstein-Bedingung
(3.4) schließen mo¨chte, so hat man ebenfalls das Problem, dass man nur die Koeffizienten
ersetzen mo¨chte, dies ist aber nicht mo¨glich, wenn auch die Koeffizienten (∇2u)ij durch die
kanonischen Koordinaten auf M feststehen, weil (φij¯) kartenabha¨ngig ist.
Die einzige Mo¨glichkeit, die verbleibt, ist, das Ziel eine reelle Gleichung von Monge-Am-
pe`re-Typ zu erzielen, aufzugeben, und einen der speziellen Situation angepassten Differential-
operator zuzulassen, wie in Theorem 3.2 behauptet. Die Herleitung verla¨uft dabei so, dass
der Operator (∂∂¯φ)n mittels Gleichung (3.18)
∂∂¯φ =
(
∂2u
∂xi∂xj
∂xi
∂zk
∂xj
∂z¯l
+
∂u
∂xk
∂2xk
∂zk∂z¯l
)
dzk ∧ dz¯l
direkt berechnet wird, nach Wahl von reellen Koordinatenfunktionen x1, . . . , xn, und auf eine
geeignete Volumenform bezogen wird. Man erha¨lt fu¨r eine Volumenform dV olG−r-invar.
GC
, die
vom Grad der Invarianz her genu¨gt, um eine Gleichung zu schreiben, unter Benutzung lokaler
Koordinaten wi und der Formeln:
dV olG−r-invar.
GC
=
1
j(x1, . . . , xn)
Ψ∗(dV olM ∧ dV olr-invar.G )(3.46)
Ψ∗(dV olM ∧ dV olr-invar.G ) =h(w)dw1 ∧ . . . ∧ dw¯n(3.47)
die diese Volumenform mit minimalen Invarianzanforderungen auf die in Abschnitt 3.2.2
verwendete Form Ψ∗(dV olM ∧ dV olr-invar.G ) bezieht, via einer nirgends verschwindenden, G-
invarianten Funktion j = j(x1, . . . , xn) folgende Gleichsetzung.
(∂∂¯φ˜)n =A(x, u˜,Du˜,D2u˜)dV olG−r-invar.
GC
=(3.48)
=e−φdV olG-r-invar.GC
wobei φ˜ wie in (3.30) das Potential von ω auf GC bezeichnet. Die entstehende Gleichung lautet
(3.49) A(x, f := u+ ln j − lnh,Df,D2f) = e−u
mit der Ersetzung (3.6), die wegen der nur von x abha¨ngigen Funktion j hier auch gelten
muss.
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Wir ko¨nnen mit den beiden benutzten Volumenformen, dem allgemeinen dV olG−r-invar.
GC
,
und |Ω|2, das u¨ber (3.43) zu dV olM ∧ dV olG-r-invG bezogen ist, schreiben:{
(∂∂¯f ◦Ψ)n = e−φdV olG−r-invar.
GC
= e−φ kj |Ω|2
(∂∂¯φ)n = A(x, u,Du,D2u)dV olG−r-invar.
GC
= A′(x, u,Du,D2u)|Ω|2(3.50)
wobei der Operator A′ durch obige Gleichung (∂∂¯φ)n = A′|Ω|2 definiert wird. Die fu¨r ∂∂¯ ln j =
0 und ∂∂¯ lnh = 0, d.h. ∂∂¯ ln j ◦Ψ = 0 und ∂∂¯ lnh ◦Ψ = 0 erha¨ltliche reelle Gleichung lautet
(3.51) A′(x, u,Du,D2u) = e−u
k
j
Wir wollen ausschließlich die spezielle Wahl |Ω|2 fu¨r dV olG-r-invar.
GC
mitsamt den Gleichungen
(3.42), (3.43) und (3.46) verwenden, um die Hilfsfunktion kj letztlich loszuwerden. Dazu fordert
man die Gleichheit (3.44) ein, also nicht mehr in Bezugnahme auf eine andere Volumenform
dV olG-r-invar.
GC
die man erst noch umrechnen muss, um eine passende lokale Gestalt zu erzeugen.
Man bekommt einen Operator A′ mit A′ = kjA und setzt an, wie eben, mit
(3.52) (∂∂¯φ)n = A′(x, u,Du,D2u)|Ω|2
fu¨r alle G-rechtsinvarianten Funktionen φ auf GC, und wir erhalten
(3.53) A′(x, u,Du,D2u) = e−u
ohne die Funktion j, was man als reelle Einsteingleichung ansehen kann, wie in Gleichung
(3.9) von Theorem 3.2 behauptet.
Bemerkung 3.7. Ausschließlich die Art (3.53) einer reellen Gleichung wird in den Kapiteln
4 und 5 hergeleitet, durch die Berechnung der Operatoren A′ bezu¨glich der Wahl von |ΩL|2
und geeigneter r Stu¨ck (r =Rang(L)) reeller Koordinatenfunktionen x auf affinen homogenen
Varieta¨ten L := G/H, fu¨r eine reduktive algebraische Gruppe G, und H eine abgeschlossene
Untergruppe von G. Stets gilt r ≤ 2n, wobei n = dimC(L) die komplexe Dimension ist. In
allen Beispielen liegen folgende Werte vor: r = 1, r = 2 oder fu¨r die beiden quasihomogenen
Beispiele (torischer Fall und G = SU(2) aus dem noch folgenden Abschnitt 3.4; r ist nur mehr
die Anzahl reeller Variablen) mit r = n. Zur Existenz und Eindeutigkeit einer solchen Form
ΩL, beachte die zusa¨tzlichen Voraussetzungen an G und H aus Lemma 5.7.
3.3 Wichtige Eigenschaften von GC in Bezug auf den homoge-
nen Raum M
Wie in der Darstellung im ersten Abschnitt von [Ba], zeigen wir verallgemeinernd die folgenden
Aussagen.
Lemma 3.2 (∂∂¯-Lemma fu¨r lineare komplex reduktive Liegruppen GC). Sei G eine kompakte
Liegruppe. Jede geschlossene (1, 1)-Form ω auf GC kann durch ω = ∂∂¯β dargestellt werden,
fu¨r eine glatte Funktion β auf GC. Wenn ω reell ist (d.h. ω = ω), so kann β auch reell gewa¨hlt
werden. Wenn ω unter Multiplikation µ : G×GC → GC mit Elementen aus G invariant ist,
so kann β auch G-invariant gewa¨hlt werden.
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Beweis. Setze die lokale Version dieses ∂∂¯-Lemmas auf Stein’sche Mannigfaltigkeiten unse-
res Typs fort. In der Literatur gibt es entweder die lokale Version oder die globale Ver-
sion fu¨r kompakte Mannigfaltigkeiten in fast jedem Textbuch zur komplexen Geometrie.
Weil ω geschlossene Form ist, gibt es wegen H1,1
∂¯
(GC) = 0 und dem d-Poincare´-Lemma ein
α = α1,0 + α0,1 ∈ H1(GC,R) mit
ω = dα = (∂ + ∂¯)α =
= ∂α1,0 + ∂¯α1,0 + ∂α0,1 + ∂¯α0,1
Es muss also ∂α1,0 = 0 = ∂¯α0,1 gelten, weil ω nach Voraussetzung eine (1, 1)-Form ist. Wegen
des Verschwindens der Dolbeault’schen Kohomologiegruppen H1,0
∂¯
(GC) = 0 = H0,1
∂¯
(GC) bzw.
wegen des sog. Dolbeault’schen Lemmas, existieren Funktionen β1, β2, so dass α
1,0 = ∂β1 und
α0,1 = ∂¯β2 gilt. Setze β := β2 − β1, damit folgt:
∂∂¯β = ∂(∂¯β2 − ∂¯β1) = ∂(α0,1 − ∂¯β1) = ∂α0,1 − ∂∂¯β1 =
= ∂α0,1 + ∂¯∂β1 = ∂α
0,1 + ∂¯α1,0 = dα = ω
Wenn ω reell ist, so wa¨hle 12(β + β¯) als reelles Potential fu¨r ω. Es ergibt sich
1
2
∂∂¯(β + β¯) =
1
2
(ω + ∂∂¯β) =
=
1
2
(ω + ω¯) = ω
Wenn ω invariant unter der Links- oder Rechtsmultiplikation µ in GC mit Elementen U ∈ G
ist,
µ : G×GC → GC
(U, T ) 7→ U · T, bzw. T · U
und wir schreiben µU : G
C → GC fu¨r die Multiplikation mit einem festen U auf GC, dann
bedeutet dies: µ∗Uω = ∂∂¯(µ
∗
Uβ) = ∂∂¯(β ◦ µU ), man muss also β invariant unter der Grup-
penwirkung machen, wenn es das nicht schon ist. Dazu mittelt man die Funktion β u¨ber die
kompakte Gruppe G, in der u¨blichen Weise mit dem Haarschen Integral, und erha¨lt:
(3.54) βˆ :=
∫
G
µ∗UβdµHaar(U)
was als neues Potential verwendet werden kann, das G-invariant ist.
Korollar 3.3 (∂∂¯-Lemma fu¨r affine homogene Varieta¨ten). Sei G reduktive algebraische
Gruppe, H ≤ G abgeschlossene reduktive Untergruppe. Dann ist der homogene Raum G/H
eine affine Varieta¨t, insbesondere eine Stein’sche Mannigfaltigkeit. Wir ko¨nnen darauf Lemma
3.2 anwenden, der Beweis funktioniert analog. Fu¨r eine maximale kompakte Untergruppe
K ≤ G, die auf G/H natu¨rlich von links operiert, ko¨nnen wir wie oben, fu¨r eine K-invariante
(1, 1)-Form ω, ein zugeho¨riges invariantes Potential durch Integration finden.
Bemerkung 3.8 (Eindeutigkeit des Potentials in Lemma 3.2). Aus [BO] entnehmen wir, dass
im Spezialfall dass GC halbeinfach ist, die Eindeutigkeit bis auf Addition von Konstanten fu¨r
54
3.3. WICHTIGE EIGENSCHAFTEN VON GC IN BEZUG AUF DEN HOMOGENEN
RAUM M 55
solche Potentiale wie in Lemma 3.2 folgt, weil pluriharmonische, G-invariante Funktionen auf
GC, die man zu Potentialen beliebig addieren ko¨nnte, ohne ω zu a¨ndern, nur konstante Funk-
tionen sein ko¨nnen. Im Allgemeinen, wenn GC reduktiv ist, haben wir wegen des Auftretens
nichttrivialer Charaktere von GC eine Uneindeutigkeit zu verzeichnen, d.h. bis auf monomiale
Funktionen in dim(Z(GC)) Variablen plus einer Konstanten. 2
Lemma 3.3 (Beweis der Formel (3.32)). Sei ω = gij¯dz
i∧dzj¯ eine positiv definite hermitesche
(1, 1) Form auf X. Dann gilt
Φ∗i∗URicX(ω) = RicGC(Φ
∗i∗Uω)
Beweis. Wir berechnen dies explizit in Koordinaten zi auf X, und wi auf GC, in geeignet
gewa¨hlten Umgebungen. Die rechte Seite ist leichter zu sehen:
RicGC(Φ
∗i∗Uω) =− ∂∂¯ ln((Φ∗i∗Uωn)1...n¯) = −∂∂¯ ln(((Φ∗i∗Uω)n)1...n¯) =
=− ∂∂¯ ln(((∂∂¯φ˜)n)1...n¯) = −∂∂¯ ln det(φ˜(w)ij¯ )
Auf der linken Seite haben wir
Φ∗i∗URicX(ω) =− ∂∂¯(Φ∗i∗U ln((ωn)1...n¯) = −∂∂¯ ln(Φ∗i∗U (ωn)1...n¯) =
=− ∂∂¯ ln(Φ∗i∗U det(g(z)ij¯ ))
Anstelle dieses Ansatzes, rechnen wir den inversen Transformationskoeffizienten aus.
Φ∗i∗U (dz
1 ∧ . . . ∧ dzn¯) =
=
∂z1
∂wk1
· · · ∂z
n
∂wkn
· ∂z
1¯
∂wl¯1
· · · ∂z
n¯
∂wl¯n
· dwk1 ∧ dwl¯1 ∧ . . . ∧ dwkn ∧ dwl¯n =
=
∑
σ1,σ2∈Sn
sgn(σ1)sgn(σ2)
∂z1
∂wσ1(1)
· · · ∂z
n
∂wσ1(n)
· ∂z
1¯
∂wσ2(1)
· · · ∂z
n¯
∂wσ2(n)
·
· dw1 ∧ dw1¯ ∧ . . . ∧ dwn ∧ dwn¯ =
= det
((
∂zi
∂wj
)
i,j=1...n
)
· det

( ∂z i¯
∂wj¯
)
i,j=1...n

 dw1 . . . dwn¯ =
=
∣∣∣∣∣det
((
∂zi
∂wj
)
i,j=1...n
)∣∣∣∣∣
2
dw1 . . . dwn¯
und f := det
((
∂zi
∂wj
)
i,j=1...n
)
stellt eine holomorphe Funktion dar, so dass ∂∂¯ ln |f |2 = 0,
wenn u¨berall f 6= 0 gilt. Dieser extra entstehende Faktor verschwindet oben eingesetzt, und
beide Seiten stimmen u¨berein.
Lemma 3.4 (Beweis der Gleichung (3.24) fu¨r eine Riemann’sche Mannigfaltigkeit (M, g)).
Fu¨r jedes Y ∈ TxM,x ∈M und jede Funktion u gilt:
(3.55) ∇2u(x)(Y, Y ) =
(
d2
dt2
u ◦ γ(t)
)
|t=0
wobei γ die Geoda¨te mit γ(0) = x, γ˙(0) = Y bezeichne.
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Beweis. (nach [J] Abschnitt 3.3) Erinnere, dass die Riemann’sche Hessesche einer glatten
Funktion in Koordinaten x auf M durch
∇2u = ∇du =
(
∂2u
∂xi∂xj
− ∂u
∂xk
Γkij
)
dxi ⊗ dxj
gegeben ist (sh. Gleichung (3.25)). Angewandt auf Vektorfelder X,Y auf M erha¨lt man:
∇du(X,Y ) = g(∇Xgrad u, Y ) = X(Y (u))− (∇XY )u
weil
X(Y (f)) = Xg(grad u, Y ) = g(∇Xgrad u, Y ) + g(grad u,∇XY )
Jetzt benutzen wir die Vorgaben aus der Voraussetzung, und mit
∇du(Y, Y ) = Y (Y (u))− (∇Y Y )u = Y (grad u(Y )) =
= γ˙(0)(grad u(γ˙))|0 = γ˙(0)
d
dt |0
u ◦ γ(t) = d
dt |0
d
dt
u ◦ γ(t)
erzielen wir das Ergebnis.
Lemma 3.5 (Explizite Berechnung der Funktion h(w), bezu¨glich komplexer Koordinaten
(w1, . . . , wn) auf GC). Wir erinnern an die Definition von h(w) in (3.5). Daraus erha¨lt man
h(w) = Ψ∗(dV olM ∧ dV olG)
(
∂
∂w1
, . . . ,
∂
∂w¯n
)
=
= dV olM ∧ dV olG
(
Ψ∗
∂
∂w1
, . . . ,Ψ∗
∂
∂w¯n
)
Alternativ vergleiche man die Koeffizienten in
dV olM ∧ dV olr-invar.G = (h(w) ◦Ψ−1)(Ψ−1)∗(dw1 ∧ . . . ∧ dw¯n)
fu¨r bekannte dV olM und dV ol
r-invar.
G .
Dies kann man nun rechnerisch bestimmen, wozu man das Differential DΨ oder DΨ−1
auszurechnen hat. Stattdessen bringen wir, neben dem torischen Fall, der in Abschnitt 3.4
geschildert wird, den aus den Beispielen 3.2, 3.4 und 3.6 bekannten Fall G = SU(2), als
nichttriviales Analogon.
Beispiel 3.7. Wir haben die Isomorphie SU(2) ∼= S3 im Sinn, wo man Volumenformen in
einer Karte mit trigonometrischen Vorfaktorfunktionen findet. So bekommt man in [Ba] fu¨r
(ϑ1, ϑ2, ϑ3) bei Wahl der Eulerwinkel (β, α, γ) ∈]0, 4π[×]0, π[×]0, 2π[ und Einsformen
σ1 = − sin γdα+ cos γ sinαdβ
σ2 = cos γdα+ sin γ sinαdβ
σ3 = cosαdβ + dγ
die Volumenform σ1 ∧ σ2 ∧ σ3 = − sinαdα ∧ dβ ∧ dγ. Nach Gleichung (3.5) haben wir:
h(w) =
(√
det((gH
3
ij ))
√
|gSU(2)|
)
◦Ψ J =
√
1
r6
(
√
sinα ◦Ψ) J , mit r = 1
|c|2+|d|2
, wie im Beispiel
3.2 gesetzt wurde, und wofu¨r man noch lokale Koordinaten (w1, w2, w3) auf SL2(C) einfu¨hren
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muss, in einer der vier Umgebungen wo a, b, c, oder d 6= 0 ist. Denn Ψ auf H3 betrachtet
ist einfach π : SL2(C) → H3 wie in (3.15) festgelegt wurde (vgl. auch (3.61)). Fu¨r den
interessanten Teil von h(w) erha¨lt man als Pendant zu h′ die lokale Funktion − sinα ◦Ψ · J ,
wobei J hier nicht bestimmt wird. Fu¨r den anderen Teil 1
r3
findet man ∂∂¯ ln(r3) 6= 0. Wenn,
wie im torischen Fall, −∂∂¯ lnh(w) = −∂∂¯ ln(h ◦Ψ) = 0 ist, d.h. die Kru¨mmungsform Null ist,
so muss h ◦Ψ =konst. sein.
Nach [Ba] ist die Volumenform σ1 ∧ σ2 ∧ σ3 sogar unter SU(2) × SU(2)-Wirkung in-
variant, d.h. von links mit U1 und von rechts mit inverser Matrix U
−1
2 multiplizieren, fu¨r
U1, U2 ∈ SU(2).
Als schon fru¨her empfohlene Konstruktion einer Volumenform ko¨nnen wir das von der
(−1)-fachen Killingform −κsu(2) auf su(2) als Riemann’sche Metrik induzierte Riemann’sche
Volumenelement wa¨hlen. Es gilt:
κsu(2)(v, w) = tr(ad(v)ad(w)) = 4tr(vw), ∀v, w ∈ su(2)
und in der schon unterhalb von Gleichung (3.16) aufgeschriebenen Basis von su(2): < iH,X−
Y, i(X + Y ) > ist
−κsu(2) = 4

2 0 00 2 0
0 0 2


was man nun an jeden Punkt der Liegruppe durch Translation verschieben kann, und damit
als die ausgezeichnete biinvariante Metrik installieren kann. Explizit bestimmen wollen wir
dafu¨r nichts weiter.
Insgesamt vermuten wir, dass i.A. h nichtkonstant und ∂∂¯ ln(h ◦ Ψ) 6= 0 ist. Wir wissen,
dass h(w) i.A. nichtkonstant ist, ∂∂¯ ln det(gH
3
ij ) 6= 0 und falls ∂∂¯ ln(h ◦ Ψ) = 0 ist, so war
Ψ∗(dV olM ∧ dV olG) schon eine Volumenform auf GC mit Kru¨mmungsform gleich Null, wie
bei |ΩGC |2 auch. Sonst muss sie nur die Chernklasse c1(GC) = 0 repra¨sentieren ko¨nnen.
3.4 Die Beispiele der torischen Varieta¨ten und SL2(C)-fast-
homogenen Varieta¨ten
Von der Geometrie einer kompakten Liegruppe G ist bekannt, dass
1. sie eine biinvariante Metrik g besitzt,
2. der korrespondierende Riemann’sche Zusammenhang mit
∇XY = 1
2
[X,Y ], ∀X,Y ∈ g
gegeben ist,
3. R(X,Y )Z = 14 [[X,Y ], Z], ∀X,Y, Z ∈ g der Kru¨mmungstensor ist, und man in a¨hnlicher
Weise auch die Schnittkru¨mmung K, die Riccikru¨mmung und die Skalarkru¨mmung auf-
schreiben kann.
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Fu¨r die bisher in Abschnitt 3.2.1 behandelten beiden Beispiele GC = TnC und G
C = SL2(C)
wird nun rechnerisch ausgewertet, ob man zur reellen Monge-Ampe`re-Gleichung fu¨r Ka¨hler-
Einstein-Metriken gelangen kann. Man setzt dabei in die reelle Monge-Ampe`re-Gleichung
(3.7) die klassischen Potentiale als Funktionen u′ ein, die als Lo¨sungen bekannt sind, und
bestimmt gegebenenfalls die Funktion h′.
3.4.1 Der torische Fall G = (S1)n und torische Varieta¨ten
Wir werden zuerst das grundlegende, instruktive Beispiel einer torischen Varieta¨t genauer
untersuchen, hinsichtlich der Fragestellung nach G = (S1)n-invarianten Ka¨hler-Einstein-Me-
triken. Vergleiche [F], [WZ], [M].
Hier istGC := TnC = ((C
∗)n, ·), undM = Rn der flache euklidische Raum. Seien (x1, . . . , xn)
die natu¨rlichen Koordinaten auf Rn, (z1, . . . , zn) die komplexen auf (C∗)n, und (ϑ1, . . . , ϑn)
(echt) lokale Koordinaten auf (S1)n gegeben durch (vgl. [F])
ϑi = −√−1 logC
(
zi
|zi|
)
Hier bekommt man h = 1, weil sowohl die Volumenform der Standard (symmetrischen) Metrik
gR
n
ij = δij einfach dx
1 ∧ . . . ∧ dxn ist, und man auf G = (S1)n die globale, biinvariante
Volumenform dϑ1 ∧ . . .∧ dϑn wa¨hlen kann, die den Faktor eins als Koeffizient besitzt, so dass
h′ =
h
det
(
gR
n
ij
) ≡ 1
ist. Daher erha¨lt man wie in [M] die reelle Monge-Ampe`re-Gleichung (3.8). Beachte jedoch,
dass die Koordinaten auf G = (S1)n nicht global definiert sind, aber dass der Koordinaten-
wechsel nur aus der Addition einer Konstanten in jeder einzelnen Koordinate eines Faktors
S1 von G besteht, so dass schon Ausdru¨cke wie dϑi fu¨r jedes i = 1, . . . , n invariant sind, und
daher ganz dϑ1 ∧ . . . ∧ dϑn. Dasselbe Verhalten tritt auch bei der Multiplikation mit einem
festen Element von G auf, deshalb folgt die Biinvarianz. Auf jeden Fall haben wir
dz1 ∧ dz¯1
|z1|2 ∧ . . . ∧
dzn ∧ dz¯n
|zn|2 = dw
1 ∧ . . . ∧ dw¯n
⇒ ∂∂¯ lnh(z) = ∂∂¯ lnh(w) = 0
bezu¨glich der affinen logarithmischen Koordinaten wi = xi +
√−1ϑi. Das sind komplexe Ko-
ordinaten, wie sie im Lemma 3.1 behandelt werden, und hier im kommutativen Fall auftreten.
Sei X eine glatte torische Varieta¨t, d.h. sie entha¨lt einen algebraischen n-Torus als offene
Menge U ⊂ X und die natu¨rliche Operation auf sich selbst setzt sich fort zu einer Wirkung
auf ganz X. Eine (1, 1)-Form ω wird auf U ganz allgemein durch ein Potential φ als ω = ∂∂¯φ
beschrieben, das wegen der Invarianzforderung zu u : Rn → R absteigt.
Wie oben erla¨utert, erha¨lt man auf jedem der Wege, sowohl durch die Identifizierungsme-
thode im Abschnitt 3.2.2, als auch durch direkte Berechnung des Operators A′ =
(
∂2u
∂xi∂xj
)
bezu¨glich der globalen, holomorphen, invarianten n-Form ΩTn
C
= dz
1
z1
∧. . .∧dznzn wie in Abschnitt
3.2.3, diesselbe torische Einsteingleichung (3.11) det(uij) = e
−u. Denn die Berechnung von
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det((∂∂¯φ)ij¯) als lokaler Koeffizient von (∂∂¯φ)
n unter Benutzung von affinen logarithmischen
Koordinaten und Gleichung (3.18) ergibt, wie in Bemerkung 3.2 schon mitgeteilt
det
(
∂2φ
∂zi∂z¯j
)
= det(uij)
1
|z1|2 · · · |zn|2
Der Faktor 1
|z1|2···|zn|2
wird von der Volumenform absorbiert, und er verschindet unter dem
Ricciformoperator −∂∂¯ ln(.), so dass man die behauptete Gestalt der Einsteingleichung (3.11)
aus (∂∂¯φ)n = e−φ|ΩTn
C
|2 bzw. (∂∂¯φ)n = e−φΨ∗(dVRn ∧ dV(S1)n) erha¨lt.
3.4.2 Der hyperbolische Raum und die halbeinfache Gruppe G = SU(2)
Wir behalten die Notation und Konventionen wie in den Beispielen 3.2, 3.4 und 3.6 eingefu¨hrt
bei. Es sei stets
T =
(
a b
c d
)
∈ SL2(C)
Eine transitive SL2(C)-Wirkung auf H3 wird durch die Festsetzung
(3.56) χz+jr(T ) :=
(az + b)(c¯z¯ + d¯) + ac¯r2
|cz + d|2 + |c|2r2 + j
r
|cz + d|2 + |c|2r2
gegeben. Dies stattet H3 mit der Struktur eines homogenen Raumes aus. Halte den Punkt
j ∈ H3 fest, der als Stabilisator SU(2) hat, so dass H3 ∼= SL2(C)/SU(2) ist. Die SL2(C)-
invariante Metrik auf dem hyperbolischen dreidimensionalen Raum H3 ist bekanntermaßen
(3.57) ds2 =
1
r2
dx2 +
1
r2
dy2 +
1
r2
dr2
fu¨r r > 0. Das Riemann’sche Volumenelement dazu lautet:
(3.58) dV olH3 =
dxdydr
r3
und die Christoffelsymbole berechnen sich u¨ber Ableitungen der Metrik
(3.59) Γkij =
1
2
gkl
(
∂gil
∂xj
+
∂glj
∂xi
− ∂gij
∂xl
)
i, j, k = 1, 2, 3
fu¨r das angeordnete Koordinatentripel (x, y, r), was folgendes Bild ergibt:
Γ111 = Γ
2
11 = 0, Γ
3
11 =
1
2
r2
(
−−2
r3
)
=
1
r
Γ122 = Γ
2
22 = 0, Γ
3
22 =
1
r
Γ112 = Γ
2
12 = Γ
3
12 = 0 Γ
1
23 = 0, Γ
2
23 = −
1
r
, Γ323 = 0
Γ113 = −
1
r
, Γ212 = Γ
3
12 = 0 Γ
1
33 = Γ
2
33 = 0, Γ
3
33 = −
1
r
Aus Symmetriegru¨nden erha¨lt man alle Symbole. Fu¨r eine Rechnung muss man noch Ko-
ordinaten auf SL2(C) wa¨hlen. Dabei geht man wie im Beispiel 3.6 vor und wa¨hlt als Karte
SL2(C) ⊇ U11 := {a 6= 0}, mit zugeho¨riger Abbildung
ϕ11 : U11 −→ C3(3.60)
T 7→ (a, b, c)(
w1 w2
w3 1+w
2w3
w1
)
←[ (w1, w2, w3)
59
60 KAPITEL 3. KA¨HLER-EINSTEIN-METRIKEN AUF GC-FASTHOMOGENEN
FANO-MANNIGFALTIGKEITEN
Weil ein Diffeomorphismus SU(2) ∼= S3 besteht, und SU(2) nichtabelsch ist, ist die Schnitt-
kru¨mmung +1 in jedem Punkt fu¨r alle Ebenen, also ist SU(2) nicht lokal isometrisch zum
flachen euklidischen Raum, und es gibt keine lokalen Koordinaten, um konstanten metrischen
Tensor auf SU(2) in einer ganzen lokalen Koordinatenumgebung zu bekommen. Die zuge-
ordnete Riemann’sche Volumenform bekommt dadurch ihren Vorfaktor
√
det(g
SU(2)
ij ). Die
Abbildung Ψ lautet
Ψ : SL2(C) → H3 × SU(2)(3.61)
T 7→
(
ac¯+ bd¯+ j
|c|2 + |d|2 , UT := |T |
−1T
)
τ(x, y, r)U ←[ ((x, y, r), U)
fu¨r einen globalen Schnitt τ : H3 → SL2(C). Daraus kann man nach Lemma 3.5 h(w) berech-
nen.
Die direkte Berechnung von (∂∂¯ϕ)3, wie in den Bemerkungen 3.1, 3.2 und 3.7 vorgezeich-
net, und in den Kapiteln 2, 4, 5 fu¨r die dort herrschenden Bedingungen ausgefu¨hrt, um eine
reelle Gleichung (3.9) zu sehen, fu¨hrt auf:
(∂∂¯ϕ)3 =
3∑
k=0
(
3
k
)
(uij∂p
i ∧ ∂¯pj)k ∧ (um∂∂¯pm)3−k =(3.62)
=
(
3
0
)
(uk∂∂¯p
k)3 +
(
3
1
)
(uij∂p
i ∧ ∂¯pj)1(uk∂∂¯pk)2 +
+
(
3
2
)
(uij∂p
i ∧ ∂¯pj)2(uk∂∂¯pk)1 +
(
3
3
)
(uij∂p
i ∧ ∂¯pj)3
fu¨r p1 = x, p2 = y, p3 = r. Im Einzelnen:
∂x =
1
2

rc¯∂a+ rd¯∂b+ ∂c
[
r2(−ac¯c¯− bc¯d¯− a¯|c|2 − b¯c¯d) + a¯r]︸ ︷︷ ︸
xc
+∂d
[
r2(−ac¯d¯− bd¯d¯− a¯cd¯− b¯|d|2) + b¯r]︸ ︷︷ ︸
xd


∂y =
1
2i

rc¯∂a+ rd¯∂b+ ∂c
[
r2(−ac¯c¯− bc¯d¯+ a¯|c|2 + b¯c¯d)− a¯r]︸ ︷︷ ︸
yc
+∂d
[
r2(−ac¯d¯− bd¯d¯+ a¯cd¯+ b¯|d|2)− b¯r]︸ ︷︷ ︸
yd


∂r =− c¯r2∂c− d¯r2∂d
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∂∂¯x =
1
2
{
(−|c|2r2 + r)∂c ∧ ∂a¯− cd¯r2∂d ∧ ∂a¯− c¯dr2∂c ∧ ∂b¯+ (−|d|2r2 + r)∂d ∧ ∂b¯+
+ |d|2r2∂a ∧ ∂c¯− c¯dr2∂a ∧ ∂d¯− cd¯r2∂b ∧ ∂c¯+ |c|2r2∂b ∧ ∂d¯+
+ ∂c ∧ ∂c¯[2r3(−ac¯|d|2 + a¯c|c|2 + bd¯|c|2 + b¯d|c|2) + r2(−bd¯− b¯d− a¯c)]+
+ ∂d ∧ ∂c¯[2r3(−ad¯|d|2 + b¯c|c|2 + a¯ccd¯+ bcd¯d¯) + r2(ad¯− b¯c)]+
+ ∂c ∧ ∂d¯[2r3(a¯d|c|2 − bc¯|c|2 + ac¯c¯d+ b¯c¯dd) + r2(−a¯d+ bc¯)]+
+∂d ∧ ∂d¯[2r3(a¯c|d|2 + ac¯|d|2 − bd¯|c|2 + b¯d|d|2) + r2(−ac¯− a¯c− b¯d)]}
∂∂¯y =
1
2i
{
(−|c|2r2 + r)∂c ∧ ∂a¯− cd¯r2∂d ∧ ∂a¯− c¯dr2∂c ∧ ∂b¯+ (−|d|2r2 + r)∂d ∧ ∂b¯−
− |d|2r2∂a ∧ ∂c¯+ c¯dr2∂a ∧ ∂d¯+ cd¯r2∂b ∧ ∂c¯− |c|2r2∂b ∧ ∂d¯+
+ ∂c ∧ ∂c¯[2r3(ac¯|d|2 + a¯c|c|2 + b¯d|c|2 − bd¯|c|2) + r2(bd¯− b¯d− a¯c)]+
+ ∂d ∧ ∂c¯[2r3(ad¯|d|2 + b¯c|d|2 + a¯ccd¯− bcd¯d¯) + r2(−ad¯− b¯c)]+
+ ∂c ∧ ∂d¯[2r3(a¯d|c|2 + bc¯|c|2 − ac¯c¯d+ b¯c¯dd) + r2(−a¯d− bc¯)]+
+∂d ∧ ∂d¯[2r3(a¯c|d|2 − ac¯|d|2 + bd¯|c|2 + b¯d|d|2) + r2(ac¯− a¯c− b¯d)]}
∂∂¯r =∂c ∧ ∂c¯(−r2 + 2r3|c|2) + ∂d ∧ ∂d¯(−r2 + 2r3|d|2) + 2cd¯r3∂d ∧ ∂c¯+ 2c¯dr3∂c ∧ ∂d¯
Wir erhalten fu¨r Gleichung (3.62) folgenden Ausdruck.
(∂∂¯ϕ)3 =
(
3
0
)
0 · |Ω|2 +
(
3
1
)
F2|Ω|2 +
(
3
2
)
F3|Ω|2 +
(
3
3
)
3! det(uij)
1
4
r2|Ω|2(3.63)
Dabei sind F2, F3 Ausdru¨cke in entsprechenden Anteilen von uij und uk; i, j, k = 1, 2, 3, die
jedoch in unseren Rechnungen nur teilweise weitestgehend vereinfacht sind. So ist in F2 =
1
12(uxx − 2iuxy − uyy)[2u2rr4 − 12u2x(. . .) − 12u2y(. . .) − i12uxuyr4(. . .) + (ux − iuy)urr5(|c|2 −
|d|2)(a¯b− b¯d)]
1
6
r4(uxx − 2iuxy − uyy)u2r
der einzige Term in u2r . F1 = 0 wa¨re der erste Faktor in Gleichung (3.63).
Beobachte, dass die Determinante der Riemannschen Hesseschen (∇2u)ij nach Gleichung
(3.25) und oben bestimmten Christoffelsymbolen uns liefert:
det(∇2u) =
∣∣∣∣∣∣
uxx − urr uxy uxy + uxr
uyx uyy − urr uyr + uyr
urx +
ux
r ury +
uy
r urr +
ur
r
∣∣∣∣∣∣ =
∣∣∣∣∣∣
uxx uxy uxr
uyx uyy uyr
urx ury urr
∣∣∣∣∣∣+(3.64)
+
ur
r
(uxxuyy − uxxurr − uyyurr + u2xr − u2xy + u2yr) +
+2
ux
r
(uxyuyr − uyyuxr) + 2uy
r
(uxyuxr − uxxuyr) +
+2uxy
uxuy
r2
+ 2uxr
uxur
r2
+ 2uyr
uyur
r2
+ (−uxx − uyy + urr)u
2
r
r2
−
−uyy u
2
x
r2
− uxx
u2y
r2
+
u2xur
r3
+
u2yur
r3
+
u3r
r3︸ ︷︷ ︸
vgl. Term F1 in Gleichung (3.63)
Der Term F1 wurde aber als verschwindend erkannt. Wir werden in den folgenden Abschnitten
auf eine andere Weise vorgehen, und bekannte Lo¨sungspotentiale in (3.7) einsetzen.
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3.4.3 Verschiedene SL2(C)- und PSL2(C)-Einbettungen X und ihre Ka¨hler-
Einstein-Metriken
Wir betrachten im Folgenden in Kapitel 4 wiederkehrende spha¨rische Varieta¨ten, die hier als
GC = SL2(C)-Einbettungen mit dichtem Orbit und trivialer, bzw. diskreter Isotropiegruppe
auftreten. Im einzelnen sind dies die SL2(C)-Varieta¨ten P2×P1, Q ⊂ P4 und H(1,1) ⊂ P2×P2.
Ferner wird die PSL2(C)-Varieta¨t P3 auftauchen, mit formal demselben Ka¨hlerpotential wie
auf der Quadrik Q ⊂ P4. Die Berechnungen der reellen Audru¨cke in (x, y, r) wurden mit dem
Formelmanipulationsprogramm Maple 10 der Firma Maplesoft, [Ma], ausgefu¨hrt.
Die Einbettung SL2(C) →֒ P2 × P1
Gebe Punkte in X := P2×P1 wie u¨blich mit homogenenen Koordinaten [X0 : X1 : X2][Y 0 : Y 1]
an, und wa¨hle den komplexen Atlas, der aus offenen Teilmengen wie U0 × U ′0 besteht, wobei
U0 := {X0 6= 0} bzw. U ′0 := {Y 0 6= 0} auf dem zweitem Faktor, und analog fu¨r alle anderen
mo¨glichen Teilmengen. Definiere eine Wirkung Φ : SL2(C)× X→ X auf X durch
Φ(T, x) := [X0 : aX1 + cX2 : bX1 + dX2][aY 0 + cY 1 : bY 0 + dY 1]
Die dichte Bahn ist U := Φ(SL2(C), x0) = P2 × P1 \ (D0 ∪D1) bezu¨glich des Punktes x0 :=
[1 : 1 : 0][0 : 1], wobei D0 := {X0 = 0} und D1 := {X1Y 2 −X2Y 1 = 0} Primdivisoren sind.
Stelle eine Beziehung zwischen den Karten des Atlasses von SL2(C) mit bestimmten offenen
Teilmengen auf P2 × P1 vermo¨ge des Isomorphismus Φx0 her.
Φx0|U11 : U11 → U1 × P1 \ (D0 ∪D1)
T 7→ [1 : a : b][c : d](
X1
X0
X2
X0
Y 0X0
X1Y 1−X2Y 0
Y 0X0
X1Y 1−X2Y 0
)
←[ [X0 : X1 : X2][Y 0 : Y 1]
was auch vollsta¨ndig lokal in den betroffenen Umgebungen U1×U ′0 \ (D0 ∪D1) und U1×U ′1 \
(D0 ∪D1) fu¨r diese offene Teilmenge von P2 × P1 auf der rechten Seite ausgedru¨ckt werden
kann. Fu¨r die erste davon bedeutet es demnach
Φx0 : U11 → U1 × U ′0 \ (D0 ∪D1)
(w1, w2, w3) 7→
(
1
w1
,
w2
w1
,
1 + w2w3
w3w1
)
(
1
z1
,
z2
z1
,
z1
z3 − z2
)
←[ (z1, z2, z3)
Wir bestimmen das invariante Potential der Ka¨hler-Einstein-Metrik als Funktion aufH3. Dazu
beginne mit dem lokalen Ausdruck des Ka¨hlerpotentials der Produkt Fubini-Study-Metrik von
P2 × P1
ln(1 + |z1|2 + |z2|2)3 + ln(1 + |z3|2)2
in gewissen komplexen Koordinaten, und schra¨nke dies auf U ein. Danach ziehe es nach SL2(C)
zuru¨ck, was zuerst nur lokal in einer offenen Kartenumgebung auf SL2(C) definiert ist, wie
uns die Beziehung oben vorgibt, aber diese Funktion liefert uns die globale Potentialfunktion:
φ(T ) = ln(1 + |a|2 + |b|2)3 + ln(|c|2 + |d|2)2
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die in den reellen Koordinaten auf H3 wie folgt aussieht:
u := ln
(
1 + r +
|z|2
r
)3
+ ln
(
1
r
)2
Daraus berechnet man die Riemann’sche Hessesche, von der wir nur die nicht Null Beitra¨ge
aufschreiben 
u11 − u3Γ311 u12 u13 − u1Γ113u21 u22 − u3Γ322 u23 − u2Γ223
u31 − u1Γ131 u32 − u2Γ232 u33 − u3Γ333


Wir lassen vorerst die Exponenten der beiden Summanden noch unbestimmt A,B ∈ N sein,
weil in der Herleitung in Abschnitt 3.2.2 eine Quadratwurzel zum Verschwinden gebracht
wurde, somit durchaus andere Exponenten auftreten ko¨nnten, und rechnen mit u := ln(1 +
r + |z|
2
r )
A + ln(1r )
B. Die klassische Lo¨sung ist also u fu¨r A = 3 ∧ B = 2. Wir erhalten fu¨r
beliebiges A,B:
det((∇2u)ij) = 1
r5(r + r2 + |z|2)4 [ (A|z|
2 +Ar2 +B|z|2 +Br2 +Br) ·
A · ( A(2r2|z|2 + r4 + |z|4) +
+B(x4 + 2x2y2 + y4︸ ︷︷ ︸
=|z|4
) +
+Br(|z|2 + 4x4 + 8x2y2 + 4y4︸ ︷︷ ︸
=4|z|4
) +
+Br2(6|z|2) +
+Br3(4|z|2 + 1) +
+Br4 ) ]
Dies verglichen mit
e−u =
rA+B
(r2 + |z|2 + r)A
liefert einen gro¨ßeren Ausdruck in r und |z|2 fu¨r h′ = 1
det((∇2u)ij)eu
, der insbesondere fu¨r die
klassische Lo¨sung so umfangreich bestehen bleibt.
Die Einbettung SL2(C) →֒ Q ⊂ P4
Die Quadrik Q in P4 werde in homogenen Koordinaten [X0 : X1 : X2 : X3 : X4] durch die
Gleichung X20 = X1X4 −X2X3 beschrieben. Definiere die Wirkung durch
Φ : SL2(C)×Q → Q
(T, [X0 : X1 : X2 : X3 : X4]) 7→ [X0 : T
(
X1 X2
X3 X4
)
]
Fu¨r den Punkt x0 := [1 : 1 : 0 : 0 : 1] ∈ Q erha¨lt man triviale Isotropiegruppe, und U = X\D0.
Als klassisches Potential findet man u = ln(r + |z|
2
r +
1
r )
4, genauso wie im PSL2(C)-
Einbettungsbeispiel P3 unten. Dort steht auch die Berechnung von det(∇2u), e−u und h′.
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Die Einbettung SL2(C) →֒ H(1,1) ⊂ P2 × P2
Die Gleichung der Hyperfla¨che H(1,1) ⊂ P2×P2 in homogenen Koordinaten [X0 : X1 : X2][Y0 :
Y1 : Y2] lautet: X0Y0 −X1Y2 +X2Y1 = 0. Definiere eine Wirkung
Φ : SL2(C)×H(1,1) → H(1,1)
(T, [X0 : X1 : X2][Y0 : Y1 : Y2]) 7→ [X0 : T
(
X1
X2
)
][Y0 : T
(
Y1
Y2
)
]
was im Punkt x0 := [1 : 1 : 0][1 : 0 : 1] ∈ H(1,1) triviale Isotropiegruppe hat.
Das klassische Lo¨sungspotential ist
u = ln
(
1 + r +
|z|2
r
)2
+ ln
(
1 +
1
r
)2
Man erha¨lt fu¨r Konstanten A,B und die Funktion u = ln(1+ r+ |z|
2
r )
A+ln(1+ 1r )
B folgendes
Ergebnis:
det((∇2u)ij) = 1
r5(1 + r)4(r2 + |z|2 + r)4 ·
· (Br2 +Br +B|z|2 +A|z|2 +Ar|z|2 +Ar2 +Ar3)(. . .)
e−u =
rA+B
(r2 + |z|2 + r)A(1 + r)B
Daraus la¨sst sich h′ = 1
det((∇2u)ij)eu
in Abha¨ngigkeit von A und B bestimmen, das auch fu¨r
die klassische Lo¨sung mit A = 2 = B keinen ku¨rzeren Ausdruck liefert, und er ist verschieden
von den anderen Beispielen.
3.4.4 Die einfache Gruppe PSU(2)
Diese Gruppe ist als SU(2)/Z(SU(2)) = SU(2)/{±1} definiert. Ihre Komplexifizierung ist
PSL2(C), dessen Elemente als Nebenklassen
T =
(±a ±b
±c ±d
)
beschrieben werden ko¨nnen, und der homogene RaumM = GC/G ist ebenfalls H3. Der Grund
dafu¨r ist, dass die PSL2(C)-Wirkung χ auf H3, die formal genauso wie in (3.56) gegeben wird,
fu¨r jedes darstellende Element einer Klasse ±T ∈ PSL2(C) dasselbe Ergebnis liefert, weil das
unterschiedliche Vorzeichen in folgender Formel keinen Unterschied macht:
χz+jr(T ) :=
(az + b)(c¯z¯ + d¯) + ac¯r2
|cz + d|2 + |c|2r2 + j
r
|cz + d|2 + |c|2r2
Daher liefert es auch eine wohldefinierte, transitive und effektive Wirkung aufM = H3. Ferner
kann PSU(2) mit SO(3) identifiziert werden.
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Um explizite Rechnungen auszufu¨hren, wa¨hlt man sich wieder einen Atlas auf PSL2(C),
a¨hnlich dem fu¨r SL2(C) aus (3.60), nur mit dem Unterschied, dass die Ambiguita¨t des Vor-
zeichens eines Repra¨sentanten einer Klasse aufgehoben werden muss. Zum Beispiel die Kar-
tenumgebung PSL2(C) ⊇ U˜11 := {a 6= 0} mit der Abbildung
ϕ11 : U˜11 −→ C3
T 7→ (a2, ab, ac)
±1√
w1
(
w1 w2
w3 w
1+w2w3
w1
)
←[ (w1, w2, w3)
Die Einbettung PSL2(C) →֒ P3
Bezeichne Punkte durch homogene Koordinaten [X0 : X1 : X2 : X3], und wa¨hle die u¨blichen
Koordinatenumgebungen U0 := {X0 6= 0}, analog fu¨r die drei anderen Mengen, zusammen
mit den kanonischen Homo¨omorphismen nach C3 wie immer. Gebe die Wirkung vor mit
PSL2(C)× P3 → P3
(T,
[
X0 : X1 : X2 : X3
]
) 7→ [(X0 X1)T : (X2 X3)T ]
von rechts also. Die offene Bahn von PSL2(C) in P3 ist U := P3 \D1 bezu¨glich des Punktes
x0 := [1 : 0 : 0 : 1], und mit dem Divisor D1 := {X0X3 − X1X2 = 0}, der auch eine abge-
schlossene PSL2(C)-Bahn darstellt. Via der Abbildung Φx0 erha¨lt man einen Isomorphismus,
der die Karten U˜ij , i, j = 1, 2 auf PSL2(C) nach dem Muster U˜11 = {a 6= 0}, mit bestimmten
offenen Teilmengen auf P3 in Relation stellt, die hierbei gleichzeitig eine echte Teilmenge der
jeweils zugeho¨rigen Kartenumgebung ist, anders als im Fall SL2(C), wo es zu U¨berlappungen
zweier Kartenumgebungen von P2 × P1 kommt. Dies gilt natu¨rlich nur fu¨r die gewa¨hlten
Standardkarten auf den projektiven Ra¨umen.
Φx0 : PSL2(C) → P3 \D1
T 7→ [a : b : c : d]
±1
X0X3 −X1X2
(
X0 X1
X2 X3
)
←[ [X0 : X1 : X2 : X3]
und exemplarisch lokal
Φx0|U˜11 : U˜11 → UP
3
0 \D1 ⊂ P3
(w1, w2, w3) 7→
(
w2
w1
,
w3
w1
,
w2w3 + w1
(w1)2
)
(
1
(z3 − z1z2)2 ,
z1
(z3 − z1z2)2 ,
z2
(z3 − z1z2)2
)
←[ (z1, z2, z3)
Man kann beobachten, dass jedesmal, wenn a 6= 0 fu¨r ein T ∈ PSL2(C) gilt, das Bild auto-
matisch in U0 ⊂ P3 ist, analog in den anderen Fa¨llen, und ebenso umgekehrt. Die Kartenum-
gebungen auf PSL2(C) und auf P3 verhalten sich also sehr angepasst zueinander.
Das weitere Vorgehen ist fast das Gleiche als in den SL2(C)-Einbettungen oben, nur mit
kleineren A¨nderungen an manchen Stellen. Schra¨nke auf die offene PSL2(C)-Bahn U ⊆ P3
ein und ziehe ein lokal geschriebenes Potential der Fubini-Study Metrik
ln(1 + |z1|2 + |z2|2 + |z3|2)4
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von P3 in komplexen Koordinaten einer Karte dort zuru¨ck nach PSL2(C), wo es zuerst nur in
einer Umgebung gegeben ist, und setze es von dort auf ganz PSL2(C) fort, zu einem globalen
Potential
φ(T ) = 4 ln(|a|2 + |b|2 + |c|2 + |d|2)
Die Substitution der Koordinatenfunktionen x, y, r von H3 in diese PSU(2)-invariante Funk-
tion fu¨hrt auf
u = 4 ln
(
r +
|z|2
r
+
1
r
)
somit sieht das Ergebnis zu Exponent A ∈ N des Potentials
u = ln
(
r +
|z|2
r
+
1
r
)A
wie folgt aus:
det((∇2u)ij) = 4A
3
r4(r2 + |z|2 + 1)2
e−u =
rA
(r2 + |z|2 + 1)A
h′ =
1
det(∇2u)eu =
rA+4(r2 + |z|2 + 1)2
4A3(r2 + |z|2 + 1)A
und fu¨r A = 2 finden wir den ku¨rzesten Ausdruck fu¨r h′ = r
6
32 und nicht fu¨r die klassische
Lo¨sung A = 4, denn da ist h′ = r
8
256(r2+|z|2+1)2
.
3.4.5 Interpretation der Beispiele
Man erkennt anhand der obigen Berechnungen, dass eine reelle Monge-Ampe`re-Gleichung vom
Typ det((∇2u)ij) = e−u, oder auch det((∇2u′)ij) = e−u′−h′ die Ka¨hler-Einstein-Bedingung
aufH3 an Potentiale u bzw. u′ nicht korrekt beschreibt, da die obigen Potentiale jeweils Lo¨sung
sein mu¨ssten. h′ kann auch nicht identifiziert werden, da die errechnete Unterschiedsfunktion
h′ stets eine andere ist. Insbesondere hat die Wahl der Exponenten A,B großen Einfluss auf
den Unterschiedsfaktor von det(∇2u′) und e−u′ . In [PS] ist im toroidalen horospha¨rischen Fall
eine Gleichung hergeleitet worden, die einen Faktor zusa¨tzlich hat, der von Liealgebradaten
abha¨ngig ist, und vergleichbar mit dem hier verwendeten e− lnh
′
ist. Siehe Kapitel 2. Es
sind echt transzendente Methoden verwendet worden, um auf reellen Monge-Ampe`re-Typ
zu stoßen, wobei allerdings die dort behandelten toroidalen, horospha¨rischen Varieta¨ten sehr
nahe am torischen Fall liegen, weil sie Einbettungen von homogenen Torusbu¨ndeln sind. In
[Bi1] wird fu¨r Komplexifizierungen GC/KC riemannscher symmetrischer Ra¨ume G/K von
kompaktem Typ, was fu¨r das kompakte G undK = {e} die hier geschilderte Situation entha¨lt,
ebenfalls eine Gleichung dieses Typs aufgestellt, wieder mit transzendenten Methoden, da man
lokale, komplexe Koordinaten u¨ber die Exponentialabbildung verwendet. Die Gleichung hat
jedoch Anpassungen an den einzusetzenden Funktionen no¨tig, ist daher nicht in unmittelbar
zu gebrauchender Form wie im torischen Fall oder in (2.5) geschrieben worden.
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Kapitel 4
Ka¨hler-Metriken auf
SLn(C)-Varieta¨ten (n ≥ 3) und
SL2(C)×Gm-Varieta¨ten
4.1 Einfu¨hrung in diese Problemstellung
In diesem Kapitel sei stets
GC,H G
n ≥ 3 SLn(C), SLn−1(C) SU(n)
n = 2 SL2(C)×Gm,{
((
λ 0
0 λ−1
)
, λ
)
: λ ∈ C∗} SU(2)× S1
mit G als maximale kompakte Untergruppe von GC, und H als abgeschlossene Stabili-
satoruntergruppe von GC gegeben, bezu¨glich der man den homogenen Raum bildet. Die-
se Unterscheidung ist no¨tig, weil man GC/H als spha¨rischen Raum bekommen will, und
es wa¨re SL2(C)/SL1(C) = SL2(C), und mit einer nur 2-dimensionalen Boreluntergruppe
T2(C) von SL2(C) ko¨nnte man keine offene Bahn bekommen. Deswegen nimmt man im Fall
n = 2 fu¨r GC die Gruppe Gm zu SL2(C) mit dazu, und teilt durch einen Torus H in jetzt
GC := SL2(C)×Gm, um GC/H zu erhalten. Eine Boreluntergruppe B ≤ GC besitzt jetzt die
Dimension 3 wie SL2(C). Damit kann man eine Wirkung definieren, so dass GC/H spha¨risch
und isomorph zu SL2(C) ist, siehe unten. Statt des Torus H1 := H, kann man auch alternativ
einen Torus H2 := {
((
λ−1 0
0 λ
)
, λ
)
: λ ∈ C∗} wa¨hlen, und zum selben Quotienten gelangen.
Sei π : SLn(C) → SLn(C)/SLn−1(C), bzw. π : SL2(C) → SL2(C) × Gm/Hi die kanonische
Projektion in der jeweiligen Situation.
Zur Bestimmung des Quotienten GC/H, bzw. einer Darstellung des homogenen Raumes
dazu, benutzt man fu¨r den Fall n ≥ 3 den Vektorraum V := Cn × (Cn)∗, und operiert mit
SLn(C) linear im ersten Faktor und kontragredient linear im zweiten Faktor auf V .
SLn(C)× V → V
(T, v) 7→ (Tv(1),t (T−1)v(2))
Lege den Vektor v0 := (e1, (e1)
∗) ∈ V fest, wobei ei der i-te Standardbasisvektor von
Cn sei und e∗i der zur Standardbasis i-te duale Basisvektor, und operiere darauf mit G
C.
67
68 KAPITEL 4. KA¨HLER-METRIKEN AUF SLN (C)-VARIETA¨TEN (N ≥ 3) UND
SL2(C)×GM -VARIETA¨TEN
Damit bekommt man als Stabilisator: H = StabSLn(C)(v0) = SLn−1(C), und als Bahn:
Y := SLn(C).v0 ∼= GC/H, und rechnet Folgendes nach:
Y = {(x, y) ∈ V :
n∑
i=1
xiyi = 1}
Die Bahn kann als Quadrik in A2nC aufgefasst werden, in dem man die lineare und die duale
lineare Struktur vergisst.
Lemma 4.1. Fu¨r n ≥ 3 ist SLn(C)/SLn−1(C) isomorph zu Y ⊂ A2nC , und es ist ein
spha¨rischer homogener Raum.
Details hierzu finden sich in mehreren am Lehrstuhl Prof. V. Batyrev verfassten Schriften.
Im Fall n = 2 ergibt sich folgender homogener Raum:
Lemma 4.2. Als Varieta¨ten sind SL2(C) × Gm/H ∼= SL2(C) isomorph. SL2(C) ist dadurch
ein spha¨rischer homogener Raum.
Beweis. Sei
T :=
(
a b
c d
)
∈ SL2(C)
ein typisches Element aus SL2(C). Beobachte zuerst, dass Hi, i = 1, 2 nicht normal in
SL2(C) × Gm ist, weswegen man keine Faktorgruppe erha¨lt. Fu¨r H1 zum Beispiel, gilt mit
einem beliebigen Element (T, t) ∈ SL2(C)×Gm:
(
(
a b
c d
)
, t)(
(
λ 0
0 λ−1
)
, λ)(
(
d −b
−c a
)
, t−1) =
(
(
adλ− bcλ−1 ab(λ−1 − λ)
cd(λ− λ−1) −bcλ+ adλ−1
)
, λ)
fu¨r beliebige λ ∈ C∗. Lasse SL2(C)×Gm auf der Menge SL2(C) wirken, durch:
(SL2(C)×Gm)× SL2(C) → SL2(C)
(T =
(
a b
c d
)
, t), T ′ =
(
a′ b′
c′ d′
)
7→ TT ′
(
λ−1 0
0 λ
)
=(
(aa′ + bc′)t−1 (ab′ + bd′)t
(ca′ + dc′)t−1 (cb′ + dd′)t
)
Dies liefert im Basispunkt ( 1 00 1 ) ∈ SL2(C) den Stabilisator H1. Wenn man alternativ durch
die Diagonalmatrix
(
λ 0
0 λ−1
)
von rechts her operiert, so erhielte man als Stabilisator in der
Einheitsmatrix H2. Als Boreluntergruppe B kann man sich die Menge aller Paare in SL2(C)×
Gm der Form
(
(
ζ α
0 ζ−1
)
, t) ζ ∈ C∗, α ∈ C, t ∈ Gm
wa¨hlen. Als offene B-Bahn findet man SL2(C) \ (V(T21) ∪ V(T22)), wobei V(T21) ⊂ SL2(C)
die Zariski-abgeschlossene Menge der Matrizen T mit Koordinatenfunktion T21 = 0 sei, und
V(T22) entsprechend. Dass diese beiden Divisoren B-Bahnen sind, sieht man leicht an der
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Berechnung des Bildes eines beliebigen Punktes T ∈ SL2(C) unter einem allgemeinen Element
von B: (
ζ α
0 ζ−1
)(
a b
c d
)(
t−1 0
0 t
)
=
(
ζaλ−1 + αcλ−1 ζbλ+ αdλ
ζ−1cλ−1 ζ−1dλ
)
Es ist offenkundig, dass dies fu¨r c = 0 bzw. d = 0 unter der Wirkung auch so bleibt. Es
ist weiterhin klar: V(T21) ∩ V(T22) = ∅. Weitere abgeschlossene B-Bahnen gibt es nicht, und
die offene Bahn ist das Komplement zu beiden Divisoren, denn fu¨r den Punkt T0 := ( 1 01 1 ) ∈
SL2(C) gilt:
SL2(C) \ V(T21) ∪ V(T22)) = B.
(
1 0
1 1
)
Beweis dazu:
“⊇”: Klar durch Bestimmung des Bildes von T0 unter einem allgemeinen Element von B wie
eben:
(
(ζ + α)t−1 αt
ζ−1t−1 ζ−1t
)
, was fu¨r die zula¨ssigen ζ, t ∈ C∗, α ∈ C stets in der offenen Menge
liegt.
“⊆”: Sei T beliebig gewa¨hlt aus SL2(C). Dann ergeben sich die folgenden Bestimmungsglei-
chungen fu¨r ein Element aus B, das den Punkt T0 auf T u¨berfu¨hrt:
cd = ζ−2,
c
d
= t−2, α =
bc√
cd
fu¨r die Lo¨sungen ζ, t, α existieren.
Proposition 4.1. Es gibt eine Bijektion (fu¨r n ≥ 3)
SU(n) \ SLn(C)/SLn−1(C) → {(x, y) ∈ NR ∼= R2 : x+ y ≤ 0}(4.1)
Z,W mod SU(n) 7→ (− log ‖Z‖2,− log ‖W‖2)
fu¨r Z,W ∈ Y ⊂ A2nC wie in Lemma 4.1 behauptet. Der Fall n = 2 wird entsprechend nach
Lemma 4.2 und dem noch folgenden Unterkapitel 4.2.3 beschrieben. Der Bildraum kann dabei
mit dem Bewertungskegel im mit R tensorierten Gitter NR identifiziert werden.
Beweis. Es sind − log ‖Z‖2 und − log ‖W‖2 offensichtlich SU(n)-invariante Funktionen von Y
nach R, da ‖Z‖2 6= 0 6= ‖W‖2 gelten muss. Wenn < ., . > das (hermitesche) Standardskalar-
produkt auf Cn mit konjugiert linearem zweitem Eintrag bezeichnet, so kann man schreiben:
1 = |
n∑
i=1
ziwi|2 = | < Z, W¯ > |2 ≤ ‖Z‖2‖W¯‖2
Daraus folgt durch Logarithmieren und Multiplikation mit −1:
0 ≥ − log ‖Z‖2 − log ‖W‖2
Also liegt das Bild im Bereich {(x, y) : x + y ≤ 0}. Zur Injektivita¨t seien zwei gleiche Bild-
punkte (x, y) = (x′, y′) mit x + y ≤ 0 und x′ + y′ ≤ 0 gegeben, fu¨r die als Bilder gilt:
x = − log ‖Z‖2, y = − log ‖W‖2, wie auch x′ = − log ‖Z ′‖2, y′ = − log ‖W ′‖2, fu¨r gewisse
(Z,W ), (Z ′,W ′) ∈ Y . Also sind bereits die La¨ngen ‖Z‖2 = ‖Z ′‖2, ‖W‖2 = ‖W ′‖2 gleich.
Daher gibt es unita¨re Matrizen U1, U2 ∈SU(n), so dass Z ′ = U1Z undW ′ =t U−12 W gilt. Wei-
terhin ist e
x+y
2 = e
x′+y′
2 , was nach Definition gleich 1‖Z‖‖W‖ =
1
‖Z′‖‖W ′‖ ist. Weil aber die Paare
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von Vektoren (Z,W ), (Z ′,W ′) aus Y kommen, folgern wir mit Hilfe der Relation dort weiter,
dass es gleich <Z,W¯>‖Z‖‖W‖ =
<Z′,W¯ ′>
‖Z′‖‖W ′‖ ist, was aber jeweils Cosinus von Winkeln β, β
′ ∈ [0, pi2 ) ist,
die u¨bereinstimmen. Daher ist U1 = λ
tU−12 und wegen der La¨ngengleichheit sogar λ = 1, d.h.
Z ′ = U1Z ∧ W ′ = U1W .
Zur Surjektivita¨t: Wa¨hle hierfu¨r einen Punkt (x, y) mit x+y ≤ 0 beliebig. Man findet einen
Vektor (Z,W ) mit − log ‖Z‖2 = x,− log ‖W‖2 = y in Y , das heißt, er muss ∑ni=1 ziwi = 1
erfu¨llen. Setze Z := (z1, z2, 0, . . . , 0) und W := (w1, w2, 0, . . . , 0), als Koordinatenvektoren in
Cn interpretiert. Die Bedingungen an (Z,W ) ∈ Y sind:
x
(!)
= − log(|z1|2 + |z2|2)2 = − log(‖Z‖2)
y
(!)
= − log(|w1|2 + |w2|2)2 = − log(‖W‖2)
1
(!)
= z1w1 + z2w2
Wa¨hle eine Matrix
(
z1 −w2
z2 w1
)
∈ SL2(C), denn dann gilt die dritte Bedingung automatisch.
Multipliziere die Spalte eins mit e
−
x
2
‖Z‖ und Spalte zwei mit
e−
y
2
‖W‖ . Dann sind die beiden Spal-
tennormen √
|z1|2 e
−x
‖Z‖2 + |z2|
2
e−x
‖Z‖2 = e
−x
2
‖Z‖
‖Z‖ = e
−x
2
√
|w1|2 e
−y
‖W‖2 + |w2|
2
e−y
‖W‖2 = e
− y
2
‖W‖
‖W‖ = e
− y
2
woraus sich die ersten beiden Bedingungen erfu¨llen, und die Dritte bleibt unvera¨ndert gu¨ltig,
denn:
det

z1 e−x2‖Z‖ −w2 e− y2‖W‖
z2
e−
x
2
‖Z‖ w1
e−
y
2
‖W‖

 = z1w1 e−x+y2‖Z‖‖W‖ + w2z2 e
−x+y
2
‖Z‖‖W‖ =
e−
x+y
2
‖Z‖‖W‖ = 1
Also hat man (Z,W ) gefunden, mit
Z : = (z1
e−
x
2
‖Z‖ , z2
e−
x
2
‖Z‖ , 0, . . . , 0)
W : = (w1
e−
y
2
‖W‖ , w2
e−
y
2
‖W‖ , 0, . . . , 0)
fu¨r eine beliebige SL2(C)-Matrix
(
z1 −w2
z2 w1
)
. Falls x = 0 oder y = 0 ist, so setze Z = 0 bzw.
W = 0. Zusammen ergibt sich:
n∑
i=1
ziwi = 1
wie in Y erforderlich.
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4.2 Die Bestimmung der invarianten Volumenform und der
Ersetzungsregeln
4.2.1 Ersetzungsregeln fu¨r Y in den Fa¨llen n ≥ 3
Betrachte die affine Quadrik Y in A2nC , ∀n ≥ 3, was als Hyperfla¨che mit quadratischem,
irreduziblem definierendem Polynom eine Varieta¨t der Dimension 2n − 1 ist, wobei man die
natu¨rlichen Koordinatenfunktionen in A2nC mit (z1, . . . , zn, w1, . . . , wn) bezeichnet. Wichtig
dabei ist die Unterteilung in zwei Klassen, die der bereits aufgestellten Gleichung genu¨gen:
(4.2)
n∑
i=1
ziwi = 1
Als abgeleitete Gleichung ergibt sich folgende Bedingung an die Differentiale
(4.3)
n∑
i=1
widzi +
n∑
i=1
zidwi = 0
Es tauchen verschiedene (2n − 1)-Formen auf, die jeweils eine andere Variable nicht als
Basiskovektor, sondern als multipikativen Vorfaktor besitzen. Diese wollen wir ineinander um-
rechnen ko¨nnen. Dies ist eine Fa¨higkeit, die bei den in Abschnitt 4.3 folgenden Berechnungen
wichtig sein wird. Im weiteren Verlauf werden die folgenden Umrechnungsformeln nur noch
kurz Ersetzungsregeln genannt.
Multipliziere dazu die Gleichung (4.3) mit den drei folgenden (2n− 2)-Formen,
(dz1 ∧ · · · ∧ dzk−1 ∧ dzk+1 ∧ · · · ∧ dzn) ∧ (dw1 ∧ · · · ∧ dwl−1 ∧ dwl+1 ∧ · · · ∧ dwn) =
= (dz1 ∧ · · · dzˇk · · · ∧ dzn) ∧ (dw1 ∧ · · · dwˇl · · · ∧ dwn)
(dz1 ∧ · · · ∧ dzk−1 ∧ dzk+1 ∧ · · · ∧ dzl−1 ∧ dzl+1 ∧ · · · ∧ dzn) ∧ (dw1 ∧ · · · ∧ dwn) =
= (dz1 ∧ · · · dzˇk · · · dzˇl · · · ∧ dzn) ∧ (dw1 ∧ · · · ∧ dwn)
(dz1 ∧ · · · ∧ dzn) ∧ (dw1 ∧ · · · dwˇk · · · dwˇl · · · ∧ dwn)
Es fehlen also stets zwei andere Basiskovektoren, wodurch eine Umrechnung stattfinden kann.
Die erste Relation von (2n− 1)-Formen lautet wie folgt:
(−1)n+l−2zl(dz1 ∧ · · · dzˇk · · · ∧ dzn) ∧ (dw1 ∧ · · · ∧ dwn)+(4.4)
+ (−1)k−1wk(dz1 ∧ · · · ∧ dzn) ∧ (dw1 ∧ · · · dwˇl · · · ∧ dwn) = 0
Fu¨r das zweite Produkt ergibt sich(
(−1)k−1wk(dz1 ∧ · · · dzˇl · · · ∧ dzn)+(4.5)
+(−1)l−2wl(dz1 ∧ · · · dzˇk · · · ∧ dzn)
)
∧ (dw1 ∧ · · · ∧ dwn) = 0
Genauso multipliziere die differentielle Bedingung (4.3) mit der dritten Form, so erha¨lt
man als dritte Regel
(dz1 ∧ · · · ∧ dzn) ∧ ((−1)n+k−1zkdw1 ∧ · · · dwˇl · · · ∧ dwn+(4.6)
+ (−1)n+l−2zldw1 ∧ · · · dwˇk · · · ∧ dwn
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4.2.2 Die invariante Volumenform fu¨r Y , n ≥ 3
Wir konstruieren hier eine invariante, algebraisch definierte (2n − 1)-Differentialform Ω auf
Y , die uns die gesuchte Volumenform durch Ω ∧ Ω¯ bringen wird. Setze an mit:
(4.7) ωY =
dz1 ∧ . . . ∧ dzn ∧ dw1 ∧ . . . ∧ dwn
(
n∑
i=1
ziwi − 1)
Lemma 4.3. ωY ist eine meromorphe, SLn(C)-invariante 2n-Form vom Variablentyp (n, n)
auf A2nC , mit einem Pol erster Ordnung entlang Y , und holomorph außerhalb von Y .
Beweis. z1, . . . , zn, w1, . . . , wn sind globale Koordinaten auf C2n, was man auch als komplexen
Vektorraum auffassen kann. Daraus ersieht man, dass die 2n-Form im Za¨hler von ωY invariant
sein muss, auch wenn man auf den beiden Sa¨tzen von Variablen (Z,W ) mit SLn(C) linear
und kontragredient operiert, da die Determinante der beiden einzeln schon eins ist. Fu¨r den
Nenner rechnet man schnell nach:
n∑
i=1
(TZ)i(
tT−1W )i − 1 =
n∑
i=1
n∑
j,k=1
(Tijzj)((
tT−1)ikwk)− 1 =
=
n∑
i=1
n∑
j,k=1
(T−1)kiTijzjwk =
n∑
j,k=1
δjkzjwk − 1 =
n∑
j=1
zjwk − 1
Alles andere ist offenkundig richtig.
Proposition 4.2. Die holomorphe, SLn(C)-invariante Volumenform |Ω|2 auf Y lautet
{wi 6= 0} : |Ωwi |2 := Ωwi ∧ Ωwi =
=
1
|wi|2 |dz1 ∧ . . . dzˇi . . . ∧ dzn|
2 ∧ |dw1 ∧ . . . ∧ dwn|2
{zj 6= 0} : |Ωzj |2 := Ωzj ∧ Ωzj =
=
1
|zj |2 |dz1 ∧ . . . ∧ dzn|
2 ∧ |dw1 ∧ · · · dwˇj . . . ∧ dwn|2
in angegebenen offenen Umgebungen von Y .
Beweis. Aus der zweiten Adjunktionsformel ([GH] 1.1) ergibt sich wegen
∂(
n∑
i=1
ziwi − 1)
∂zj
= wj ,
∂(
n∑
i=1
ziwi − 1)
∂wk
= zk
die Ausu¨bbarkeit der Poincare´ Residuumsabbildung
ωY
P.R.→ ω′Y := (−1)j−1
dz1 ∧ . . . jˇ . . . ∧ dzn ∧ dw1 ∧ . . . ∧ dwn
wj
|Y
ωY
P.R.→ ω′′Y := (−1)k−1
dz1 ∧ . . . ∧ dzn ∧ dw1 ∧ . . . kˇ . . . ∧ dwn
zk
|Y
72
4.2. DIE BESTIMMUNG DER INVARIANTEN VOLUMENFORM UND DER
ERSETZUNGSREGELN 73
was fu¨r die richtige Wahl offener Teilmengen {zk 6= 0} bzw. {wj 6= 0}, j, k ∈ {1, . . . , n}, eine
wohldefinierte, holomorphe (2n − 1)-Form auf Y hergibt. Die Invarianz unter der SLn(C)-
Wirkung bleibt erhalten, da die abgespaltene Einsform
d(
n∑
i=1
ziwi−1)
(
n∑
i=1
ziwi−1)
invariant ist, wobei man
dafu¨r die Relation
(4.8) ωY =
d(
n∑
i=1
ziwi − 1)
(
n∑
i=1
ziwi − 1)
∧ ω′ bzw. ′′Y
vorfindet. Spezifiziere die Formen ω′Y und ω
′′
Y genauer als Ωwi und Ωzj :
{wi 6= 0} : Ωwi =
(−1)i
wi
(dz1 ∧ . . . dzˇi . . . ∧ dzn) ∧ (dw1 ∧ . . . ∧ dwn)
{zj 6= 0} : Ωzj =
(−1)j−1
zj
(dz1 ∧ . . . ∧ dzn) ∧ (dw1 ∧ . . . dwˇj . . . ∧ dwn)
Die Wohldefiniertheit einer daraus gebildeten globalen Form auf Y ist gesichert, weil wegen
der drei Ersetzungsregeln ein U¨bergang zwischen all diesen lokalen (2n− 1)-Formen auf dem
Schnitt der jeweiligen Definitionsbereiche mo¨glich wird.
Von Ω ausgehend, konstruieren wir die invariante Volumenform von Grad (4n − 2) aus
der Behauptung durch |Ω|2 := Ω∧Ω. Das (zweite) Gleichheitszeichen ergibt sich dort jeweils
aus dem positiven Signum der Permutation von
Ωwi ∧ Ωwi =
= ((−1)n)n−1︸ ︷︷ ︸
=+1
1
|wi|2 |dz1 ∧ . . . iˇ . . . ∧ dzn|
2 ∧ |dw1 ∧ . . . ∧ dwn|2
fu¨r Ωwi , analog bei Ωzj . Insbesondere gilt:
|wi|2|Ω|2 = |dz1 ∧ . . . dzˇi . . . ∧ dzn|2 ∧ |dw1 ∧ · · · ∧ dwn|2(4.9)
|zj |2|Ω|2 = |dz1 ∧ · · · ∧ dzn|2 ∧ |dw1 ∧ . . . dwˇj . . . ∧ dwn|2
Desweiteren ist folgendes technisches Lemma nu¨tzlich beim Beschreiben von Volumenfor-
men in dzi, dwj durch Ω.
Lemma 4.4. Es gelten folgende Vorzeichenregeln:
|dz1 ∧ . . . iˇ . . . ∧ dzn|2 = dz1 ∧ . . . iˇ . . . ∧ dzn ∧ dz¯1 ∧ . . . ˇ¯i . . . dz¯n =
= (−1) 12 (n−2)(n−1)dz1 ∧ dz¯1 ∧ . . . iˇ¯ˇi . . . ∧ dzn ∧ dz¯n
und
|dw1 ∧ . . . ∧ dwn|2 = dw1 ∧ . . . ∧ dwn ∧ dw¯1 ∧ . . . ∧ dw¯n =
= (−1) 12 (n−1)ndw1 ∧ dw¯1 ∧ . . . ∧ dwn ∧ dw¯n
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was zusammengesetzt und mit Hilfe obiger Proposition 4.2
|Ωwi |2|wi|2 =
= (−1)n2+1dz1 ∧ dz¯1 ∧ . . . iˇ¯ˇi . . . ∧ dzn ∧ dz¯n∧
∧ dw1 ∧ dw¯1 ∧ . . . ∧ dwn ∧ dw¯n
liefert.
Beweis. Durch Nachrechnen der einzelnen Permutationen.
4.2.3 Volumenform und Ersetzungsregeln fu¨r den homogenen Raum SL2(C)
Die invariante Volumenform fu¨r SL2(C)
Die Existenz einer bis auf konstanten Vorfaktor eindeutigen, biinvarianten Volumenform ist
fu¨r die komplexe Liegruppe SL2(C) aus der Theorie klar, und kann durch Links- bzw. Recht-
stranslationen einer Volumenform in der Liealgebra sl2(C) angegeben werden, die wegen der
Unimodularita¨t von SL2(C) auch biinvariant ist. Um eine praktische, lokale Darstellung zu
erzielen, ohne transzendente Methoden, gehen wir a¨hnlich wie fu¨r Y vor.
Betrachte hier die affine Quadrik SL2(C) ⊂ A4C, mit den Koordinatenfunktionen Tij , i, j =
1, 2 von A4C, die der Bedingung: T11T22−T12T21 = 1 genu¨gen. SL2(C) kann analog zu Y in den
Fa¨llen n ≥ 3 aus Abschnitt 4.2.1 als Hyperfla¨che beschrieben werden, wenn man die Gestalt
der Elemente in SL2(C) anders als u¨blich vorgibt:
SL2(C) = {
(
T11 T12
T21 T22
)
: det((Tij)) = 1} =
= {
(
z1 −w2
z2 w1
)
: z1w1 + z2w2 = 1}
Die Wirkung von SL2(C) × Gm auf SL2(C), Elemente als Vierervektoren
(
z1
z2
w1
w2
)
aufgefasst,
transformiert sich so zu
(SL2(C)×Gm)× SL2(C) → SL2(C)
((T, t),


z1
z2
w1
w2

) 7→


t
t
t−1
t−1



T c −d
a −b




z1
z2
w1
w2


Die Determinante der Matrizen, die die Operation hierbei beschreiben, ist gleich eins. Setze
ωSL2(C) : =
dT11 ∧ dT12 ∧ dT21 ∧ dT22
(T11T22 − T12T21 − 1)(4.10)
= −dz1 ∧ dz2 ∧ dw1 ∧ dw2
(z1w1 + z2w2 − 1)
Man hat es im Vergleich mit Y in den Fa¨llen n ≥ 3 mit einem zusa¨tzlichen Minuszeichen zu
tun, ansonsten genauso wie dort. Der Deutlichkeit halber und als Beispiel, soll es dennoch
ausgefu¨hrt werden.
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Lemma 4.5. ωSL2(C) ist eine meromorphe, SL2(C)×Gm-invariante 4-Form vom Variablentyp
(2, 2), bezu¨glich der Koordinaten (z1, z2, w1, w2), auf A4C mit einem Pol erster Ordnung entlang
SL2(C) versehen, und holomorph außerhalb von SL2(C) ⊂ A4C.
Beweis. Der Za¨hler ist eine 4-Form in C4, die mit Multiplikation mit der Determinante auf
die Wirkung durch SL2(C) × Gm antwortet, wie in Lemma 4.2 fu¨r zwei zweikomponentige
Vektoren (Z = ( z1z2 ) ,W = (
w1
w2 )), hier in C
4 als Vierervektor
(
z1
z2
w1
w2
)
aufgefasst. Die Matrizen
aus SL2(C) × Gm, die diese Wirkung ausu¨ben, haben aber Determinante eins, wie oben be-
schrieben. Der Nenner ist det((Tij))− 1, was selbstversta¨ndlich eigensta¨ndig invariant bleibt,
und es folgt die behauptete Invarianz von ωSL2(C). Alles Andere ist klar.
Proposition 4.3. Die holomorphe, SL2(C)-invariante Volumenform auf SL2(C) als homoge-
nem Raum lautet
{w1 6= 0} |Ωw1 |2 =
|dz2 ∧ dw1 ∧ dw2|2
|w1|2
{z2 6= 0} |Ωz2 |2 =
|dz1 ∧ dz2 ∧ dw1|2
|z2|2
{w2 6= 0} |Ωw2 |2 =
|dz1 ∧ dw1 ∧ dw2|2
|w2|2
{z1 6= 0} |Ωz1 |2 =
|dz1 ∧ dz2 ∧ dw2|2
|z1|2
in den ausgewa¨hlten offenen Umgebungen geschrieben.
Beweis. Unter der Poincare´schen Residuumsabbildung wie in Proposition 4.2 erha¨lt man lokal
in {T22 6= 0}, {T21 6= 0}, {T12 6= 0} und {T11 6= 0} die folgenden 3-Formen
ΩT22 : =
dT12 ∧ dT21 ∧ dT22
T22
= −dz2 ∧ dw1 ∧ dw2
w1
ΩT21 : =
dT11 ∧ dT21 ∧ dT22
T21
=
dz1 ∧ dz2 ∧ dw1
z2
ΩT12 : = −
dT11 ∧ dT12 ∧ dT22
T12
=
dz1 ∧ dw1 ∧ dw2
w2
ΩT11 : = −
dT11 ∧ dT12 ∧ dT21
T11
= −dz1 ∧ dz2 ∧ dw2
z1
Beachte, dass Vorzeichen aufgrund des Vorfaktors bei der P.R.-Abbildung (−1)j−1 entstehen
ko¨nnen, aber auch aufgrund der Ableitung der Determinantenrelation im Nenner. Beobachte
ferner, dass man sich ein Minuszeichen Unterschied in der Konvention bei Y bei Wahl von
n = 2 einhandelt. Durch Bildung der Volumenformen in den lokalen Umgebungen mit w1 6= 0,
etc., verschwindet aber jegliches Vorzeichen wieder, so dass man hier die gleiche Gestalt wie
bei Y fu¨r n ≥ 3, nur eben fu¨r n = 2 erha¨lt.
Ersetzungsregeln fu¨r SL2(C)
Aus der differentiellen Bedingung fu¨r SL2(C): T22dT11 − T12dT21 + T11dT22 − T21dT12 = 0,
bzw. w1dz1 + w2dz2 + z1dw1 + z2dw2 = 0, ergeben sich die Ersetzungsregeln wie oben durch
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Multiplikation mit einer entsprechenden 2-Form, so dass eine Beziehung zwischen zwei 3-
Formen offenbar wird (fu¨r Koordinaten (z1, z2, w1, w2)):
Multiplikation mit Ersetzungsregel(4.11)
dz1 ∧ dz2 z1dz1 ∧ dz2 ∧ dw1 + z2dz1 ∧ dz2 ∧ dw2 = 0
dz1 ∧ dw1 −w2dz1 ∧ dz2 ∧ dw1 + z2dz1 ∧ dw1 ∧ dw2 = 0
dz1 ∧ dw2 −w2dz1 ∧ dz2 ∧ dw2 − z1dz1 ∧ dw1 ∧ dw2 = 0
dz2 ∧ dw1 w1dz1 ∧ dz2 ∧ dw1 + z2dz2 ∧ dw1 ∧ dw2 = 0
dz2 ∧ dw2 w1dz1 ∧ dz2 ∧ dw2 − z1dz2 ∧ dw1 ∧ dw2 = 0
dw1 ∧ dw2 w1dz1 ∧ dw1 ∧ dw2 + w2dz2 ∧ dw1 ∧ dw2 = 0
Diese Regeln finden sich genauso bei denen fu¨r Y wenn man n = 2 setzt, da die Relation (4.2)
und die differentielle Relation (4.3) in allen betrachteten Fa¨llen n ≥ 2 u¨bereinstimmen.
4.3 Berechnung des Operators A′ im allgemeinen Fall n ≥ 3
Wir wollen den partiellen Ableitungsoperator A′ bestimmen, der die Wirkung von ∂∂¯ auf
einer SU(n)-invarianten Potentialfunktion f beschreibt und in die Aufstellung der Einstein-
gleichung eingehen wird. Dazu fu¨hrt man auf der Quadrik Y in A2nC fu¨r die kanonischen
(affinen) Koordinaten z1, . . . , zn, w1, . . . , wn folgende Abku¨rzungen ein:
‖Z‖2 =
n∑
i=1
zizi, ‖W‖2 =
n∑
i=1
wiwi,
und Differentiale bezu¨glich ∂ und ∂¯:
∂‖Z‖2 =
n∑
i=1
zidzi, ∂‖W‖2 =
n∑
i=1
widwi.
∂‖Z‖2 =
n∑
i=1
zidzi, ∂‖W‖2 =
n∑
i=1
widwi
Außerdem beno¨tigen wir spa¨ter auch:
∂∂‖Z‖2 =
n∑
i=1
dzi ∧ dzi, ∂∂‖W‖2 =
n∑
i=1
dwi ∧ dwi
Als reelle, invariante Koordinaten wa¨hlt man x, y wie folgt:
(4.12) x := − log ‖Z‖2 y := − log ‖W‖2
Also:
ex =
1
‖Z‖2 , e
y =
1
‖W‖2
und mit Vorteil kann benutzt werden:
∂x = −∂‖Z‖
2
‖Z‖2 ∂¯x = −
∂¯‖Z‖2
‖Z‖2
∂y = −∂‖W‖
2
‖W‖2 ∂¯y = −
∂¯‖W‖2
‖W‖2
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Das Ziel ist, fu¨r eine reellwertige Funktion f(x, y) auf {(x, y) ∈ R2 : x + y ≤ 0}, nach
Proposition 4.1, den Differentialoperator A′(f) in folgender Gleichung zu bestimmen:
(∂∂¯f)2n−1 = A′(f)|Ω|2
Beginnen wir mit ∂f :
∂f = ∂f(− log ‖Z‖2,− log ‖W‖2) =
= −fx · 1‖Z‖2 (∂‖Z‖
2)− fy · 1‖W‖2 (∂‖W‖
2) =
= −fxex(∂‖Z‖2)− fyey(∂‖W‖2)
Daraus ergibt sich fu¨r ∂∂¯f folgender Ausdruck:
∂∂¯f =fxx∂x ∧ ∂¯x+ fyy∂y ∧ ∂¯y + fyx∂y ∧ ∂¯x+ fxy∂x ∧ ∂¯y−(4.13)
− fx∂∂¯x− fy∂∂¯y =
=
fxx + fx
‖Z‖4 (∂‖Z‖
2 ∧ ∂‖Z‖2) + fyy + fy‖W‖4 (∂‖W‖
2 ∧ ∂‖W‖2)+
+
fxy
‖Z‖2‖W‖2 (∂‖W‖
2 ∧ ∂‖Z‖2) + fxy‖Z‖2‖W‖2 (∂‖Z‖
2 ∧ ∂‖W‖2)−
− fx‖Z‖2 (∂∂‖Z‖
2)− fy‖W‖2 (∂∂‖W‖
2)
Zur Abku¨rzung fu¨hren wir ein:
ω1 : =
fxx + fx
‖Z‖4 (∂‖Z‖
2 ∧ ∂‖Z‖2) + fyy + fy‖W‖4 (∂‖W‖
2 ∧ ∂‖W‖2) +
+
fxy
‖Z‖2‖W‖2 (∂‖W‖
2 ∧ ∂‖Z‖2) + fxy‖Z‖2‖W‖2 (∂‖Z‖
2 ∧ ∂‖W‖2)
ω2 : =
fx
‖Z‖2 (∂∂‖Z‖
2) +
fy
‖W‖2 (∂∂‖W‖
2)
Wir bemerken, dass fu¨r das Quadrat von ω1 gilt:
ω21 = 2
(
(fxx + fx)(fyy + fy)− f2xy
‖Z‖4‖W‖4
)
∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2
Lemma 4.6. Mit den Festsetzungen von ω1 oben, und den beiden Summanden
ω′2 :=
fx
‖Z‖2
(∂∂‖Z‖2)
ω′′2 :=
fy
‖W‖2
(∂∂‖W‖2)
von ω2, erha¨lt man die Behauptung:
ω31 = 0, (ω
′
2)
n+1 = (ω′′2)
n+1 = 0
und alle ho¨heren Potenzen dieser Formen verschwinden ebenso.
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Beweis. Um die erste Gleichung einzusehen, schreibe zuna¨chst ω21 auf, und beobachte, dass
aus der allgemeinen Tatsache, dass das Dachprodukt einer Einsform α mit sich selber stets
Null ergibt, α ∧ α = 0, der Ausdruck sich wegen gleichlautender Einsformen um Einiges
reduziert. Daher hat man noch u¨brig:
ω21 =
(
(fxx + fx)∂x ∧ ∂¯x+ (fyy + fy)∂y ∧ ∂¯y+
+fxy∂x ∧ ∂¯y + fyx∂y ∧ ∂¯x
)2
=
= (fxx + fx)(fyy + fy)∂x ∧ ∂¯x ∧ ∂y ∧ ∂¯y+
+ (fyy + fy)(fxx + fx)∂y ∧ ∂¯y ∧ ∂x ∧ ∂¯x+
+ fxyfyx∂x ∧ ∂¯y ∧ ∂y ∧ ∂¯x+ fyxfxy∂y ∧ ∂¯x ∧ ∂x ∧ ∂¯y =
= 2((fxx + fx)(fyy + fy)− f2xy)∂x ∧ ∂¯x ∧ ∂y ∧ ∂¯y =
= 2((fxx + fx)(fyy + fy)− f2xy)e2(x+y)∂‖Z‖ ∧ ∂¯‖Z‖ ∧ ∂‖W‖ ∧ ∂¯‖W‖
Es wird ω31 sofort Null sein, da alle Einsformen schon in dieser Vierform auftreten, und alle
weiteren Dachprodukte mit ω1 verschwinden mu¨ssen. Im zweiten Teil der Behauptung sind
ω′2 und ω
′′
2 reine Ausdru¨cke in dzi, dz¯j bzw. dwi, dw¯j . Daher ist die ho¨chste nichttriviale Form
in jedem Typ der Basiskovektoren von Grad 2n. Aber (ω′2)
n+1 und (ω′′2)
n+1 produzieren eine
2n+2 Form bzgl. der beiden Typen, also Null. Die Behauptung fu¨r noch ho¨here Potenzen ist
klar.
Bemerkung 4.1. Die 2n × 2n-Koeffizientenmatrix der Form ∂∂¯f sieht bezu¨glich der Basis
dqα ∧ dq¯β , fu¨r qα =
{
zα, α ≤ n
wα, α ≥ n+ 1 mit α, β = 1 . . . 2n,
wie folgt aus:
(fαβ¯) =


(
fxx+fx
‖Z‖4
z¯izj − fx‖Z‖2 δij
) (
fxy
‖Z‖2‖W‖2
z¯iwl
)
(
fxy
‖Z‖2‖W‖2
w¯kzj
) (
fyy+fy
‖W‖4
w¯kwl − fy‖W‖2 δkl
)


fu¨r alle i, j, k, l = 1, . . . , n. Die vier Untermatrizen sind jeweils n × n-dimensioniert, und die
gesamte Matrix ist von der Gro¨ße 2n × 2n. Nach Einschra¨nkung auf Y ⊂ A2nC hat man
Relationen unter den Eintra¨gen. 2
Laut Definition von ω1 und ω2 ist:
∂∂f = ω1 − ω2
und die zugeho¨rige Volumenform bzw. ho¨chste nichttriviale a¨ußere Potenz auf der (2n − 1)-
dimensionalen affinen Quadrik Y ergibt sich als
(∂∂¯f)2n−1 = (ω1 − ω2)2n−1 =
2n−1∑
k=0
(
2n− 1
k
)
ω
(2n−1)−k
1 (−ω2)k =(4.14)
= −ω2n−12︸ ︷︷ ︸
A
+(2n− 1)ω2n−22 ω1︸ ︷︷ ︸
B
−(2n− 1)(n− 1)ω2n−32 ω21︸ ︷︷ ︸
C
denn wegen Lemma 4.6 sind alle anderen Summanden in der Summe gleich Null.
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Berechnung von Term A:
ω2n−12 =
(2n− 1)!
n!(n− 1)!
(
(ω′2)
n(ω′′2)
n−1 + (ω′2)
n−1(ω′′2)
n
)
Man beno¨tigt
(ω′2)
n(ω′′2)
n−1 =
fnx f
n−1
y
‖Z‖2n‖W‖2n−2 (∂∂‖Z‖
2)n ∧ (∂∂‖W‖2)n−1
wobei
(∂∂‖Z‖2)n = n!(dz1 ∧ dz1) ∧ . . . ∧ (dzn ∧ dzn)
(∂∂‖W‖2)n−1 = (n− 1)!
n∑
j=1
(dw1 ∧ dw1) ∧ . . . ̂dwj ∧ dwj . . . ∧ (dwn ∧ dwn)
So dass zusammen
(∂∂‖Z‖2)n ∧ (∂∂‖W‖2)n−1 Lemma 4.4= n!(n− 1)!(
n∑
j=1
|zj |2)|Ω|2 = n!(n− 1)!‖Z‖2|Ω|2
Wir erhalten
(ω′2)
n(ω′′2)
n−1 = n!(n− 1)! f
n
x f
n−1
y
‖Z‖2n−2‖W‖2n−2 |Ω|
2
Analog
(ω′2)
n−1(ω′′2)
n = n!(n− 1)! f
n−1
x f
n
y
‖Z‖2n−2‖W‖2n−2 |Ω|
2
Also haben wir Term A schon ausgerechnet:
ω2n−12 = (2n− 1)!
fn−1x f
n−1
y (fx + fy)
‖Z‖2n−2‖W‖2n−2 |Ω|
2 =
= (2n− 1)!fn−1x fn−1y (fx + fy)e(n−1)(x+y)|Ω|2
Berechnung von Term B: Beobachte, dass
ω2n−22 = (ω
′
2 + ω
′′
2)
2n−2 =
2n−2∑
k=0
(
2n− 2
k
)
(ω′2)
(2n−2)−k(ω′′2)
k =
=
(
2n− 2
n− 2
)
(ω′2)
n(ω′′2)
n−2 +
(
2n− 2
n− 1
)
(ω′2)
n−1(ω′′2)
n−1+
+
(
2n− 2
n
)
(ω′2)
n−2(ω′′2)
n =
(2n− 2)!
(n− 2)!(n− 2)! ·(
1
n(n− 1)(ω
′
2)
n(ω′′2)
n−2 +
1
(n− 1)2 (ω
′
2)
n−1(ω′′2)
n−1 +
1
n(n− 1)(ω
′
2)
n−2(ω′′2)
n
)
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Wir benennen die auftretenden Summanden der gesamten Ausdru¨cke in Term B (mit ω1),
wie folgt:
(2n− 2)!
(n− 2)!(n− 2)!
 1
n(n− 1) (ω
′
2)
n(ω′′2)
n−2ω1︸ ︷︷ ︸
Ba
+
1
(n− 1)2 (ω
′
2)
n−1(ω′′2)
n−1ω1︸ ︷︷ ︸
Bb
+
+
1
n(n− 1) (ω
′
2)
n−2(ω′′2)
nω1︸ ︷︷ ︸
Bc


Wir benutzen die Tatsache:
(ω′2)
n = (
fx
‖Z‖2∂∂¯‖Z‖
2)n = n!
fnx
‖Z‖2ndz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n
(ω′′2)
n = n!
fny
‖W‖2ndw1 ∧ dw¯1 ∧ . . . ∧ dwn ∧ dw¯n
Nun zu den Termen Ba und Bc:
(ω′2)
n ∧ (ω′′2)n−2 ∧ ω1 = (ω′2)n ∧ (ω′′2)n−2 ∧
(fyy + fy)
‖W‖4 ∂‖W‖
2 ∧ ∂¯‖W‖2
(ω′′2)
n ∧ (ω′2)n−2 ∧ ω1 = (ω′′2)n ∧ (ω′2)n−2 ∧
(fxx + fx)
‖Z‖4 ∂‖Z‖
2 ∧ ∂¯‖Z‖2
weil alle Kovektoren dzi und dz¯j in Ba durch (ω
′
2)
n schon vorhanden sind, muss man von
den Einzeltermen in ω1 nur die Kombination von dwi und dw¯j ranmultiplizieren, alle anderen
a¨ußeren Produkte sind Null. Analog treten im Term Bc schon alle dwi, dw¯j in (ω′2)
n auf, so
dass man von ω1 nur mehr die Kovektoren dz
i, dz¯j nichttrivial multiplizieren muss.
Wir fu¨hren die Rechnung fu¨r den ersten Term Ba durch:
(ω′2)
n ∧ (ω′′2)n−2 ∧
(fyy + fy)
‖W‖4 ∂‖W‖
2 ∧ ∂¯‖W‖2) = n! f
n
x
‖Z‖2n
fn−2y
‖W‖2n−4
fyy + fy
‖W‖4
dz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n ∧ (∂∂¯‖W‖2)n−2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2 =
= n!(n− 2)!f
n
x f
n−2
y (fyy + fy)
‖Z‖2n‖W‖2n dz1 ∧ . . . ∧ dz¯n∧
∧

 n∑
i,j=1,i 6=j
dw1 ∧ dw¯1 . . . iˇ¯ˇi . . . jˇˇ¯j . . . dwn ∧ dw¯n

 ∧

 n∑
k,l=1
w¯kwldwk ∧ dw¯l

 =
wobei wir fu¨r i, j die Reihenfolge i < j verlangen, was man sofort statt i 6= j genauer schreiben
kann, denn die (2n− 4)-Formen sind in Reihenfolge gebracht und aufsummiert worden, also
kommen alle Paare (i, j) von fehlenden Basiskovektoren auch mit i < j geordnet vor. Daher
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ergibt sich weiter
= n!(n− 2)!fnx fn−2y (fyy + fy)en(x+y)dz1 ∧ . . . ∧ dz¯n∧
n∑
i<j
(|wi|2dw1 ∧ dw¯1 ∧ . . . jˇˇ¯j . . . ∧ dwn ∧ dw¯n+
+ w¯iwjdw1 ∧ dw¯1 ∧ . . . dwiˇ¯i ∧ . . . ∧ jˇdw¯j ∧ . . . ∧ dwn ∧ dw¯n−
− wiw¯jdw1 ∧ dw¯1 ∧ . . . iˇdw¯i ∧ . . . ∧ dwjˇ¯j ∧ . . . ∧ dwn ∧ dw¯n+
+ |wj |2dw1 ∧ dw¯1 ∧ . . . iˇ¯ˇi . . . ∧ dwn ∧ dw¯n)
weil wir nur fu¨r entweder (k = i ∧ l = i) oder (k = i ∧ l = j) oder (k = j ∧ l = i) oder
(k = j ∧ l = j) einen nicht Null Beitrag vom a¨ußeren Produkt beider Summen erhalten.
Wende die dritte Ersetzungsregel an, um zur Gestalt (4.9) der Volumenform Ω auch in den
zwei Mitteltermen zu gelangen. Das Verfahren la¨uft jetzt folgendermaßen: Entscheide was
ersetzt werden soll, d.h. entweder den fehlenden Kovektor vom Index i oder vom Index j
einzutauschen, um den gleichen Index zu bekommen, also zum Beispiel
w¯iwjdz1 ∧ . . . ∧ dz¯n ∧ dw1 ∧ . . . dwiˇ¯i ∧ . . . ∧ jˇdw¯j ∧ . . . ∧ dw¯n
wir haben hier dw¯i gegen dw¯j eingewechselt. Versammle alle Kovektoren vom selben Typ,
die fu¨r die Substitution nach der Regel notwendig sind, in unserem Beispiel ergibt dies den
Ausdruck:
w¯iwj(−1)j−i+n(n−2)dz1 ∧ dz¯1 ∧ dz¯2 ∧ . . . ∧ dz¯n ∧ dw¯1 ∧ . . . ˇ¯i . . . ∧ dw¯n∧
∧ dz2 ∧ . . . ∧ dzn ∧ dw1 ∧ . . . jˇ . . . ∧ dwn
wobei das richtige Vorzeichen entscheidend ist und von den ausgefu¨hrten Permutationen
herru¨hrt. Wende die Ersetzungsregel (4.6) fu¨r die hintereinander aufgereihten antiholomor-
phen Kovektoren an, um dw¯j weglassen zu ko¨nnen, und setze dafu¨r dw¯i ein:
dz¯1 ∧ dz¯2 ∧ . . . ∧ dz¯n ∧ dw¯1 ∧ . . . ˇ¯i . . . ∧ dw¯n =
= (−1)i+j z¯i
z¯j
dz¯1 ∧ dz¯2 ∧ . . . ∧ dz¯n ∧ dw¯1 ∧ . . . ˇ¯j . . . ∧ dw¯n
Wir stellen die natu¨rliche Reihenfolge der Basiskovektoren durch geeignetes Permutieren wie-
der her, um
dz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n ∧ dw1 ∧ dw¯1 ∧ . . . jˇj¯ . . . ∧ dwn ∧ dw¯n
zu erhalten, wobei man ein Vorzeichen (−1)−2n+1 aufnimmt. Das gesamte Vorzeichen, was
man sich damit eingebrockt hat, ist das Produkt der drei einzelnen aus den drei Schritten
(−1)j−i+n(n−2)+i+j−3n+1 = (−1)2j+n(n−2)−2n+1 = (−1)1 = (−1)
Setze dies in den Summanden der laufenden Rechnung ein:
w¯iwjdz1 ∧ . . . ∧ dz¯n ∧ dw1 ∧ . . . dwiˇ¯i ∧ . . . ∧ jˇdw¯j ∧ . . . ∧ dw¯n =
= − w¯iwj z¯i
z¯j
dz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n ∧ dw1 ∧ dw¯1 ∧ . . . jˇj¯ . . . ∧ dwn ∧ dw¯n =
= − w¯iwj z¯i
z¯j
|zj |2|Ω|2 = −w¯iwj z¯izj |Ω|2
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wobei noch Gleichung (4.9) verwendet wurde, um |Ω|2 dastehen zu haben. Wir werden von
nun an darauf verzichten, dieses Verfahren jedesmal zu beschreiben, wenn es zum Einsatz
kommt, denn es sind im Grunde immer diesselben U¨berlegungen mit Hilfe einer geeigneten
Ersetzungsregel, und den beiden Permutationen hin zu der Gestalt, die man fu¨r die jeweilige
Ersetzungsregel beno¨tigt. Am Ende tauscht man wieder zuru¨ck in die natu¨rliche Reihenfolge.
Bei diesen Permutationen muss peinlich genau auf das korrekte Vorzeichen geachtet werden.
Es ergibt sich
(ω′2)
n ∧ (ω′′2)n−2 ∧ (
fyy + fy)
‖W‖4 ∂‖W‖
2 ∧ ∂¯‖W‖2) =
= n!(n− 2)!fnx fn−2y (fyy + fy)en(x+y)
∑
i<j
(|wi|2|zj |2|Ω|2 − w¯iwj z¯izj |Ω|2−
− wiw¯jziz¯j |Ω|2 + |wj |2|zi|2|Ω|2) =
= n!(n− 2)!fnx fn−2y (fyy + fy)en(x+y)
∑
i<j
|wiz¯j − wj z¯i|2|Ω|2 =
= n!(n− 2)!fnx fn−2y (fyy + fy)en(x+y)(e−x−y − 1)|Ω|2
wobei wir folgendes nu¨tzliches Lemma bei der Summe anwenden ko¨nnen.
Lemma 4.7. Wir behaupten fu¨r alle (Z,W ) ∈ Y ⊂ C2n, wobei Z = (z1, . . . , zn), W =
(w1, . . . , wn) sei, und mit x := − log ‖Z‖, y := − log ‖W‖, dass∑
i<j
|wiz¯j − wj z¯i|2 = e−x−y − 1
fu¨r i, j = 1, . . . , n gilt.
Beweis. Setze
A :=
(
z1 . . . zn
w¯1 . . . w¯n
)
=⇒
AAt =
(
Z¯Z ZW
WZ WW
)
worin ZW :=
∑n
i=1 ziwi bedeutet, und analog bei den u¨brigen Ausdru¨cken. Dann folgt
det(AAt) = Z¯Z W¯W − W¯ Z¯ ZW = ‖Z‖2‖W‖2 − |〈W¯ , Z〉|2
bezu¨glich des natu¨rlichen Skalarprodukts in Cn. Auf der anderen Seite, aufgrund der verall-
gemeinerten Determinantenmultiplikationsformel, erha¨lt man
det(AAt) =
∑
1≤i<j≤n
det(A
ij
) det(Aij) =
∑
1≤i<j≤n
∣∣∣∣ z¯i z¯jwi wj
∣∣∣∣
∣∣∣∣zi zjw¯i w¯j
∣∣∣∣ =
=
∑
1≤i<j≤n
(z¯iwj − z¯jwi)(ziw¯j − zjw¯i) =
∑
1≤i<j≤n
|ziw¯j − zjw¯i|2
wobei Aij den 2×2 Minor der Matrix A aus den Spalten i und j bezeichnet. Aus der Definition
von x und y folgt
‖Z‖2‖W‖2 − |〈W¯ , Z〉|2 = (
∑
|zi|2)(
∑
|wj |2)− |
n∑
k=1
w¯kz¯k|2 = e−x−y − 1
Dies zeigt die Behauptung.
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Der Term Bc kann a¨hnlich bestimmt werden, nur mit vertauschten Z und W . Das heißt,
er ist gleich
(ω′′2)
n ∧ (ω′2)n−2 ∧ ω1 = (ω′′2)n ∧ (ω′2)n−2 ∧ (
fxx + fx)
‖Z‖4 ∂‖Z‖
2 ∧ ∂¯‖Z‖2) =
= n!(n− 2)!fn−2x fny (fxx + fx)en(x+y)(e−x−y − 1)|Ω|2
Der noch fehlende Term im Ausdruck B: ω2n−22 ω1 ist Term Bb, dessen Berechnung nun
die Aufgabe ist. Erinnere, dass Term Bb gleich (ω′2)
n−1(ω′′2)
n−1ω1 war. Ohne Vorfaktoren
behaupten wir Folgendes:
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1∂‖Z‖2 ∧ ∂¯‖Z‖2 = (n− 1)!(n− 1)!(
n∑
i,j=1
|zi|2|zj |2|Ω|2)
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1∂‖W‖2 ∧ ∂¯‖W‖2 = (n− 1)!(n− 1)!(
n∑
i,j=1
|wj |2|wi|2|Ω|2)
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1∂‖W‖2 ∧ ∂¯‖Z‖2 = (n− 1)!(n− 1)!(
n∑
i,j=1
−ziw¯j z¯jwi|Ω|2)
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1∂‖Z‖2 ∧ ∂¯‖W‖2 = (n− 1)!(n− 1)!(
n∑
i,j=1
−z¯iwjzjw¯i|Ω|2)
Um dies einzusehen, betrachte zuerst nur (ω′2)
n−1∧ (ω′′2)n−1 (ohne die Vorfaktoren wiederum)
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1 = (n− 1)!(
n∑
i=1
dz1 ∧ dz¯1 ∧ . . . iˇ¯ˇi . . . ∧ dzn ∧ dz¯n)
∧ (n− 1)!(
n∑
j=1
dw1 ∧ dw¯1 ∧ . . . jˇˇ¯j . . . ∧ dwn ∧ dw¯n) =
= (n− 1)!(n− 1)!(
n∑
i,j=1
dz1 ∧ . . . iˇ¯ˇi . . . dz¯n ∧ dw1 . . . jˇˇ¯j . . . dw¯n)
Als Zweites liefert ω1 die Zweiformen
∂‖Z‖2 ∧ ∂¯‖Z‖2 =
n∑
k,l=1
z¯kzldzk ∧ dz¯l
∂‖W‖2 ∧ ∂¯‖W‖2 =
n∑
k,l=1
w¯kwldwk ∧ dw¯l
∂‖W‖2 ∧ ∂¯‖Z‖2 =
n∑
k,l=1
w¯kzldwk ∧ dz¯l
∂‖Z‖2 ∧ ∂¯‖W‖2 =
n∑
k,l=1
z¯kwldzk ∧ dw¯l
Die Kombination aus beiden reduziert die Summierung u¨ber k, l zu den einzigen nicht Null
Beitra¨gen die man fu¨r: (k = i∧ l = i), (k = j∧ l = j), (k = j∧ l = i), (k = i∧ l = j) bekommt,
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a¨hnlich zu dem, was wir weiter oben schon einmal gesehen hatten. Die vier zu berechnenden
Produkte sind:
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1 ∧ ∂‖Z‖2 ∧ ∂¯‖Z‖2 =
= ((n− 1)!)2(
n∑
i,j=1
|zi|2dz1 ∧ . . . dz¯n ∧ dw1 ∧ . . . jˇj¯ . . . ∧ dw¯n) =
(4.9)
= ((n− 1)!)2(
n∑
i,j=1
|zi|2|zj |2|Ω|2)
und
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2 =
= ((n− 1)!)2(
n∑
i,j=1
|wj |2dz1 ∧ . . . iˇ¯i . . . dz¯n ∧ dw1 ∧ . . . ∧ dw¯n) =
(4.9)
= ((n− 1)!)2(
n∑
i,j=1
|wj |2|wi|2|Ω|2)
Bei den anderen zwei Ausdru¨cken muss man jedoch die Ersetzungsregel (4.4) vorher benutzen,
um |Ω|2 letztlich mit (4.9) einsetzen zu ko¨nnen, wie es oben auch getan wurde.
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1 ∧ ∂‖W‖2 ∧ ∂¯‖Z‖2 =
= ((n− 1)!)2(
n∑
i,j=1
w¯jzi(−1)dz1 ∧ . . . ∧ iˇdz¯i ∧ . . . dz¯n ∧ dw1 ∧ . . . ∧ dwjˇ¯j ∧ . . . ∧ dw¯n) =
(4.9)
= ((n− 1)!)2(
n∑
i,j=1
(−1)ziw¯j z¯jwi|Ω|2)
und
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−1 ∧ ∂‖Z‖2 ∧ ∂¯‖W‖2 =
= ((n− 1)!)2(
n∑
i,j=1
wj z¯idz1 ∧ . . . ∧ dziˇ¯i ∧ . . . dz¯n ∧ dw1 ∧ . . . ∧ jˇdw¯j ∧ . . . ∧ dw¯n) =
(4.9)
= ((n− 1)!)2(
n∑
i,j=1
(−1)z¯iwjzjw¯i|Ω|2)
Beachte, dass das Minus in diesen beiden letzten Fa¨llen von unterschiedlichen Schritten
herru¨hrt:
• Im ersten Fall tritt es wegen w¯jzidwj ∧ dz¯i auf, was mit (ω′2)n−1 ∧ (ω′′2)n−1 multipliziert
wird und geordnet werden muss, so dass dz¯i mit dem Kovektor dwj zusa¨tzlich noch
vertauscht werden muss. Die Ersetzungsregel ergibt ein Plus, so dass insgesamt das
Minus der Vertauschung weiterhin besteht.
• Im zweiten Fall kann man z¯iwjdzi ∧ dw¯j leicht in (ω′2)n−1 ∧ (ω′′2)n−1 mit einem Plus
einfu¨gen, da dzi schon auf der linken Seite steht, wo es hingeho¨rt, aber die Ersetzungs-
regel (4.4) liefert letztlich doch das Minuszeichen.
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Deshalb erlangen wir das, was wir eingangs behauptet hatten, und der vollsta¨ndige Ausdruck
von Bb: (ω′2)
n−1(ω′′2)
n−1ω1 lautet:
(
fx
‖Z‖2∂∂¯‖Z‖
2)n−1 ∧ ( fy‖W‖2∂∂¯‖W‖
2)n−1 ∧ ω1 =
= ((n− 1)!)2 f
n−1
x f
n−1
y
‖Z‖2n−2‖W‖2n−2

 n∑
i,j=1
fxx + fx
‖Z‖4 |zi|
2|zj |2 + fyy + fy‖W‖4 |wj |
2|wi|2−
− fyx‖Z‖2‖W‖2 ziw¯j z¯jwi −
fxy
‖Z‖2‖W‖2 z¯iwjzjw¯i
)
|Ω|2 =
= ((n− 1)!)2fn−1x fn−1y e(n−1)(x+y)
(
fxx + fx
‖Z‖4 (
n∑
i=1
|zi|2)2 + fyy + fy‖W‖4 (
n∑
i=1
|wi|2)2−
− fyx‖Z‖2‖W‖2 |
n∑
i=1
ziwi|2 − fxy‖Z‖2‖W‖2 |
n∑
i=1
ziwi|2
)
|Ω|2 =
= ((n− 1)!)2fn−1x fn−1y e(n−1)(x+y)
(
fxx + fx
‖Z‖4 e
−2x +
fyy + fy
‖W‖4 e
−2y−
− fyx‖Z‖2‖W‖2 · 1−
fxy
‖Z‖2‖W‖2 · 1
)
|Ω|2 =
= (n− 1)!(n− 1)!fn−1x fn−1y e(n−1)(x+y)(fxx + fx + fyy + fy − 2fxyex+y)|Ω|2
wobei wir die Formeln folgenden Lemmas benutzt haben.
Lemma 4.8. Fu¨r alle Koordinatenvektoren Z = (z1, . . . , zn), W = (w1, . . . , wn) in Cn gilt
n∑
i,j=1
|zi|2|zj |2 =
(
n∑
i=1
|zi|2
)2
und
n∑
i,j=1
ziwizjwj =
∣∣∣∣∣
n∑
i=1
ziwi
∣∣∣∣∣
2
Beweis. Mit einer einfachen Induktion u¨ber n sieht man es. Der Fall n = 1 ist trivial, also
behandle gleich n→ n+ 1:
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n+1∑
i,j=1
|zi|2|zj |2 =
n∑
i,j=1
|zi|2|zj |2+
+
n∑
j=1
|zn+1|2|zj |2 +
n∑
i=1
|zi|2|zn+1|2 + |zn+1|4 =
= (
n∑
i=1
|zi|2)2 + |zn+1|2(
n∑
j=1
|zj |2) + (
n∑
i=1
|zi|2)|zn+1|2 + |zn+1|4 =
=
(
n∑
i=1
|zi|2 + |zn+1|2
)
(
n∑
j=1
|zj |2) + |zn+1|2
(
n∑
i=1
|zi|2 + |zn+1|2
)
=
= (
n+1∑
i=1
|zi|2)

 n∑
j=1
|zj |2 + |zn+1|2

 =
=
(
n+1∑
i=1
|zi|2
)2
und in gleicher Weise
n+1∑
i,j=1
ziwiz¯jw¯j =
n∑
i,j=1
ziwiz¯jw¯j+
+
n∑
j=1
zn+1wn+1z¯jw¯j +
n∑
i=1
ziwiz¯n+1w¯n+1 + zn+1wn+1z¯n+1w¯n+1 =
=
∣∣∣∣∣
n∑
i=1
ziwi
∣∣∣∣∣+ zn+1wn+1(
n∑
j=1
z¯jw¯j + z¯n+1w¯n+1(
n∑
i=1
ziwi) + |zn+1wn+1|2 =
=
(
n∑
i=1
ziwi + zn+1wn+1
)
(
n∑
j=1
z¯jw¯j) + z¯n+1w¯n+1
(
n∑
i=1
ziwi + zn+1wn+1
)
=
= (
n+1∑
i=1
ziwi)(
n∑
j=1
z¯jw¯j) + z¯n+1w¯n+1(
n+1∑
i=1
ziwi) =
=
∣∣∣∣∣
n+1∑
i=1
ziwi
∣∣∣∣∣
2
Dies zeigt die Aussage des Lemmas.
Mit den drei Ausdru¨cken fu¨r die Terme Ba: (ω′2)
n(ω′′2)
n−2ω1, Bc: (ω
′
2)
n−2(ω′′2)
nω1 und Bb:
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(ω′2)
n−1(ω′′2)
n−1ω1 in der Hand, ko¨nnen wir den ganzen Term B zusammensetzen: ω
2n−2
2 ω1 ist
ω2n−22 ω1 =
=
(2n− 2)!
(n− 2)!(n− 2)!
(
n!(n− 2)!
n(n− 1) f
n
x f
n−2
y (fyy + fy)e
n(x+y)(e−x−y − 1)+
+
(n− 1)!(n− 1)!
(n− 1)2 f
n−1
x f
n−1
y e
(n−1)(x+y)(fxx + fx + fyy + fy − 2fxyex+y)+
+
n!(n− 2)!
n(n− 1) f
n
y f
n−2
x (fxx + fx)e
n(x+y)(e−x−y − 1)
)
|Ω|2 =
= (2n− 2)!
[
(fnx f
n−2
y (fyy + fy) + f
n
y f
n−2
x (fxx + fx))(e
(n−1)(x+y) − en(x+y))+
+fn−1x f
n−1
y (fxx + fx + fyy + fy − 2fxyex+y)e(n−1)(x+y)
]
|Ω|2
Berechnung des Terms C:
Erinnere, dass der Term C gleich ω21 ∧ ω2n−32 war. Betrachte jeden Faktor dieses Ausdrucks
einzeln. Beginne mit ω21. Viele Kombinationen verschwinden aufgrund der Tatsache, dass
diesselbe 1-Form von ∂‖Z‖2, ∂¯‖Z‖2, ∂‖W‖2, ∂¯‖W‖2 zweimal in solch einem Produkt auftritt,
also Null ergibt. U¨brig bleiben
ω21 =
(fxx + fx)(fyy + fy)
‖Z‖4‖W‖4 ∂‖Z‖
2 ∧ ∂¯‖Z‖2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2+
+
(fyy + fy)(fxx + fx)
‖Z‖4‖W‖4 ∂‖W‖
2 ∧ ∂¯‖W‖2 ∧ ∂‖Z‖2 ∧ ∂¯‖Z‖2+
+
f2xy
‖Z‖4‖W‖4∂‖W‖
2 ∧ ∂¯‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂¯‖W‖2+
+
f2xy
‖Z‖4‖W‖4∂‖Z‖
2 ∧ ∂¯‖W‖2 ∧ ∂‖W‖2 ∧ ∂¯‖Z‖2 =
= 2((fxx + fx)(fyy + fy)− f2xy)e2(x+y)∂‖Z‖2 ∧ ∂¯‖Z‖2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2
Als na¨chstes zum Faktor ω2n−32 . Er bringt
ω2n−32 = (ω
′
2 + ω
′′
2)
2n−3 =
2n−3∑
i=0
(
2n− 3
i
)
(ω′2)
i(ω′′2)
(2n−3)−i =
=
(
2n− 3
n
)
(ω′2)
n(ω′′2)
n−3 +
(
2n− 3
n− 1
)
(ω′2)
n−1(ω′′2)
n−2+
+
(
2n− 3
n− 2
)
(ω′2)
n−2(ω′′2)
n−1 +
(
2n− 3
n− 3
)
(ω′2)
n−3(ω′′2)
n
weil alle anderen Terme verschwinden, wie wir schon in Lemma 4.6 bemerkt haben: (ω′2)
n+1 =
0 und ho¨here Ordnungen, (ω′′2)
n+1 = 0 und ho¨here Ordnungen.
Betrachte die Dachprodukte der vier Summanden von eben, mit dem davor bestimmten
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ω21:
(ω′2)
n(ω′′2)
n−3 ∧ ω21︸ ︷︷ ︸
Ca
, (ω′2)
n−1(ω′′2)
n−2 ∧ ω21︸ ︷︷ ︸
Cb
,
(ω′2)
n−2(ω′′2)
n−1 ∧ ω21︸ ︷︷ ︸
Cc
, (ω′2)
n−3(ω′′2)
n ∧ ω21︸ ︷︷ ︸
Cd
und beginne mit Term Ca:
(ω′2)
n ∧ (ω′′2)n−3 ∧ ω21 =
=
fnx
‖Z‖2n (∂∂¯‖Z‖
2)n ∧ f
n−3
y
‖W‖2n−6 (∂∂¯‖W‖
2)n−3∧
∧ 2((fxx + fx)(fyy + fy)− fxy)e2(x+y)∂‖Z‖2 ∧ ∂¯‖Z‖2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2
was Null ergibt, da
(∂∂¯‖Z‖2)n =
(
n∑
i=1
dzi ∧ dz¯i
)n
= n!dz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n
schon alle mo¨glichen Basiskovektoren dzi, dz¯j entha¨lt, so dass der ganze Ausdruck mit ω
2
1
multipliziert nur verschwinden kann, weil in ω21 weitere genau dieser Kovektoren auftreten.
Beobachte, dass Term Cd auch Null wird, aus demselben Grund, bezu¨glich der Kovektoren
dwi, dw¯j allerdings. Als Na¨chstes bestimmen wir Term Cb:
(ω′2)
n−1 ∧ (ω′′2)n−2 ∧ ω21 =
=
fn−1x f
n−2
y
‖Z‖2n−2‖W‖2n−4 2((fxx + fx)(fyy + fy)− f
2
xy)e
2(x+y)·
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−2 ∧ ∂‖Z‖2 ∧ ∂¯‖Z‖2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2
und rechnen vorerst nur mit dem Basisanteil:
(∂∂¯‖Z‖2)n−1 ∧ (∂∂¯‖W‖2)n−2 ∧ ∂‖Z‖2 ∧ ∂¯‖Z‖2 ∧ ∂‖W‖2 ∧ ∂¯‖W‖2 =
= (n− 1)!(
n∑
i=1
dz1 ∧ dz¯1 ∧ . . . iˇ¯ˇi . . . ∧ dzn ∧ dz¯n)∧
∧ (n− 2)!(
n∑
i,j=1,i 6=j
dw1 ∧ dw¯1 ∧ . . . iˇ¯ˇi . . . jˇˇ¯j . . . ∧ dwn ∧ dw¯n)∧
∧ (
n∑
k,l=1
z¯kzldzk ∧ dz¯l) ∧ (
n∑
p,q=1
w¯pwqdwp ∧ dw¯q) =
= (n− 1)!(n− 2)!(
n∑
i=1
|zi|2)dz1 ∧ dz¯1 ∧ . . . ∧ dzn ∧ dz¯n∧
∧ (
n∑
i,j=1,i 6=j
dw1 ∧ dw¯1 ∧ . . . iˇ¯ˇi . . . jˇˇ¯j . . . ∧ dwn ∧ dw¯n)∧
∧ (
n∑
p,q=1
w¯pwqdwp ∧ dw¯q) =
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= (n− 1)!(n− 2)!e−xdz1 ∧ . . . ∧ dz¯n ∧ (
n∑
i,j=1,i<j
|wi|2dw1 ∧ . . . jˇˇ¯j . . . dw¯n+
+ w¯iwjdw1 ∧ . . . ˇ¯i . . . jˇ . . . ∧ dw¯n − w¯jwidw1 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dw¯n+
+ |wj |2dw1 ∧ . . . iˇ¯ˇi . . . ∧ dw¯n) =
= (n− 1)!(n− 2)!e−x
n∑
i,j=1,i<j
(|wi|2|zj |2 − w¯iwj z¯izj − wiw¯jziz¯j + |wj |2|zi|2)|Ω|2 =
= (n− 1)!(n− 2)!e−x
n∑
i,j=1,i<j
|wiz¯j − wj z¯i|2|Ω|2 =
Lemma 4.8
= (n− 1)!(n− 2)!e−x(e−x−y − 1)|Ω|2
wobei wir Ersetzungsregel (4.4) fu¨r die mittleren beiden Terme bemu¨ht haben.
Der entsprechende Ausdruck kommt auch im Term Cc vor: (ω′2)
n−2(ω′′2)
n−1)ω21, nur x
und y vertauscht. Setze die Terme ungleich Null Cb, Cc zu Term C zusammen (mit allen
Vorfaktoren und Konstanten dabei)
ω2n−32 ω
2
1 =
(
2n− 3
n− 1
)
2(n− 1)!(n− 2)!·
fn−1x f
n−2
y ((fxx + fx)(fyy + fy)− f2xy)en(x+y)(e−x−y − 1)|Ω|2+
+
(
2n− 3
n− 2
)
2(n− 1)!(n− 2)!fn−2x fn−1y ·
((fxx + fx)(fyy + fy)− f2xy)en(x+y)(e−x−y − 1)|Ω|2 =
= 2(2n− 3)!(fn−1x fn−2y + fn−1y fn−2x )·
((fxx + fx)(fyy + fy)− f2xy)en(x+y)(e−x−y − 1)|Ω|2
Wir sind jetzt in der Lage, alle drei Terme von (∂∂¯f)2n−1 zu kombinieren, wie es in der
Gleichung (4.14) mit noch beizufu¨genden Konstanten verlangt ist:
ω2n−12︸ ︷︷ ︸
A
=(2n− 1)!fn−1x fn−1y (fx + fy)e(n−1)(x+y)|Ω|2
ω1ω
2n−2
2︸ ︷︷ ︸
B
=(2n− 2)![(fnx fn−2y (fyy + fy) + fny fn−2x (fxx + fx))·
· (e(n−1)(x+y) − en(x+y))+
+ fn−1x f
n−1
y (fxx + fx + fyy + fy − 2fxyex+y)e(n−1)(x+y)]|Ω|2
ω21ω
2n−3
2︸ ︷︷ ︸
C
=2(2n− 3)!(fn−1x fn−2y + fn−2x fn−1y )((fxx + fx)(fyy + fy)− f2xy)·
· en(x+y)(e−x−y − 1)|Ω|2
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(4.14)
=⇒ (∂∂¯f)
2n−1
(2n− 1)!|Ω|2 =
= −fn−1x fn−1y (fx + fy)e(n−1)(x+y)+
+ (fnx f
n−2
y (fyy + fy) + f
n
y f
n−2
x (fxx + fx))(e
(n−1)(x+y) − en(x+y))+
+ fn−1x f
n−1
y (fxx + fx + fyy + fy − 2fxyex+y)e(n−1)(x+y)]−
− (fn−1x fn−2y + fn−2x fn−1y )((fxx + fx)(fyy + fy)− f2xy)(e(n−1)(x+y) − en(x+y)) =
= [fnx f
n−2
y (fyy + fy) + f
n−2
x f
n
y (fxx + fx)−
− (fn−1x fn−2y + fn−2x fn−1y )((fxx + fx)(fyy + fy)− f2xy)](e(n−1)(x+y) − en(x+y))+
fn−1x f
n−1
y (fxx + fyy − 2fxyex+y)e(n−1)(x+y) =
= [fn−1x f
n−1
y (fxx + fyy) + (f
n−1
x f
n−2
y + f
n−2
x f
n−1
y )·
(fxxfyy − f2xy)](en(x+y) − e(n−1)(x+y))+
+ fn−1x f
n−1
y (fxx + fyy − 2fxyex+y)ex+y)e(n−1)(x+y) =
= [(fn−1x f
n−2
y + f
n−2
x f
n−1
y )(fxxfyy − f2xy)](en(x+y) − e(n−1)(x+y))+
+ fn−1x f
n−1
y (fxx + fyy − 2fxy)en(x+y)
Zum Abschluss erreicht man das
Theorem 4.1. Die Einsteingleichung
A′((x, y), f,Df,D2f) = e−f(4.15)
d.h. die reelle Differentialgleichung, die die Ka¨hler-Einstein-Bedingung (3.1) auf L := Y im
Bild des Bewertungskegel {(x, y) ∈ NR : x + y ≤ 0}, als Teilmenge in NR ∼= R2, ausdru¨ckt,
lautet
(2n− 1)![(fn−1x fn−2y + fn−2x fn−1y )(fxxfyy − f2xy)(en(x+y) − e(n−1)(x+y))+(4.16)
+ fn−1x f
n−1
y (fxx + fyy − 2fxy)en(x+y)] =
=e−f
mit ∂∂¯(f ◦ π) > 0, weil es eine positiv definite Form sein muss.
4.4 Die Berechnung von A′ fu¨r den Fall n = 2
Wir rechnen durchweg in den Koordinatenfunktionen (z1, z2, w1, w2) auf A4C. Beobachte, dass
trotz des zusa¨tzlichen Minuszeichens vor w2 und der Vertauschung der Eintra¨ge im zweiten
Spaltenvektor der SL2(C)-Matrizen, die Normausdru¨cke
‖Z‖2 := |z1|2 + |z2|2 ‖W‖2 := |w1|2 + |w2|2
der Vektoren Z = ( z1z2 ), W = (
w1
w2 ) identisch zu den Definitionen fu¨r die Rechnung fu¨r Y
sind, wenn man n = 2 setzt. Demzufolge sind auch alle davon abgeleiteten Formen, wie
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∂‖Z‖2, ∂‖W‖2, ∂∂¯‖Z‖2, ∂∂¯‖W‖2 und komplex konjugierte Ausdru¨cke identisch. Die reellen
Koordinaten sind genauso mit x = − ln(‖Z‖2), y = − ln(‖W‖2) gegeben. Daher wird man
diesselbe Gleichung in x, y erhalten, nur eben fu¨r n = 2.
In dem Fall n = 2 sieht die Formel von (∂∂f)3 folgendermaßen aus:
(∂∂f)3 = − ω32︸︷︷︸
A
+3ω22ω1︸ ︷︷ ︸
B
−3ω2ω21︸ ︷︷ ︸
C
Wir werden die drei Summanden einzeln berechnen. Der Erste, A: ω32 ist schon aus dem
letzten Kapitel bekannt.
3!f1xf
1
y (fx + fy)e
(x+y)|Ω|2
Fu¨r C: ω2ω
2
1 berechnen wir die beiden Basisvektoren darin:
∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 ∧ (∂∂‖Z‖2) = ‖Z‖2 · |w1z¯2 − w2z¯1|2 · |Ω|2
∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 ∧ (∂∂‖W‖2) = ‖W‖2 · |w¯1z2 − w¯2z1|2 · |Ω|2
Ausfu¨hrlicher fu¨r den Ersten:
(∂∂‖Z‖2) ∧ ∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 =
=
(
2∑
i=1
dzi ∧ dz¯i
)
∧

 2∑
j=1
z¯jdzj

 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 =
= (dz1 ∧ dz¯1 ∧ z¯2dz2 + dz2 ∧ dz¯2 ∧ z¯1dz1) ∧
(
2∑
k=1
zkdz¯k
)
∧ ∂‖W‖2 ∧ ∂‖W‖2 =
= (|z2|2dz1 ∧ dz¯1 ∧ dz2 ∧ dz¯2 + |z1|2dz2 ∧ dz¯2 ∧ dz1 ∧ dz¯1) ∧ ∂‖W‖2 ∧ ∂‖W‖2 =
= ‖Z‖2dz1 ∧ dz¯1 ∧ dz2 ∧ dz¯2∧
∧ (|w1|2dw1 ∧ dw¯1 + w¯1w2dw1 ∧ dw¯2 + w¯2w1dw2 ∧ dw¯1 + |w2|2dw2 ∧ dw¯2) =
Benutze die Ersetzungsregeln fu¨r den Fall SL2(C)×Gm/H, und achte auf die Vorzeichen:
= ‖Z‖2dz1 ∧ dz¯1 ∧ dz2 ∧ dz¯2∧
∧ (|w1|2dw1 ∧ dw¯1 − w¯1w2z¯1
z¯2
dw1 ∧ dw¯1 − w¯2w1z¯2
z¯1
dw2 ∧ dw¯2 + |w2|2dw2 ∧ dw¯2) =
= ‖Z‖2 ·
[
(|w1|2 − w¯1w2z¯1
z¯2
)|z2|2 + (|w2|2 − w¯2w1z¯2
z¯1
)|z1|2
]
· |Ω|2 =
= ‖Z‖ · [|w1|2|z2|2 − w¯1w2z¯1z2 − w1w¯2z1z¯2 + |w2|2|z1|2] · |Ω|2 =
= ‖Z‖2 · |w1z¯2 − w2z¯1|2 · |Ω|2
Beobachte, dass |w1z¯2 − w2z¯1|2 folgendermaßen ausgeschrieben werden kann:
|w1z¯2 − w2z¯1|2 = (|z1|2 + |z2|2)(|w2|2 + |w1|2)− 1 = e−x−y − 1
weil die Matrix
T :=
(
z1 −w2
z2 w1
)
∈ SL(2) det(T ) = z1w1 + z2w2 = 1
91
92 KAPITEL 4. KA¨HLER-METRIKEN AUF SLN (C)-VARIETA¨TEN (N ≥ 3) UND
SL2(C)×GM -VARIETA¨TEN
erfu¨llt. Also
T †T =
(
z¯1 z¯2
−w¯2 w¯1
)(
z1 −w2
z2 w1
)
=
( |z1|2 + |z2|2 −z¯1w2 + z¯2w1
−w¯2z1 + w¯1z2 |w1|2 + |w2|2
)
=
=
(
e−x −z¯1w2 + z¯2w1
−w¯2z1 + w¯1z2 e−y
)
∈ SL(2)
so dass wir die Beziehung e−x−y−|−z¯1w2+z¯2w1|2 = 1 aus der Determinante hiervon erhalten.
Dies liefert den invariant geschriebenen Ausdruck fu¨r diesen Faktor.
Fu¨r Term B: ω22ω1 finden wir
ω22ω1 = (ω
′
2 + ω
′′
2)
2 · ω1 = ((ω′2)2 + 2ω′2ω′′2 + (ω′′2)2) · ω1
Die einzelnen Basisanteile dieses Ausducks lauten
∂∂‖Z‖2 ∧ ∂∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖Z‖2 = 0
∂∂‖Z‖2 ∧ ∂∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 = 2|w¯1z2 − w¯2z1|2 · |Ω|2 = 2(e−x−y − 1)|Ω|2
∂∂‖Z‖2 ∧ ∂∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖Z‖2 = 0
∂∂‖Z‖2 ∧ ∂∂‖Z‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 = 0
∂∂‖Z‖2 ∧ ∂∂‖W‖2 ∧ ∂‖Z‖2 ∧ ∂‖Z‖2 = (|z1|2 + |z2|2)2 · |Ω|2 = (‖Z‖2)2 · |Ω|2
∂∂‖Z‖2 ∧ ∂∂‖W‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 = (|w1|2 + |w2|2)2 · |Ω|2 = (‖W‖2)2 · |Ω|2
∂∂‖Z‖2 ∧ ∂∂‖W‖2 ∧ ∂‖W‖2 ∧ ∂‖Z‖2 = −|Ω|2
∂∂‖Z‖2 ∧ ∂∂‖W‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 = −|Ω|2
∂∂‖W‖2 ∧ ∂∂‖W‖2 ∧ ∂‖Z‖2 ∧ ∂‖Z‖2 = 2|z¯1w2 − z¯2w1|2 · |Ω|2 = 2(e−x−y − 1)|Ω|2
∂∂‖W‖2 ∧ ∂∂‖W‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 = 0
∂∂‖W‖2 ∧ ∂∂‖W‖2 ∧ ∂‖W‖2 ∧ ∂‖Z‖2 = 0
∂∂‖W‖2 ∧ ∂∂‖W‖2 ∧ ∂‖Z‖2 ∧ ∂‖W‖2 = 0
Zum Beispiel berechnet man
∂∂‖Z‖2 ∧ ∂∂‖Z‖2 ∧ ∂‖W‖2 ∧ ∂‖W‖2 =
= 2 · dz1 ∧ dz¯1 ∧ dz2 ∧ dz¯2∧
∧ (|w1|2dw1 ∧ dw¯1 + w¯1w2dw1 ∧ dw¯2 + w1w¯2dw2 ∧ dw¯1 + |w2|2dw2 ∧ dw¯2) =
benutze wieder die Ersetzungsregeln in den geeigneten Umgebungen, und achte auf Vorzeichen
2 · dz1 ∧ dz¯1 ∧ dz2 ∧ dz¯2∧
∧ (|w1|2dw1 ∧ dw¯1 − w¯1w2z¯1
z¯2
dw1 ∧ dw¯1 − w¯2w1z¯2
z¯1
dw2 ∧ dw¯2 + |w2|2dw2 ∧ dw¯2) =
= 2(|w1|2|z2|2 − w¯1w2z¯1z2 + |w2|2|z1|2 − w1w¯2z1z¯2) · |Ω|2 =
= 2|w¯1z2 − w¯2z1|2 · |Ω|2
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Zusammengenommen ko¨nnen wir jetzt den vollsta¨ndigen Ausdruck mit den Konstanten
fu¨r
−ω32 + 3ω22ω1 − 3ω2ω21
als Vorfaktor von |Ω|2 aufschreiben
(−1)· (3!f1xf1y (fx + fy)e(x+y))+
+3· (f2x(fyy + fy)e2(x+y)2|w¯1z2 + w¯2z1|2+
+ 2fxfy(fxx + fx)e
3x+y(‖Z‖2)2 + 2fxfy(fyy + fy)ex+3y(‖W‖2)2
+ 2fxfyfxye
2x+2y(−1) + 2fxfyfxye2x+2y(−1)
+ f2y (fxx + fx)e
2(x+y)2|z¯1w2 + z¯2w1|2)−
−3· (2fx[(fxx + fx)(fyy + fy)− f2xy]e3x+2y‖Z‖2|z¯1w2 + z¯2w1|2+
+ 2fy[(fxx + fx)(fyy + fy)− f2xy]e2x+3y‖W‖2|w¯1z2 + w¯2z1|2)
was sich vereinfachen la¨sst zu
6· (−[(fx + fy)(fxxfyy − f2xy) + fxfy(fxx + fyy)] · e2(x+y)(e−x−y − 1)+
+ fxfy(fxx + fyy)e
x+y − 2fxfyfxye2x+2y) =
= 6 · (−(fx + fy)(fxxfyy − f2xy)(ex+y − e2(x+y)) + fxfy(fxx + fyy − 2fxy)e2(x+y)) =
= 6 · ((fx + fy)(fxxfyy − f2xy)(e2(x+y) − ex+y) + fxfy(fxx + fyy − 2fxy)e2(x+y))
Wir erhalten schließlich
Theorem 4.2. Die reelle Gleichung
(4.17) A′((x, y), f,Df,D2f) = e−f
fu¨r n = 2 in {(x, y) ∈ NR : x+ y ≤ 0} fu¨r den homogenen Raum L := SL2(C) lautet:
6· [(fx + fy)(fxxfyy − f2xy)(e2(x+y) − ex+y)+(4.18)
+ fxfy(fxx + fyy − 2fxy)e2(x+y)] =
=e−f
fu¨r ∂∂¯(f ◦ π) > 0.
4.5 Beispiele von Kompaktifizierungen fu¨r n ≥ 2
Wir geben in diesem Abschnitt Lo¨sungen fu¨r die oben aufgestellten Gleichungen (4.16),
(4.18) an. Dabei bettet man den homogenen Raum SLn(C)/SLn−1(C) bzw. SL2(C)×Gm/Hi,
(i = 1, 2) in verschiedenen Varieta¨ten a¨quivariant ein, und sucht nach geeigneten Funktio-
nen, die Potentiale von SU(n)- bzw. SU(2) × S1-invarianten Ka¨hlermetriken auf der ganzen
Varieta¨t sind, und die Gleichungen lo¨sen. Das bedeutet inbesondere, dass man neben der
no¨tigen Differenzierbarkeitsklasse und der Plurisubharmonizita¨t, auch Randbedingungen zu
beru¨cksichtigen hat, wie sich die Metrik “am Rand”, also außerhalb des offenen Orbits zu
verhalten hat, was wir aber aussparen in dieser Arbeit.
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4.5.1 Beispiele im Fall n = 2
Glu¨cklicherweise kennt man fu¨r die folgenden Beispiele der Kompaktifizierungen X jeweils
Ka¨hlermetriken, die die geforderte Invarianz besitzen, und zudem auch noch Ka¨hler-Einstein-
Metriken mit positiver Skalarkru¨mmung sind. Aus den bekannten lokalen Potentialen muss
man sich nur noch die auf dem offenen Orbit darstellende, invariante Funktion f verschaffen,
dazu siehe das Kapitel 3. Diese mu¨ssen Lo¨sungen der Gleichung (4.18) sein.
X = P2 × P1
Die Kompaktifizierung P2×P1 von SL2(C) wurde schon hinla¨nglich in Kapitel 3 besprochen.
Fu¨r f = ln(1 + e−x) + ln e−y = ln(1 + e−x)− y erha¨lt man aus den partiellen Ableitungen
fx =
−e−x
1 + e−x
, fxx =
e−x
(1 + e−x)2
fy = −1, fyy = 0 = fxy
die folgende linke Seite in der Gleichung (4.18):
6 ·
(
− e
−x
1 + e−x
(−1) e
−x
(1 + e−x)2
e2(x+y)
)
= 6
e−2x
(1 + e−x)3
e2(x+y) =
= 6 · e− ln(1+e−x)3+ln e2y = e−3 ln(1+e−x)−2 ln e−y+ln 6
Anstelle von diesem f , wa¨hlt man die leicht abgea¨nderte Funktion f = ln(1+e−x)3+ln(e−y)2−
ln 6, und setzt diese in die Differentialgleichung ein. Dies bringt einen zusa¨tzlichen Vorfaktor
32 ·2 = 18 ein, wegen der Exponenten der neuen Funktion f . Jetzt muss man diese Konstante
in f wieder abziehen f := ln(1 + e−x)3 + ln(e−y)2 − ln 6 − ln 18 = ln(1 + e−x)3 + ln(e−y)2 −
ln 108, was Gleichung (4.18) lo¨st. Der Faktor 6 = (2 · 2 − 1)! = 3! vor der linken Seite von
(4.17) ist stets vorhanden, wie die Berechnung dieses Operators zeigt. Er beschreibt den
konstanten Koeffizienten einer Volumenform, die hier bezu¨glich der Variablenklassen vom
Typ (3, 3) ist. Die Exponenten 3 und 2 sind die Einsteinkonstanten der Fubini-Study-Metrik
der projektiven Ra¨ume P2 und P1, die zu diesem Potential der Produktmetrik beitragen, weil
wegen der Beziehung c1(Pn) =
n+1
pi [ωFS] bezu¨glich der Standard Fubini-Study-Metrik auf dem
projektiven Raum gilt: Ric(ωFS) = (n+ 1)ωFS.
X ist Quadrik in P4
Fu¨r f = ln(e−x + e−y) mit den partiellen Ableitungen
fx =
−e−x
e−x + e−y
, fxx =
e−x−y
(e−x + e−y)2
= fyy
fy =
−e−y
e−x + e−y
, fxy =
−e−x−y
(e−x + e−y)2
bekommt man fu¨r die linke Seite:
6
4
(e−x + e−y)4
= 24 · e−4f
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Wa¨hle f = ln(e−x+e−y)4−ln 24 als Potentialfunktion in einer ersten Verbesserung. Beobachte,
dass dies einen zusa¨tzlichen Faktor 43 = 64 wegen des Exponenten 4 einbringt, so dass
f := ln(e−x + e−y)4 − ln 1536
Gleichung (4.18) exakt lo¨st.
X ist Fahnenvarieta¨t SL3(C)/B in P2 × P2
Fu¨r f := ln(1 + e−x) + ln(1 + e−y) berechnet man die partiellen Ableitungen zu
fx =
−e−x
1 + e−x
, fy =
−e−y
1 + e−y
, fxx =
e−x
(1 + e−x)2
, fyy =
e−y
(1 + e−y)2
Der Ausdruck auf der linken Seite in (4.17) ist damit:
6
2
(1 + e−x)2(1 + e−y)2
= eln 12−2 ln(1+e
−x)(1+e−y)
Vera¨ndere f zu f := 2 ln(1 + e−x)(1 + e−y)− ln 12. Dies produziert einen Zusatzfaktor von 8
wegen des Exponenten 2 in dem Term auf der linken Seite. Somit lo¨st die Funktion
f := 2 ln(1 + e−x)(1 + e−y)− ln 96
Gleichung (4.18) exakt.
4.5.2 Die Beispiele im Fall n > 2
X = Pn × Pn−1
Fu¨r f = ln(1 + e−x)n+1 + ln(e−y)n − ln((2n− 1)!) erhalten wir :
fx = (n+ 1)
−e−x
1 + e−x
, fxx = (n+ 1)
e−x
(1 + e−x)2
fy = −n, fyy = 0 = fxy
Dies liefert nach Anwendung des Operators auf f den folgenden Vorfaktor von |Ω|2:
(2n− 1)!(n+ 1)n−1nn−1(n+ 1) e
−(n−1)x
(1 + e−x)n−1
e−x
(1 + e−x)2
en(x+y) =
= (2n− 1)! (n+ 1)
n
(1 + e−x)n+1
nn−1
(e−y)n
= e−(u−ln[(n+1)
nnn−1])
Weil fxxfyy − f2xy = fxx0 − 0 = 0 gilt, ist der erste Summand Null, also stammt der ganze
Ausdruck vom letzten Term fn−1x f
n−1
y (fxx+fyy−2fxy)en(x+y). Der Vorfaktor fu¨r n = 2 bringt
6 · 18 = 108 wie fu¨r diesen Fall ausgerechnet wurde. Schließlich findet man als exakte Lo¨sung
von (4.16)
f = ln(1 + e−x)n+1 + ln(e−y)n − ln[((2n− 1)!)(n+ 1)nnn−1]
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X ist Quadrik in P2n
Fu¨r f = ln(e−x + e−y)2n − ln((2n− 1)!) rechnen wir
fx = 2n
−e−x
e−x + e−y
, fxx = 2n
e−x−y
(e−x + e−y)2
= fyy
fy = 2n
−e−y
e−x + e−y
, fxy = 2n
−e−x−y
(e−x + e−y)2
Daher hat man auf der Operatorseite von (4.15)
(2n− 1)!(2n)2n−14 1
(e−x + e−y)2n
Dies kommt wiederum alleinig vom zweiten Teil des Operators, weil fxxfyy − f2xy = 0 ist.
Der Vorfaktor im Fall n = 2 ergab 6 · 44 = 1536, was diese Berechnung auch besta¨tigt. Die
endgu¨ltige Funktion ist
f = ln(e−x + e−y)2n − ln[((2n− 1)!)(2n)2n−14]
als Lo¨sung von (4.16).
X ist Hyperfla¨che in Pn × Pn vom Bigrad (1, 1)
Fu¨r f = ln(1 + e−x)n + ln(1 + e−y)n − ln((2n− 1)!) erhalten wir:
fx = n
−e−x
1 + e−x
, fxx = n
e−x
(1 + e−x)2
, fxy = 0 = fyx
fy = n
−e−y
1 + e−y
, fyy = n
e−y
(1 + e−y)2
Der Operator auf der linken Seite der Gleichung (4.15) auf f angewandt, fu¨hrt zu
(2n− 1)![n2n−1(−1)2n−3
(
e−nx−(n−1)y
(1 + e−x)n+1(1 + e−y)n
+
+
e−(n−1)x−ny
(1 + e−x)n(1 + e−y)n+1
)
(en(x+y) − e(n−1)(x+y))+
+ n2n−1(−1)2n−2 e
−(n−1)(x+y)(e−x(1 + e−y)2 + e−y(1 + e−x)2)
(1 + e−x)n+1(1 + e−y)n+1
en(x+y)] =
= (2n− 1)!n2n−1[−e−(n−1)(x+y) (1 + e
−y)e−x + (1 + e−x)e−y
(1 + e−x)n+1(1 + e−y)n+1
(en(x+y) − e(n−1)(x+y))+
+ e−(n−1)(x+y)
e−x + e−y + 4e−x−y + e−x−2y + e−2x−y
(1 + ex)n+1(1 + e−y)n+1
en(x+y)] =
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= (2n− 1)!n2n−1−(e
x+y − 1)(e−x + e−y + 2e−x−y) + (ey + ex + 4 + e−x + e−y)
(1 + ex)n+1(1 + e−y)n+1
=
= (2n− 1)!n2n−1 2e
−x + 2e−y + 2e−x−y + 2
(1 + ex)n+1(1 + e−y)n+1
=
= (2n− 1)!n2n−12 (1 + e
−x)(1 + e−y)
(1 + ex)n+1(1 + e−y)n+1
=
= (2n− 1)!n2n−12 1
(1 + ex)n(1 + e−y)n
Beobachte, dass diese Berechnung umfangreicher als die Vorherigen ist, da der erste Teil des
Operators nicht verschwindet. Verglichen mit dem konstanten Faktor im Fall n = 2 gilt, dass
3!232 = 6 · 8 · 2 = 96 ist, was mit der expliziten Kalkulation davon u¨bereinstimmt. Schließlich
hat man als Lo¨sung der Gleichung (4.16) die Funktion
f = ln(1 + e−x)n + ln(1 + e−y)n − ln[((2n− 1)!)n2n−12]
4.6 Bezug zu Operatoren aus dem Kapitel 3
Wir erinnern uns an die Theoreme 3.1, 3.2, und beleuchten die Relation der reellen Koor-
dinatenfunktionen von SL2(C), die SU(2)-invariant zu H3 geho¨ren, zu denen fu¨r SL2(C) ∼=
SL2(C)×Gm/H, die SU(2)× S1-invariant auf {(xˆ, yˆ) ∈ NR : xˆ+ yˆ ≤ 0} bezogen sind. Diese
seien wie folgt bezeichnet:
x := ℜ(bd¯+ac¯)
|c|2+|d|2
xˆ := − ln(|a|2 + |b|2)
y := ℑ(bd¯+ac¯)
|c|2+|d|2
yˆ := − ln(|c|2 + |d|2)
r := 1
|c|2+|d|2
Sie verhalten sich zueinander in folgender Weise:
|z|2 := x2 + y2 = e−xˆ+yˆ − e2yˆ xˆ = − ln(r + |z|2r )
r = eyˆ yˆ = ln(r)
Die Koordinate |z|2 := x2+y2 hat eine zusa¨tzliche S1-Invarianz, und kann statt mit x, y durch
xˆ, yˆ ausgedru¨ckt werden. Allerdings ko¨nnen x, y nicht als Funktionen von xˆ, yˆ abha¨ngig ge-
macht werden. Es korrespondieren die Grundfunktionen der Lo¨sungen, ohne die Exponenten,
der drei besprochenen SL2(C)-Einbettungen in folgender Weise:
X f(x, y, r) ↔ f(xˆ, yˆ)
P2 × P1 ln(1 + r + |z|2r ) + ln(1r ) ↔ ln(1 + e−xˆ)− yˆ
Q ⊂ P4 ln(r + |z|2r + 1r ) ↔ ln(e−xˆ + e−yˆ)
H1,1 ⊂ P2 × P2 ln(1 + r + |z|2r ) + ln(1 + 1r ) ↔ ln(1 + e−xˆ) + ln(1 + e−yˆ)
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Kapitel 5
Wundervolle Einbettungen
spha¨rischer homogener Ra¨ume
5.1 Spezielle Ka¨hler-Metriken wundervoller Varieta¨ten vom
Rang eins
Fu¨r spha¨rische Varieta¨ten vom Rang eins ist eine vollsta¨ndige Klassifikation basierend auf
Arbeiten von Akhiezer in [Ak4], Brion [Br1], und von Huckleberry und Snow [HS] bekannt.
Vergleiche die Diskussion in Abschnitt 1.3. Man hat genau zwei Klassen zu unterscheiden: Die-
jenigen, die eine wundervolle Kompaktifizierung zulassen, siehe [T1] Tafel 5.10, um die es hier
gehen soll, und die horospha¨rischen homogenen Ra¨ume, von denen in Kapitel 2 ein Beispiel
behandelt wurde. Diese zwei Klassen sind dadurch unterschieden, dass Vervollsta¨ndigungen
im Rand, d.h. außerhalb des offenen Orbits, entweder einen homogenen Divisor haben (wun-
dervolle Einbettung), oder zwei Divisoren. Andere Fa¨lle mit mehr Divisoren oder anderen
abgeschlossenen Untervarieta¨ten gibt es nicht. Einbettungen von symmetrischen Varieta¨ten
vom Rang eins, die auch wundervolle Kompaktifizierungen besitzen, geho¨ren ebenfalls in
diesen Rahmen. Wir greifen im folgenden Abschnitt zwei Beispiele wundervoller Kompaktifi-
zierungen heraus, und bestimmen die Einsteingleichung dazu, die eine invariante Ka¨hler-Ein-
stein-Metrik festlegt. Es entstehen gewo¨hnliche nichtlineare Differentialgleichungen, die eine
Lo¨sung besitzen.
5.1.1 P3 als PSL2(C)-, und die Quadrik in P4 als SL2(C)-Einbettung
Obwohl Rang eins auf den ersten Blick verspricht, nicht zu kompliziert zu sein, ist dies in-
sofern ein Irrtum, dass die Rechnung nicht schwierig ist, aber recht lange. Fu¨hre folgende
Abku¨rzungen ein
G1 := SL2(C)× SL2(C) H1 = SL2(C)
G2 := PSL2(C)× PSL2(C) H2 = PSL2(C)
wobei Hi hier die Stabilisatoren unter der Gi-Wirkung auf den Varieta¨ten
X1 : = {det(X) = t2 : X ∈Mat2×2(C), t ∈ C} ⊂ P(Mat2×2(C)⊕ C)
X2 : = P(Mat2×2(C)) ∼= P3
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in den Punkten (( 1 00 1 ) , 1) ∈ X1, bzw. ( 1 00 1 ) ∈ X2 sind. Fu¨r die homogenen Koordinaten wa¨hlt
man die Bezeichnungen [X00 : X01 : X10 : X11 : t] ∈ X1 bzw. [X00 : X01 : X10 : X11] ∈ X2. Die
Operation mit Matrizen S, T ∈ Gi, i = 1, 2 findet dabei jeweils von links mit S und von rechts
mit T−1 auf X ∈ Mat2×2(C) statt. Die offene Bahn von Gi in Xi, i = 1, 2, findet man leicht
als Komplement zu VX1(t) bzw. VX2(det(X)), wobei X ∈ Mat2×2(C) liegt, heraus. Denn es
bestehen folgende Bijektionen
G1/H1 ∼= SL2(C) → X1 \ VX1(t) ⊂ X1
T 7→ [T : 1]
X
t
←[ [X : t 6= 0]
G2/H2 ∼= PSL2(C) → X2 \ VX2(det(X)) ⊂ X2
T 7→ [T ]
X
det(X)
←[ [X]
Damit ist klar: Homogene Ra¨ume Gi/Hi, i = 1, 2 werden in Xi eingebettet. Die weggenom-
menen Divisoren sind irreduzible, homogene Hyperfla¨chen in den Varieta¨ten Xi, i = 1, 2 und
andere Gi-Bahnen gibt es nicht. Bezeichne mit L1 := SL2(C) bzw. L2 := PSL2(C) die den
Quotienten Gi/Hi entsprechenden homogenen Ra¨ume, fu¨r i = 1, 2.
Lemma 5.1. Es gibt Isomorphismen der offenen Bahnen
SL2(C)× SL2(C)/SL2(C) ∼= SL2(C) PSL2(C)× PSL2(C)/PSL2(C) ∼= PSL2(C)
(X, t) 7→ 1tX X 7→ 1√det(X)X
wobei fu¨r den Wurzelausdruck ein Zweig der komplexen Wurzel zu wa¨hlen ist.
Beweis. Klar.
Bemerkung 5.1. Fu¨r VX1(t) erkennt man eine Isomorphie via
P{X ∈Mat2×2 : det(X) = 0} → P1 × P1
X =
(
X00 X01
X10 X11
)
7→ [Spaltenraum(X) : Zeilenraum(X)][
X0Y0 X0Y1
X1Y0 X1Y1
]
←[ [X0 : X1][Y0 : Y1]
mit P1 × P1.
Als maximale kompakte Untergruppen nimmt man
K1 := SU(2)× SU(2) ≤ G1 bzw. K2 := PSU(2)× PSU(2) ≤ G2
und bildet den Quotienten des homogenen Raums L1 bzw. L2 danach, da man diesbezu¨glich
invariante Ka¨hlermetriken auf Xi, i = 1, 2 studieren will. Auf Li erwa¨hlt man folgendes q
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als Ki-invariante Koordinatenfunktion, i = 1, 2, das als Summe der unter Linksmultiplikati-
on invarianten Spaltenvektornormen von X ∈ Mat2×2, und unter der Rechtsmultiplikation
invarianten Zeilenvektornormen von X insgesamt unvera¨ndert bleibt.
(5.1) q := − ln(|X00|2 + |X01|2 + |X10|2 + |X11|2)
Diese Funktion ist fu¨r beide Fa¨lle i = 1, i = 2 wohldefiniert, und liefert die Bijektion Ki\Li ∼=
R≤0 nach Proposition 1.5. Es folgt:
∂q = − X¯00dX00+X¯01dX01+X¯10dX10+X¯11dX11
‖X‖2
∂¯q = ∂q, d.h. komplex konjugiert
∂∂¯q = −
1∑
i,j,k,l=0
‖X‖2δklij−X¯ijXkl
‖X‖4
dXij ∧ dX¯kl
Wir fu¨hren zur Abku¨rzung und u¨bersichtlicheren Darstellbarkeit ein:
(ij, kl) :=
‖X‖2δklij − X¯ijXkl
‖X‖4 dXij ∧ dX¯kl
fu¨r i, j, k, l = 0, 1, so dass man bzgl. der Reihenfolge (00), (01), (10), (11) schreiben kann:
(5.2) ∂∂¯q =
1∑
i,j,k,l=0
(ij, kl) =


(00, 00) (00, 01) (00, 10) (00, 11)
(01, 00) (01, 01) (01, 10) (01, 11)
(10, 00) (10, 01) (10, 10) (10, 11)
(11, 00) (11, 01) (11, 10) (11, 11)


Sei φ : Li := Gi/Hi → R, i = 1, 2 eine glatte, Ki-invariante Funktion, d.h. φ =: u ◦ πKi , fu¨r
die Projektion πKi : Li → Ki \Li, und eine Funktion u auf Ki \Gi/Hi, i = 1, 2. Es ergibt sich
(∂∂¯φ)3 = (u11∂q ∧ ∂¯q + u1∂∂¯q)3 =(5.3)
=
3∑
i=0
(
3
i
)
(u11∂q ∧ ∂¯q)i ∧ (u1∂∂¯q)3−i =
=
(
3
0
)
(u1∂∂¯q)
3 +
(
3
1
)
(u11∂q ∧ ∂¯q)1(u1∂∂¯q)2 + 0
Man hat sich daher um die Terme
A (∂∂¯q)3
B ∂q ∧ ∂¯q ∧ (∂∂¯q)2
zu ku¨mmern und berechnen diese jetzt.
Berechnung von Term A: Bestimme (∂∂¯q)2 durch a¨ußere Multiplikation jedes Eintrages
(ij, kl) mit allen neun komplementa¨ren Eintra¨gen (i′j′, k′l′) mit ij 6= i′j′ und kl 6= k′l′ die
nicht Null ergeben. Dies bringt 144 Summanden hervor, die man wieder zu je 4 Summanden
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nach Basisformen aufaddieren kann. Allgemein bedeutet dies:
(ij, kl) ∧ (i′j′, k′l′) + (ij, k′l′) ∧ (i′j′, kl)+
+ (i′j′, kl) ∧ (ij, k′l′) + (i′j′, k′l′) ∧ (ij, kl) =
=
‖X‖2δklij −XijX¯kl
‖X‖4 ·
‖X‖2δk′l′i′j′ −Xi′j′X¯k′l′
‖X‖4 dXij ∧ dX¯kl ∧ dXi′j′ ∧ dX¯k′l′+
+
‖X‖2δk′l′ij −XijX¯k′l′
‖X‖4 ·
‖X‖2δkli′j′ −Xi′j′X¯kl
‖X‖4 dXij ∧ dX¯k′l′ ∧ dXi′j′ ∧ dX¯kl+
+
‖X‖2δkli′j′ −Xi′j′X¯kl
‖X‖4 ·
‖X‖2δk′l′ij −XijX¯k′l′
‖X‖4 dXi′j′ ∧ dX¯kl ∧ dXij ∧ dX¯k′l′+
+
‖X‖2δk′l′i′j′ −Xi′j′X¯k′l′
‖X‖4 ·
‖X‖2δklij −XijX¯kl
‖X‖4 dXi′j′ ∧ dX¯k′l′ ∧ dXij ∧ dX¯kl =
= 2
[
‖X‖2δklij −XijX¯kl
‖X‖4 ·
‖X‖2δk′l′i′j′ −Xi′j′X¯k′l′
‖X‖4 −
−‖X‖
2δk
′l′
ij −XijX¯k′l′
‖X‖4 ·
‖X‖2δkli′j′ −Xi′j′X¯kl
‖X‖4
]
·
· dXij ∧ dX¯kl ∧ dXi′j′ ∧ dX¯k′l′
was wir im Folgenden mit
=: (ij, kl)(i′j′, k′l′)
bezeichnen wollen. Damit haben wir 36 Terme der Form (ij, kl)(i′j′, k′l′) vorliegen:
(5.4)
a (00, 00)(01, 01) s (01, 00)(10, 01) ae (10, 00)(11, 01)
b (00, 00)(01, 10) t (01, 00)(10, 10) af (10, 00)(11, 10)
c (00, 00)(01, 11) u (01, 00)(10, 11) ag (10, 00)(11, 11)
d (00, 00)(10, 01) v (01, 00)(11, 01) −− −−−−
e (00, 00)(10, 10) w (01, 00)(11, 10) ah (10, 01)(11, 10)
f (00, 00)(10, 11) x (01, 00)(11, 11) ai (10, 01)(11, 11)
g (00, 00)(11, 01) −− −−−− −− −−−−
h (00, 00)(11, 10) y (01, 01)(10, 10) aj (10, 10)(11, 11)
i (00, 00)(11, 11) z (01, 01)(10, 11) −− −−−−
−− −−−− aa (01, 01)(11, 10)
j (00, 01)(01, 10) ab (01, 01)(11, 11)
k (00, 01)(01, 11) −− −−−−
l (00, 01)(10, 10) ac (01, 10)(10, 11)
m (00, 01)(10, 11) ad (01, 10)(11, 11)
n (00, 01)(11, 10) −− −−−−
o (00, 01)(11, 11)
−− −−−−
p (00, 10)(01, 11)
q (00, 10)(10, 11)
r (00, 10)(11, 11)
−− −−−−
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Zum Lesen der Tabelle: Man sammelt alle nichttrivialen Produkte unter dem Namen des ers-
ten Auftretenden, wie in der Definition von (ij, kl)(i′j′, k′, l′) ausgesagt ist. Die Spalten eins
bis drei stammen alle aus Produkten von Eintra¨gen der Matrix (5.2) der ersten bis dritten
Zeile mit allen Matrixeintra¨gen. Jede Spalte hat eine Untergliederung nach den Produkten
der einzelnen Eintra¨ge der jeweiligen Zeile, sofern vorhanden. Damit hat man nun (∂∂¯q)2
vollkommen berechnet.
Zur Bestimmung von (∂∂¯q)3 mu¨ssen alle diese Eintra¨ge (ij, kl)(i′j′, k′l′) von a− aj noch-
mals mit (5.2) multipliziert werden. Dabei bleiben nur vier Produkte (ij, kl)(i′j′, k′l′) ∧
(i′′, j′′, k′′l′′) ungleich Null u¨brig, die man aufschreiben muss. Diese sammelt man wieder
zusammen zum folgenden System von 16 a¨ußeren Produkten ungleich Null:
(5.5)
a (00, 00)(01, 01) ∧ (10, 10) m (01, 00)(10, 01) ∧ (11, 10)
b (00, 00)(01, 01) ∧ (10, 11) n (01, 00)(10, 01) ∧ (11, 11)
c (00, 00)(01, 01) ∧ (11, 10) o (01, 00)(10, 10) ∧ (11, 11)
d (00, 00)(01, 01) ∧ (11, 11) −− −−−−
e (00, 00)(01, 10) ∧ (10, 11) p (01, 01)(10, 10) ∧ (11, 11)
f (00, 00)(01, 10) ∧ (11, 11) −− −−−−
g (00, 00)(10, 01) ∧ (11, 10)
h (00, 00)(10, 01) ∧ (11, 11)
i (00, 00)(10, 10) ∧ (11, 11)
−− −−−−
j (00, 01)(01, 10) ∧ (10, 11)
k (00, 01)(01, 10) ∧ (11, 11)
l (00, 01)(10, 10) ∧ (11, 11)
−− −−−−
−− 0
−− −−−−
Erkla¨ung der Tabelle: Man sammelt wieder nur unter dem ersten auftretenden Produkt alle
neun zu einer festen Basissechsform auf. Die erste Spalte besteht aus Produkten der Eintra¨ge
a− e aus (5.4) mit (5.2)-Eintra¨gen. Es folgen weiter in derselben Spalte Produkte von j, l mit
(5.2). Danach geht es in der zweiten Spalte von (5.4) mit s, t-Produkten weiter, und schließlich
noch ein y-Vielfaches. Damit hat man alle Summen von Produkten aufgelistet, je neun Stu¨ck
verbergen sich hinter jedem Ausdruck eines Frakturbuchstaben, wobei diese Form dem ersten
auftretenden Produkt in der Reihenfolge der vorherigen Tabelle entspricht. In allgemeinen
Ausdru¨cken bedeutet dies:
(ij, kl)(i′j′, k′l′) ∧ (i′′j′′, k′′l′′)+
+ (ij, kl)(i′j′, k′′l′′) ∧ (i′′j′′, k′l′)+
+ (ij, kl)(i′′j′′, k′l′) ∧ (i′j′, k′′l′′)+
+(ij, kl)(i′′j′′, k′′l′′) ∧ (i′j′, k′l′)+
+ (ij, k′l′)(i′j′, k′′l′′) ∧ (i′′j′′, k′l′)+
+ (ij, k′l′)(i′′j′′, k′′l′′) ∧ (i′j′, kl)+
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+(i′j′, kl)(i′′j′′, k′l′) ∧ (ij, k′′l′′)+
+ (i′j′, kl)(i′′j′′, k′′l′′) ∧ (ij, k′′l′′)+
+ (i′j′, k′l′)(i′′j′′, k′′l′′) ∧ (ij, kl) =
=6
(
‖X‖2δklij − X¯ijXkl
‖X‖4
‖X‖2δk′l′i′j′ − X¯i′j′Xk′l′
‖X‖4
‖X‖2δk′′l′′i′′j′′ − X¯i′′j′′Xk′′l′′
‖X‖4 −
− ‖X‖
2δk
′l′
ij − X¯ijXk′l′
‖X‖4
‖X‖2δkli′j′ − X¯i′j′Xkl
‖X‖4
‖X‖2δk′′l′′i′′j′′ − X¯i′′j′′Xk′′l′′
‖X‖4 −
− ‖X‖
2δklij − X¯ijXkl
‖X‖4
‖X‖2δk′′l′′i′j′ − X¯i′j′Xk′′l′′
‖X‖4
‖X‖2δk′l′i′′j′′ − X¯i′′j′′Xk′l′
‖X‖4 −
− ‖X‖
2δk
′′l′′
ij − X¯ijXk′′l′′
‖X‖4
‖X‖2δkli′′j′′ − X¯i′′j′′Xkl
‖X‖4
‖X‖2δk′l′i′j′ − X¯i′j′Xk′l′
‖X‖4 +
+
‖X‖2δk′′l′′ij − X¯ijXk′′l′′
‖X‖4
‖X‖2δkli′j′ − X¯i′j′Xkl
‖X‖4
‖X‖2δk′l′i′′j′′ − X¯i′′j′′Xk′l′
‖X‖4 +
+
‖X‖2δk′l′ij − X¯ijXk′l′
‖X‖4
‖X‖2δkli′′j′′ − X¯i′′j′′Xkl
‖X‖4
‖X‖2δk′′l′′i′j′ − X¯i′j′Xk′′l′′
‖X‖4
)
·
dXij ∧ dX¯kl ∧ dXi′j′ ∧ dX¯k′l′ ∧ dXi′′j′′ ∧ dX¯k′′l′′
Diese Terme mu¨ssen aufaddiert werden, indem man fu¨r die Indizes (ij, kl), (i′j′, k′l′) und
(i′′j′′, k′′l′′) die 16 Eintra¨ge der Tabelle (5.5) von (∂∂¯q)3-Summanden a− p durchlaufen la¨sst
und summiert, um zu Term A zu gelangen. Dies erfordert viel Schreibarbeit, und man kann
weiter vereinfachen. Setze schließlich eine explizit bekannte Referenzvolumenform ein, auf die
alle Terme bezogen werden, z.B. wa¨hlen wir in der Umgebung {X00 6= 0} ⊂ SL2(C) bzw.
⊂ PSL2(C) folgende aus Proposition 4.3 bekannte Form.
dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10 = −
∣∣∣∣X00−1
∣∣∣∣2ΩX00 ∧ Ω¯X00
Es folgt letztlich:
(∂∂¯q)3 = −6 · 4‖X‖8 · Ω ∧ Ω¯ = −24
1
(‖X‖2)4 |Ω|
2 =
= 24e4q(−|Ω|2)
wobei wir q in Gleichung (5.1) definiert hatten. Beachte, dass −|Ω|2 eine positiv definite
Volumenform ist, wenn man sie in den Koordinatenbasiskovektoren ausdru¨ckt. Dies ist am
Ende entscheidend fu¨r die Aufstellung der Gleichung und um die gewu¨nschten Lo¨sungen zu
bekommen.
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Berechnung von Term B: Man hat also ∂q ∧ ∂¯q ∧ (∂∂¯q)2 zu bestimmen. (∂∂¯q)2 ist schon
berechnet und in Tabelle (5.4) aufgelistet worden. Also bleibt
∂q ∧ ∂¯q =
=
1
‖X‖2‖X‖2 (X¯00dX00 + X¯01dX01 + X¯10dX10 + X¯11dX11)∧
∧ (X00dX¯00 +X01dX¯01 +X10dX¯10 +X11dX¯11 =
=
1
‖X‖4 (|X00|
2dX00 ∧ dX¯00 + X¯00X01dX00 ∧ dX¯01+
+ X¯00X10dX00 ∧ dX¯10 + X¯00X11dX00 ∧ dX¯11+
+ X¯01X00dX01 ∧ dX¯00 + |X¯01|2dX01 ∧ dX¯01+
+ X¯01X10dX01 ∧ dX¯10 + X¯01X11dX01 ∧ dX¯11+
+ X¯10X00dX10 ∧ dX¯00 + X¯10X01dX10 ∧ dX¯01+
+ |X¯10|2dX10 ∧ dX¯10 + X¯10X11dX10 ∧ dX¯11+
+ X¯11X00dX11 ∧ dX¯00 + X¯11X01dX11 ∧ dX¯01+
+ X¯11X10dX11 ∧ dX¯10 + |X¯11|2dX11 ∧ dX¯11)
Schreibe die nichttrivialen a¨ußeren Produkte davon mit dem Term (∂∂¯q)2 auf. Dann sum-
miere dies auf zum gleichen Basisvektor. Dazu betrachten wir einen allgemeinen Term zum
Basisvektor dXij ∧ dX¯kl ∧ dXi′j′ ∧ dX¯k′l′ ∧ dXi′′j′′ ∧ dX¯k′′l′′ . Man erha¨lt:
(ij, kl)(i′j′, k′l′) ∧ X¯i′′j′′Xk′′l′′dXi′′j′′ ∧ dX¯k′′l′′ +
+(ij, kl)(i′j′, k′′l′′) ∧ X¯i′′j′′Xk′l′dXi′′j′′ ∧ dX¯k′l′ +
+(ij, kl)(i′′j′′, k′l′) ∧ X¯i′j′Xk′′l′′dXi′j′ ∧ dX¯k′′l′′ +
+(ij, kl)(i′′j′′, k′′l′′) ∧ X¯i′j′Xk′l′dXi′j′ ∧ dX¯k′l′ +
+(ij, k′l′)(i′j′, k′′l′′) ∧ X¯i′′j′′XkldXi′′j′′ ∧ dX¯kl +
+(ij, k′l′)(i′′j′′, k′′l′′) ∧ X¯i′j′XkldXi′j′ ∧ dX¯kl +
+(i′j′, kl)(i′′j′′, k′l′) ∧ X¯ijXk′′l′′dXij ∧ dX¯k′′l′′ +
+(i′j′, kl)(i′′j′′, k′′l′′) ∧ X¯ijXk′l′dXij ∧ dX¯k′l′ +
+(i′j′, k′l′)(i′′j′′, k′′l′′) ∧ X¯ijXkldXij ∧ dX¯kl
wobei wieder
(ij, kl)(i′j′, k′l′) :=
= 2
(
‖X‖2δklij − X¯ijXkl
‖X‖4
‖X‖2δk′l′i′j′ − X¯i′j′Xk′l′
‖X‖4 −
‖X‖2δk′l′ij − X¯ijXk′l′
‖X‖4
‖X‖2δkli′j′ − X¯i′j′Xkl
‖X‖4
)
dXij ∧ dX¯kl ∧ dXi′j′ ∧ dX¯k′l′
gesetzt ist, und noch ein Nenner bei ∂q ∧ ∂¯q von 1
‖X‖4
weggelassen wurde. Zusammenfassen
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dieser Terme liefert mit allen Faktoren:
2
‖X‖8
[X¯ijXkl(δ
k′l′
i′j′ δ
k′′l′′
i′′j′′ − δk
′′l′′
i′j′ δ
k′l′
i′′j′′) +
+X¯ijXk′l′(δ
k′′l′′
i′j′ δ
kl
i′′j′′ − δk
′′l′′
i′′j′′ δ
kl
i′j′) +
+X¯ijXk′′l′′(δ
kl
i′j′δ
k′l′
i′′j′′ − δk
′l′
i′j′ δ
kl
i′′j′′) +
+X¯i′j′Xkl(δ
k′′l′′
ij δ
k′l′
i′′j′′ − δk
′′l′′
i′′j′′ δ
k′l′
ij ) +
+X¯i′j′Xk′l′(δ
kl
ij δ
k′′l′′
i′′j′′ − δk
′′l′′
ij δ
kl
i′′j′′) +
+X¯i′j′Xk′′l′′(δ
k′l′
ij δ
kl
i′′j′′ − δklij δk
′l′
i′′j′′) +
+X¯i′′j′′Xkl(δ
k′l′
ij δ
k′′l′′
i′j′ − δk
′l′
i′j′ δ
k′′l′′
ij ) +
+X¯i′′j′′Xk′l′(δ
k′′l′′
ij δ
kl
i′j′ − δklij δk
′′l′′
i′j′ ) +
+X¯i′′j′′Xk′′l′′(δ
kl
ij δ
k′l′
i′j′ − δk
′l′
ij δ
kl
i′j′)]
Diesen allgemeinen Ausdruck muss man mit den bekannten 16 Kombinationen a− p aus der
Tabelle (5.5) fu¨r (∂∂¯q)3 befu¨llen. Damit ergibt sich:
(∂∂¯q)2 ∧ ∂q ∧ ∂¯q = 2‖X‖8 ·
a (X¯00X00 + X¯01X01 + X¯10X10)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10+
b (X¯10X11)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯11+
c (X¯11X10)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX11 ∧ dX¯10+
d (|X00 + |X01|2 + |X11|2)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX11 ∧ dX¯11+
e (−X¯01X11)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯10 ∧ dX10 ∧ dX¯11+
f (X¯01X10)dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯10 ∧ dX11 ∧ dX¯11+
g (−X¯10X01)dX00 ∧ dX¯00 ∧ dX10 ∧ dX¯01 ∧ dX11 ∧ dX¯10+
h (X¯10X01)dX00 ∧ dX¯00 ∧ dX10 ∧ dX¯01 ∧ dX11 ∧ dX¯11+
i (|X00|2 + |X10|2 + |X11|2)dX00 ∧ dX¯00 ∧ dX10 ∧ dX¯10 ∧ dX11 ∧ dX¯11+
j (X¯00X11)dX00 ∧ dX¯01 ∧ dX01 ∧ dX¯10 ∧ dX10 ∧ dX¯11+
k (−X¯00X10)dX00 ∧ dX¯01 ∧ dX01 ∧ dX¯10 ∧ dX11 ∧ dX¯11+
l (X¯00X01)dX00 ∧ dX¯01 ∧ dX10 ∧ dX¯10 ∧ dX11 ∧ dX¯11+
m (X¯11X00)dX01 ∧ dX¯00 ∧ dX10 ∧ dX¯01 ∧ dX11 ∧ dX¯10+
n (−X¯10X00)dX01 ∧ dX¯00 ∧ dX10 ∧ dX¯01 ∧ dX11 ∧ dX¯11+
o (X¯01X00)dX01 ∧ dX¯00 ∧ dX10 ∧ dX¯10 ∧ dX11 ∧ dX¯11+
p (|X01|2 + |X10|2 + |X11|2)dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10 ∧ dX11 ∧ dX¯11
was man wieder mit Hilfe der Ersetzungsregeln aus Abschnitt 4.2.3 auf die Referenzform
dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10 beziehen kann:
=
2
‖X‖8 [(|X00|
2 + |X01|2 + |X10|2) + X¯01
X¯00
X¯10X11 +
X01
X00
X¯11X10+
+ (|X00|2 + |X01|2 + |X11|2) |X01|
2
|X00|2 +
X¯10
X¯00
X¯01X11 − X01X¯10|X00|2 X¯01X10+
+
X10
X00
X¯11X01 − X¯01X10|X00|2 X¯10X01 +
∣∣∣∣X10X00
∣∣∣∣2 (|X00|2 + |X10|2 + |X11|2)−
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− X¯11
X¯00
X¯00X11 +
X01X¯11
|X00|2 X¯00X10 +
X10X¯11
|X00|2 X¯00X01−
− X11
X00
X¯11X00 +
X11X¯01
|X00|2 X¯10X00 +
X11X¯10
|X00|2 X¯01X00+
+
∣∣∣∣X11X00
∣∣∣∣2 (|X01|2 + |X10|2 + |X11|2)]dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10
Wenn man jetzt die Volumenform |Ω|2 in ihrer Gestalt auf der offenen Teilmenge {X00 6= 0}
einsetzt, d.h. dX00 ∧ dX¯00 ∧ dX01 ∧ dX¯01 ∧ dX10 ∧ dX¯10 = −|X00|2ΩX00 ∧ Ω¯X00 , so erha¨lt man
nach weiterem Zusammenfassen:
= −2( 1‖X‖4 −
4
‖X‖8 )ΩX00 ∧ Ω¯X00 =
= −2(e2q − 4e4q)|ΩX00 |2
weil nach (5.1) q = − ln(‖X‖2) gilt.
Wir setzen nun Terme A und B zusammen in (5.3) ein.
(∂∂¯u)3 =
(
3
0
)
(u31∂∂¯q)
3 +
(
3
1
)
(u11∂q ∧ ∂¯q) ∧ (u1∂∂¯q)2 =
= (u1)
3(∂∂¯q)3 + 3u11u
2
1∂q ∧ ∂¯q ∧ (∂∂¯q)2 =
= u31 · (−24e4q|Ω|2) + 3u11u21[−2(e2q − 4e4q)|Ω|2] =
=
[−24e4qu31 + 6(e2q − 4e4q)u11u21] (−|Ω|2)
Dazu erinnern wir uns an die positive Definitheit von −|Ω|2, was man bezu¨glich eines lokalen
Basisausdrucks direkt sieht, und wir erhalten als reellen Operator A′, wie in (3.52) definiert:
(5.6) A′(q, u,Du,D2u) = −24e4qu31 + 6(e2q − 4e4q)u11u21
Die Einsteingleichung fu¨r X1 = {det(X) = t2} ⊂ P4 und X2 = P3
Die Aufstellung der Einsteingleichung nach Kapitel 3, insbesondere analog zur Gleichung
(3.53) fu¨r ΩLi , i = 1, 2, fu¨hrt auf das folgende Ergebnis
Theorem 5.1. Die reelle Gleichung fu¨r eine invariante Ka¨hler-Einstein-Metrik ω auf Li →֒
Xi, i = 1, 1, lautet auf dem Bewertungskegel R≤0 als Teilmenge in NR ∼= R
(5.7) −24e4qu31 + 6(e2q − 4e4q)u11u21 = e−u
Als Lo¨sungspotentiale in den beiden Einbettungsvarieta¨ten X1 bzw. X2 findet man folgende
zwei Funktionen:
u = ln
(
1 +
1
2
e−q
)3
+ ln
(
34
2
)
fu¨r X1
u = −4q − ln (3 · 29) fu¨r X2
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wie man leicht durch Einsetzen in Gleichung (5.7) verifizieren kann. Die Herleitung dieser
Funktionen vollzieht sich in der folgenden Weise. Fu¨r X1 braucht man das Potential der
Fubini-Study-Metrik von P4 auf der affinen Karte {t 6= 0} nicht weiter einzuschra¨nken, da
diese genau der offenen, dichten G1-Bahn entspricht. Dann entspricht aber
X
t einer SL2(C)-
Matrix, wie oben in Lemma 5.1 bemerkt, daher kann man direkt die Koordinatenfunktion
q einfu¨hren. Fu¨r X2 wa¨hlt man ebenfalls ein lokales Fubini-Study-Potential in Xij 6= 0, fu¨r
Paare i, j ∈ {0, 1}, und schra¨nkt dieses auf den offenen G2-Orbit ein.
5.1.2 Pn × (Pn)∗ als PSL(n+ 1)-Varieta¨t
Sei G := PSL(n + 1), mit K = PSU(n + 1) als maximale kompakte Untergruppe in G. Der
homogene Raum G/H = PSLn+1(C)/GLn(C) wird folgendermaßen konstruiert: Bezeichne
einen Punkt in X := Pn × (Pn)∗ in homogenen Koordinaten mit [X0 : . . . : Xn][Y0 : . . . : Yn],
und betrachte X =t (X0, . . . , Xn) ∈ Cn+1 als Koordinatenvektor bezu¨glich der Standardbasis
dieses Vektorraumes. Y entsprechend als Kovektor in (Cn+1)∗ bezu¨glich der zur Standardbasis
dualen Basis. Einen Spaltenvektor erha¨lt man aus Y durch Transposition tY . Die Wirkung
legt man so fest:
PSLn+1(C)× X −→ X
(A, [X][Y ]) 7→ [AX][t(A−1)tY ]
wobei AX die gewo¨hnliche Matrixmultiplikation darstellt, und im zweiten Faktor analog.
Fixiere den Punkt [1 : 0 : . . . : 0][1 : 0 : . . . : 0] ∈ X, so erkennt man H = GLn als Stabilisator
dieses Punktes. X zerlegt sich in zwei Bahnen, den offenen Orbit und eine abgeschlossene
Hyperfla¨che, homogen unter G: X = G/H ∪G/P mit L := G/H = {[X][Y ] ∈ X : Y (X) 6= 0}
als offene Bahn, und den homogenen Divisor G/P folglich als die Menge auf der Y (X) =
Y0(X0)+ . . .+Yn(Xn) = 0 ist, fu¨r eine geeignete, parabolische Untergruppe P ≤ G. Offenbar
ist Y (X) ein invariantes Polynom unter der Wirkung von G, da fu¨r ein T ∈ PSLn+1(C) gilt
(tT−1Y )(TX) =
n∑
i=1
(tT−1Y )i(TX)i = . . . = Y (X)
wie etwa bei vorherigem Beispiel SLn(C)/SLn−1(C) (n ≥ 3) in Abschnitt 4.2.2 schon gesehen.
Als Koordinate wa¨hlen wir
(5.8) q := log
|〈X,t Y¯ 〉|2
‖X‖2‖tY ‖2 = log
|∑ni=0XiY i|2
(
∑n
i=0 |Xi|2)(
∑n
j=0 |Y j |2)
in den (2n + 2) homogenen Koordinaten (X0, . . . , Xn)(Y 0, . . . , Y n) von X ausgedru¨ckt, was
invariant unter C∗×C∗-Wirkung bleibt, also auf Pn× (Pn)∗ wohldefiniert ist. Dies entspricht
dem Logarithmus des quadrierten Cosinus des Winkels, der zwischen den Geraden CX und CY
in Cn eingeschlossen ist, wobei die Gerade CY dual eine Hyperebene durch Null beschreibt.
Lemma 5.2. Die reelle Koordinatenfunktion q auf G/H ist invariant unter der Operation
von K = PSU(n+ 1) auf der offenen Teilmenge {Y (X) 6= 0} in X.
Beweis. Sei U ∈ K. Dann hat man
q(U.[X][Y ]) = log
|〈UX, (t(U−1)t)Y 〉|2
‖UX‖2‖(t(U−1)t)tY ‖2 = log
|〈UX,U(tY¯ )〉|2
‖X‖2‖U¯ tY ‖2 =
= log
|〈UX,U(tY¯ )〉|2
‖X‖2‖U tY¯ ‖2
= log
|〈X, (tY¯ )〉|2
‖X‖2‖tY¯ ‖2 = q([X][Y ])
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Es ist bereits aus Kapitel 3 klar, dass zu einer K-invarianten Funktion φ auf der offenen
G-Bahn G/H ⊆ X eine Funktion u = u(q) auf dem Bewertungskegel ρν ⊆ NR geho¨rt, wobei
der Quotient M := K\(G/H) ∼= R≤0 hierbei ist, fu¨r die folgende Regel gilt:
∂∂¯φ = u11∂q ∧ ∂¯q + u1∂∂¯q(5.9)
(∂∂¯φ)2n =
2n∑
i=0
(
2n
i
)
(u11∂q ∧ ∂¯q)i(u1∂∂¯q)2n−i =(5.10)
=
(
2n
0
)
(u1∂∂¯q)
2n +
(
2n
1
)
(u11∂q ∧ ∂¯q)1(u1∂∂¯q)2n−1
weil alle ho¨heren Potenzen von ∂q∧∂¯q, die gro¨ßer oder gleich zwei sind, wegen der auftretenden
Einsformen ∂q bzw. ∂¯q verschwinden. Um konkret rechnen zu ko¨nnen, wenden wir die Segre-
Einbettung auf X an, und gehen dann im Zielraum in eine affine lokale Karte u¨ber, in der wir
ableiten ko¨nnen. Dies bedeutet:
S : X = Pn × (Pn)∗ → Pn2+2n
[X0 : . . . : Xn] [Y0 : . . . : Yn] 7→ [X0Y0 : X0Y1 : . . . : X0Yn : X1Y0 : . . . : XnYn]
wobei X und Y als Koordinatenvektoren aus Cn+1 eingesetzt werden. Im Zielraum seien die
homogenen Koordinaten mit [Z00 : Z01 : . . . : Z0n : Z10 : . . . : Znn] passenderweise bezeichnet.
Das wohlbekannte Bild ist die Varieta¨t
VPn2+2n(ZijZi′j′ − Zij′Zi′j), 0 ≤ i, i′, j, j′ ≤ n
Wir wa¨hlen die Karte U00 := {Z00 6= 0} aus, und setzen:
zij :=
Zij
Z00
, ∀i, j = 0, . . . , n ∧ (i, j) 6= (0, 0)
Somit hat man im Bild der Segreabbildung Relationen:
zij =
XiYj
X0Y0
=


Yj
Y0
= z0j , i = 0
Xi
X0
= zi0, j = 0
XiYj
X0Y0
, i 6= 0 ∧ j 6= 0
=⇒ zij = zi0z0j : Rij , i, j = 0, . . . , n ∧ (i, j) 6= (0, 0)(5.11)
Auf dem Bild des Divisors gilt offenkundig: 1 +
∑n
i=1 z
ii = 0. Fu¨r die Koordinate q folgt:
q = log
|∑ni=0XiYi|2
(
∑n
i=0 |Xi|2)(
∑n
j=0 |Yj |2)
=
= log
|∑ni=0 ZiiZ00 |2
(
∑n
i=0 |XiX0 |2)(
∑n
j=0 |YjY0 |2)
=
= log
|∑ni=0 zii|2
(1 +
∑n
i=1 |zi0|2)(1 +
∑n
j=1 |z0j |2)
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Daraus errechnet man die Differentialformen
∂q =
∑n
i=1 dz
ii
1 +
∑n
i=0 z
ii
−
∑n
i=1 z¯
i0dzi0
1 +
∑n
i=1 |zi0|2
−
∑n
j=1 z¯
0jdz0j
1 +
∑n
j=1 |z0j |2
∂¯q = ∂q, d.h. komplex konjugiert
∂∂¯q = −
∑n
i,j=1(1 +
∑n
k=1 |zk0|2)δij − z¯i0zj0
(1 +
∑n
k=1 |zk0|2)
−
∑n
i,j=1(1 +
∑n
k=1 |z0k|2)δij − z¯0iz0j
(1 +
∑n
k=1 |z0k|2)
Der Ausdruck (5.10) zeigt, dass
A (∂∂¯q)2n
B (∂q ∧ ∂¯q) ∧ (∂∂¯q)2n−1
die entscheidenden Terme sind. Setze
∂∂¯q =: ωa + ωb
fu¨r die zwei Summanden zur Abku¨rzung. Dann folgt:
(∂∂¯q)2n =
2n∑
l=0
(
2n
l
)
ωlaω
2n−l
b =
(
2n
n
)
ωnaω
n
b
(∂∂¯q)2n−1 =
2n−1∑
l=0
ωlaω
2n−1−l
b =
(
2n− 1
n− 1
)
ωn−1a ω
n
b +
(
2n− 1
n
)
ωnaω
n−1
b
Beweis. Bei Term A muss l = n sein, da wegen der Trennung der Variablen nach Typ k0 in
ωa bzw. 0k in ωb verschwinden a¨ußere Potenzen von ωa, ωb, die gro¨ßer oder gleich n+1 sind,
wie bisher schon o¨fter aufgetaucht. Bei (∂∂¯q)2n−1 ist es genauso.
Berechnung von Term A: Dazu benutzen wir das nu¨tzliche Lemma
Lemma 5.3. Fu¨r die metrische Form der Fubini-Study-Metrik in lokalen Koordinaten auf
PnC
ω =
i
2π
gij¯dz
i ∧ dz¯j =
=
i
2π
(1 + ‖z‖)δij − z¯izj
(1 + ‖z‖2)2 dz
i ∧ dz¯j
gilt:
a, det(gij¯) =
1
(1+‖z‖2)n+1
b, gij¯ = g−1
ij¯
= (1 + ‖z‖2) · (1δij + z¯izj)
c, (gad)ij¯ = det(g)g
ij¯
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Beweis. a,
det(gij¯) =
1
(1 + ‖z‖2)2n det((1 + ‖z‖
2)δij − z¯izj) =
=
(1 + ‖z‖2)n
(1 + ‖z‖2)2n det(δij +
−1
(1 + ‖z‖2) ·

z¯
1
...
z¯n

(z1 · · · zn)
︸ ︷︷ ︸
=:A
) =
=
1
(1 + ‖z‖2)n (1 + tr(A)) =
1
(1 + ‖z‖2)n
(
1 +
−‖z‖2
1 + ‖z‖2
)
=
=
1
(1 + ‖z‖2)n+1
b, Rechne (g · g−1)ik¯ = gij¯gjk¯ nach:
=
(1 + ‖z‖2)δij − z¯izj
(1 + ‖z‖2)2 · (1 + ‖z‖
2)(δjk + z¯jzk) =
=
1
(1 + ‖z‖2)
[
(1 + ‖z‖2)δijδjk + (1 + ‖z‖2)δij z¯jzk − z¯izjδjk − z¯izj z¯jzk
]
=
=
1
(1 + ‖z‖2)
[
(1 + ‖z‖2)δki + (1 + ‖z‖2)z¯izk − z¯izk − z¯izkzj z¯j
]
=
=
1
(1 + ‖z‖2)
[
(1 + ‖z‖2)(δki + z¯izk)− z¯izk(1 + zj z¯j)
]
=
=
1
(1 + ‖z‖2)(1 + ‖z‖
2)(δki + z¯iz
k − z¯izk) =
=δki
c, Klar da (gij¯) invertierbare Matrix ist, sind die Eintra¨ge der adjungierten (komplementa¨ren)
Matrix in angegebener Weise bestimmt.
Mit diesem Lemma haben wir fu¨r Term A in UP
n2+2n
Z00
∩ S(Pn × (Pn)∗) Folgendes erzielt:
(∂∂¯q)2n =
= (2n)!
dz10 ∧ dz¯10 ∧ . . . ∧ dzn0 ∧ d ¯zn0
(1 +
∑n
k=1 |zk0|2)n+1
∧ dz
01 ∧ dz¯01 ∧ . . . ∧ dz0n ∧ d ¯z0n
(1 +
∑n
k=1 |z0k|2)n+1
=
= (2n)!
e(n+1)qdz10 ∧ . . . ∧ dz¯0n
(|1 +∑nk=1 zkk|2)n+1
mit der Definition von q in Gleichung (5.8).
Berechnung von Term B: Wir haben oben gesehen, dass
(∂∂¯q)2n−1 = (ωa + ωb)
2n−1 =
(
2n− 1
n− 1
)
ωn−1a ω
n
b +
(
2n− 1
n
)
ωnaω
n−1
b
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ist. Weil
ωna =
(−1)nn!
(1 +
∑n
k=1 |zk0|2)n+1
dz10 ∧ dz¯10 ∧ . . . ∧ dzn0 ∧ dz¯n0
ωnb =
(−1)nn!
(1 +
∑n
k=1 |z0k|2)n+1
dz01 ∧ dz¯01 ∧ . . . ∧ dz0n ∧ dz¯0n
bereits aus der Berechnung von Term A klar sind, beno¨tigt man nur noch die n− 1-te a¨ußere
Potenz der beiden. Es genu¨gt, Term ωn−1a zu betrachten. Es gilt: ω
n
a = (ω
n−1
a ) ∧ ωa, und
sowohl ωa als auch ω
n
a sind bekannt. Fu¨r die Koeffizientenmatrizen g = (gij¯) gilt also:
gadg = ggad = (det(g))En. Deshalb sind nach Lemma 5.3 die Eintra¨ge der adjungierten
Matrix einzusetzen und der Basisvektoranteil entsprechend zu beru¨cksichtigen (nach weiter
unten folgendem Lemma 5.4):
ωn−1a = (−1)n−1
n∑
i,j=1
det(gkl¯)
n!
n
(gad)ji¯(±1)dz10 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dz¯n0 =
= (−1)n−1(n− 1)!
n∑
i,j=1
(1 +
∑n
k=1 |zk0|2)(1δij + z¯j0zi0)
(1 +
∑n
k=1 |zk0|2)n+1
(±1)
dz10 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dz¯n0 =
= (−1)n−1(n− 1)!
n∑
i,j=1
(1δij + z¯
j0zi0)
(1 +
∑n
k=1 |zk0|2)n
(±1)
dz10 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dz¯n0
Der andere Faktor ∂q ∧ ∂¯q sieht folgendermaßen aus:
∂q ∧ ∂¯q =
= (
n∑
i=1
dzii
1 +
∑n
k=1 z
kk
−
n∑
i=1
z¯i0dzi0
1 +
∑n
k=1 |zk0|2
−
n∑
i=1
z¯0idz0i
1 +
∑n
k=1 |z0k|2
)∧
∧ (
n∑
j=1
dz¯jj
1 +
∑n
k=1 z¯
kk
−
n∑
j=1
zj0dz¯j0
1 +
∑n
k=1 |zk0|2
−
n∑
j=1
z0jdz¯0j
1 +
∑n
k=1 |z0k|2
) =
Vereinfache weiter, mit Hilfe der abgeleiteten Relationen dRij , fu¨r i, j = 0, . . . , n und (i, j) 6=
(0, 0), aus (5.11):
dzii = z0idzi0 + zi0dz0i
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Man erha¨lt folgenden Ausdruck, der aus vier Doppelsummen besteht:
n∑
i,j=1
(
z0iz¯0j
|1 +∑nk=1 zkk|2 −
z0izj0
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |zk0|2)
−
− z¯
i0z¯0j
(1 +
∑n
k=1 |zk0|2)(1 +
∑n
k=1 z¯
kk)
+
z¯i0zj0
(1 +
∑n
k=1 |zk0|2)2
)dzi0 ∧ dz¯j0+
n∑
i,j=1
(
z0iz¯j0
|1 +∑nk=1 zkk|2 −
z0iz0j
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |z0k|2)
−
− z¯
i0z¯j0
(1 +
∑n
k=1 |zk0|2)(1 +
∑n
k=1 z¯
kk)
+
z¯i0z0j
(1 +
∑n
k=1 |zk0|2)(1 +
∑n
k=1 |z0k|2)
)dzi0 ∧ dz¯0j+
n∑
i,j=1
(
zi0z¯0j
|1 +∑nk=1 zkk|2 −
zi0zj0
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |zk0|2)
−
− z¯
0iz¯0j
(1 +
∑n
k=1 |z0k|2)(1 +
∑n
k=1 z¯
kk)
+
z¯0izj0
(1 +
∑n
k=1 |z0k|2)(1 +
∑n
k=1 |zk0|2)
)dz0i ∧ dz¯j0+
n∑
i,j=1
(
zi0z¯j0
|1 +∑nk=1 zkk|2 −
zi0z0j
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |z0k|2)
−
− z¯
0iz¯j0
(1 +
∑n
k=1 |z0k|2)(1 +
∑n
k=1 z¯
kk)
+
z¯0iz0j
(1 +
∑n
k=1 |z0k|2)2
)dz0i ∧ dz¯0j
Wir gehen daran, ∂q ∧ ∂¯q und (∂∂¯q)2n−1 zu Term B zusammenzusetzen. Doch davor ein
kleines technisches Lemma zum Vorzeichenverhalten.
Lemma 5.4. Fu¨r n ∈ N und i, j ∈ {1, . . . , n} gilt bei der Umordnung der Basiskovektoren
dz10 ∧ . . . ∧ dzn0 ∧ dz¯10 ∧ . . . ∧ dz¯n0 = (−1)n(n−1)2 dz10 ∧ dz¯10 ∧ . . . ∧ dzn0 ∧ dz¯n0
analog fu¨r dz01 ∧ . . . ∧ dzn0 ∧ dz¯01 ∧ . . . ∧ dz¯n0
mit +1 als Vorzeichen also, wenn man von der 4n-Form
dz10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n
ausgeht. Bei der Einordnung von einer Zweiform aus Basiskovektoren in die darauffolgende
(2n−2)-Form, mit Trennung nach holomorphen bzw. antiholomorphen Einsformen, weil dann
die relative Lage von i zu j unerheblich ist, hat man als Vorzeichen:
(dzi0 ∧ dz¯j0) ∧ dz10 ∧ . . . iˇ . . . ∧ dzn0 ∧ dz¯10 ∧ . . . ˇ¯j . . . ∧ dz¯n0 =
= (−1)n+i+j−1dz10 ∧ . . . ∧ dzn0 ∧ dz¯10 ∧ . . . ∧ dz¯n0
und analog fu¨r den anderen Koordinatentyp. Bei der Hineintauschung von dzi0∧dz¯j0 in dz10∧
dz¯10 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dz¯n0 entsteht andererseits jedoch:
(+1)dz10 ∧ . . . ∧ dz¯n0, falls i ≤ j
(−1)dz10 ∧ . . . ∧ dz¯n0, falls i > j
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Beweis. Nachrechnen. Vergleiche dazu auch Lemma 4.4 zum gleichen technischen Sachverhalt.
Dies ergibt fu¨r ∂q ∧ ∂¯q ∧ (∂∂¯q)2n−1:
(∂q ∧ ∂¯q) ∧ [
(
2n− 1
n− 1
)
ωn−1a ω
n
b +
(
2n− 1
n
)
ωnaω
n−1
b ] =
= (∂q ∧ ∂¯q)∧
[ (
2n−1
n−1
)
(−1)2n−1(±1)n!(n− 1)! (1+
∑n
k=1 |z|
2)(δji+z¯
j0zi0)
(1+
∑n
k=1 |z
k0|2)n+1
· 1
(1+
∑n
k=1 |z
0k|2)n+1
dz10 ∧ . . . iˇ . . . ˇ¯j . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n +
+
(
2n−1
n
)
(−1)2n−1(±1)n!(2n− 1)! 1
(1+
∑n
k=1 |z
k0|2)n+1
· (1+
∑n
k=1 |z
0k|2)(δji+z¯
0jz0i)
(1+
∑n
k=1 |z
0k|2)n+1
dz10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . iˇ . . . jˇ . . . ∧ dz¯0n ] =
=
(
2n− 1
n− 1
)
(−1)2n−1n!(n− 1)!
n∑
i,j=1
(δji + z¯
j0zi0)
(1 +
∑n
k=1 |zk0|2)n(1 +
∑n
k=1 |z0k|2)n+1(
z0iz¯0j
|1 +∑nk=1 |zkk|2 −
z0izj0
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |zk0|2)
−
− z¯
i0z¯0j
(1 +
∑n
k=1 |zk0|2)(1 +
∑n
k=1 z¯
kk)
+
z¯i0zj0
(1 +
∑n
k=1 |zk0|2)2
)
dz10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n+
+
(
2n− 1
n
)
(−1)2n−1n!(n− 1)!
n∑
i,j=1
(δji + z¯
0jz0i)
(1 +
∑n
k=1 |zk0|2)n+1(1 +
∑n
k=1 |z0k|2)n(
zi0z¯j0
|1 +∑nk=1 |zkk|2 −
zi0z0j
(1 +
∑n
k=1 z
kk)(1 +
∑n
k=1 |z0k|2)
−
− z¯
0iz¯j0
(1 +
∑n
k=1 |z0k|2)(1 +
∑n
k=1 z¯
kk)
+
z¯0iz0j
(1 +
∑n
k=1 |z0k|2)2
)
dz10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n =
=
(2n− 1)!(−1)2n−1dz10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n
(1 +
∑n
k=1 |zk0|2)n+1(1 +
∑n
k=1 |z0k|2)n+1
·
 n∑
i,j=1
(δji + z¯
j0zi0)(1 +
n∑
k=1
|zk0|2) (. . .)+
+
n∑
i,j=1
(δji + z¯
0jz0i)(1 +
n∑
k=1
|z0k|2) (. . .)

 =
= (−1)2(2n− 1)!e(n+1)q(e−q − 1)dz
10 ∧ . . . ∧ dz¯n0 ∧ dz01 ∧ . . . ∧ dz¯0n
|1 +∑nk=1 zkk|2n+2
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Invariante Volumenform und Einsteingleichung auf X = Pn × (Pn)∗
Wir wollen eine PSU(n + 1)-invariante Volumenform auf der offenen PSLn+1(C)-Bahn L in
X := Pn × (Pn)∗ konstruieren. Sie kann also durchaus Pole entlang des homogenen Divisors
am Rand besitzen.
Lemma 5.5. Ω := ΩX∧ΩY
(
∑n
i=XiYi)
n+1 , fu¨r
ΩX : =
n∑
j=0
(−1)jXjdX0 ∧ . . . jˇ . . . ∧ dXn
ΩY : =
n∑
j=0
(−1)jYjdY0 ∧ . . . jˇ . . . ∧ dYn
ist eine rationale 2n-Form auf X und holomorph auf dem offenen Orbit L = X\A. Sie ist inva-
riant unter der PSLn+1(C)-Wirkung und besitzt einen einfachen Pol entlang A := {[X][Y ] ∈
X : Y (X) = 0}.
Beweis. Betrachte ΩX auf Cn+1. Rechne die a¨ußere Ableitung davon aus:
dΩX =
n∑
j=0
(−1)jdXj ∧ dX0 ∧ . . . jˇ . . . ∧ dXn =
=
n∑
j=0
dX0 ∧ . . . ∧ dXn =
= (n+ 1)dX0 ∧ . . . ∧ dXn
Dies ist invariant unter G = PSLn+1(C)-Wirkung, also auch ΩX , da beide Formen mit der
Multiplikation der Determinante antworten. Dies zeigt die Invarianz von ganz Ω unter G, da es
fu¨r ΩY analog gilt, und Ω auf N ⊂ X offenkundig wohldefiniert ist. Die Glattheitseigenschaften
sind klar.
Als na¨chstes bestimmen wir die lokale Gestalt von Ω in der affinen Karte UZ00 ⊂ Pn
2+2n
mit den inhomogenen Koordinaten zij , i, j = 0, . . . , n und i, j nicht beide gleich Null.
Lemma 5.6. Fu¨r die n-Formen dz10 ∧ . . . ∧ dzn0 und dz01 ∧ . . . ∧ dz0n behaupten wir wegen
{Z00 6= 0} ∩ im(S) ∼= {X0 6= 0} ∩ {Y0 6= 0}:
dz10 ∧ dz20 ∧ . . . ∧ dzn0 =
=
1
Xn+10
n∑
i=0
(−1)iXidX0 ∧ . . . iˇ . . . ∧ dXn
dz01 ∧ dz02 ∧ . . . ∧ dz0n =
=
1
Y n+10
n∑
j=0
(−1)jYjdY0 ∧ . . . jˇ . . . ∧ dYn
Beweis. (Es genu¨gt fu¨r ΩX .) Wir verwenden Induktion u¨ber n. Fu¨r n = 1, ist wegen z
10 :=
Z10
Z00
= X1Y0X0Y0 =
X1
X0
die Sache durch Ableiten klar:
dz10 =
1
X20
(X0dX1 −X1dX0)
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Fu¨r n→ n+ 1:
dz10 ∧ dz20 ∧ . . . ∧ dzn+10 = Ω(n)X ∧ dzn+10 =
=
1
Xn+10
n∑
i=0
(−1)iXidX0 ∧ . . . iˇ . . . ∧ dXn ∧
(
dXn+1
X0
− Xn+1dX0
X20
)
=
=
1
Xn+20
n∑
i=0
(−1)iXidX0 ∧ . . . iˇ . . . ∧ dXn ∧ dXn+1−
− (−1)
0Xn+1
Xn+20
dX1 ∧ . . . ∧ dXn ∧ dXn+1 =
=
1
Xn+20
n+1∑
i=0
(−1)iXidX0 ∧ . . . iˇ . . . ∧ dXn+1 = Ω(n+1)X
wobei wir eine Abku¨rzung eingefu¨hrt haben: Ω
(n)
X :=
1
Xn+10
∑n
i=0(−1)iXidX0 ∧ . . . iˇ . . .∧ dXn,
wie der Leser sicherlich wahrgenommen hat. Es wurde dabei, wie fu¨r n = 1, dzn+10 =
1
X20
(X0dXn+1 −Xn+1dX0) in der Rechnung benutzt.
Zusammen ergibt sich die lokale Gestalt von Ω als
Ω =
ΩXΩY
(
∑n
k=0XkYk)
n+1
=
= Xn+10 Y
n+1
0
dz10 ∧ . . . ∧ dzn0 ∧ dz01 ∧ . . . ∧ dz0n
(1 +
∑n
k=1 z
kk)n+1Zn+100
=
=
dz10 ∧ . . . ∧ dzn0 ∧ dz01 ∧ . . . ∧ dz0n
(1 +
∑n
k=1 z
kk)n+1
Mit Gleichung (3.1) auf L ⊂ X formuliert, fu¨r eine invariante Funktion φ, die zu u = u(q)
auf M := PSU(n+1)\PSLn+1(C)/GLn(C) ∼= R≤0 korrespondiert, finden wir unser Ergebnis.
Theorem 5.2. Die Einsteingleichung auf R≤0, fu¨r eine invariante Ka¨hler-Einstein-Metrik ω
auf einer Einbettung X von L, lautet wegen
A′(q1, u,Du,D2u) = e−u
fu¨r alle n ≥ 1 wie folgt:
[((2n)!)u2n1 − 2((2n)!)u11u2n−11 (e−q − 1)]e(n+1)q = e−u
Beweis. Setze die Terme A und B wie in (5.10) ausgerechnet zusammen:
(∂∂¯φ)2n =
(
2n
0
)
(u1∂∂¯q
1)2n +
(
2n
1
)
(u11∂q ∧ ∂¯q)1(u1∂∂¯q)2n−1
wobei wir oben Term A mit: (∂∂¯q)2n = (2n)!e(n+1)q|Ω|2 berechnet haben, und Term B als:
(∂q ∧ ∂¯q) ∧ (∂∂¯q)2n−1 = −2((2n− 1)!)e(n+1)q(e−q − 1)|Ω|2. Es folgt die Behauptung.
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Als Lo¨sung dieser Gleichung fu¨r die wundervolle Einbettung X = Pn× (Pn)∗ von L finden
wir, durch Einschra¨nken der Fubini-Study-Metrik auf L ⊂ X und Umschreiben als Funktion,
die von q abha¨ngig ist, u = −(n+1)q mit u1 = −(n+1) und u11 = 0. Man sieht, dass der Term
B wegen u11 = 0 komplett wegfa¨llt. In die Gleichung einsetzen liefert: (2n)!(n+1)
2ne(n+1)q
(!)
=
e−u, somit als exakte Lo¨sung:
u = −(n+ 1)q + ln[(2n)!(n+ 1)2n]
5.1.3 Andere wundervolle Varieta¨ten vom Rang eins
In mehreren Arbeiten wurden die sogenannten symmetrischen Varieta¨ten behandelt, die oft
als Komplexifizierungen GC/KC kompakter, riemannscher symmetrischer Ra¨ume G/K, wobei
G eine kompakte, zusammenha¨ngende und halbeinfache Liegruppe ist, K eine abgeschlossene
Untergruppe, so dass eine Involution θ von G existiert, die die Eigenschaft (Gθ)0 ⊂ K ⊂ Gθ
besitzt, definiert sind. Darunter finden sich [S] und [AK], die beide ricciflache, vollsta¨ndige
und G-invariante Ka¨hlermetriken darauf konstruieren, wobei man sich in [AK] auch sym-
metrischen Varieta¨ten ho¨heren Ranges widmet, was im na¨chsten Teil besprochen wird. Das
Vorgehen unterscheidet sich in beiden Arbeiten etwas. Wa¨hrend in [S] eine besondere Ko-
ordinatenfunktion q gewa¨hlt wird, die die homogene Monge-Ampe`re-Gleichung (∂∂¯q)n = 0
erfu¨llt, so dass in der Berechnung von (∂∂¯ϕ(q))n der Term A, der zum Basisanteil (∂∂¯q)n
geho¨rige Ausdruck in unseren Beispielrechnungen, stets verschwinden muss, wie bei uns nur
im ersten horospha¨rischen, Rang eins Beispiel Cn \ {0} in Kapitel 2, so benutzen H. Azad
und R. Kobayashi in [AK] (4.3) eine Fortsetzungsmethode einer Lo¨sungsmetrik auf X \ D,
wobei D eine glatte homogene Randhyperfla¨che ist, auf ganz X. Ein darauffolgendes Beispiel
zeitigt allerdings wiederum die Einfu¨hrung einer als radiale Variable bezeichnete Funktion,
die Methodik schlechthin. Wundervolle Kompaktifizierungen von symmetrischen Varieta¨ten
von Rang eins sind nach [AK] (4.1) glatte homogene Varieta¨ten, d.h. letztlich verallgemei-
nerte Fahnenvarieta¨ten als kompakte, homogene Ka¨hlermannigfaltigkeiten, die natu¨rlich eine
Ka¨hler-Einstein-Metrik positiver Riccikru¨mmung besitzen.
Fu¨r bestimmte, konkrete Beispiele wundervoller Varieta¨ten vom Rang eins, vergleiche
[T1] in Kapitel V.30 hierzu. Es gibt eine reelle Variable q, die zwei Terme A: (∂∂¯φ)N , B:
∂q ∧ ∂¯q ∧ (∂∂¯q)N−1, mit N := dimC X, sind wie in den oben ausfu¨hrlich behandelten Fa¨llen
zu berechnen, der speziellen geometrischen Situation gema¨ß, und einzusetzen in den Ansatz
wie in den Gleichungen (5.3) und (5.10). Die Volumenform spielt dabei eine wichtige Rolle.
Die allgemeine Gestalt der Einstein-Gleichung vermuten wir als:
(5.12) N !(t1e
s1quN1 + t2(1− t3es2q)es3qu11uN−11 ) = e−u
fu¨r gewisse ti ∈ R mit i ∈ {1; 2; 3}, und sj ∈ Z, j ∈ {1; 2; 3}.
5.2 Spezielle Ka¨hler-Metriken auf wundervollen Einbettungen
ho¨heren Ranges
Der Artikel [Bi1] weist fu¨r irreduzible, komplexifizierte, kompakte, symmetrische Ra¨ume
GC/KC, mit zusammenha¨ngendemK nach, dass man jede beliebige reelle, exakte,G-invariante
(1, 1)-Form als Ricciform realisieren kann, insbesondere erha¨lt man ricciflache Ka¨hlermetriken
fu¨r die Wahl von Null als Ricciform. Durch Vervollsta¨ndigung dieser symmetrischen Varieta¨ten
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erha¨lt man Ka¨hler-Einstein-Metriken auf der zugeordneten Einbettungsvarieta¨t X, falls sich
die Lo¨sungen zu Ka¨hlermetriken auf X fortsetzen lassen, was sich als Randbedingungen a¨ußert.
Diese Arbeit verallgemeinert die Resultate von [Bi2] und [AK] um ein großes Stu¨ck. Sie
spart aber auch die Sprache der in [AK] verwendeten DeConcini-Procesi-Kompaktifizierung
vo¨llig aus und behandelt das Problem mit Hilfe transzendenter Methoden, was letzen Endes
auf eine schon in Abschnitt 3.4.5 besprochene reelle Monge-Ampe`re-Gleichung fu¨hrt.
Ein Resultat hat jedoch insbesondere in diesem Kapitel große Bedeutung. Es handelt sich
um folgendes
Lemma 5.7 ([AK] (3.2), [S] 3.). Sei GC/KC die Komplexifikation eines kompakten, rie-
mannsch symmetrischen Raumes G/K, wobei K zusammenha¨ngende, abgeschlossene Unter-
gruppe von G sei, und G kompakte und halbeinfache Liegruppe, mit dimC(G
C/KC) = n.
Dann existieren eine bis auf Konstante eindeutige GC-invariante, holomorphe n-Form Ω auf
der symmetrischen Varieta¨t GC/KC, und somit auch |Ω|2 als ricciflache Volumenform auf
GC/KC.
Unter diesen Voraussetzungen kann daher die in all unseren Beispielen verwendete Metho-
de der Gleichungsaufstellung (die aus Abschnitt 3.2.3, in der verallgemeinerten Version fu¨r
homogene Ra¨ume L), mittels einer GC-invarianten, holomorphen Volumenform |ΩL|2 auf einer
homogenen Varieta¨t L := GC/KC, benutzt werden. Man erha¨lt eine Gleichung der Form (3.1)
im Ka¨hler-Einstein-Problem (3.4) auf a¨quivarianten Vervollsta¨ndigungen X von L, und wenn
man sich geeignete reelle, G-invariante Koordinatenfunktionen (q1, . . . , qr) nach Abschnitt 1.3
auf L verschafft hat, landet man schlussendlich immer bei einer reellen Differentialgleichung
vom Typ (3.7) auf inneren Punkten von G \ L.
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