Lock-free data objects offer several advantages over their blocking counterparts, such as being immune to deadlocks and convoying and, more importantly, being highly concurrent. But they share a common disadvantage in that the operations they provide are difficult to compose into larger atomic operations while still guaranteeing lock-freedom. We present a lock-free methodology for composing highly concurrent linearizable objects together by unifying their linearization points. This makes it possible to relatively easily introduce atomic lock-free move operations to a wide range of concurrent objects. Experimental evaluation has shown that the operations originally supported by the data objects keep their performance behavior under our methodology.
Introduction
A concurrent data object is lock-free if it guarantees that at least one operation, in the set of concurrent operations that it supports, finishes after a finite number of its own steps have been executed by processes accessing the concurrent data object. Lock-free data objects offer several advantages over their blocking counterparts, such as being immune to deadlocks, priority inversion, and convoying, and have been shown to work well in practice [9, 11, 12] . They have been included in Intel's Threading Building Blocks Framework, the NOBLE library and the Java concurrency package, and will be included in the forthcoming parallel extensions to the Microsoft .NET Framework [4, 6, 8, 9] . They have also been shown to work well in real-time settings. However, the lack of a general, efficient, lock-free method for composing them makes it difficult for the programmer to perform multiple operations together atomically in a complex software setting. Algorithmic designs of lockfree data objects only consider the basic operations that define the data object. To glue together multiple objects, one usually needs to solve a task that is many times more challenging than the design Copyright is held by the author/owner(s). PPoPP'10, January 9-14, 2010, Bangalore, India. ACM 978-1-60558-708-0/10/01. of the data objects themselves, as lock-free data objects are often too complicated to be trivially altered. Composing blocking data objects also puts the programmer in a difficult situation, as it requires knowledge of the way locks are handled internally, in order to avoid deadlocks.
Techniques such as Software Transactional Memories (STMs) provide good composability [3] , but have problems with high overhead and have poor support for dealing with non-transactional code [1, 5] . They require, with few exceptions, that the data objects are rewritten to be handled completely inside the STM, which lowers performance compared to pure non-blocking data objects, and, moreover, provides no support to non-transactional code.
When we use the term composing in this paper we refer to the task of binding together multiple operations in such a way that they can be performed as one, without any intermediate state being visible to other processes. In the literature the term is also used for nesting, making one data object part of another, which is an interesting problem, but outside the scope of this paper.
Composing lock-free concurrent data objects, in the context that we consider in this paper, has been an open problem in the area of lock-free data objects. Customized compositions of specific concurrent data objects include the composition of lock-free flatsets by Gidenstam et al. that constitute the foundation of a lock-free memory allocator [2] .
Using blocking locks to compose lock-free operations is not a viable solution, as it would reduce the concurrency and remove the lock-freedom guarantees of the operations. This is because the lock-free operations would have to acquire a lock before executing, in order to ensure that they are not executed concurrently with any composed operations. This would cause the operations to be executed sequentially and lose their lock-free behavior. Simply put, a generic way to compose concurrent objects, without foiling the possible lock-freedom guarantees of the objects, has to be lock-free itself.
Contributions
Our main contribution is to provide a methodology to introduce atomic move operations that can move elements between objects of different types to a large class of already existing concurrent objects without having to make significant changes to them. It manages this while preserving the lock-free guarantees of the object and without introducing significant performance penalties to the previously supported operations. Move operations are an important part of the core functionality needed when composing any kind of containers, as they provide the possibility to shift items between objects.
Our methodology is designed as a framework which can be divided into three parts. The first is a set of basic properties that can be used to identify concurrent objects that are suitable for the methodology. The objects should, for example, be linearizable and provide insert and remove operations. The second part describes the mostly mechanical changes needed to adapt the object to be generic enough to allow for moving elements between different types of adapted objects. The final part consists of the actual move operation which in a lock-free way allows the movement of elements between adapted objects.
Our methodology is based on the idea of decomposing and then arranging lock-free operations appropriately so that their linearization points can be combined to form new composed lock-free operations. The linearization point of a concurrent operation is the point in time where the operation can be said to have taken effect. Most concurrent data objects that are not read-or write-only support an insert and a remove operation, or a set of equivalent operations that can be used to modify its content. These two types of operations can be composed together using our method to make them appear to take effect simultaneously. By doing this we provide a lock-free atomic operation that can move elements between objects of different types. To the best of our knowledge this is the first time that such a general scheme has been proposed.
As a proof of concept we show how to apply our method on two commonly used concurrent data objects, the lock-free queue by Michael and Scott [7] and the lock-free stack by Treiber [10] . Experimental results on an Intel multiprocessor system show that the methodology, applied to the previously mentioned lock-free implementations, offers significantly better performance and scalability than a composition method based on locking. The proposed method does this in addition to its qualitative advantages regarding progress guarantees that lock-freedom offers. Moreover, the experimental evaluation has shown that the operations originally supported by the data objects keep their performance behavior while used as part of our methodology.
Experiments
The evaluation was performed on a machine with an Intel Core i7 950 3 GHz processor and 6 GB DDR3-1333 memory. All experiments were based on either two queues, two stacks, or one queue and one stack. Each thread randomly performed operations from a set of either just move operations, or just insert/remove operations, or both move and insert/remove operations. A total of five million operations were distributed evenly to between one and sixteen threads and each trial was run fifty times.
For reference we compared the lock-free concurrent objects with simple blocking implementations using test-test-and-set to implement a lock. We did the experiments both with and without a backoff function.
The results for only the remove/insert operations show that the lock-free versions scale with the number of threads, while the blocking drops in performance when the contention rises. We get similar results when only move operations are performed. The lockfree scales quite well, while the blocking performs worse as more contention is added in form of threads. With backoff the result is similar, except for the blocking implementation that shows a better result for the high contention case. However, it is typically hard to predict the contention level which often varies during runtime, making it difficult to design an optimal backoff function that works well during both high and low contention. It should also be noted that it is not possible to combine a blocking move operation with non-blocking insert/remove operations.
Conclusion
We present a lock-free methodology for composing together highly concurrent linearizable objects by unifying their linearization points. Our methodology introduces atomic move operations that can move elements between objects of different types, to a large class of already existing concurrent objects without having to make significant changes to them.
Our experimental results demonstrate that the methodology presented in the paper, applied to the classical lock-free implementations, offers significantly better performance and scalability than a composition method based on locking. These results also demonstrate that it does not introduce significant performance penalties to the previously supported operations of the concurrent objects.
Our methodology can also be easily extended to support n operations on n distinct objects, for example to create functions that remove an item from one object and insert it into n others atomically.
