Abstract. We consider the Cauchy problem for the scalar conservation law
Introduction
We consider the initial value problem for the hyperbolic conservation law with singular source (1.1)
, t > 0, x ∈ R, u(0, x) = u 0 (x), x∈ R, where we assume that
(1.2)
In several traffic flow [2] and gasdynamic models [8] , formulated in terms of hyperbolic conservation laws [3, 5, 6] , the unknown u(t, x) represents a density and when the vacuum is experienced one has u(t, x) = 0. In (1.1) the source term 1/g(u) blows up in the presence of a vacuum. The singular problem (1.1) is a first step toward a better understanding of the isentropic gasdynamics equations in Eulerian coordinates. The next steps clearly consist of the extensions of the present result to systems and to changing sign initial conditions. 1 loc , even if the initial condition is identically 0 (see Lemma 3.1) . This is necessary in order to give a meaning to (1.1) in the distributional sense.
Let us give the definition of an entropy solution for (1.1). In the rest of the paper we will frequently use the function G defined as follows:
Definition 1.1. A function u : [0, ∞) × R → R is an entropy solution of (1.1) if i) u ∈ L
In particular, we observe that
hence G is increasing and invertible in [0, ∞) and
Let us state our main result. 
Moreover, let T > 0 and assume that
If u and v are entropy solutions of (1.1) obtained in correspondence of the initial 
We prove our existence result studying the solutions of the following approximation of (1.1):
The existence of a unique bounded nonnegative entropy solution u ε has been proved in [7] .
Our argument is based on the precise knowledge of the properties of the entropy solution to (1.7); see [7, 1] . One interesting feature of the approximated problem is the monotonicity of the family {u ε } ε>0 with respect to ε that gives the convergence of all of the family to the entropy weak solution of (1.1) and not just the convergence of a subsequence. The main point of our analysis is the convergence of the approximated source terms 1/(g(u ε ) + ε) due to the unboundedness of 1/g(u).
The assumption (1.5) on the source term g is trivially satisfied if g (u) ≥ 0, for instance with g(u) = u. An example of a source term that satisfies (1.2) and not (1.5) is given by 1/g(u) with
Notice also that the uniqueness does not hold in the class of solutions with no given sign. As a simple example, consider
The note is organized as follows. Section 2 is dedicated to some a priori estimates uniform with respect to ε on the solutions of the approximated problem (1.7). In Section 3 we prove our main result.
A priori estimates
This section is devoted to some estimates on u ε uniform with respect to ε. Let us begin by introducing the notation
Thanks to (1.3), we know that
In particular G ε is increasing and invertible in [0, ∞) and its inverse G
for every ε > 0, t ≥ 0, and x ∈ R.
Proof. We have only to verify that the functions
are a super and a subsolution of (1.7). We observe that
= 0,
and obviously at time t = 0,
Therefore the claim follows from the comparison principle for scalar conservation laws with bounded sources [7] .
Lemma 2.2 (Monotonicity).
The family {u ε } ε>0 is nondecreasing as ε → 0; namely, the following inequality holds:
Proof. Let ε ≥ ε > 0. We have only to observe that 1
The claim follows from the comparison principle for scalar conservation laws with bounded sources [7] ; see also Proposition 1.2.2 in [9] .
Lemma 2.3 (L 1
loc -estimate on the source). Let a < b and T > 0. The following inequality holds for every 0 < ε ≤ 1:
where
2) and C T,a,b is a positive constant depending only on T , a, and b.
Thanks to (2.2), since u ε is a distributional solution of (1.7), we have
By taking the infimum over all possible test functions ϕ that satisfy (2.6), we end up with (2.4).
3. Proof of Theorem 1.1
Let us begin with the convergence of the families {u ε } ε>0 and {1/(g(u ε )+ε)} ε>0 .
Lemma 3.1. There exists a function
In addition, we have that 
Clearly, from (3.1) one has
Therefore Lemma 2.3 and Fatou's Lemma give u) . We conclude by proving (3.5). Let ψ : R → R be a cutoff function such that
and let σ > 0 be a parameter to be chosen later. We observe that
.
,
, and the functions on the right-hand side are summable in (0, T ) × (a, b) (see (3. 3)), the Dominated Convergence Theorem and (3.1) give lim sup
We claim that 
Therefore (3.10) is proved. Now let us prove (3.11). Fatou's Lemma and (3.10) together give
which is (3.11). At last, using (3.8), (3.9), (3.10), and (3.11) in (3.7), lim sup
Since this estimate holds for every σ > 0, as σ → 0 we get (3.5).
Proof of Theorem 1.1. We begin by proving that the function u introduced in Lemma 3.1 is an entropy solution of (1.1) in the sense of Definition 1.1. Due to Lemmas 2.1 and 3.1, we have only to verify the entropy inequalities.
, ϕ ≥ 0, and η ∈ C 2 (R) be a convex entropy with flux q defined by q = η f . The following inequality holds: (3.12)
Thanks to the Dominated Convergence Theorem and Lemma 3.1, as ε → 0 we have that
therefore u is an entropy solution of (1.1) in the sense of Definition 1.1. Notice that, if u is an entropy solution of (1.1), then the following inequality (3.14)
≤ 0 holds in the sense of distributions for every k ∈ R. Indeed, let k ∈ R and {η n } n∈N ⊂ C 2 (R) be a sequence of convex entropies such that η n → | · −k| uniformly on every compact subset of R,
Introducing the notation
we have also
, uniformly on every compact subset of R.
Let φ ∈ C 1 ((0, ∞)×R) be a nonnegative test function with compact support. Since u is an entropy solution of (1.1) we have
As n → ∞, using the boundedness of u, the summability of 1/g(u), and the Dominate Convergence Theorem we have that
which is (3.14). We conclude by proving the uniqueness and stability of positive entropy solutions of (1.1) under the assumption (1.5). Let R > 0, 0 ≤ t ≤ T, u and v be two entropy solutions of (1.1) obtained in correspondence of the initial conditions u 0 , v 0 ∈ L ∞ (R), u 0 , v 0 ≥ 0 respectively. For every ε > 0, let u ε , v ε be the two entropy solutions of (1.7) obtained in correspondence of the initial conditions u 0 , v 0 respectively. From the stability results of [7] we know that
If g (w) < 0 for some w ∈ (0, G T ], one simply has
hence from (3.15) we get
and (1.6) follows from (3.1).
On the other hand, if g (w) ≥ 0 for all w ∈ (0, G T ], one has that γ ε,T ≤ 0 and γ T ≤ 0. Therefore, we can affirm that (1.6) holds with Lipschitz constant 1 in place of e γ T t , which is sufficient to prove the uniqueness of the solution.
In order to prove estimate (1.6), with the possibly negative decay e γ T t , one can use a direct approach in the spirit of [7, Theorem 1] ; see also [5, 1] . We cannot deduce it from (3.15) since it may happen that lim inf ε→0 γ ε,T > γ T . This is the case for g(u) = u 2 . Here a difficulty lies in the fact that the source term is not bounded but only locally integrable, and this occurs in the dependence of the source on the state variable u.
Let φ ≥ 0 be C 1 with compact support in (0, T )×R. The proof is mainly devoted to deriving the inequality
Let N be a constant such that the support of φ is contained in Ω :
Observe that if h is sufficiently small, the support of ϕ is contained in the open set G = Ω × Ω. The analogue of the inequality (3.4) in [7] is given by
with F 3 ≡ 0 and
, then there exists a constant C > 0 depending on f, φ, M (T ) such that for i = 1, 2 we have
On this term, following [7, p. 225 ] one has
and then one obtains for i = 1, 2:
On the term with i = 4, we cannot use the same argument because 1/g(u) is not Lipschitz continuous for u > 0. Let us set, for u > 0 and v > 0:
and write related to the terms (3.18), (3.19) , and (3.20), respectively. The first term turns out to be independent of h: , x), v(t, x) ) φ (t, x) dtdx. Now we show that J 2 (h) and J 3 (h) vanish as h → 0. The function in (3.19) is estimated by 1 g (u(t, x) ) + 1 g (v(τ, y) ) (|x − y| + |t − τ |) .
Step 3. Let δ > 0 be given as in where the last integral vanishes as j → ∞, thanks to the uniform convergence.
Using also (3.22), we can conclude that there exists j ε such that, for all j ≥ j ε , one has |ψ (σ j , η j )| ≤ 4Cε + ε.
This concludes the proof of (3.16). To complete the stability proof, we use (1.5) together with (3.16) and get 
|u(t, x) − v(t, x)|∂ t φ(t, x) + sign (u(t, x) − v(t, x)) [f (u(t, x)) − f (v(t, x))] ∂ x φ(t, x) + γ T |u(t, x) − v(t, x)| φ(t, x) dxdt ≥ 0.
Following [7, p. 228 ], a suitable choice of the test function φ leads to a Gronwalltype estimate for the quantity 
