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1. Some years ago, KLOOSTERMAN [3] has given an extension of Taylor's 
formula and a mean value theorem connecting higher order divided differ-
ences of a real function and its derivatives. Heuristically those formulae 
follow from the symbolic relation between difference operator Llh and the 
differential operator D: Llh = ehD -I. As an application of one of his 
theorems, he obtained an improvement on a result of BoAs and P6LYA [1 ], 
and a simple proof of certain inequalities of GORNY [2]. The object of 
this paper is to obtain analogues of Kloosterman's theorems replacing the 
difference operator Lin by the synrmetric difference operator /Jn, which we 
define 
/Jnf(x)= t( x + i) - f ( x- i) and /J'h+l f(x) =/Jr(/Jf(x), r= 1, 2, .... 
It turns out that an application of our theorem(§ 5) to obtain the anal-
ogues of inequalities of Gorny and Boas and P6lya, yield better constants 
in several cases. 
2. Notations and Lemmas. Let r be an non-negative integer and let 
the sequence An (r) be defined by the identity 
00 
(2.1) (sinh x)' = ! An (r)x2n+r. 
n~o 
Now it is easily seen that for m=O, 1, 2, ... 
m 
(2.2) ! An(r)Am-n(1)=Am(r+ 1). 
In particular Ao (r) = 1 for all r and An (1) = (2 1 )I , n > 0. Also for 
all n;;, 1, r;> 1, we have n+ 1 · 
(2.3) r(r-1) An(r- 2) +r2An-l (r) = (2n+r)(2n+r-l)An(r). 
From (2.2), we can easily show by induction that for An(r), we have 
the inequality 
(2.4) r2n+r An(r).;:;2-r+l (2 )I. n+r. 
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A formal dual relation to (2.1) is 
co 
(log (t+V1 +t2)Y = L Bn(r)t2n+r, 
n-o 
whence we have 
m 
(2.5) ,L B,.(r)Bm-n(1)=Bm(r+1), m=O, 1, 2, .... 
n-o 
In particular Bo(r) = 1 for all r, B,.(O) = 1 if n > 1, Bo(O) = 1, 
(2.6) (2n)! 1 B,.( 1)=(- 1)n 22"(n!)2 · 2n+1' 
Also for all n, r> 1, 
(2.7) r(r-1) Bn+I(r- 2) = (2n+r)2 Bn(r) + (2n + r + 2)(2n+r + l) Bn+l(r). 
Further it is easy to check that A,.(r), B,.(r) are interrelated by the 
relation 
m L An(r) Bm-n (2n+r) = 
(2.8) 
m { 1, m=O 
= L Bn(r) Am-n (2n+r) = , 
n-o O,m-;;,1 
Lemma 1. For all n, r > 0, we have 
(2.9) 
Proof. The first inequality in (2.9) is obvious from (2.1). To prove 
the second we observe that it is valid for r = 0 and for all n and also 
for all r when n=O. Now we assume that it has been proved for all n 
when r=O, 1, ... , 8 and for n=O, 1, ... , m-1 when r=8+ l. We prove 
that then the inequality is valid also for r = 8 + 1, n = m, thus completing 
the induction argument. Taking r=8+ 1, n=m in (2.7) we have 
sgn{( -1)m+l Bm+l(s+ 1)} 
=8gn[( -l)m+l {Bm+I(s-1)·s(s+ 1)-(2n+s+ 1)2 Bm(8+ 1)}] 
> 0 by assumption. 
Lemma 2. For all r> 1, we have 
Proof. From (2.5), we obviously have 
00 00 00 
~ jB,.(r+ 1)1 < ,L jB,.(r)j · L 1Bn(1)j, 
••O n-o ft-0 
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and from (2.5), it follows that 
00 1 :n; ! 1Bn(1)1 = f(1-x2)-idx= 2, 
.. -o o 
whence (2.10) follows at once. 
3. We shall now prove 
Theorem 1. Let rand k be non-negative integers, h real> 0, and let 
lr=lr(x) = [x-r~, x+ri] for some x. Suppose f(t) e02k+r-1 (lr) and 
f<Zk+r) (t) exists in the interior of Ir. Then 
(3.1) h-r ~~ f(x) = ki1 An(r) (~)2n f<Zn+r) (x) + Ak(r) (~)2k f<2k+r) (~) , 
ft=O 2 2 
where ~ belongs to the interior of Ir. 
Proof. The proof for r= 1 follows at once on using Taylor's formula 
and the Darboux property for the (2k+ 1)st derivative. So we assume 
inductively that (3.1) holds for a certain r;;. 1, and we prove it for r+ 1. 
Now 
(3.2) 
k=1 (h)2n 
= 2 A 11(r) - (h-1 ~nf<Zn+r>(x)) 
ft=O 2 
By (3.1) with r= 1, we have for n=O, 1, ... , k-1 
(3.3) 
li:-ft-1 (h)2• h-1~1J/<2n+r>(x) = ! A. (1) _ f<2n+2•+r+l) (x) 
•=0 2 
( h)2k-2n + Ak-n(1) 2 f<2k+r+ll(~n), 
h 
where x- 2 < ~11 <x+hf2. Also 
h h (3.4) h-1~11 j(2k+rl(~)=/(2k+r+ll('fJ), ~- 2 <'fj<~ + 2 , 
so that from (3.3) and (3.4) we have after interchange of order of 
summation, 
h-r-l~~+lj(x) = ki1 f<Zm+r+ll(x) (~)zm i An(r)Am-11 (1) 
m-o 2 .. -o 
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Since the An(s)'s are non-negative the result follows from the Darboux 
property of derivatives and from (2.2). This completes the proof of Theo-
rem 1 by induction. 
4. In Theorem 1, we have expressed the symmetric differences of a 
function in terms of its derivatives. vVe shall now obtain an expression 
for the inverse relation which we formulate as follows. 
Theorem 2. Let k, rand h be as in Theorem l. Suppose f(t) E Q2k+r-1 
(Ir+2k-2) and suppose f<2k+r>(t) exists and is bounded in Ir+2k-2. Then 
k-1 
(4.1) J<r>(x) = 2 B.(r)2-2•h-r(j~•+•j(x)+Bk(r)2-2kh2kj(2k+r>(~), 
·~ 0 
where ~ E Ir+2k-2· 
For the proof we need the following: 
Lemma 3. The following identity holds: 
k-1 k-1 
( 4.2) 8 1 - 2 B. (1 )2-2• h-1 IJ~•+l f(x) = h -1 2 (3~ 13<2t+I>hf(x), 
v~o i~o 
where the (3fs satisfy the k relations: 
k-1 {1 P=O (4.3) 2 (2j+1)2•+1(3~ = ' . i~O O,P= l, 2, ... , k-1 
Proof of Lemma. By definition of (Jh, we have by easy computation 
v (2P+ 1) (j~•+l j(X) = m~O P-m ( -1)•-m {f(x+ (m+i)h)- j(X- (m+ t)h)}, 
so that after change of order of summation 
k-1 
sl =h-1 2 (3';,. (j(2m+l)h/(x), 
m~o 
where 
(4.4) k-1 (2v + l) {3';. = .~ ,8. (1)2-2• p-m ( -1)v-m. 
If in (3.1), we set f(t)=t2m+1, m=O, l, ... , k-1, and x=O, then on using 
Theorem 1, we have 
( h)2m-2• h-2V-1(j~•+l Q2m+l = Am-• (2P+ 1) '2 (2m+ 1)!, 
for v<m and the left side is obviously zero for P>m so that by (4.2) 
k-1 (2)2m+lk-1 i~o (3~(2j+1)2m+l= l k i~O ,8~1J(2j+l)h02m+l 
m { 1 m=O 
= (2m+1)! 2 Bv(1)Am-v(2P+1) = ' •~o 0, m-;:;.1 · 
This proves (4.3). 
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The following explicit expression for (J~ can be verified from ( 4.4) by 
induction: 
(4.5) k (2k) (2k- 1) (J~ = ( -1)m 24k-3 k k + m (2m+ 1)-2. 
Proof of Theorem 2. First take r= 1. By Taylor's formula with 
integral remainder we have 
k-1 (2j + 1 )2V+l f<2•+I) (x) 
<5(2J+l)h/(x)= 2 •~o - 2 -h (2v+ 1)! 
h2k+l i+l 
+ 22k( 2k)! _J_ t f<2k+l) (x+ht) rx1(t)dt, 
where 
rx1(t) = (2j + 1- 2jt/)2k. 
Hence from Lemma 3, after change of order of summation, 
(4.6) k-1 (h)2• f<2•+1) ( ) k-1 81= L - X! L (2j+ 1)2v+1(Jf+R, v~o 2 (2v+ 1). ;~o 
where using the notation u~=uk if u>O, =0 if u<O, we have 
( 4. 7) R = (~~:~~k ~J:t f<2k+l) (x + ht) ~ :~: fJt (2j + 1- 2jt/)~ ~ dt. 
From (4.3), 
To prove the theorem for r = 1, it remains to show that the kernel in the 
remainder (4.7) does not change sign in the interval of integration and 
its integral is equal to (2k)! Bk(1). 
Denoting now the kernel in the integral in (4.7) by qy(t) and using (4.5), 
we have 
- k-1 j (2k-1) (j + t-ltl)~ 
qy(t)-Ck i~O ( -1) k+j U+t)2 ' 
- k-1 27o-l (2k-1) (k-v-t-ltl)~ 
-(-1) ck L (-l)v (k- _ 1 ) 2 ' v~o V V 2 
where 
Setting ge(x)={(k-t-ltj-x)~} (k-t-x)-2, it is easy to see that 
qy(t) = ( -1 )k Ck L1i"'-1 ge(O). Using the well-known fact that since gt(X) is 
2k- l times continuously differentiable function of x for It I< k- t, we 
have 
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If k-!-ltl <.x<2k-1, then g~2k- 1>(x) = 0, and if O<x<k-!-ltl, then 
<2k-u ( ) - 1tl2k-1 (2k)! (k 1 I I ) o Yt x - - (k-l-x)2k+l -2- t -x < ' 
so that under any circumstances Ll~k- 1 ge(O) <. 0. This proves that sgn q;(t) = 
=(-1)k-1 for all ltl<.k-!. 
Also from the value of Ck given above and (2.5), it's easy to verify that 
k-! k-! f q;(t)dt = 2 f q;(t)dt 
-k+! 0 
2c k-1 (2k-1) 
= _k_ ( -1)k-1 1 ( -1)• (k-!-v)2k-1 
2k+ 1 •=0 v 
= (- 1)kck [LJ2k-1 (k-1 -x)2k-1] 
2k+ 1 1 2 z={} 
= (2k)! Bk(1). 
This proves Theorem 2 for r = 1. 
Suppose now that (4.1) holds for some r;;;, l. Then using (2.4) after 
interchanging order of summation, we have 
k-1 
Sr+l = 1 Bv(r + 1)2-2• h-r-1 r5X•+•+l f(x) 
•-0 
k-1 k-n-1 
= 1 B 11(r)2-2n 1 Bm(1)2-2mh-1c5Xm+IlJim(x), 
n=O m=O 
where lfln(X)=h-rc5~+•f(x). 
Using (4.1) with r= 1, we have 
k-1 (h)2k k-1 
Sr+l = .. ~o Bn (r)2-2nlfln (x)- 2 .. ~o Bn (r)Bk-n (1)h-2nlJI~2k-2n+ll(~n) 
h h 
=111-112, x- 2 <~n <x + 2 · 
By the inductive hypothesis, 
111 = f<r+l) (x)- Bk(r)2-2k h21c f<2k+r+l) (~), ~ E lr+2k-2 
Using Theorem 1, with k=O, we have 
lJI~2k-2n+l) (~n) = h-r di'n+r f<2k-2n+l) (~11 ) 
=h2n f<2k+r+l) (rJn), 'f}n E J2k-1+r· 
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Since ( -1)n B 11(r) > 0 for all n and r, 
<12 = (~)2k kil B. (r)Bk-n (1)f<2k+r+l) ('Yjn)· 
2 •-0 
Hence 
where 
'Yj E 12k-l+r 
on using (2.5) and the Darboux property of a derivative. This completes 
the proof of Theorem 2. 
5. Applications. 
Theorem 3. Let p, q be positive integers, g(x) a real function having 
bounded derivatives of order p+2q in I= [x0 -b, x0 +b]. Suppose 
(5.1) 
Then 
(5.2) 
lg(x)l .;;;;.M0, sgn(g<P+2q) (x)) = ( -1)q-1, x E 16 
('JT,)p (p + 2q- 2)p g<P>(xo)<.Mo 2 --<5- . 
Proof. Using (4.1) with h = :b 2, we have p+ q-
p-1 
g<P> (xo) <. ! IB.(p)l2-2•h-P lb~•+Pg(xo)l. 
• -o 
Using the estimate for g(x) and the inequality (2.9), we easily have (5.1). 
Corollary If lg(x)l <.Mo, and sgn g<P+2q>(x) = ( -1)q-1 in [ -1, 1], then 
(5.3) g<P> (x) <. M 0 nP (p + 2q- 2)P 
uniformly in [- t, !]. 
It may be observed that the constant nP in inequality (5.3) is con-
siderably smaller then the constant (2e)P+2q given by KLOOSTERMAN's 
theorem [3; p. 183] and in particular for large q it is obviously preferable 
being independent of q. However our inequality ( 5.3) is valid only on a 
subinterval. 
Theorem 4. If in Theorem 3, (5.1) is replaced by 
(5.4) 
then 
(5.5) 
lg(x)l <.Mo, lg<P+2q) (x)l <,Mp+2q, X E 16 
lg<P>(xo)l < 2(~Y (Mo)P~2q. (Mp+2q)P~2q, if (p +~q- 2r+2q < M:r:2q 
I <P>( )I 2(~)P M (p+2q-2)P "f(p+2q-2)P+2q Mp+2q g xo < 2 ° b ' 1 b > Mo · 
The proof follows on the same lines as above on using (2.9) and (4.1). 
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The remarks made above concerning the constant in (5.3) applies to 
the constant on the right side in (5.5) as compared to the results in 
KLOOSTERMAN [3] p. 184. 
An investigation of the remainder in theorems 1 and 2 on the lines of 
[ 4] could be carried out and results analogous to Theorems 3 and 4 could 
be deduced. 
University of Alberta 
Edmonton, Alberta 
Canada 
Added in proof : Kolmogoroff has shown that if !5 = oo then inequality 
(5.5) can be strengthened by replacing the constant 2(n/2)P on the right 
hand side by n/2 which is best possible. (See: Comptes Rendus 207, 
764-765 (1938)). 
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