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Abstract
The widespread use of improvised explosive devices (IEDs) against American and coalition
forces in the ongoing Iraqi and Afghani conflicts has caused a dramatic increase in the number
of traumatic brain injury (TBI) cases seen in recent years. The skull acts as the first and
primary line of defense for the brain. Researching this structure’s protective capabilities and
shortcomings is therefore critical to 1) understanding how blunt impact loads and blast waves are
propagated through the skull and transmitted into the brain, and 2) improving and evaluating
future combat protection systems. This doctoral study is aimed at mechanically characterizing
and modeling the two major constituents of the skull: cortical and trabecular bone.
The mechanical behavior of these two materials over a wide range of strain rates is identified
through both a review of the existing literature data and our own experimental investigations.
For the behavior of compact bone two separate viscoelastic rate-sensitivity regimes are identified
and modeled with a Maxwell-Weichert model containing one linear elastic and two linear vis-
coelastic branches in parallel. The rate-dependent plasticity of the material is further shown
to obey a simple power law relationship and the overall material behavior is captured in a
generalized three-dimensional viscoelastic, viscoplastic constitutive model formulation. For
validation, the three-dimensional constitutive model is implemented as a subroutine within a
commercial nonlinear finite element program.
Given the similar composition of both cortical bone and the solid portion of trabecular bone,
the compact bone constitutive model is subsequently employed in modeling the trabeculae of
cancellous bone within two complementary microstructural frameworks. The first approach
utilized is to create three-dimensional solid bone models of trabecular architecture directly
from micro computed tomography (CT) scans of cancellous bone biopsy samples. The original
samples from which these micro CT scans were obtained are then tested experimentally and the
resulting stress-strain curves are found to show excellent agreement with the micromechanical
model predictions. Successful simulation of specimen loading was found to be contingent upon
extracting the trabecular structure from micro CT data in such a way that matched the relative
density of the resulting specimen mesh to the experimentally recorded value. Analysis of both
the experimental and simulation results further demonstrates that 1) local distributions in strut
relative density are highly influential in the determining the compressive strength of trabecular
bone and 2) the formation of macroscopic, multi-strut shear bands is responsible for the initial
plateau and post-yield softening exhibited by trabecular bone in uniaxial compression.
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The second microstructural approach employed is to model the trabecular network with
an idealized representative volume element (RVE) and apply periodic boundary conditions.
This latter approach allows for rapid investigation of the effects of relative density and strain
rate in determining trabecular bone’s mechanical properties. Specifically, Young’s modulus
is found to vary in a nearly quadratic manner with relative density and compressive strength
is shown to have a power law relationship to relative density with an exponent of 1.5. In
addition, compressive strength is shown to have a power law dependence upon strain rate with
an exponent of 0.055. These relationships and the magnitude of the values predicted are all
found to closely match the experimental trends and values reported in the literature.
Thesis Supervisor: Simona Socrate
Title: Principal Research Scientist, Harvard-MIT Division of Health Sciences & Technology
Thesis Supervisor: Mary Boyce
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4
Acknowledgements
First and foremost, I would like to thank my parents for instilling in me a love of learning and
for providing me with the support and opportunities to pursue my dreams unencumbered. I
am forever indebted to you both. Thank you.
During my tenure here at MIT I have been fortunate to have had not one, but two amazing
advisors: Dr. Simona Socrate and Prof. Mary Boyce. Simona has been my advisor since
the very beginning of my time here at MIT (way back in 2003). She has always been willing
to roll-up her sleeves and work directly with me to overcome any road blocks in my research,
and for that I am extremely grateful. Over the last seven years she has consistently kept my
professional development and interests at heart, even if I didn’t know what those interests were
myself. One of my earliest memories at MIT is sitting in her office and confessing that I did
not think a Ph.D. was in my future. Her response was a dismissive but kind laugh and to
politely inform me "not to be silly," that of course I would end up doing a Ph.D. Well Simona,
I guess you were right after all!
Prof. Mary Boyce, who has acted as my co-advisor since 2007, graciously stepped in to
support me during a very uncertain time in my academic career. From the very first day she
was able to help focus my research, provide extremely useful insights, and make sure my project
stayed on course. Under her guidance there were times when I admittedly felt overloaded, but
in perspective these were the periods when I made real breakthroughs in my research. I thank
her for her persistence and apologize for any resistance I may have provided.
My thanks also to Prof. Lorna Gibson and Prof. Raul Radovitzky for serving on my
committee and taking a genuine interest in my work. Both Lorna and Raul have offered
excellent insight and suggestions on how to improve my research. I hope that they can see
that investment clearly reflected in this work.
From Massachusetts General Hospital I would like to thank Dr. Rajiv Gupta, Dr. Catherine
Phan, and fellow MIT mechanical engineer Dr. Conor Walsh, for allowing me access to MGH’s
flat panel volume CT facility and for providing guidance on how to successfully employ the
resulting images in my finite element simulations. Similarly I would like to thank Dr. Scott
Malstrom for training me and allowing access to the Koch Institute micro CT facility.
Within the mechanical engineering department I would particularly like to thank Una Shee-
5
han and Leslie Reagan for going above and beyond in their administrative support. My thanks
also to all the members of the Socrate Lab: particularly Sai Sarva and Thibault Prevost, as well
as Kristin Myers, Anastassia Paskaleva, Asha Balakrishnan, and Petch Jearanaisilawong; and
to all the members of the Boyce Lab: Meredith Silberstein, Damien Eggenspieler, Lifeng Wang,
Juha Song, Carlos Castro, Brian Greviskes, Renaud Rinaldi, Katia Bertoldi, Jeff Palmer, and
Adam Mulliken. From the Anand Lab, a special thanks to Shawn Chester for sharing his
Abaqus knowledge and always responding quickly to my requests to reset the license server.
Finally, thank you to all the friends I have made here at MIT and in the Boston/Cambridge
area of the last seven years. Without your support and friendship I would not have made it
this far and probably burned out long ago.
This work was funded at the Institute for Soldier Nanotechnologies by the Army Research
Office (ARO), grant DAAD19-02-D-0002, and through JIEDDO contract W911NF-07-1-0035.
6
Contents
1 Introduction 21
2 Background 23
2.1 Structure and Composition of Bone . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Mechanical Properties of Cortical (Compact) Bone . . . . . . . . . . . . . . . . . 25
2.3 Mechanical Properties of Trabecular (Cancellous) Bone . . . . . . . . . . . . . . 31
3 Experimental Work 39
3.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Low Strain Rate Compression Testing . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 High Strain Rate Compression Testing . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Micro Computed Tomography (CT) Scans . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Select Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 A One-Dimensional Constitutive Model for Compact Bone 61
4.1 Viscoelastic Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Viscoplastic Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Combined Viscoelastic-Viscoplastic Behavior . . . . . . . . . . . . . . . . . . . . 69
4.4 Structural Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5 Three-Dimensional Generalization of the Constitutive Model 79
5.1 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Constitutive Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.2.1 Linear Elastic Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7
5.2.2 Shear Only Viscoelastic Maxwell Response . . . . . . . . . . . . . . . . . 84
5.2.3 Combined Overall Viscoelastic Response . . . . . . . . . . . . . . . . . . . 88
5.2.4 Non-Linear Viscoplastic Response . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Micromechanical Modeling of Trabecular Bone Utilizing Micro CT 91
6.1 Generation of Specimen Specific Finite Element Meshes . . . . . . . . . . . . . . 92
6.2 Simulated Loading of the Specimen Specific Meshes . . . . . . . . . . . . . . . . 93
6.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7 Micromechanical Modeling of Trabecular Bone Employing Representative
Volume Elements 111
7.1 Selection of a Unit Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2 Employing Periodic Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . 116
7.3 Simulated Loading of the RVE Structure . . . . . . . . . . . . . . . . . . . . . . . 118
7.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.4.1 The Predicted Effects of Relative Density on Mechanical Behavior . . . . 126
7.4.2 The Predicted Effects of Strain Rate on Mechanical Behavior . . . . . . . 128
7.4.3 The Onset of Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.5 Effect of Model Parameter Selection . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.6 Effect of Loading Direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.7 Comparison to the Micro CT Simulation Results . . . . . . . . . . . . . . . . . . 149
8 Summary 153
9 Future Work 155
9.1 Compact Bone Constitutive Model . . . . . . . . . . . . . . . . . . . . . . . . . . 155
9.2 Modeling the Trabecular Architecture . . . . . . . . . . . . . . . . . . . . . . . . 156
9.3 Trabecular Bone Constitutive Modeling . . . . . . . . . . . . . . . . . . . . . . . 157
8
List of Figures
2-1 Cross-sectional cuts of the human skull demonstrating the typical outer table -
diploë - inner table sandwich structure (cortical - trabecular - cortical) [26, 31]. . 24
2-2 Schematic representation of bone from macrostructure to sub-nanostructure [74]. 25
2-3 Characteristic stress-strain curves for compact bone at quasi-static rates [28]. . . 26
2-4 Stress-strain curves generated by McElhaney [60] for embalmed human femoral
cortical bone in compression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2-5 Stress-strain curves generated by Wood [88] for human cranial cortical bone in
tension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2-6 Stress-strain curves generated by Crowninshield and Pope [17] for bovine femoral
cortical bone in longitudinal tension. . . . . . . . . . . . . . . . . . . . . . . . . . 30
2-7 Trabecular bone specimens with low bone volume fraction exhibit an open-cell
structure composed of thin, rod-like trabeculae (Left). Those specimens with
higher volume fraction exhibit a more close-cell structure (Right) [28]. . . . . . . 31
2-8 Characteristic stress-strain curves for uniaxial compression of hydrated trabecu-
lar bone [28]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2-9 Experimentally reported values of Young’s modulus for trabecular bone as a
function of relative density compared to the theoretical upper and lower bounds
of linear and cubic dependencies [28]. . . . . . . . . . . . . . . . . . . . . . . . . . 34
2-10 Experimentally reported values of compressive strength for trabecular bone as a
function of relative density compared to the theoretical upper and lower bounds
of linear and quadratic dependencies [28]. . . . . . . . . . . . . . . . . . . . . . . 36
9
3-1 Freshly excised bovine femurs were acquired from Bertolino’s Beef Co. in Boston,
MA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3-2 Bone cores are cut from the femur using an 8 mm diameter diamond masonry
bit with continuous irrigation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3-3 A cut is made perpendicular to the knee to release the trabecular cores. . . . . . 41
3-4 A trabecular bone core prior to sectioning. . . . . . . . . . . . . . . . . . . . . . . 42
3-5 An irrigated diamond encrusted wafering saw is used to section the bone cores
into orthogonal right cylinders prior to grinding. . . . . . . . . . . . . . . . . . . 42
3-6 Cortical and trabecular bone core sections are fit into a specially designed jig
and their faces ground parallel prior to testing. . . . . . . . . . . . . . . . . . . . 43
3-7 Trabecular bone specimens were held in place with a wire mesh jig and demar-
rowed using a high speed water jet. . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3-8 Final cortical bone (left) and demarrowed trabecular bone (right) specimen
geometries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3-9 The ISN’s Zwick/Roell Z010 testing apparatus features a 10 kN rated load cell
and a 2000 mm/min crosshead displacement capability. . . . . . . . . . . . . . . 46
3-10 The ISN SHPB facility. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3-11 Schematic diagram of the modern split-Hopkison pressure bar configuration. . . . 48
3-12 Typical SHPB signals measured at the incident and transmission bar strain gauges. 48
3-13 Micro CT images obtained with the MGH’s flat panel volume CT facility (150
micron voxel resolution). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3-14 Micro CT images obtained with the Koch Institute’s eXplore Locus CT scanner
(27 micron voxel resolution). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3-15 Sample quadratic tetrahedral mesh generated by exporting the segmented CT
scan into ANSYS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3-16 High strain rate stress vs. strain curves obtained with the SHPB technique for
bovine compact bone loaded uniaxially in the longitudinal direction. . . . . . . . 58
3-17 High strain rate stress vs. strain curves obtinaed with the SHPB technique for
bovine trabecular bone with marrow in situ. . . . . . . . . . . . . . . . . . . . . . 59
4-1 The Hight-Brandeau model fit to the data of McEhaney [60]. . . . . . . . . . . . 62
10
4-2 The Hight-Brandeau model fit to the data of Wood [88]. . . . . . . . . . . . . . . 63
4-3 The Hight-Brandeau model fit to the data of Crowninshield and Pope [17]. . . . 63
4-4 Schematic representation of the viscoelastic, viscoplastic constitutive model de-
rived for cortical bone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4-5 Apparent Young’s moduli for cortical bone at various strain rates including the
model fits to McElhaney [60], Wood [88]. and Crowninshield and Pope [17]. . . . 66
4-6 Yield stress vs. strain rate for cortical bone as calculated from the McElhaney
[60] and Crowninshield and Pope [17] data sets. Solid lines represent model fits
based on Equation 4.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4-7 Stress-strain curve fits of the model compared to data points from the original
McElhaney [60] curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4-8 Stress-strain curve fits of the model compared to data points from the original
Wood [88] curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4-9 Stress-strain curve fits of the model compared to data points from the original
Crowninshield and Pope [17] curves. . . . . . . . . . . . . . . . . . . . . . . . . . 71
4-10 Contributions of each branch to the overall stress-strain response at various strain
rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4-11 The proposed intra-osteonal shearing of lamellar layers relative to one another
(inter-lamellar) to accomodate deformation is analogous to the maner in which
fingercuffs accomodate deformation [38]. . . . . . . . . . . . . . . . . . . . . . . . 75
4-12 Transverse compression deformation may be accomodated by inter-osteonal shear-
ing of osteons relative to one another [73]. . . . . . . . . . . . . . . . . . . . . . . 75
4-13 Micrograph highlighting the path of failure along cement lines when cortical bone
is loaded transversely in tension (Image: [73]). . . . . . . . . . . . . . . . . . . . . 77
5-1 Schematic representation of the deformation gradient, F, which maps the initial
body configuration, B0, to the current deformed configuration, Bt. This de-
formation gradient can be multiplicatively decomposition into viscoplastic, FV P ,
and viscoelastic, FV E, contributions through and intermediatary configuration
as shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
11
5-2 Schematic representation of the three-dimensional viscoelastic, viscoplastic con-
stitutive model for cortical bone. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5-3 Comparison of results for the generalized three-dimensional constitutive model
to the previous one-dimensional curve fits and McElhaney experimental data. . . 90
6-1 Isometric surface of Specimen A reconstructed with a 150 HU threshold (left)
and with a 700 HU threshold selected to match the specimen relative density
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6-2 Quadratic tetrahedral meshes generated for Specimen A with a 150 HU threshold
(left) and with a 700 HU threshold selected to match the specimen relative density
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6-3 Isometric surface of Specimen B reconstructed from the micro CT data (left) and
the final quadratic tetrahedral mesh (right). . . . . . . . . . . . . . . . . . . . . . 94
6-4 Isometric surface of Specimen C reconstructed from the micro CT data (left) and
the final quadratic tetrahedral mesh (right). . . . . . . . . . . . . . . . . . . . . . 95
6-5 Comparison of the experimental and simulation stress-strain curves for Specimen
A when employing the TEST mesh generated with a segmentation threshold of
150 HU (which resulted in artificially high relative density for the mesh). . . . . 96
6-6 Comparison of the experimental and simulation stress-strain curves for Specimen
A when employing the mesh generated with a segmentation threshold selected
to match the experimentally recorded relative density. . . . . . . . . . . . . . . . 98
6-7 Specimen A prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and
Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . 99
6-8 Specimen A immediately after yield at a strain of 0.03: experimental image (up-
per left), Mises stress distribution on the exterior of the whole specimen (upper
right), maximum principal strains through the central cross section (bottom left),
and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . 99
12
6-9 Specimen A at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (up-
per right), maximum principal strains through the central cross section (bottom
left), and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . 100
6-10 Specimen A near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress
in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6-11 Comparison of the experimental and simulation stress-strain curves for Specimen
B when employing the mesh generated with a segmentation threshold selected
to match the experimentally recorded relative density. . . . . . . . . . . . . . . . 101
6-12 Specimen B prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and
Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . 103
6-13 Specimen B immediately after yield at a strain of 0.03: experimental image (up-
per left), Mises stress distribution on the exterior of the whole specimen (upper
right), maximum principal strains through the central cross section (bottom left),
and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . 103
6-14 Specimen B at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (up-
per right), maximum principal strains through the central cross section (bottom
left), and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . 104
6-15 Specimen B near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress
in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6-16 Comparison of the experimental and simulation stress-strain curves for Specimen
C when employing the mesh generated with a segmentation threshold selected
to match the experimentally recorded relative density. . . . . . . . . . . . . . . . 105
13
6-17 Specimen C prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and
Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . 107
6-18 Specimen C immediately after yield at a strain of 0.03: experimental image (up-
per left), Mises stress distribution on the exterior of the whole specimen (upper
right), maximum principal strains through the central cross section (bottom left),
and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . . . . 107
6-19 Specimen C at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (up-
per right), maximum principal strains through the central cross section (bottom
left), and Mises stress in a central slice (bottom right). . . . . . . . . . . . . . . . 108
6-20 Specimen C near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress
in a central slice (bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7-1 Potential idealized network structures for trabecular bone (counter-clockwise
from upper left): stress-oriented prismatic [28], stress-oriented parallel plate [28],
low-density equiaxed [28], equiaxed simple cubic [50] and equiaxed tetrafunc-
tional [86]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7-2 The selected network structure and RVE composing it (highlighted). . . . . . . 113
7-3 Micrograph of a demarrowed bovine femoral trabecular bone specimen (left);
the unit cell and simplest RVE that can be used to tessalate space and create a
regular concurrent network (center); and an example of the network that can be
built to model trabecular bone’s behavior in bulk (right). . . . . . . . . . . . . . 114
7-4 A continuous network of filled (light blue) and void (dark grey) truncated octa-
hedrons is used to calculate the associated volume of the network. . . . . . . . . 115
7-5 Relative density of the selected RVE is easily tailored by adjusting the strut
aspect ratio. Here a 30% relative density specimen structure (left) is reduced to
5% (right) by changing the strut diameter. . . . . . . . . . . . . . . . . . . . . . . 115
14
7-6 Schematic representation of an undeformed RVE with boundary nodes A and B
(left) and the deformed RVE with three periodic neighbors (right) [20]. . . . . . . 116
7-7 Boundary node sets are seeded to match one another, allowing for application of
periodic boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7-8 The RVE structure mesh at: a) 60% relative density, b) 45% relative density,
c) 30% relative density, and d) 15% relative density. . . . . . . . . . . . . . . . . 119
7-9 Tessellated specimen geometry with a relative density of 60% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right). . . . . . . . 120
7-10 Tessellated specimen geometry with a relative density of 45% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right). . . . . . . . 120
7-11 Tessellated specimen geometry with a relative density of 30% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right). . . . . . . . 121
7-12 Tessellated specimen geometry with a relative density of 15% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right). . . . . . . . 121
7-13 Stress vs. strain simulation results for the idealized trabecular structure over a
range of relative densities and strain rates. . . . . . . . . . . . . . . . . . . . . . . 123
7-14 Stress vs. strain results for the 60% relative density RVE at various strain rates. 123
7-15 Stress vs. strain results for the 45% relative density RVE at various strain rates. 124
7-16 Stress vs. strain results for the 30% relative density RVE at various strain rates. 124
7-17 Stress vs. strain results for the 15% relative density RVE at various strain rates. 125
7-18 Procedure for reporting the Young’s modulus and compressive strength values
as shown for the 15% relative density simulations. . . . . . . . . . . . . . . . . . 125
7-19 Simulation predictions of Young’s modulus vs. relative density compared to
experimental values reported in the literature. . . . . . . . . . . . . . . . . . . . . 127
7-20 Simulation predictions of strength vs. relative density compared to experimental
values reported in the literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7-21 Simulation predictions of Young’s modulus vs. strain rate compared to experi-
mental values reported in the literature. . . . . . . . . . . . . . . . . . . . . . . . 131
7-22 Simulation predictions of strength vs. strain rate compared to experimental
values reported in the literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
15
7-23 Cross-sectional views of the 60% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top);
immediately after the onset of yield (at 0.015 strain; middle), and at the maxi-
mum compression of 0.05 strain (bottom). . . . . . . . . . . . . . . . . . . . . . . 135
7-24 Cross-sectional views of the 45% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top);
immediately after the onset of yield (at 0.015 strain; middle), and at the maxi-
mum compression of 0.05 strain (bottom). . . . . . . . . . . . . . . . . . . . . . . 136
7-25 Cross-sectional views of the 30% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top);
immediately after the onset of yield (at 0.0175 strain; middle), and at the maxi-
mum compression of 0.05 strain (bottom). . . . . . . . . . . . . . . . . . . . . . . 137
7-26 Cross-sectional views of the 15% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top);
immediately after the onset of yield (at 0.03 strain; middle), and at the maximum
compression of 0.05 strain (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . 138
7-27 Stress vs. strain results at 0.1 s−1 for various RVE relative densities with the
Crowninshield and Pope [17] model parameters (top) and compared to previous
results with the McElhaney [60] model parameters (bottom). . . . . . . . . . . . 140
7-28 The effect of changing to the Crowninshield and Pope [17] model parameter set:
Young’s modulus vs. relative density at a strain rate of 0.1 s−1. . . . . . . . . . . 141
7-29 The effect of changing to the Crowninshield and Pope [17] model parameter set:
compressive strength vs. relative density at a strain rate of 0.1 s−1. . . . . . . . . 141
7-30 Stress vs. strain results for the 15% relative density RVE compressed at various
strain rates with the Crowninshield and Pope [17] model parameters (top) and
compared to previous results with the McElhaney [60] model parameters (bottom).143
7-31 The effect of changing to the Crowninshield and Pope [17] model parameter set:
Young’s modulus vs. strain rate for the 15% volume fraction RVE. . . . . . . . . 144
7-32 The effect of changing to the Crowninshield and Pope [17] model parameter set:
compressive strength vs. strain rate for the 15% volume fraction RVE. . . . . . . 144
16
7-33 Loading was simulated in the 2-direction on RVE structures with a relative den-
sity of 15% having struts both aligned (left) and anti-aligned, i.e. at an angle of
54.74◦ (right), with the loading direction. . . . . . . . . . . . . . . . . . . . . . . 146
7-34 Stress vs. strain results for the 15% relative density RVE compressed in the
strut anti-aligned orientation (top) and compared to previous results in the strut
aligned orientation (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7-35 The effect of changing loading direction on Young’s modulus vs strain rate for
the 15% volume fraction RVE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7-36 The effect of changing loading direction on compressive strength vs strain rate
for the 15% volume fraction RVE. . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7-37 Comparison of the RVE simulation results to the simulation results on the actual
specimen structure and the experimentally recorded behavior for Specimen A. . . 150
7-38 Comparison of the RVE simulation results to the simulation results on the actual
specimen structure and the experimentally recorded behavior for Specimen C. . . 151
9-1 Example of a fine CT mesh (approx. 500,000 elements) for specimen A. . . . . . 157
9-2 The FCC structure of diamond (left) [79] is equivalent to the equiaxed RVE
structure chosen for trabeculare bone (right). . . . . . . . . . . . . . . . . . . . . 158
9-3 Global stiffness matrix component D11 as a function of strut modulus. . . . . . . 160
9-4 Global stiffness matrix component D12 as a function of strut modulus. . . . . . . 160
9-5 Global stiffness matrix Component D44 as a function of stut modulus. . . . . . . 161
9-6 Global stiffness matrix component D11 as a function of strut Poisson’s ratio. . . . 161
9-7 Global stiffness matrix component D12 as a function of strut modulus. . . . . . . 162
9-8 Global stiffness matrix component D44 as a function of strut modulus. . . . . . . 162
17
18
List of Tables
4.1 Parameters of the Hight-Brandeau model fit to the data sets of McElhaney,
Wood, and Crowninshield and Pope. . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Viscoelastic model parameters as fit to the data sets of interest. . . . . . . . . . . 70
4.3 Viscoplastic model parameters as fit to the data sets of interest. . . . . . . . . . . 72
4.4 Characteristic time constants associated with the curve fits. . . . . . . . . . . . . 72
6.1 Dimensions, mass, and relative densities of the specimens simulated. . . . . . . . 92
6.2 Properties of the specimen specific finite element meshes derived from the micro
CT data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3 Comparison of key values of experimental data and simulation predictions for
Specimen A with the TEST finite element mesh. . . . . . . . . . . . . . . . . . . 97
6.4 Comparison of key values of experimental data and simulation predictions for
Specimen A with the relative density matched finite element mesh. . . . . . . . . 97
6.5 Comparison of key values of experimental data and simulation predictions for
Specimen B with the relative density matched finite element mesh. . . . . . . . . 102
6.6 Comparison of key values of experimental data and simulation predictions for
Specimen C with the relative density matched finite element mesh. . . . . . . . . 106
19
20
Chapter 1
Introduction
In recent years, due in large part to the widespread use of improvised explosive devices (IEDs)
in the ongoing wars in Iraq and Afghanistan, there has been a dramatic increase in the number
of American and coalition servicemen suffering from the debilitating effects of traumatic brain
injury (TBI) [2, 9, 25]. The Defense and Veterans Brain Injury Center (DVBIC) has estimated
that 10% to 20% of all soldiers on duty in Iraq and Afghanistan have suffered some type of TBI,
resulting it its widespread moniker as "the signature injury" of the Iraq War. The effects of
TBI vary widely depending on the individual and severity of injury, but may include: fatigue;
headaches; memory loss; nausea; dizziness; irritability; aggression; depression; disinhibition;
cognitive deficits; sleep disorders; loss of apatite; difficulty speaking, reading, writing, and/or
understanding; difficulties with interpretation of touch, temperature, movement, and/or limb
position; impaired vision, hearing, taste, and/or smell; chronic pain; seizures; and even death
[54]. In addition to the humanitarian cost these injuries impose, there is also a large financial
burden. In 2008 it was estimated that the 25,000 soldiers then diagnosed with TBI would
likely cost around $20 billion to treat over the next 20 years [9].
Realizing the increased usage and potential threat of IEDs early in the war effort, the Army
responded quickly with the establishment of the Army IED Task Force in October 2003. This
organization worked within the Department of Defense (DoD) and with academic partners to
improve threat-intelligence gathering, acquire counter-IED (C-IED) technologies and develop
C-IED training. The early success of the program let to the eventual formation of the Joint
IED Task Force and, in 2006, the formation of a permanently-manned entity known as the Joint
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IED Defeat Organization (JIEDDO), who’s mission is to lead "...DoD actions to rapidly provide
Counter Improvised Explosive Device capabilities in support of the Combatant Commanders
and to enable the defeat of the IED as a weapon of strategic influence" [70]. In accordance with
this objective JIEDDO and MIT’s Institute for Soldier Nanotechnologies (ISN) have mounted
a coordinated research effort to accurately simulate the blast trauma to the head, establish
damage criteria for the various components of the brain, and create a simulation tool that allows
for evaluation of potential blast mitigation strategies and protective systems which might allow
for the reduced incidence of TBI in the population of soldiers exposed IED blasts.
A key milestone in developing accurate models of these traumatic loading events is the
creation of constitutive models for the rate-dependent mechanical behavior of the various tissues
composing the head — including, but not limited to: cortical bone, trabecular bone, grey matter,
white matter, skin, muscle, and fat — which are valid up to the rates of loading potentially
encountered during these blast loading events. This thesis is focused on development of such
models for the two main constituents of the skull: cortical and trabecular bone. As the first line
of defense for the brain, understanding how potentially harmful pressure waves are transmitted
through the skull and into the brain is key to predicting and understanding these types of
injuries. Recent studies on animal models conclusively indicate that the properties of the
skull play a critical role in determining the severity of brain injuries resulting from exposure
to shock waves [10]. By examining the innate properties and capabilities of the skull we can
better understand its limitations in a blast loading event and more capably design a system to
overcome these shortcomings.
In addition to improving the accuracy of simulations pertaining to ballistic and blast induced
TBI, these simulation tools also can easily be transferred to use in predicting or reconstructing
injuries more common in the civilian population. Loading conditions commonly found in
automobile crashes, bicycle falls, and sporting injuries may occur at strain rates below those of
ballistic and blast type loading conditions, but still involve rates significantly higher than those
captured by the quasi-static or rate-independent constitutive models widely used at present.
In addition, both the micro CT and RVE trabecular bone models developed in this thesis show
great promise as clinical tools for studying and predicting the role of relative density and strain
rate in trabecular bone’s load bearing capabilities.
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Chapter 2
Background
Mechanically speaking, the human cranium can be considered as composed of two curved shells
of compact (cortical) bone sandwiching an energy absorbing core of open-celled cancellous
(trabecular) bone (Figure 2-1). This two-phase sandwich construction allows the body to
optimize the mechanical function of the skull (strength, toughness, and energy absorption
capabilities) by adjusting the thickness and relative density of the internal trabecular core.
While much is understood about the mechanical behavior of cortical and trabecular bone under
quasi-static loading conditions, there is still a great deal to be discovered about how they fulfill
their protective roles when coupled together and when subjected to dynamic loads. The goal of
this doctoral study is to characterize the mechanical properties of both skull components over a
wide range of quasi-static and dynamic strain rates, and subsequently construct continuum and
microstructural models which are validated by experimental data and capable of predicting the
behavior of each material at strain rates pertinent to blunt impact and blast loading events.
To achieve this goal, a viscoelastic, viscoplastic constitutive model of cortical bone will first
be developed and validated using previously published and widely accepted experimental data.
Once this constitutive model, presented in Chapter 4, has been validated and generalized to a
three-dimensional formulation (Chapter 5), it will be employed in two separate micromechanical
models of trabecular bone. The first modeling approach is presented in Chapter 6, where the
architecture of three trabecular bone biopsy specimens is acquired directly through the use
of micro computed tomography (CT). The compact bone constitutive model is employed to
describe the constitutive response of the solid trabecular material and the overall structure is
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Figure 2-1: Cross-sectional cuts of the human skull demonstrating the typical outer table -
diploë - inner table sandwich structure (cortical - trabecular - cortical) [26, 31].
subjected to compressive loading and unloading boundary conditions. The results of these
simulations are then directly compared to experimental tests run on the original trabecular
biopsies. In the second micromechanical modeling approach, presented in Chapter 7, an
idealized trabecular network created by tessellation of a representative volume element (RVE) is
proposed and used with periodic boundary conditions (PBCs) to allow for more computationally
efficient investigation of the effect of strain rate and relative density on trabecular bone stress-
strain behavior. The predictions of these simulations are then validated against previously
published experimental findings.
2.1 Structure and Composition of Bone
At the nanometer length scale, both compact and trabecular bone can be viewed as composite
materials with analogous compositions: fibrous, organic matrices of collagen and other proteins
intertwined with inorganic molecules such as crystalline hydroxyapatite and amorphous calcium
phosphate (Figure 2-2). The inorganic calcium compounds give bone its stiffness while the
organic components bind the composite together and contribute to the material’s toughness.
Within both types of bone these mineralized collagen structures are arranged into collagen
fibrils, which then form collagen fibers, which are in turn arranged into lamellar sheets [74].
Within cortical bone these lamellar sheets are arranged into osteons: concentric cylinders of
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Figure 2-2: Schematic representation of bone from macrostructure to sub-nanostructure [74].
lamellae with a hollow core. These hollow cores, known as Haversian canals, are interconnected
by a series of canaliculi, or Volkmann’s canals, and allow vasculature and nerves to permeate the
dense bone material. This arrangement, also known as Haversian systems, allows oxygen and
nutrients to be carried to lacunae housed osteocytes deep within the otherwise impenetrable
regions of the bone. In contrast, trabecular bone, because of its less compact structure, does
not require this hierarchical mesostructure. While the bone is still formed by layers of calcified
lamellae, nutrients are able to reach its osteocytes directly from the surrounding vasculature and
marrow, without the need for Haversian systems [63]. This open-cell structure of trabecular
bone not only aids in the transport of nutrients, but also gives it some advantageous mechanical
properties, not least of which are its high stiffness-to-strength and strength-to-weight ratios [28].
2.2 Mechanical Properties of Cortical (Compact) Bone
The density of human compact bone has an approximate range of 1800 kg/m3 to 2000 kg/m3
[28]. As a material it is generally considered to be transversely isotropic with the stiffest direc-
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Figure 2-3: Characteristic stress-strain curves for compact bone at quasi-static rates [28].
tion being aligned with principal loading direction. In log bones this corresponds to a quasi-
static longitudinal Young’s modulus of approximately 17 GPa and quasi-static radial/tangential
Young’s moduli of about 11.5 GPa [63]. Reported values of Poisson’s ratio when loaded in
the longitudinal direction are typically about 0.36 for both quasi-static and dynamic rates [47],
although values ranging as widely as 0.20 to 0.49 have been reported for various orientations
within the cranial tables [72]. Characteristic curves for the stress-strain behavior of cortical
bone loaded uniaxially at low strain rates have been published and are widely accepted (Figure
2-3).
The material properties of compact bone, such as initial stiffness and strength, are well
known to exhibit a significant rate dependence [1, 4, 17, 47, 51, 55, 60, 76, 81, 88, 89, 93],
and numerous studies have been conducted at high strain rates pertinent to blast and blunt
impact loading conditions. One of the earliest and most widely cited studies on the high rate
viscoelasticity of cortical bone was undertaken by McElhaney [60] and employed a Tinius Olsen
electromatic testing machine, in combination with a novel air gun machine, to characterize
bovine femoral and embalmed human femoral cortical bone samples in compression at rates
ranging from 0.001 s−1 to 1500 s−1. The resulting stress-strain curves for human cortical bone
(Figure 2-4) have served as a benchmark for well over forty years and have subsequently found
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Figure 2-4: Stress-strain curves generated by McElhaney [60] for embalmed human femoral
cortical bone in compression.
widespread use in the validation and calibration of cortical bone constitutive models [34, 46, 51].
Wood [88] subsequently employed Instron TT-C and Plastechon hydraulic testing machines
to test human cranial bone in tension at strain rates of 0.005 s−1 to 150 s−1 with the resulting
elastic moduli ranging from 10.3 GPa to 22.1 GPa. The full stress strain curves from this
study are reproduced in Figure 2-5. Through regression analysis he characterized the measured
stiffness as function of strain rate as follows:
E = 16.0 + 1.93 log(ε˙) GPa (2.1)
In addition, he described the dependence of compact bone’s ultimate strength on strain rate
according to the following relationship:
S = 82.7 + 6.9 log(ε˙) MPa (2.2)
The split-Hopkinson pressure bar (SHPB) technique was used by Tennyson et al. [81] to
study the effect of post-mortem age on bovine femoral cortical bone at rates of 10 to 450 s−1.
The compressive modulus as a function of strain rate for samples with a post-mortem age of
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11 days was then fit to a Voigt model (σ = Eε+ ηε˙), where the long term elastic constant, E,
was found to be 18.1 GPa and the viscosity, η, 2.1 x 104 Ns/m2.
Crowninshield and Pope [17] studied the effect of strain rate on bovine tibial compact bone
specimens tested in tension at rates ranging from 0.001 s−1 to 200 s−1 through use of an Instron
TT-CM1 testing machine and a drop hammer device capable of impact velocities of up to 8
m/sec. Stress-strain curves generated by the study are reproduced in Figure 2-6.
Lewis and Goldsmith [55] also utilized the SHPB procedure to test bovine femoral cortical
bone in compression, tension, torsion, and combined torsion and compression. From the
compression data, and assuming linear viscosity, they subsequently fit a viscoelastic relaxation
function to the initial linear portion of the stress-strain behavior. This approach yielded a
relaxation time constant of 13 µs and a long term elastic modulus of 19.3 GPa. To allow for
comparison with the work of Tennyson et al. [81] and others, this function was also evaluated
as an equivalent Voigt model, which yielded a viscosity of 3.23 x 105 Ns/m2.
More recently, Katsamanis and Raftopoulos [47] employed a universal testing machine and
SHPB theory to test, in both tension and compression, human femoral cortical bone that had
been allowed to dry for several days. From their results they calculated an average static
(strain rate of 2 x 10−5 s−1) Young’s modulus of 16.2 GPa and an average dynamic (strain rate
of 100 s−1) Young’s modulus of 19.9 GPa. Again assuming a Voigt viscoelastic element, they
calculate a viscosity of 3.7 x 104 Ns/m2 for their experimental results.
All of the studies reviewed have documented the existence of a significant rate effect in the
mechanical behavior of compact bone. Throughout many of these studies, researchers have
attempted to describe the viscoelasticity of cortical bone by employing a Voigt model. The
published linear viscosity values for this modeling approach, however, range widely from 2.1 x
104 Ns/m2 to 2.3 x 109 Ns/m2 [4, 47, 55, 81, 93]. Detailed analysis by Lakes and Katz [51] has
demonstrated that this lack of apparent lack of consensus is due to the fact that a single time
constant, linear viscoelastic theory does not apply for bone over such a wide range of strain
rates. These models, while useful in understanding the most basic viscoelastic properties of
bone and allowing for comparison amongst experimental results, lack the ability to predict the
material response of compact bone in all but the most basic of loading conditions. A more
accurate and reliable rate-dependent constitutive model is therefore needed.
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Figure 2-5: Stress-strain curves generated by Wood [88] for human cranial cortical bone in
tension.
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Figure 2-6: Stress-strain curves generated by Crowninshield and Pope [17] for bovine femoral
cortical bone in longitudinal tension.
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Figure 2-7: Trabecular bone specimens with low bone volume fraction exhibit an open-cell
structure composed of thin, rod-like trabeculae (Left). Those specimens with higher volume
fraction exhibit a more close-cell structure (Right) [28].
2.3 Mechanical Properties of Trabecular (Cancellous) Bone
Numerous studies have also been devoted to understanding and characterizing the mechanical
properties of trabecular bone, but because of its complex microstructure this material has
proven even more difficult to accurately model. Depending on anatomic location and the levels
of stress experienced locally, values for trabecular bone relative density ranges widely from 5%
to 70%. Not surprisingly, the level of relative density within trabecular bone plays a key role
in determining the mechanical behavior of the material [28].
At lower relative density levels, trabecular bone has a structure similar to many open-cell
foams (Figure 2-7, left), while at higher relative densities, above about 0.5, trabecular rods
thicken into plate-like structures and the bone behaves more like a close-cell porous material
(Figure 2-7, right). In compression, trabecular bone demonstrates a complex loading behavior
which begins with an initial linear elastic region corresponding to elastic loading of the individual
struts (Figure 2-8). This initial elastic region is in turn followed by a plateau in the stress
which results from buckling of trabeculae and the formation of shear bands within the material.
Finally, at large strain, a sharp increase in the stress occurs, indicating densification of the
material and contact amongst trabeculae of the collapsed cells. The values of strain bounding
these regions, as well as the corresponding stress levels, shift as the relative density is increased,
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Figure 2-8: Characteristic stress-strain curves for uniaxial compression of hydrated trabecular
bone [28].
but the nature of the curves appear to remain similar at least until the relative density reaches
an upper bound of about 50%.
The role of relative density in determining both the initial stiffness and the compressive
strength of the material have been studied extensively, and the dependence of Young’s modulus
upon relative density generally described with a power law equation of the following form:
E ∝ ρarel (2.3)
Analysis by Gibson [27] has demonstrated upper and lower bounds for the exponent a of between
one and three, depending on the dominant mode of deformation within the structure. As seen
in Figure 2-9, these theoretical limits do an excellent job of bounding those values reported
experimentally by (a) Carter and Hayes [14], (b) Carter et al. [15], (c) Bensusan et al. [7],
(d) Hvid et al. [39], and (e) Linde et al. [58]. Regression analysis of experimental data by
researchers has yielded a wide array of values within these bounds. Early analysis by Carter
and Hayes [14] on both human tibial and bovine femoral trabecular bone reported Young’s
modulus to demonstrate a cubic relationship for relative densities ranging from approximately
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5% to 50%. Subsequent analysis, however, seems to indicate that the dependence is either
quadratic, as reported by Hodgskinson and Currey [37], or slightly less. For example, Ouyang
et al. [71] reported an exponent of 1.88 for human vertebral trabecular bone ranging in relative
density from 23% to 36% while Brear et al. [11] recorded an exponent of 1.87 for bovine femoral
trabecular bone. Using ultrasound techniques on femoral trabecular bone, Ashman and Rho
[3] reported an exponent of 1.88 for human specimens and an exponent of 1.57 for bovine
specimens. Linde et al. [58] observed a similar dependence for human trabecular bone form
the proximal tibia, with a power law exponent of 1.56. On the lower end of reported values,
Lotz et al. [59] found Young’s modulus to vary with relative density to the 1.4 power and Hvid
et al. [39] reported an exponent of 1.33.
Much of this variability may be due to changes in trabecular structures with anatomical
location. Morgan et. al. [64] found that coefficients of power law relationships for Young’s
modulus as a function of apparent density varied in a statistically significant manner with
changes anatomic location, while the exponents themselves varied from 1.49 to 2.18.
The compressive strength of trabecular bone is also known to be highly dependent upon
relative density, and similar to Young’s modulus, the relationship between strength and relative
density is generally described by a power law equation:
S ∝ ρbrel (2.4)
Theoretical analysis by Gibson [27] place upper and lower bounds on the exponent b of between
one and two. As seen in Figure 2-10, experimentally reported values for compressive strength
are well bounded by these theoretical limits [6, 7, 14, 15, 24, 33, 87]. For confined uniaxial
compression, Carter and Hayes [13] reported the dependence of trabecular bone compressive
strength to vary quadratically with relative density. Subsequent analysis on unconfined uniaxial
loading of trabecular bone has reported slightly smaller exponents, but all within the bounds
suggested by Gibson [27]. Lotz et al. [59], studying trabecular bone form the human proximal
femur with relative densities ranging from 8% to 45% reported that strength was found to vary
with relative density to the 1.8 power. A similar value of 1.77 was reported by Brear et al.
[11]. Analysis by Linde et al. [58] on human trabecular bone specimens from the proximal
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Figure 2-9: Experimentally reported values of Young’s modulus for trabecular bone as a
function of relative density compared to the theoretical upper and lower bounds of linear and
cubic dependencies [28].
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tibia reported an exponent of 1.65 while Hvid et al. [39] reported an exponent of 1.494 for
human trabecular bone from the same anatomical location. On the lower end of reported
exponents, Ouyang et al. [71] found a value of 1.29 while Hayes and Carter [33] reported a
linear dependence.
While relative density plays the largest role in determining the mechanical behavior of tra-
becular bone, significant strain rate effects have also been reported. These rate dependencies
have, however, historically drawn less attention from within the biomechanics mechanics com-
munity. One of the first reports of rate sensitivity in trabecular bone was by Galante et al.
[24] in which it was observed that there existed a statistically significant effect on the strength
of human vertebral trabecular when increasing strain rates from 0.00167 s−1 to 0.167 s−1. The
nature of this dependencies was not quantified until subsequent work by Carter and Hayes [13].
Employing a confined cylindrical compression fixture to test both human and bovine trabecular
samples to a minimum of 50% compressive strain at strain rates ranging from 0.001 s−1 to 10
s−1, these researchers surmised that the longitudinal compressive strength of trabecular bone
could be related to that of compact bone with the following empirical relationship:
S = Sc
(
dε
dt
)0.06( ρ
ρc
)2
(2.5)
where ρ/ρc describes the relative density of the specimen compared to compact bone,
dε
dt
is the
rate of strain, and Sc is a reference compressive strength of compact bone tested at 1.0 s−1
[13].
In a subsequent study, Carter and Hayes [14], these same authors propose a similar empirical
relationship for Young’s modulus of trabecular bone:
E = Ec
(
dε
dt
)0.06( ρ
ρc
)3
(2.6)
where ρ/ρc again describes the relative density of the specimen compared to compact bone,
dε
dt
the rate of strain, and Ec is the Young’s modulus of compact bone. The extremely small
specimen length-to-diameter ratio of less than 1:4 employed in this study does, however, raise
questions as to the validity of the moduli values recorded; especially in light of the difficulties
other researchers have reported in regards to obtaining artificially low stiffness values [68, 69].
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Figure 2-10: Experimentally reported values of compressive strength for trabecular bone as a
function of relative density compared to the theoretical upper and lower bounds of linear and
quadratic dependencies [28].
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The nature of the power law relationship, however, is supported by the findings of Ouyang et
al. [71] who similarly observed the Young’s modulus of human vertebral trabecular bone to vary
with strain rate with an exponent of 0.07 when loaded in uniaxial compression. Furthermore,
an experimental study undertaken by Linde et al. [58] on specimens of human trabecular bone
from the proximal tibia (apparent density ranging from 0.23 g/cm3 to 0.59 g/cm3) at strain
rates ranging from 0.0001 s−1 to 10 s−1 further corroborates the form and exponent of the
strain rate power law relationships proposed by Carter and Hayes. In their findings, Linde et
al. [58] calculated an exponent of 0.047 for Young’s modulus dependence on strain rate, and
an exponent of 0.073 for the dependence of compressive strength.
While the amount of work devoted to understanding the strain sensitivity of trabecular
bone is limited, data for the high strain rate behavior of trabecular is particularly sparse.
Recently, however, Shim et al. [77] employed a magnesium SHPB system to investigate the
high rate properties of human vertebral trabecular bone at rates of 100 s−1 to 1200 s−1 [77].
This data, combined with their own quasi-static data, allowed them to propose the following
one-dimensional, viscoelastic constitutive model for trabecular bone at small strains:
σ = 242ρ1.95ε+
t∫
0
354ε˙(τ)e−
t−τ
0.000055dτ + 0.122
√
ε˙ MPa (2.7)
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Chapter 3
Experimental Work
The model development effort in this thesis draws heavily from the wealth of experimental data
available for both cortical and trabecular bone within the published literature. The literature
studies are used to both gain insight into the material behavior and to validate the modeling
approach employed. Where data or answers to specific questions pertaining to the materials’
mechanical behavior were lacking, however, experimental studies were undertaken. These
studies employed both low and high strain rate uniaxial testing methodologies to characterize
mechanical behavior as a function of strain rate and, in the case of trabecular bone, relative
density. In addition, micro computed tomography (CT) analysis was employed to characterize
the cellular morphology of trabecular bone. This chapter therefore briefly outlines the protocols
and techniques employed in conducting these experimental studies. All experimental protocols
employed were approved by MIT’s Committee on Animal Care.
3.1 Sample Preparation
When dealing with biological tissues, proper specimen preparation and storage is essential to
ensure that the process of post-mortem tissue deterioration is arrested and its effects on the
mechanical behavior of the materials in question are minimized. Fortunately, due in large
part to its highly mineralized structure, bone is significantly less susceptible to post-mortem
effects than many other biological tissues. For our study, freshly excised bovine femurs were
purchased at Bertolino Beef Co. in Boston, MA and immediately transported to MIT for
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Figure 3-1: Freshly excised bovine femurs were acquired from Bertolino’s Beef Co. in Boston,
MA.
specimen preparation (Figure 3-1).
Femurs were first cut through the shaft, perpendicular to the axis, and the distal end was
then placed vertically into a drill press outfitted with an 8 mm nominal diameter diamond
coring bit used to cut both cortical and trabecular cores (Figure 3-2). The bone was clamped
vertically to reduce vibrations while coring, and to assure that the specimens were cored parallel
to the axis of the bone and their principal stress orientation. While coring, the 8mm diameter
diamond bit was continuously irrigated and run at a low speed to assure that the bone stayed
well hydrated and did not burn or fracture [48]. Cortical bone cores were acquired in a similar
manner from the femur diaphysis and care was taken to record the orientation (longitudinal,
radial, or hoop) at which the core was taken. For trabecular cores, a second cross-sectional
cut was made through the knee to release them (Figures 3-3 and 3-4). A low-speed diamond-
impregnated wafering saw was then used to slice both the cortical and trabecular cores into
orthogonal right cylinders with an approximately 1:1 length to diameter ratio (Figure 3-5).
These cylinders were then clamped into a specially designed grinding jig and ground to a
nominal height of 4 mm with faces parallel to one another within 20 microns. As described
below, the choice of a specimen geometry 8 mm in diameter and 4 mm in height was based on
the requirements of the high strain rate split-Hopkinson pressure bar (SHPB) technique.
Finally, to allow for a more accurate characterization of their relative densities, a select
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Figure 3-2: Bone cores are cut from the femur using an 8 mm diameter diamond masonry bit
with continuous irrigation.
Figure 3-3: A cut is made perpendicular to the knee to release the trabecular cores.
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Figure 3-4: A trabecular bone core prior to sectioning.
Figure 3-5: An irrigated diamond encrusted wafering saw is used to section the bone cores
into orthogonal right cylinders prior to grinding.
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Figure 3-6: Cortical and trabecular bone core sections are fit into a specially designed jig and
their faces ground parallel prior to testing.
subset of trabecular bone specimens were demarrowed. This was achieved by holding the
specimen in place with a wire mesh jig and spraying the pores clean of marrow with a high
speed water jet (Figure 3-7). Care was taken to assure the pressure of the water jet was not
such that it damaged any of the individual trabeculae.
The final cortical and demarrowed trabecular bone specimens were then weighed to the
nearest tenth of a milligram on a Sartorius CP124S scale to allow for calculation of density
and apparent density, respectively. For trabecular specimens that were not demarrowed a
rough estimate of relative density, ρrel, was obtained from the measured density, ρ, assuming
a compact bone density, ρc, of 2.1 g/cm
3 and a marrow density, ρm, of 1.0 g/cm
3 with the
following equation:
ρrel ≈
ρ− ρm
ρc − ρm
(3.1)
Examples of the fully prepared cortical and trabecular bone specimens are shown in Figure
3-8. Once machining of the specimens was complete, they were frozen in phosphate buffered
saline (PBS) at -20◦C and thawed to room temperature just prior to testing to minimize post-
mortem effects on the mechanical response of the material [57].
In addition to assuring proper preparation and storage techniques are employed, selection of
an appropriate specimen size is also important when dealing with novel testing methodologies
such as the split-Hopkinson pressure bar technique. With regard to selecting the appropriate
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Figure 3-7: Trabecular bone specimens were held in place with a wire mesh jig and
demarrowed using a high speed water jet.
Figure 3-8: Final cortical bone (left) and demarrowed trabecular bone (right) specimen
geometries.
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specimen geometry for SHPB tests, it is valuable to first consider what stress, strain, and strain
rate range is acceptable or desired. Shorter specimens allow for higher strains and higher strain
rates, while decreasing the area of the specimen will clearly increase the stress. The longer the
sample, the more time it takes to reach dynamic equilibrium. Hence, if the initial elastic portion
of the specimen’s curve is of interest a thinner sample should be used. In addition, samples
with a large length-to-diameter (L/D) ratios are at risk for buckling. The sample’s length,
however, cannot be decreased indefinitely. As the L/D ratio decreases, the effects of both radial
inertia and friction become greater, reducing the validity the results. Consequently, it is very
important to find the proper L/D ratio; one that enables the sample to quickly reach dynamic
equilibrium while also minimizing the effects of friction and radial inertia. For materials with
a Poisson’s ratio of approximately 0.33 and machined into a right circular cylinder, Davies
and Hunter [22] theorized longitudinal and radial inertia effects would cancel each other out
when the L/D ratio is 0.5. This ratio is corroborated by the ASM International’s current
recommendation that SHPB testing specimens maintain an L/D ratio of between 0.5 and 1.0
[40]. Bearing this in mind, it was decided to use a 0.5 L/D. The diameter of 8 mm was selected
such that the samples were large enough compared to the microstructural feature size to allow
a continuum assumption when analyzing their results [32, 48, 94].
3.2 Low Strain Rate Compression Testing
Low strain rate uniaxial compression testing on both cortical and trabecular bone specimens
was carried out at the Institute for Soldier Nanotechnologies on a Zwick/Roell Z010 (Figure
3-9). This machine has a 10 kN rated load cell with a maximum crosshead displacement speed
of 2000 mm/min. In theory, this would allow for strain rates of up to 10 s−1 with the chosen
specimen geometry, but in practice the crosshead controller was unable to accurately impose
rates of more than 1 s−1 with the trabecular bone specimens and 0.1 s−1 with the stiffer cortical
bone specimens.
Compression platens with one fixed and one spherical seat were employed in the investiga-
tions to minimize the effect of any misalignment in the specimen faces. Prior to testing the
compression platen with the spherical seat was brought into contact with the fixed seat platen
45
Figure 3-9: The ISN’s Zwick/Roell Z010 testing apparatus features a 10 kN rated load cell
and a 2000 mm/min crosshead displacement capability.
so as to align them. The spherical seat was then tightened into place and a platen-to-platen
compliance characterization test was run so as to allow for the removal of machine compliance
when calculating the strain experienced by the specimens in subsequent testing.
It should be noted that, despite these precautions, the testing protocol was found to lack
sufficient accuracy when measuring strain for specimens of the chosen geometry when the stiff-
ness of the material was greater than several GPa. This decrease in measured strain accuracy
for stiffer materials was independently verified by testing engineering materials of the same
specimen geometry and known material properties (aluminum, magnesium, and polycarbon-
ate). The result was a consistent underestimation of the of Young’s modulus for materials
stiffer than a few GPa. The difficulty in accurately measuring the elastic strain for these stiffer
materials is most certainly associated with the small specimen height employed (thus accen-
tuating the effect of any surface irregularities), inaccuracies in the calibration of the machine
compliance, and the small amount of elastic strain that these materials undergo prior to the
onset of yield. As a result, this testing protocol was found to provide accurate measurements
for the initial stiffness and yield/post-yield response of trabecular bone, but for the compact
bone specimens only yield strength and post-yield behavior could be observed with sufficient
accuracy.
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Figure 3-10: The ISN SHPB facility.
3.3 High Strain Rate Compression Testing
Uniaxial compression testing of cortical and trabecular bone at strain rates in the range of sev-
eral hundred to several thousand strain per second was conducted at the ISN’s split-Hopkinson
pressure bar (SHPB) facility (Figure 3-10). A full description of the facility and SHPB theory
is available in the author’s Master’s thesis [41] and in a recent Experimental Mechanics paper
[42]. In addition, a brief overview of the essential elements of SHPB theory is provided here
for the reader’s convenience.
In the modern split-Hopkinson pressure bar, or Kolsky bar, configuration, a striker bar is
forced at high speed towards an axially aligned incident bar (Figure 3-11). This impact induces
a compressive stress wave in the incident bar that is twice as long as the length of the striker
bar. The wave then travels down the length of the incident bar until it reaches the incident
bar-specimen interface. Because of an impedance mismatch with the softer specimen, part of
the wave is transmitted through the specimen into the transmission bar and part of the wave
is reflected back along the original incident bar (Figure 3-12). By measuring these signals
one can consequently deduce the corresponding stress, which is a function of the transmission
signal, and strain, which is a function of the reflected signal, to plot the stress vs. strain curves
of the material at rates of up to 10,000 strain-per-second.
To see how these calculations are conducted, we will now step through the underlying
principles of linear elastic split-Hopkinson pressure bar theory. Two basic assumptions are
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Figure 3-11: Schematic diagram of the modern split-Hopkison pressure bar configuration.
Figure 3-12: Typical SHPB signals measured at the incident and transmission bar strain
gauges.
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necessary for this approach: first, wave propagation within the bars must be one dimensional
(a condition which is satisfied by having axially aligned bars which are much longer than their
diameter); and second, the specimen must deform uniformly (a condition which can be verified
after the test by comparing the forces on the front and the rear of the sample or by recording the
specimen’s deformation with high speed photography). Bearing these requirements in mind,
we begin our formulation by defining the strain history in the sample as:
ε(t) =
u1 − u2
Ls
(3.2)
where u1 is the displacement of the front, or incident interface; u2 is the displacement of the
rear, or transmission interface; and Ls is the initial length of the specimen in the axial direction.
Note that in this sign convention compressive stresses and strains are taken to be positive. By
differentiating this expression with respect to time, one can arrive at the following expression
for strain rate:
dε(t)
dt
=
v1(t)− v2(t)
Ls
(3.3)
where v1(t) is the velocity of the specimen at the incident interface at time t, and v2(t) is that
of the specimen at the transmission interface. To calculate these velocities in the case of a
linear elastic pressure bar one need only multiply the longitudinal sound velocity in the bar,
cel, and the total strain at the interface of interest. For the transmission bar, the total strain
at the interface is simply εt(t), the signal measured by the transmission bar strain gauge; so
the velocity at the transmission face is cel ∗ εt(t). For the incident interface, however, the
total strain is εi(t)−εr(t), the difference between the incident and reflected signals as measured
by the incident bar strain gauge; so the velocity at the incident face is cel ∗ (εi(t) − εr(t)).
Combining these new expressions for velocity with (3.3), one can obtain a new formula for the
specimen strain rate in terms of the strain waves measured within the pressure bars:
dε(t)
dt
=
cel
Ls
(εi(t)− εr(t)− εt(t)) (3.4)
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Next, by simple force balance, we can describe the average stress in the specimen as:
σ(t) =
F1(t) + F2(t)
2As
(3.5)
where F1(t) is the force at the incident bar-sample interface, F2(t) is the force at the sample-
transmission bar interface, and As is the initial cross section of the specimen. For the elastic
case, the forces F1(t) and F2(t) can be calculated as follows:
F1(t) = EA0(εi(t) + εr(t)) (3.6)
F2(t) = EA0εt(t) (3.7)
where E is once again the Young’s modulus of the material composing the bar, and A0 is the
cross sectional area of the bar. Combining equations (3.6) and (3.7) with equation (3.5), one
can obtain the three wave formulation of stress (so called because it is in terms of the measured
incident, reflected, and transmitted pulses):
σ(t) =
EA0
2As
(εi(t) + εr(t) + εt(t)) (3.8)
When the sample has reached dynamic equilibrium, and is therefore experiencing uniform
deformation, the forces at the front of the specimen will necessarily be equal to the forces at
the rear of the specimen. Setting equations (3.6) and (3.7) equal:
εi(t) + εr(t) = εt(t) (3.9)
Utilizing this assumption, the equations for stress (3.8) and strain rate (3.4) can be simplified
to:
σ(t) =
EA0
As
εt(t) (3.10)
dε(t)
dt
= −2cel
Ls
εr(t) (3.11)
This formulation is known as the one wave approach (so called because each calculation depends
on only one pulse), and while it is advantageous because of its simplicity and decreased sensi-
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tivity to noise and timing, its validity should always be checked by examining the force balance
to assure that the sample is in dynamic equilibrium during the analysis. When planning an
experiment, a widely used rule of thumb is that the pulse must reflect three times within the
sample before dynamic equilibrium can be assumed. In addition, local failure at the incident
bar end of the sample violates the dynamic equilibrium requirement. To avoid this problem,
the magnitude of transient stress associated with the sudden application of a velocity v0 can
be calculated as σm = ρcv0, and one should check that this stress does not exceed the yield
stress of the specimen. Furthermore, high speed photography can be used for certain materials
to make sure failure of the specimen is uniform and does not start at either the incident or
transmission interfaces.
While the overall linear elastic SHPB technique is widely accepted and works well for samples
having impedances only slightly less than the bar, it loses its accuracy when the sample to be
characterized is overly compliant. This is due to the fact that the signal-to-noise ratio in the
transmission bar becomes smaller as the specimens examined become softer. To overcome this
shortcoming, numerous approaches to refining the split-Hopkinson pressure bar technique have
been introduced.
One approach, which we employed for characterizing trabecular bone at high strain rates,
is to simply use a hollow linear elastic transmission bar. This method, initially proposed by
Chen et al. [16], enables a larger strain in the transmission bar with the same transmitted
force by reducing the effective impedance of the bar. This technique is advantageous in that it
requires only slight modification of the linear elastic equations just derived for a solid cylindrical
pressure bar. Equations (3.4) and (3.5) for strain rate and stress remain the same, as does
equation (3.6) for the front force calculation, but the rear force equation must be updated to
reflect the changed area of the transmission bar, At:
F2(t) = EAtεt(t) (3.12)
Now substituting equations (3.6) and (3.12) into equation (3.5), we arrive at our new equation
for stress:
σ(t) =
E
2As
(A0 ∗ (εi(t) + εr(t)) +At ∗ εt(t)) (3.13)
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Also, when dynamic equilibrium is reached, the force balance previously represented by equation
(3.9) is replaced by:
A0 ∗ (εi(t) + εr(t)) = At ∗ εt(t) (3.14)
As a result equations (3.10) and (3.11) of the one wave approach must be revised as follows:
σ(t) =
EAt
As
εt(t) (3.15)
dε(t)
dt
=
cel
Ls
[
εi(t)
(
1− Ao
At
)
− εr(t)
(
1 +
Ao
At
)]
(3.16)
As a final check we see that when At is set equal to A0, as in the case of a solid linear elastic
transmission bar, all of the above equations reduce to their original form. It should also be
noted that for this technique, because the specimen interface end of the bar must be solid, there
is some concern regarding the transmission of the pulse’s higher frequency components. This
concern, however, can be easily addressed by utilizing pulse shapers to reduce the magnitude
of the higher frequency components [16].
3.4 Micro Computed Tomography (CT) Scans
One of the key milestones in developing a trabecular bone micromechanical model was accu-
rate selection of an appropriate representative volume element. Initial attempts to utilize
two-dimensional micrographs proved difficult to interpret into an accurate three-dimensional
structure. To gain further insight into the nature of trabecular bone morphology it was decided
to employ micro computed tomography (CT), which allowed us to reconstruct the three dimen-
sional architecture of the as well as enable finite element analysis on actual representations of
specimen geometries.
Initial CT scans were acquired with the help of our collaborators, Dr. Rajiv Gupta (Di-
rector of the Ultra-High Resolution Imaging Lab) and Dr. Catherine Phan (Research Fellow
in Radiology) at the Massachusetts General Hospital’s imaging facilities. Dr. Gupta allowed
access to his flat panel volume CT machine which offered a 150 micron voxel resolution. Sample
images employing this approach are shown in Figure 3-13. Once the CT images were acquired
they were imported into the Mimics software suite where the structure was isolated from the
52
background by a process known as segmentation. A quantitative scale employed in radiology
to describe attenuation of radiological signals, Hounsfield Units (HU), were used to establish
thresholds which determined the type of material filling each of the three-dimensional voxels
in the scan. Unfortunately, while these images did offer an improved understanding of the
microstructure over the two-dimensional micrographs alone, the resolution of the scans was
such that accurate segmentation of the structure proved extremely difficult, if not impossible.
Specimen geometries reconstructed with the technique displayed artificially high volume frac-
tions inconsistent with the density values measured experimentally and morphologies observed
in the two-dimensional micrographs. This finding is consistent with the work of Ulrich et al.
[85] who found that a voxel resolution of 168 microns resulted in a loss of connectivity and poor
finite element results compared to the use of a 28 micron resolution.
To address this issue a second generation of micro CT scans was acquired using the Koch
Institute’s eXplore Locus In-Vivo Micro CT Scanner by GE Healthcare, which features a voxel
resolution of 27 microns and a field of view of up to 80 mm. A typical trabecular bone CT scan
acquired from this machine is shown in Figure 3-14. The improved resolution of these scans
enabled us to more accurately isolate the internal boundaries of the solid phase of the trabecular
bone material. For these higher-resolution scans, segmentation was performed using Amira
from Visage Imaging. Segmentation within the Amira software package was again achieved
with an HU thresholding approach analogous to the manner in which segmentation was achieved
with Mimics. Finally, for those specimen micro CT scans which were to be converted into a
finite element mesh, the segmented structure was either exported into ANSYS as a triangular
surface mesh for subsequent mesh refinement (Figure 3-15), or resampled to a lower resolution
within Amira and used to generate a coarse tetrahedral mesh. With either approach the final
volumetric mesh was imported into Abaqus with quadratic tetrahedral elements and loading
conditions were simulated as described in Chapter 6.
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Figure 3-13: Micro CT images obtained with the MGH’s flat panel volume CT facility (150
micron voxel resolution).
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Figure 3-14: Micro CT images obtained with the Koch Institute’s eXplore Locus CT scanner
(27 micron voxel resolution).
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Figure 3-15: Sample quadratic tetrahedral mesh generated by exporting the segmented CT
scan into ANSYS.
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3.5 Select Experimental Results
The experimental techniques described in this chapter were used in a wide number of investi-
gational studies. Results for the low strain rate technique on select trabecular bone biopsies
are presented in Chapter 6. In this section we also briefly present several select high rate
stress-strain curves obtained with the SHPB technique for both cortical and trabecular bone.
In Figure 3-16 we show results for bovine femoral cortical bone tested in the longitudinal
direction at high rate. As evident in the figure a clear increase in both stiffness and strength
is observed when moving from a nominal strain rate of 600 s−1 to 1200 s−1. The compressive
strengths indicated by these curves agree well with previously reported results for the compres-
sive strength of compact bone by McElhaney [60]. The initial slope of the curves, however, is
less than expected and the strain corresponding to the peak stress is significantly larger than
reported in the previous results. This would seem to indicate that strain in the specimen is not
accurately measured; not a surprising result given that the strain is not measured directly and
instead obtained from integration of the strain rate, which itself is rather noisy. This short-
coming has been encountered by other researchers as well [77], and would best be overcome by
outfitting the specimen directly with strain gauges [60, 88].
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Figure 3-16: High strain rate stress vs. strain curves obtained with the SHPB technique for
bovine compact bone loaded uniaxially in the longitudinal direction.
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Figure 3-17: High strain rate stress vs. strain curves obtinaed with the SHPB technique for
bovine trabecular bone with marrow in situ.
High strain rate stress-strain curves for bovine femoral trabecular bone with marrow in situ
are shown in Figure 3-17. Note that while there does appear to be a significant rate effect, the
relative density plays a much more influential role in determining mechanical behavior of the
material. Also note that the relative density values reported are only rough approximations
obtained with the approximation technique outlined earlier.
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Chapter 4
A One-Dimensional Constitutive
Model for Compact Bone
The stress—strain behavior of cortical bone is well known to be strain-rate dependent, exhibiting
both viscoelastic and viscoplastic behavior. Viscoelasticity has been demonstrated in literature
data with the initial apparent Young’s modulus more than doubling as applied strain rate is
increased from 0.001 to 1500 s−1 [60], and strong dependence of yield strength on strain rate has
also been reported, with the yield stress at 250 s−1 having been observed to be more than twice
that at 0.001 s−1 [17]. Constitutive models which capture this rate-dependent behavior from
very low to very high strain rates are required in order to model and simulate the full range of
loading conditions which may be experienced in vivo. Accurate characterization and modeling
of a material’s strain rate dependence becomes particularly important when investigating the
impact, ballistic and blast type loading events of interest to this study. As reviewed in Chapter
2, numerous researchers have employed a Voigt model to describe the viscoelastic properties
of cortical bone [4, 47, 55, 81, 93]. This approach, while useful in comparing datasets over a
relatively narrow range of uniaxially applied strain rates, fails to accurately predict the behavior
of the material in all but the simplest of loading conditions, and moreover neglects the material’s
viscoplastic behavior entirely.
In an attempt to more accurately capture both the viscoelastic and viscoplastic character-
istics of the compact bone, Hight and Brandeau [34] proposed the following constitutive model
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Figure 4-1: The Hight-Brandeau model fit to the data of McEhaney [60].
based upon a modified version of the Ramberg-Osgood equation:
ε =
σ
cε˙d
+ aσN ε˙b (4.1)
where the first term of the equation on the right hand side captures the initial viscoelastic
behavior and the second term accounts for a viscoplastic rollover in stress. To validate this
approach, the proposed Hight-Brandeau model was fit to three sets of previously published
stress-strain data: McElhaney [60], Wood [88], and Crowninshield and Pope [17]. The resulting
model fits are shown in Figures 4-1, 4-2, and 4-3. While the proposed model did provide
reasonable curve fits for both the Wood and the Crowninshield and Pope data, those of the
McElhaney data demonstrates a significant level of error at the higher strain rates of 300 s−1
and 1500 s−1 (note that neither Wood nor Crowninshield and Pope conducted tests at rates
higher than 250 s−1). Furthermore, as seen in Table 4.1, the parameters obtained by Hight
and Brandeau in the curve fitting process vary greatly amongst data sets (by nearly ninety
orders of magnitude in the case of parameter a) and are therefore unlikely to be capturing the
underlying mechanisms of deformation.
In order to overcome the inconsistencies of the Hight-Brandeau model, we have developed
a new rate-dependent constitutive framework for compact bone which is based upon observed
trends in published data for the mechanical behavior of compact bone both prior to and sub-
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Figure 4-2: The Hight-Brandeau model fit to the data of Wood [88].
Figure 4-3: The Hight-Brandeau model fit to the data of Crowninshield and Pope [17].
Data Set c d a N b
Crowninshield and Pope [17] 11.69 0.01798 4.09E-106 45.25 -2.336
McElhaney [60] 24.50 0.6707 2.02E-18 6.534 -0.3740
Wood [88] 15.21 0.5670 1.37E-18 7.662 -0.4127
Table 4.1: Parameters of the Hight-Brandeau model fit to the data sets of McElhaney, Wood,
and Crowninshield and Pope.
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Figure 4-4: Schematic representation of the viscoelastic, viscoplastic constitutive model
derived for cortical bone.
sequent to the point of yield (but prior to fracture). This model allows for parameter fits
that are significantly more consistent amongst the various data sets. A full description of the
development and curve fitting of this model has been recently published in Acta Biomaterialia
[44] as part of this thesis work and is reviewed here. The proposed model, depicted in Figure
4-4, has an overall stress state which drives both the viscoelastic and viscoplastic response:
σ = σV E = σV P (4.2)
and a total strain which is expressed as the summation of the viscoelastic and viscoelastic
components acting in series:
ε = εV E + εV P (4.3)
4.1 Viscoelastic Component
To gain further insight into the nature of cortical bone viscoelasticity, we first examine the initial
elastic moduli of the previously discussed data sets against strain rate (Figure 4-5). Despite the
variety of testing conditions (both compression [C] and tension [T] on hydrated [W], embalmed
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[E], and dehydrated [D] specimens) and the variety of species tested (both bovine [B] and human
[H]), the overall trend between the initial apparent Young’s modulus and the log of strain rate
is consistent. At rates lower than 300 s−1 there is an approximately linear relationship between
modulus and strain rate, with a similar slope observed for all the data sets. This suggests the
existence of a consistent underlying viscoelastic mechanism at these lower rates.
Furthermore, the collective data for hydrated specimens exhibits a clear and fairly consistent
increase in rate sensitivity at rates above 300 s−1, indicating the contribution of a second
viscoelastic stiffening mechanism with a much shorter time constant. This finding of two
distinct strain-rate sensitivity regimes is consistent with the work of previous researchers whose
attempts to evaluate the complex dynamic modulus from McElhaney’s data established that
simple linear viscoelasticity theory with one time constant is not sufficient to fully characterize
cortical bone over the strain-rate range of interest [51].
This finding suggests that the error in Hight’s predictions at high rates is most likely due
to the model’s use of a single non-linear dashpot in characterizing the material’s viscoelasticity.
Careful examination of previous researchers’ data has revealed that cortical bone exhibits a
significantly larger rate of increase in elastic modulus at strain rates greater than about 300
s−1, which is more accurately captured by the introduction of a second viscoelastic branch.
The existence of this second branch also indicates the presence of two separate viscoelastic
mechanisms: one most likely related to the viscoelasticity of collagen, which comes into effect
at the lower strain rates; and a second mechanism, effective at rates above 300 s−1, which we
believe is related to hydraulic stiffening of the material. To capture these two viscoelastic phases,
a Maxwell-Weichert model with two linear viscoelastic branches is employed (Viscoelastic Box
of Figure 4-4). The overall one-dimensional, uniaxial behavior of this type of model can be
captured by employing the following set of equations:
Equilibrium Equations:
σV E = σE0 + σE1 + σE2 (4.4)
σE1 = σV 1 (4.5)
σE2 = σV 2 (4.6)
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Figure 4-5: Apparent Young’s moduli for cortical bone at various strain rates including the
model fits to McElhaney [60], Wood [88]. and Crowninshield and Pope [17].
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Compatibility Equations:
εV E = εE0 = εE1 + εV 1 = εE2 + εV 2 (4.7)
ε˙V E = ε˙E0 = ε˙E1 + ε˙V 1 = ε˙E2 + ε˙V 2 (4.8)
Constitutive Equations:
σE0 = E0εE0 (4.9)
σE1 = E1εE1 (4.10)
σE2 = E2εE2 (4.11)
σV 1 = η1ε˙V 1 (4.12)
σV 2 = η2ε˙V 2 (4.13)
where the superscript VE is used to distinguish the viscoelastic strain and strain rate compo-
nents from that of the total strain and strain rate, which will also later include a viscoplastic
contribution. Subscript 0 refers to the long-term equilibrium behavior; and subscripts 1 and
2 refer to the first and second viscoelastic mechanisms, each characterized by a modulus and a
viscosity.
While no closed form solution can be found for this set of equations for the case of an
arbitrary strain history, one can be derived for an applied constant strain rate history, which is
approximately the case in many of the experimental studies discussed. For this type of loading
history, equations (4.4) through (4.13) are combined to yield the following solution:
σ(t) = E0ε
V E + η1ε˙
V E
(
1− e−
E1t
η1
)
+ ηsε˙
V E
(
1− e−
E2t
η2
)
(4.14)
We note that in the process of selecting an appropriate viscoelastic formulation to capture
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the experimental trends shown in Figure 4-5, attempts were also made to employ Voigt, Maxwell
and standard linear solid models, but in each case it was found that these models lacked the
ability to reliably characterize the increasing tangent modulus of the material over the full range
of strain rates employed. Furthermore, non-linear dashpots and a Maxwell—Weichert model
with three linear viscoelastic branches were also examined, but it was found that in both cases
this increased complexity added little to the ability of the model to capture the salient material
behavior. Physiologically, the existence of two distinct time constants suggests the existence of
two separate viscous mechanisms within the microstructure of the bone. The rate sensitivity
at lower strain rates is likely due to the nature of collagen fiber viscoelasticity [51, 78]. It is
interesting to note that in the Adharapurapu et al. [1] study, specimens tested in a dried state
did not appear to demonstrate a second viscoelastic strain-rate regime and may suggest that
this increase in apparent modulus reflects an effect due to the presence of interstitial fluid within
the microstructure [1]. Previous researchers have also noted a decrease in rate sensitivity of
cortical bone corresponding to a decrease in water content [61].
4.2 Viscoplastic Component
The viscoplasticity of cortical bone is clearly observed from the dependence of yield stress on
strain rate in the stress—strain curves published by McElhaney [60] and Crowninshield and Pope
[17]. Further, this rollover in stress has been verified to be the result of plasticity as measured
by a long-term residual strain [55]. Unfortunately, however, there is a lack of published data
for the complete unloading stress—strain behavior, so development and validation of the model’s
viscoplastic behavior is currently based solely on prediction of the rollover in stress. To aid
in characterization of viscoplasticity, yield stress, as calculated by an offset from the initial
modulus, is plotted against strain rate on a log—log scale for both the McElhaney [60] and
Crowninshield and Pope [17] data sets (Figure 4-6). The nearly constant slope of the resulting
plot indicates that the relationship between yield stress and viscoplastic strain rate can be
accurately captured with a power law type equation:
ε˙V P =
σ
|σ|
( |σ|
S0
)m
(4.15)
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Figure 4-6: Yield stress vs. strain rate for cortical bone as calculated from the McElhaney [60]
and Crowninshield and Pope [17] data sets. Solid lines represent model fits based on
Equation 4.15.
where the exponent m is determined from the inverse of the slope of the trend line and S0, a
reference value for the yield stress at 1 s−1, is calculated from the y-axis intercept. Model trend
lines based on Equation 4.15 are plotted along with the data in Figure 4-6 and the modeling
component is represented schematically in the viscoplastic box of Figure 4-4.
4.3 Combined Viscoelastic-Viscoplastic Behavior
The parameters of the proposed 1D model are fit to the three previously discussed data sets
which provide a complete set of uniaxial stress—strain curves as a function of strain rate (specifi-
cally: Crowninshield and Pope [17], McElhaney [60], andWood [88]). The initial linear response
of each data set was isolated and used to fit the three elastic and two viscous parameters of
the viscoelastic portion of the model. Fitting was achieved by a combination of hand calcu-
lations, facilitated by the model decomposition into mechanisms operative at different rates,
and a non-linear optimization algorithm employing a bounded downhill simplex method with a
software package developed in-house [45]. The viscoplastic parameters were then fit separately
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Figure 4-7: Stress-strain curve fits of the model compared to data points from the original
McElhaney [60] curves.
Data Set E0 [GPa] E1 [GPa] E2 [GPa] η1 [MPa·s] η2 [kPa·s]
McElhaney [60] 16.2 4.4 23.5 132 227
Wood [88] 9.9 6.3 6.2 128 82
Crowninshield and Pope [17] 9.9 1.9 10.8 115 35
Table 4.2: Viscoelastic model parameters as fit to the data sets of interest.
by hand on a log—log plot as shown in Figure 4-6. These two sets of parameters, the viscoelas-
tic and viscoplastic, were then used as seed points for the final optimization which again used
the bounded downhill simplex optimization algorithm. The results of these parameter fitting
exercises are shown in Figures 4-7, 4-8, and 4-9, and the corresponding parameter values are
listed in Tables 4.2 and 4.3. It should be noted that the Wood data set did not demonstrate
sufficient plasticity prior to failure to allow for the fitting of the two viscoplastic parameters,
so values were selected intermediary to those of the other two data sets. Potential reasons for
the apparent lack of plasticity prior to failure in this data set are provided in the structural
insights section that follows.
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Figure 4-8: Stress-strain curve fits of the model compared to data points from the original
Wood [88] curves.
Figure 4-9: Stress-strain curve fits of the model compared to data points from the original
Crowninshield and Pope [17] curves.
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Data Set S0 [MPa] m
McElhaney [60] 222 18.24
Wood [88] 200* 18.20*
Crowninshield and Pope [17] 118 18.10
Table 4.3: Viscoplastic model parameters as fit to the data sets of interest.
* Indicates insufficient plasticity prior to failure; parameters based on previous fits.
Data Set τ1 τ2
McElhaney [60] 30.0 ms 9.6 µs
Wood [88] 20.6 ms 13.2 µs
Crowninshield and Pope [17] 60.5 ms 3.2 µs
Table 4.4: Characteristic time constants associated with the curve fits.
In general, the stress—strain curves of the proposed model (Figures 4-7, 4-8, and 4-9) demon-
strate excellent agreement with the originally published studies, and the fit model parameters
(Tables 4.2 and 4.3) are highly consistent amongst the various data sets. This is especially
significant given the variety of testing conditions and species used in the various studies as well
as the highly inconsistent parameters of the previous model to these same datasets. The each
of fitted parameters is found to be within an order of magnitude across the three separate data
sets, indicating the modeling framework is capturing the underlying mechanisms of deformation
and rate sensitivity, rather than simply acting as a curve-fitting tool. Futhermore, the values
for the first viscosity term, η1, agree well with the values published by Bargren et al. [4] and
Zhang et al. [93], while the second viscosity term values are in good agreement with the findings
published by Katsamanis and Raftopoulos [47], Lewis and Goldsmith [55], and Tennyson et al.
[81].
The characteristic time constants for each parameter fit, as calculated by the ratio of the
viscosity and elasticity of each of the two viscoelastic branches, are presented in Table 4.4. The
shorter time constants agree well with previously reported values between 1 and 13 µs [55, 90],
while the longer time constants are in agreement with the values reported by Melnis and Knets
in the 27—592 ms range [61]. The longer time constants also fall in the range of values that can
be calculated from the values reported by Bargren et al. [4] and Zhang et al. [93] for modulus
and viscosity.
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It is also useful to look at the contribution of each branch to the overall stress—strain response
of the material model. We do this now for the model fit to the McElhaney [60] data set. In
Figure 4-10 we see that at extremely low rates, only the elastic and viscoplastic portions of the
model contribute to the overall stress—strain response of the material. The fully elastic element
provides the initial stiffness of the response, while the viscoplastic dashpot allows the material
to flow when a critical stress level is reached. At an intermediate rate of 1 s−1, we see that the
first viscoelastic branch, VE1, begins to significantly contribute to the overall response of the
material. Moving into the high-rate regime, we see that at 100 s−1 the two viscoelastic branch
contributions, VE1 and VE2, are comparable in magnitude. Finally, at the highest rate regime
modeled, 1000 s−1, the second viscous branch contribution to the overall stress—strain response
becomes approximately equal to that of the low-rate linear elastic response, consistent with
the factor of two increase in both initial stiffness and yield strength observed experimentally at
these rates.
4.4 Structural Insights
Although the development of this model was based exclusively upon a phenomenological ap-
proach and not explicitly constructed from examination of the material microstructure, it is
nevertheless worth discussing the potential physical mechanisms underlying the recorded be-
havior. The first viscoelastic branch, corresponding to a longer time constant in the tens of
milliseconds range, can be ascribed to the combined viscoelastic effects associated with intra-
and inter-osteonal shearing mechanisms such as sliding of collagen fibers relative to one an-
other [78], shearing motion between lamellar layers [8] (Figure 4-11), and slippage along the
polysaccharide substance that occurs at cement line interfaces [52] (Figure 4-12).
The second viscoelastic branch, with a shorter time constant on the order of microseconds,
only provides substantial deformation resistance at rates above approximately 300 s−1. This
higher-rate time-dependent response, which has been observed to be less pronounced in dehy-
drated specimens, is potentially due to hydraulic stiffening. Previous researchers have utilized
poroelastic finite-element simulations and calculated that relaxation times associated with fluid
flow in the Haversian canals is also on the order of microseconds [80, 92]. Furthermore, Lieb-
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Figure 4-10: Contributions of each branch to the overall stress-strain response at various
strain rates.
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Figure 4-11: The proposed intra-osteonal shearing of lamellar layers relative to one another
(inter-lamellar) to accomodate deformation is analogous to the maner in which fingercuffs
accomodate deformation [38].
Figure 4-12: Transverse compression deformation may be accomodated by inter-osteonal
shearing of osteons relative to one another [73].
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schner and Keller have demonstrated that a shear-thickening fluid within a linear elastic solid
structure mimicking that of cortical bone can lead to significant increases in apparent Young’s
modulus at rates of up to 103 s−1 [56]. These results agree closely with the predictions of
our own model, suggesting that the higher-rate viscoelastic branch is most likely capturing a
hydraulic stiffening effect. It is unclear, however, whether the apparent hydraulic stiffening
observed under uniaxial loading conditions is the result of a poroelastic effect or a fluid shear-
thickening effect. Experimental results for shear loading at various strain rates would be needed
to pinpoint the underlying mechanism and determine how this higher-rate viscoelasticity should
be most accurately generalized to a 3D formulation.
Viscoplasticity is also an important feature of the model and the overall mechanical behavior
of cortical bone. Previous researchers have suggested that this permanent deformation is most
likely accommodated through the breaking and reforming of sacrificial bonds between collagen
fibrils and lamellar layers; moreover, this mechanism has been shown to be a rate-dependent
phenomenon [19, 23, 62, 75, 82, 91].
Interestingly, the existence of such a plasticity mechanism would also help account for the
lack of plasticity before failure observed in the Wood [88] stress—strain data. The McElhaney
[60] and Crowninshield and Pope [17] data sets were both acquired from femoral specimens
tested in the longitudinal direction and the load was therefore aligned with the principal osteon
direction. The data from the Wood study, however, was acquired from cranial specimens loaded
in tension. Wood made no attempt to identify the principal osteon direction in his study, and it
has been noted by previous researchers that osteonal direction within cranial specimens cannot
be directly inferred from anatomical landmarks [72]. It is therefore highly probable that the
specimens tested by Wood were loaded in tension in a direction not aligned with the principal
direction of the osteons. We would therefore expect the behavior to more closely resemble
that of bone loaded in the transverse direction, and indeed previous studies have found that
cortical bone does not demonstrate significant plasticity before failure when loaded transversely
in tension [28]. This change in behavior with tensile loading direction is likely due to the fact
that, when loaded transversely, cracks can quickly propagate along the polysaccharide interface
at cement lines (Figure 4-13) and lead to failure prior to the activation of the aforementioned
plasticity mechanism.
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Figure 4-13: Micrograph highlighting the path of failure along cement lines when cortical
bone is loaded transversely in tension (Image: [73]).
This viscoplasticity mechanism would additionally explain why more plasticity is seen in
longitudinal tension than in compression, as osteon pull-out, which is observed in tension but
not compression [62], allows for a inter-osteonal shearing (in addition to the intra-osteonal shear
described earlier) and therefore a greater number of bonds to be sacrificed.
It is important to note, however, that the proposed constitutive model does not attempt to
characterize or predict the onset of failure in the material and its use should be restricted to
those strain ranges at which failure is unlikely to occur. Incorporating failure and anisotropy
(necessary not only for more accurately predicting the initial stiffness, but more importantly for
predicting onset of failure given the directional dependence of the failure in the material) are
two important aspects of the material behavior that remain to be addressed in future revisions
of the model.
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Chapter 5
Three-Dimensional Generalization of
the Constitutive Model
In this chapter, the one-dimensional constitutive model for cortical bone developed in the
preceding chapter is generalized to a three-dimensional formulation. The required finite strain
kinematics are presented first, followed by a description of the material’s three-dimensional
constitutive response. Numerical implementation of the approach described in this chapter
has been conducted within the framework of the commercial finite element package Abaqus.
5.1 Kinematics
In generalizing the constitutive model to a three-dimensional formulation we employ the concept
of a deformation gradient, F, which maps the the deformation undergone by the material in
moving from the reference body, B0, to the observed body, Bt, in Euclidean point space. The
deformation gradient is defined as follows:
F =
∂x
∂X
(5.1)
where x is a vector describing the current position of a given material point, and X is a vector
describing the reference position of the same point. A multiplicative decomposition of the
deformation gradient into viscoelastic and viscoplastic components through an intermediary
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Figure 5-1: Schematic representation of the deformation gradient, F, which maps the initial
body configuration, B0, to the current deformed configuration, Bt. This deformation
gradient can be multiplicatively decomposition into viscoplastic, FV P , and viscoelastic, FV E ,
contributions through and intermediatary configuration as shown.
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configuration is assumed (Figure 5-1). The decomposition, equivalent to the elastic-plastic
multiplicative decomposition presented by Lee [53], is given in the following form:
F = FV EFV P (5.2)
where the superscripts VE and VP again denote the viscoelastic and viscoplastic components
respectively. A large strain kinematics model based on this decomposition has been imple-
mented numerically by employing a semi-implicit integration scheme in which the viscoplastic
deformation gradient at the current time increment, FV P (t+ dt), is calculated explicitly from
the previous viscoplastic deformation gradient, FV P (t); the rate of change of the previous vis-
coplastic deformation gradient, F˙V P (t); and the size of the time increment, dt:
F
V P (t+ dt) = FV P (t) + F˙V P (t)dt (5.3)
The current viscoelastic deformation gradient, FV E(t+dt), is then calculated implicitly from
the current total deformation gradient, F(t + dt), and the inverse of the current viscoplastic
deformation gradient given by Equation 5.3:
F
V E(t+ dt) = F(t+ dt)FV P
−1
(t+ dt) (5.4)
It should be noted that from this point on then, unless otherwise specified, all quantities are
assumed to be for the current time increment (t+ dt).
The velocity gradient, L, which can be expressed as the sum of the symmetric stretching
tensor, D, and the skew spin tensor, W:
L = F˙F
−1
= D+W (5.5)
is additively decomposed in this formulation into separate viscoelastic and viscoplastic velocity
gradients as follows:
L = LV E+LV P (5.6)
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where
L
V E = F˙V EFV E
−1
(5.7)
and
L
V P = FV EL˜V PFV E
−1
(5.8)
where
L˜
V P = F˙V PFV P
−1
(5.9)
Note that the velocity gradients LV E and LV P reside in the current configuration whereas L˜V P
resides in the intermediate configuration. In addition, the current configuration viscoplastic
velocity gradient can be further decomposed into its symmetric and skew parts as follows:
L
V P = DV P +WV P (5.10)
Finally, we prescribe the viscoplastic spin to be zero (WV P ≡ 0). The rate of change of the
viscoplastic deformation gradient therefore can be calculated:
F˙
V P = L˜V PFV P = FV E
−1
D
V P
F
V E
F
V P= FV E
−1
D
V P
F (5.11)
where the viscoplastic stretch, DV P , is prescribed constitutively as described in the following
section.
5.2 Constitutive Response
With the finite strain kinematics for the model defined we must now assign the strain mea-
sures and corresponding constitutive relations which will be used in calculating the material’s
mechanical response to deformation. Similar to the one-dimensional formulation, the three-
dimensional model comprises a viscoelastic response (which contains both linear elastic and
multiple linear viscoelastic components) and a non-linear power-law type viscoplastic response.
In generalizing our one-dimensional formulation to 3D, it is necessary to apportion the uniaxial
resistance to deformation to independent shear and bulk contributions. For the viscoelastic re-
sponse it was decided that, since the majority of potential rate dependent mechanisms identified
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Figure 5-2: Schematic representation of the three-dimensional viscoelastic, viscoplastic
constitutive model for cortical bone.
in the previous structural insights section (Section 4.4) are shear dominated phenomena, the
shear response would be generalized as viscoelastic while the bulk response would be described
as entirely linear-elastic. For the viscoplastic response we followed the common assumption
that all plastic deformation can be modeled as isochoric. An updated constitutive schematic
for the three-dimensional formulation is provided in Figure 5-2. In the remainder of this sec-
tion we describe the linear-elastic, the shear-only viscoelastic Maxwell, the overall combined
viscoelastic, and the non-linear viscoplastic constitutive responses.
5.2.1 Linear Elastic Response
In calculating the linear-elastic bulk and shear responses we employ the Green-LaGrange strain
measure:
ε
V E =
1
2
(
C
V E − 1) (5.12)
where the viscoelastic right Cauchy-Green tensor, CV E, is calculated from the viscoelastic
deformation gradient as follows:
C
V E = FV E
T
F
V E (5.13)
The 2nd Piola-Kirchhoff stress tensor for the linear elastic bulk and shear responses can then
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be determined from:
S
E = 2µ0ε
V E +
(
K − 2
3
µ0
)
tr
(
ε
V E
)
1 (5.14)
where the shear and the bulk moduli, µ0 and K respectively, are calculated as follows from the
elastic modulus of the one-dimensional model, E0, and the Poisson’s ratio, υ:
µ0 =
E0
2(1 + υ)
(5.15)
K =
E0
3(1− 2υ) (5.16)
The 2nd Piola-Kirchhoff stress is then brought forward to the current configuration and used
to calculate the current Cauchy stress as follows:
T
E =
F
V E
S
E
F
V ET
det (FV E)
(5.17)
In order to allow for convergence of the constitutive model in a numerical implementation,
we must also determine how the linear-elastic stress response will change given a change in local
strain. This is achieved by calculating the local Jacobian, which for the linear elastic portion of
the material response is simply calculated with the standard elastic Jacobian defined as follows:
∂∆TE
∂∆εV E
=

K + 4
3
µ0 K − 23µ0 K − 23µ0 0 0 0
K − 2
3
µ0 K +
4
3
µ0 K − 23µ0 0 0 0
K − 2
3
µ0 K − 23µ0 K + 43µ0 0 0 0
0 0 0 µ0 0 0
0 0 0 0 µ0 0
0 0 0 0 0 µ0

(5.18)
5.2.2 Shear Only Viscoelastic Maxwell Response
We now turn our attention to calculating the stress state and Jacobian for each of the two
viscoelastic branches. First, a relative viscoelastic deformation gradient, tFV E , is defined such
that:
F
V E(t+ dt) =t FV EFV E(t) (5.19)
84
Numerically, the relative viscoelastic deformation gradient is therefore calculated as follows:
t
F
V E = FV E(t+ dt)FV E
−1
(t) (5.20)
From the relative viscoelastic deformation gradient we then define the relative viscoelastic strain
increment:
∆εV E =
(
t
F
V E +t FV E
T
)
− 1 (5.21)
which we will employ to calculate the incremental stress response of the two shear-only vis-
coelastic Maxwell branches.
Examining Figure 5-2 we note that the total strain within either Maxwell element can be
expressed as the sum of the viscous strain and the elastic strain:
ε
V E = εV + εE (5.22)
Differentiating Equation 5.22 with respect to time, we see that the strain rate within the
Maxwell element can therefore be expressed as the sum of the strain rates within the individual
elastic and viscous components:
ε˙
V E = ε˙V + ε˙E (5.23)
It follows that a relationship amongst the deviatoric strain rates can similarly be expressed as:
ε˙
V E′ = ε˙V
′
+ ε˙E
′
(5.24)
The constitutive equation for a shear-only linearly elastic component is then defined as
follows:
ε
E′ =
1
2µ
T
V E′ (5.25)
where TV E is the Cauchy stress acting on the Maxwell branch of interest. Differentiating
Equation 5.25 with respect to time we obtain:
ε˙
E′ =
1
2µ
T˙
V E′ (5.26)
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In addition, the constitutive equation for the linearly viscous shear dashpot within the
Maxwell branch of interest can be expressed as follows:
ε˙
V ′ =
3
2η
T
V E′ (5.27)
Combining Equations 5.24, 5.26 and 5.27, we arrive at a closed form constitutive equation
describing a shear-only, linear viscoelastic Maxwell element:
ε˙
V E′ =
3
2η
T
V E′ +
1
2µ
T˙
V E′ (5.28)
To integrate this relationship numerically we employ the central difference method in which
we evaluate the quantities of interest for the current time increment in the following manner:
ε˙
V E′ =
∆εV E
′
∆t
(5.29)
T
V E′ = TV E
′
(t) +
∆TV E
′
2
(5.30)
T˙
V E′ =
∆TV E
′
∆t
(5.31)
Employing these relationships in Equation 5.28 and rearranging we arrive at the following
expression for the viscoelastic strain increment in terms of the current stress increment and the
previous stress state of the Maxwell element:
∆εV E
′
=
3
4
∆t
η
∆TV E
′
+
1
2µ
∆TV E
′
+
3
2
∆t
η
T
V E′(t) (5.32)
This expression can then be inverted to give the stress increment within the Maxwell element
in terms of the applied deviatoric viscoelastic strain increment and the stress state at the start
of the increment:
∆TV E
′
= J ·∆εV E′ + S ·TV E′(t) (5.33)
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where we have defined:
J ≡ 4ηµ
3µdt+ 2η
(5.34)
and
S ≡ −3
2
dt
µ
J (5.35)
The parameters η and µ are respectively the viscosity and shear modulus of the Maxwell
branch of interest. The viscosity value is the same as that calculated for the one dimensional
model and the shear modulus is calculated from Equation 5.15 using the elastic modulus of the
branch of interest in place of E0.
Equation 5.33 therefore gives us a clearly defined path for calculating the stress state of a
shear-only, linear viscoelastic Maxwell element, given the applied strain increment, the size of
the time increment, and the stress state of element at the previous time increment.
In order to allow for convergence of the constitutive model in a numerical implementation
we must again calculate how the stress in each of the shear-only viscoelastic Maxwell branches
will change with a change in local strain. Taking the derivative of Equation 5.33 with respect
to the viscoelastic strain increment, the Jacobian of a shear-only linear viscoelastic Maxwell
branches can be obtained as follows:
∂∆TV E
∂∆εV E
=

2
3
J −1
3
J −1
3
J 0 0 0
−1
3
J 2
3
J −1
3
J 0 0 0
−1
3
J −1
3
J 2
3
J 0 0 0
0 0 0 J 0 0
0 0 0 0 J 0
0 0 0 0 0 J

(5.36)
These calculations are conducted for both shear-only Maxwell elements to give the stress
state and Jacobian of the two viscoelastic branches.
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5.2.3 Combined Overall Viscoelastic Response
With the stress response of the linear elastic and two shear-only Maxwell branches calculated,
the results are summed to give the overall stress response of the material:
T = TE +TV E1 +TV E2 (5.37)
To speed convergence of the constitutive model when implemented numerically, the overall
Jacobian for the material must be calculated. Because the viscoplastic strain increment, ∆εV P ,
is updated explicitly based on quantities defined at the beginning of the increment, its value
will remain constant for equilibrium iterations within the current time increment (t+dt). This
fact, combined with the fact that the total strain increment is the sum of the viscoelastic and
viscoplastic strain increment:
∆ε = ∆εV E +∆εV P , (5.38)
means that any correction the total strain increment for the current time increment will only
be reflected by a change in the viscoelastic strain increment. As a result, the derivative of the
stress with respect to the viscoelastic strain increment will be equivalent to the derivative with
respect to the overall strain increment:
∂∆T
∂∆εV E
=
∂∆T
∂∆ε
(5.39)
Finally, employing Equation 5.37 in Equation 5.39 we see that the overall material Jacobian
can be expressed as the sum of the local Jacobians for each branch of the viscoelastic response:
∂∆T
∂∆ε
=
∂∆TE
∂∆εE
+
∂∆TV E1
∂∆εV E1
+
∂∆TV E2
∂∆εV E2
(5.40)
5.2.4 Non-Linear Viscoplastic Response
With the overall stress state and the material Jacobian calculated, the only calculation that
remains is to update the rate of change of the viscoplastic deformation gradient for the current
time increment. To achieve this end, first the deviatoric portion of the total Cauchy stress
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acting on the material is calculated:
T
′ = T−tr(T)1 (5.41)
and an equivalent shear stress is defined:
τ =
√
1
2
tr
(
T′
T
T′
)
(5.42)
Next, the direction of plastic flow is assumed parallel to the deviatoric stress (codirection-
ality) and calculated:
N
V P =
1
τ
√
2
T
′ (5.43)
A flow rule equivalent to that of the non-linear dashpot used in the one-dimensional equation
is defined, and the equivalent plastic shear strain rate is calculated:
γ˙V P =
√
3
2
(
τ
√
3
S0
)m
(5.44)
where m and S0 are the same material constants as calculated for the one dimensional model.
From the equivalent plastic shear strain rate and the direction of plastic flow, the rate of plastic
stretching is calculated:
D
V P = γ˙V PNV P (5.45)
5.3 Implementation
The kinematics and constitutive responses described in Sections 5.1 through 5.2.4 provide all the
equations necessary for calculation of the overall material stress state, material Jacobian, and
current value for evolving state variables (FV P , FV E1, FV E2, and F˙V P ). This formulation was
implemented as an Abaqus UMAT. Validation of the generalized model and implementation
are demonstrated in Figure 5-3. A representative value of 0.36 for Poisson’s ratio was used in
this and all subsequent simulations [47].
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Figure 5-3: Comparison of results for the generalized three-dimensional constitutive model to
the previous one-dimensional curve fits and McElhaney experimental data.
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Chapter 6
Micromechanical Modeling of
Trabecular Bone Utilizing Micro CT
Trabecular bone is a highly porous material typically characterized to posses an open-cell mi-
crostructure. The stress-strain behavior of this material is therefore strongly dependent on its
relative density (apparent density of the trabecular material divided by the density of fully dense
bone), the geometric details of the open-cell network structure, and the stress-strain behavior
of the material composing the solid bone regions of the structure. In this chapter we model
the mechanical behavior of trabecular bone employing a micromechanical modeling approach
in which the underlying microstructure is fully detailed and extracted from specimen specific
micro CT scan data. Given the similar composition of compact bone and the solid portion of
trabecular bone, previous researchers have suggested that the trabeculae material of cancellous
bone may be modeled as having the same behavior as cortical bone [3, 5, 62, 84]. This ap-
proach is followed in our own micromechanical modeling of trabecular bone by employing the
cortical bone constitutive model described in the Chapters 4 and 5. In this chapter, we have
converted three of the micro CT scans acquired on our trabecular bone specimens into finite
element meshes. The meshes derived for each specimens are subsequently subjected to bound-
ary conditions simulating uniaxial compression to 10% strain at a rate of 0.01 s−1 followed by
unloading to zero strain at a rate of 0.1 s−1. The simulation predictions are compared directly
to experimental results for uniaxial compression tests on the original specimens under the same
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Specimen Height [mm] Diameter [mm] Mass [mg] Relative Density [%]
A (HT68) 3.773 7.175 44.0 14.4
B (HT47) 3.843 7.263 66.9 21.0
C (HT66) 3.779 7.275 83.6 26.6
Table 6.1: Dimensions, mass, and relative densities of the specimens simulated.
conditions. Experimentally measured values of height, diameter, mass, and relative density
for each of the specimens are provided in Table 6.1. Note that as per the recommendation
of previous researchers relative densities were calculated assuming a constant value of compact
bone density [68]. For bovine compact bone we employed a representative value of 2 g/cm3
[18].
6.1 Generation of Specimen Specific Finite Element Meshes
Scans for all three specimen geometries were acquired at a 27 micron resolution with the Koch
Institute’s eXplore Locus In-Vivo Micro CT Scanner by GE Healthcare. The results were then
imported as DICOM images into Amira. Segmentation of the data into bone and exterior
regions was achieved by specifying a Hounsfield unit (HU) threshold value. An initial test
mesh was created for Specimen A using an HU value of 150, as per the recommendation of
the Amira user’s guide for segmentation of bone. Analysis of the resulting mesh, however,
revealed that this threshold value recommendation, while useful in qualitatively visualizing the
structure, resulted in an over estimation of the specimen relative density (see Tables 6.1 and
6.2). As a result, subsequent simulation results overpredicted both the stiffness and compressive
strength of the specimen (Figure 6-5). To increase the accuracy of the extracted trabecular
architecture, and therefore the consistency of the structure simulated, subsequent segmentation
threshold values were selected on a case-by-case basis to match the experimentally measured
values of relative density (Table 6.2).
Once the voxels of the CT scan had been segmented into bone and exterior regions using
the selected threshold value, an isometric surface was generated for each of the specimens as
shown in Figures 6-1, 6-3, and 6-4. These isometric surfaces were typically composed of around
2.5 million surface triangles. In order to extract a finite element mesh that could be run with
reasonable computational costs, these isometric surfaces were subsequently resampled to have
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Specimen Threshold Value Number Number of Relative
Mesh [Hounsfield Units] of Nodes Elements Density [%]
TEST (HT68) 150 55,462 25,753 21.1
A (HT68) 700 43,187 17,844 14.6
B (HT47) 900 43,986 19,186 20.8
C (HT66) 1000 53,208 24,934 27.1
Table 6.2: Properties of the specimen specific finite element meshes derived from the micro
CT data.
Figure 6-1: Isometric surface of Specimen A reconstructed with a 150 HU threshold (left) and
with a 700 HU threshold selected to match the specimen relative density (right).
a maximum of 20,000 triangular face elements. The resulting triangular surface mesh was then
converted to a volumetric mesh composed of linear tetrahedral elements and exported from
Amira in an ASCII Hypermesh format.
Once exported, the resulting Hypermesh files were converted into Abaqus input files and
imported. Within Abaqus, the C3D4 linear tetrahedral meshes were then converted into
volumetric meshes of C3D10 quadratic tetrahedrons. The resulting mesh for each of the three
specimens studied is shown in Figures 6-2 through 6-4. A summary of key parameters for each
of the meshes generated is provided in Table 6.2.
6.2 Simulated Loading of the Specimen Specific Meshes
With finite element meshes for each of the specimens generated, uniaxial compressive loading
and unloading boundary conditions were applied and the results compared with the experi-
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Figure 6-2: Quadratic tetrahedral meshes generated for Specimen A with a 150 HU threshold
(left) and with a 700 HU threshold selected to match the specimen relative density (right).
Figure 6-3: Isometric surface of Specimen B reconstructed from the micro CT data (left) and
the final quadratic tetrahedral mesh (right).
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Figure 6-4: Isometric surface of Specimen C reconstructed from the micro CT data (left) and
the final quadratic tetrahedral mesh (right).
mentally recorded behavior. The imported CT meshes were first manually translated and
rotated into the orientation at which they were experimentally loaded, with the 2-direction
corresponding to the axis of compression. The bottom set of boundary nodes for each speci-
men was restricted from motion in the 2-direction, but were modeled as traction-free in both
the 1- and the 3- direction to allow for unconfined expansion of the specimen as it underwent
deformation. This approximation for the end boundary conditions were consistent with the
low friction associated with the hydrated conditions under which the experimental tests were
conducted. A single central node from the bottom of each specimen was fixed in the 1- and
3-directions to prevent rigid body translation, and a second node along the 1-direction from the
central fixed node was restricted from motion in the 3-direction to prevent rigid body rotation
about the 2-direction axis. Loading of the structure was simulated by prescribing a downward
displacement to the top set of boundary nodes. The structure was loaded to a level of 10%
compressive strain over a period of 10 seconds, corresponding to a strain rate of 0.01 s−1, and
subsequently unloaded to zero strain over the course of one second. Simulations were run em-
ploying the compact bone constitutive model with both the McElhaney [60] model parameters
and the Crowninshield and Pope model [17] parameters from Tables 4.2 and 4.3. Uniaxial
compression simulated through the use of contact with rigid body platens was also considered
to allow for a more accurate characterization of the effects friction and surface irregularities
but, given the size of the meshes employed, this approach was deemed too expensive from a
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Figure 6-5: Comparison of the experimental and simulation stress-strain curves for Specimen
A when employing the TEST mesh generated with a segmentation threshold of 150 HU
(which resulted in artificially high relative density for the mesh).
computational point of view.
6.3 Simulation Results
Simulation results of the compressive stress-strain behavior of Specimen A as predicted by
the initial TEST mesh are shown in Figure 6-5. Due to overestimation of the specimen
relative density with the 150 HU threshold value (the resulting mesh had a relative density of
21.1% compared to the experimentally determined 14.6%), the predicted material response is
both stiffer and stronger than the response observed experimentally. The Young’s modulus
recorded experimentally was 600 MPa, while those values predicted by Simulations 1 and 2 were
both significantly higher at 1300 MPa and 785 MPa, respectively. Predictions of compressive
strength were similarly overpredicted. The peak stress recorded experimentally was 7.7 MPa,
while the value predicted by Simulation 1 was 14.1 MPa and by Simulation 2 was 11.5 MPa. A
comparison of these and other key values recorded experimentally and predicted via simulation
are provided for the TEST mesh in Table 6.3.
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Young’s Modulus Peak Stress Stress Decrease Unloading Strain
[MPa] [MPa] After Peak [MPa] Recovered
Simulation 1 1300 14.1 0.9 0.014
Simulation 2 785 11.5 0.7 0.020
Experimental Data 600 7.7 3.3 0.040
Table 6.3: Comparison of key values of experimental data and simulation predictions for
Specimen A with the TEST finite element mesh.
Young’s Modulus Peak Stress Stress Decrease Unloading Strain
[MPa] [MPa] After Peak [MPa] Recovered
Simulation 1 785 8.7 1.3 0.015
Simulation 2 490 7.1 1.0 0.020
Experimental Data 600 7.7 3.3 0.040
Table 6.4: Comparison of key values of experimental data and simulation predictions for
Specimen A with the relative density matched finite element mesh.
The accuracy of the predicted material response for Specimen A was dramatically improved
by adjusting the segmentation threshold to give a relative density which matched the experi-
mentally determined value. The simulation results for Mesh A employing both the McElhaney
[60] and Crowninshield and Pope [17] model parameters are given in Figure 6-6. As seen in the
figure, the experimentally measured Young’s modulus of 600 MPa falls directly between the two
values of 785 MPa and 490 MPa predicted by Simulations 1 and 2, respectively. A similar level
of accuracy is achieved in prediction of peak stress, with the experimentally recorded value of
7.7 MPa falling between the simulation values of 8.7 MPa and 7.1 MPa. Qualitative features
of the curve, such as the reduction in plateau stress after the peak, are also captured, but the
magnitude of the predicted softening effects are slightly less than those measured experimen-
tally. The post-yield decrease in stress for Simulation 1 is 1.3 MPa and that of Simulation 2 is
1.0 MPa in comparison with the experimentally recorded value of 3.3 MPa.
With regards to the unloading behavior of the material, the initial slope of the unloading
curve predicted by Simulation 2 agrees well with experimentally measured behavior, but neither
simulation result predicts the unloading toe region that is recorded in the experimental data.
As a consequence, both Simulations 1 and 2 underpredict the amount of strain recovered during
unloading. A summary comparing key experimental values with those values predicted by the
simulations is provided in Table 6.4.
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Figure 6-6: Comparison of the experimental and simulation stress-strain curves for Specimen
A when employing the mesh generated with a segmentation threshold selected to match the
experimentally recorded relative density.
In addition to simply considering the overall stress-strain response of the specimen, it is
helpful to examine the local stress and strain distributions during various stages of loading
and unloading. During the initial elastic loading regime (Figure 6-7), stress concentrations at
strut vertices within the structure arise. As the load is increased (Figure 6-8), these stress
concentrations result in the formation of plastic hinges and shear bands begin to develop within
the material. As the specimen is further compressed (Figure 6-9), these shear bands expand to
accommodate the increasing deformation. Finally, as the load is removed, we see a large amount
of residual strain and the persistence of the local shear bands (Figure 6-10). A close comparison
of simulation results with video of the experimental testing showed excellent agreement in both
the location of these localized shear bands and the overall resulting deformed shape of the
specimen.
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Figure 6-7: Specimen A prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress in a central
slice (bottom right).
Figure 6-8: Specimen A immediately after yield at a strain of 0.03: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
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Figure 6-9: Specimen A at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
Figure 6-10: Specimen A near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum principal
strains through the central cross section (bottom left), and Mises stress in a central slice
(bottom right).
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Figure 6-11: Comparison of the experimental and simulation stress-strain curves for Specimen
B when employing the mesh generated with a segmentation threshold selected to match the
experimentally recorded relative density.
Simulation results and experimental data for Specimen B are shown in Figure 6-11. The
simulation results do not straddle the experimental data as in the case of Specimen A, but they
do give a reasonable predictions for the observed material behavior, especially in the case of
the Simulation 2. The simulation predictions for Young’s modulus are 1620 MPa and 1015
MPa, while the value measured experimentally was 935 MPa. A similar degree of accuracy
is demonstrated in the predictions for peak stress with Simulation 1 predicting a value of 17.3
MPa, Simulation 2 predicting 14.2 MPa, and the experimentally measured peak stress coming
in at 13.2 MPa. As in the case of Specimen A, the simulation predictions for Specimen B do
qualitatively predict the drop off in plateau stress after the peak, but again underestimate its
magnitude. The drop off measured experimentally was 3.5 MPa, while the values predicted
by the simulations were 1.0 MPa and 0.9 MPa. Simulation 2 once again satisfactorily predicts
the initial slope of the unloading behavior, but again neither simulation predicts the unloading
toe region observed experimentally. The values for strain recovered during unloading are 0.011
and 0.016 for Simulations 1 and 2, respectively, while the value recorded experimentally was
0.031.
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Young’s Modulus Peak Stress Stress Decrease Unloading Strain
[MPa] [MPa] After Peak [MPa] Recovered
Simulation 1 1620 17.3 1.0 0.011
Simulation 2 1015 14.2 0.9 0.016
Experimental Data 935 13.2 3.5 0.031
Table 6.5: Comparison of key values of experimental data and simulation predictions for
Specimen B with the relative density matched finite element mesh.
As with Specimen A, it is illustrative to inspect the stress and strain distributions within
the specimen during various stages of loading and unloading. During the initial elastic loading
regime (Figure 6-12), we observe the formation of small stress concentrations which, due to the
increased relative density of the specimen, appear more evenly distributed than in analysis of
Specimen A. There is, however, one large stress concentration in the upper right hand corner
of the specimen which seeds the formation of shear bands in subsequent loading steps. Near
the peak stress, at a strain level of 0.03 (Figure 6-13), we see the formation of several distinct
shear bands, including one which has grown out of the initially observed stress concentration
in Figure 6-12. As the specimen is further compressed to a peak strain of 0.10 (Figure 6-14),
we note that the increasing deformation is again accommodated by the growth of shear bands,
which remain in the structure upon unloading (Figure 6-15).
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Figure 6-12: Specimen B prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress in a central
slice (bottom right).
Figure 6-13: Specimen B immediately after yield at a strain of 0.03: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
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Figure 6-14: Specimen B at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
Figure 6-15: Specimen B near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum principal
strains through the central cross section (bottom left), and Mises stress in a central slice
(bottom right).
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Figure 6-16: Comparison of the experimental and simulation stress-strain curves for Specimen
C when employing the mesh generated with a segmentation threshold selected to match the
experimentally recorded relative density.
Results for the stress-strain behavior of Specimen C are provided in Figure 6-16. One of
the interesting features of this specimen is that, while the specimen as a whole had the largest
relative density of the three biopsies examined, there was a clear gradient of relative densities
within the structure itself; the specimen was much denser on the bottom than on the top. This
density gradient manifested itself in the results in several interesting ways. Examining Figure
6-16, we see that despite having a larger overall relative density than Specimen B, Specimen
C actually yields at an nearly identical level of stress. This behavior, along with the initial
stiffness of the specimen, was well characterized by both of the simulation predictions.
Similar to Specimens A and B there was significant post-yield softening observed experi-
mentally. This effect, however, was not well captured in the simulation predictions. With
regards to the unloading behavior of the specimen, the slope of the curve was again fairly well
characterized, but the final unloading toe region was not. A summary comparing key exper-
imental values for Specimen C with those values predicted by the simulations is provided in
Table 6.6.
The local stress and strain distributions for Specimen C are depicted in Figures 6-17 through
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Young’s Modulus Peak Stress Stress Decrease Unloading Strain
[MPa] [MPa] After Peak [MPa] Recovered
Simulation 1 1606 14.7 - 0.010
Simulation 2 970 12.1 0.1 0.014
Experimental Data 750 12.5 3.3 0.030
Table 6.6: Comparison of key values of experimental data and simulation predictions for
Specimen C with the relative density matched finite element mesh.
6-20. During the initial elastic loading regime it is clear that the density gradient observed
within the structure has a significant effect on the loading behavior. Already at a strain of
0.004 significant stress concentrations are apparent (Figure 6-17). As the load is increased this
upper region of relatively low density yields first and the formation of shallow shear bands is
observed (Figure 6-18). A further increase in the applied deformation results in additional
plasticity, which is confined to this upper tier of low density struts. The region undergoes a
dramatic localized deformation as seen in Figure 6-19. This localization of deformation was also
observed in videos of the experimental loading. The final unloaded condition of the specimen
is depicted in Figure 6-20.
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Figure 6-17: Specimen C prior to yield at a strain of 0.004: experimental image (upper left),
Mises stress distribution on the exterior of the whole specimen (upper right), maximum
principal strains through the central cross section (bottom left), and Mises stress in a central
slice (bottom right).
Figure 6-18: Specimen C immediately after yield at a strain of 0.03: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
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Figure 6-19: Specimen C at the maximum compressive strain of 0.10: experimental image
(upper left), Mises stress distribution on the exterior of the whole specimen (upper right),
maximum principal strains through the central cross section (bottom left), and Mises stress in
a central slice (bottom right).
Figure 6-20: Specimen C near the point of unloading: experimental image (upper left), Mises
stress distribution on the exterior of the whole specimen (upper right), maximum principal
strains through the central cross section (bottom left), and Mises stress in a central slice
(bottom right).
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Although difficult to verify in the experimental still images provided here, the experimental
video recordings compared to animations of the finite element simulations confirmed that, in
each case, the nature of the deformations predicted by the specimen specific mesh simulations
showed excellent qualitative agreement with the external deformations observed experimentally.
One interesting feature which made itself apparent in both the experimental videos and in
the specimen simulations for all three biopsies was the pivotal role that macroscopic, multi-
strut shear band formation played in accommodating post-yield deformation. This observed
simulation and experimental behavior is corroborated in experimental compression tests by
Nazarian and Müller [65] and Nazarian et al. [66] in which micro CT scans conducted at select
intervals in the loading process indicated that, similar to our simulation results, formation and
propagation of localized shear bands, with the remaining regions being largely unaffected, played
an important role in how the trabecular structure accommodates compressive deformation.
Thurner et al. [83] also found localization and shear band formation to be a dominant
feature of the yield behavior, but additionally observed failure of individual struts along the
shear band lines. This finding suggests that the lack of failure in the current compact bone
constitutive model may account for the underprediction in the post-yield softening behavior.
The observation of failure of struts through shearing has also been documented by Hayes and
Carter [33] and the accumulation of microstructural damage has been suggested in the work
of Keaveny et al. [30] as one potential underlying cause of an observed reduction in initial
stiffness with conditioning of trabecular specimens. This finding would also indicate, however,
that while the lack of failure may account for the underestimation of the post-yield softening,
the accuracy of stiffness predicted in the unloading behavior would indicate that plasticity is
still the dominant mode of accommodating deformation within the structure.
It is also interesting to note that in each specimen simulation, near the point of zero load,
there still exists a relatively high level of residual stresses distributed throughout the structure;
indicating that while the structure as a whole is under a state of zero stress, this is not the case
locally. While internal residual stresses are a realistic result of the material’s heterogeneous
structure, the existence of unbalanced residual stresses at the specimen loading surfaces is not.
These local stress distributions result from the fact that unloading was simulated by assigning
a nodal displacement to the top node set rather than using contact boundary conditions. As a
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result certain plastically deformed regions of the mesh are subjected to unrealistic tensile loads
during the simulated unloading process. These unrealistic loading conditions may to some
degree explain why a toe region is observed the experimental unloading behavior, but not in
the simulation predictions. Use of contact boundary conditions would therefore potentially
improve the quality of the predicted unloading stress-strain curves.
Overall, the results obtained in this chapter from simulations on specimen specific finite
element meshes derived from micro CT data indicate that the compact bone constitutive model
developed in Chapters 4 and 5 can in fact be used to accurately describe the behavior of the
material composing the trabeculae in cancellous bone. This finding is especially significant
given the conflicting opinions within the orthopaedic modeling community as to whether these
two materials do in fact behave similarly and should be modeled as such.
While employing micro CT analysis is an extremely useful tool in gaining insights as to the
characteristic structure of trabecular bone and finite element analysis on the meshes derived
from these scans do have potential clinical applications, overall the technique is prohibitively
expensive in terms of computational costs and is not a practical approach for conducting a
systematic investigation on the effects of relative density and strain rate on the mechanical
properties of trabecular bone. To allow for a more computationally efficient and pragmatic
study of the effect of these parameters we propose employing an idealized network structure,
which captures the essential morphology of the actual trabecular architecture, but can be
simulated much more effectively using a smaller representative volume element (RVE).
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Chapter 7
Micromechanical Modeling of
Trabecular Bone Employing
Representative Volume Elements
To allow for a more computationally efficient and pragmatic study of the effect of relative
density and strain rate on the mechanical behavior of trabecular bone we employ an idealized
network structure, which captures the essential morphology of the trabecular architecture, but
can be simulated much more effectively using a smaller representative volume element (RVE).
Potential RVE structures are selected such that they tessellate space to form a continuous
network while maintaining a structural morphology analogous to that of trabecular bone [43].
7.1 Selection of a Unit Cell
The most important step in obtaining valid simulation results when employing an idealized
micromechanical model is selection of a network structure and RVE that are representative of
the material. For trabecular bone, several potential RVE structures, both stress-oriented and
equiaxed (Figure 7-1), have been suggested previously in the work of Gibson and Ashby [28]
as well as in the work of Kopperdahl and Keaveny [50]. While we considered these previ-
ously proposed trabecular structures, we instead pursued a tetrafunctional structure, initially
proposed by Wang and Cuitiño [86] for modeling low density polymeric foams, as a more repre-
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Figure 7-1: Potential idealized network structures for trabecular bone (counter-clockwise from
upper left): stress-oriented prismatic [28], stress-oriented parallel plate [28], low-density
equiaxed [28], equiaxed simple cubic [50] and equiaxed tetrafunctional [86].
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Figure 7-2: The selected network structure and RVE composing it (highlighted).
sentative characterization of equiaxed trabecular bone’s microstructural morphology. Although
not explicitly pursued in this work, we note that the selected RVE may also be employed in
the characterization of stress-oriented trabecular structures by either changing the angles be-
tween struts or thickening and/or lengthening those struts which are aligned with the principal
direction of loading.
By examining micrographs and micro CT data from the trabecular bone samples used in
our investigational studies, the equiaxed tetrafunctional network depicted in Figure 7-2 was
selected as the most representative of the observed morphology for trabecular bone. The unit
cell of this structure (Figure 7-3, center left) is formed by connecting rods from the four corners
of a regular tetrahedron to its geometric center. A simple representative volume element (RVE)
can subsequently be constructed by connecting one rod of the unit cell to the rod of an identical
unit cell which has been rotated 180◦ about the axis of the connecting arms (Figure 7-3, center
right). Tesselation of this RVE creates a regular and continuous network which fills space
(Figures 7-2 and 7-3, right).
Quantitatively, the validity of the chosen network is supported by the fact that it has a
vertex edge connectivity of four, by far the most widely occurring type in nature [28], whereas
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Figure 7-3: Micrograph of a demarrowed bovine femoral trabecular bone specimen (left); the
unit cell and simplest RVE that can be used to tessalate space and create a regular concurrent
network (center); and an example of the network that can be built to model trabecular bone’s
behavior in bulk (right).
the previously proposed low-density equiaxed and simple cubic structures each have edge con-
nectivities of three and eight, respectively. More sophisticated measures of connectivity have
also been employed and shown to match that of vertebral trabecular bone [67].
The volume associated with each of these unit cells is easily accounted for by calculating
the volume of a regular truncated octahedron which circumscribes the unit cell (i.e. one in
which every second hexagonal face is coplanar with the end of one of the unit cell’s rods) and
a second truncated octahedron, of equal volume, which accounts for the associated void space
(Figure 7-4). The associated volume of the selected RVE, which is composed of two unit cells,
is therefore equal to the volume of four such truncated octahedron. The relative density and
pore size of the network created by tesselation of such an RVE is readily tailored by varying
the length-to-diameter ratio of the struts composing the unit cell (Figure 7-5). For low relative
density networks created by tessellation of the selected RVE, Wang and Cuitiño [86] proposed
the following approximation of relative density based on the strut aspect ratio, r
L
:
ρrel =
3
√
3π
16
( r
L
)2 −(3√6π
32
− 23
√
2
96
)( r
L
)3
(7.1)
where r is the radius of the strut and L is one-half the vertex-to-vertex length of the strut (i.e.
the length of the strut within a single unit cell).
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Figure 7-4: A continuous network of filled (light blue) and void (dark grey) truncated
octahedrons is used to calculate the associated volume of the network.
Figure 7-5: Relative density of the selected RVE is easily tailored by adjusting the strut
aspect ratio. Here a 30% relative density specimen structure (left) is reduced to 5% (right)
by changing the strut diameter.
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Figure 7-6: Schematic representation of an undeformed RVE with boundary nodes A and B
(left) and the deformed RVE with three periodic neighbors (right) [20].
Figure 7-7: Boundary node sets are seeded to match one another, allowing for application of
periodic boundary conditions.
7.2 Employing Periodic Boundary Conditions
While tesselation of the selected RVE into larger pseudo specimen geometries such as those
depicted in Figures 7-3 and 7-5 is possible, computationally it is more efficient to simulate
the loading of a single RVE subjected to periodic boundary conditions (PBCs) in which the
displacement of each boundary node is tied directly to the displacement of the corresponding
node on the opposite boundary (Figure 7-6). Examples of the node sets used for the current
RVE are shown in Figure 7-7 As evident in this figure, care must be taken to make sure that
boundary node sets are seeded in such a way that their relative positions will be mirrored on
the opposite face.
Application of periodic boundary conditions is achieved by tying the motion of each bound-
ary node A to that of the corresponding boundary node B in the following manner:
u(A)− u(B) = H¯ (X(A)−X(B)) (7.2)
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Where u(A) is a vector describing the displacement of node A, u(B) describes that of node
B, H¯ is the macroscopic displacement gradient applied to the material, X(A) is the original
position of node A, and X(B) is the original position of the node B [21]. Note that the
displacement vector, u(A), is not necessarily, and indeed is usually not, the same for all nodes
on any given boundary surface.
Use of periodic boundary conditions is also advantageous in that it allows one to directly
prescribe any given macroscopic displacement or deformation gradient directly to the structure.
The macroscopic displacement gradient, H¯, is related to the macroscopic deformation gradient,
F¯, in the following manner:
H¯ =
(
F¯− 1) (7.3)
In practice, this macroscopic displacement gradient is applied through the use of three virtual
nodes: H1, H2, and H3; where the H¯(1, 1) component is assigned by displacing node H1 in
the 1-direction, the H¯(1, 2) component is assigned by displacing node H1 in the 2-direction,
and so on as follows:
H¯ =

u1(H1) u2(H1) u3(H1)
u1(H2) u2(H2) u3(H2)
u1(H3) u2(H3) u3(H3)
 (7.4)
where the subscript i on ui indicates the direction in which the virtual node is displaced.
Imposing deformation on the structure in this manner consequently gives rise to reaction
forces on each of the virtual nodes. The three components of the reaction forces, Ξi, on each
node can in turn be used to calculate the macroscopic stress state of the material using the
principal of virtual work. From the reaction forces, the macroscopic first Piola-Kirchhoff stress
tensor, S¯, is therefore calculated from the following equation [20]:
S¯ =
1
V0

Ξ1(H1) Ξ2(H1) Ξ3(H1)
Ξ1(H2) Ξ2(H2) Ξ3(H2)
Ξ1(H3) Ξ2(H3) Ξ3(H3)
 (7.5)
where V0 is the original volume of the RVE. Recall that for the current RVE this volume is
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simply the volume of four unit-cell circumscribing truncated octahedron.
From the first Piola-Kirchhoff stress tensor one can then calculate the macroscopic Cauchy
stress tensor, T¯, as follows:
T¯ =
1
J¯
S¯F¯
T
(7.6)
where J¯ = det(F¯).
7.3 Simulated Loading of the RVE Structure
With periodic boundary conditions applied to the minimal RVE capable of representing the tra-
becular microstructure, uniaxial compression was simulated to investigate the effect of relative
density and strain rate on the material’s predicted mechanical behavior. Loading was applied
to the structure in the 2-direction with a strut-aligned orientation. The lateral directions were
traction free and allowed to expand freely. As in the case of the micro CT analysis, the material
composing the trabeculae was modeled using the compact bone constitutive model.
The first set of simulations were conducted utilizing the model parameters derived for the
McElhaney [60] dataset on human compact bone in compression (see Tables 4.2 and 4.3). RVEs
representative of four different relative densities spanning a large range of values reported
for trabecular bone: 60%, 45%, 30%, and 15% (Figure 7-8); along with solid cortical bone
simulations, were loaded in uniaxial compression to 5% strain at rates of 1000 s−1, 10 s−1, 0.1
s−1 and 0.001 s−1. To verify the quality of the RVE mesh, a mesh density study was conducted
and meshes of higher density were found to have a negligible effects on the predicted mechanical
behavior. Images of pseudo specimens corresponding to the tessellation of these structures at
the selected relative densities are shown in Figures 7-9 through 7-12. The first set of simulations
employing the McElhaney model parameters was also run with RVEs of intermediate relative
density values of 22% and 28% (not pictured here) to allow for more compete set of data
points when examining the effect of relative density on both Young’s modulus and compressive
strength.
In order to investigate the sensitivity of the simulation results on 1) the selected model
parameters and 2) the structure orientation, a second set of simulations employing a smaller
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a) b)
c) d)
Figure 7-8: The RVE structure mesh at: a) 60% relative density, b) 45% relative density,
c) 30% relative density, and d) 15% relative density.
range of relative densities and strain rates was also conducted 1) employing the constitutive
model parameters fit to the Crowninshield and Pope [17] data and 2) with the RVE structure
rotated so that the uniaxial loading direction was not aligned with any of the strut directions.
Finally, RVE structures with relative densities matched to Specimens A and C of Chapter 6
were loaded to 10% at 0.01 s−1 and unloaded at 0.1 s−1. These RVE simulation results are
then compared to the experimental results and predictions obtained with the micro CT meshing
technique.
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Figure 7-9: Tessellated specimen geometry with a relative density of 60% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right).
Figure 7-10: Tessellated specimen geometry with a relative density of 45% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right).
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Figure 7-11: Tessellated specimen geometry with a relative density of 30% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right).
Figure 7-12: Tessellated specimen geometry with a relative density of 15% (left) and two
cross-sectional cuts showing the specimen’s internal structure (right).
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7.4 Simulation Results
Complete stress-strain curves obtained from simulations on the idealized trabecular bone RVE
with struts aligned with the uniaxial loading direction and for the selected range of relative den-
sities and strain rates are shown in Figures 7-13 through 7-17. Several trends are immediately
evident.
The first trend that is immediately apparent is that as relative density is decreased we see
a decrease in both the material stiffness and yield stress. Both of these trends are readily
explained by the fact that as relative density is decreased there is less material over which to
distribute the load. A less intuitive result of decreasing relative density is an increase in the
strain level at which yield occurs and a softening of said yield event. The underlying causes
of this observed behavior will be examined by inspection of the stress distributions within each
RVE. With regards to the effect of strain rate, it is observed that increasing the applied strain
rate for any given relative density increases both the material stiffness and yield stress of the
material. This result is directly attributed to the inherent rate dependencies of the stress-
strain behavior of the compact bone constitutive model used in describing the behavior of the
trabeculae.
In the sections that follow we examine in a more quantitative fashion how relative density
and strain rate effect the material properties of Young’s modulus and compressive strength.
Young’s modulus values for trabecular bone have been obtained from the simulation results
by fitting a linear equation to the initial slope of each stress-strain curve. A second linear
equation was then fit to the stress plateau region; compressive strength and yield strain values
are reported as the intersection of this line with line fit to the initial stiffness of the material
(as indicated by the red x’s in Figure 7-18). The values calculated for Young’s modulus and
compressive strength are compared with values reported in the literature and the dependence
of these properties on relative density and strain rate is examined. When considering these
comparisons it should be noted that the literature experimental values for the modulus and
compressive strength of trabecular bone as a function of relative density are typically reported
in terms of the measured apparent density. For purposes of comparison, these apparent densities
values have been converted to relative densities assuming a solid bone density of 2.0 g/cm3.
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Figure 7-13: Stress vs. strain simulation results for the idealized trabecular structure over a
range of relative densities and strain rates.
Figure 7-14: Stress vs. strain results for the 60% relative density RVE at various strain rates.
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Figure 7-15: Stress vs. strain results for the 45% relative density RVE at various strain rates.
Figure 7-16: Stress vs. strain results for the 30% relative density RVE at various strain rates.
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Figure 7-17: Stress vs. strain results for the 15% relative density RVE at various strain rates.
Figure 7-18: Procedure for reporting the Young’s modulus and compressive strength values as
shown for the 15% relative density simulations.
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7.4.1 The Predicted Effects of Relative Density on Mechanical Behavior
Simulation predicted values of Young’s modulus as a function of relative density are shown
in Figure 7-19. Plotted on a logarithmic scale, the resulting trend lines each have a slope of
approximately 1.9, indicating that Young’s modulus scales with relative density in the following
manner:
E ∝ ρ1.9rel (7.7)
As reviewed in Chapter 2, Gibson [27] has demonstrated a theoretical upper and lower bound
on the relative density exponent of between one and three. Analysis of previous experimental
results as reviewed in Chapter 2 has resulted in a similar range of reported exponent values
from 3 down to 1.33. The bulk of reported exponents, however, seem to indicate that a slightly
less than quadratic relationship is most representative [3, 11, 37, 58, 71].
The magnitude of the Young’s moduli values predicted by the simulation technique are
slightly, but consistently, higher than those values reported in the literature. Several authors
have noted that it is difficult to obtain reliable measures of Young’s modulus for trabecular
bone in compression [24, 68, 77], and work by Odgaard and Linde [69] indicates that uneven
strain distributions due to a lack of support of cut vertical trabeculae at the platen-specimen
interface may cause significant and systematic underestimations of Young’s modulus values
reported within the literature. We note that the experimental Young’s moduli values reported
by Carter and Hayes [14] consistently fall furthest below the simulation predicted values. This
discrepancy may be due in large part to the specimen dimensions chosen by the Carter and
Hayes [14] study; the trabecular cores employed were 5 mm in height and 20.6 mm in diameter
resulting in an L/D ratio of less than 1:4, well below ASTM recommendations on the aspect ratio
of uniaxial compression specimens. As a result, any degree of misalignment or surface defects
in the specimen faces would cause a dramatic reduction in the measured stiffness response.
This may be the reason that the authors excluded calculations of Young’s modulus from their
initial presentation of the data [13, 14]. Furthermore, subsequent work by Carter et al. [15]
shows a significant increase in the reported Young’s moduli when the L/D ratio is increased to
1:1.
Simulation results for compressive strength vs. relative density are presented in Figure 7-20.
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Figure 7-19: Simulation predictions of Young’s modulus vs. relative density compared to
experimental values reported in the literature.
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Plotted on a logarithmic scale the results for all strain rates demonstrate a power law exponent
of approximately 1.5:
S ∝ ρ1.5rel (7.8)
This value falls well in line with the theoretical bounds of one and two predicted by Gibson
[27]. An identical range of one to two has also been reported experimentally for the power law
dependence. Our value of 1.5 most closely agrees with the values of 1.6 reported by Linde et al.
[58] and 1.5 reported by Hvid et al. [39]. As seen in Figure 7-20 the magnitudes of simulation
predictions for compressive strength as a function of relative density are again slightly higher,
but still a reasonable approximation of those values reported experimentally; especially given
the relatively wide spread in the experimental data.
7.4.2 The Predicted Effects of Strain Rate on Mechanical Behavior
The dependence of Young’s modulus on strain rate as predicted by the RVE simulations is
demonstrated in Figure 7-21. Experimental trends reported by Carter and Hayes [14] indicate
a power law type relationship with strain rate having an exponent of 0.06. Similar results
were reported by Ouyang et al. [71], with a power law dependence of 0.06 and Linde et al.
[58] with an exponent of 0.047. The trend predicted by our own simulation results do not
demonstrate a single exponential strain rate dependence over the strain rates examined due to
the fact that the compact bone constitutive model used to characterize the trabeculae has two
different viscoelastic mechanism which are activated at different strain rates. Over the strain
rates studied by Linde et al. [58] and Carter and Hayes [14], the simulation results predict a
power-law type dependence of Young’s modulus on strain rate with the following form:
E ∝ ε˙0.025 (7.9)
The exponent of 0.025 is slightly less than those values reported for the experimental studies,
but is not significantly off the mark. Looking at the higher strain rate regime, we see that
the strain rate sensitivity shows a significant increase and the measured power law dependence
increases to approximately 0.11. The fact that the two different rate sensitivity exponents
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Figure 7-20: Simulation predictions of strength vs. relative density compared to experimental
values reported in the literature.
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bound those values reported experimentally may indicate their is an oversimplification in using
a simple power law expression to characterize the dependence of Young’s modulus upon strain
rate.
Looking at experimentally reported Young’s moduli values for a normalized relative density
of approximately 20% (data was normalized by Linde et al. [58] assuming a power law exponent
of 1.5), we see the experimental results closely agree in magnitude to the simulation results
for a relative density of 15%. Despite demonstrating a similar strain rate dependence, the
magnitude of the Young’s moduli reported by the Carter and Hayes study once again falls
significantly below both those values predicted by our own simulations and those values reported
experimentally by Linde et al. [58]. Once again it is believed that an underprediction of Young’s
modulus in the Carter and Hayes [14] data is a direct result of the extremely small L/D ratio
of their specimens [14].
Finally, we examine the relationship of compressive strength to that of strain rate. Plotted
on a logarithmic scale in Figure 7-22 we see that compressive strength once again appears to
scale in a power law fashion with strain rate:
S ∝ ε˙0.055 (7.10)
The exponent of 0.055 can be directly traced back to the viscoplastic behavior of the compact
bone constitutive model whose yield stress was captured with power law type flow rule. The
inverse of the exponent in that flow rule, m−1, therefore gives us the strain rate sensitivity
of compressive strength for both the compact bone and trabecular bone materials. This
relationship is further validated by the published experimental data. Carter and Hayes [13]
report the strength to have a strain rate power law exponent of 0.06, while Linde et al. [58]
report a similar value of 0.07. Both values show excellent agreement with our own simulation
predicted value.
As seen in Figure 7-22 the magnitudes of the compressive strengths predicted by these
simulations also agree well with the experimentally recorded values. Note that Carter and
Hayes [14] normalized their data to a relative density 15% assuming a quadratic relationship,
while Linde et al. [58] normalized their data to a relative density of 20% assuming a power
function with an exponent of 1.6. Compressive strength values from Shim et al. [77] study
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Figure 7-21: Simulation predictions of Young’s modulus vs. strain rate compared to
experimental values reported in the literature.
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Figure 7-22: Simulation predictions of strength vs. strain rate compared to experimental
values reported in the literature.
have also been included to give an idea of representative values at high strain rates, but the
specimen specific apparent density values were not reported. The range of relative densities
for the other specimens in this study were 10% to 45%, so it is likely the results shown in
this figure came from specimens with similar relative density values. As shown in Figure 7-22
the magnitude of the values reported at these high rates of strain fall closely in line with the
strength predicted by the simulation for a 15% relative density trabecular bone specimen.
7.4.3 The Onset of Yield
During initial examination of the stress-strain curves presented in Figure 7-13 it was apparent
that as relative density is decreased, the onset of yield becomes less pronounced and occurs
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at increasing levels of strain. Reviewing the relationships predicted by our simulation results
between Young’s modulus and compressive strength to RVE relative density, we see this ini-
tial qualitative observation expressed in a more quantitative manner. Specifically, examining
Equations 7.7 and 7.8 we note that as relative density is decreased, strength does not scale
down as quickly as stiffness. In other words, decreasing the relative density of the idealized
trabecular structure decreases the strength of the material, but decreases the stiffness more
rapidly and consequently the strains at which yield occur are increased. This increasing yield
strain with a decrease in relative density is not unprecedented experimentally. Indeed, solid
bone specimens are known to yield at strains of less than 1% [17, 60], while trabecular bone
specimens generally yield at strain levels several times greater [71].
Insights into how trabecular bone is able to accommodate larger yield strains at lower
relative densities may gleaned from looking the way in which yield is initialized and propagated
in the structure at various relative densities. Because there is no structural component to the
solid compact bone loading simulations, the onset of yield is a global phenomenon, occurring
everywhere in the material at once. This causes an extremely pronounced yield event, as
seen in the stress vs. strain curves of Figure 7-13. As we shift from modeling cortical bone
to trabecular bone we incorporate a microstructure which allows for an inhomogeneous stress
distribution and the formation of stress concentrations. Within the 60% relative density RVE
(Figure 7-23) the stress is concentrated such that the onset of yield first occurs in the axially
aligned struts (corresponding to the initial departure from linearity in the stress-strain curve).
Forces are then transmitted from one axially aligned strut to another through shearing of
connecting angled struts (Figure 7-23 (middle)). As the structure is further compressed yield
percolates into, and throughout, the three remaining angled struts (Figure 7-23 (bottom)) which
are seen to yield by formation of a vertical shear band. This percolation corresponds to the
plateau region observed in the stress-strain curves of Figure 7-14. This change in the onset
of yield from a global event to a local one which percolates through the structure accounts for
the softening of the yield event that is seen when moving from cortical bone to trabecular bone
simulations.
As we continue to decrease the relative density of the trabecular RVE, the formation of yield
within the structure continues to evolve. The lower relative density structures begin to show
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tensile stress concentrations at the vertex junction opposite the axially aligned struts. This
evolution continues until, in the lowest relative density RVE, the onset of yield does not occur
at all in the axially aligned struts, but rather through the formation of plastic hinges at the
vertex (Figure 7-26). The plateau region of the stress-strain curve for the 15% relative density
case consequently corresponds to the formation of fully plastic hinges at these strut junctions
as opposed yielding of the axially aligned struts
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Figure 7-23: Cross-sectional views of the 60% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top); immediately
after the onset of yield (at 0.015 strain; middle), and at the maximum compression of 0.05
strain (bottom).
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Figure 7-24: Cross-sectional views of the 45% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top); immediately
after the onset of yield (at 0.015 strain; middle), and at the maximum compression of 0.05
strain (bottom).
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Figure 7-25: Cross-sectional views of the 30% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top); immediately
after the onset of yield (at 0.0175 strain; middle), and at the maximum compression of 0.05
strain (bottom).
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Figure 7-26: Cross-sectional views of the 15% relative density RVE values for Mises stress
(left) and maximum principal strain (right): prior to yield at 0.005 strain (top); immediately
after the onset of yield (at 0.03 strain; middle), and at the maximum compression of 0.05
strain (bottom).
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7.5 Effect of Model Parameter Selection
While our model predictions of trends and magnitudes for the Young’s modulus and compressive
strength of trabecular bone as a function of strain rate and apparent density were satisfactory,
the fact that both predicted strength and stiffness magnitudes were consistently higher than
those values reported experimentally raised the question: How much would these predictions
vary if we were to change the model parameter set used to capture the constitutive behavior
of the individual trabeculae? Given that the previously presented simulation results employed
the McElhaney [60] model parameters, which are the stiffest and strongest compact bone model
parameter set examined in this study, a select subset of strain rates and relative densities were
rerun employing the Crowninshield and Pope [17] model parameters from Tables 4.2 and 4.3.
To allow for direct comparison of the prediction variance with the experimentally reported
values, simulations were rerun at a variety of relative densities for the 0.1 s−1 strain rate and
at the full range of strain rates for the 15% relative density RVE.
The effect on the predicted role of relative density was examined first. Stress-strain curves
for the various relative densities at a strain rate of 0.1 s−1 are shown in Figure 7-27. The
recalculated effect of Young’s modulus as a function of relative density is shown in Figure 7-
28 along with the previous simulation predictions. As seen in the figure, changing the model
parameter set does reduce the magnitude of the predicted values while not appreciably affecting
the observed trend. While this change does bring the prediction more in line with the values
reported by Linde et al. [58], they are still significantly higher than those values reported in the
Carter and Hayes [14] study. As previously discussed, however, the validity of the magnitude
of these data points has been brought into question.
As shown in Figure 7-29, a similar effect of changing to the Crowninshield and Pope [17]
model parameter set is seen on compressive strength as a function of relative density; the
trend of the simulation predictions is not significantly altered, and while the magnitude of the
predicted values are brought downward and slightly more in line, the effect is not particularly
dramatic and there still exists a clear and systematic overprediction in strength.
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Figure 7-27: Stress vs. strain results at 0.1 s−1 for various RVE relative densities with the
Crowninshield and Pope [17] model parameters (top) and compared to previous results with
the McElhaney [60] model parameters (bottom).
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Figure 7-28: The effect of changing to the Crowninshield and Pope [17] model parameter set:
Young’s modulus vs. relative density at a strain rate of 0.1 s−1.
Figure 7-29: The effect of changing to the Crowninshield and Pope [17] model parameter set:
compressive strength vs. relative density at a strain rate of 0.1 s−1.
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The effect of changing the constitutive model parameter set on the material’s strain rate
sensitivity was examined next. The 15% relative density RVE simulations were repeated with
the Crowninshield and Pope [17] model parameters at strain rates of 1000 s−1, 10 s−1, 0.1 s−1,
and 0.001 s−1. The resulting stress-strain response curves are shown in Figure 7-30, and the
effect on the Young’s modulus vs. strain rate dependence is depicted in Figure 7-31. The overall
trend in the relationship remains approximately constant, with a noticeable reduction in the
magnitude of the predicted modulus. The prediction is again in line with the values reported
by Linde et al. [58], but remains significantly higher than those provided by Carter and Hayes
[14]. It is interesting to note that the change in magnitude of the simulation predictions when
varying the model parameter set appears to be approximately equal to the spread of values
reported in the Linde et al. [58] study.
The effect of changing to the Crowninshield and Pope parameter set on the predicted
strength vs. strain rate relationship was also calculated and is shown in Figure 7-32. As
seen in the figure, use of the new model parameter set once again resulted in a noticeable re-
duction in the predicted magnitudes, bringing the predictions more in line with the data, but
did not significantly change the nature of the overall trendline.
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Figure 7-30: Stress vs. strain results for the 15% relative density RVE compressed at various
strain rates with the Crowninshield and Pope [17] model parameters (top) and compared to
previous results with the McElhaney [60] model parameters (bottom).
143
Figure 7-31: The effect of changing to the Crowninshield and Pope [17] model parameter set:
Young’s modulus vs. strain rate for the 15% volume fraction RVE.
Figure 7-32: The effect of changing to the Crowninshield and Pope [17] model parameter set:
compressive strength vs. strain rate for the 15% volume fraction RVE.
144
7.6 Effect of Loading Direction
Trabecular bone is not an isotropic material and it has been well documented that loading
direction, structural variations, and fabric effects influence the measurement of mechanical
properties of the material [6, 29, 35, 36, 37, 49, 64]. The previous simulations of compressive
loading on the trabecular RVE were aligned in a direction which subsequent analysis has shown
to be the stiffest and strongest. This orientation effect may therefore account for the observed
overprediction in Young’s modulus and compressive strength. To investigate the possible effect
of loading direction on the simulation predictions, a set of simulations employing the McElhaney
[60] model parameters was run at various strain rates on the 15% relative density RVE in an
anti-aligned strut orientation known to be the most compliant (Figure 7-33). The RVE with
a 15% relative density was chosen because it best allows for comparison to the previously
published experimental data and because it is believed to have the largest orientation effect of
all the RVE relative densities modeled.
The stress-strain curves resulting from simulations on the anti-aligned loading configuration
are shown in Figure 7-34. The effect of this new orientation on the measured Young’s modulus of
the material as a function of strain rate is shown in Figure 7-35. The nature of the relationship
between Young’s modulus and strain rate remains the same, but the magnitude of the values
predicted is significantly reduced. While the prediction is not brought in line with the values
reported by Carter and Hayes [14], the difference does appear to be of the same size as the spread
in the data reported by Linde et al. [58]. Since orientation of the trabecular architecture is
not accounted for in many experimental studies, these simulation findings would suggest that a
large portion of the variability in experimentally measured moduli may be due to an orientation
effect within the material.
The results of orientation on the compressive strength vs. strain rate relationship are shown
in Figure 7-36. The simulation predictions for the anti-aligned orientation appear to be in
excellent agreement with those values reported by Carter and Hayes for the same relative
density. Furthermore, once again the spread in the Linde et al. [58] data appears to be of
the same size as the difference between the aligned and anti-aligned simulation predictions;
further evidence that the variability in the experimentally reported values may be the result of
an orientation effect, even amongst equiaxed specimens.
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Figure 7-33: Loading was simulated in the 2-direction on RVE structures with a relative
density of 15% having struts both aligned (left) and anti-aligned, i.e. at an angle of 54.74◦
(right), with the loading direction.
146
Figure 7-34: Stress vs. strain results for the 15% relative density RVE compressed in the strut
anti-aligned orientation (top) and compared to previous results in the strut aligned
orientation (bottom).
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Figure 7-35: The effect of changing loading direction on Young’s modulus vs strain rate for
the 15% volume fraction RVE.
Figure 7-36: The effect of changing loading direction on compressive strength vs strain rate
for the 15% volume fraction RVE.
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7.7 Comparison to the Micro CT Simulation Results
In Chapter 6 it was shown that the compact bone constitutive model, when employed with
an accurate mesh description of the trabecular structure, was sufficient to provide accurate
predictions of trabecular bone material behavior. It stands to reason therefore that any devia-
tion in the predictions employing the idealized RVE structure stem from morphological features
present in the actual trabecular architecture which are not captured by the proposed RVE. To
this end we now compare the RVE predictions to the micro CT based predictions and actual
experimental results for the two extremes studied in Chapter 6: Specimen A in which we have
a low density and relatively homogenous cell structure and Specimen C in which there exists
higher relative density and a clearly heterogeneous cell structure exhibiting a gradient of rela-
tive densities. Simulations of loading to 10% strain at 0.01 s−1 and unloading at 0.1s−1 were
conducted on RVE’s with relative densities matched to the experimentally determined values
for both specimens. The behavior of the solid trabeculae were once again described with
the compact bone constitutive model and employed the Crowninshield and Pope [17] model
parameters.
Stress-strain curves predicted for Specimen A employing both the RVE and micro CT mod-
eling approaches are compared to the experimentally observed behavior in Figure 7-37. From
these curves we see the initial stiffness and compressive strength of the specimen are well pre-
dicted by the RVE method. The initial loading of the RVE is slightly more compliant than the
micro CT simulation predictions, which is believed to be an artifact of the coarser, and there-
fore stiffer, micro CT mesh. The post-yield softening behavior observed both experimentally
and in the micro CT predictions, however, is not captured with in the proposed RVE model
predictions. The small size of the selected RVE prevents cooperative deformation mechanisms
and the formation of shear bands within the material, therefore missing the post-yield soften-
ing of the material. Similar to the micro CT simulation predictions, the stiffness of the initial
unloading behavior observed experimentally is well characterized, but the final unloading toe
region is missed.
Results for Specimen C as predicted by both the RVE and micro CT modeling approaches
are shown with the behavior recorded experimentally in Figure 7-38. The selected RVE does
an excellent job of predicting the initial material stiffness, but yield stress is dramatically over-
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Figure 7-37: Comparison of the RVE simulation results to the simulation results on the actual
specimen structure and the experimentally recorded behavior for Specimen A.
estimated. This is due to the fact that within the actual specimen there is a wide distribution
of strut diameters, so while the relative density of the bulk material is approximately 27% there
is a large variation of relative densities at the local level. As as a result yield occurs at lower
stress than predicted by the RVE when the stress within the specimen is sufficient to plastically
deform the low density regions of the material.
For Specimen C post-yield softening is again not predicted due to the small size of the RVE,
which prevents cooperative deformation mechanisms and the formation of shear bands (both of
which were previously observed in the simulations on the actual specimen geometries as well as
reported in the literature [65, 66, 83]). From these results it is clear that a potential source of
the overestimation of Young’s modulus and compressive strength lies in the selected RVE. The
selection of an RVE composed of just two tetrafunctional unit cells may be overly restrictive.
As demonstrated in the results of Chapter 6, cooperative deformation of multiple trabecular
layers and the formation of shear bands has been observed both experimentally and in large
scale simulations. To capture this behavior with an idealized structure may require selection
of an RVE composed of multiple layers of tetrafunctional unit cells instead of the two identical
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Figure 7-38: Comparison of the RVE simulation results to the simulation results on the actual
specimen structure and the experimentally recorded behavior for Specimen C.
unit cells currently utilized. For example, a larger RVE could be the entire structure depicted
in Figure 7-2 as opposed to just the highlighted portion. Iteration with successively larger
RVEs would be recommended to find the optimal RVE for bringing these predicted values more
in line with the experimentally reported values. Examining large RVEs with a distribution
of strut sizes would similarly be helpful in obtaining more accurate predictions of trabecular
bone’s compressive strength.
151
152
Chapter 8
Summary
In the course of this thesis several novel contributions to the field of orthopaedic biomechanics
have been made. A novel one-dimensional viscoelastic, viscoplastic constitutive model for
cortical bone was developed and shown capable of reproducing experimentally observed trends
over seven orders of magnitude. This model was then generalized to a three-dimensional
finite strain formulation constitutive model and implemented in a non-linear commercial finite
element software package. Using this compact bone model as the material composing the
trabeculae of cancellous bone, we then employed a micromechanical approach to study the
compressive loading behavior of trabecular bone as a function of relative density and strain rate.
Validation of the use of our compact bone constitutive model in trabecular bone was achieved
by simulated loading of actual biopsy specimens whose architecture had been extracted through
the use of micro computed tomography. The accuracy of the simulation results in predicting
the experimentally observed behavior shows that the constitutive response of compact bone is
in fact a reasonable approximation of the trabeculae material; a point that has been widely
debated within the orthopaedic modeling community as a whole.
To allow for a more computationally efficient study of the effects of volume fraction and
strain rate on the compressive behavior of trabecular bone, an idealized trabecular structure was
proposed. This structure, which is composed of tessellated RVEs, was subjected to unconfined
uniaxial loading conditions over a range of apparent densities and strain rates to study the effect
of each of these parameters on predicted compressive strength and stiffness. The predicted
relationships agreed closely with those trends reported experimentally: 1) Young’ modulus was
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found to vary in a nearly quadratic manner with relative density, 2) compressive strength was
found to depend on relative density with an exponent of 1.5, and 3) compressive strength was
found to depend on applied strain rate with an exponent of 0.055.
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Chapter 9
Future Work
In the course of this thesis work, numerous ongoing research opportunities came to light for
which there was not adequate time or resources to explore, but which are deserving of continued
attention nonetheless. The final chapter of this thesis is therefore devoted to outlining some
of those opportunities for continued research which were identified in the hopes that they will
continue to draw the attention we feel they deserve.
9.1 Compact Bone Constitutive Model
With regards to the work on compact bone, there are several features of the material behavior
observed experimentally which as of yet remain to be incorporated as features in the current
constitutive model. The first and most beneficial aspect which we would like to see incorporated
is the effect of material orientation. For cranial compact bone, which is of the peak interest
to the current project, the effects of orientation are less pronounced and the orientation itself
appears to vary widely from individual to individual. This variation is due to the fact that
the cranium is a protective structure and not load bearing. For compact bone from other
regions of the body where load is typically oriented in a principal direction, however, the effect
of material orientation is much more pronounced and should not be neglected. It is generally
agreed that the symmetry of these materials is such that use of a transverse isotropy would be
sufficient to capture any orientation effects.
In addition to incorporating the effect of material orientation, a further improvement to the
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model would be the incorporation of material behavior that distinguishes between tensile and
compressive loading modes. An excellent framework for incorporation of both these effects has
been laid in the rate-independent work of Carnelli et al. [12]. Incorporation of these features
would ultimately lay the ground work for accurate modeling of failure criterion, which as shown
in the literature review, is highly dependent on both material orientation and mode of loading
[28].
9.2 Modeling the Trabecular Architecture
In Chapter 6 it was demonstrated that the compact bone constitutive model could be employed
with finite element meshes of trabecular bone architecture derived directly from micro CT scans
of individual biopsy specimens to allow for accurate prediction of experimentally measured
compressive response at quasi-static rates. The meshes employed in this study were relatively
coarse, however, and it would be interesting to see how much the predictions were improved
if finer meshes, such as that shown in Figure 9-1, were employed. In addition, use of contact
boundary conditions as opposed to simple nodal displacements would be advisable. Finally,
a study of simulations on individual biopsy specimens as subjected to SHPB type compressive
loads would be of great interest, and relatively easy to implement with the current framework.
There are also several follow-up studies related to the idealized trabecular structure studied
in Chapter 7 that we would like to see undertaken. While the simulation trends for material
stiffness and compressive strength as functions of both relative density and strain rate were
consistent with those trends observed experimentally, the magnitude of those values predicted
were in general higher than those values reported experimentally. The results presented in
Chapter 6 and the observed compression of experimental specimens appears to indicate the
cooperative deformation of various layers within the structure may be the root cause of these
overestimations. The current RVE, composed of only two unit cells, does not allow for these
types of cooperative deformation due to the limited periodicity of the structure and the pre-
scribed boundary conditions. To study these cooperative deformation mechanisms in detail,
we would like to create a series of larger RVEs composed of more unit cells. In addition, it
would be beneficial to investigate larger RVEs which employ a distribution of strut diameters
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Figure 9-1: Example of a fine CT mesh (approx. 500,000 elements) for specimen A.
as opposed to the homogenous strut distribution used in the current modeling approach.
9.3 Trabecular Bone Constitutive Modeling
Ultimately, large-scale, full cranium simulations studying the effects of blast waves and blunt
impacts will not be able to employ the micromechanical trabecular bone modeling approach
utilized here due to the extremely large number of elements that such simulations would require.
As such, a constitutive model for trabecular bone which captures the bulk behavior of the
material but does not require calculations on the actual cellular structure of the material, will
be required. The micromechanical model employed in this thesis will be useful in development
and validation of such a model, but future work will need to be devoted to development of robust
constitutive models capable of reproducing the anisotropic viscoelastic, viscoplastic response
currently captured in the micromechanical modeling approach.
Closer examination of the trabecular bone RVE employed in this thesis work reveals that
the tessellated network structure is in fact equivalent to that of an FCC crystal lattice such as
that found in diamond and silicon (Figure 9-2). Similar to an FCC material, we can therefore
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Figure 9-2: The FCC structure of diamond (left) [79] is equivalent to the equiaxed RVE
structure chosen for trabeculare bone (right).
infer that the RVE structure’s macroscopic linear elastic behavior is cubic and can be described
by three global material constants: Young’s modulus, Poisson’s ratio, and shear modulus (E, ν,
and G). Alternatively the macroscopic linear elastic behavior of the material may be described
by a global stiffness matrix with three components (D11,D12, andD44) when loaded in the (100)
direction of the FCC structure shown in Figure 9-2. The components of the global stiffness
matrix relating the strain of the material to the stress response for this loading orientation are
assigned as follows:

σ11
σ22
σ33
τ12
τ13
τ23

=

D11
−
−
−
−
−
D12
D11
−
−
sym.
−
D12
D12
D11
−
−
−
0
0
0
D44
−
−
0
0
0
0
D44
−
0
0
0
0
0
D44


σ11
σ22
σ33
τ12
τ13
τ23

It follows that once this global stiffness matrix has been calculated it can easily be rotated
to describe the material response of the idealized trabecular structure in any orientation. For
example, the strut-aligned orientation described in Chapter 7 corresponds to loading of the
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FCC structure in the (111) direction, so the stiffness matrix for loading in this direction could
be calculated by a simple change of basis.
Components of this global linear elastic stiffness matrix have already been calculated for
the 15% relative density RVE structure for a select set of strut material properties. As a long
term goal, we would like to develop a closed form equation in which each of these three stiffness
matrix components can are described by a function of the relative density and individual strut
properties. Initial work towards this end seems to indicate that not only can such functions
be developed, but they may in fact be separable. In other words:
Dij(ρrel, Estrut, υstrut) = A(ρrel)B(Estrut)C(υstrut) (9.1)
where functions A, B, and C remain to be determined and fully characterized.
Simulation work on the 15% relative density RVE further appears to indicate that the
function B(Estrut) is a simple linear equation as shown in Figures 9-3 through 9-5. Calculations
of D11, D12, and D44 as a function of υstrut for the 15% relative density RVE have also been
conducted (Figures 9-6 through 9-8), but the relationship between these quantities has not yet
been explicitly identified. Once an equation describing the dependence of the global stiffness
matrix components on relative density and individual strut properties has been created, it
would allow for a dramatic increase in the accuracy of simulations of stress wave propagation
through the skull by allowing for inclusion of the diploë layer.
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Figure 9-3: Global stiffness matrix component D11 as a function of strut modulus.
Figure 9-4: Global stiffness matrix component D12 as a function of strut modulus.
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Figure 9-5: Global stiffness matrix Component D44 as a function of stut modulus.
Figure 9-6: Global stiffness matrix component D11 as a function of strut Poisson’s ratio.
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Figure 9-7: Global stiffness matrix component D12 as a function of strut modulus.
Figure 9-8: Global stiffness matrix component D44 as a function of strut modulus.
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