We consider the equations of linear adiabatic oscillations of stars analytically. There are two known first integrals of nonradial oscillations of spherically symmetric stars, which exist for any stellar structure. One is obtained by integrating the linearized Poisson equation in the case of radial oscillations. The other is derived from momentum conservation in the case of dipolar oscillations. Both of these integrals reduce the order of the differential equations from four to two, which is not trivial. We find that this property can be understood from the fact that the problem of adiabatic stellar oscillations can be formulated as a Hamiltonian system. We then examine the symmetry of the system that corresponds to these first integrals. We finally show that there is no other first integral that is valid for arbitrary structures of stars.
Introduction
The theory of stellar oscillations has a long history. The existence of good textbooks (e.g., Ledoux, Walraven 1958; Cox 1980; Unno et al. 1989) suggests that the field is already mature. We nevertheless think that our theoretical understanding of the problem is still incomplete.
The first theme in the theory of stellar oscillations is the linear adiabatic oscillation of spherically symmetric stars. The linearity assumes the small amplitude of the oscillations, whereas the adiabaticity is justified in most cases, because the dynamical time-scale is much shorter than the thermal time-scale almost everywhere in the stars. It is usually only after discussing this case that we proceed to a more realistic treatment, such as nonlinear and/or nonadiabatic stellar oscillations. The radial part of the linear adiabatic problem forms a fourth-order system of ordinary differential equations, while the angular dependence is readily expressed in terms of spherical harmonics, which are specified by two indexes, the spherical degree and the azimuthal order, because we assume spherical symmetry of the equilibrium structure. It is actually not easy to examine this fourth-order system analytically without any further assumptions. There have been two ways to proceed from this point: (1) to solve the fourthorder system of equations numerically; (2) to adopt further assumptions to make the equations simpler. Although the first way is very popular and powerful, thanks to big advances in computer technology, we still have to rely on the second method (the analytical treatment) to develop rigorous and general arguments. In reality, most of our qualitative understanding of the problem has been derived by neglecting the perturbation to the gravitational potential caused by the oscillations (Cowling 1941) . By adopting this approximation (the Cowling approximation), the fourth-order system of equations is reduced to the second-order one, which is generally much more tractable. From a physical point of view, the Cowling approximation is generally valid for eigenmodes that consist of short-wavelength waves, because small-scale spatial variations generally have little effect on the perturbation to the gravitational potential, which is obtained by the integral of the density perturbation. However, this explanation of the Cowling approximation simultaneously suggests its limitations. It is not very accurate for eigenmodes with low spherical degrees and intermediate frequencies, which are generally formed of waves with the long wavelength. In order to make a step forward, it is necessary to discard the Cowling approximation.
Once we decide to abandon the Cowling approximation, we realize that there are some unresolved fundamental problems in the theory of adiabatic stellar oscillations. As an example, we point out the problem of mode classification. In the Cowling approximation, the eigenmodes of the stellar oscillations are properly classified into three kinds of modes (Cowling 1941) : the high-frequency mode, whose restoring force is mainly the pressure (p-modes); the low-frequency mode, whose restoring force is mostly the buoyancy force (g-modes); and the intermediate-frequency mode, which corresponds to the surface gravity wave (f-modes). Moreover, it is possible to put a unique and continuous index to each eigenmode for any fixed value of the spherical degree (Eckart 1960; Scuflaire 1974; Osaki 1975) . This scheme unfortunately depends on some properties of second-order equations that cannot be easily extended to higher order equations. In spite of some efforts (e.g., Lee 1985; Takata 2005) , it is fair to say that we still do not understand how to rigorously classify the adiabatic eigenmodes of stellar oscillations without the Cowling approximation.
The problem of nondegeneracy of the eigenmodes is another example of the unresolved problems. Because we treat the fourth-order system of differential equations with two boundary conditions at the center of the star and two other conditions at the surface, it is in principle possible that two eigenmodes, which have the same spherical degree and [Vol. 58, different radial parts of eigenfunctions, happen to have the same eigenfrequency. (Note that it is trivial to show no such degeneracy, as long as we concern ourselves with the secondorder system of equations with one boundary condition at each boundary, as in the case of the Cowling approximation.) Although numerical computations so far suggest that this kind of degeneracy is unlikely, we have not yet found a mathematical proof. If a proof exists, it could give us a clue to rigorously analyze the avoided-crossing phenomenon of eigenmodes (cf. Unno et al. 1989) .
Another kind of motivation to study the fundamental problems of the theory of stellar oscillations comes from the observational side. The recent development of precise radial velocity measurements has led to the detection of solar-like oscillations in several late-type stars (e.g., Bedding, Kjeldsen 2003) . The Canadian satellite MOST (Walker et al. 2003) provides high-precision and long-term continuous photometry of pulsating variables. In addition, another satellite for asteroseismology (COROT; cf. Catala et al. 1995 ) is expected to follow soon. In order to thoroughly interpret these high-quality data of oscillating stars, it is requisite to have a deep theoretical understanding of the phenomenon.
In this paper, we particularly consider a few topics concerning the first integrals of linear adiabatic stellar oscillations, without assuming the Cowling approximation. We explain the relation of the known first integrals to the order of the differential equation in section 2. In order to understand this relation, we show in section 3 that the system of equations of adiabatic stellar oscillations can be formulated as a Hamilton system. We describe how to reduce the order of equations based on the Hamiltonian formulation in section 4. Once we find the system is a Hamiltonian system, we can discuss the relation between the symmetry of the system and the first integrals, which is given in section 5. In section 6, we try to look for other first integrals that are similar to the known ones. We finally give a summary and conclusion in section 7.
Reduction of the Order of Differential Equations in the Problem of Adiabatic Stellar Oscillations
Linear adiabatic oscillations of stars only in the radial direction are governed by the linear second-order system of differential equations, whereas nonradial adiabatic oscillations are generally described by the fourth-order system of equations. Since the equations of nonradial oscillations include the radial oscillations as a particular case, this fact apparently suggests that there are two integrals in the case of radial oscillations. There is, however, only one integral known for the radial oscillations, which is obtained by integrating the linearized Poisson equation (cf. Unno et al. 1989) .
The same is true in the case of dipolar oscillations of stars. We can reduce the fourth-order system of differential equations to the linear second-order one with the help of an integral that is derived from the momentum conservation (Takata 2005) .
From these two cases (radial and dipolar oscillations), we naturally expect that one integral of adiabatic stellar oscillations always reduces the order of the differential equations from four to two. Because the general theory of differential equations tells us that one integral decreases the order of the system by one, the above expectation reflects some specific property of the problem of adiabatic oscillations of stars. We actually identify this as a property that is common to any Hamiltonian system. According to Lie's theorem (cf. Hagihara 1970) , the order of canonical equations of a Hamiltonian system of n degree of freedom reduces from 2n to 2n − 2k, if we find k integrals, which are independent of each other, in involution, and solvable for k canonical momentum variables. (It is said that the functions of canonical variables are in involution, if and only if the Poisson bracket of any two of them is zero.) In the case of k = 1, to which the problem of radial and dipolar adiabatic stellar oscillations corresponds, there is no need to care about the condition of integrals about independence and involution. In addition, if the first integrals are linear with respect to the canonical variables [as we will see in equations (42) and (43)], we can easily show that the solvability condition is also satisfied. Then, all we need to do to apply this theorem to our problem is to show that the problem of linear adiabatic stellar oscillations can be formulated as a Hamiltonian system, which we actually do in the next section. The actual procedure of reduction of the fourth-order system of equations to the second-order one, based on the Hamiltonian formulation, is described in section 4.
Hamiltonian Formulation
We can devise at least two ways to show that the linear adiabatic stellar oscillations is formulated as a Hamiltonian system. One is a direct formulation of the canonical equations, by modifying the known differential equations of the problem. The other is a derivation from the variational principle. Because the latter is rather complicated, we discuss it in appendix 1, whereas the former is given in this section. We adopt the notation of symbols found in Unno et al. (1989) in the following.
Nonradial adiabatic oscillations of spherically symmetric stars are directly described by the Lagrangian displacement, ξ , of each mass element that constitutes the star. Because of the symmetry of the system, the displacement ξ of each eigenmode can be expressed in terms of a function of time t and the spatial position specified by the polar coordinate (r, θ, φ) as
in which e r , e θ , and e φ are unit vectors in the direction of the coordinate axes of r, θ , and φ, respectively, and Y m l (θ, φ) is a spherical harmonic of spherical degree l and azimuthal order m. Constant σ is the angular frequency of the oscillation. The radial dependence of ξ is thus confined to two functions, ξ r (r) and ξ h (r).
Following Dziembowski (1971) , we introduce four dimensionless variables:
and
Here, the meanings of the symbols are as follows: p and Φ are the radial part of the Eulerian perturbation to the pressure (p) and the gravitational potential (Φ), respectively; r is the distance from the center of the star (radius); ρ and g are the density and the gravitational acceleration of the equilibrium structure, respectively. Note that the second equality of equation (3) follows from the horizontal component of the perturbed equation of motion. The system of differential equations that governs the linear adiabatic oscillations of stars is then given by
in which x is the fractional radius and the other quantities are defined in terms of the equilibrium quantities by
Here, Γ 1 is the adiabatic index, c is the sound speed, M r is the concentric mass, M and R are the total mass and radius of the star, respectively, and G is the gravitational constant. Note that, from a physical point of view, equations (6)- (9) are derived from the linearized continuity equation, the linearized equation of motion, the linearized Poisson equation, and the adiabatic relation between the Lagrangian pressure perturbation and the Lagrangian density perturbation. Let us rewrite equations (6)- (9) in terms of the following new variables:
in which function f is defined by
Because we find from equations (10)-(13)
which essentially come from the mass conservation of the equilibrium structure, the differentiation of equation (19) yields
The derivative of q 1 , p 1 , q 2 , and p 2 are then calculated using equations (15)- (18), (6)- (9), and (20)- (22) as follows:
x dp
and x dp
It is straightforward to verify that equations (23)- (26) are expressed as canonical equations,
and dp 
Note that the independent variable is the fractional radius (x) in the above formulation, whereas it is the time (t) in mechanics. Because H given by equation (31) depends on x explicitly (through c 1 , U , V g , and A * ), the system is not conservative.
Reduction of the Fourth-Order System to the SecondOrder One
Although it is already known that the adiabatic radial and dipolar oscillations of stars are governed by the second-order systems of ordinary differential equations, thanks to the first integrals, it is instructive to reproduce these systems from the fourth-order Hamiltonian system specified by equation (31). The key idea is to transform the fourth-order system into another Hamiltonian system that adopts the first integrals as one of the canonical variables. Suppose that such a Hamiltonian system is described by canonical variables P 1 , P 2 , Q 1 , and Q 2 , and HamiltonianĤ (P 1 , P 2 , Q 1 , Q 2 , x), where x is the independent variable. If P 2 is the first integral of this system, we necessarily have, from the canonical equations,
We therefore understand that P 2 is constant and thatĤ is independent of Q 2 . As a result, the canonical equations for P 1 and Q 1 , which are given by
respectively, depend on neither P 2 nor Q 2 , since P 2 can be replaced by a constant. This means that the second-order system that is composed of equations (33) and (34) is closed with respect to P 1 and Q 1 . The remaining canonical equation for Q 2 , which is given by
can be generally integrated only after we obtain P 1 and Q 1 by solving the second-order system. The fourth-order Hamiltonian system is thus reduced to the second-order system given by equations (33) and (34) and a first-order equation given by equation (35). We next describe how to construct a canonical transformation that transforms the system given by equation (31) into another system specified by HamiltonianĤ (P 1 ,P 2 ,Q 1 ,Q 2 ,x), with P 2 equal to a first integral. In order for P 1 and P 2 to be canonical momentum variables, they must be in involution (cf. Goldstein 1980) . Namely, we must have
Because P 1 is not uniquely determined only by this condition, we can put an additional constraint on the choice of P 1 : it is chosen so that we can express p 1 and p 2 as functions of P 1 , P 2 , q 1 , q 2 , and x. Then, we may have
The generating function S(P 1 , P 2 , q 1 , q 2 , x) that describes the canonical transformation has to be constructed so as to satisfy
for k = 1 and 2. The condition for such a function S to exist is given by
This is actually satisfied because P 1 and P 2 are in involution (cf. Hagihara 1970). After we find S, the remaining canonical variables Q 1 and Q 2 are given by
for k = 1 and 2. The transformed Hamiltonian is then given bŷ
We apply the above general procedure to the radial and dipolar stellar oscillations separately, after summarizing the first integrals specific to these cases.
First Integrals of Radial and Dipolar Oscillations
In the case of radial oscillations of stars (l = 0), the linearized Poisson equation can be integrated, so that we find an integral given by
which essentially corresponds to equation (14.36) of Unno et al. (1989) . Similarly, dipolar oscillations are known to have a first integral, (Takata 2005) . In fact, we can easily verify dI 0 /dx = 0 and dI 1 /dx = 0 using equations (20), (21), and (23)- (26), if we set l = 0 and l = 1, respectively. Note that the boundary conditions at the center of the star, which are given by
[cf. Unno et al. (1989) ], allow only such solutions that satisfy I 0 = 0 in the radial case and I 1 = 0 in the dipolar case. As a result, I 0 and I 1 calculated for the eigenfunctions remain to be zero, even if they are multiplied by any functions of x. This explains the difference between equation (42) and equation (14.36) of Unno et al. (1989) , which is reduced to g(Uy 1 + y 4 ) = 0. Similarly, equation (25) of Takata (2005) is rewritten in terms of dimensionless quantities by
the left-hand side of which differs from I 1 defined by equation (43) by factor x 2 in addition to a constant factor, GM 2 /(4πR 4 ).
Radial Case
The Hamiltonian in this case is obtained by setting l = 0 in equation (31) as
Let us choose the transformed canonical momentum variables as
and P
2 = I 0 [cf. equation (42)]. It is easy to verify that P (0) 1 , P (0) 2 = 0. These equations can be solved for p 1 and p 2 as
By integrating these equations, we obtain the generating function as
Then, we find
Equations (49), (50), (52), and (53) are recast as
respectively. Since we find from equations (51), (56), (57), and (21),
we subsequently obtain, from equations (47), (58), and (54)- (57),
wherê
1 ,x
As we expect, we find from equation (59) thatĤ 0 does not depend on Q
2 . Because the boundary conditions at the center require P 
Note that P
1 and Q
1 are related to physical variables as
respectively [cf. equations (48), (52), (15)- (17), (19), and (2)- (4)]. The terms in the parenthesis on the right-hand side of equation (63) is the radial part of the Lagrangian pressure perturbation. It is straightforward to show that the system [Vol. 58, described by equations (61) and (62) 
Dipolar Case
We first write down the Hamiltonian as
which is obtained by setting l = 1 in equation (31). In this case, we can choose P 1 as
while P 
respectively. These equations lead us to the following choice of the generating function:
from which the canonical variables Q
2 are obtained as
respectively. In order to obtain an expression for the transformed Hamiltonian,Ĥ 1 , we need to compute ∂S 1 /∂x, and then substitute the four relations,
into ∂S 1 /∂x and equation (65). Note that equations (72)- (75) have been obtained from equations (67), (68), (70), and (71).
After straightforward manipulations, we obtain
in whichĤ 1,red is defined bŷ
Note thatĤ 1 is independent of Q
2 , as we expect. Because we find P (1) 2 = I 1 = 0 from the central boundary conditions, we can actually ignore the terms ofĤ 1 that contain P (1) 2 when we solve the problem for P 1 . This means that we may pay attention to onlyĤ 1,red . The canonical equations are then given by
and If we introduce new dependent variables defined bỹ
then equations (78) and (79) are replaced by
where matrices C and A are defined by
respectively. When we derive equation (82), we have used
which is obtained from equations (20) and (21). The relations of variablesz 1 andz 2 to the physical variables are given bỹ
respectively, which are found from equations (80), (81), (66), (70), (15)- (17), (19), and (2)-(4). These relations show that z 1 = z 1 andz 2 = z 2 , where z 1 and z 2 are defined by equations (28) and (29) of Takata (2005) , respectively. Consequently, we find from equations (83) and (84) that equation (82) is equivalent to equation (34) of Takata (2005) , which is a second-order system of equations that describes dipolar adiabatic oscillations of stars.
First Integrals and Symmetry of the Radial and Dipolar Adiabatic Stellar Oscillations
Since every integral of a Hamiltonian system corresponds to certain symmetry of the system [Noether's theorem (cf. Goldstein 1980) ], let us identify the symmetry of the system that corresponds to equations (42) and (43). Generally speaking, the correspondence between a first integral, I , and symmetry of the system specified by Hamiltonian, H , is indicated by the invariance of the functional form of H under an infinitesimal canonical transformation whose generating function is I . We obtain such infinitesimal transformations that correspond to I 0 and I 1 in the following. See appendix 2 for the details of the general theoretical background.
We first think about the case of radial oscillations. Because the derivatives of I 0 given by equation (42) are calculated as
we find from equations (A61) and (A62) that the infinitesimal canonical transformation that corresponds to I 0 is described by
in which ∆s is an infinitesimal parameter. Using equations (2)- (5) and (15)- (18), these relations can be rewritten in terms of physical variables as follows:
where ∆s 0 is another infinitesimal parameter defined by
Note that ξ h does not mean the horizontal displacement in the case of radial oscillations, because the horizontal component of the displacement vector is trivially zero for l = 0. It should rather be interpreted based on the horizontal component of the linearized equation of motion, which is equivalent to
We find from this relation that equations (98) and (99) necessarily generate equation (97). The singular behavior of ∆ξ h at r = 0 is therefore not physically significant. Equations (92)- (95) [or equations (96)- (99)] describe an infinitesimal transformation which keeps the functional form of the Hamiltonian H given by equation (31) with l = 0. This transformation just causes a displacement of the origin of the gravitational potential with a sinusoidal temporal dependence of frequency σ , which trivially never affects the physical motion of the star. We next turn to the case of dipolar oscillations. We find from equation (43) that [Vol. 58,
so that equations (A61) and (A62) give
Equations (2)- (5) and (15)- (18) enable us to express these transformations in terms of physical variables as
in which
The infinitesimal canonical transformation described by equations (106)- (109) [or equations (110)- (113)] does not change the functional form of H given by equation (31) with l = 1. Note that equations (110) and (111) mean a uniform displacement of the whole star, whereas equation (112) implies no intrinsic pressure variation is caused (the Lagrangian pressure perturbation is zero) by this transformation. On the other hand, equation (113) can be rewritten as ∆δΦ = σ 2 r∆s 1 , where δΦ is the Lagrangian perturbation to the gravitational potential. This corresponds to the addition of the spatially uniform gravitational field in the opposite direction of the variation in ξ with the temporal dependence of frequency σ .
Because the system is linear and homogeneous, there exist trivial solutions specified by p k = 0 and q k = 0 for k = 1 and 2. The infinitesimal canonical transformation of these solutions specified by equations (96) 
for l = 0 (cf. appendix 2). The transformation described by equations (110)-(113) similarly generates the following solutions for l = 1:
If we set σ 2 = 0 in equation (116), we obtain the solution of the dipolar f mode, which physically means just a displacement of the center of mass of the whole star, as described by equation (14.33) of Unno et al. (1989) . Except for this and the trivial solutions obtained by setting Φ = 0 in equation (115) or ξ r = 0 in equation (116), the solutions specified by equations (115) and (116) do not satisfy the surface boundary condition for the gravitational potential in the case of free oscillations, which is given by
[equation (14.11) of Unno et al. (1989) ]. These solutions actually correspond to particular solutions of forced oscillations due to external gravitational fields. As for the solution given by equation (115), the external gravitational potential varies sinusoidally with time, but is spatially constant. As a result, the external gravitational force has no effect on the motion of the star, since it is identically zero. On the other hand, the solution given by equation (116) corresponds to the translational motion of the whole star in reaction to the external gravitational force which is constant in space, but sinusoidally changes in time. Because the problem is linear, the superposition of an arbitrary solution of free radial (or dipolar) oscillations with frequency σ and the particular solution specified by equation (115) [or equation (116)] with the same frequency generates another solution of the forced oscillation by the external gravitational field. The gravitational field in the absence of matter is necessarily inhomogeneous, if it has the symmetry specified by a spherical harmonic, Y m l (θ, φ), with l ≥ 2. Consequently, such a field cannot induce the purely translational motion of the whole star. This fact suggests that there is no similar integrals to I 0 and I 1 for l ≥ 2. We discuss this point in the next section.
Other First Integrals

Constraint on First Integrals
An important property of the first integrals of equations (6)- (9), given by equation (42) for radial oscillations and equation (43) for dipolar oscillations, is that they are valid for arbitrary stellar structures. It is natural to look for any other first integrals with the same property, which we try to find in this section. Because of the constraint that they exist for any structure of stars, it is shown that such integrals depend on the equilibrium structure only through c 1 and U , which are defined by equations (11) and (12), respectively.
We explain this point in detail. The first integrals, Ψ, generally depend on x and y 1 , ... , y 4 . We may separately treat the dependence on x through equilibrium quantities that are expressed in terms of the four quantities, c 1 , U , V g , and A * , which appear on the right-hand sides of equations (6)-(9). We particularly assume that Ψ depends on only such equilibrium quantities that are obtained by a finite number of differentiation or integration of the four quantities. Note that these four quantities are related by the two differential relations given by equations (20) and (21). Because we look for integrals that are valid for any stellar structures, we cannot assume any other relations among these four quantities. Consequently, the equations that we can use to show dΨ/dx = 0 are limited to the physical conditions given by equations (6)- (9), (20), and (21), as well as mathematical identities. We show below that Ψ is independent of integrals of equilibrium quantities and derivatives of A * and V g .
Independence of Integrals of the Equilibrium Variables
Let us express by B an equilibrium quantity that is obtained by integrating the four variables, c 1 , U , A * , and V g , k times, where k is a positive integer. We can assume, without loss of generality, that the first integral, Ψ, does not depend on any equilibrium quantities that are computed by integrating the four variables more than k times. We also assume that we fully use the two integral relations,
which are obtained from equations (20) and (21), respectively, in order to make k as small as possible. The general form of B is given by
Let us further assume that Ψ depends on B analytically as
where ψ i is dependent on the equilibrium quantities and y 1 , ... , y 4 , but independent of B. By differentiation of equation (121), we have
Note that ∂ψ i /∂x becomes independent of B, because we assume that Ψ is independent of such equilibrium quantities that are obtained by integrating B. The derivatives, dy i /dx (i = 1, ... , 4), are also independent of B, since they depend on only c 1 , U , A * , and V g , and not on their integrals. We therefore find a necessary condition for dΨ/dx = 0 to be
If we remember
equation (123) can be recast as a recursive relation for ψ i ,
from which we obtain
for i ≥ 0. From this equation, we find that the series given by equation (121) must be truncated, because Ψ otherwise depends on the derivatives of equilibrium quantities of infinite order. Assuming ψ i = 0 for i > i 0 (> 1), we find, from equation (123),
which just means ψ i 0 itself is a first integral. We can then integrate equation (125) to obtain
which contradicts the assumption that ψ i 0 −1 is independent of B. We thus find that Ψ is actually independent of B of the form given by equation (120).
Independence of Derivatives of the Equilibrium Variables
Since we can express the derivatives of c 1 and U in terms of those of A * and V g , as well as c 1 , U , A * , and V g , thanks to equations (20) and (21), we may assume that the first integral, Ψ, does not depend on the derivatives of c 1 and U . Here, suppose that Ψ is dependent on A * and its derivatives with the highest order of k, where k is a positive integer or zero. Then, the derivative, dΨ/dx, necessarily has a term,
which is the only term in dΨ/dx that depends on
due to the definition of k, and equations (6)- (9) do not contain any derivatives of A * . Therefore, we must have
in order for dΨ/dx to be zero. This means that Ψ actually does not depend on d k A * /dx k for k ≥ 0. Since the same argument also applies to V g , we find that Ψ does not depend on V g and its derivatives at all, either.
Search for First Integrals that Depend on c 1 and U
We may thus consider the first integrals that depend on x, y 1 , ... , y 4 , U , and c 1 . It is actually convenient to use [Vol. 58, µ = c 1 ω 2 instead of c 1 , because c 1 is always multiplied by ω 2 in equations (6)-(9). We assume ω 2 = 0 in this section so that the reciprocal of µ is readily defined. Note that equation (20) is replaced by
We can then express the first integral, Ψ, with its arguments by
The derivative of Ψ is evaluated by using equations (6)- (9), (21), and (131) as follows:
where we have defined
Since Ψ depends on neither A * nor V g , the coefficients of these quantities must be zero. We therefore have
By eliminating ∂Ψ/∂U from these two equations, we obtain
The two conditions given by equations (135) and (136) are thus replaced by
Solving the partial differential equation (138), we have
where F 1 is an arbitrary function and y 5 and y 6 are defined by
respectively. If we substitute equation (140) into equation (139), we obtain
The general solution of this partial differential equation is given by
in which F 2 is another arbitrary function and y 7 is defined by
It is important to point out that equation (144) means that the dependence of Ψ on y 1 , y 2 , y 4 and U is confined to y 5 and y 7 . As a result, the number of dependent variables of Ψ has decreased from seven in equation (132) to five in equation (144). In other words, the two conditions given by partial differential equations (138) and (139) have made the number of dependent variables decrease by two. We repeat the same procedure in the following, until dΨ/dx becomes zero. Because of equation (144), the derivatives of Ψ are expressed by
Using these relations as well as equations (141), (142), and (145), equation (133) The solution of equation (154) is given by
where F 3 is again an arbitrary function and variables y 8 and y 9 are defined by
respectively. The derivatives of F 2 are then calculated as follows:
Substitution of these into equation (155) 
in which we have used equations (157) and (158). Because F 3 does not explicitly depend on y 7 , we find
The general solution of this equation is given by
where F 4 is an arbitrary function and
Equation (165) 
Substituting these into equation (163) and using equation (166), we obtain
The solution of this equation is provided by
in which F 5 is an arbitrary function and
Here, we have used µ 3µ 0 + 8
From equation (171) 
In order to calculate the right-hand side of equation (153), we need to express the derivatives of F 2 in terms of those of F 5 . This is accomplished by using equations (159)- (162), (167)- (169), and (174)- (175) as follows: 
Using these expressions as well as equations (145), (157), (158), (166), and (172) in equation (153), we obtain
Because F 5 does not depend on y 8 and µ explicitly, the coefficient of y 8 /µ 2 must be zero. From this requirement, we have
namely
which means l = 0 or l = 1, respectively, since l ≥ 0. In either of these cases, Ψ is an integral if and only if
from which we find
where F 6 is an arbitrary function and
If L = 0 (l = 0), then
whereas
if L = 2 (l = 1). Note that y 12 itself is regarded as a first integral.
In fact, equations (186) and (187) are respectively equivalent to equations (42) and (43), except for constant factors. What we have shown here is that the first integrals of adiabatic oscillations of stars, which are valid for any structure of stars, are limited to those given by equation (186) for radial oscillations (l = 0) and equation (187) for dipolar oscillations (l = 1). No such first integrals exist for l ≥ 2.
Note that the above conclusion does not mean the nonexistence of any other first integrals of adiabatic stellar oscillations for some particular stellar structures. For example, it is known that the fourth-order equations of adiabatic stellar oscillations are reduced to the second-order ones irrespective of l for the homogeneous compressible model and Roche's model [cf. Pekeris (1938) ; section 76 of Ledoux, Walraven (1958) ]. This suggests that there exists at least one first integral for these models for any value of l.
Summary and Conclusion
We have shown that the problem of nonradial adiabatic oscillations of stars can be formulated as a Hamiltonian system. According to a general property of Hamiltonian systems, we can understand the reduction of the order of the differential equations from four to two with the help of only one integral in the case of radial and dipolar oscillations. We have examined the symmetry of radial and dipolar oscillations, which corresponds to the first integrals. We have shown that the two first integrals are related to the reaction of the whole star to uniform external gravitational fields. We have also shown that first integrals of nonradial adiabatic oscillations of stars, which are valid for any structure of stars, are limited to those already known for radial and dipolar cases.
derivatives. In order to make the argument parallel to that in mechanics, we slightly modify the above formulation. The key point is that we take variations of not only ξ , but also Φ independently in the modified formulation.
We first note that we can obtain the differential relation between ξ and Φ , instead of the integral relation given by equation (A2), as
or, equivalently,
which is derived from the linearized Poisson equation and the linearized continuity equation. As Smeyers (1973) has shown, the last term on the right-hand side of equation (A1), which is the only term that includes Φ , is varied in reaction to the variation in ξ as
in which Φ is changed in reaction to the variation in ξ following equation (A2). Note that the operator δ (ξ ) indicates the variation that is induced when only the variation of ξ is taken independently. On the other hand, regarding that the variation in Φ is independent of that in ξ , we find
where δ (ξ ,Φ ) means the variation caused by independent variations in ξ and Φ . The first term on the right-hand side of equation (A6) is the same as the right-hand side of equation (A5), whereas we obtain equation (A4) from the second term on the right-hand side of equation (A6) by requiring that the variation on the left-hand side is zero with respect to arbitrary δΦ . We can therefore replace the last term on the right-hand side of equation (A1) with the term found in the bracket on the left-hand side of equation (A6). In this case, we should take the variation in Φ independently of that in ξ . We thus reformulate the problem as follows: the differential equations of linear adiabatic stellar oscillations are obtained by requiring that the action, defined by
is stationary with respect to arbitrary infinitesimal variations in ξ and Φ . Note that the integrand on the right-hand side of equation (A7) contains the argument of the functional, ξ and Φ , and their derivatives only. The integrand of this kind corresponds to the Lagrangian density in the field theory.
Because of the symmetry of the system, we already know the temporal dependence and the angular dependence of ξ and Φ , as given by equation (1) and
respectively. We substitute these relations into equation (A7). We may moreover specify the time interval of the integration as [ 0, 2π/σ ] (one period of the oscillation). In this case, the integration with respect to time is calculated as 
Using these relations, we can perform integration of each term on the right-hand side of equation (A7) 
we find, neglecting the second-order terms of ∆s,
This relation means that I {p k }, {q k }, t is a first integral of the Hamiltonian system described by Hamiltonian H if and only if the functional form of H is invariant under the infinitesimal canonical transformation described by
which are obtained from equations (A53) and (A54), respectively. We should stress that ∆H defined by equation (A58) is not the difference in the value of H , which is given by
but the variation in the functional form of H . If Hamiltonian H is quadratic and the first integral, I , is linear with respect to the canonical variables, we can show the existence of particular solutions of the system. In this case, the partial derivatives of I {P k }, {q k }, t with respect to P k and q k do not depend on the canonical variables, so that the second-order terms with respect to ∆s on the right-hand side of equations (A53) and (A54) are exactly zero. Then, if we express the transformed Hamiltonian, H , which is given by equation (A55), in terms of the transformed canonical variables, {P k } and {Q k }, the second-order terms do not depend on the canonical variables. This is because these second-order terms are proportional to the second derivatives of H and the first derivatives of I with respect to the canonical variables, both of which are independent of the canonical variables. As a result, these second-order terms do not affect the canonical equations. Consequently, equations (A61) and (A62) are valid not only for an infinitesimal ∆s, but also for a finite ∆s. If the trivial solutions, given by p k = 0 and q k = 0, are transformed by these equations, we obtain
These are particular solutions of the transformed system specified by Hamiltonian H {P k }, {Q k }, t . Since there is no difference in the canonical equations between the original system and the transformed system, we find particular solutions of the original system,
