This paper presents a micro data approach to the identification of credit crunches. Using a survey among German firms which regularly queries the firms' assessment of the current willingness of banks to extend credit, we estimate the probability of a restrictive loan supply policy by time taking into account the creditworthiness of borrowers. Creditworthiness is approximated by firm-specific factors, e.g. the firms' assessment of their current business situation and their business expectations. After controlling for the return on the banks' risk-free investment alternative, which is also likely to affect the supply of loans, we derive a credit crunch indicator, which measures that part of the shift in the loan supply that is neither explained by firm-specific factors nor by the opportunity costs of providing risky loans.
Introduction
The world financial crisis that originated from the US subprime mortgage crisis of 2007 has shown a significant impact on the credit market in Germany. The annual growth rate of the outstanding amount of loans from German banks to non-financial corporations fell from more than 10 percent by the end of 2008 to -3.4 percent in December 2009. Since in Germany bank loans are a key source of external finance for firms, representing about 40 percent of nonfinancial corporations' debt, there was a lively discussion about whether the German economy is experiencing a credit crunch.
Following Udell (2009) , "economists generally define a credit crunch as a significant contraction in the supply of credit reflected in a tightening of credit conditions." There is a large literature that has utilized macroeconomic data, such as the mix of bank loans and commercial paper, interest rate spreads, and total bank loans, to identify shifts in loan supply (Bernanke, 1983; Bernanke and Blinder, 1992; Kashyap and Stein, 1995; Kashyap, Stein, and Wilcox, 1993; Kashyap, Lamont, and Stein, 1994; Ding, Domac, and Ferri, 1998) . However, approaches using aggregate data have been criticized for not having adequately isolated loan supply shocks from loan demand shocks. In fact, as Bernanke and Gertler (1995) and Oliner and Rudebusch (1996) argue, when the economy is hit by a negative shock, it is often impossible to distinguish whether the usual deceleration in bank lending stems from a shift in demand or supply. On the one hand, the corporate sector may be demanding less credit because fewer investments are undertaken; on the other hand, it could be that banks are less willing to lend and, therefore, charge higher interest rates or decline more credit applications.
In this paper we circumvent the identification problem typically encountered with aggregate data by applying a micro data approach that uses information about the loan supply behavior of banks, which is obtained from a regular survey among firms. In this survey firms are asked to give their perception of the current willingness of banks to extend credit to businesses. We interpret the responses to the 'credit question' as information from the point of view of the firms about the banks' loan supply conditions. From a theoretical perspective, the survey responses are exclusively used as indicators for the location of the loan supply curve, which allows us to avoid controlling for the demand side of the loan market.
A major advantage of the survey is that it also provides ample information about the quality of each firm. The starting point of our analysis is an article by Bernanke and Lown (1991) in which they also "define a bank credit crunch as a significant leftward shift in the supply curve for loans". They however emphasize that in any empirical approach the econometrician needs to hold "constant both the safe real interest rate and the quality of potential borrowers" in order to properly separate a credit crunch from 'normal' shifts in loan supply curve, which may be triggered by changes in the banks' opportunity costs of providing risky loans or changes in the creditworthiness of borrowers.
The purpose of the paper is to derive a credit crunch indicator that represents shifts in the supply of loans, which cannot be explained by 'normal' determinants of the loan supply curve. In a first step we control for variations in the firms' quality over time and regress the responses to the 'credit question' on the information about the creditworthiness of the firm using a nonlinear discrete outcome panel-data model. In addition to the firm-and sector-specific information we also include a set of time dummies as regressors into our model. The estimated coefficients on the time dummies are interpreted as additional macroeconomic or bank industry-specific factors determining the loan supply decision of the bank. In a second step we separate the variation of lending policies, which is captured by the time dummy coefficients, from changes in the banks' opportunity costs of providing risky loans. This is achieved by regressing the estimated time dummy coefficients on the evolution of the safe real interest rate over time using a simple linear regression model. The variation of the time dummy coefficients, which cannot be explained by changes in the safe real interest rate, i.e. the residuals of the linear regression, are finally interpreted as bank industry-specific determinants of loan supply. The more positive the contribution of the bank industry-specific determinants of loan supply to the firms' perception of a restrictive willingness to lend (holding constant both the safe real interest rate and the quality of potential borrowers), the higher the probability that the economy is affected by an adverse loan supply shock and, hence, a credit crunch.
Our results show that the probability of a credit crunch in the German economy was highest during the years 2003/04, following the economic downturn after the burst of the New Economy Bubble. In the subsequent boom of the years 2006 to 2008 the loan supply of banks was much laxer. Even after controlling for the on average good quality of the firms and the low safe real interest rate, the banks' willingness to lend was perceived as accommodating. Most surprisingly, in the latest financial crisis, in which banks are much more involved than in previous recessions due to massive write-downs of toxic assets, the indications of a credit crunch are much weaker than in the years 2003 to 2004. Only large firms that mainly negotiate credits with state-owned landes banks and private commercial banks reported a subdued willingness of the banks to grant credit, which can neither be explained by the impaired creditworthiness of these firms, nor by the large increase of the banks' opportunity costs of providing risky loans.
To our knowledge this paper is the first to identify credit crunches by using direct (qualitative) information about loan supply conditions that is obtained from a survey among firms. To some extent our paper is close to the paper by Borensztein and Lee (2002) who analyzed the Korean credit market situation in the aftermath of the Asian financial crisis in 1997/98 by using firm-level data. They pointed out that "one of the crucial issues related to the credit crunch is the extent to which profitable and viable firms did or did not have access to finance." They tried to tackle this problem by looking at the characteristics of firms that observed reductions in their loan volumes. However, since their dependent variable was loan volume, the identification problem still remained and loan supply shifts had to be identified by including some proxies for loan demand into the regression. Our approach solves this identification problem a priori by using a proxy for loan supply as dependent variable in the regressions.
Another strand of the literature used bank-level data in order to identify a credit crunch, which is typically caused by banks encountering difficulties on the liability side of their balance sheet and, in particular, in maintaining an adequate level of equity (Peek and Rosengren, 1995; Peek and Rosengren, 2000; Woo, 2003) . A major shortcoming of this approach is, however, that changes in the quality of firms are not controlled for. Since differences in bank capital are likely to be associated with differences in borrowers quality, differences in credit growth may just reflect differences in firms' conditions rather than in banks' conditions. A rather new literature therefore proposes to analyze individual loan data together with both, firm and bank characteristics. Albertazzi and Marchetti (2010) use data on outstanding loans extended by Italian banks to Italian firms, merged with data on corresponding balance sheet indicators of the firms' quality. Since the compilation of a micro-data set with bank-firm relationships is a challenging task, Albertazzi and Marchetti (2010) are not able to analyze the evolution of loan supply over time and only provide a cross-sectional analysis for a specific point in time after the collapse of Lehman Brothers. The main advantage of our approach is that it results in an indicator for the existence of a credit crunch (or, to put it more general, of loan supply shocks) over time.
This paper is structured as follows. Section 2 presents the first step of our approach, the micro-econometric model. In Section 3 the credit crunch indicator is derived in the second step. Section 4 discusses the of role firm size and of bank lending relationships for our results. Section 5 concludes.
The Micro-Econometric Model
We consider the following nonlinear panel-data model for the binary variable y it , representing qualitative information about the loan supply conditions,
x it are the regressors, i = 1, 2, . . . , N denotes the independent firms and t = 1, 2, . . . , T i denotes the observations for the ith unit. F is the cumulative distribution function of either the logistic distribution (logit model) or the standard normal distribution (probit model). Since y it may vary across firms for reasons we cannot control for, the model is estimated with unobserved firm-specific effects α i . 1 A random effects ( re) model treats the α i as an unobserved random variable with a specified distribution, typically the normal distribution. However, the random effects model hinges on the unlikely assumption, that the α i 1 Good descriptions of discrete response models for panel data can be found in Greene (2008) or Hsiao (2003) . are independent from all x i . In a fixed effects ( fe) model the α i are also treated as unobserved random variables, which however may be correlated with the regressors x it . Thus, in contrast to the random effects model, the fixed effects model makes inference based only on the intra-firm variation of the variables, implying that unobserved time-invariant differences across firms have no effects. A major problem of the fixed effects model is that in short panels the joint estimation of the N fixed effects and the other model parameters β usually leads to inconsistent estimation of all parameters due to the incidental parameters problem. While this problem cannot be solved for the probit model, it is possible to consistently estimate a logit model with the conditional maximum likelihood estimator. This estimator is based on a log density for the ith individual that conditions on the total number of outcomes equal to 1 for a given individual over time, which leads to the loss of those observations where y it = 0 or y it = 1 for all t.
Data
In all regressions the dependent variable y it is creditsupply, which measures the firms' perception of the banks' credit conditions. It is taken from the Ifo Business Survey, in which a representative sample of German firms of the manufacturing sector are asked to respond to the following question: "How would you assess the current willingness of banks to extend credit to businesses"? The answers to choose from are "accommodating", "normal" and "restrictive". The dependent variable is set equal to 1, if the firms assess the banks' loan supply policy as "restrictive", and 0 if the firms indicate "normal" or "accommodating".
2 The question was introduced in the questionnaire in June 2003 and since then asked every March and August. In order to gain more information on the effects of the latest financial crisis on the financing situation of firms, the credit question was included in the regular monthly survey from November 2008 on. The November 2010 survey is the latest survey that is included in the sample. On average we have 2100 responses to the credit question in each survey.
The regressors x it consist of two groups of variables. The first group com-prises the firm-specific and sector-specific variables, which measure the quality of the potential borrowers. The firm-specific variables vary both, over time and across firms, and are also taken from the Ifo Business Survey. In our regressions we use the firms' assessments of the current state of the business (statebus) and their business expectations for the next six months (comexp) as a proxy for the quality of the borrower. The survey respondents can characterize their state of the business as "good", "satisfactory" or "poor" and their expectations as "more favorable", "unchanged" or "more unfavorable". Thus, both firm-specific regressors are ordinal variables with three categories, which take a value of − 1, if the firm's quality is bad (more unfavorable business expectations, poor state of the business), − 2, if the firm's quality is moderate (unchanged business expectations, satisfactory state of the business), − 3, if the firm's quality is good (more favorable business expectations, good state of the business). Of course other measures, in particular balance sheet ratios, could also be taken into account as proxies for the information used by the banks in order to evaluate the quality of potential borrowers.
3 As such ratios are currently not yet available in the data set, we motivate our choice of the explanatory variables by the existing evidence from internal surveys, according to which the responses to these questions can be viewed as proxies for actual balance sheet figures. In the so-called "survey of the survey" the Ifo Institute examined the factors that form the basis for firms' replies to the monthly business survey. It turned out that for the assessment of the current state of the business and the business expectations for the next six months the firms mainly rely on hard facts, such as the profit situation and the turnover (Abberger, Birnbrich, and Seiler, 2009 ). In addition to firm-specific variables we also include a sector-specific variable, sectorclimate. The idea here is that a firm's creditworthiness is also evaluated on the basis of the performance of the economic activity in the business sector that a firm i is operating in. This variable varies over time, but is identical for all firms producing in a specific business sector. The business sectors in man-ufacturing are defined according to the Classification of Economic Activities in the European Community (NACE rev. 1.1). As a proxy for the sector-specific economic activity, we use the Sector Ifo Business Climate Indicator, which is calculated as the mean of the aggregated balances of the current business situation and the business expectations in a specific business sector. The balance values are calculated as the difference of the percentages of the positive and the negative responses. Table 1 shows that there is considerable variation of the mean of the Business Climate Indicator across sectors. In the chemical sector (DG), for example, which accounts for about 6 percent of the observations, firms report on average much more favorable business situations and expectations than in the textile sector (DB with about 5 percent of the observations). Some descriptive statistics for the variables are shown in Table 2 . The sample comprises 79070 responses to the credit question over the period 2003 to 2010. In 38 percent of the observations the firms assessed the banks' loan supply policy as "restrictive". On average, those firms are characterized by a poorer state of the business (i.e. a lower value of statebus), more unfavorable business expectations (i.e. a lower value of comexp) and a lower business activity in the sector they are operating in (i.e. a lower climatesector). The low values of the standard errors indicate that the differences between the two sub-groups are statistically 8 significant at conventional levels. Notes: creditsupply = 1, if the firms assess the banks' loan supply policy as "restrictive", creditsupply = 0, if the firms indicate "normal" or "accommodating".
The second group of regressors are thought to capture all variation of lending policies over the business cycle, which is independent from the firms' quality. We include a set of T − 1 time dummies, where T = 37 is the number of surveys between June 2003 and November 2010 that are analyzed in the regressions. In contrast to the firm-specific or sector-specific variables the time dummies are common to all firms. The estimated coefficients on the time dummies are interpreted as additional macroeconomic or bank industry-specific factors determining the loan supply decision of the bank.
Regression Results
The results of the logit and probit regressions are shown in Table 3 .
5 The coefficients on the quality measures are significant and have the correct negative sign. If the state of the business is "good" or business expectations are "more favorable", the probability that a firm perceives the loan supply policy of banks as restrictive decreases. If the economic activity in the sector that a firm belongs to increases, the probability of a restrictive loan supply policy decreases.
These results are robust across the assumption made with respect to α i and the distribution function F (column (1) shows the results of the random effects logit model, column (2) those of the fixed effects logit model, and column (3) Figure 1) . Moreover, during the latest crisis period loan supply to firms of equal quality was on average less restrictive than in 2003/04. Interestingly, the timely pattern of the coefficients on the time dummies are unaffected by the assumption about the cumulative distribution function and the way how the firm-specific effects are modeled.
Robustness

Linear Probability Model
Since the parameters β (which include the coefficients on the time dummies) are estimated from a non-linear binary regression model, they only provide information about the sign and the statistical significance of the relationship between the independent variables and the outcome and cannot be interpreted as marginal effects. Nevertheless, also in a binary response model it holds that for a given positive value of the independent variable the probability of an outcome is larger at a given point in time, the greater the estimated coefficient on the independent variable is. Thus, larger coefficients on the time dummies imply a higher probability of a restrictive loan supply for a given quality of a firm. A quantitatively more meaningful interpretation of the estimated coefficients can be given in the context of a linear probability model:
In this class of models the estimated coefficients on the time dummies are percentage points contributions to the probability that a firm perceives the current willingness of banks to extend credit to businesses as restrictive, everything else being equal. It is well known that the disadvantage of the linear probability model is that the fitted probabilities may fall outside of the zero-one interval, which, however, does not apply in our case. 6 In Table 9 in Appendix A columns (1) and (2) show that for a given quality of the firm the probability of a restrictive loan supply was, depending on the assumption made with respect to α i , between 25 and 28 percentage points lower in August 2008 than in June 2003 (when the time dummy coefficients are set to zero).
Instrumental Variable Regressions
A linear probability model is also useful for running instrumental variable (IV) regressions in order to account for the potential endogeneity of the regressors. If a firm faces a restrictive loan supply, profitable investments cannot be financed. Thus, it is possible that the firm's assessment about the banks' loan supply policy (creditsupply) may have an impact on the quality of the firm as measured by the regressors statebus and comexp. Whether or not this leads to the problem of endogenous regressors, crucially depends on the time horizon of the survey respondents. On the one hand, today's access to credit is likely to affect investment projects only in the future. On the other hand, the responses to the question about the current state of the business and the short-run business expectations may already incorporate these long-run effects of today's loan supply conditions. If the firm-specific regressors were endogenous, our estimators would be biased and there would only be little trust in the estimates of the probability models. In order to account for the potential endogeneity of the regressors statebus and comexp, we estimate the fixed effects linear probability model with IV methods (see column (3) in Table 9 in Appendix A). Various tests summarized in Appendix B show that there is no evidence of weak or endogenous instruments. Furthermore, we cannot reject the null hypothesis that statebus and comexp are exogenous. Based on these results we assume that also our baseline logit and probit regressions are not subject to endogeneity problems. Finally, all the conclusions drawn henceforth based on the logit and probit models are almost identical to the results of the linear IV model.
Nonlinear Probability Model for Ordered Outcomes
Since the dependent variable y it has three potential outcomes, "accommodating", "normal" and "restrictive", and since these outcomes are inherently ordered, we check the robustness of our baseline results using an ordered logit random effects model and an ordered probit random effects model. 7 As in our baseline regressions the coefficients on the firms' quality measures are significant 7 The ordered nonlinear probability models were estimated using the gllamm programs for Stata (see http://www.gllamm.org/). and have the correct negative sign (see columns (4) and (5) in Table 9 in Appendix A). Moreover, the coefficients on the time dummies show time patterns that are similar to those of the baseline regressions.
Data Frequency
The inclusion of the credit question in the regular monthly survey from November 2008 on implies a break in the frequency of the data. In the first five years between June 2003 and August 2008 the question was asked two times a year, implying 12 surveys with 28295 observations in total. Between November 2008 and November 2010 the question was asked monthly, i.e. 25 times with 50775 observations in total. Due to the change of frequency of the survey the period of the world financial crisis has an over-proportionally large weight in the regression, which may induce some bias in our estimates. For this reason we re-ran our baseline regressions using only data from March and August of each year in the sample. The results are shown in Table 10 in Appendix A. As in our baseline regressions the coefficients on the firms' quality measures are significant and have the correct negative sign. Moreover, the coefficients on the time dummies show time patterns that are similar to those of the baseline regressions.
3 Credit Crunch Indicator
In the second step we separate the variation of lending policies over the business cycle, which is captured by the time dummy coefficients, from changes in the determinants of loan supply, which are caused by factors other than the firmspecific quality. From the credit crunch definition of Bernanke and Lown (1991) follows that a shift in the loan supply of banks can also be explained by changes in the return of the banks' risk-free investment alternative, which can be interpreted as the opportunity costs of providing risky loans. These opportunity costs are measured by the real interest rate on safe government bonds. If the safe real interest rate increase, banks invest more of their funds in risk-free assets and will consequently reduce their loan supply, everything else being equal (Bernanke and Blinder, 1988) .
Those shifts in loan supply that are not caused by normal determinants of the loan supply curve and that therefore reflect a credit crunch are isolated by regressing the estimated time dummy coefficients on the evolution of the safe real interest rate over time using a simple linear regression model:
td t corresponds to the estimated coefficients on the time dummies t yymm shown in Table 3 , c is an intercept, and i t is the real interest rate on safe 10-year government bonds. The real interest rate is calculated by the European Central Bank from AAA-rated euro area central government bonds (European Central Bank, 2008 , provides some further information). Thus, we assume that the banks' investment alternative to risky loans to German firms is a government bond issued by euro area central governments with the lowest credit risk. The variation of the time dummy coefficients, which cannot be explained by changes in the safe real interest rate, i.e. the residuals ε t of the linear regression, are finally interpreted as loan supply shocks. The more positive the contribution of loan supply shocks to the firms' perception of a restrictive willingness to lend (holding constant both the banks' opportunity costs and the quality of potential borrowers), the higher the probability that the economy is affected by a credit crunch. The estimated coefficients on the real interest rate δ are positive and significant, implying that higher opportunity costs may contribute to a leftward shift of the loan supply curve (see Table 4 ). The residuals of the regression, which we denote as credit crunch indicator, are depicted in Figure 2 . Irrespective of the specification of the panel-data model, our results show that the probability of a credit crunch in the German economy was highest during the years 2003/04, following the economic downturn after the burst of the New Economy Bubble. In the subsequent boom of the years 2006 to 2008 the loan supply of banks was laxer. Even after controlling for the on average good quality of the firms and the low safe real interest rate, the banks' willingness to lend was perceived as accommodating. Most surprisingly, in the latest financial crisis, in which banks are much more involved than in previous recessions due to massive write-downs of toxic assets, the indications of a credit crunch are much weaker.
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An explanation for the result that the credit crunch was more pronounced at the beginning of the decade than during the latest financial crisis can be given with the help of Figure 3 , which shows the average shares of the negative responses to the survey questions across firms over time and the safe real interest rate. Both periods of economic downturn are characterized by a quite similar pattern. A large share of firms assesses the banks' willingness to lend as restrictive and at the same time many firms report a poor state of their business and more unfavorable business expectations for the next six months. Moreover, the real interest rate is on average higher than during the cyclical upturn in the period from 2005 to 2008. Despite these similarities a closer look at the years 2003 and 2009 shows some remarkable differences. Firstly, the leftward shift of the loan supply curve seems to be more pronounced in the former period, as the share of firms indicating a restrictive loan supply was about 11 percentage points . In sum, the unexplained residual of the time-variation in loan supply, which is reflected by the credit crunch indicator, is much larger in the former than in the latter period.
The two-step procedure for calculating the credit crunch indicator is required since the safe real interest rate i t and the time dummies t yymm cannot be simultaneously used as regressors in the first-stage regression due to collinearities. The reason for this is simply that the T observations for the safe real interest rate are identical to all firms, implying that their information is entirely captured by the time dummies. One way of avoiding the two-step procedure is to replace the T − 1 time dummies in regression (1) by a higher-degree polynomial that best possibly reproduces the evolution of the estimated time dummy coefficients. In order to get an idea of how lending policies vary over the busi- ness cycle over and above the quality assessment of the bank, we looked at the estimates of the time dummy coefficients in Figure 1 and decided to estimate the time trend of the variation of lending policies by a fourth degree polynomial. We then included both, the polynomial and the safe real interest rate, as non-firm-specific regressors in our non-linear panel model (1) and derived the credit crunch indicator directly from the estimated coefficients of the polynomial (see Table 11 in Appendix A for the regression results). Figure 4 shows that the resulting credit crunch indicator of the one-step procedure using a polynomial time trend evolves similarly to the credit crunch indicator resulting from the two-step approach (see Figure 11 in Appendix C for the credit crunch indicators resulting under different model assumptions). Most importantly, it confirms our previous result that the probability of a credit crunch was lower during the latest financial crisis than in the aftermath of the burst of the New 
On the Role of Firm Size and Bank Relationships
The size of a firm is often viewed as an important determinant of a firm's access to credit. According to the bank lending view, which highlights the response of the supply of bank loans in the transmission of monetary policy, financial markets are characterized by imperfections and bank assets (loans, securities) are imperfect substitutes (Bernanke and Gertler, 1995) . In the empirical literature, the relevance of the bank lending channel has been a controversial issue, due to the problem of identifying shifts in the supply of bank loans. In order to address the identification problem, several studies have considered disaggregated data and found that, following a monetary contraction, bank credit to small firms is reduced more than bank credit to large firms (see for example Gilchrist, 1994, and Zakrajsek, 1995) . The main reason for this result is that small firms are more dependent on bank credit as they hardly have access to alternative financing sources, such as financial markets. In order to analyze whether the size of firms has any influence on our credit crunch indicator, we included a dummy variable into the micro-econometric model that takes a value of 1, if a firm has 250 employees and more, and 0 otherwise. The information about the number of employees is also taken from the Ifo Business Survey. Table 5 shows that roughly two thirds of the firms in our sample are classified as small according to this definition. Since we are mainly interested in the variation of lending policies over time we additionally introduced a set of interaction terms by multiplying the time dummies with the firm size dummy. Another interesting issue is whether the category of bank, with which the firm is primarily negotiating credits, has any influence on the firm's assessment of loan supply. A peculiarity of the German banking system is its three-pillar structure based on private commercial banks, banks governed by public law and credit cooperatives. The private commercial banks include major banks such as Deutsche Bank and Commerzbank; banks governed by public law are the roughly 500 "Sparkassen" (savings banks) and the "Landesbanken" (landes banks); cooperative banks include the roughly 1200 "Volks-und Raiffeisenbanken" and their two central institutions DZ Bank and WGZ Bank. During the financial crisis in particular the state-owned landes banks and some of the large private commercial banks have been hard hit, while both savings banks and cooperative banking institutions turned out to be relatively stable (Hüfner, 2010) .
In a special question that was included in the questionnaire of the Ifo Business Survey in June 2009, firms were asked about the category of bank, with which they are predominantly negotiating credits. The answers to choose from were "savings banks", "landes banks", "credit cooperatives", "private commercial banks" and "other banks". We assumed that the firms have had the same bank relationship over the entire sample period 10 and constructed four dummy variables (control group = savings banks), which was introduced in the microeconometric model as a set of interaction terms by multiplying the time dummies with the four bank dummies. Table 5 shows that the information about the bank relationship is available for about 64% of the observations in our sample. The results of both regressions with interaction terms are shown in Table  6 . Since the estimation with interactions terms is time-consuming, we only applied the fixed effects logit model in this Section, which is based on the more realistic assumption that the unobserved firm-specific effects and the regressors are correlated. As in the baseline regression the coefficients of the state of the business, the business expectations and the sector-specific business climate are significant and have the correct negative sign. Since we only allowed the firm size dummy and the bank relationship dummy to interact with the time dummies, the coefficients on the firm-specific regressors are identical across groups. The coefficients on the time dummies are shown separately for each subgroup. For both regressions, the first column shows the coefficients on the time dummies of the control group, i.e. small firms in the model with firm size interaction and savings banks in the model with bank relationship interaction. The columns to the right of the first column show a group-specific intercept term in the first row and the coefficients on the interaction terms for each subgroup in the rows below. In the model with bank interaction the group-specific intercept dropped out of the regression because of no within-firm variance.
11 We performed joint Wald 10 It is common practice in credit financing for close ties to exist between firms and banks. One of the countries where relationship lending is supposed to be especially prevalent is Germany, often cited as the classical example of a bank-based system with strong customerborrower-relationships (Elsas and Krahnen, 1998 ). An important indicator to measure relationship lending is the duration of a bank-borrower relationship (Petersen and Rajan, 1994) . According to survey evidence the average duration of bank relationships in Germany lies between 15 and 20 years (Elsas, 2005) .
11 The fact that the group-specific intercept was estimated in the model with firm-size 21 tests for each subgroup and could reject the null hypothesis that the estimated interaction terms are zero.
The credit crunch indicator for each subgroup in the two models is computed as before. Instead, however, of running a single equation regression, we estimated a system of seemingly unrelated regression equations and restricted the coefficient on the safe real interest rate to be the same across all subgroups. As in the case without interactions the estimated coefficients on the safe real interest rate are positive and significant, implying that higher opportunity costs may contribute to a leftward shift of the loan supply curve (see Table 7 ). Concerning the credit crunch indicators the following results stand out. First, while in the years before 2008 large firms faced much more favorable credit conditions than small firms, one of the characteristics of the latest financial crisis is that in particular large firms reported a more subdued willingness of the banks to grant credit (see Figure 5) . Thus, large firms were more likely to face a credit crunch in Germany, whereas the provision of credit for small businesses was perceived as ample, given the impaired creditworthiness of these firms and the large increase of the banks' opportunity costs of providing risky loans. Second, one of the reasons why large firms were more affected by the financial crisis than small firms has to do with the bank relationships that the firms maintain. Table 8 reveals that large firms typically demand credit from private commercial banks and landes banks, and hence from those banks that interaction implies that some firms switched from large to small firms or vice versa over the sample period. were mostly affected by the financial crisis in Germany. The customers of credit cooperatives and savings banks are almost exclusively small firms. Given this connection the credit crunch indicators derived from the model with bank relationship interaction gives a picture that is quite similar to that of the model with firm size interaction (see Figure 6 ). Before 2008 customers of private commercial banks and landes banks reported a less restrictive loan supply than customers of credit cooperatives and savings banks, given an identical quality of the firms and the same safe real interest rate across banks. The situation changed with the financial crisis. Our results indicate that in 2010 mainly customers of landes banks and, to some extent, private commercial banks were affected by adverse credit conditions, while small firms that are getting loans from credit cooperatives and savings banks reported a much better credit market situation. An explanation for the result that the situation during the financial crisis was so different from the situation in 2003/2004 can be given by the evolution of the banks' capital ratio. An important factor which may lead to a contraction in loan supply is related to the difficulties that banks encounter on the liability side of their balance sheet and, in particular, in maintaining an adequate level of capital, be it connected with prudential regulation or market discipline (see Mora and Logan, 2012 , for some recent evidence on the impact of bank capital on bank lending). This is the reason why the label capital crunch is often used synonymously with a credit crunch (Bernanke and Lown, 1991) . Figure  7 shows that the banks' capital ratio, and mainly that of private commercial banks, was declining in the years 2003 and 2004. However, during the financial crisis capital ratios do not seem to impose any restrictions on the lending activity of banks, as the share of capital in total assets increased from 3.6% in the beginning of 2008 to about 4.5% by the end of 2009. This increase, which is mainly due to the crisis-hit private commercial banks and landes banks, can be explained by the massive public sector equity support to banks. In October 2008 the Financial Markets Stabilization Fund was established in Germany, with the purpose of stabilizing the financial market by overcoming liquidity shortages and by creating the framework conditions for a strengthening of the capital base of financial-sector institutions. Among the various instruments, the Fund participates in the recapitalization of financial-sector enterprizes, which amounted to 29 billions of euros until November 2010, and hence to approximately 0.7% of average total assets of private commercial banks and landes banks in 2010.
Another explanation could be the European Central Bank's quick and vigorous response to the crisis. According to a recent study by Dovern, Meier, and Vilsmeier (2010) , above all monetary policy shocks turn out to have an important impact on the stress in a banking system. In order to ensure the functioning of financial markets, the ECB cut interest rates to very low levels and took a number of non-standard liquidity measures to support the smooth functioning of the euro area financial markets. Since these measures have exceeded all expectations, they can indeed be seen as an expansionary monetary policy shock that has positively contributed to the stability of the German banking sector.
Conclusion
This paper presents a micro data approach to the identification of credit crunches. Using a survey among German firms which regularly queries the firms' assess- savings banks landes banks credit cooperatives private commercial banks all banks ment of the current willingness of banks to extend credit we estimate the probability of a restrictive loan supply policy by time taking into account the creditworthiness of borrowers. Creditworthiness is approximated by firm-specific factors, e.g. the firms' assessment of their current business situation and their business expectations for the next six months. After controlling for the banks' opportunity costs of providing risky loans, which are measured by the safe real interest rate and which are also likely to affect the supply of loans, we derive a credit crunch indicator, which measures that part of the shift in the loan supply that is neither explained by firm-specific factors nor by the safe real interest rate.
Our results show that the probability of a credit crunch in the German economy was relatively high in the years 2003/04, following the economic downturn after the burst of the New Economy Bubble. In the subsequent boom of the years 2006 to 2008 the loan supply of banks was laxer. Even after controlling for the on average good quality of the firms and the low safe real interest rate, the banks' willingness to lend was perceived as accommodating. Most surprisingly, in the latest financial crisis, in which banks are much more involved than in previous recessions due to massive write-downs of toxic assets, the indications of a credit crunch are much weaker. Only large firms that mainly negotiate credits with state-owned landes banks reported a subdued willingness of the banks to grant credit, which can neither be explained by the impaired creditworthiness of these firms, nor by the large increase of the banks' opportunity costs of providing risky loans.
A nice feature of our approach is that it uses data that is published with a very short time lag. That makes it more suitable for use in policy institutions than other approaches that rely on macroeconomic data or information in the banking sector.
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B Instrumental Variable Regression
In order to account for the potential endogeneity of the regressors statebus and comexp, we estimate the fixed effects linear probability model with IV methods (see the last column (3) in Table 9 in Appendix A).
12 The fixed effects model is chosen to reduce the possibility of biased IV estimates due to unobserved variables. As instrument we use an additional variable, proexp, which is also taken out of the Ifo Business Survey and which measures the survey respondents expectations about their domestic production in the next three months. Similar to statebus and comexp, proexp is an ordinal variable with three categories, "increasing", "unchanged" and "decreasing". We assume that proexp is exogenous for the following reasons. Since it cannot be ruled out that the current availability of credit may have an impact on the firms' production plans in the near future, we only use lagged values of proexp as instruments. In order to ensure the consistency of the IV estimator and to be able to test the validity of the overidentifying restrictions, we need at least two instruments. By using five lags of the monthly available production expectations for the next three months, the expectation horizon for two instruments (the fifth and the fourth lag) ends in months t − 2 and t − 1. Moreover, an analysis of the accuracy of the production expectations with respect to the realization, which is also queried by the Ifo Business Survey on a monthly basis, shows that the fraction of firms committing an expectations error is lowest one month after production expectations have been asked and that this fraction increases when realizations two or three months later are used as reference for the expectation error.
13 From this we conclude that the expectation horizon of at least two of our instruments ends in months, which lie prior to the date when the credit question is asked. Most importantly, as was shown by Madsen (1993) , variables other than past production and expectations only influence the formation of current production expectations weakly. Finally, unobserved and time-invariant firm heterogeneity should not violate the assumption of exogenous instruments, as the IV model is estimated with firm-specific fixed effects 12 The IV regression was performed using the Stata command xtivreg2, written by Schaffer (2005) and Baum, Schaffer, and Stillman (2010) . 13 The expectation error has been computed as in Bachmann, Elstner, and Sims (2010) .
Since the dependent variable creditsupply is binary, the error term is heteroscedastic and we calculate heteroscedasticity-robust standard errors. The results of the first-stage regression is availbale from the authors upon request. To test the validity of our overidentifying restrictions we calculate Hansen's Jstatistic, which is 1.60. With 3 degrees of freedom this results in a p-value of 0.659, implying that we cannot reject the null hypothesis that all instruments are valid.
The exogeneity of statebus and comexp is addressed using a C-test. If statebus and comexp are exogenous, we can additionally use these variables as their own instruments. Since the moments used in the IV approaches are strict subsets of the instruments used in the exogenous case, the validity of the additional instruments can be tested by a Sargan (Hansen) difference test. The C-statistic for the model is 2.49 with 2 degrees of freedom resulting in a p-value of 0.287. So we cannot reject at every usual significance level the null hypothesis that statebus and comexp are exogenous. An additional issue in IV regressions is the weakness of the instruments. If instruments are weak, the estimates are biased even in large but finite samples and the estimated standard errors are too small, leading to size distortions of the significance tests for endogenous regressors (Nelson and Startz, 1990; Bound, Jaeger, and Baker, 1995; Staiger and Stock, 1997) . In order to address these problems, we perform weak instruments tests proposed by Stock and Yogo (2002) . Our null hypothesis is that the instruments are weak, in the sense that the maximal relative bias of the IV estimation in relation to OLS and the maximal size distortion of tests on parameters in finite samples are unacceptably large. When we choose 5% for the maximal relative bias and do not tolerate an actual test size greater than 10%, we can reject the null hypothesis of weak instruments for the fixed effects model.
To sum up, the tests show that there is no evidence of weak or endogenous instruments. Furthermore, we cannot reject the null hypothesis that statebus and comexp are exogenous.
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C Credit Crunch Indicator (Robustness) 
