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Na tomto místeˇ bych chteˇl podeˇkovat vedení firmy za umožneˇní vykonání bakalárˇské
práce formou odborné praxe a zejména svému konzultantovi, panu Ing. Mateˇji Rejno-
chovi. Dále bych chteˇl podeˇkovat doc. Mgr. Jirˇímu Dvorskému, Ph.D za vedení bakalárˇ-
ské práce a všem, kterˇí mi pomohli k vypracování a dokoncˇení této práce.
Abstrakt
Práce se zabývá popisem individuální odborné praxe, kterou jsem vykonával ve firmeˇ
Craneballs s.r.o. [1] Konrétneˇ vývojem multiplayerové online hry. Po krátkém úvodu
je cˇtenárˇ seznámen s firmou, ve které byla praxe vykonávána. Dále je ve zkratce po-
psán game design a využívané technologie prˇi vývoji. Následuje jednotlivé zadání úkolu˚
vcˇetneˇ postupu rˇešení a hodnocení cˇasové nárocˇnosti. Záveˇrem práce je shrnuto, kterých
znalostí získaných beˇhem studia jsem využil, které mi naopak chybeˇly a jaké jsem beˇhem
praxe získal. V poslední rˇadeˇ celkové zhodnocení praxe.
Klícˇová slova: Hra, Unity, strˇílecˇka, online, klient, server, optimalizace, Craneballs, mul-
tiplatformnost
Abstract
This article details author’s work experience developing a multiplayer online game in a
company Craneballs s.r.o. [1] The company’s history and structure is introduced in the
beginning, followed by a short introduction of the specific game design and the technolo-
gies used for development and backend. The work then covers specific tasks needed to
be solved in more detail including the applied solutions and evaluation of time require-
ments. The conclusion summarizes which knowledge bits gained during author’s studies
were utilized, which were missing and which were gained. The professional experience
is evaluated in the end.
Keywords: Game, Unity, shooter, online, client, server, optimization, Craneballs, multi-
platform
Seznam použitých zkratek a symbolu˚
2D – 2 dimensions (dvou rozmeˇrný)
3D – 3 dimensions (troj rozmeˇrný)
MP – multiplayer, hra více hrácˇu˚
SW – software (program; sada programu˚)
OS – operacˇní systém
FPS – frames per second (pocˇet snímku˚ za vterˇinu)
FPS – first person shooter (strˇílecˇka z první osoby; vidíme to co vidí
naše ovládaná postava)
3PS – third person shooter (strˇílecˇka ze trˇetí osoby; ovládanou po-
stavu vidíme celou zezadu)
ID – identifikacˇní cˇíslo
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41 Úvod
Cílem této bakalárˇské práce je popis mého pu˚sobení ve firmeˇ Craneballs s.r.o. (dále jen
Craneballs), která se zabývá tvorbou her pro mobilní platformy. Ve firmeˇ již 2 roky pra-
cuju jako programátor a proto jsem si vybral vypracování bakalárˇské práce formou praxe.
Zameˇrˇím se pouze na úkoly zadané beˇhem 5. a 6. semestru studia. Beˇhem své praxe jsem
pracoval na multiplayerové hrˇe se zameˇrˇením na mobilní platformy iOS a Android. Poz-
deˇji beˇhem vývoje prˇibyly platformy Windows a OSX, avšak o teˇch psát nebudu.
Na zacˇátku práce popíšu, cˇím se firma Craneballs zabývá, popíšu základní game de-
sign hry, která je náplní mé práce. Dále se zameˇrˇím na konkrétní úkoly, které jsem beˇhem
praxe vykonával. Nastíním jejich problematiku a vysveˇtlím mnou navržené a implemen-
tované rˇešení.
Veˇtšina úkolu˚ znamenala práci jak na serverové, tak na klientské cˇásti zárovenˇ. Jed-
notlivé úkoly nejsou serˇazeny podle data zadání, jelikož se obcˇas úkoly cˇasoveˇ prˇekrý-
valy, jindy jsem deˇlal na úkolech nesouvisejicíh se zadáním mé práce nebo jsem porˇadí
zameˇnil z du˚vodu zachování souvislostí textu.
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2.1 Odborné zameˇrˇení
Pomeˇrneˇ mladá firma Craneballs vyvíjí hry na mobilní platformy od roku 2008. Nejdrˇíve
se zameˇrˇovala na v té dobeˇ novou platformu iOS od spolecˇnosti Apple Inc. V roce 2009
prˇišla se svou první hrou Blimp: The Flying Adventures. Stejného roku studio vydalo
stealth akci z druhé sveˇtové války - 33rd Division, kterou brzy stáhli a znova vydali roku
2013. Roku 2010 vychází hry Monorace a SuperRope.
Nejveˇtšího rozmachu dosáhla v roce 2011, kdy se se svou arkádovou 2D strˇílecˇkou
z první osoby Overkill dostali na první místo v americkém App Store žebrˇícˇku a zazna-
menali prˇes 10 milionu˚ stažení. Od této doby se Craneballs zacˇíná veˇnovat i mobilní pla-
formeˇ Android. Firma se této znacˇce veˇnuje dodnes. Pokracˇovním Overkill 2 svu˚j úspeˇch
zopakovali a v dobeˇ absolvování praxe vyšlo trˇetí pokracˇování v enginu Unity 3D [2].
2.2 Popis pracovního zarˇazení
Pro bakalárˇskou praxi jsem si vybral firmu Craneballs s.r.o., pro kterou pracuji již dva
roky jako programátor. Pracoval jsem na prototypu zatím nezverˇejneˇné nové hry, kterou
si chteˇla firma rozširˇit obzory a pole pu˚sobnosti. Byl jsem soucˇástí malého týmu o 4 li-
dech. Nejdrˇíve na prototypu pracovali 2 programátorˇi, pozdeˇji se tým rozširˇil o jednoho
2D grafika a jednoho 3D grafika.
Firma pro rˇízení projektu˚ používá agilní metodou Scrum, která rˇíká, že se tým schází
pravidelneˇ za urcˇitou dobu (sprint), kde vyhodnocuje dokoncˇené úkoly. V prˇípadeˇ ne-
dostatecˇného nebo chybného vyhotovení se úkol prˇehodnotí a prˇesune se do dalšího
sprintu. Na tomto setkání týmu se také rozdeˇlují nové úkoly. Pro náš tým trval jeden
sprint 1 až 3 týdny v závislosti na fázi vývoje.
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3.1 Návrh a implementace logiky serveru pro FPS (First Person Shooter)
Najít možné serverové rˇešení. Server musí beˇžet jako samostatná jednotka na fyzickém
serveru poskytovaného trˇetí stranou. Navrhnout a implementovat logiku komunikace
mezi serverem a klienty v reálném cˇase. Akci (strˇelba, pohyb, smrt, zvednutí power upu),
kterou provede kterýkoliv klient, se musí ihned zaregistrovat na všech dalších klientech.
Je potrˇeba vzít v potaz odezvu serveru i klientu˚ a nenarušit spravedlivost hry.
3.2 Parsování položek do hry z XML
Zobrazit v menu hry prˇedmeˇty, kterými si hrácˇ bude vylepšovat svou postavu. Vymyslet
zpu˚sob, jakým se budou prˇedmeˇty editovat a prˇidávat.
3.3 Skóre tabulka
Zobrazovat ve hrˇe tabulku s aktuálními výsledky. Tabulka bude obsahovat prˇezdívku
hrácˇe, pocˇet zabití, asistencí, úmrtí a celkové skóre. Výsledná tabulka bude vypadat stejneˇ
jako prˇedloha dodaná grafickým oddeˇlením.
3.4 Optimalizace
Optimalizovat kód a komunikaci mezi serverem a klientem.
3.5 Audio pulser
Rozpohybovat reproduktory nacházející se na mapeˇ do rytmu hudby.
3.6 Refaktorizace z Unity 4.6 do Unity 5
Prˇepsat projekt do noveˇ vyšlé verze Unity 5 vcˇetneˇ uživatelského rozhraní z NGUI do
UGUI se zachováním funkcˇnosti.
3.7 Rozpohybování kamery za beˇhu hrdiny
Rozpohybovat kameru, která sleduje hrácˇe, aby vznikl lepší a dynamicˇteˇjší pocit ze hry.
3.8 Shader pru˚hlednosti prˇekážek
Vyrˇešit problém, kdy objekt na mapeˇ zakryje kameru.
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4.1 Klientská cˇást
Pro klienta jsme využili engine Unity 3D [2] ve verzi 4.6.3 (dále jen Unity). Díky gra-
fickému rozhraní a implementované logice pro tvorbu her jsme se nemuseli zdržovat
vývojem vlastního enginu. Unity také do jisté míry zajišt’uje vývoj jednoho klienta pro
více platforem. Oproti konkurenci (CryEngine a Unreal Engine) je Unity mladší a méneˇ
zdokumentovaný SW. Má ovšem obrovskou komunitu a v dobeˇ výbeˇru vývojového pro-
strˇedí byla levneˇjší i porˇizovací cena. Pro vývoj jsme v týmu používali jazyk C# a verzo-
vání kódu probíhalo prˇes gitu (Github [3] a Sourcetree [4]).
4.2 Serverová cˇást
Server musí beˇžet jako samostatná jednotka na fyzickém serveru poskytovaného trˇetí
stranou. Pro vývoj však používal každý programátor vlastní server beˇžící na jeho pocˇí-
tacˇi. Komunikaci s klientem a základní logikou multiplayeru nám zajišt’ovala knihovna
Photon Server SDK [5] (dále jen Photon). Tento software byl vytvorˇen práveˇ pro online
hry, zajišt’uje load balancing a nabízí i poskytnutí vlastních serveru˚ v rozumné cenové
kategorii. V dobeˇ mé praxe mohl Photon server beˇžet pouze na platformeˇ Windows. Pro-
gramovací jazyk a verzování jsou stejné jako u klientské cˇásti, C# a git.
85 Základní game design hry
Jedná se o strˇílecˇku z pohledu trˇetí osoby pro více hrácˇu˚ prˇes internet. Hra se ovládá
na platformách iOS a Android pomocí dotykového displeje. Platformy OS X a Windows
využívají klávesnici a myš. Aplikace je rozdeˇlena do dvou cˇástí - menu a samotná hra
(gameplay). V menu mají hrácˇi možnost výbeˇru ze 3 postav. Každou postavu cˇi její vy-
bavení mohou do jisté míry vylepšovat a tím zvýšit své šance na výhru. Prˇi vstupu do
samotné hry se klient automaticky prˇipojí do už probíhající hry nebo mu bude automa-
ticky vytvorˇena hra nová. Která situace nastane nemu˚že hrácˇ ovlivnit.
Ve hrˇe se hrácˇ snaží spolu se svým týmem prostrˇílet k neprˇátelské základneˇ, kterou
následneˇ musí znicˇit. V momenteˇ kdy jeden z týmu˚ nemá základnu, prohrává a hra koncˇí.
Aby hrácˇ své šance na úspeˇch zvýšil, mu˚že sbírat vylepšení (power up) v podobeˇ beden
vyskytujících se ru˚zneˇ na mapeˇ. Tato vylepšení se skládají na sebe a hrácˇ je mu˚že kdy-
koliv beˇhem hry aktivovat. Mezi power upy patrˇí naprˇ. Thunderstorm (mrak plující nad
hrácˇem zranˇující neprˇátelé v urcˇité vzdálenosti od hrácˇe), Turret (automatické zarˇízení
strˇílející po hrácˇích na dohled), Missile Rocket (automatická raketa sledující oznacˇeného
hrácˇe) apod.
Obrázek 1: Screenshot ze hry beˇhem vývoje
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6.1 Návrh a implementace logiky serveru pro FPS (First Person Shooter)
I když výše popisuji použité technologie, v této chvíli jsme ješteˇ neveˇdeˇli jakou techno-
logii použít pro serverovou cˇást. Jisté bylo pouze to, že hra pobeˇží v Unity a bude pro
ru˚zné mobilní platformy.
Nejdrˇíve jsme tedy museli s týmem prozkoumat možné rˇešení. Jedna z možností byla
napsat si vlastní server. Ta ovšem byla zavrhnuta hned z neˇkolika du˚vodu˚. Nejveˇtší du˚-
vody byly, že by server obsluhoval v reálném cˇase neˇkolik tisíc hrácˇu˚, takže naše rˇešení
bude muset umeˇt load balancing a nikdo ve firmeˇ nemá s takovým projektem zkušenost.
Za druhé, firma by musela prˇideˇlit do týmu více lidí. Zbývalo tedy použít software trˇetí
strany.
Na Unity Store sice existuje neˇkolik rˇešení, ale žádné z nich není pro naše úcˇely do-
stacˇující. Nakonec se kolegovi podarˇilo objevit Photon od Exit Games. Nabízí load ba-
lancing, je navržený speciálneˇ pro multiplayerové hry a cenoveˇ prˇijatelný. V té chvíli to
pro nás byla jasná volba. Kolega v týmu zprovoznil základní propojení serveru a klienta
a mohli jsme se pustit do vývoje. Celkem rychle ale nastaly problémy v sít’ové komuni-
kaci, prˇevážneˇ pokud meˇl klient špatné internetové prˇipojení. Byl jsem poveˇrˇen, abych
tyto problémy vyrˇešil.
Photon nabízí odesílání a prˇijímání operací nebo eventu˚. Operaci posílá klient serveru
nebo server jednomu klientovi. Event je posílán serverem nebo klientem více klientu˚m
(kromeˇ sebe). Jak jsem brzy objevil, chyba spocˇívala ve špatné komunikaci se serverem a
nekonzistenci dat. Pokud chteˇl klient poslat informaci o své pozici, rozeslal event všem
klientu˚m a serveru.
Prˇi špatném spojení se tak mohlo stát, že hrácˇ byl již dávno mrtvý, ale než tuto zprávu
dostal, stihl ješteˇ neˇjakou dobu strˇílet a eventuelneˇ neˇkoho zabít. Klienti s dobrým prˇipo-
jením tak mohli videˇt strˇílet mrtvého hrácˇe, což narušilo jejich hru. Situace s podobnou
podstatou problému, kdy hrácˇ strˇílel do pohybujícího se hrácˇe. Hrácˇ videˇl, že ho zasáhl,
ale prˇesto se nic nestalo. Než totiž informace s pozicí hrácˇe A dorazila hrácˇi B, byl hrácˇ
A už neˇkde jinde. Proto se do neˇj nemohl nikdy trefit. Tento problém se zvyšoval, pokud
byla odezva mezi klienty prˇíliš vysoká. Další problémová situace nastala, když neˇkdo po-
ložil neˇco na zem prˇípadneˇ znicˇil prˇekážku. Hrácˇ, který se noveˇ prˇipojil tyto informace
nedostal a tak nevideˇl stejnou scénu jako všichni ostatní. Jednotlivým rˇešením teˇchto si-
tuací se budu veˇnovat pozdeˇji.
Po du˚kladném rozebrání všech problému˚ vyplynulo, že server bude muset být cen-
trem všeho deˇní a veškerá komunikace pu˚jde prˇes neˇj. Aby v budoucnu nenastaly po-
dobné potíže, musel jsem vypracovat základní pravidla, kterými se budou programátorˇi
rˇídit, pokud budou zasahovat do serverové komunikace. Vytvorˇil jsem proto nádstavbu,
jakousi komunikacˇní vrstvu, která funkce Photonu (operace a eventy) zapouzdrˇí.








Výpis 1: Prˇíklad volání požadavku z klienta na server
Klient vždy pošle na server požadavek (ve formeˇ operace) jakou akci si prˇeje vykonat.
Server požadavek vyhodnotí a rozešle prˇíkazy na provedení akce všem klientu˚m. Díky
tomu mu˚žeme zabránit naprˇ. cheateru˚m, aby narušovaly chod hry. Dejme tomu, že klient
požádá server o použití lékárnicˇky i když žádnou nemá (naprˇ. podvržením packetu˚).
Server jednoduše zjistí, že hrácˇ žádnou lékárnicˇku nemá a požadavek ignoruje. Stejneˇ
tak mu˚žeme jednoduše odhalit použití zamcˇených funkcí atd. Ve výsledku mu˚že také
hrácˇe zapsat do databáze, abychom ho mohli pozdeˇji proveˇrˇit. Jednoduše rˇecˇeno: Server
má všechny data, serverové data jsou vždy správná a server rozhoduje o všem.
Díky tomu, že server má všechna aktuální data, mu˚že je poslat noveˇ prˇipojenému
hrácˇi, který konecˇneˇ vidí stejnou scénu jako zbytek hrácˇu˚. Také se tímto vyrˇešil problém,
kdy mrtvý hrácˇ strˇílel. Server vidí, že je hrácˇ mrtvý a proto požadavek na strˇelbu zahodí.
Když jsem nastavil pravidla komunikací se serverem, byla na rˇadeˇ poslední chyba
s nemožností zasáhnout hrácˇe. Musím tedy prˇedpokládat, že každý hrácˇ má mít jinou
rychlost a kvalitu prˇipojení. V praxi to znamená, že informace které server rozešle dorazí
každému klientovi v jinou dobu. Pokud se neprˇítel pohybuje, dorazí hrácˇi informace o
jeho poloze zastaralá (obvykle v rámci 30-90ms, což mu˚že pro výsledek FPS hry hrát
ohromnou roli).
Tušil jsem, že všechny online multiplayrové hry rˇešily stejný problém, proto jsem
nechteˇl znova vynalézat kolo a rozhodl se nastudovat postup jiných spolecˇností. Z teˇch
nejznámneˇjších spolecˇností umožnuje nahlédnout do svých rˇešení jen hrstka. Nejvíce prˇí-
nosné pro meˇ byly cˇlánky a videa studií Bungie (Halo) a Valve Software (Counter-strike).
Dozveˇdeˇl jsem se, že problém nejde úplneˇ odstranit, ale metodou Lag compensation (od-
škodneˇní pomalé odezvy) mu˚žu problém co nejvíce minimalizovat.
Na obrázku níže mu˚žeme videˇt co zpu˚sobí 200ti milisekundová odezva v již zmíneˇné
hrˇe Counter-strike. Jednotlivé kvádry jsou collidery detekující zásah prˇipevneˇné na hrácˇi.
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Obrázek 2: Problém pozdního prˇíchodu dat ve hrˇe Counter-strike [6]
Cˇervené collidery ukazují místo, kde byl hrácˇ na obrázku (obeˇt’), když byl zasažen
hrácˇem z výhledu (agresor). Než tato informace dorazila na server (100ms), hrácˇ se stihl
posunout doleva, zcela mimo pozici, kterou server bude kontrolovat. Modré collidery
ukazují místo vypocˇítané pomocí lag compensation. Metoda spocˇívá v tom, že server
zpeˇtneˇ vypocˇítá pozici obeˇti, na které ji agresor v dobeˇ výstrˇelu videˇl. Pokud hrácˇe dosadí
na tuhle pozici a výstrˇel by ho trefil, pocˇítá strˇelu jako zásah.
Pro implementaci jsem potrˇeboval uchovávat historii pozic hrácˇe. Nejen pro tento
úcˇel vytvárˇím pro každého hrácˇe na serveru objekt uchovávajicí si mimo ID hrácˇe i ak-
tuální a maximální pocˇet životu˚, nasazenou zbranˇ apod. také seznam obsahující cˇasové
razítko s pozicí hrácˇe. Jeden záznam má 16 bajtu˚ (4 bajty cˇasové razítko, 12 bajtu˚ pozice),
pokud sít’ová komunikace probíhá 60x za vterˇinu, znamená to, že jeden hrácˇ na serveru
alokuje za vterˇinu 960 bajtu˚, 1000 hrácˇu˚ potom prˇibližneˇ 1MB pameˇti za vterˇinu a to
je byla obrovská a zbytecˇná záteˇž na pameˇt’. Historii tedy nemu˚žu uchovávat na vždy
a budu ji muset mazat. Na základeˇ testu˚ jsme se rozhodli uchovávat historii pozice po
dobu 2 vterˇin. Abych ušetrˇil i neustálou alokaci, vytvorˇil jsem pro každého hrácˇe pole s
konstantní velikostí 120 hodnot (2 * 60). V praxi se mu˚že stát, že hrácˇ má pomalou ode-
zvu a tak mezi prvním a posledním záznamem bude rozdíl více než 2 vterˇin, to je ale
spíše k užitku.
Výpocˇet cˇasu, ke kterému budeme získávat pozici je jednoduchý. Urcˇím jej odecˇtením
aktuální odezvy hrácˇe od aktuálního cˇasu serveru. V tomto cˇase poté hledáme pozici. S
nejveˇtší pravdeˇpodobností v historii pozic vypocˇtené cˇasové razítko neexistuje. Veˇtšinou
bude vždy menší nebo veˇtší než neˇkterý z uložených cˇasu˚. V takovém prˇípadeˇ vypocˇí-
taný cˇas výstrˇelu je interpolací mezi dveˇma nejbližšími cˇasy v historii. Zjistím koeficient
interpolace a použiju jej pro výpocˇet konkrétní pozice.
Acˇkoliv jsem veˇdeˇl, že se pravdeˇpodobneˇ jedná o nejlepší rˇešení, byl jsem nejprve
skeptický a myslel si, že tohle rˇešení nebude fungovat. Po implementaci a následném
celodenním testování však veškeré mé obavy odpadly. Pokud jsme nešli do extrému a
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nesimulovali lag nad 500ms, kdy hrácˇ ru˚zneˇ meˇní smeˇr pohybu, zásah bude vždy vy-
hodnocen správneˇ.
Celý tento úkol byl velmi nárocˇný. Nejenom, že jsme s týmem zacˇínali na prázdném
projektu, ale s realtime komunikací se serverem nemeˇl nikdo ve firmeˇ zkušenosti a tak
všechno stálo na pokusech a omylech. Celý úkol vcˇetneˇ výbeˇru technologie, nastudování
cizího kódu, výzkumu problematiky, implementace a testování mi zabral prˇibližneˇ 280
hodin.
6.2 Parsování položek do hry z XML
Tento úkol byl jeden z prvních, který jsem v Unity dostal za úkol. Drˇíve jsem totiž ve
firmeˇ pracoval v jiných enginech napsané pro jazyk C++ a Java. Hrácˇ si mu˚že zvolit
jednu ze trˇí postav (trˇíd). Každá postava má jiné prˇedmeˇty. Prˇedmeˇty se deˇlí do 3 ka-
tegorií: obleky, zbraneˇ a power upy. Každý prˇedmeˇt mu˚že a nemusí vylepšit jednu z
hrácˇových vlastností: životy, rychlost, zraneˇní. Jako nejjednodušší mi prˇišlo uchovávat
data o jednotlivých prˇedmeˇtech v XML. Dobrˇe se cˇte a edituje, všechny programovací ja-
zyky, se kterými jsem se setkal, s ním umí pracovat. Stromová struktura je pro uchování
dat tohoto druhu ideální.
Celkem dlouho jsem prˇemýšlel, jestli mít zvlášt’ XML pro kategorii prˇedmeˇtu nebo
zvlášt’ pro každou trˇídu. V dobeˇ implementace totiž nebylo stoprocentneˇ rozhodnuto
jaké prˇedmeˇty ve hrˇe budou a co budou umeˇt. Nakonec jsem se rozhodl vše napsat do
jednoho souboru s tím, že základním elementem je trˇída postavy, následují elementy jed-
notlivých kategorií a jednotlivé prˇedmeˇty mají atributy s vlastnostmi.
Následovalo parsování v unity a zobrazování v menu. Samotné GUI jsem vytvorˇil
celkem rychle. Potíže jsem meˇl s orientací ve strukturˇe Unity. Musel jsem si nastudovat
k cˇemu slouží jednotlivé komponenty, co jsou “game objects” apod. Každá trˇída v Unity
musí deˇdit ze trˇídy MonoBehavior, což zpu˚sobuje, že nemu˚žu instancovat objekt trˇídy,
ale vždy musím vytvorˇit game object, na který trˇídu prˇidám jako komponentu. Ve firmeˇ
již bylo neˇkolik lidí, kterˇí v Unity pu˚l roku až rok pracovali, takže když mi neˇco nebylo
jasné, proškolili meˇ.
Vzhledem k tomu, že to byla moje první práce v Unity, zabral mi úkol asi 50 hodin.
Dnes si myslím, že bych vše zvládl do 10 hodin.
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6.3 Skóre tabulka
Obrázek 3: Zadáná prˇedloha GUI pro tabulku výsledku˚
Nejprve jsem si s týmem ujasnil za co všechno budeme prˇicˇítat hrácˇu˚m skóre a jakým
zpu˚sobem budeme urcˇovat asistenci zabití. Z diskuze vyplynulo, že se skóre bude za-
pocˇítávat nejen za zabití nebo asistenci, ale také za ru˚zné mini úspeˇchy jako naprˇ. pocˇet
zabití v rˇadeˇ, poškození neprˇátelské základny, použití power upu apod. Proto jsem se
rozhodl vypracovat zvlášt’ rozhraní pro pocˇítání zabití, asistencí a smrtí a zvlášt’ rozhraní
pro pocˇítátní skóre.
Jako první jsem si prˇipravil trˇídu pro práci a uchování skóre hrácˇe. Jelikož klient ne-
smí o podobných veˇcech rozhodovat, provedl jsem implementaci na serverové cˇásti. Díky
tomu, kdykoliv budeme potrˇebovat hrácˇi prˇicˇíst skóre, stacˇí prˇistoupit k jeho objektu
na serveru a zavolat metodu AddScore s parametry ScoreType a celocˇíselnou hodnotou
skóre, které chceme prˇicˇíst. Parametr hodnoty skóre není povinný, v takovém prˇípadeˇ se
dosadí defaultní hodnota podle zadaného typu. Uvnitrˇ metody se zavolá prˇíslušný ma-
nager, který hodnotu prˇicˇte, aktualizuje tabulku a rozešle eventy s novými hodnotami
všem klientu˚m.
Poté jsem zacˇal implementovat rozhraní pro pocˇítání zabití, asistencí a smrtí (statis-
tiky). V pru˚beˇhu implementace jsem si však uveˇdomil, že zde mám mnoho duplicitních
volání a proto jsem rozhraní spojil s výše zmíneˇným skóre rozhraním. V prˇípadeˇ, že hrácˇ
neˇkoho zabije, asistuje u zabití nebo umrˇe, zavolá se také metoda AddScore se stejnými
parametry a podle ScoreType uvnitrˇ rozhodnu, kterou statistiku inkrementuju.
Samotná detekce zraneˇní a zabití byla již vypracována (její fungování jsem nastínil
v prˇedchozí cˇásti), takže jsem volání metod pouze doplnil na prˇíslušná místa. Detekce
asistence však chybeˇla, proto jsem ji musel vytvorˇit.
Jako nejlepším rˇešením se mi zdálo, aby si každý hrácˇ uchovával seznam (hitList)
ID hrácˇu˚, kterˇí ho zranili spolu s celkovou hodnotou zraneˇní. Pokud hrácˇ umrˇe, vyberu
maximální hodnotu z hitListu a dostanu ID hrácˇe, který si zapocˇítá asistenci. Avšak nesmí
to být hrácˇ, který si prˇipisuje zabití, v takovém prˇípadeˇ vyberu hrácˇe s druhou maximální
hodnotou nebo žádného, pokud takový neexistuje. Prˇi následném testování se ukázalo,
že jsem nebral v úvahu, kdy se hrácˇ vylécˇí ze svých zraneˇní. Jednu ze situací se pokusím
vysveˇtlit na následujicím sekvencˇním diagramu.
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Obrázek 4: Problém, který mu˚že nastat v první verzi hitListu
V momenteˇ, kdy se hrácˇ B (nejen) zcela vylécˇí, meˇl by být hitList prázdný, protože
hrácˇ A už hrácˇi C prˇi zabití nepomáhal. Data jsou také nekonzistentní, protože hrácˇ má
pouze 100 životu˚ a bylo mu ubráno 280. Proto jsem logiku hitListu prˇepracoval na his-
torii zraneˇní. Atributy ID hrácˇe a hodnota zraneˇní zu˚staly. Zu˚stal i zpu˚sob vyhodnocení
asistence, pouze jsem musel celkovou hodnotu zraneˇní scˇítat až prˇi vyhodnocování. Prˇi-
dal jsem však mazání z této hitorie. Pokaždé když se hrácˇ vylécˇí, smažou se nejstarší
záznamy o zraneˇní v celkové hodnoteˇ vylécˇených bodu˚.
public void RemoveDamageFromHistory(float damageToRemove)
{
for ( int i = 0; i < hitList .Count; i++) {
int viewID = hitList [ i ]. shooterViewID;
float damage = hitList[ i ]. damageGiven;
damage −= damageToRemove;
if (damage <= 0) {
damageToRemove = −damage;





StatiscticsHitInfo tmp = hitList [ i ];
tmp.damageGiven = −damage;






Výpis 2: Mazání historie zraneˇní z hitListu
Poslední fáze bylo nasazení samotného GUI. Kromeˇ odchytávání události o aktuali-
zaci skóre, je to jediná cˇást tohoto zadání, kterou jsem rˇešil na klientské cˇásti. Od grafika
jsem si vzal potrˇebné podklady a domluvili jsme se jakým stylem se grafika bude chovat
prˇi ru˚zných rozlišeních a pomeˇrech obrazovky. Samotná implementace, která probíhala
v NGUI, byla celkem rychlá. Beˇhem práce jsem zachoval konzistentní hierarchii, kte-
rou jsme si urcˇili pro práci s uživatelským rozhraním. To znamená, že jsem použil nový
GameObject (základní objekt v Unity), který byl rodicˇem celé tabulky výsledku˚ a byl ne-
závislý na jiných objektech. V praxi to znamená, že pokud neˇkdo chce tabulku zobrazit,
stacˇilo tento GameObject zapnout a o nic dalšího se programátor/skriptér starat nemu-
sel.
Beˇhem vývoje jsem narazil na problém, že zranit hrácˇe nemusí jenom jiný hrácˇ, ale
i prˇekážka (naprˇ. vybuchující barel) nebo power up jiného hrácˇe. Po domluveˇ v týmu
jsme si rˇekli, že pokud hrácˇe zabije power up, chceme to v hitListu rozlišovat, abychom
mohli hrácˇi prˇicˇíst více bodu˚. Proto je potrˇeba ukládat ID power upu a ne hrácˇe. Power
upy ale používaly zcela odlišné cˇíslování než hrácˇi a prˇijatelný zpu˚sob oba typy ID ucho-
vávat neexistoval, proto bylo potrˇeba ID sjednotit. S kolegou jsme spolecˇneˇ vymysleli
rˇešení, že hrácˇi budou mít ID cˇíslované po tisíci (1000, 2000, . . . ) a veškeré power upy,
které vyvolají bude cˇíslované jako ID hrácˇe + porˇadí (2001, 2002, . . . , 2999). Pokud nena-
stane neocˇekávaná chyba, hrácˇ nemu˚že stihnout vyvolat více než 100 power upu˚ za hru,
proto by rozsah meˇl být dostatecˇný. ID v rozsahu 0 - 999 byly vyhrazeny pro objekty na
mapeˇ, které musí být rˇízeny ze serveru (znicˇitelné prˇekážky a barely). Implementace byla
prˇideˇlena kolegovi.
Vyhledem k tomu, že bylo potrˇeba doimplementovávat veˇtšinu funkcionality na ser-
verové cˇásti si myslím, že jsem úkol splnil celkem rychle. Celý úkol vcˇetneˇ porad a sa-
motného testování mi zabral asi 60 hodin.
6.4 Optimalizace
Nejedná se o jednorázové zadání. Beˇhem vývoje jsme se opakovaneˇ po pár týdnech vrátili
ke “starému” kódu (neˇkdy cizímu), abychom jej mohli vylepšit. Obzvlášteˇ pokud to byla
neˇjaké základní mechanika v jádru systému. Ne vždy se jednalo o složité a zdlouhavé op-
timalizování. Neˇkteré optimalizace zabraly pár desítek minut jiné pár hodin. Objevily se
ale i takové, u kterých jsem musel spoustu veˇcí reimplementovat a zabraly i neˇkolik dnu˚.
Vybral jsem si proto 2 optimalizace, které mi zabraly nejvíce cˇasu (jedná se o pracovní
názvy). Optimalizace multihit a optimalizace explosion tree
Nejdrˇíve zacˇnu optimalizací multihit. Ve hrˇe jde zranit najednou nejenom více hrácˇu˚,
ale i více objektu˚ a aktivních power upu˚. Pokud bylo zpu˚sobeno zraneˇní více objektu˚m
najednou, jedná se z 99% o výbuch. Naprˇíklad raketa má prˇi výbuchu plošné zraneˇní
a teoreticky mu˚že v jednu chvíli zranit všech zbylých 7 hrácˇu˚, zárovenˇ také prˇibližneˇ 3
prˇekážky (závisí na lokaci hrácˇe) a neˇkolik aktivních power upu˚. Ve výsledku se tak v
jednu chvíli zavolá naprˇ. 12 operací s žádostí o zraneˇní. Server každou vyhodnotí a 12
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pošle aktualizovanou tabulku. Na klientovi se potom tabulka 12x aktualizuje. 11 volání
je zde teda zcela zbytecˇných a zbytecˇneˇ zateˇžují komunikaci. Jedna aktualizace tabulky
mu˚že být poslání až 128 bajtu˚, rozeslání všem osmi hrácˇu˚m ve hrˇe je tedy 1kB. Zbytecˇneˇ
se tedy posílá 11kB dat prˇi výbuchu.
Dalším problémem bylo, že prˇi vytvorˇení nového objektu zpu˚sobující zraneˇní více
zraneˇní najednou, musel si naprogramovat rˇízení celé záležitosti sám. Veˇtšinou tak do-
cházelo ke kopírování starého kódu a vznikaly chyby z nepozornosti. Tomu jsem chteˇl
také zamezit.
Vycházel jsem z aktuálneˇ naprogramovaných metod posílající žádosti na zraneˇní zvlášt’
pro hrácˇe, prˇekážky a power upy. Každá žádost musí obsahovat ID agresora (mu˚že být
hrácˇ, ale také power up cˇi prˇekážka) a cˇasovou známku žádosti o request, tyto infor-
mace se tedy posílaly duplicitneˇ. I z hlediska programování se volaly stále stejné metody
porˇád dokola, proto jsem vytvorˇil na klientské cˇásti statickou trˇídu Multihit, která by
meˇla pomoct. Pokud programátor chce vyvolat jakýkoliv typ exploze nebo jiného ploš-
ného zraneˇní, stacˇí zavolat ve trˇídeˇ Multihit metodu GetData, kde do parametru˚ prˇedá
pozici výbuchu, jeho radius a ID agresora (hrácˇ nebo power up). Metoda vrátí veškerá
data, které stacˇí odeslat na server s požadavkem na multihit. Na serveru jsem napro-
gramoval metodu, která si data prˇebere, zparsuje, oveˇrˇí zda objekty v prˇijatých datech
opravdu byly na teˇchto místech a rozdá zraneˇní objektu˚m a nakonec aktualizuje a roze-
šle aktualizované výsledky. Pokud tedy není potrˇeba psát speciální ošetrˇení, nemusí se
do serverové cˇásti v tomto ohledu dále zasahovat.
Prˇestože jsem musel prˇepisovat znacˇnou cˇást kódu, ušetrˇil jsem v této cˇásti prˇes 70%
datového prˇenosu a díky jednoduchému volání metod a možnosti nezasahovat na ser-
ver jsem zmenšil pravdeˇpodobnost zbytecˇných lidských chyb prˇi dalším rozširˇování hry,
které zbytecˇneˇ prodlužovaly další vývoj i o neˇkolik dnu˚.
Nyní nastíním problém, kdy jsem musel pro rˇešení použít explosion tree. Ve hrˇe jsou
na mapeˇ rozmísteˇny barely, které po zásahu výbuchem zraní hrácˇe. Pokud je v blízkosti
a prˇímé viditelnosti jiný barel, musí vybuchnout také. Dosavadní rˇešení bylo, že barely
bouchaly i když byly za zdí, protože server nemá informace o tom, kde se nacházejí
statické prˇekážky. I kdyby tyto informace meˇl, neumí urcˇit prˇímou viditelnost narozdíl
od klienta, který beˇžel na Unity. Spoléhat se, že klient pošle vždy správné informace jsme
nechteˇli, poucˇili jsme se z prˇedchozích chyb.
Mnou navrženým rˇešením bylo, aby server u každé mapy veˇdeˇl, které barely jsou na-
vzájem mezi sebou v prˇímé viditelnosti již prˇedem. Jelikož tyto barely se objevují vždy na
stejných místech, mu˚žeme tyto data získat již prˇi dodání mapy od Level designera. Pro
automatizaci jsem vytvorˇil skript, který se pustí na každé mapeˇ, která ve hrˇe bude. Ten
vyhledá na mapeˇ všechny vybuchující objekty (pomocí speciálního tagu). Posléze porov-
nává každý objekt s každým na prˇímou viditelnost. Vyšle mezi teˇmito dveˇmi pozicemi
raycast a prochází všechny objekty, které zasáhl. Pokud narazí na statickou prˇekážku,
znamená to, že prˇímá viditelnost neexistuje a proto jde na další objekt. Pokud se žádná
prˇekážka mezi objekty nevyskytuje nebo se jedná o znicˇitelnou prˇekážku, barel musí být
prˇi výbuchu toho druhého znicˇen a proto si jej uloží do seznamu.
Pro rychlou kontrolu jsem jednotlivé raycasty zobrazil. Designer tak mu˚že okamžiteˇ
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videˇt, kterou výbušninu posunout dál, aby vybuchla, nebo který objekt kvu˚li špatnému
umísteˇní nevybuchne. Pro lepší prˇedstavu prˇikládám obrázek ukázkové mapy, kdy jsem
zvýraznil pouze raycasty. Zelené cˇáry znázornˇují, že se dané 2 objekty výbuchem ovlivní,
zelené potom, že jim stojí v cesteˇ prˇekážka. Konkretní místo strˇetu s prˇekážkou je znázor-
neˇno cˇervenou krychlí. Pokud mezi objekty není žádná cˇára, výbuch objektu nedošáhne
na druhý objekt.
Obrázek 5: Grafické znázorneˇní vygenerovaného XML pro explosion tree
Jakmile projde všechny objekty, vytvorˇí ze zjišteˇných dat XML, které stacˇí nahrát na
server a prˇirˇadit ke konrétní mapeˇ. Server si prˇi spušteˇní nové mapy nacˇte prˇíslušné XML
a pokud dojde k výbuchu jednoho z objektu˚, zjistí si ze seznamu všechny další objekty,
na kterých má zavolat výbuch. Serverovou implementaci už deˇlal kolega.
Celkoveˇ jsem na optimalizacích strávil prˇibližneˇ 100 hodin. Multihit mi trval prˇibližneˇ
40 hodin hlavneˇ z du˚vodu prˇepisování kódu hluboko v jádru aplikace. Explosion tree mi
zabral asi 8 hodin.
18
6.5 Audio pulser
Když reproduktor vydává zvuk (prˇevážneˇ nízké tóny - basy), dochází k charakteristické
vibraci membrány. Ve skutecˇnosti je to však naopak, protože tato membrána zvuk vy-
tvárˇí, ve hrˇe musím však postupovat obráceneˇ. Mám zvuk a potrˇebuju zjistit kdy se má
membrána zveˇtšit. Mohl bych urcˇit, aby se membrána pohybovala pravidelneˇ do neˇja-
kého rytmu, ale rˇekl jsem si, že takový výsledek hrácˇi chtít nebudou.
Existují grafické ekvalizéry, které aktuálneˇ prˇehrávaný zvuk získávají a prˇevádí je do
grafu (viz obrázek níže). Když bych získal tento graf, mohl bych sledovat hodnotu funkce
v bodeˇ X a podle výstupu meˇnit velikost membrány. Po chvilce pátrání na internetu jsem
našel, že Unity mi tyto data umí vrátit v poli o velikosti mocniny 2. V dokumentaci zís-
kávali pole velikosti 1024, rozhodl jsem se tuto velikost zachovat.
Pro debug jsem se tyto data rozhodl vykreslit do krˇivky (viz obrázek níže, cˇervená
krˇivka). To umožní neˇkomu, kdo bude reproduktory nastavovat, podívat se, která cˇást
spektra se pohybuje v rytmu jakém požaduje pohyb membrány. Všiml jsem si, že body
pulzují pouze na prvních prˇibližneˇ 10% krˇivky a zbylých 90% je témeˇrˇ nehybných. To
prˇíliš komplikovalo správný výbeˇr bodu X na krˇivce, abych dostal požadovanou hod-
notu na ose Y. Rozhodl jsem se funkci zlogaritmovat (zelená krˇivka). To mi umožnilo
spektrum více rozložit a lépe se orientovat ve výstupních datech.
Nakonec jsem prˇidal svislý zelený ukazatel, který znázornˇuje vybraný bod X v grafu
a fialovou vodorovnou linku, která ukazuje nejvyšší hodnotu za poslední pu˚l vterˇinu ve
vybraném bodeˇ.
Obrázek 6: Spektrum zvukove stopy v daném cˇase
Podle návrhového vzoru Observer jsem vytvorˇil objekt, který tyto data každý sní-
mek obrazovky získal a uchoval. Následneˇ meˇl v poli uloženy všechny membrány, které
informoval o zmeˇneˇ a ty se aktualizovaly. Každá membrána mohla sledovat jinou cˇást
spektra a meˇla nastaveno o kolik se posune a zveˇtší v závislosti na hodnoteˇ ze sledova-
ného spektra. Hodnota posunu a zveˇtšení se ješteˇ násobila intenzitou (také pro každou
membránu zvlášt’), jelikož hodnoty z výstupu funkce byly prˇíliš malé.
Celý úkol mi zabral celý jeden den, tedy 8 hodin.
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6.6 Refaktorizace z Unity 4.6 do Unity 5
Unity 5 slibuje veˇtší výkon a lepší optimalizaci pro mobilní zarˇízení a také prˇídává vlastní
nádstavbu pro uživatelské prˇostrˇedí - UGUI. Do této doby jsme používali NGUI od vý-
robce trˇetí strany, které obsahovalo neˇkolik chyb a tak zneprˇíjemnˇovaly vývoj. Kvu˚li no-
vému GUI
Nejdrˇíve jsem si tedy spolu se stáhnutím nového Unity prošel oficiální videotutoriály
UGUI. Na první pohled to vypadalo, že refaktorizace relativneˇ snadno. Bohužel pro nás
Unity 5 zavedlo nový systém práce s Eventy a práce v UGUI se až prˇíliš lišila od stáva-
jícího NGUI. Po dvou dnech stráveným refaktorizací jsem týmu a vedení prˇednesl mé
poznatky a rozhodli jsme se, že projekt dokoncˇíme v Unity 4.6.
6.7 Rozpohybování kamery za beˇhu hrdiny
Nedostal jsem zadání jak konkrétneˇ by se meˇla kamera pohybovat, jelikož to nikdo ve
firmeˇ nedokázal prˇedem rˇíct. Meˇl jsem tedy postupovat metodou pokus omyl. Rozhodl
jsem se, že nebude dobré psát instrukce pro pohyb prˇímo do kódu, jelikož by pozdeˇji
prˇi požadavku na jakoukoliv zmeˇnu bylo potrˇeba rozluštit napsaný algoritmus a i prˇes
sebelepší dokumentaci by práce byla prˇíliš dlouhá a složitá.
Rˇekl jsem si, že vytvorˇím v unity neˇjaké grafické rozhraní, ke kterému si bude moct
neˇkdo sednout, pohrát si s hodnotami a urcˇit nejlepší výsledek. Prˇi tomto úkolu jsem
poprvé použil krˇivky v Unity. Vytvorˇil jsem krˇivku pro osu X a zvlášt’ pro osu Y, která
v cˇase urcˇovala o jakou hodnotu (offset) se kamera posune z pu˚vodní pozice. Jednotlivé
hodnoty jsem násobil další krˇivkou, která meˇla zajistit, aby se kamera nebýbala ve smycˇce
porˇád stejneˇ a zajišt’ovala drobné odchylky v prvních dvou krˇivkách. Abych toho dosáhl,
byla krˇivka deˇlší oproti prvním dvoum v násobku 1,31.
Hotové rozhraní jsem prˇedal grafiku˚m, kterˇí mají pro takové veˇci lepší cíteˇní, aby
zkusili nastavit správné hodnoty. Ukazálo se však, že rozpohybování kamery zpu˚sobilo
problém prˇi prˇesném mírˇení beˇhem hry, jelikož se tím zárovenˇ pohyboval i zameˇrˇovacˇ.
Zkusil jsem prˇeprogramovat mírˇení, aby nezáviselo na kamerˇe. To ovšem znamenalo,
že se musí pohybovat zameˇrˇovacˇ, což vadí uplneˇ stejneˇ. Požadavek na rozpohybování
kamery tak byl prˇehodnocen a zrušil se.
Návrh a implementace rozhraní pro nastavování kamery jsem meˇl hotové prˇibližneˇ
za 10 hodin, úkol se ale protáhl o další experimentování kvu˚li vzniklým problému˚m a
proto jsem na tomto zadání strávil asi 40 hodin.
6.8 Shader pru˚hlednosti prˇekážek
Pokud si hrácˇ stoupnul zády k prˇekážce, kamera vlezla za tuto prˇekážku a hrácˇ jed-
nak nešel videˇt, ale hlavneˇ nevideˇl, kam mírˇí, jelikož prˇekážka zakryla celou kameru. Ve
hrách se to cˇasto rˇeší “inteligentní” kamerou, která když narazí na prˇekážku, která by ji
zakryla, posune se mimo svou beˇžnou pozici, aby zajistila hrácˇi viditelnost. Veˇtšinou je
ale vývoj takové kamery prˇíliš dlouhý a nákladný.
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Prˇednesl jsem návrch, že by se mohla prˇekážka, která brání ve výhledu zneviditelnit,
prˇípadneˇ alesponˇ trochu zpru˚hlednit. Odezva byla pozitivní s tím, že nezmizí celá prˇe-
kážka, ale zpru˚hlední se pouze oválná cˇást okolo hrácˇe, aby šlo videˇt kam mírˇí. Meˇl jsem
za úkol vypracovat shader, který takto prˇekážku upraví. Detekce, kdy a na jaké prˇekážce
se má shader zapnout dostal na starost kolega.
Implementace byla celkem snadná, jelikož hrácˇ je témeˇrˇ uprostrˇed obrazovky, takže
jsem v shaderu pouze zjistil na jakou pozici na obrazovce se pixel vykresluje a pokud se
blížil strˇedu tak jsem mu snižoval alfu až byl zcela pru˚hledný.
Na rˇešení úkolu jsem potrˇeboval prˇibližneˇ 3 hodiny.
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7 Záveˇr
7.1 Uplatneˇní teoretické a praktické znalosti
Beˇhem absolvování odborné praxe jsem uplatnil znalosti získané beˇhem studia z neˇko-
lika prˇedmeˇtu˚. Bylo zapotrˇebí znát jazyk C# (PJ2), základy uživatelského rozhraní (URO),
práci s grafikou (APPS, ZPG) a návrh algoritmu˚ (ALG1, ALG2, SWI). Beˇhem studia jsem
se o vývoj her zajímal samostudiem teoreticky i prakticky, takže jsem pochytil základní
principy fungování teˇchto systému˚. Nejvíce zkušeností jsem získal na konci prvního rocˇ-
níku, když jsem dostal možnost pro firmu Craneballs pracovat.
7.2 Scházejicí znalosti
Prˇestože pro firmu pracuji již delší dobu, beˇhem odborné praxe jsem narazil na oblasti
vývoje, se kterými jsem doposud žádné zkušenosti nemeˇl. Konrétneˇ vývoj v Unity byl
pro meˇ zcela novou a velmi osveˇžující zkušeností. Nesetkal jsem se také se serverovou
komunikací v reálném cˇase s neˇkolika klienty zárovenˇ. Možnost pracovat na klientovi a
zárovenˇ serveru a zajistit vzájemnou komunikaci je pro meˇ také velmi cenná zkušenost.
7.3 Dosažené výsledky v pru˚beˇhu praxe a jejich zhodnocení
Absolvování bakalárˇské práce formou odborné praxe jsem si zvolil prˇevážneˇ z du˚vodu,
že si myslím, že zkušenosti se praxí získávají mnohem rychleji, lépe a jsou v budoucnu
více ceneˇny. Jakmile bude projekt, na kterém jsem se podílel, dokoncˇen, mnou vyvíjenou
hru budou hrát tisíce až miliony lidí. Práveˇ hrácˇi jsou skupina uživatelu˚ softwaru, kterˇí
jsou nekompromisní a velmi rádi ukáží svou nespokojenost s produktem.
V novém týmu jsem meˇl možnost vyzkoušet si v omezené mírˇe i vedení týmu, prˇe-
vážneˇ zadávání práce grafiku˚m a plánování porad. Práveˇ v oblasti vedení týmu bych
chteˇl v budoucnu ješteˇ hodneˇ zapracovat.
Pro firmu dále pracuji a odbornou praxi hodnotím zcela kladneˇ. Jsem velmi rád za
možnost, které se mi dostalo.
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