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1. Introduction
The Cauchy problem of an elliptic equation arises frommany physical and engineering problems such as nondestructive
testing techniques [1], geophysics [2], and cardiology [3].
It iswell known that the Cauchy problemof an elliptic equation is ill-posed in the sense that arbitrarily ‘‘small’’ differences
in the data can induce arbitrarily ‘‘large’’ errors in the solution. Under an additional condition, a continuous dependence of
the solution on the Cauchy data can be obtained. This is called conditional stability [4]. Other results on conditional stability
for the elliptic equation can be found in [5,6].
Due to the severe ill-posedness of the problem, it is impossible to solve the Cauchy problem of the elliptic equation by
using classical numericalmethods and it requires special techniques, e.g., regularization strategies. Theoretical concepts and
computational implementation related to the Cauchy problem of the elliptic equation have been discussed bymany authors,
and a lot of methods have been provided. For computational aspects, the readers can consult D.N. Hào [7], H.J. Reinhardt
et al. [8], J. Cheng [5] and Y.C. Hong [9]. For theoretical aspects, the readers can refer to X.T. Xiong [10] and Zhi Qian [11].
The Helmholtz equation arises in many areas, especially in practical physical applications, such as acoustic, wave
propagation and scattering, vibration of the structure, electromagnetic scattering and so on. Several numerical methods
have been proposed to solve this problem, such as alternating iterative algorithm based on the boundary element method
(BEM) [12], the conjugate gradientmethod [13] and themethod of fundamental solutions (MFS) [14,15,13,16–18]. Although
there exists a vast literature on the Cauchy problem for the Helmholtz equation, to the authors’ knowledge, there are much
fewer papers devoted to the error estimates. Although in [19], the authors gave a quasi-reversibility method for solving
a Cauchy problem of the Helmholtz equation in a rectangle domain where they considered a homogeneous Neumann
boundary condition, the results were less encouraging. The main aim of this paper is to present a simple and effective
regularization method, and investigate the error estimate between the regularization solution and the exact one.
This paper is organized as follows. In Section 2, the regularization method-modified boundary method is introduced; in
Sections 3 and 4, a stability estimate is proved under an a priori condition; in Section 5, some numerical results are reported.
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2. Regularization for a Cauchy problem of the Helmholtz equation
Consider two Cauchy problems for the Helmholtz equation:
∆u(x, y)+ k2u(x, y) = 0, 0 < x < a, y ∈ R,
u(0, y) = φ(y), y ∈ R,
ux(0, y) = 0, y ∈ R, (2.1)
and
∆v(x, y)+ k2v(x, y) = 0, 0 < x < a, y ∈ R,
v(0, y) = 0, y ∈ R,
vx(0, y) = h(y), y ∈ R, (2.2)
where k > 0 is the wave number (constant). We need to seek the solutions u(x, y) and v(x, y) from the given data φ, h,
respectively. Physically, φ, h can only be measured, there will be measurement errors, and we would actually have some
data functions φδ(·), hδ(·) ∈ L2(R), for which
‖φδ − φ‖ + ‖hδ − h‖ ≤ δ, (2.3)
where the constant δ > 0 represents a bound on the measurement error, ‖ · ‖ denotes the L2-norm, and there exists a
constant E > 0, such that the following a priori bounds exist (e.g., says, the energy of the solution u(x, y) and v(x, y) at the
right boundary x = a are finite.)
‖u(a, ·)‖ ≤ E, and ‖v(a, ·)‖ ≤ E. (2.4)
Thus, the following problem can be solved becausew(x, y) = u(x, y)+ v(x, y).
Problem 1. Determine the solution w(x, y) for 0 < x < a from the input data φ(·) := w(0, ·), h(·) := wx(0, ·),when
w(x, y) satisfies
∆w(x, y)+ k2w(x, y) = 0, 0 < x < a, y ∈ R,
w(0, y) = φ(y), y ∈ R,
wx(0, y) = h(y), y ∈ R. (2.5)
Let
fˆ (ξ) = 1√
2pi
∫ ∞
−∞
f (y)e−iξydy (2.6)
be the Fourier transform of the function f (y) ∈ L2(R). The solution of problem (2.1) can be formulated in the frequency
domain:
uˆ(x, ξ) = cosh(x
√
ξ 2 − k2)φˆ(ξ). (2.7)
We notice that if ξ 2 > k2, for fixed 0 < x ≤ a, cosh(x√ξ 2 − k2) is unbounded as ξ 2 → ∞. There we want to seek a
solution u(x, ·) ∈ L2(R), the exact data φˆ(ξ)must decay rapidly as |ξ | → ∞. But in practice, we can only get the noisy data
φˆδ(·) ∈ L2(R). Hence for the noisy data φˆδ(·), we cannot obtain a meaningful solution.
Similarly, for problem (2.2), the solution can be found in the frequency domain:
vˆ(x, ξ) = sinh(x
√
ξ 2 − k2)√
ξ 2 − k2 hˆ(ξ). (2.8)
Therefore the solution of (2.5) in the frequency domain is
wˆ(x, ξ) = cosh(x
√
ξ 2 − k2)φˆ(ξ)+ sinh(x
√
ξ 2 − k2)√
ξ 2 − k2 hˆ(ξ). (2.9)
Obviously, Problem 1 is an ill-posed problem and requires special regularization method to be employed. We follow the
idea from Ames et al. [20] where they used a quasi-boundary method (or so-called modified boundary method) for solving
backward heat equation. Consider the following problems with noisy data:
∆uδα(x, y)+ k2uδα(x, y) = 0, 0 < x < a, y ∈ R,
uδα(0, y)+ αuδα(a, y) = φδ(y), y ∈ R,
(uδα)x(0, y) = 0, y ∈ R, (2.10)
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and
∆vδα(x, y)+ k2vδα(x, y) = 0, 0 < x < a, y ∈ R,
vδα(0, y)+ αvδα(a, y) = 0, y ∈ R,
(vδα)x(0, y) = hδ(y), y ∈ R, (2.11)
where α > 0 is a small parameter.
Therefore, for (2.5), we have
∆wδα(x, y)+ k2wδα(x, y) = 0, 0 < x < a, y ∈ R,
wδα(0, y)+ αwδα(a, y) = φδ(y), y ∈ R,
(wδα)x(0, y) = hδ(y), y ∈ R. (2.12)
We should first answer two questions:
• Do the problems (2.10) and (2.11) approximate the following problems:
∆uδ(x, y)+ k2uδ(x, y) = 0, 0 < x < a, y ∈ R,
uδ(0, y) = φδ(y), y ∈ R,
(uδ)x(0, y) = 0, y ∈ R, (2.13)
and
∆vδ(x, y)+ k2vδ(x, y) = 0, 0 < x < a, y ∈ R,
vδ(0, y) = 0, y ∈ R,
(vδ)x(0, y) = hδ(y), y ∈ R, (2.14)
respectively? If the answer is yes, thus the problem (2.12) approximates the problem:
∆wδ(x, y)+ k2wδ(x, y) = 0, 0 < x < a, y ∈ R,
wδ(0, y) = φδ(y), y ∈ R,
(wδ)x(0, y) = hδ(y), y ∈ R. (2.15)
• Are the problems (2.10) and (2.11) well-posed? If the answer is yes, problem (2.12) is well-posed.
In order to answer these two questions, we should pay attention to the assumptionφδ(·), hδ(·) ∈ L2(R). By the technique
of Fourier transform, we can get the solutions of the problems (2.10) and (2.11) in the frequency domain:
uˆδα =
cosh(x
√
ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2) φˆδ, (2.16)
and
vˆδα =
sinh(x
√
ξ 2 − k2)− α sinh((1− x)√ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2) hˆ
δ(ξ)√
ξ 2 − k2 . (2.17)
Hence the solution of problem (2.12) in frequency domain is
wˆδα =
cosh(x
√
ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2) φˆδ + sinh(x
√
ξ 2 − k2)− α sinh((1− x)√ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2) hˆ
δ(ξ)√
ξ 2 − k2 . (2.18)
Now for the first question, from (2.16)–(2.18) we can easily see that when α → 0, uˆδα → uˆδ , vˆδα → vˆδ and wˆδα → wˆδ ,
uniformly in x.
As to the secondquestion,we only need to prove the stability of the problems. For problem (2.10),wehave the conclusion:
if any two functions φδ,1 and φδ,2 satisfy ‖φδ,1 − φδ,2‖ ≤ , let uδα,1 and uδα,2 be the corresponding solutions, respectively,
set α = O(), then ‖uδα,1 − uδα,2‖ → 0, as  → 0. In fact, by Parseval identity, we have
‖uδα,1 − uδα,2‖ = ‖ûδα,1 − ûδα,2‖ =
∥∥∥∥∥ cosh(x
√
ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2) (φ̂δ,1 − φ̂δ,2)
∥∥∥∥∥
≤ sup
ξ∈R
∣∣∣∣∣ cosh(x
√
ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2)
∣∣∣∣∣ . (2.19)
1726 X.-T. Xiong / Journal of Computational and Applied Mathematics 233 (2010) 1723–1732
Case I. If ξ 2 − k2 ≤ 0, then cosh(x√ξ 2 − k2) = cos(x√k2 − ξ 2), cosh(a√ξ 2 − k2) = cos(a√k2 − ξ 2), therefore
‖uδα,1 − uδα,2‖ ≤ .
Case II. If ξ 2 − k2 > 0, then by the inequality (3.1) in Lemma 3.1,
sup
ξ∈R
∣∣∣∣∣ cosh(x
√
ξ 2 − k2)
1+ α cosh(a√ξ 2 − k2)
∣∣∣∣∣ ≤ supξ∈R e
x
√
ξ2−k2
1+ α2 ea
√
ξ2−k2
≤
(α
2
)− xa
.
Hence if α = O(), then
‖uδα,1 − uδα,2‖ → 0, for  → 0.
Similarly, for problem (2.11), if any two data functions satisfy ‖hδ,1 − hδ,2‖ ≤ , and α = O(), then ‖vδα,1 − vδα,2‖ → 0,
as  → 0. In fact, in Section 4, (4.10), (4.13) and (4.14) imply the result.
Now we prove the main conclusions.
3. Error estimates
First we need two inequalities.
Lemma 3.1. Let 0 < x < a, then
sup
η>0
eηx
1+ αeaη ≤ α
− xa ; (3.1)
sup
η>0
sinh(ηx)
ηexη
≤ x. (3.2)
Proof. Let f (η) = sinh(xη)
ηexη , we have the first order derivative
f ′(η) = xη −
e2xη−1
2
(ηexη)2
. (3.3)
Since er − 1 ≥ r for r ≥ 0, we get xη − e2xη−12 ≤ 0. It is obvious that f (η) is a decreasing function. Therefore
f (η) ≤ limη→0+ f (η) = x. 
For system (2.1), we can obtain the error estimate between the regularized solution uδα and the exact one u.
Lemma 3.2. Suppose u be the solution of problem (2.1) with the exact data φ and uδ be the regularization solution defined by
with the noisy data φδ , let φδ satisfies (2.3) and let the exact solution u at x = a satisfy (2.4). If we select α = ( δE ), then for fixed
0 < x < a we get the error estimate
‖uδα(x, ·)− u(x, ·)‖ ≤ 2δ1−
x
a (2E)
x
a , for δ→ 0. (3.4)
For system (2.2), similarly we have:
Lemma 3.3. Suppose v be the solution of problem (2.2)with the exact data h and vδ be the regularization solution with the noise
data hδ , let hδ satisfies (2.3) and let the exact solution v at x = a satisfy (2.4). If we select α = ( δE ), then for fixed 0 < x < a we
get the error estimate
‖vδα(·, y)− v(·, y)‖ ≤ (2a+ 1)δ1−
x
a (2E)
x
a (1+ o(1)), for δ→ 0. (3.5)
Theorem 3.4. Suppose that w = u+v is the solutionwith exact data [φ, h] and that wδα = uδα+vδα is the solutionwithmeasured
data [φδ, hδ]. If (2.4) holds, and the measured functions satisfy (2.3) and if we choose α = ( δE ), then for fixed 0 < x < a, we get
the error estimate
‖wδα(·, y)− w(·, y)‖ ≤ (2a+ 3)δ1−
x
a (2E)
x
a (1+ o(1)), for δ→ 0. (3.6)
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Proof. According to the Parseval identity, we have ‖wˆ − wˆδα‖ = ‖w − wδα‖, and ‖w − wδ‖ = ‖(u + v) − (uδ + vδ)‖ ≤
‖u− uδ‖ + ‖v − vδ‖; then the theorem is straightforward by using triangle inequality and Lemma 3.2, Lemma 3.3.
From Theorem 3.4, we find that wδ is an approximation of exact solution w. The approximation error depends
continuously on the measurement error for fixed 0 < x < a. However, as x → a, the accuracy of regularized solution
becomes progressively lower. This is a common thing in the theory of ill-posed problems, if we do not have additional
conditions on the smoothness of the solution.
To retain the continuous dependence of the solution at x = a, instead of (2.3),we introduce a stronger a priori assumption,
‖w(x, ·)|x=a‖p ≤ E, (3.7)
where ‖ · ‖p denotes the norm of Sobolev space Hp(R) and p > 0. 
Remark 3.5. We separately consider the case 0 ≤ x ≤ a and the case x = a in order to emphasize the following facts. For
the case 0 ≤ x < a, the a priori bound ‖w(x, ·)‖ is sufficient. However, for the case x = a, the stronger a priori bound for
‖w(x, ·)|x=a‖p where p > 0must be imposed. By this assumption, if α = δE (ln Eδ )p with p > 0, we can get the error estimate
betweenw(a, ·) andwδα(a, ·):
‖wδα(a, ·)− w(a, ·)‖ ≤ O
(
E
(
ln
E
δ
)−p)
, for δ→ 0. (3.8)
This is a logarithmic stability estimate. This often occurs in the boundary error estimate for ill-posed problems.
Remark 3.6. The modified method (2.12) can also be replaced by
∆wδα(x, y)+ k2wδα(x, y) = 0, 0 < x < a, y ∈ R,
wδα(0, y) = φδ(y), y ∈ R,
(wδα)x(0, y)+ α(wδα)x(a, y) = hδ(y), y ∈ R. (3.9)
Remark 3.7. The error estimates (3.6) and (3.8) are order optimal according to the general regularization theory [21,22].
4. Proofs of Lemmas 3.1–3.3
In this section, we denote η = √ξ 2 − k2.
Proof of Lemma 3.1. The proof is very easy by using the method in Carasso [23].
Proof of Lemma 3.2. Case I: for ξ 2 > k2 (ill-posed part), in this case, η > 0.
By Parseval identity and triangle inequality, we have
‖uδα(x, ·)− u(x, ·)‖ = ‖uˆδα(x, ·)− uˆ(x, ·)‖ ≤ ‖uˆα(x, ·)− uˆ(x, ·)‖ + ‖uˆδα(x, ·)− uˆα(x, ·)‖. (4.1)
For the second term on the right-hand side of above inequality, we have
‖uˆδα(x, ·)− uˆα(x, ·)‖ =
∥∥∥∥ cosh(xη)1+ α cosh(aη) φˆδ(ξ)− cosh(xη)1+ α cosh(aη) φˆ(ξ)
∥∥∥∥ , (4.2)
i.e.,
‖uˆδα(x, ·)− uˆα(x, ·)‖ ≤ sup
η>0
cosh(xη)
1+ α cosh(aη)δ ≤ supη>0
exη
1+ α2 eaη
δ. (4.3)
By Lemma 3.1, we get
‖uˆδα(x, ·)− uˆα(x, ·)‖ ≤ sup
η>0
exη
1+ α2 eaη
δ ≤
(α
2
)− xa
δ =
(
δ
2E
)− xa
δ ≤ δ1− xa (2E) xa . (4.4)
For the first term on the right-hand side of (4.1), we have
‖uˆα(x, ·)− uˆ(x, ·)‖ =
∥∥∥∥ cosh(xη)1+ α cosh(aη) φˆ(ξ)− cosh(xη)φˆ(ξ)
∥∥∥∥ = ∥∥∥∥α cosh(xη) cosh(aη)1+ α cosh(aη) φˆ(ξ)
∥∥∥∥ . (4.5)
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Via (2.7), we have
φˆ(ξ) = uˆ(a, ξ)
cosh(aη)
,
‖uˆα(x, ·)− uˆ(x, ·)‖ = α
∥∥∥∥ cosh(xη)1+ α cosh(aη) uˆ(a, ξ)
∥∥∥∥
≤ α sup
η>0
cosh(xη)
1+ α cosh(aη)‖uˆ(a, ·)‖.
By the a priori assumption on ‖u(a, ·)‖ ≤ E, it yields
‖uˆα(x, ·)− uˆ(x, ·)‖ ≤ αE sup
η>0
cosh(xη)
1+ α cosh(aη) . (4.6)
Using Lemma 3.1, we have
‖uˆα(x, ·)− uˆ(x, ·)‖ ≤ αE sup
η>0
exη
1+ α2 eaη
≤ 2E
(α
2
)1− xa = 2E ( δ
2E
)1− xa
≤ δ1− xa (2E) xa . (4.7)
Combining (4.4) and (4.7), we have
‖uδα(x, ·)− u(x, ·)‖ ≤ 2δ1−
x
a (2E)
x
a .
Case II: for ξ 2 ≤ k2 (well-posed part), in this case, η ≤ 0, and cosh(η) = cos(k2 − ξ 2).
We can easily get
‖uδα(x, ·)− u(x, ·)‖ ≤ δ. (4.8)
Thus, we get Lemma 3.2. 
Proof of Lemma 3.3. Case I: for ξ 2 > k2 (ill-posed part), in this case, η > 0.
By Parseval identity and triangle inequality, we have
‖vδα(x, ·)− v(x, ·)‖ = ‖vˆδα(x, ·)− vˆ(x, ·)‖ ≤ ‖vˆα(x, ·)− v(x, ·)‖ + ‖vˆδα(x, ·)− vˆα(x, ·)‖; (4.9)
for the second term on the right-hand side of above inequality, we have
‖vˆδα(x, ·)− vˆα(x, ·)‖ =
∥∥∥∥∥ sinh(xη)− α sinh((a− x)η)1+ α cosh(aη) hˆδ(ξ)η − sinh(xη)− α sinh((a− x)η)1+ α cosh(aη) hˆ(ξ)η
∥∥∥∥∥ , (4.10)
i.e.,
‖vˆδα(x, ·)− vˆα(x, ·)‖ ≤ sup
η>0
∣∣∣∣ sinh(xη)− α sinh((a− x)η)η(1+ α cosh(aη))
∣∣∣∣ δ. (4.11)
Then
‖vˆδα(x, ·)− vˆα(x, ·)‖ ≤ sup
η>0
∣∣∣∣ sinh(xη)η(1+ α cosh(aη))
∣∣∣∣ δ + sup
η>0
∣∣∣∣ sinh((a− x)η)η(1+ α cosh(aη))
∣∣∣∣αδ, (4.12)
i.e.,
‖vˆδα(x, ·)− vˆα(x, ·)‖ ≤ sup
η>0
sinh(xη)
ηexη
∣∣∣∣ exη(1+ α2 eaη)
∣∣∣∣ δ + sup
η>0
sinh((a− x)η)
ηe(a−x)η
∣∣∣∣ e(a−x)η(1+ α2 eaη)
∣∣∣∣αδ. (4.13)
By Lemma 3.1, we get
‖vˆδα(x, ·)− vˆα(x, ·)‖ ≤ x
(α
2
)− xa
δ + αδ(a− x)
(α
2
)− a−xa
≤ (2a− x)δ1− xa (2E) xa ≤ 2aδ1− xa (2E) xa . (4.14)
For the first term on the right-hand side of (4.9), we have
‖vˆα(x, ·)− vˆ(x, ·)‖ =
∥∥∥∥∥ sinh(xη)− α sinh((a− x)η)1+ α cosh(aη) hˆ(ξ)η − sinh(xη) hˆ(ξ)η
∥∥∥∥∥ , (4.15)
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i.e.,
‖vˆα(x, ·)− vˆ(x, ·)‖ =
∥∥∥∥∥α sinh((a− x)η)+ α sinh(xη) cosh(aη)1+ α cosh(aη) hˆ(ξ)η
∥∥∥∥∥
=
∥∥∥∥∥ α2 (sinh((a+ x)η)+ sinh((a− x)η))1+ α cosh(aη) hˆ(ξ)η
∥∥∥∥∥ .
By the a priori assumption on ‖v(a, ·)‖ ≤ E, it yields
‖vˆα(x, ·)− vˆ(x, ·)‖ ≤ α2 E supη>0
sinh((a+ x)η)+ sinh((a− x)η)
(sinh(aη)(1+ α cosh(aη)))
≤ α
2
E sup
η>0
[
sinh((a+ x)η)
(sinh(aη)(1+ α cosh(aη))) +
sinh((a− x)η)
sinh(aη)
]
.
Now we investigate the functions f1(η) := sinh((a+x)η)sinh(aη) , and f2(η) := sinh((a−x)η)sinh(aη) . Obviously, f2(η) ≤ 1, but since
τ(η) := 1−e−2(a+x)η
1−e−2aη is a decreasing function for η > 0,
f1(η) = exη 1− e
−2(a+x)η
1− e−2aη ≤ e
xη
(
1+ x
a
)
≤ 2exη. (4.16)
Therefore, we have
‖vˆα(x, ·)− vˆ(x, ·)‖ ≤ αE sup
η>0
exη
1+ α2 eaη
+ α
2
E ≤ 2E
(α
2
)1− xa + α
2
E = δ1− xa (2E) xa (1+ o(1)). (4.17)
Combining (4.14) and (4.17), we get
‖vδα(x, ·)− v(x, ·)‖ ≤ δ1−
x
a (2E)
x
a (1+ o(1)). (4.18)
Case II: for ξ 2 ≤ k2 (well-posed part), in this case, η ≤ 0, and cosh(η) = cos(k2 − ξ 2), sinh(η) = i sin(k2 − ξ 2). We can
easily get
‖vδα(x, ·)− v(x, ·)‖ ≤ δ. (4.19)
Thus, the proof of Lemma 3.3 completed. 
5. A numerical example
In this section, a simple example is devised for verifying the validity of the proposed method.
To test the accuracy of the approximate solution, we use the root mean square error (RSE) and the relative root mean
square error (RRSE), which are defined for two vectors W and W ∗ (where W and W ∗ denote the exact and computed
solutions at the test points, respectively):
RSE(W ) =
√√√√1
n
n∑
j=1
(Wj −W ∗j )2; (5.1)
RRSE(W ) =
√
n∑
j=1
(Wj −W ∗j )2√
n∑
j=1
(Wj)2
. (5.2)
The forthcoming numerical example is devised in the following way: first we sample the Cauchy data pairs (φ(y), h(y))
at the y-grid to get vectorsΦ and H , then we add random distribution perturbation and obtainΦδ and Hδ ,i.e.,
Φδ = Φ + σ1 rand(size(Φ)), Hδ = H + σ2 rand(size(H)), (5.3)
where
Φ = (φ(y1), . . . , φ(yn))T , (5.4)
H = (h(y1), . . . , h(yn))T , (5.5)
δ = RSE(Φδ − Φ)+ RSE(Hδ − H), (5.6)
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a b
Fig. 1. x = 0.1, k = 1, α = 0.0006, σ1 = 10−4 , σ2 = 10−3 (1a): recovery of real part with RSE = 0.0148, RRSE = 0.0465; (1b): recovery of imaginary
part with RSE = 0.0360, RRSE = 0.0935.
a b
Fig. 2. x = 0.1, k = 1, α = 0.06, σ1 = 10−2 , σ2 = 10−1 (2a): recovery of real part with RSE = 0.0342, RRSE = 0.1076; (2b): recovery of imaginary part
with RSE = 0.0596, RRSE = 0.1544.
σ1 indicates the error level of Φ , and σ2 denotes the error level of H . Considering that the flux error is usually much larger,
we take σ2 10 times as large as σ1. The symbol rand(size(·)) is a random number between [−1, 1].
We consider the following Cauchy problem:
∆u(x, y)+ k2u(x, y) = 0, 0 < x < 1, y ∈ R,
u(0, y) = ekiy, y ∈ R,
ux(0, y) = kiekiy, y ∈ R, (5.7)
The exact solution u(x, y) is given by u(x, y) = eki(x+y), where i = √−1.
We solve the discretized version of the Cauchy problem by using Matlab in IEEE double precision with unit round-off
1.1 × 10−16. Since the solution is periodic, so in computation we take−2 ≤ y ≤ 2 and fix x. The regularized solution was
computed by the Fast Fourier Transform (FFT) and inverse Fast Fourier Transform technique according to formula (2.18).
The regularization parameter α is chosen by Theorem 3.4 where we take E = 1.
Figs. 1–3 show that inverse solutions are extremely sensitive to measurement errors, measurement locations. A small
noise in the measurements (φ, h) tends to produce large oscillations, which becomes even more significant as the sensors
are placed farther away from the surface at x = 0. The large oscillation appears in Figs. 1–4 at the ends of the test interval
[−2, 2] is due to Gibbs phenomenon. Fig. 4 shows that for larger wave number k, the regularizationmethod also works well.
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Fig. 3. x = 0.6, k = 1, α = 0.0006, σ1 = 10−4 , σ2 = 10−3 (3a): the recovery of real part with RSE = 0.3378, RRSE = 0.9968; (3b): recovery of imaginary
part with RSE = 0.7333, RRSE = 2.0048.
a b
Fig. 4. x = 0.1, k = 3, α = 0.0006, σ1 = 10−4 , σ2 = 10−3 (4a): recovery of real part with RSE = 0.0348, RRSE = 0.1000; (4b): recovery of imaginary
part with RSE = 0.0244, RRSE = 0.0680.
6. Concluding remarks
In this paper, we consider the non-characteristic Cauchy problem for the Helmholtz equation. SomeHölder-type stability
estimates are proved. This is an improvement for the results obtained in [19]. As for the case of finite domain, the
regularization solution can be solved by the boundary element method [15]. Themodifiedmethod can be easily generalized
to the three-dimensional case [24] where we have used the cut-off method and the Tikhonov method.
Acknowledgements
The authors would like to thank the reviewers for their very careful reading and for pointing out several mistakes as
well as for their useful comments and suggestions. This work is supported by the Doctoral Foundation of Northwest Normal
University (No. 5002-577).
References
[1] G. Alessandrini, Stable determination of a crack from boundary measurements, Proc. Roy. Soc. Edinburgh Sect. A 123 (1993) 961–984.
[2] A.N. Tikhonov, V.Y. Arsenin, Solutions of Ill-Posed Problems, Winston and Sons, Washington, D. C, 1977.
[3] P. Colli-Franzone, L. Guerri, S. Tentoni, C. Viganotti, S. Baruffi, S. Spaggiari, B. Taccardi, A mathematical procedure for solving the inverse potential
problem of electrocardiography. Analysis of the time-space accuracy from in vitro experimental data, Math. Biosci. 77 (1985) 353–396.
[4] L.E. Payne, Bounds in the Cauchy problem for the Laplace’s equation, Arch. Ration. Mech. Anal. 5 (1960) 35–45.
[5] J. Cheng, M. Yamamoto, Unique continuation on a line for harmonic functions, Inverse Problems 14 (1998) 869–882.
1732 X.-T. Xiong / Journal of Computational and Applied Mathematics 233 (2010) 1723–1732
[6] D.N. Hào, P.M. Hien, Stability results for the Cauchy problem for the Laplace equation in a strip, Inverse Problems 19 (2003) 833–844.
[7] D.N. Hào, D. Lesnic, The Cauchy for Laplace’s equation via the conjugate gradient method, IMA J. Appl. Math. 65 (2000) 199–217.
[8] H.J. Reinhardt, H. Han, D.N. Hào, Stability and regularization of a discrete approximation to the Cauchy problem of Laplace’s equation, SIAM J. Numer.
Anal. 36 (1999) 890–905.
[9] Y.C. Hon, T. Wei, Backus-Gilbert algorithm for the Cauchy problem of Laplace equation, Inverse Problems 17 (2001) 261–271.
[10] X.T. Xiong, Central difference regularization method for the Cauchy problem of Laplace’s equation, Appl. Math. Comput. 181 (2006) 675–684.
[11] Z. Qian, C.L. Fu, X.T. Xiong, Fourth-ordermodifiedmethod for the Cauchy problem for the Laplace equation, J. Comput. Appl.Math. 192 (2006) 205–218.
[12] L. Marin, L. Elliott, P.J. Heggs, D.B. Ingham, D. Lesnic, X. Wen, An alternating iterative algorithm for the Cauchy problem associated to the Helmholtz
equation, Comput. Methods Appl. Mech. Eng. 192 (2003) 709–722.
[13] L.Marin, L. Elliott, P.J. Heggs, D.B. Ingham, D. Lesnic, X.Wen, Conjugate gradient-boundary element solution to the Cauchy problem for Helmholtz-type
equations, Comput. Mech. 31 (2003) 367–377.
[14] L. Marin, A meshless method for the numerical solution of the Cauchy problem associated with three-dimensional Helmholtz-type equations, Appl.
Math. Comput. 165 (2) (2005) 355–374.
[15] L. Marin, L. Elliott, P.J. Heggs, D.B. Ingham, D. Lesnic, X. Wen, BEM solution for the Cauchy problem associated with Helmholtz-type equations by the
Landweber method, Eng. Anal. Bound. Elem. 28 (2004) 1025–1034.
[16] L. Marin, D. Lesnic, The method of fundamental solutions for the Cauchy problem associated with two-dimensional Helmholtz-type equations,
Comput. Struct. 83 (2005) 267–278.
[17] L. Marin, L. Elliott, P.J. Heggs, D.B. Ingham, D. Lesnic, X. Wen, Comparison of regularization methods for solving the Cauchy problem associated with
the Helmholtz equation, Int. J. Numer. Methods Eng. 60 (11) (2004) 1933–1947.
[18] T. Wei, Y.C. Hon, L. Ling, Method of fundamental solutions with regularization techniques for Cauchy problems of elliptic operators, Eng. Anal. Bound.
Elem. 31 (4) (2007) 373–385.
[19] H.H. Qin, T. Wei, Modified regularization method for the Cauchy problem of the Helmholtz equation, Appl. Math. Model. 33 (2009) 2334–2348.
[20] K.A. Ames,W.C. Gordon, J.F. Epperson, S.F. Oppenhermer, A comparison of regularizations for an ill-posed problem,Math. Comp. 67 (1998) 1451–1471.
[21] U. Tautenhahn, Optimality for linear ill-posed problems under general source conditions, Numer. Funct. Anal. Optim. 19 (1998) 377–398.
[22] X.T. Xiong, Regularization theory and algorithm for some inverse problems for parabolic differential equations, PhD dissertation, Lanzhou University,
2007 (in Chinese).
[23] A. Carasso, Determining surface temperatures from interior observations, SIAM J. Appl. Math. 42 (1982) 558–574.
[24] X.T. Xiong, C.L. Fu, Two approximate methods of a Cauchy problem for the Helmholtz equation, Comput. Appl. Math. 26 (2) (2007) 1–23.
