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Abstract: We review a coherent mesoscopic presentation of thermodynamics and 
fluctuations far from and near equilibrium, applicable to chemical reactions, energy 
transfer and transport processes, and electrochemical systems. Both uniform and spatially 
dependent systems are considered. The focus is on processes leading to and in 
non-equilibrium stationary states; on systems with multiple stationary states; and on issues 
of relative stability of such states. We establish thermodynamic state functions, dependent 
on the irreversible processes, with simple physical interpretations that yield the work 
available from these processes and the fluctuations. A variety of experiments are cited that 
substantiate the theory. The following topics are included: one-variable systems, linear and 
nonlinear; connection of thermodynamic theory with stochastic theory; multivariable 
systems; relative stability of different phases; coupled transport processes; experimental 
determination of thermodynamic and stochastic potentials; dissipation in irreversible 
processes and nonexistence of extremum theorems; efficiency of oscillatory reactions, 
including biochemical systems; and fluctuation-dissipation relations. 
Keywords: nonequilibrium thermodynamics; irreversible thermodynamics; stochastic 
processes; diffusion in chemical reaction kinetics; chemical reactions 
PACS Codes: 05.70.Ln Nonequilibrium and irreversible thermodynamics; 05.40.-a 
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1. Introduction 
In the last twenty years we have developed a mesoscopic formulation of thermodynamics and 
fluctuations both far from, and near to, equilibrium [1]. We briefly review some of this work here. The 
word mesoscopic denotes an approach based on the master equation for probability distributions [2]. 
This is not as detailed as a statistical mechanical analysis based on averages over mechanical motions, 
but is related to probability distributions and macroscopic chemical rate, and transport, coefficients. 
We treat primarily chemical reaction systems, but also transport processes and electrochemical  
kinetic systems. 
We establish thermodynamic state functions, dependent on the irreversible processes, that provide 
necessary and sufficient conditions for stability and instability of systems and provide the fluctuations 
in the system; these state functions can be measured and have simple relations to the concept of work. 
For systems with multiple stable stationary states the thermodynamic functions provide measures of 
relative stability and equistability. A number of experiments are cited and discussed which substantiate 
the theory. The review consists of chosen selections, shortened and edited, from the book 
Thermodynamics and Fluctuations far from Equilibrium by John Ross [1]. 
2. One-variable Systems 
We begin this section with the presentation of the linear one-variable case, for which a 
thermodynamic state function is obtained in 2.1, and proceed to the more general nonlinear case  
in 2.2. These first two subsections deal with establishing reference states. We then discuss dissipation 
in section 2.3; connect the thermodynamic theory with stochastic theory in 2.4, and finally comment 
on the relative stability of multiple stationary stable states in 2.5.  
2.1. Linear One-variable Systems 
Consider the reaction sequence: 
A  X  B  (1)
with rate coefficients k1 and k2 for the forward and reverse reaction of the first reaction ( A  X ) and 
k3 and k4 the corresponding rates for the second reaction. In this sequence A is the reactant, X the 
intermediate, and B the product. Let the reactions occur in the schematic apparatus of Figure 1 at 
constant temperature.  
Let us assume ideal gases and mass action kinetics; in that case the deterministic rate equation is: 
dpX
dt
 k1 pA  k4 pB  k2  k3 pX  (2)
Hence at a stationary state the pressure of X is pX
ss  k1 pA  k4 pB
k2  k3
. We denote the first term on the 
RHS (right-hand side) of (2) by tX
  and the second term by tX
  [3]. At the stationary state, tX
  is 
constant, and the pressure pX is given by: 
pX
s
pX
 tX

tX
  tX
 s
tX
  (3)
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Figure 1. Two piston model. The reaction compartment (II) is separated from a reservoir 
of species A (I) by a membrane permeable only to A and from a reservoir of species B (III) 
by a membrane permeable only to B. The pressures of A and B are held fixed by constant 
external forces on the pistons. Catalysts C and C’ are required for the reactions to occur at 
appreciable rates and are contained only in region II. 
 
 
We use the hypothesis of local equilibrium: it is assumed that at each time there exists a 
temperature, a pressure, and a chemical potential for each chemical species. These quantities change 
on shorter time scales than the changes in pressure or concentration of chemical species due to 
chemical reaction. Thus the chemical potential is X  X0  RT ln pX , where X0  is the chemical 
potential in the standard state. Hence we have: 
X  Xs  RT ln tX

tX
  (4)
We define a thermodynamic state function  [3]: 
   sX II X X Xp V dp     (5)
where VII is a volume shown in Figure 1. This function has many important properties. At the 
stationary state of this system,  is zero. If we start at the stationary state and increase pX then dpX  0 
and the integrand is larger than zero; hence  is positive. Similarly, if we start at the stationary state 
and decrease pX, then dpX and the integrand are both negative and  is positive. Hence  is an 
extremum at the stable stationary state, a minimum.  
2.2. Nonlinear One-variable Systems 
Let us consider now a nonlinear model of a stoichiometric equation, also occurring in the apparatus 
of Figure 1, as follows: 
1
2
4
3
( 1) ,
( 1) .
k
k
k
k
A r X rX
s X B sX
  
  
 (6)
Since this isothermal system has chambers I and III at constant pressure and chamber II at constant 
volume, the proper thermodynamic function for the entire system is a linear sum of Gibbs free energies 
for I and III and the Helmholtz free energy for II. If in (6) we set r = 3 and s = 1 then we have the 
Schlögl model [4]: 
A + 2X  3X (7)
X  B (8)
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with the rate coefficients k1 and k2 for the forward and reverse reaction in (7), and k3 and k4 in (8). For 
this system there exists the possibility of multiple stationary states for given constraints of the 
pressures pA and pB . The kinetic equation for pX is: 
dpX
dt
 k1 pA pX2  k4 pB  k2 pX3  k3 pX  (9)
which is cubic in pX and hence may have three stationary states (RHS of (9) equals zero), as shown in 
Figure 2. 
Figure 2. Stationary states of the Schlögl model with fixed reactants and products 
pressures. Plot of the pressure of the intermediate pX vs. the pump parameter (pA/pB). The 
branches of stable stationary states are labeled  and  and the branch of unstable 
stationary states is labeled . The marginal stability points are at F1 and F3 and the system 
has two stable stationary states between these limits. The equistability point of the two 
stable stationary states is at F2. 
 
 
The deterministic kinetic equation for the Schlögl model is: 
dpX
dt
 k1 pA pX2  k4 pB  k2 pX3  k3 pX  (10)
The first two positive terms on the RHS of (10) are again given the symbol tX
  and the two negative 
terms the symbol tX
 ; their ratio is: 
tX

tX
  k1 pA pX
2  k4 pB
k2 pX
3  k3 pX
 (11)
which we use to define the quantity pX
 , the pressure in a reference state for which the following holds: 
tX

tX
  pX

pX
 (12)
Thus pX
  is: 
pX
  k1 pA pX
2  k4 pB
k2 pX
2  k3
 (13)
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It is useful to compare the linear model with the Schlögl model in the following way: assign to each 
model the same values of pA, pB, T, VI, VII, VIII, and equilibrium constants for the AX and BX 
reactions. Then the two model systems are instantaneously thermodynamically equivalent. If 
furthermore tX
  and tX
  have the same values in the two systems at each point in time, the two systems 
are instantaneously kinetically indistinguishable. If we define pX

 as the pressure of X in the 
instantaneously indistinguishable linear system at stationary state, we may write from (4) and (5): 
X  X  RT ln pXpX  RT ln
tX

tX
  (14)
This equation relates the chemical driving force towards a stable stationary state (LHS) to the ratio 
of sums of fluxes of X (RHS). We write the analog of (5) for our chosen thermodynamic function: 
   * *X X X Xp dp     (15)
where the integrand is a species specific activity which plays a crucial role. The function in (5) is an 
excess work: the work of moving the system from a stable stationary state to an arbitrary value pX 
compared to the work of moving the system from the stationary state of the instantaneous 
indistinguishable linear system to pX. If A and B in (6) are chosen such that the ratio of their pressures 
equals the equilibrium constant, then * = G and pX  ps .  
With the species specific activity and the thermodynamic state function  * we can state the 
following conditions: 
d
dpX
 0                 (16) 
at each stationary state,
 d2
dpX
2  0                 (17) 
at each stable stationary state, with the equality sign holding at marginal stability, 
d2
dpX
2  0                (18) 
at each unstable stationary state, with the equality sign holding at marginal stability. 
Equations (16,17) are necessary and sufficient conditions for the existence and stability of 
non-equilibrium stationary states. 
2.3. Dissipation 
For a spontaneously occurring chemical reaction at constant pressure, p, and temperature, T, the 
Gibbs free energy change gives the maximum work, other than p·V work, that can be obtained from the 
reaction. For systems at constant V,T it is the Helmholtz free energy change that yields that measure. If 
no work is done by the reaction then the respective free energy changes are dissipated, lost. For 
reactions of ideal gases run in the apparatus in Figure 1, we can define a hybrid free energy, M: 
( ) ( ) ( )I II II III II II II IIA A A B B B X X A B XM n n n n n RT n n n           (19)
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The time rate of change of M is: 
/ / / /I III IIA A B B X XdM dt dn dt dn dt dn dt      (20)
if there is no depletion of the reservoirs I and III. According to conservation of mass we have: 
* * *0 / / /I III IIX A X B X Xdn dt dn dt dn dt      (21)
and therefore we may write: 
* * */ ( ) / ( ) / ( ) /I III IIA X A B X B X X XdM dt dn dt dn dt dn dt            (22)
Hence we write for the dissipation D: 
/ / /res XD dM dt dM dt dM dt      (23)
where the first term on the RHS is the dissipation due to the conversion of A to X at the pressure pX
  
and at the rate 
I
Adn
dt
  and the conversion of X to B at the same pressure of X and the rate dnB
III
dt
. The 
second term on the RHS of (23) is a species-specific dissipation, DX: 
*/ ( ) / ( ) ln( / )IIX X X X X X X X XdM dt dn dt RT t t t t D             (24)
From this last equation it is clear that / 0X XD dM dt    for all pX, regardless of the reaction 
mechanism; the equality holds only at the stationary state. 
As we shall discuss later, the total dissipation D is not an extremum at stationary states in general, 
but there may be exceptions. DX is such an extremum and the integral:  
 X X Xdn      (25)
is a Lyapunov function in the domain of attraction of each stable stationary state. 
The dissipation in a reaction can range from zero, for a reversible reaction, to its maximum of G 
when no work is done in the surroundings. Hence the dissipation can be taken to be a measure of the 
efficiency of a reaction in regard to doing work. There is more on this subject in Section 7. 
2.4. Connection of the Thermodynamic Theory with Stochastic Theory 
The deterministic theory of chemical kinetics is formulated in terms of pressures, for gases, or 
concentrations of species for gases and solutions. These quantities are macroscopic variables and 
fluctuations of theses variables are neglected in this approach. In stochastic theory, however, one 
assumes that fluctuations do occur, say in the number of particles of a given species X, that there is a 
probability distribution P(X,t) for that number of particles at a given time, and that changes in this 
distribution occur due to chemical reactions. The transition probabilities of such changes are assumed 
to be given by macroscopic kinetics. We shall show that the non-equilibrium thermodynamic functions 
 (for linear systems), * (for nonlinear systems), the excess work, determines the stationary, 
time-independent, probability distribution, which leads to a physical interpretation of the connection of 
the thermodynamic and stochastic theory. At equilibrium the probability distribution of fluctuations is 
determined by the Gibbs free energy change at constant T,p, which is the work other than p·V work. 
We restrict the analysis at first to reaction mechanisms for which the number of molecules of species X 
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changes by ±1 in each elementary step. We take the probability distribution to obey the master 
equation. For the cubic Schlögl model ((6) with r = 3, s = 1) the master equation is [2,3]: 
_( , ) / ( 1) ( 1, ) ( 1) ( 1, ) [ ( ) ( )] ( , )P X t t X P X t t X P X t t X t X P X t             (26) 
The first two terms on the RHS yield an increase in X, the last two terms a decrease in X. The fluxes 
in this equation are: 
1 4
2 3
( ) ( 1) / 2!
( ) ( 1)( 2) / 3!
t X c AX X c B
t X c X X X c X


  
     (27)
with the parameters ci related to the rate coefficients ki by 1( / !)imi i tk V c n
  for 1 4i  , where mi is 
the molecularity of the ith step and ni the molecularity in X.  
From the master equation we can derive the result that the average concentration, the average 
number of X in a volume V, obeys the deterministic rate equation in the limit of large numbers  
of molecules. 
The time-independent solution of the master equation is: 
1
( 1)( ) (0)
( )
X
S S
i
t iP X P
t i



   (28)
which by retention of only the leading term in the Euler-MacLaurin summation formula reduces to 
1
( )( ) exp ln
( )
X
S
t yP X N dy
t y


      (29)
and N is a normalization constant. The connection between the thermodynamic and stochastic theory is 
established with the use of (14) to give: 
*1( ) exp ( )
x
S X XP X N dXRT
        (30)
The Lyapunov function * (15) is both the thermodynamic driving force towards a stable stationary 
state and determines the stationary probability distribution of the master equation. The stationary 
distributions (29,30) are non-equilibrium analogs of the Einstein relations at equilibrium, which give 
fluctuations around equilibrium. 
There is another interesting connection [3]. We define P X1, t1; X0 , t0  to be the probability density 
of observing X1 molecules in V at time t1 given that there are X0 molecules at t0. This function is the 
solution of the master equation (26) for the initial condition 0 0( , ) ( )P X t t X X   . The probability 
density can be factored into two terms [3]: 
1 1 0 0 1 0 1 2 1 0 1 0( , ; , ) ( ) ( , , )P X t X t F X X F X X t t    (31)
in which the first term on the RHS is independent of the path from X0 to X1 and independent of the time 
interval (t1–t0). To the same approximation with which we obtained (29) we can reduce the first term to: 
1
0
1 0 1
1( ) exp (ln / )
2
X
X
F X X t t dX 
        (32)
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and find it to be of the same form as the probability distribution (29). It contains the irreversible part of 
the probability density (31). 
2.5. Relative Stability of Multiple Stationary Stable States 
For systems with multiple stable stationary states there arises the issue of relative stability of such 
states. We treat systems with a single intermediate and stoichiometric changes in X are limited to ±1. 
In regions of multistability the stationary probability distribution is bimodal and is shown in  
Figure 3 for the cubic Schlögl model. Stable stationary states are located at maxima, labeled 1 and 3, 
and unstable stationary states at minima, labeled 2. 
Figure 3. Plot of the integral in (30), marked s vs. X for the Schlögl model with 
parameters: c1 = 3.10−10 s−1; c2 = 1.10−7 s−1; c3 = 0.33 s−1; c4 = 1.5.10−4 s−1; and A = B. For 
curve (a) B = 9.8.106; for curve (b) B = 1.01.106; curve (c) B = 1.04.106. Curve (b) lies 
close to the equistability of the stable stationary states 1 and 3; 2 marks the unstable 
stationary state. 
 
 
Consider now the ratio of the probability density (31), for a given transition from X1 to X2 to that of 
the reverse transition: 
2
2 2 1 1
1
1 2 2 1
( , ; , ) exp ln
( , ; , )
X
X
P X t X t t dX
P X t X t t


      (33)
Equistability of two stable stationary states, labeled now 1 and 3 to correspond to Figure 3, is  
defined by: 
3 1
1 3
( , ; ,0) 1
( , ; ,0)
P X t X
P X t X
  (34)
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which with the use of (24) we may also express as: 
3 1
2 2X X
D dt D dt   (35)
The integral of the species-specific dissipation from the unstable stationary state 2 to the stable 
stationary state 3 equals, at equistability, to the integral of the dissipation from the unstable stationary 
state 2 to the stable stationary state 1. Whereas the integral of the total dissipation for the limits in (35) 
goes to infinity, that of the species specific dissipation is finite. We can restate (35) in terms of the 
excess work: 
   3 1
2 2
II II
X X X X X Xdn dn         (36)
These results constitute a fluctuation-dissipation relation, rediscovered in a statistical mechanical 
approach by Evans and coworkers (see [5] and references therein). At equistability the integral of the 
excess work from 2 to 3 equals the integral of the excess work from 2 to 1. Equations (34–36) provide 
necessary and sufficient conditions of equistability of stable stationary states. 
The master equation has been investigated for a sequence of unimolecular (non-autocatalytic) 
reactions based on moment generating functions [6]; these yield Poissonian stationary distribution for 
single intermediate systems in terms of the number of particles X of species X, with Xss that number in 
the stationary state, ( ) ( ) / ! exp( )SS X SSSP X X X X    . Our results are consistent with (36), as can be 
seen from the use of (15) and (30), a change of variables to particle numbers X, and the use of 
Stirling’s approximation: 
 ( 1)
( )( ) ( ) ( )
!
nx SS
XSS
SS
S B XX X
X
P X exp k T dn exp XlnX XlnX X
X
 
              
 (37)
Here  is the normalization constant exp(−Xss). The formulation given in this section has the 
advantage of the physical interpretation in terms of species-specific thermodynamic driving forces and 
in terms of Lyapunov functions; further our formulation is generalizable to autocatalytic systems and 
many variable systems. 
3. Thermodynamic State Function for Multivariable Systems 
In the previous section we have obtained thermodynamic state functions for single variable systems, 
both linear (5) and nonlinear (15). In this section we obtain a thermodynamic state function for 
multivariable systems. To this end we need to consider fluctuations [7]. We start with the master 
equation [2]: 

t PX X, t  W X  r,r PX X  r, t W X,r PX X, t  r  (38)
in which PX is the probability distribution of finding X particles (molecules) in a given volume, and 
W(X,r) is the transition probability due to reaction from X to X+r particles. Now we do a Taylor 
expansion of the term W X  r,r P X  r, t   around X: 
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W X  r,r PX X  r, t             
1
1
, , , ,
!
m
m
m
W P t W P t
m


    X X XX r X r X r X  (39)
and introduce the concentration vector x  X V ; then we have the reduced relations: 
 X 1V  x , PX X, t X  Px x, t dx, X  1 , w x,r;V 
1
V
W xV ,r  (40)
where V is the volume of the system. We substitute these relations into (39) and obtain: 
             
1
1 1, , , , , ,
!
m m
m
W P t d W V P t d W V P t
m V


            X x x xX r r X r x x r x x r x r x (41)
Next we introduce the momentum operator, pˆ   1
V
 x , with which we can write: 
   
1 1
ˆ( 1) 1 11 1
!
ˆ
!
mm
m
X
m m
exp
m V m
 
 
           r r p r p   (42)
The master equation becomes: 
           1 ˆˆ ˆ, , ; exp 1 , , ,P t w V P t H P t
V t 
       x x xrx x r r p x x p x  (43)
where we have defined the Hamiltonian operator [8,9]: 
     ˆ ˆ ˆ, , ; exp 1H w V     
r
x p x r r p
 
(44)
Thus we have formally, and exactly, converted the master equation to a Schrödinger equation. This 
has the substantial advantage that we can apply well-known approximations in quantum mechanics to 
obtain solutions to the master equation. In particular we refer to the W.K.B. approximation valid for 
semi-classical cases, those for which Planck’s constant formally approaches zero. The equivalent limit 
for (43) is that of large volumes (large numbers of particles). Hence we seek a stationary solution  
of (43), that is the time derivative of PX(X,t) is set to zero, of the form: 
   ( ) ( ) expn nS nP C VS   X X  (45)
where Sn will be shown to be the classical action of a fluctuational trajectory accessible from the nth 
stable stationary state. We substitute (45) into the stationary part of (43) and obtain: 
( ), 0nSH     
xx
x
 (46)
the equation satisfied by Sn(X) with the Hamiltonian function ( not operator): 
( , ) ( , )[exp( ) 1]
r
H w  x p x r r p  (47)
and the boundary condition: 
S( ) 0.n nS x  (48)
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These equations show that it is the classical action Sn that satisfies the Hamiltonian-Jacoby equation 
(46) with coordinate x, momentum p  Sn (x) / x , and Hamiltonian equal to zero (stationary 
condition). The Hamiltonian equations of motion for the system are: 
( , ) exp( )
r
d
dt
 x r x r r p  (49)
and: 
  ( , )exp( ) 1
r
d
dt
    p x rr p x  (50)
From these relations we determine the action: 
0
( ) d d /dnS t t x p x  (51)
for the fluctuational trajectory starting at the nth stable stationary state xns with p = 0 at t = −  and 
ending at x at t = 0. 
3.1. Linear Multi-variable Systems 
Let us consider the following linear reaction system [7]: 
3 51
2 4 6
k kk
k k k
A X Y B      (52)
run in an apparatus as in Figure 1, where the pressures of A and B are held constant. The action is: 
 ,( ) ln( / ) ln( / )X Yn S SSS X X dx Y Y dy x  (53)
where Xs, Ys are stable stationary state concentrations. We see that the integrand is an exact differential 
and hence the action is independent of the path of integration in concentration space. The action is a 
state function [8,9].  
The physical interpretation of the action comes from consideration of the free energy M for the 
three compartments in Figure 1 (19): 
I II IIIM G A G    (54)
For differential changes in A,X,Y,B the differential change in M is: 
A A X X Y Y B BdM dn dn dn dn        (55)
The differential excess free energy change d  is the difference between dM, the system with 
arbitrary concentrations of X and Y, and dMs, the system in the stationary state. Hence we have: 
( ) ( )S SX X X Y Y Yd dn dn         (56)
When we compare Equation (56) with (53) we see that: 
/d kT V dS  (57)
This important physical result was first given in [7]: the mathematical concept of the action can be 
identified with the thermodynamic excess work.  
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On a fluctuational trajectory the differential excess free energy is positive and zero at a stable 
stationary state. We show this by considering the differential action: 
 / ( , ) ( , ) ( ) exp( ) exp( ) 1fl
rfl
dS d dt H
dt
        p x x p x r r p r p r p
 
(58)
The transition probabilities  (x,r) are all positive and the square bracket is larger than zero except 
for p = 0, that is at the stable stationary state. Therefore we have: 
0
fl
dS
dt

 
(59)
and hence the excess differential free energy d is positive in general and zero at stationary states.  
Suppose we prepare this system at a given (x,y) and let it proceed along the deterministic trajectory 
back to the stationary state. Along this path d is negative which follows from the deterministic 
variation of the action in time: 
 
det det det det
( , ) ( , ) ( ) exp( ) 1
r
dS d d dS H
dt dt dt dt
        x x xp p x p x r r p r p
 
(60)
which holds since the Hamiltonian is zero. For all real values of r·p the square bracket in (60) is 
negative unless p = 0. And therefore: 
det
0dS
dt

 
(61)
with the equality holding only at a stationary state. Hence an excess work is required to move a system 
from a stable stationary state, and excess work can be done by a system relaxing towards a stable 
stationary state. The action and the excess work are both Lyapunov functions; they serve for 
non-equilibrium systems the role the Gibbs free energy serves for systems going to equilibrium . 
We note here that (59) and (61) hold for nonlinear multi-variable systems as well; no assumption of 
a linear reaction mechanism was made in their derivation. 
3.2. Nonlinear Multi-variable Systems 
Let us consider now a non-linear multi-variable system such as the following example:  
1
2
3
4
5
6
( 1) ,
( 1) ( 1) ,
( 1) .
k
k
k
k
k
k
A m X mX
rX s Y r X sY
nY n Y B
  
   
  
 (62)
The stationary distribution is given by (45) and (51), with p and dx/dt obtained from solutions of 
Hamilton’s equations. We now choose our reference by using the equations: 
0
0
ln( / )
ln( / )
x
y
p X X
p Y Y

  (63)
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Equation (62) yields unique values of (X0,Y0) in the absence of certain crossings of fluctuational 
trajectories in the (X,Y) space, called ‘caustics’, see [10]. There may be more than one fluctuational 
trajectory which starts at p = 0 at a stable stationary state and passes through a given (X,Y). These 
trajectories will have different values of p and the one with the lowest value of p will determine the 
action in the thermodynamic limit, the contributions from other trajectories vanishing in that limit.  
Hence we find for the action the expressions: 
0 ,0 0 0 0
, ,0 0 0
( ) ln( / ) ln( / ) ln( / ) ln( / )
1/ ( ) ( ) (1/ )
X Y
n S
fl fl
X Y X Y
X X Y YS S
dx dyS dt X X Y Y X X dx Y Y dy
dt dt
RT dx dy VkT d    

           
      
 
 
x
 (64)
where the reference state used here (X0,Y0) replaces the starred reference state of section 2, see 
Equation (13). The important point is that the action and the excess work in (64) are state functions for 
single and multi-variable systems. Both X0 and Y0 are functions of X and Y in general, but the 
integrand in (64) is an exact differential, because p is the gradient of the action, (51). For the starred 
reference state the excess work is a state function only for single variable systems. 
The fluctuational trajectory away from a stationary state to a given point in concentration space 
(X,Y) in general differs from the deterministic path from that point back to the stationary state for 
systems without detailed balance. We show this in some calculations for the Selkov model [11]; in (62) 
we take m = n = r = 1, s = 3; other parameters are given in [7], p. 4555. Figure 4 gives some results of 
these calculations.  
For one-variable systems the fluctuational trajectory away from the stationary state is the same as 
the deterministic trajectory back to the stationary state. Therefore for such systems  equals 0 (64). In 
summary, we define the state function 0 with the use of (64): 
0  d0
s
X ,Y  (65)
and list the following results (compare with the results listed in section 2 for single variable systems). 
0 is a thermodynamic state function. It is a potential for the stationary probability distribution of 
the master equation, and is a Lyapunov function in the domain of each stable stationary state. See  
also [10–17]. It is directly related to the excess work necessary to remove a system from a stable 
stationary state, and the work obtainable from a system in its return to such a state. It is an extremum at 
stationary states; a minimum (zero) at stable stationary states, a maximum at unstable stationary  
states (59). For a fluctuational trajectory 0 increases away from the stable stationary state (59); for a 
deterministic trajectory towards a stable stationary state it decreases, (60). The first derivative of 0 is 
larger than zero at each stable stationary state, smaller than zero at each unstable stationary state. The 
function  0 provides necessary and sufficient criteria for the existence and stability of stationary states. 
0 serves to determine relative stability of multi-variable homogeneous systems in exactly the same 
way as shown in (33) for single variable systems. Comparison with experiments on relative stability 
requires consideration of space-dependent (inhomogeneous) systems and that subject is discussed in 
the next section. 
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Figure 4. From [7]. S1 and S3 are stable stationary states (stable foci); S2 denotes an 
unstable stationary state. The solid line from S2 to S3 indicates the deterministic trajectory. 
The other solid line through S2 is the deterministic separatrix, that is the line that separates 
deterministic trajectories, on one side going towards S2 and on the other side going 
towards S3. The dotted lines are fluctuational trajectories: one from S3 to S2 and the others 
proceeding from S2 in two different directions. The fluctuational trajectory need not differ 
so much from the reverse of the deterministic trajectory. 
 
 
The specification of the reference state X0, Y0 requires solution of the master equation for a 
particular reaction mechanism. This in general demands numerical solutions, which can be lengthy. 
However, if we do not need to obtain a thermodynamic function, this is not necessary and the 
deterministic approach of section 2 may be used instead. 
The state function 0 can be determined from macroscopic electrochemical measurements, as well 
as other measurements, see section 6.3. 
4. Thermodynamic and Stochastic Theory of Reaction-diffusion Systems 
In the previous sections we have studied only homogeneous reaction systems. In the more general, 
inhomogeneous case, concentrations are not only function of time but also of space. Hence there may 
be concentration gradients in space and diffusion will occur. In this section we formulate a 
thermodynamic and stochastic theory for such systems [18]. First we analyze one-variable systems and 
then multi-variable systems with multiple stable stationary states; then we apply the theory to study 
relative stability of these multiple stationary states. 
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4.1. Systems with One Intermediate 
We begin with a one-variable system such as the Schlögl model, which is described by (7,8). If the 
system is homogeneous its deterministic kinetics is:  
( ) ( )dX t X t X
dt
    (66)
where t+, t− are kinetic fluxes. If the system is inhomogeneous, the concentrations are functions of time 
and spatial coordinates. Let us consider a one-dimensional system with spatial coordinate z and 
discretize the space into many boxes labeled with …i−1, i, i+1, as in Figure 5. The change in the 
number of particles Xi is due to reaction and diffusion into and out of box i and can be written: 
( ) ( ) D i D i
dX t X t X t t
dt
        (67)
where the fluxes of diffusion can be expressed as a function of a constant diffusion coefficient, d: 
1 1( )
2
D i i i
D i i
t d X X
t dX

 

 
  (68)
Figure 5. Schematic apparatus for reaction-diffusion system in one spatial dimension. The 
boxes 1 to N are separated from a constant-pressure reservoir of A by a membrane 
permeable only to A, and similarly for the reservoir of B [18]. 
 
 
Let us write the diffusivity of the system as D = l2d, where l is the length of a box. Then in the 
continuous limit we have: 
2
2
( ) ( )[ ( )] [ ( )]dx z x zt x z t x z D
dt z
       (69)
Since changes in A and B take place at constant temperature and pressure, and in X at constant 
temperature and volume, the differential free energy for a box i, dMi, is: 
( ) ( ) ( )i i i i i i idM A dA X dX B dB      (70)
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A linear system thermodynamically and kinetically equivalent to (67) is: 
L
L L Li
i i i Di Di
dX a b X t t
dt
      (71)
where the superscript L stands for linear. For the instantaneous equivalencies we require ( )i ia t X
  
and ( )ii
i
t Xb
X

 . The stationary solution is: 
1 1( )
LS LS
LS L i i i
i i L L
i i Di
a d X XX X
b X t
 

    (72)
The excess work for a box i of the equivalent linear system is the difference between the free energy 
change dM at an arbitrary state LiX  and that at the stationary state 
LS
iX : 
 ( ) ( ) ( ) ln LL S L LS L Lii i i i i i i iLS
i
Xd X dM dM X X dX kT dX
X
        (73)
where the notation d  indicates inexact differential. The driving force towards the stationary state is 
 ( ) ( )L LSi iX X   (74)
In a nonlinear system the driving force is the potential difference between state iX and a reference 
state *iX , which is the stationary state of the equivalent linear system at the specified value of iX . 
Thus the reference state is: 
* *
* 1 1( ) ( )
( )
LS i i i
i i i
i Di
t X d X XX X X
t X t

 
 
     (75)
The excess work for a box i of the nonlinear system is: 
 * *( ) ( ) ( ) ln ii i i i i i
i
Xd X X X dX kT dX
X
      (76)
and the total excess work of all the boxes is: 
  ' '' ''* ' *( )ln ln ( )
i ix xi i Di
i i i
i ii i Di
X t X tX kT dX kT dX
X t X t

 
 
        (77)
Since  is not a state function, a path of integration must be specified in order to evaluate it. We can 
easily check two limiting cases: the homogeneous limit (no diffusion) and the limit of no reaction 
(diffusion only). In the homogeneous limit there is only one box for which 0D Dt t
   , so: 
' '
' '
'* '
( )( ) ln ln
( )
x xX t XX kT dX kT dX
X t X


    (78)
which agrees with (14,15). In the limit of no reaction we have ( ) ( ) 0i it X t X
   , and hence 
  ' ' ''* *ln lni ix xi Dii i i
i ii Di
X tX kT dX kT dX
X t


        (79)
 
Entropy 2010, 12              
 
 
2215
If the spatial variable z is continuous and S is the area perpendicular to the z axis, (77) becomes: 
   ( )( ) ' ( ') ( '*)x zx z S dz dx x x         (80)
Since the number of X molecules in each box, Xi, is an independent variable, a reaction-diffusion 
system is isomorphic to a multivariable homogeneous reaction system, which can be linearized around 
a stable stationary state. At that state we have 
det
0
S
i
d
dX
  , where ‘det’ means that the deterministic 
path is the path of integration. The time derivative of  satisfies 0d
dt
  .  is a minimum at stable 
stationary states and a Lyapunov function in their vicinity. 
4.2. Systems with Two Intermediates 
Now we extend this approach to systems with two intermediates and multiple stationary states. Let 
us consider first a linear system such as the one in (52). By carrying out the same calculations as in the 
previous subsection, we obtain the following expression for the total excess work: 
            ' ' ' ' ' ', i iX YS Si i i i i i i i
i
X Y dX X X dY Y Y              (81)
which is a state function for linear systems, since the integral is path-independent. It can be seen that 
the derivative of  with respect to time is negative semidefinite, so the system tends towards the 
minimum of , that is towards the stable stationary state. Hence,  is a Lyapunov function. Further,  
satisfies the stationary solution of the master equation in the thermodynamic limit. These properties 
assure that  provides necessary and sufficient conditions for the existence and stability of  
stationary states. 
Let us consider now nonlinear systems such as the reaction mechanism of (62). For each set of  
(Xi, Yi) we can uniquely map the non-linear system to a thermodynamically and kinetically equivalent 
linear system. In this case the total excess work is: 
   , , ,* * * *( ) ( ) ( ) ( ) ln lni i i i i iX Y X Y X Y i ii i i i i i i i i
i i i i i
X Yd X X dX Y Y dY kT dX dY
X Y
                (82) 
which depends on the path of integration.  is zero at the stationary state and so are its first derivatives. 
Since the nonlinear system is indistinguishable from the instantaneously equivalent linear system, their 
time derivatives are equal. It can be seen that 0
nonlinear
d
dt
  , with the equality holding only at the 
stationary state (which is a minimum). Hence  is a Lyapunov function and it provides necessary and 
sufficient conditions for the existence and stability of stationary states. 
4.3. Relative Stability of Stable Stationary States 
Let us consider a reaction-diffusion system with two phases numbered 1 and 3, each at a different 
stable stationary state. If both phases are placed in contact under the same external constraints, reaction 
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and diffusion will occur and a reaction diffusion front may be formed in an interphase region. This 
front will travel into the less stable state, and the more stable state will displace the less stable one.  
For systems at equilibrium the Gibbs free energy serves as a criterion of equistability; for systems 
far from equilibrium it is the excess work which serves that purpose. If the excess work required to 
form the reaction diffusion front from phase 1 is less than that necessary to form the front from  
phase 3, then phase 1 is more stable than phase 3. If both excess works are equal then we may  
expect equistability. 
The excess work can be calculated as follows. We divide the interphase region into N boxes and 
integrate numerically the 2N ordinary differential equations: 
     1 1, , 2i x i i x i i x i i idX t X Y t X Y d X X Xdt          
 
1 1( , ) ( , ) ( 2 ),i y i i y i i y i i i
dY t X Y t X Y d Y Y Y
dt
 
       (83)
From (82), the excess work as a function of the reference states ( * *,i iX Y ) is: 
2
* *1
(1 3) ln ln
phase i i
i iphase
i i i
X YkT dX dY
X Y
     (84)
which may be written as: 
. . . .
* * * *1 3
(1 3) ln ln ln ln
St Fr St Fri i i i
i i i iphase phase
i ii i i i
X Y X YkT dX dY kT dX dY
X Y X Y
                   
(1 . .) (3 . .)St Fr St Fr        (85) 
where “St.Fr.” stands for stationary front. The direction of propagation of the interface is predicted by 
the theory as a function of the sign of ∆. If we have (1 . .) (3 . .)St Fr St Fr      , then the more 
stable phase is 3 and the interface region moves in the direction which annihilates phase 1. If in the 
previous expression we have < instead of >, the case is the opposite. If both sides of the expression are 
equal (=), we have equistability and the interface does not move. 
This can be illustrated with an example taken from [18]: the Selkov model, which is obtained  
from (62) with m = n = r = 1, s = 3. Figure 6 shows an example of the solutions of the reaction 
diffusion equations for a certain selection of parameter values.  
For a different selection of values a stationary front can be obtained and the interface propagates 
with zero velocity. This is shown in Figure 7, which plots the curve of zero velocity as a function of 
two parameters: k6, which is the rate coefficient corresponding to the transformation from B to Y, and 
the ratio of diffusivities of X and Y, δ = Dy /Dx. 
Finally, we compare the predictions of the theory with the numerical results in Figure 8. The 
theoretical results approach the numerical ones as the length of the interface region is increased. 
Entropy 2010, 12              
 
 
2217
Figure 6. Plots of concentration profiles of X and Y vs. distance z during the front 
propagation in the Selkov model. The solid line is the initial concentration profile; the 
dotted lines are the concentration profiles with uniform time spacing.  
 
 
Figure 7. Selkov model: the solid line is a plot of zero velocity of the interface between 
phase 1 and 3. Above the solid line the interface moves to the right, below it to the left. 
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Figure 8. Comparison of predictions of equistability from the thermodynamic theory  
(b, c, d) with the numerical solution (a) repeated from Figure 7. The theoretical solutions 
correspond to different lengths of the interface region L: (b) 6L, (c) 2L, (d) L. The 
theoretical curves approach the numerical calculations as the length of the interface region, 
and the number of boxes, are increased. 
 
 
4.4. Stability and Relative Stability of Reaction-diffusion Systems Related to Fluctuations 
In Section 4 we have discussed the thermodynamics of reaction-diffusion systems by means of 
deterministic kinetic equations. This can also be carried out on the basis of consideration of 
fluctuations, as was done in section 3 for the homogeneous systems previously discussed in section 2. 
In this subsection we follow again this approach. In parallel with section 3, we connect the stationary 
solution of the master equation and the thermodynamic excess work, a state function, 0. This 
presentation is based on the results in [17,20]. For a system with two intermediates (x,y) we can write: 
   0 00 , ,1 x x fl y y flx yds d dn dnkTV           (86)
where (x0,y0) refer to a reference state given by 0 0ln( / ), ln( / ),x yp x x p y y  which hold for an 
equivalent linear system. The displacements on the RHS of (86) are along the most probable 
fluctuational path. The momentum p is the gradient of the action, and therefore ds and d0 are exact 
differentials. Let us divide the interphase region into N boxes; then the state function of the total 
excess work is the sum of that in each box: 
( , ) ( , )0 0 0 0
1 1
( , ) ln( / ) ln( / )
N NX Y X Y
i i i i i i is s
i i
X Y kTVd kTV dX X X dY Y Y 
 
         (87)
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The reference state is determined as for the homogeneous case, but now in the full 2N dimensional 
case. Figure 9 shows the developed interface region, the dotted line. At equistability this line does not 
move, and translation of the dotted line does not change 0. If the stationary state 1 (SS1) is slightly 
more stable than the stationary state 3 (SS3) then the deterministic motion of the front is a translation 
to the right. Since 0 is a Lyapunov function 0 for this process must be negative. Similarly for the 
opposite case, 3 slightly more stable than 1, 0 is also negative. Hence at equistability the limiting 
value of 0 for a translation along the position z must be zero. 
Figure 9. Concentration (X) versus position (z) for the Selkov model. The initial 
concentration profile is shown by the solid line; the space with negative z is filled initially 
with stationary state 1, the space with positive z is filled initially with stationary state 3. 
The dotted line denotes the interphase region.  
 
 
The change in the excess work for establishing the stable front (SF) from SS1 equals at equistability 
the change in excess work of establishing the stable front from SS3: 
0 0( 1 ) ( 3 )SS SF SS SF       (88)
Thus the stationary probability distribution of the master equation in the eikonal approximation [20] 
is a Lyapunov function which gives necessary and sufficient conditions of the existence and stability of 
non-equilibrium stationary states and provides a measure of relative stability on the basis of 
inhomogeneous fluctuations (88). 
4.5. An Experiment on Relative Stability of Multiple Stationary States 
In order to put to test the theory presented in this section we consider a multi-variable system, the 
bromate oxidation of ferroin, which exhibits bistability. We assume the NFT reaction mechanism 
considered in [22] and discuss the experimental results reported in [23]. 
In the experimental setup, two solution mixtures in different stable stationary states are pumped 
through a laminar flow reactor. They are brought in contact with each other on one edge of each 
solution; there is hardly any mixing due to the flow. When the flows are stopped diffusion occurs. The 
goal of the experiment is to measure the front propagation of one stable state to the other. The 
experimental results shown on Figure 10 yield an average value of (6.1 ± 0.6) × 10−3 s−1 for the flow 
rate coefficient at zero velocity of propagation. This experimental result was compared with a 
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calculation based on a further simplification of the NFT mechanism to a two-variable system [24]. 
Numerical solution of the corresponding deterministic reaction-diffusion equations yields the value  
of 12.2 × 10−3 s−1, while the thermodynamic theory of section 4.3 predicts a value of 12.45 × 10−3 s−1. 
In view of the limited precision of the experiments and the use of a very simple model of the reaction 
mechanism, the agreement of the experiment with the theory and the calculations is satisfactory.  
Figure 10. Plots of the measured dependency of the velocity of front propagation of one 
stationary state into the other on the flow rate, kf. The eight different symbols correspond to 
eight experiments. Two of the plots are shifted from their original positions for the purpose 
of better display: circles by −0.6 cm/min in V; diamonds by −0.7 cm/min in V. Lines are 
fitted to each set of points for purpose of extrapolation to zero velocity of front 
propagation. The precision of the points at the largest velocities is insufficient to permit 
extrapolation.  
 
5. Thermodynamic and Stochastic Theory of Transport Processes 
We present a brief description of the thermodynamic and stochastic theory of simple transport 
processes, linear and non-linear: diffusion, thermal conduction, and viscous flow. We select thermal 
conduction as a specific example, and indicate some advanced work on hydrodynamic equations and 
some interesting experiments.  
5.1. Linear Thermal Conduction 
We consider a simple schematic of the apparatus depicted in Figure 11. It consists of two heat 
reservoirs, each of infinite heat capacity, one at temperature T1 and the other at T3, with T1  T3. 
Volume 2 is between the two thermal reservoirs and is of small width so that its temperature T is 
uniform within it. The flow of heat occurs with conservation of energy and no work done. 
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Figure 11. Schematic apparatus for study of thermal conduction.  
 
 
We write the ‘mixed’ thermodynamic function M as a function of the entropies S: 
1 3dM dS dS dS    (89)
or equivalently, 31
1 3
dQdQ dQdM
T T T
   . At the stationary state we have 31
1 3
S
S
dQdQ dQdM
T T T
   ; 
hence the driving force towards the stationary state is: 
1 1 1( )S S
S
T d dM dM dQ
T T
          (90)
for the same changes dQ1, dQ, dQ3. The integral of d is: 
( ) ( ) ( ) ln .S V S S
S
TT T T C T T T
T
              
 (91)
This is an excess work as seen from the last two equations. 
The macroscopic transport equation for this thermal conduction process is: 
1 1 3 3/ ( ) ( ) ( )dT dt k T T k T T F T      (92)
where k1 and k3 are proportional to thermal conduction coefficients for the interface of the system with 
the heat reservoirs 1 and 3, respectively. The temperature of the stationary state is 1 1 3 3
1 3
S
k T k TT
k k
  , and 
hence we may write 1 3/ ( )( )SdT dt k k T T   . If we divide by dt in (90) and use dQdt  CV dT , we 
obtain for the time derivative of : 
1 31 2 ( ) 0; 2 .SV S
TC k T T k k k
T
         
  (93)
Since (T)  0 and lower-bounded it is a Lyapunov function. Its first derivative with respect to T is: 
0
1 0
0
S
S
V S
S
T T
Td C T T
dT T
T T
          
 (94)
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and the second derivative with respect to T is: 
2
2 2 0
VCd
dT T
    (95)
so that  is a minimum at the stationary state TS.  
The total dissipation is the sum of the dissipation of the reservoirs in the stationary state, and  . 
Next we seek a stochastic equation for the distribution of fluctuations of the macroscopic temperature 
T for which the excess work (91) is its stationary distribution. This is a Fokker-Planck type equation: 
  22( , ) ( ( ) ( , )) ( ) ( , )P T t f T P T t f T P T tt t T        (96)
in which the probability diffusion coefficient f(T) is cT with  1 1 3 3 / Vc k k T k T C  , which is constant. 
The stationary solution of the stochastic equation is: 
0
1( ) exp .SS
S
TP T P
T kT
      (97)
We rescale the temperature   CV / kTST  and use Stirling’s approximation for 
ln ! lnX X X X  and obtain for the stationary distribution: 
1
'
0 0( ) exp ln
( )
S
S S S
S S
P PP e       
             

 (98)
where  is the gamma function. If we expand this solution around TS we arrive at the expected 
quadratic form: 
2( )( ) ln .
2
V S
V S S
S S
C T TTT C T T T
T T
            
 (99)
and the Gaussian stationary distribution: 
2
0 0 2( ) exp exp ( ) .2
V
S S
S S
CP T P P T T
kT kT
               (100)
This is exactly the same form as the equilibrium probability distribution for the fluctuations in 
temperature 2 at the equilibrium temperature TS = Tequ. For an ideal gas we have E = CVT and the 
fluctuations are in the Gaussian form in energy: 
2( )1( )
2
S
V S
E EE
C T
   (101)
The generalization to a system with a discreet distribution of temperature follows closely the 
development for diffusion. 
In the next subsection we present an experimental test of the theory for thermal conduction. 
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5.2. An Experiment on Optical Bistability 
Here we discuss measurements of the relative stability of two stable stationary states in a bistable 
system, that of an optically bistable ZnSe interference filter. A thin ZnSe rectangle is illuminated with 
an argon laser (514 nm) and bounded by nonilluminated regions at room temperature. This produces 
optical bistability in certain ranges of power of the irradiating light. Part of the incoming light is 
absorbed by the filter and turned into heat, resulting in an increase in temperature. Two possible 
temperature profiles [25] are shown on Figure 12, where temperature T is plotted against distance z.  
Figure 12. Two possible stable stationary states of an optically bistable interference filter. 
The region of irradiation is the length L; the ambient, lower, and upper temperatures are T0, 
T1, and T3. 
 
 
The upper and lower stable stationary states decay differently on stopping the irradiation. The upper 
state is annihilated by fronts moving inward from the boundaries; the lower state by the simultaneous 
decay of all regions at T3 toward T0. Calculations are shown on the left side of Figure 13 [26]; they are 
confirmed by the experimental measurements on the right side. The reaction-diffusion theory is 
amended for a problem in thermal conduction [25], yielding a calculation of the irradiation power at 
equistability can of 1.375 mW. This shows a very good agreement with the experimental measurement, 
which was 1.395 ± 0.015 mW. 
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Figure 13. Calculated (left) and measured (right) plots of the decay of temperature profiles 
on stoppage of irradiation of the upper stationary state (a) and the lower stationary state (b). 
 
 
5.3. Coupled Transport Processes: An Approach to Thermodynamics and Fluctuations in 
Hydrodynamics 
5.3.1. Lorenz Equations and an Interesting Experiment 
Coupled transport processes are described macroscopically by hydrodynamic equations, the 
Navier-Stokes equations [27]. These are difficult, highly nonlinear coupled partial differential 
equations; they are frequently approximated. One such approximation consists of the Lorenz  
equations [28,29], which are obtained from the Navier-Stokes equations by Fourier transform of the 
spatial variables in those equations, retention of first order Fourier modes, and restriction to small 
deviations from a bifurcation of an homogeneous motionless stationary state (a conductive state) to an 
inhomogeneous convective state in Rayleigh-Benard convection [30]. The Lorenz equations have been 
applied successfully in various fields ranging from meteorology to laser physics. 
The aims of a theory of thermodynamics for hydrodynamics are the establishment of evolution 
criteria (Lyapunov functions) with physical significance, such as the excess work; the work and power 
available from a transient decay to a stationary state; macroscopic necessary and sufficient criteria of 
stability of stationary states; thermodynamic criteria for bifurcations from one type of stationary state 
to another type; thermodynamic criteria of relative stability, that is thermodynamic criteria of state 
selection; and a connection of the thermodynamic theory to fluctuations. 
Attempts in these directions have a long history going back to Helmholtz, Korteweg, and Rayleigh, 
which we shall not review here; for a comprehensive account see Lamb’s classical treatise [27]. The 
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emphasis was on the total dissipation, which however does not provide thermodynamic evolution 
criteria far from equilibrium. Glansdorff and Prigogine [27,31] considered the second variation of the 
entropy as a criterion for evolution and stability. Their approach is limited to small deviations from a 
stationary state, provides only sufficient not necessary conditions, and has no connections with work or 
excess work, nor with fluctuations (master equation). Keizer formulated a stochastic approach for the 
relaxation to stationary states and fluctuations around a single stationary state [32]; he assumed 
Gaussian fluctuations, limited to small fluctuations related to linearized kinetics (for chemical 
kinetics). There are several approaches to the statistical mechanics of stationary states and fluctuating 
hydrodynamics (see [33] and references therein); some consist of the addition of Gaussian fluctuations 
to the linearized Navier-Stokes equations [34,35]. Here the thermodynamics may be sufficient for 
systems approaching equilibrium but not for stationary states far from equilibrium. In most of these 
studies no connections are made to work or power, nor to Lyapunov functions, nor to issues of relative 
stability when several states are available. 
We developed our thermodynamic theory for the Lorenz equations, obtained with approximations 
from the Navier-Stokes equations (we present almost no mathematics here; that is given in detail  
in [36]). The Lorenz equations are: 
( ),
,
,
X P Y X
Y XZ Y rX
Z XY bZ
 
   
 



 (102)
where X represents the amplitude of the stream function of the macroscopic velocity of the fluid; Y the 
reduced temperature mode of the thermal conduction; and Z the reduced temperature mode related to 
the vertical flow in the liquid layer. P is the Prandtl number (the kinematic viscosity divided by the 
thermal conductivity). The parameters r and b are 2 2 2 3/( ) ,r Rq q  2 2 24 /( )b q   , where R is 
the Rayleigh number, 3 /R gh T   , and  the density,  the thermal expansion coefficient, g the 
gravitational constant, h the height of the fluid layer, T the temperature difference across the layer of 
liquid,  is the viscosity, and  the thermal conductivity. These are the variables and parameters of  
this system.  
One solution of the Lorenz equations is (X,Y,Z) = (0,0,0). When the control parameter r is less than 
unity, that is the Rayleigh number is less than its critical value Rc, then the zero solution is unique and 
stable, and it corresponds to the motionless conductive state of the fluid. At the bifurcation point r = 1 
this solution becomes unstable, and a new solution becomes stable corresponding to convective modes. 
These solutions can be used to construct an excess work function, just as we did for single  
transport properties.  
Now we return to a fascinating experiment in alignment with our theory. Zamora and Ray de Luna 
[37] carried out Rayleigh-Benard experiments in an apparatus that could be inverted 180 in the 
gravitational field. In their experimental arrangement the bottom and top sides of the fluid are 
connected to heat reservoirs at different temperatures. Suppose a stationary state is homogeneous and 
conductive, achieved by setting the low temperature reservoir below the one at high temperature in the 
gravitational field. Next the entire apparatus is turned in the gravitational field; then the conductive 
state becomes unstable and a stable convective state appears. Throughout the experiment the reservoir 
temperatures are held fixed and the average temperature of the fluid is nearly constant. They measured 
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the heat fluxes into and out from the reservoirs during all transients, that is the relaxations from a 
conductive to a convective state, and the reverse. For example, say the fluid is in a convective state; 
invert the apparatus; the convective state is unstable and a transient change to a conductive state takes 
place. Measure the heat fluxes in and out of the reservoirs. The integration of the differences of the 
heat fluxes in and out during this transient process is the total energy change accompanying the 
destruction of the convective rolls. Similarly they measured the total energy change accompanying the 
formation of the convective rolls. The results show that the heat releases for both the destruction and 
formation of convective structures are positive, which means that the system always releases energy in 
the form of heat when it approaches a stable stationary state, either the convective state or the 
motionless conductive state. In an auxiliary experiment they found that the change in average 
temperature of the system is very small; the change in internal energy due to this small temperature is 
less than 10% of the heat release during the relaxation processes, so this can not be the reason for the 
experimental observations. Moreover, the change in internal energy cannot explain the observed heat 
release in both the destruction and the formation of a convective structure.  
Our theory based on the concept of excess work accounts for these experiments, at least 
qualitatively. According to our theory, when the system approaches a stable stationary state, either 
convective or conductive, there is a decrease in , the excess work, and a positive excess work is 
released, which will be dissipated and released as heat. This is shown in a calculation from the theory 
in Figure 14, from [36]. Figure 14a is for the transition from a conductive to a convective state, and 
Figure 14b for the reverse transition. In each case the integral of d / dt over time is negative, that is 
excess work is dissipated and heat is generated. Further we note that the entropy production in the 
convective state is always larger than that in the conductive state, and no explanation of heat release in 
the transition from one state to the other can thereby be derived. 
The theoretical results, based on the Lorenz model, agree with experiments qualitatively in that the 
total excess work change is of the same order of magnitude as the heat release measured in the 
experiments, and this is a major confirmation of our theory. 
5.3.2. Rayleigh Scattering in a Fluid in a Temperature Gradient 
In a simple fluid, in an imposed temperature gradient, light is scattered due to fluctuations in 
temperature and due to fluctuations in the transverse hydrodynamic velocity. Excellent experiments 
have been made on the measurement of this light scattering. The problem has been studied 
theoretically as well, by means of fluctuating hydrodynamics [34,35], valid for small fluctuations 
around a conductive state with a constant temperature gradient, which can be close to or far from 
equilibrium. Theory and experiment are in very good agreement [38–41]. 
In [42] we developed the relation of our studies on the thermodynamic and stochastic theory of 
transport properties to the reported research on this topic. There we showed that the deterministic 
excess work, as formulated in Section 2 for reactions and in this section for transport processes, 
provides a thermodynamic interpretation of fluctuations around a stationary state, either close to or far 
from equilibrium, for the case of Raleigh scattering from fluctuations in a fluid with an imposed 
temperature gradient. The stationary probability distribution is determined by a quantity proportional 
to the excess deterministic work. From the probability distribution we obtain, in the Gaussian 
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approximation for small fluctuations, the matrix of correlations derived from fluctuating 
hydrodynamics, Equation (51) in [42]. Thus in this limit of small fluctuations there is agreement 
between the theory of fluctuating hydrodynamics and our theory of the thermodynamics and 
fluctuations in transport properties. 
Figure 14. The product of the total rate of dissipation times temperature (solid line) in J/s 
and the time derivative of excess work (dashed line) vs. time in the following processes for 
the Lorenz model: (a) Gravity is initially set in the direction along which the temperature 
decreases, and the system is at a stable motionless conductive stationary state; at t = 0, 
invert the direction of gravity; the motionless conductive state becomes unstable and the 
system approaches the convective stationary state. (b) The reverse process. The 
temperature difference is 4T K  in both cases. 
 
 
It should be noted that the presentations in the prior sections have been limited to ideal systems, 
either gases or solutions. The thermodynamic and stochastic theory can be extended for non-ideal 
systems; the interested reader is referred to [43]. 
6. Electrochemical Experiments in Systems Far from Equilibrium 
In chemical systems at equilibrium, Gibbs free energy changes and other thermodynamic quantities 
can be determined from electrochemical experiments [44]. At equilibrium the Nernst equation relates 
the Gibbs free energy change of a chemical reaction, G, to the voltage (the electrochemical potential 
E) generated by that reaction run in an electrochemical cell: 
G  nFE  (103)
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where n is the number of equivalents of electrons transferred from one electrode to the other.  
In the preceding sections we have presented a thermodynamic and stochastic theory of chemical 
reactions and transport processes in non-equilibrium stationary and transient states approaching 
non-equilibrium stationary states. We established a state function , which for systems approaching 
equilibrium reduces to G. Since Gibbs free energy changes can be determined by macroscopic 
electrochemical measurements, we seek a parallel development for the determination of  by 
macroscopic electrochemical and other measurements. We discuss two kinds of experiments in 
Sections 6.1 and 6.2; then in Section 6.3 we turn to the development of the thermodynamic and 
stochastic theory to connect with these experiments.  
6.1. Measurement of Electrochemical Potentials in Non-equilibrium Stationary States 
When chemical species come into equilibrium with an electrode in an open circuit, the potential 
between the electrode and a reference electrode is related to the potential difference of the half reaction 
occurring at the electrode. If no other reactions are occurring then this potential is related to the Gibbs 
free energy difference of the half reaction at the electrode. If there are other reactions occurring then 
the species may be in non-equilibrium states, even though they are in equilibrium with the electrode, 
and the potential is that of a non-equilibrium stationary state. If local equilibrium holds then the 
potential is the Gibbs free energy difference; if it does not hold, in that there are degrees of freedom, 
such as the reactions, which are explicitly held away from equilibrium, then deviations from the Gibbs 
free energy difference may occur. We shall speak of Nernstian (103) and non-Nernstian contributions 
to the electrochemical potential. There is one prior measurement of the type to be described and that is 
by Keizer and Chang [45] following a suggestion by Keizer [46–48] that there should be a 
non-Nernstian contribution to the electrochemical potential in nonlinear reaction systems approaching 
to, or in, stationary states far from equilibrium. They reported a very small non-Nernstian contribution 
in a Fe(II)/Fe(III) reaction system in a non-equilibrium stationary state. 
We studied the autocatalytic minimal bromate reaction, which can be oscillatory, but was studied in 
a bistable regime. A mechanism for this reaction was proposed in [49]. The net reaction is the 
oxidation of Ce(III) to Ce(IV) by bromate. In the bistable regime there is a state, where essentially no 
reaction occurs, which coexists with a state in which a percentage of Ce(III) is oxidized to Ce(IV). In 
this system we measured [50] at the same time the optical density which gives concentrations of 
Ce(IV) by Beer’s law, and hence also the concentration of Ce(III) by conservation, and the emf of a Pt 
electrode which at equilibrium follows the Nernst equation (103). The experiment consisted of the 
measurement of the emf of the Ce(III)/Ce(IV) half reaction at a redox (Pt-Ag/AgCl) electrode under 
equilibrium and stationary non-equilibrium conditions. From these measurements we determined that 
there exists a non-Nernstian contribution in a non-equilibrium stationary state as shown in Table 1. 
The concentration of [Ce(III)]ss in the stationary state is obtained from the absorption measurement. 
The local equilibrium emf, the third column in Table 1 is calculated from the ratio Ce(III)/Ce(IV) and 
the Nernst equation. The measured emf in the fourth column of the table is that measured by the Pt 
electrode. The difference is small, about 1% of the emf at the largest inflow concentration of Ce(III)0 
and decreases for smaller inflow concentrations. 
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Table 1. Results from the Minimal Bromate Experiment with Various Concentrations of 
Ce(III) in the combined feedstreams into the Reactor, [Ce(III)]0. From [50]. 
[Ce(III)]0 (M) [Ce(III)]ss IE emf (mV) M emf (mV) 
1.500  10−3 1.393  10−3 1167.0 1180.2 
1.397  10−3 1.361  10−3 1176.0 1183.0 
1.297  10−3 1.277  10−3 1187.5 1189.7 
8.333  10−4 8.700  10−4 1223.7 1223.8 
 
6.2. Kinetic and Thermodynamic Information Derived from Electrochemical Measurements 
We study now the electrochemical displacement of a non-linear chemical system from 
non-equilibrium stationary states and from equilibrium. Then in Section 6.3 we shall relate such 
measurements to the thermodynamic and stochastic theory of potentials governing fluctuations in 
electrochemical systems in stationary states far from, near to, and at equilibrium.  
We study again the minimal bromate reaction, where we measure the Ce(III)/Ce(IV) potential (for 
further details about the experimental setup see [51]). The contents of three reservoirs are pumped 
separately into a CSTR; the three reservoirs contain 0.00450 M CeIII, 0.0100 M BrO2−,  
and 1.00  10−6 M Br, and each reservoir contains also 0.72 M H2SO4. To run the reaction at 
equilibrium the three solutions are mixed and allowed to react for a day prior to being pumped into the 
CSTR. First we measure the Ce(III)/Ce(IV) potential with zero imposed current from an external 
current source; then we impose various currents and displace the equilibrium mixture in the CSTR 
from equilibrium. A non-equilibrium stationary state is achieved by flowing the reacting solutions into 
the CSTR at given flow rates, that is given residence times in the reactor. For a residence time  
of 175 seconds, Figure 15 shows the measured voltages plotted against the imposed current, as well as 
the Ce(IV) concentration, and the product of the measured voltage minus the stationary state voltage 
multiplied by the imposed current. The left hand part of Figure 15 shows results for an equilibrium 
mixture, while the right hand part shows displacements from a non-equilibrium stationary state.  
It is interesting to compare the equilibrium displacement plot with the plot of displacements from 
non-equilibrium stationary states. To achieve a given displacement, either in Ce(IV) concentration or 
in the potential from its stationary value at zero current, a larger imposed current is necessary in the 
non-equilibrium case than in the equilibrium case. We further note that the plot of (V − Vss)  I in the 
equilibrium case is nearly symmetric, but that for the non-equilibrium cases it is not.  
The plots of power input vs. imposed current can be obtained by a simple, nearly dimensional 
argument from our theory. For a one-variable linear system the excess work is, as seen in section 2,  SX X dX    ; hence  SX Xd dX     and  SX X X     ; so that with Nernst’s equation 
we have: 
 SV V I     (104)
The time derivative of the excess work, which is that part of the dissipation due to the variation in 
X, equals the power input necessary to maintain the system away from its stationary state. In the next 
subsection we outline the theory in more detail.  
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Figure 15. Plot of voltage V, the power input (V − Vss)  I, and the Ce(IV) concentration 
versus the imposed current I. Vss is the measured voltage at a non-equilibrium stationary 
state at zero imposed current. The plot on the left corresponds to an equilibrium stationary 
state; the residence time in the CSTR is 200 seconds. The plot on the right hand 
corresponds to a non-equilibrium stationary state at zero imposed current and 
displacements from that state with imposed currents; the residence time is 175 s. The 
arrows indicate transitions to other stationary states. From [51]. 
 
 
6.3. Theory of Determination of Thermodynamic and Stochastic Potentials from Macroscopic 
Measurements 
First we present an outline to an approach to the determination of thermodynamic and stochastic 
potentials, , for non-equilibrium systems from electrochemical measurements; and second, a parallel 
development for neutral (not ionic) systems in general. We conclude with some suggestions for testing 
the consistency of the master equation with measurements. 
For the first purpose we choose a chemical reaction system with some ionic species, as for example 
the minimal bromate reaction, for which we presented some experiments in chapter X. We consider a 
simple representation of a reaction: 
01 1
1 0 1
1 2 1 2
kk k
k k k
R Q A B B A R Q
  
   
            (105)
where the signs + or − indicate ionic species and the other species are neutral. 
The reactions system may be in equilibrium or in a non-equilibrium stationary state. An ion 
selective electrode is inserted into the chemical system and connected to a reference electrode. The 
imposition of a current flow through the electrode connection drives the chemical system (CS), written 
above, away from its initial stationary state to a new stationary state of the combined chemical and 
electrochemical system (CCECS), analogous to driving the CS away from equilibrium in the same 
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manner. A potential difference is generated by the imposed current, which consists of a Nernstian term 
dependent on concentrations only, and a non-Nernstian term dependent on the kinetics. We shall relate 
the potential difference to the stochastic potential; for this we need to know the ionic species present 
and their concentrations, but we do not need to know the reaction mechanism of the chemical system, 
nor rate coefficients. 
The differential of the stochastic potential for the chemical system in one of its stationary states, 
dc, is (see Section 3): 
0( )c i i i
i
d dn     (106)
with the index i extending over A1, B1, taken to be neutral, and the species A2, B2 taken to be negatively 
charged. The differential dc is exact and any path of integration suffices to obtain . The exponential 
of the integral in (106) is a formal representation of the eikonal approximation for the stationary 
solution of the master equation of the chemical system. 
We choose the same variables for the chemical as for the electrochemical system. The reactions at 
the electrodes are sufficiently fast that the measured potential is the equilibrium potential; fluctuations 
in that potential and in the imposed current are neglected. This is analogous to neglecting fluctuations 
in concentrations of species in equilibrium with mass reservoirs. For systems for which equilibrium is 
the only stable attractor, the chemical potential of each chemical species, say that of A2, is 
2 2
,A AE NF   where EA2 is the potential for a given imposed current, N is the number of equivalents in 
the half-cell reaction for A2, and F is the Faraday constant. We postulate that we may write dE for the 
combined chemical and electrochemical system in a parallel way: 
1 1 1 1 1 1 2 2 2 2 2
2 2 2 2 2
2 2 2 2 2 2
0 0 0 0
0 0
0 0
( ) ( ) ( )
( )
( ) ( )
E A A A B B B A A A A A
B B B B B
C A A A B B B
d dn dn E NF E NF dn
E NF E NF dn
d E E NFdn E E NFdn
      
 

       
   
    
 (107)
where the first line is for the neutral species and the next two line for the ionic species. The fourth line 
gives the relation of the stochastic potential of the combined systems to that of the chemical system. 
This postulate is consistent to given approximations with an expansion of the master equation or an 
equivalent Hamilton-Jacobi equation. The derivation is given in Appendix A and B of [52]; the 
mathematics is complex and specialized. The study of stochastic equations of electrochemical systems 
is in its infancy; we know of no prior work on this subject. Further intensive studies will be necessary 
to fully substantiate the postulate of (107). 
At a stationary state of the combined system the differential dE = 0 and therefore we have for dc 
the result: 
   
   
2 2 2 2 2
2 2 2 2 2
0
( ) ( )
0
( ) ( ) ,
C A A s A A s A
B B s B B s B
d NF E E E E dn
NF E E E E dn
       
     
 (108)
where we added and subtracted the potentials EA2(s) of A and EB2(s) of B in the stationary state of the 
system of the chemical system. The first term in each square bracket depends on concentrations only 
and thus is the Nernstian contribution to the measured electrochemical potential. The second term in 
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each square bracket depends on the kinetics of the chemical system and thus is the non-Nernstian 
contribution the electrochemical potential. Measurements of this potential, say with ion-specific 
electrodes, yield the slopes 
2
c
An

  and 
2
c
Bn

 ; thus with measurements of the macroscopic 
concentrations of A1, A2, B1, and B2 at a sufficient number of displacements from the stationary state of 
the chemical system we can determine the stochastic potential of that system from macroscopic 
measurements. To obtain these results no direct use of any master equation has been made and no 
model of the reaction mechanism was necessary. 
6.3.1. Determination of the Stochastic Potential in Chemical Systems with Imposed Fluxes 
Consider the chemical system in (105) with the species being either ions or neutrals; the system is 
in a reaction chamber in a non-equilibrium stationary state. We impose a flux of species A1, J = k’A1’, 
into the reaction chamber with Q+ and Q− held constant and thereby move the chemical system to a 
different non-equilibrium stationary state with different concentrations of the reacting species A1, B1, 
A2, B2. This procedure allows the sampling of different combinations of the reacting species by means 
of the imposition of different fluxes of these reactants. These combinations represent different 
non-stationary states in the absence of imposed fluxes, but with the imposed fluxes they are stationary 
states and hence measurements may be made without constraints of time. If we would attempt to 
measure concentrations in non-stationary states then the measurement technique would have to be fast 
compared to the time scale of change of the concentrations due to chemical reactions. 
Now we impose a flux of a chemical species present in the system and inquire on the effect of that 
imposition on the stochastic potential of the system. For that we need to go from the deterministic 
kinetic equations to a stochastic equation, say the lowest order eikonal approximation to the chemical 
master equation. The response measurements to the imposed flux provide an indirect determination of 
the stochastic potential, one that depends on the use of the master equation, an assumed reaction 
mechanism, and assumed rate coefficients.  
This procedure is easy for a one-variable system because we know the solution of the stationary 
master equation to this approximation. For example, for the one variable Schlögl model we have the 
elementary reaction steps:  
31
2 4
2 3 ,
kk
k k
A X X X B     (109)
with the concentrations of A and B held constant. The kinetic equation without the imposed flux is: 
2 3
1 4 2 3( )
dX k AX k B k X k X t t
dt
        (110)
Let the imposed flux be J = k’X’. The stationary solution of the lowest order eikonal approximation 
of the master equation for the system Equation (15) with the imposed flux is 
 ( ) exp '/( ) ,BP X k T  where: 
1 ' ln ln ln 1 .
B
t J t J
k TV X t t t
  
  
                    
 (111)
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In the absence of an imposed flux the solution reduces to 1 ln .
B
t
k TV X t
 

      
 At a stationary 
state of the system with imposed flux we have ' 0
X
   and hence from (111) we obtain: 
1 ln ln 1 .
B
t J
k TV X t t
 
 
             
 (112)
Thus from measurements with imposed flux we obtain the derivative of the stochastic potential for 
the system without imposed flux, but we need kinetic information, the rate coefficients in t−, as well. 
For multivariable systems this approach is more difficult; the determination of the stochastic potential 
requires sufficient measurements to determine rate coefficients and then the numerical solution of the 
stationary form of the master equation. Details of this procedure are described in Appendix A of [52]. 
6.3.2. Suggestions for Experimental Tests of the Master Equation 
A direct test of the master equation for systems in non-equilibrium stationary states comes from the 
measurements of concentration fluctuations; there have been a few of such measurements. Some other 
tests of the master equation are possible based on the earlier sections in this chapter, where we can 
compare measurements of the stochastic potential with numerical solutions of the master equation 
(which requires knowledge of rate coefficients and the reaction mechanism of the system).  
There are other indirect methods. Consider a one-variable system (or an effectively one variable). 
Let the system have multiple stationary states and in Figure 16, taken from [52], we show a schematic 
diagram of the hysteresis loop in such systems.  
Figure 16. Typical hysteresis loop for a one-variable system with a cubic kinetic equation: 
plot of concentration c vs. influx coefficient. Solid lines, stable stationary states (nodes); 
broken line, unstable stationary state. For a discussion of lines A and B and numbers,  
see text.  
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Several experiments can be suggested to test aspects of the predictions of the master equation. To 
construct a diagram as in Figure 16 from the master equation we need to know or guess rate 
coefficients and the reaction mechanism of the system. For the experiments we need to measure the 
concentration c of a given species as the influx coefficient is varied. Thus we establish the solid lines 
by experiment. If we can form a combined chemical and electrochemical system, as discussed in 
subsection 6.3, then we can locate the combined system at point 1 on line A by imposing a given 
current flow. This point is a stable stationary state of the combined system. If the imposed current is 
stopped (the electrochemical system is disconnected) then the chemical system will return 
deterministically to the nearest stable stationary state of the chemical system, that is point 2 on line A 
and on the stable branch I. We can repeat this experiment by locating the combined chemical and 
electrochemical system, say on point 3 on line A; then on stopping the imposed current the chemical 
system will return to point 4 on line A and on the stable branch II. By means of such experiments we 
can locate the branch of unstable stationary states, the separatrix, the dotted line in Figure 16, and 
compare it with predictions of the master equation. The same approach works for the displacement of a 
system by imposition of an influx of a given species. 
Equistability of a homogeneous stable stationary state on the upper branch of the hysteresis loop, 
labeled I in Figure 16, with a homogeneous stable stationary state on the lower branch, labeled II, 
occurs at one value of the influx coefficient k within the loop. Say that point occurs at the location of 
line A. The predictions of the stationary solution of the stochastic master equation are: (a) the 
minimum of the bimodal stationary probability distribution is located on the separatrix, and (b) at 
equistability the probability of fluctuations P(c) obeys the condition: 
5 5
4 2
( ) ( ) .P c dc P c dc   (113)
Approximately, at equistability the height of the probability peak at point 2 equals that at point 4. 
To either side of the value of k at equistability, the peak of the more stable stationary state is higher 
than the other peak. 
A comparison of deterministic and stochastic calculations (not experiments) has been discussed in a 
different context, that of viewing the stochastic potential as an excess work [7,53]. A point at the end 
of a hysteresis loop, such as point 7 in Figure 16, is called a marginal stability point. Near such points, 
such as 6, critical slowing occurs. After a perturbation of the system in the stable stationary state at 6 
the system returns to 6, but increasingly more slowly for values of the influx coefficient to the left of 6 
but to the right of 7, and increasingly faster to the right of 6. This effect has been observed 
experimentally in several systems [54]. Critical slowing down manifests itself in the stationary solution 
of the master equation near marginal stability points. Hence a quantitative comparison of experiment 
and theoretical predictions leads to a test of the master equation and the assumed parameters. 
7. Dissipation in Irreversible Processes 
The entropy production rate is a measure of the dissipation in an irreversible process. A popular 
‘principle’ in the literature states that, if a stationary state is close enough to equilibrium, then the 
entropy production rate has an extremum at the steady state [55]. This is known as the principle of 
minimum entropy production. In this section we show that neither this principle nor the principle of 
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maximum entropy production is valid. To this end we follow [56] and begin with the exact solution for 
thermal conduction. 
7.1. Exact Solution for Thermal Conduction 
We consider an example of thermal conduction, which we shall analyze exactly, without 
approximations. Consider a macroscopic, homogeneous system with cylindrical shape of length l and 
cross-sectional area A; and time-dependent temperature T. Heat is transported across the boundary of 
the cylinder at each end in contact with two thermal baths with temperature T1 and T2; we assume  
T1  T2. We take the conduction of heat to be given by Newton’s equations: 
1 2T T T TdTlA c k k
dt l l
              (114)
where k is the thermal conductivity,  the density of the system taken to be constant, and c the mass 
specific heat capacity, also taken to be constant. The solution of this equation is: 
0( ) [ ]exp[ 2 ]st stT t T T T t     (115)
where the relaxation rate is 22 2 /( )k cAl   and the stationary state temperature is 
 1 2lim / 2stt T T T T    . The rate of entropy production is the product of the heat flux times the 
conjugated force: 
21 2
1 2 1 2 1 2 1 2
1 2 1 2
1 1 1 1 1 1 ( ) 4 ( ) 0T T T T kAAlk Alk T T T TT T TT T T
l l T T l l T T TTT l
                         (116)
and is always positive. Note that the flux is not proportional to the force. The derivative of the entropy 
production with respect to temperature is: 
2
1 2 1 2
2
1 2
( )( )( ) Ak T TT T Td T
dT lT TT
    (117)
and at the stationary state we have: 
2
1 2 1 2
2
1 2
1 2 1 2
( ) ( ) / 2
( )( ) 0
( )
st
st
T Ak T T lTT
Ak T Td T
dT lTT T T


 
 
 (118)
Since the derivative is always positive the rate of entropy production is never an extremum at a 
stationary state, whether close to or far from equilibrium, except at equilibrium. At equilibrium 
( 1 2T T ), the entropy production rate has an extremum which is a minimum.  
7.2. Invalidity of the Principles of Minimum and Maximum Entropy Production 
Glansdorff and Prigogine [30] stated the Minimum Entropy Production principle as follows: “… if 
the steady states occur sufficiently close to equilibrium states they may be characterized by an 
extremum principle according to which the entropy production has its minimum value at the steady 
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state compatible with the prescribed conditions (constraints).” Since then it has been frequently 
presented as a fundamental law of nature with a deep meaning. 
We have shown by a counterexample that the entropy production rate does not have an extremum 
for a steady state, not even in the vicinity of thermodynamic equilibrium. Two additional 
counterexamples are given in [56], for Fourier’s law of heat conduction and for a chemical reaction 
network with mass-action kinetics. In fact, the entropy production rate has a minimum at the steady 
state only if the flux of the transport process is strictly proportional to the force. The common error of 
accepting the Minimum Entropy Production principle is caused by ignoring the noncommutativity of 
two different operations: (1) the truncation of a Taylor series for the entropy production rate in terms 
of a set of parameters which express the distance from equilibrium, and (2) the differentiation of 
entropy production rate with respect to temperature. 
A related albeit less known theorem is the Maximum Entropy Production principle [57], which 
states that irreversible processes proceed in a direction which produces maximum entropy production. 
If there is a choice then the path with the highest entropy production has the fastest rate. For chemistry 
this principle is generally invalid; the rates of reactions are governed by the Gibbs free energy of 
activation, not by the rate of entropy production. 
8. Efficiency of Oscillatory Reactions 
State variables, such as concentrations of chemical species, are constant in a stationary state, 
whether at equilibrium or nonequilibrium; or they may be oscillatory in a non-equilibrium state, such 
as a limit cycle. In an oscillatory chemical reaction system the Gibbs free energy change of the 
reaction (G) is oscillatory (usually not sinusoidally) and the rate of the overall reaction is oscillatory. 
The dissipation of the system is the product of G and the rate of the reaction if no external work is 
done by the reaction.  
There now appears a new quantity, the phase relation of the oscillations of G to the oscillations of 
the rate. As in electric alternating current systems the phase between the current (rate) and the voltage 
(G) determines the power output of the system. We illustrate this point with experiments on the 
oscillatory horse radish peroxidase (HRP) reaction: 
HRP+ +
2 2
1NADH + H + O NAD +H O
2
  (119)
In Figure 17 we plot G, calculated from measurements of concentrations, and the rate vs. time for 
constant influx of oxygen, the flat part of the top line, and oscillatory influx of oxygen, the oscillatory 
part of the top line. The phase between the oscillation of G and the rate is changed from the constant 
input of oxygen and the oscillatory input, as show in greater detail in Figure 18. 
This change in phase changes the dissipation, or the power output, and we see that we can affect, 
control, these important quantities by controlling external inputs (influxes). 
In [1] other examples are discussed: an oscillatory reaction with constant influx of reactants; the 
efficiency of pumped chemical reactions; and the efficiency of a proton pump. 
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Figure 17. Plot of G and the rate of the HRP reaction vs. time. See text for further 
explanation. From [58].  
 
 
Figure 18. Plot of the phase difference between the Gibbs free energy change and the rate 
of the HRP reaction in units of 2. From [58].  
 
9. Fluctuation-Dissipation Relations 
We discuss briefly the relations between dissipative, deterministic kinetics and fluctuations for the 
purpose of an introduction to the interesting topic of fluctuation-dissipation relations. This subject has 
a long history, more than 100 years [59–63]; [59–61] are a classical review with many references to 
fundamental earlier work. A brief reminder of one of the early examples, that of Brownian motion, 
may be helpful. 
The dynamics of a Brownian particle of mass m velocity v is described by a Langevin equation [44]:  
/ ( ),mdv dt v F t   (120)
where the first term is the force due to acceleration of the particle, the second term the frictional  
force on the particle, and F(t) is a delta correlated Gaussian random force for which the first two  
moments are: 
( ) 0, ( ) ( ') 2 ( '),F t F t F t t t    (121)
in which  is a parameter that gives the strength of the fluctuations that affect the Brownian particle. In 
a derivation due to Langevin, given in [44], it is shown that the friction coefficient  in (120), which 
characterizes the dissipative process, and , which characterizes the fluctuations, are related by: 
.kT   (122)
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Equation (122) is a fluctuation-dissipation relation.  
Now consider a one-variable open chemical system, either linear: 
31
2 4
kk
k kA X B   (123)
or non-linear: 
31
2 4
2 3 , .kkk kA X X X B    (124)
We need two definitions, one for the net rate of the reaction: 
t(x) = t+(x) − t−(x) (125)
and the other for the total rates in the forward and reverse reaction: 
D(x) = [t+(x) + t−(x)]/ 2. (126)
With that we write a fluctuation–dissipation relation:  
t x  2D x tanh  1
2Vkt
.

x







  (127)
( ) 2 ( ) tanh[ ( ) / 2 ]t x D x A x kT   (128)
with the species specific affinity A(x): 
( ) ( ) ( ),X X sA x x x    (129)
for the linear case, and: 
( ) ( ) ( *)X XA x x x    (130)
for the nonlinear case. By substituting (125,126) into (127) and writing out the tanh term, 
tanh [exp exp( )] /[exp exp( )],x x x x x     you obtain consistently the derivative of (5) for the linear 
reaction mechanism, and (15) for the non-linear reaction mechanism. 
In (127) the macroscopic kinetics (dissipation) is connected to the thermodynamic potential which 
yields the fluctuations. What are the advantages of this formulation? The term t(x) is the net flux of the 
deterministic kinetics, (125), and the derivative of the state function  is the species specific affinity, 
(x − sx ) for the linear case or (x − *x) for the non-linear case, the driving force for the reaction 
towards a stationary state. Thus we have a flux–driving force relation. Secondly, the formulation is 
symmetric with respect to t+(x) and t−(x), which is not the case with other formulations. Third, the state 
function  determines the probability distribution of fluctuations in x from its value at the stationary 
state, see (30). Further, as we shall show shortly, the term D(x) is a measure of the strength of the 
fluctuations of the total number of reaction events (total in the forward and reverse reaction). We 
emphasize that (127) is non-linear and holds for arbitrarily large fluctuations. Expressions for different 
regimes of affinity and dissipation can be easily obtained [64–66]. 
We return to the interpretation of the quantity D(x) in the fluctuation-dissipation relation, (127). 
Consider the concept of “reaction event” [64–66], that is a generation or consumption of X in  
reactions (123) or (124). Let the total number of reaction events be labeled q(t) which occur in the time 
interval (0,t). Further we take q(t) to be a nondecreasing random function of time even at a stationary 
state and at equilibrium. The variable q is a discreet time scale; the chemical reaction is a clock, the 
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time being measured by the number of reaction events. Since the reaction events are independent the 
distribution of reaction events obeys Poisson statistics [7]. The first and second moments of the 
Poisson distribution are: 
2
( , ) 2 ( ) ,
( , ) 2 ( ) .
q x t VD x t
q x t VD x t

   (131)
The second of the equations (131) is similar to the Einstein equation for the mean square 
displacement of a Brownian particle in one dimension: 
2 2 .X Dt   (132)
Here X is the displacement, in one variable, and D is the diffusion coefficient of the Brownian 
particles. Hence we can identify D(x) in (131) as a probability diffusion coefficient in concentration 
space. The dispersion of q, the second equation in (131), is proportional to D(x) and hence D(x) is  
a measure of the strength of the fluctuations of q at a stationary state. For further analysis of this 
subject see [1].  
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Appendix: Elementary Thermodynamics and Kinetics 
Let us consider J coupled chemical reactions with L species, and let the stoichiometry of the jth 
reaction (1 j  J ) be 
1
0
L
jl l
l
X

 . The stoichiometric coefficient  ji  is negative for a reactant, zero 
for a catalyst, and positive for a product. We introduce progress variables j for each of the j reactions: 
1
J
l jl j
j
dn d 

  (A.1)
where ni denotes number of moles of species i, and the affinities Aj [67]: 
1
L
j jl l
l
A  

  (A.2)
expressed in terms of the chemical potentials l . The introduction of chemical potentials in chemical 
kinetics requires the assumption of local equilibrium, as explained in the previous subsection. With 
(A.2) we write the differential change in Gibbs free energy for the reactions: 
dG   Aj
j1
J d j  (A.3)
For the jth reaction the kinetics can be written as /j j jd dt t t    (1 )j J  , where ,j jt t   are the 
reaction fluxes for this reaction step in the forward and reverse direction, respectively. Hence the 
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affinities may be rewritten as ln( / )j j jA RT t t
  , which is easily obtained for any elementary reaction 
by writing out the /j jt t
   in terms of concentrations and the introduction of chemical potentials. The 
time rate of change of the Gibbs free energy is: 
   
1 1
ln /
J J
j
j j j j j
j j
dd G A RT t t t t
dt dt
    
 
          (A.4)
in which each term on the RHS is a product of the affinity of a given reaction times the rate of that 
reaction. The rate of change of G is negative for every term until equilibrium is reached when G of 
the reaction is zero. Hence G is a Lyapunov function and provides an evolution criterion for the 
kinetics of the system in its approach to equilibrium. The form of (A.4) is the same as that of 
Boltzmann’s H theorem for the increase in entropy during an irreversible process in an isolated  
system [68]. For an isothermal system we have: 
dG  dH  TdS  (A.5)
and hence dG
dt
 dH
dt
 T dS
dt
. At constant concentration (chemical potential), and hence pressure for 
each of the reservoirs we have the relation:  
dH
dt
 T dSrev
dt
 (A.6)
where dSrev  is the differential change in entropy of the surroundings due to (reversible) passage of heat 
from the system to the surroundings. Hence we may write: 
dG
dt
 T dS
dt
 dSrev
dt



  T
dSuniv
dt
 (A.7)
that is the dissipation equals the product of T and the total rate of entropy production in the universe. 
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