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INTRODUCTION 
In the bases of statistical methods of bivariate data 
analysis, there is the ellipse [1-3]. However, well-known 
statistical methods (for example, bivariate outlier detection 
based on a prediction ellipse) are used under the assump-
tion that the data is generated by a bivariate Gaussian 
distribution. But this assumption is valid in particular cases 
only. This leads to the need to transform the prediction 
ellipse for bivariate non-Gaussian data. 
We propose a technique for constructing the trans-
formed prediction ellipses on the basis of normalizing 
transformations for bivariate non-Gaussian data. As and in 
[4] the technique consists of three steps. In the first step, 
bivariate non-Gaussian data is normalized using a bijective 
bivariate normalizing transformation and linear regression 
is built on the basis of the normalized data. In the second 
step, the prediction ellipse for the normalized data is built. 
In the third step, the transformed prediction ellipse for 
bivariate non-Gaussian data is constructed on the basis of 
the prediction ellipse for the normalized data and the nor-
malizing transformation. 
THE TECHNIQUE 
Consider bijective bivariate normalizing transformation 
of non-Gaussian random vector  T21 X,XX  to Gaussian 
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 XZ   (1)
 
and the inverse transformation for (1) 
 
 ZX 1 . (2)
 
The values of the sample observations or bivariate 
data points N21 ,,, XXX   are normalized using the 
transformation (1). 
The equation for the prediction ellipse is defined by 
[3] 
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where  ,2N,2F  is a quantile of the F distribution; 
Zm  is the mean vector,  TZZZ 21 m,mm  ;   is signifi-





















The left side of the equation (3) can be also merged into 
 





























































The equation for the transformed prediction ellipse for bivariate non-Gaussian data is constructed on the basis of 
the prediction ellipse (3) for the normalized data and the transformation (1) 
 





















































The equation (5) is used for constructing the trans-
formed prediction ellipse for bivariate non-Gaussian data. A 
same ellipse can be built by the inverse transformation (2) 
of the values of variables 1Z  and 2Z  from equation (3). 
BIVARIATE NORMALIZING TRANSFORMATIONS 
Some bivariate transformations have been proposed for 
normalizing bivariate non-Gaussian data, such as, trans-
formation on the basis of the Box-Cox transformation, the 
Johnson translation system and others. However, only a 
few normalizing transformations are bijective. Such bijec-
tive transformation is the transformation of US  family of 
the Johnson translation system. The Johnson normalizing 
translation is given by [5] 
 
    XληhγZ 1   S0 ,N mm , (6)
 
where γ, η,  and λ are parameters of the Johnson 
normalizing translation;  T21, γ ; 
 21 ,diag η ;  T21, ;  21 ,diag λ ; 
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ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 
EXAMPLES 
We consider the examples of constructing the trans-
formed prediction ellipses for two bivariate non-Gaussian 
data sets: the first, actual effort (hours) and size (adjusted 
function points) from 145 maintenance and development 
projects [6], the second, effort (hours) and mass (tonnes) 
from 144 designs of ship units. On Fig. 1 the normalized 
data set for 145 projects and the prediction ellipse for 
059.3F 05.0,143,2   are presented. The prediction ellipse 
(dotted line on Fig. 1) reveals that seven data points (pro-




Figure 1. Normalized data set for 145 projects 
These data is normalized by US  family of the transfor-
mation (6). In these case the point estimates of parameters 
are such: -1.4484081  , -0.4896062  , 
0.7175011  , 0.6555492  , 71.111671  , 
1178.52372  , 46.092141   and 513.93092  . 
The sample covariance matrix of the Z  is used as the 














On Fig. 2 the data set for 145 projects and the trans-
formed prediction ellipse are presented. The transformed 
prediction ellipse (dotted line on Fig. 2) indicates on the 
same results. 
Table I contains the mass (tonnes) 1X  and effort 
(hours) 2X  for 144 designs of ship units. 
On Fig. 3 the normalized data set for 144 designs of ship 
units and the prediction ellipse for 060.3F 05.0,142,2   are 
presented. The prediction ellipse (dotted line on Fig. 3) 
reveals that eight data points (designs 71, 82, 83, 103, 107, 
108, 110 and 142) are bivariate outliers. 
 
 
Figure 2. Data set for 145 projects 
These data from Table I is normalized by BS  family of 
the transformation (6). In these case the point estimates of 
parameters are such: 0.1527981  , 0.9774022  , 
0.7027541  , 0.7751942  , -1.831391  , 
6.158602  , 104.34351   and 429.58262  . The 
sample covariance matrix of the Z  is used as the approx-















Figure 3. Normalized data set for 144 designs 
On Fig. 4 the data set for 144 designs and the trans-
formed prediction ellipse are presented. The transformed 
prediction ellipse (dotted line on Fig. 4) indicates on the 
same results: eight data points (designs 71, 82, 83, 103, 
107, 108, 110 and 142) are bivariate outliers. 
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We note, Mardia’s multivariate kurtosis [7] 2  equals 
8 under bivariate normality for our cases. The values of 
point estimate of kurtosis 2  equal respectively 8.21 and 
7.98 for the normalized data on Fig. 1 and Fig. 3. These 
values indicate that the necessary condition for bivariate 
normality is practically performed for the normalized data. 
Table I 
The mass 1X  and effort 2X  for 144 designs of ship units 
No 1X  2X  No 1X  2X  No 1X  2X  No 1X  2X  
1 40.62 111 37 41.57 68 73 1.69 41 109 64.58 49
2 40.62 45 38 38.53 82 74 2.25 39 110 95.31 44
3 49.51 233 39 43.6 101 75 3.56 43 111 86.64 98
4 49.51 17 40 35.7 67 76 78.19 328 112 61.13 54
5 33.25 132.5 41 11.89 72 77 78.26 51 113 67.24 65
6 33.25 90.5 42 5.66 28 78 78.39 337 114 52.39 74 
7 25.54 101 43 17.14 110 79 78.41 44 115 70.5 193 
8 24.63 114 44 2.1 39 80 50.93 221 116 55.4 158 
9 41.81 188 45 2.1 32 81 50.93 83 117 50.3 173 
10 25.67 106 46 27.06 124 82 59.54 388 118 72.78 331
11 21.10 70 47 24.91 47 83 60.36 402 119 94.9 242
12 14.02 46 48 14.94 25 84 77.23 340 120 84.7 144 
13 14.02 24 49 18.82 49 85 78.24 319 121 67.68 138 
14 5.92 56 50 39.42 93 86 85.62 154 122 59.02 125
15 9.64 28 51 46.29 148 87 82.50 148 123 64.16 208
16 37.07 17 52 12.13 145 88 73.74 154 124 66.04 292
17 37.14 17 53 10.5 159 89 75.40 179 125 56.19 250
18 37.22 18 54 17.46 143 90 67.30 194 126 56.95 74
19 33.97 16 55 10.67 151 91 83.57 154 127 75.81 167
20 44.36 34 56 11.35 197 92 55.31 202 128 66.77 187
21 37.65 12 57 13.16 179 93 61.49 144 129 65.79 193
22 37.25 13 58 12.61 56 94 75.58 215 130 57.27 127
23 37.15 12 59 14.34 113 95 78.18 212 131 54.95 112
24 44.15 26 60 21.04 84 96 60.44 127 132 57.89 134
25 39.81 31 61 25.63 70 97 91.15 275 133 50.95 136
26 24.83 31 62 24.55 109 98 51.36 183 134 50.3 96
27 6.15 20 63 15.88 124 99 55.22 226 135 56.12 46
28 13.08 34 64 15.83 180 100 56.68 156 136 55.86 116
29 35.07 69 65 20.15 224 101 74.16 152 137 57.91 126
30 34.15 24 66 20.38 172 102 83.90 134 138 98.17 289
31 8.01 73 67 17.15 264 103 96.54 48 139 89.51 263
32 41.48 71 68 17.23 118 104 53.91 48 140 54.56 302
33 41.34 101 69 22.64 74 105 90.43 50 141 54.15 252
34 29.69 108 70 2.64 47 106 91.25 64 142 99.56 222
35 48.66 90 71 0.69 23 107 98.35 55 143 72.13 311
36 36.06 100 72 11.53 66 108 90.32 21 144 73.07 183
 
CONCLUSIONS 
From the examples we conclude that the proposed 
technique for constructing the transformed prediction 
ellipses is promising. The equations for the transformed 
prediction ellipses for two bivariate non-Gaussian data sets 
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translation for US  and BS  families. Application of these 
equations for bivariate outlier detection in the bivariate 
non-Gaussian data sets is demonstrated. The results are 
similar for the bivariate non-Gaussian data sets of the ex-
amples. 
REFERENCES 
1. Michael Friendly, Georges Monette and John Fox “Elliptical Insights: Understanding Statistical Methods Through Elliptical Geometry” Statistical 
Science, Vol. 28, No. 1, pp. 1–39, 2013. 
2. R.A. Johnson and D.W. Wichern, Applied Multivariate Statistical Analysis. Pearson Prentice Hall, 2007, 800 p. 
3. V. Chew “Confidence, prediction and tolerance regions for the multivariate normal distribution” Journal of the American Statistical Association, 
Vol. 61, Issue 315, pp. 605-617, 1966. 
4. S.B. Prykhodko, “Statistical anomaly detection techniques based on normalizing transformations for non-Gaussian data”, in “Computational 
Intelligence (Results, Problems and Perspectives)”, Proceedings of the International Conference, Kyiv-Cherkasy, Ukraine, May 12-15, 2015, 
pp. 286-287. 
5. P.M. Stanfield, J.R. Wilson, G.A. Mirka, N.F. Glasscock, J.P. Psihogios, J.R. Davis “Multivariate input modeling with Johnson distributions”, in 
Proceedings of the 28th Winter simulation conference WSC'96, December 8-11, 1996, Coronado, CA, USA, ed. S.Andradуttir, K.J.Healy, 
D.H.Withers, and B.L.Nelson, IEEE Computer Society Washington, DC, USA, 1996, pp. 1457-1464. 
6. B. Kitchenham, S.L. Pfleeger, B. McColl, and S. Eagan, “An empirical study of maintenance and development estimation accuracy”, The Journal 
of Systems and Software, 64, pp.57-77, 2002. 
7. K.V. Mardia, “Measures of multivariate skewness and kurtosis with applications”, Biometrika, 57, pp. 519–530, 1970. 
 
Рецензент: Dr.Sc., Petro Guchek 
Associate Professor at the Department of information technologies, 
Kherson National Technical University, 
Institute of biocybernetics and biomedical engineering of M. Nalecha 





# 21 (2017) 
ПРИМЕНЕНИЕ МЕТОДОВ КЛАССИФИКАЦИИ  
ДЛЯ ОЦЕНКИ ЗАЕМЩИКА БАНКА 
УДК  519.24 
ЛЕПА Евгений Владимирович 
к.т.н., доцент кафедры информационных технологий Херсонского национального технического университета. 
Научные интересы: системы принятия и поддержки решений,  
технологии интеллектуального анализа данных, моделирование 
e-mail:   e.lepa@mail.ru 
 
ВВЕДЕНИЕ 
 Кредитование является важнейшим источником 
финансовых средств, как для предприятий (организа-
ций), так и населения. В последнее время в банках 
накопилось много проблемных кредитов, когда клиен-
ты перестают их обслуживать по различным причинам. 
Одной из таких причин, является неверная оценка 
заемщика банком с точки зрения его платежеспособно-
сти и возможностей обслуживания кредита. Современ-
ные средства обработки и анализа данных могут позво-
лить в значительной мере эту проблему решить [1,2]. 
ЦЕЛИ И ЗАДАЧИ ИССЛЕДОВАНИЯ 
За период работы с заемщиками, банк создает  ин-
формационную базу данных, как о самих  заемщиков, 
так и данных по выданным или отказанным кредитам. 
На основании этих данных можно построить модель 
заемщика, а затем использовать ее для классификации 
нового клиента. Это позволит отнести клиента к одному 
из классов, определяющих возможность дать кредит 
или отказать в его выдаче.  
Для повышения достоверности результатов моде-
лирования использованы два разных метода [3,4]. В 
первом случае модель представляется в виде дерева  
решений, а во втором  - в виде  искусственной нейрон-
ной сети. Адекватность моделей оценивается, прежде 
всего, показателями качества классификации, а также 
опытом и квалификацией  специалистов,  участвующих 
в создании и исследовании моделей. Модели исполь-
зуются с разными наборами входных атрибутов, что 
позволит выбрать наилучшую из них для классифика-
ции новых заемщиков банка. 
Кроме того предполагается оценить значимость па-
раметров, характеризующих заемщиков банка и ис-
ключить из базы те данные, которые мало не влияют на 
качество модели классификации, но требуют дополни-
тельных затрат на их сбор и хранение [5]. 
В работе использована аналитическая платформа 
Deductor [6],  в которой для решения задачи классифи-
кации реализованы несколько методов.   
ИССЛЕДОВАНИЕ И АНАЛИЗ РЕЗУЛЬТАТОВ 
В информационной базе банка, которая поддержи-
вается в актуальном состоянии, хранится информация о 
заемщиках. К такой информации относятся: суммы, 
сроки  и назначение кредитов, личные данные клиента 
и т.д. (всего 21 параметр). Эти параметры  имеют раз-
ное значение при оценке заемщика и их, желательно, 
ранжировать по важности. Кроме того, это позволит 
исключить в дальнейшем сбор и хранение малозначи-
мой информации. 
Для оценки важности параметров выполнен корре-
ляционный анализ, показывающий степень влияния 
входных параметров, определяющих клиента, на вы-
ходной параметр – возможность выдачи кредита 
(табл.1).  
В правом столбце таблицы указаны коэффици-
енты корреляции. Наиболее  значимыми являются 
шесть параметров, а остальные параметры исключены 
из рассмотрения. Таким образом, при построении мо-
