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Abstract We introduce fractional Nernst-Planck equations and derive fractional cable equa-
tions as macroscopic models for electrodiffusion of ions in nerve cells when molecular
diffusion is anomalous subdiffusion due to binding, crowding or trapping. The anomalous
subdiffusion is modelled by replacing diffusion constants with time dependent operators pa-
rameterized by fractional order exponents. Solutions are obtained as functions of the scaling
parameters for infinite cables and semi-infinite cables with instantaneous current injections.
Voltage attenuation along dendrites in response to alpha function synaptic inputs is com-
puted. Action potential firing rates are also derived based on simple integrate and fire ver-
sions of the models. Our results show that electrotonic properties and firing rates of nerve
cells are altered by anomalous subdiffusion in these models. We have suggested electro-
physiological experiments to calibrate and validate the models.
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1 Introduction
The core conductor concept and associated cable equation provide a fundamental macro-
scopic basis for understanding electrophysiological behaviour in neuronal processes such as
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axons, dendrites, and dendritic trees [29,30]. The cable equation models spatio-temporal dy-
namics of the membrane potential along the axial direction of an approximately cylindrical
segment of a nerve cell. This equation can be motivated phenomenologically by representing
the electrical properties of the cell membrane as a contiguous network of circuits composed
of passive resistors and capacitors in parallel [30]. A more fundamental motivation can be
obtained from the Nernst-Planck equation for electrodiffusion of ions in an axially sym-
metric cylindrical geometry [28]. Here the Nernst-Planck equation provides a macroscopic
approximation for the complicated microscopic motions of ions in nerve cells. The random
Brownian motion of the ions, as well as the drift of ions due to the electric field of the mem-
brane potential, is captured in this approximation. However in addition to these motions,
ions can be trapped [32,33], buffered [10], or crowded [1,13] when diffusing in the cyto-
plasm, and obstructed by gating [18,12] or binding when diffusing through ion channels
across the membrane. On macroscopic scales these obstacles slow the diffusive motion of
the ions relative to free diffusion in aqueous media (see also [34–36,50]). Retarded diffu-
sion of ions has been reported across ion channels [9] as well as along nerve cell membranes
(through the cytoplasm) [33]. In applications of the Poisson Nernst-Planck theory for ionic
motion through open channels this retarded motion can be incorporated using a spatially de-
pendent diffusivity parameter that is typically one or more orders of magnitude lower than
the free diffusivity [25,9].
A recent study [33] has found that the diffusion of molecules through the cytoplasm
of Purkinje cell dendrites is slowed at the macroscopic scale, primarily through temporary
trapping by dendritic spines, and also to a lesser extent through macromolecular crowding
or binding [38,54]. An important finding of this study was that the diffusive spatial variance
evolves as a sub-linear power law in time. This is a key signature of anomalous subdiffusion.
Moreover it was found that the diffusion became more anomalous with increasing spine
density [33]. Anomalous subdiffusion has also been reported in numerous other biological
studies [8,39–41,5,1,31]. The above considerations provide clear motivation for attempting
to develop new cable equation models for nerve cells that incorporate the possibility of
anomalously slow electrodiffusion of ions.
Anomalous subdiffusion can be modelled at the macroscopic level through a modified
diffusion equation
∂C
∂ t = D(γ , t)∇
2C (1)
in which D(γ , t) is a time dependent operator parameterized by a scaling exponent γ , in the
range 0 < γ ≤ 1; the case γ = 1 corresponds to standard diffusion. Different models for the
time dependent operator have been proposed that result in the power law diffusive spatial
variance that is characteristic of anomalous subdiffusion. In order to differentiate between
model dependent peculiarities and the general effects of anomalous diffusion on electrotonic
properties, in the following we have considered two different models for this operator:
Model I [53,21]
DI(γ, t) = D(γ)γtγ−1; (2)
Model II [24]
DII(γ, t) = D(γ)
∂ 1−γ
∂ t1−γ ; (3)
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where D(γ) is a generalized diffusion coefficient with units of m2s−γ and ∂
1−γ
∂ t1−γ is the
Riemann-Liouville fractional derivative operator of order 1− γ defined by
∂ 1−γ
∂ t1−γ Y (t) =
1
Γ (γ)
∂
∂ t
t∫
0
Y (t ′)(
t− t ′)1−γ dt ′ . (4)
While both models predict the same power law diffusive spatial variance, the physical de-
velopment of the models has been different. Model I has been derived from a Langevin
equation with a friction memory kernel and power law correlated noise [51–53] whereas
Model II has been derived from Continuous Time Random Walks (CTRW) governed by
a Gaussian step length density, but a power law waiting time density [24,17]. The origin
of the power law behaviours in the above is usually associated with trapping or molecular
crowding. For example a power law waiting time density is generic for random walks amid
a sea of traps with an exponential distribution of trap binding energies ρ(E) = 1E0 e
−E/E0
and thermally activated trapping times τ = eE/kBT [37]. An exponential distribution of trap
binding energies can arise as the most probable distribution of a fixed amount of energy
among a fixed number of traps. At the macroscopic level, a phenomenological derivation of
the fractional diffusion equation corresponding to each model is possible by combining the
standard continuity equation
∂C
∂ t =−∇ ·q (5)
with a fractional Fick’s law for the flux as follows:
q =−D(γ , t)∇C. (6)
where D(γ , t) is defined by (2) or (3).
The microscopic motion of ions in nerve cells is usually modelled as Fickian diffusion
with drift; the latter due to the electric field of the cell membrane potential. The membrane
electrical potential is produced by a capacitive separation of charge densities inside and
outside the cell membrane. The total flux of the kth ionic species, qk , in the standard Nernst-
Planck theory is given by
qk =−Dk∇Ck− zkFRT DkCk∇Vm. (7)
In this equation, Ck is the concentration of the kth ionic species, F is the Faraday constant,
R is the universal gas constant, T is the temperature and Vm is the membrane potential.
A possible generalization of the flux, to incorporate anomalous diffusion, is to replace the
species dependent diffusion constant Dk with a species dependent time dependent operator,
Dk(γk, t), i.e.,
qk =−Dk(γk, t)∇Ck− zkFRT Dk(γk, t)Ck∇Vm. (8)
The subscript k on the scaling exponent allows the possibility of species dependent anoma-
lous scaling. The resultant macroscopic electrodiffusion equation found by combining the
standard continuity equation, (5) with the fractional Nernst-Planck flux, (8) is then given by
∂Ck
∂ t = Dk(γk, t)∇
2Ck +∇ ·
(
zkF
RT
Dk(γk, t)Ck∇Vm
)
(9)
where Dk(γk, t) is defined by (2) or (3).
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At present we do not have a derivation for the fractional Nernst-Planck equation pro-
posed in (9) from a more fundamental basis, such as biased continuous time random walks,
however it is worthwhile considering some of the recent literature in this area. The frac-
tional diffusion equation defined by (1) and (3), has been extended within the framework of
continuous time random walks CTRWs, and a generalized master equation GME, to include
external force fields [3,24,44], reactions [17,45,15,20], finite propagation velocities [6] and
ageing [2]. In the case of anomalous subdiffusion with time independent external force fields
a fractional Fokker-Planck equation has been derived from a GME [23] and from CTRWs
[3,24]. In the case of anomalous subdiffusion with space independent external fields a frac-
tional dispersal equation has been derived from a GME [44]. However these derivations do
not extend to the more general case of anomalous subdiffusion in an external force field
f (x, t) that varies in both time and space [14]. In this more general case two models that
have been considered are [43,48]
∂C
∂ t =
∂ 1−γ
∂ t1−γ Dγ ∇
2C− ∂
1−γ
∂ t1−γ ∇
(
1
ηγ
f (x, t)C(x, t)
)
(10)
and [14]
∂C
∂ t =
∂ 1−γ
∂ t1−γ Dγ ∇
2C−∇
(
1
ηγ
f (x, t) ∂
1−γ
∂ t1−γ C(x, t)
)
(11)
where ηγ is a generalized friction coefficient with dimensions of sγ−2. The two coefficients
Dγ and ηγ can be related through a generalized Einstein-Stokes relation [23,24,43]. If the
force is independent of time then the two formulations in (10) and (11) are equivalent. How-
ever if the force is time dependent then in (10) the force field is driven by the same time de-
pendent operator that affects variations in the time dependent ionic concentrations, whereas
in (11) this is not the case. In the case of a purely external force it has been argued that
the temporal subordination in (10) is not appropriate [14,55]. The fractional Nernst-Planck
equation, (9), has the same form as (10) but the electric field force, −∇Vm, in this case is not
an external force, rather it arises from the membrane potential which is itself a function of
the ionic concentrations.
In a recent letter [16] we considered the fractional Nernst-Planck equation, (9), as our
starting point for modelling anomalous electrodiffusion in spiny dendrites. Related frac-
tional cable equation models were derived and some model predictions were obtained for
postsynpatic potentials propagating along (infinite length) dendrites. In this paper we pro-
vide more complete details on the derivation of the fractional cable models and we derive
solutions for infinite and semi-infinite fractional cables with no current injections and with
instantaneous current injections. Different boundary conditions have been considered in the
semi-infinite cables. Solutions for infinite cables with alpha function synaptic inputs are
also derived and used to infer voltage attenuation along dendrites with anomalous electrod-
iffusion. Results for firing rates are obtained using simple integrate and fire versions of the
models for a membrane patch with constant current input.
The remainder of this paper is organized as follows. In section 2 we derive fractional ca-
ble equations from the generalized fractional Nernst-Planck equation, (9) . In section 3 we
compare infinite domain fundamental solutions for each of the models. In section 4 we de-
rive results for the postsynaptic potential in response to different input functions. In section
5 we describe semi-infinite domain solutions for different boundary conditions. In section
6 we derive and compare results for firing rates based on simple integrate and fire versions
of the models. In section 7 we describe voltage attenuation measurements and voltage patch
recordings that could be used to calibrate and validate the models. We conclude with a short
discussion in section 8.
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2 Fractional Cable Equation Models
Our approach for deriving fractional cable equations from fractional Nernst-Planck equa-
tions follows that of Qian and Sejnowski [28] for the standard cable equation. We consider
a nerve cell segment with diameter d much smaller than length ℓ and integrate (9) in axially
symmetric cylindrical coordinates over the circular cross-section of the neuron, with zero
flux of ions at the centre. This results in
∂Ck
∂ t = D
⋆
k (γk, t)
{
Dk(γk)
∂ 2Ck
∂ x2 +
zkF
RT
∂
∂ x
(
Dk(γk)Ck
∂Vm
∂ x
)}
− 4d Jk
∣∣∣r= d2 (12)
where x is the longitudinal coordinate, r is the radial coordinate, Jk denotes the radial flux
of ionic species k across the membrane and
D
⋆
k (γk, t) = Dk(γk, t)/Dk(γ). (13)
In standard cable theory for nerve cells the membrane potential is taken to be [49]
Vm(x, t) = Vrest +
Fd
4cm ∑k zk
(
Ck(x, t)−Ck,rest
) (14)
where Vrest is the resting membrane potential, cm is the membrane capacitance per unit area
of membrane and Ck,rest is the resting concentration of the kth ionic species. We also follow
the standard assumption that the axial ionic concentration gradients are small (∂Ck/∂ x≈ 0),
but the prefactor Fd4cm is large (∂Vm/∂ x ≇ 0) [28]. In addition we assume that the trapping
effects due to the geometry of spines are similar for different species of mobile ions (γk ≈ γ).
Using these results in (12) we obtain
cm
∂Vm
∂ t = D
⋆(γ , t)
(
d
4rL
∂ 2Vm
∂ x2
)
− im + ie (15)
where
1
rL
=
F2
RT ∑k z
2
kDk(γ)Ck, (16)
defines a modified longitudinal resistivity rL(γ) with units of Ωmsγ−1, im is the total ionic
transmembrane current per unit area defined by
im = ∑
k
zkFJk, (17)
and ie has been included as an external current per unit surface area. Note that even though
the concentration gradients have been assumed to be small, the residual effects of ionic diffu-
sion are still manifest in the electrophysiological properties of the fractional cable equation
through the dependence of longitudinal resistivity, rL(γ), on the diffusivity parameters γ and
Dk(γ), as in (16). The dependence of rL on ionic diffusivity also occurs in the standard ca-
ble equation, but in the fractional cable equation the additional dependence on the scaling
parameter allows for greater impact of the diffusion.
As an alternative to the physical derivation from the fractional Nernst-Planck equation,
the fractional cable equation, (15), can be obtained phenomenologically by combining the
standard current continuity equation
cm
∂Vm
∂ t =−
d
4
∂ iL
∂ x − im + ie (18)
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with the longitudinal current density, iL, described by a fractional variant of Ohm’s Law,
iL =−D∗(γ, t) 1
rL(γ)
∂Vm
∂ x . (19)
Allowing for a similar fractional flux for the ionic transmembrane current we write
im = α(κ)D∗(κ , t)
Vm−Vrest
rm
(20)
where κ is the exponent characterizing the anomalous flux across the membrane and α(κ) is
an additional parameter with units of s1−κ . In steady state conditions it is to be expected that
the two exponents γ and κ are equal. It is possible to absorb α(κ) into a modified specific
membrane resistance rm(κ) = rm/α(κ), identifying α(κ) as the effect of anomalous flux
across the channels on the specific membrane resistance, and α(1) = 1. The fractional order
operator D∗(κ , t) would also apply to any external current ie carried by ions traversing the
membrane. ations (19) and (20) can be interpreted as either an aged linear response [42] or a
retarded linear response [43], if D∗(κ , t) is the renormalized form of (2) or (3) respectively.
A similar generalization of Fick’s Law has been proposed in a phenomenological derivation
of the fractional diffusion equation [56] and a retarded linear stress-strain response involving
fractional derivatives has been proposed for viscoelastic materials [19].
Equations (15) and (20) can be combined to arrive at the linear fractional cable equa-
tions:
Model I
rmcm
∂VI
∂ t =
drm
4rL(γ)
γtγ−1
(∂ 2VI
∂ x2
)
−α(κ)κtκ−1(VI − rmie), (21)
Model II
rmcm
∂VII
∂ t =
drm
4rL(γ)
∂ 1−γ
∂ t1−γ
(∂ 2VII
∂ x2
)
−α(κ) ∂
1−κ
∂ t1−κ (VII − rmie), (22)
where V = Vm−Vrest and the subscripts I and II are used to differentiate the two anomalous
diffusion models. There is no loss of generality in having the same fractional temporal op-
erator acting on both the potential and the external current terms since the external current
could be defined to compensate this. In the case γ = κ = 1 both cable equations reduce to
the standard cable equation
rmcm
∂V
∂ t =
drm
4rL
∂ 2V
∂ x2 −V + rmie.
It is interesting to note that the linear fractional cable equation for Model I can be obtained
by starting with a different fractional Nernst-Planck equation of the form
∂Ck
∂ t = Dk(γk, t)∇
2Ck +∇ ·
(
zkF
RT
∇VmDk(γk, t)Ck
)
(23)
but with Dk(γk, t) given by Model II. Thus the linear fractional cable equation in Model I
can be obtained from the fractional fokker-planck equation, (10), with f (x, t) = − ∂Vm∂x and
Dk(γk, t) = D(γ)γtγ−1 or from the fractional dispersal equation , (11), with f (x, t) = − ∂Vm∂x
and Dk(γk, t) = D(γ) ∂
1−γ
∂ t1−γ .
In a recent letter [16] we presented fundamental solutions of the linear fractional cable
equations, (21), (22) on an infinite domain in the special case where γ = κ . In Model I these
solutions are time retarded solutions of the standard cable equation and in Model II the
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solutions are subordinated to solutions of the standard cable equation through a Levy stable
law as shown in Appendix A. Here we present more general solutions (including γ 6= κ)
for both infinite and semi-infinite domains. The analysis is facilitated by considering the
dimensionless forms, of (21) and (22):
Model I
∂VI
∂ T = γT
γ−1 ∂ 2VI
∂ X2 −µ
2κT κ−1 (VI − ierm) , (24)
Model II
∂VII
∂ T =
∂ 1−γ
∂ T 1−γ
∂ 2VII
∂ X2 −µ
2 ∂ 1−κ
∂ T 1−κ (VII − ierm) , (25)
where
T =
t
τm
(26)
is the dimensionless time variable,
X = xτ
1−γ
2
m /
√
drm
4rL
(27)
is the dimensionless space variable, and
µ2 = α(κ)τκ−1m (28)
is a dimensionless function of κ .
It is important to note that solutions to the (fractional) cable equations may change in
sign whereas solutions of (fractional) diffusion equations define probability densities which
must remain positive. Physically, the solution of the cable equation is a membrane potential
whereas the solution of a diffusion equation is a concentration. The two are related through
(14) which shows how the potential can change sign whilst the concentrations remain posi-
tive.
3 Infinite Domain Solutions
3.1 Infinite Domain – Model I
In this section we derive the fundamental Green’s solution, G(X ,T ), for (24) in the infinite
domain, with initial condition V (X ,0) = δ (X) and no external current. This solution can
be found readily by multiplying (24) by the integrating factor eµ2Tκ and then introducing a
change of variables
W (X ,S) = eµ2Tκ V (X ,T ) (29)
with
S = T γ . (30)
The equation describing the evolution of W (X ,S) is the standard diffusion equation
∂W
∂ S =
∂ 2W
∂ X2 (31)
with fundamental solution
G∗(X ,S) = 1√
4piS
exp
(
−X
2
4S
)
(32)
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and hence
G(X ,T ) = 1√
4piT γ
e
− X24Tγ −µ2T κ . (33)
Plots of the infinite domain solution for the fractional cable equation in Model I are
shown in Fig 1 for different values of γ and κ . The solution is smooth at the origin, similar
to the standard diffusion equation, but the rate of decay is affected by the scaling exponents.
The decay is faster for short times but slower over long times when diffusion is anomalous.
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x
0
0.1
0.2
0.3
0.4(b)
G(X,T)
–4 –3 –2 –1 1 2 3 4
X
0
0.1
0.2
0.3
0.4
0.5
0.6(c)
G(X,T)
–4 –3 –2 –1 1 2 3 4
X
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
(d)
G(X,T)
–4 –3 –2 –1 1 2 3 4
X
Fig. 1 Plot of the Green’s solution for the fractional cable equation, (24) at times T = 0.1 (red), T = 1.0
(blue), and T = 2.0 (black) for: (a) γ = 1.0,κ = 1.0, (b) γ = 0.5,κ = 1.0 (c) γ = 1.0,κ = 0.5 (d) γ = 0.5,κ =
0.5 The parameter µ = 1 in each case.
3.2 Infinite Domain – Model II
In this section we derive the Green’s solution for (25) in an infinite cable with no external
current and with initial condition V (X ,0) = δ (X). The Green’s solution for linear partial
differential equations can generally be found using Fourier and Laplace transform methods.
The transformed solution is obtained as the solution to an algebraic problem in Fourier-
Laplace space and then the Green’s solution in the original variables is obtained by carrying
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out the inverse transforms. We have followed this approach in the following for the lin-
ear fractional cable equation, using the known Laplace transform of the Riemann-Liouville
fractional derivative, and using Fox H functions and their properties to facilitate the inverse
Laplace transforms. The advantage of using Fox H functions is that derivatives of Fox func-
tions and (inverse) Laplace transforms of Fox functions can be evaluated using index shifting
properties (Appendix B).
First we take the Fourier-Laplace transform of (25) using the result that the Laplace
transform of the Riemann-Liouville derivative Dαt y(t) of order α , 0 < α ≤ 1, is given by
[26]
L {Dαt y(t)}= sα yˆ(s)−
(
Dα−1t y(t)
) |t=0 (34)
to obtain the Green’s solution of the fractional cable equation in Fourier-Laplace space, i.e.,
̂˜G(q,s) = 1
s+ s1−γ q2 + µ2s1−κ . (35)
In this equation q and s are the Fourier and Laplace variables and the tilde and hat denote
Fourier and Laplace transformed functions respectively. In the following
(
Dα−1t y(t)
) |t=0 =
0 in all cases. In the next step we invert the Fourier transform to obtain
Ĝ(X ,s) = s
γ
2−1
2
√
z
e−ρ
√
z (36)
where
ρ = |X |s γ2 (37)
and
z = 1+ µ2s−κ . (38)
In order to evaluate the inverse Laplace transform we first expand the Laplace transform as
a series expansion in Fox H functions and then we invert this expansion term by term. First
we consider the function
h(z) = 1√
z
e−ρ
√
z (39)
which can be written in terms of Fox functions as follows [46]
h(z) = ρH1,00,1
[
ρz 12
∣∣∣∣ −(−1,1)
]
. (40)
The Taylor series expansion for h(z) about z = 1 can readily be found using index shifting
properties of the Fox functions. The kth derivative of h(z), which follows from the identity
(163), is given by;
h(k)(z) = ρz−kH1,11,2
[
ρz 12
∣∣∣∣ (0, 12)(−1,1) (k, 12)
]
(41)
This can readily be evaluated at z = 1 to yield
h(k)(1) = ρH1,11,2
[
ρ
∣∣∣∣ (0, 12)(−1,1) (k, 12)
]
=
2(−1)k√
4pi
H2,00,2
[ρ2
4
∣∣∣∣ −(0,1) (k + 12 ,1)
]
(42)
where the second expression is obtained using: (165) with c = 2; (166) with α = 1 and
r = k; (167) with σ = 1/2; and the Legendre duplication formula for the Gamma function,
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2
√
piΓ (2r) = 22rΓ (r)Γ (r + 12 ). The Taylor series expansion for h(z) about z = 1 is thus
given by
h(z) = 2√
4pi
∞
∑
k=0
(−1)k (z−1)
k
k!
H2,00,2
[ρ2
4
∣∣∣∣ −(0,1) ( 12 + k,1)
]
, (43)
and then using (36)-(39) and (43) we obtain the series expansion for the Laplace transform
Ĝ(X ,s) = 1√
4pi
∞
∑
k=0
(−µ2)k
n! s
−kκ−1+ γ2 H2,00,2
[
X2sγ
4
∣∣∣∣ −(0,1) ( 12 + k,1)
]
. (44)
In order to facilitate the inverse Laplace transform we first use the reduction formula, (168)
with d = 1− γ2 +κk and ∆ = γ , to write
Ĝ(X ,s) = 1√
4pi
∞
∑
n=0
(−µ2)k
k! s
−kκ+ γ2−1
H3,01,3
[
X2sγ
4
∣∣∣∣ (1− γ2 +κk,γ)(1− γ2 +κk,γ) (0,1) ( 12 + k,1)
]
. (45)
The inverse Laplace transform can then be evaluated term by term using (169) with ω =
kκ − γ2 , σ = γ , and z = x2/4. We finally obtain the solution of the fractional cable equation
in the infinite domain
G(X ,T ) =
1√
4piT γ
∞
∑
k=0
(−µ2T κ)k
k! H
2,0
1,2
[
X2
4T γ
∣∣∣∣ (1− γ2 +κk,γ)(0,1) ( 12 + k,1)
]
. (46)
In the limit of large X and large T , asymptotic expressions for the Fox functions [4] can
be used to find the asymptotic behaviour of the Green’s function in (46);
G(X ,T )∼ 1√
4piT γ
1√
2− γ
(
2
γ
) 1−γ
2−γ ( |X |
T
γ
2
)− 1−γ2−γ
exp
(
− (2− γ)
2
( γ
2
) γ
2−γ
( |X |
T
γ
2
) 2
2−γ
)
exp
−µ2 T κγ
(
γ |X |
2T
γ
2
) 2(1−κ)
2−γ
. (47)
The Green’s solution for the fractional cable equation (25) in an infinite domain is plot-
ted in Fig. 2 (with µ = 1) for times T = 0.1, 1.0, and 10.0 and with different values of γ
and κ . Note in the case of standard diffusion γ = κ = 1 the Green’s solution is essentially
zero at T = 10.0 and cannot be distinguished from the axis in Fig. 2(a). It can also be seen
that the Green’s solution decays to zero for large |X | and is an even function of X . In each
case, the solution decays to zero for large T . It is interesting to note that in Fig. 2(a) and
Fig.2(c), where the diffusion along the axial direction of the cable is standard (γ = 1), the
derivative of the solution is continuous at X = 0. This contrasts with the anomalous diffusion
case (γ = 1/2) where the derivative is discontinuous at X = 0 (see Fig. 2(b) and Fig. 2(d)).
The fractional derivative effectively “remembers” the discontinuity of the second derivative
in the initial condition. An interesting finding, in the case γ = 1/2 and κ = 1 (Fig. 2(b))
is that the solution becomes negative near X = 0. The negative solution is not unphysical
(G(X ,T ) is not a probability density) and it does not contradict the asymptotic large X and
T behaviour, (47), where the solution is predicted to remain positive for sufficiently large X .
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Fig. 2 The Green’s solution of the fractional cable equation (25) in an infinite domain at times T = 0.1 (red),
T = 1.0 (blue), and T = 10.0 (black) for: (a) γ = 1.0,κ = 1.0, (b) γ = 0.5,κ = 1.0 (c) γ = 1.0,κ = 0.5 (d)
γ = 0.5,κ = 0.5 The parameter µ = 1 in each case.
A further comparison of the Green’s solutions at corresponding times T but different
values of γ and κ are shown in Fig. 3. At short times, as shown in Fig. 3(a), the peak height
decreases faster when the diffusion is anomalous (either along the neuron γ < 1 or across
the membrane κ < 1). This trend reverses on longer times, Figs. 3(b), 3(c). The negative
potential in the case γ = 0.5,κ = 1.0 can clearly be seen on this magnified scale in Fig. 3(d)
The rate of spreading of the Green’s solution can also be seen by investigating the second
moment
〈
X2(t)
〉
where the angular bracket denotes the ‘average’ with respect to the Green’s
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Fig. 3 Green’s solution of the fractional cable equation (25) in an infinite cable at (a) T = 0.1, (b) T = 1,
and (c) T = 10 for different values of γ = γ1 and κ = γ2 as indicated. The Green’s solution at T = 10 with
γ = γ1 = 0.5 and κ = γ2 = 1.0 is shown in (d).
solution, i.e., 〈
X2(T )
〉
=
∫
∞
−∞
G(X ,T )X2 dX .
Note that the second moment is not necessarily positive since G(X ,T ) is not strictly positive.
The second moment can be evaluated using the Fourier-Laplace representation
〈
X2(T )
〉
= L −1
(
lim
q→0
− d
2
dq2
̂˜G(q,s)) .
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Fig. 4 A comparison of the second moment for different values of γ = γ1 and κ = γ2 as indicated.
Using the expression for ̂˜G(q,s) in (35) we have
〈
X2(T )
〉
= L −1
(
2sκ−(1+γ−κ)
(sκ + µ2)2
)
and then evaluating the inverse Laplace transform in terms of the generalized Mittag-Leffler
function [26] we have 〈
X2(T)
〉
= 2T γ E(1)κ ,1+γ−κ
(−µ2T κ) . (48)
A plot of the second moment as a function of time T is shown in Fig. 4 for different values
of γ and κ . In the case where γ = 0.5 and κ = 1.0 the second moment becomes negative,
which is a result of the Green’s solution becoming negative. The physical interpretation of
this (see e.g., (14)) is that the current switches directions for these parameter values.
The possible negativity of 〈X2〉 makes it difficult to relate the behaviour of 〈X2〉/T to
an apparent diffusion coefficient. However it is clear from Fig. 4 that 〈X2〉/T exhibits a
time dependent crossover in scaling behaviour (increasing or constant at short times but
decreasing at long times) and this is broadly similar to crossover scaling behaviour in the
apparent diffusion coefficient for ageing continuous time random walks (constant at short
times and decreasing at long times [2]).
4 Input Current Response
The infinite domain Green’s solutions, (33) and (46), corresponding to Model I, (24), and
Model II, (25), respectively were obtained for initial condition V (X ,0) = δ (X) and no ex-
ternal current. It follows from the linearity of the fractional cable equations that general so-
lutions for non-zero external current densities and general initial condition V (X ,0) = V0(X)
can be obtained from the Green’s solutions. Explicitly, the general solutions for (24) and
(25) can be expressed as,
VI(X ,T ) =
∫
∞
−∞
VI(X ′,0)GI(X −X ′,T ′)dX ′
+µ2κ
∫
∞
−∞
∫ T
0
GI(X −X ′,T −T ′)T ′κ−1 [ierm] (X ′,T ′)dT ′ dX ′, (49)
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and
VII(X ,T ) =
∫
∞
−∞
VII(X ′,0)GII(X −X ′,T ′)dX ′
+µ2
∫
∞
−∞
∫ T
0
GII(X −X ′,T −T ′) ∂
1−κ
∂ T ′1−κ [ierm] (X
′,T ′)dT ′ dX ′, (50)
respectively, where the subscripts I and II are used to label the different models. The general
solution for Model I can also be obtained from
VI(X ,T) = e−µ
2T κ W (X ,S) (51)
where
W (X ,S) =
∫
∞
−∞
W (X ′,0)G∗(X −X ′,S)dX ′
+µ2θ
∫
∞
−∞
∫ S
0
G∗(X −X ′,S−S′)S′θ−1eµ2S′θ [ierm] (X ′,S′
1
γ )dT ′ dS′, (52)
G∗(X ,S) is the Green’s solution, (32), for the standard diffusion equation, and θ = κ/γ .
In theoretical studies of the standard linear cable equation, common inputs that have
been considered include [49]; a spike function δ (X − X0)δ (T), a step function δ (X −
X0) (1−H(T − τ)), and an alpha function δ (X −X0)Te−αT . Here we consider similar in-
puts for the fractional linear cable equations, (24) and (25), by first defining an input func-
tion f (T) with one of the functional forms (spike, step or alpha function) and then defining
associated external current densities ie in one of two ways;
f (X ,T) = ierm (53)
or
f (X ,T) = D∗(κ ,T) (ierm) (54)
where
D
∗(κ ,T) = κT κ−1 Model I
and
D
∗(κ ,T) =
∂ 1−κ
∂ T 1−κ Model II
In the following we describe results for an instantanenous input with external current defined
by (54) and for an alpha function input with external current defined by (53).
4.1 Instantaneous Input
In the case of an input instantaneous input
f (X ,T) = δ (X −X0)δ (T) (55)
with zero initial condition, V (X ,0) = 0, and external current defined by (54) the solutions
reduce to V (X ,T) = GI(X −X0,T) (Model I) and V (X ,T ) = GII(X − X0,T ) (Model II).
These solutions are equivalent to solutions of the linear fractional cable equations with zero
external current, ie = 0, and with initial condition V (X ,0) = δ (X −X0). In a recent letter
[16] we considered these solutions for γ = κ with X0 = 1 and found that the peak potential
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arrives at the soma X = 0 earlier with decreasing γ and the potential is maintained at elevated
levels for longer times with decreasing γ . In Fig. 5 we show plots of V (X ,0) for the same
initial conditions but a wider range of γ and κ including cases with γ 6= κ . If κ = 1 then the
peak arrives at the soma earlier with decreasing γ but if γ = 1 the peak arrives at the soma
later with decreasing κ . These features are broadly similar in both models.
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Fig. 5 Plots of V(0,T ) in response to an instantaneous unit input at X = 1. (a) Model I κ = 1.0, (b) Model I
γ = 1.0 (c) Model II κ = 1.0 (d) Model II γ = 1.0 The parameter µ = 1 in each case.
4.2 Alpha Function Input
We now consider alpha function inputs
f (T) = δ (X −X0)βTe−αT (56)
with zero initial condition, V (X ,0) = 0, and with ie defined by (53). In this case the input is
modulated by the fractional temporal operators in (49) and (50).
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4.2.1 Alpha Function Input – Model I
We first substitute the alpha function input, (56), with external current density, (53) into (52)
with W (X ′,0) = 0 to obtain
W (X ,S) = βθ µ2
S∫
0
G∗(X −X0,S−S′) S
1
γ +θ−1eµ
2S′θ e−αS
′ 1γ dS′. (57)
To evaluate the integral, we expand the exponential term eµ2S′θ as a Taylor series in S′ and
take a Fourier transform of G∗(X −X0,S−S′) with respect to X . This yields
˜W (q,S) = e−iqX0 βθ µ2
∞
∑
k=0
µ2k
k!
S∫
0
e−q
2(S−S′) z
1
γ +θ(k+1)−1e−αS
′ 1γ dS′. (58)
The remaining exponential terms can be represented as Fox functions
e−αS
′ 1γ
= H1,00,1
[
αS′
1
γ
∣∣∣∣ −(0,1)
]
, (59)
e−q
2(S−S′) = H1,00,1
[
q2
(
S−S′)∣∣∣∣ −(0,1)
]
, (60)
and the resulting integral can be simplified using the Fox function convolution identity
(171). This results in
˜W (q,S) = e−iqX0 βθ µ2S 1γ +θ
∞
∑
k=0
(
µ2Sθ
)k
k!
∞
∑
r=0
(
−αs 1γ
)r
r! Γ
(
1+ r
γ +θ (1+ k)
)
H1,11,2
[
q2S
∣∣∣∣∣ (0,1)(0,1) (− 1+rγ −θ (1+ k) ,1)
]
. (61)
After taking the inverse Fourier Transform we now arrive at
W (X ,S) = βθ µ
2S
1
γ +θ
√
4piS
∞
∑
k=0
(
µ2Sθ
)k
k!
∞
∑
r=0
(
−αS 1γ
)r
r! Γ
(
1+ r
γ +θ (1+ k)
)
H1,11,2
[
(X −X0)2
4u
∣∣∣∣∣
(
1
2 +
r+1
γ +θ (k +1) ,1
)
(0,1)
( 1
2 ,1
) ] (62)
and the final solution that follows from (51) is
V (X ,T ) =
κµ2βT 1+κ e−µ2Tκ
γ
√
4piT γ
∞
∑
k=0
(
µ2T κ
)k
k!
∞
∑
r=0
(−αT)r
r! Γ
(
1+ r +κ (k +1)
γ
)
H2,01,2
[
(X −X0)2
4T γ
∣∣∣∣∣
(
1
2 +
1+r+κ(k+1)
γ ,1
)
(0,1)
( 1
2 ,1
) ] . (63)
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In the case of standard diffusion and standard current (γ = κ = 1) this solution reduces to
V (X ,T ) =
µ2βe−αT√
4pi
[T I1 (X −X0,T )− I2 (X −X0,T)] (64)
where for ρ > 0
I1(X ,T ) =
√
pi
2ρ
e−ρ |X |erfc
√X2
4T
−ρ
√
T
− eρ |X |erfc
√X2
4T
+ρ
√
T
 , (65)
I2(X ,T) =−
√
T
ρ2 e
− X24T −ρ2T +
√
pi
4ρ3
(ρ |X |+1)e−ρ |X |erfc
√X2
4T
−ρ
√
T

+ (ρ |X |−1)eρ |X |erfc
√X2
4T
+ρ
√
T
 , (66)
and for ρ = 0
I1(X ,T ) = 2
√
T e−
X2
4T −|X |√pierfc
√X2
4T
 , (67)
I2(X ,T ) =
2
3T
3/2e−
X2
4T − X
2
3
√
T e−
X2
4T +
|X |3√pi
6 erfc
√X2
4T
 , (68)
where ρ =
√
µ2−α .
4.2.2 Alpha Function Input – Model II
We now consider the potential, (49), in response to the alpha function input, (56), with ex-
ternal current density defined by, (53), and with initial potential V (X ′,0) = 0. The resulting
potential is given by
V (X ,T ) = µ2β
T∫
0
G(X −X0,T −T ′) ∂
1−κ
∂ T ′ 1−κ
(
T
′
e−αT
′)
dT ′ (69)
where G(X ,T) is the Greens solution in (46). The fractional integral can readily be evaluated
to yield
V (X ,T ) = µ2β
T∫
0
G(X −X0,T ′)
(
T −T ′
)κ
E(1)1,κ
(
−α(T −T ′)
)
dT ′ . (70)
where
E(1)1,κ
(
−α(T −T ′)
)
=
∞
∑
j=0
j +1
Γ ( j +1+κ)
(
−α(T −T ′)
) j
(71)
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is the Mittag-Leffler function [27]. The potential can thus be written as
V (X ,T ) = µ2β
∞
∑
j=0
( j +1)(−α) j
Γ ( j +1+κ)
T∫
0
G(X −X0,T ′)(
T −T ′)1−(κ+ j+1) dT ′ (72)
= µ2β
∞
∑
j=0
( j +1)(−α) j ∂
−(κ+1+ j)
∂ T−(κ+1+ j) G(X −X0,T). (73)
The fractional integral of the Green’s solution can be evaluated and simplified using the
identities (166) and (168) to yield
V (X ,T ) =
µ2βT 1+κ√
4piT γ
∞
∑
k=0
(−µ2T κ)k
k!
∞
∑
j=0
( j +1)(−αT) j
H2,01,2
[
(X −X0)2
4T γ
∣∣∣∣ (2− γ2 +κ (k +1)+ j,γ)(0,1) ( 12 + k,1)
]
. (74)
In the case of standard diffusion and standard current (γ = κ = 1) the solutions represented
in (64)–(68) are recovered.
Figure 6 shows the temporal behaviour of the potential at the origin for Model I (left)
and Model II (right) in response to an alpha function input at X0 = 1 with equal exponents
γ = κ . Other parameters, α ,β ,µ have been set to unity in these plots. In each of the models
the peak height increases as the exponent γ increases. The arrival of the peak at the soma is
earlier with increasing γ in Model I but earlier with decreasing γ in Model II.
5 Semi-Infinite Domain Solutions
In this section we consider solutions of the fractional cable equations on semi-infinite do-
mains X ≥ 0 with initial condition V (X ,0) = δ (X−Y ) and with prescribed boundary condi-
tions at X = 0. This solution represents the response to an instantaneous unit input at X = Y
with Green’s functions corresponding to Y = 0. Solutions for other input functions could
be obtained using these Green’s functions as described for infinite cables in the preceding
section. The main purpose of introducing the semi-infinite cable here is to describe solution
methods for more realistic boundary conditions. Three different boundary conditions are
considered:
(i) Voltage clamped
V (0,T ) = V0 (75)
(ii) Constant fractional axial current
−D⋆(γ)D⋆(γ,T)∂V∂ X = V
′
0 (76)
(iii) Constant standard axial current
− 1
D⋆(γ)
∂V
∂ X = V
′
0 (77)
where V ′0 is a constant and
D⋆(γ) =
√
τ γ−1m D(γ). (78)
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Fig. 6 Voltage at the soma X = 0 in response to alpha function input at X0 = 1 for: (a) γ = κ =
0.1,0.2,0.3, . . . 1.0. (b) κ = 1.0. (c) γ = 1.0. The results for Model I are shown at left and results for Model
II are shown at right. The arrows indicate plots with increasing γ or increasing κ .
To simplify the algebra in the following we consider solutions with D⋆(γ) = 1. Killed end
boundary conditions and sealed end boundary conditions can be obtained as special cases
with V0 = 0 and V ′0 = 0 respectively.
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5.1 Semi-Infinite Domain – Model I
As in section 3.1 we consider the change of variables from V (X ,T ) to W (X ,S) defined by
(29), (30) and we proceed to find the solution using Laplace transform methods with respect
to the variable S. The Laplace transform of the resulting diffusion equation for W (X ,S)
yields
∂ 2Ŵ
∂ X2 −λ
2(s)Ŵ =−δ (X −Y ) (79)
with algebraic solution
Ŵ = A(s)eλ (s)X +B(s)e−λ (s)X − 1λ (s)
{
0, X < Y
sinh [λ (s) (X −Y )], X ≥ Y (80)
where A and B are arbitrary constants and λ (s) =√s. To ensure the solution is bounded as
X → ∞ we require
A(s) =
1
λ (s)
e−λ (s)Y
2
. (81)
(80) can then be written as
Ŵ (X ,s) =
1
2λ (s)e
−λ (s)|X−Y |+B(s)e−λ (s)X . (82)
The value of B(s) can now be determined from the boundary condition at X = 0 using
one of the following equations,
B(s) = Ŵ (0,s)− 1
2λ (s)e
−λ (s)|Y |,
B(s) =− 1λ (s)
∂Ŵ
∂ X
∣∣∣∣∣
X=0
+
1
2λ (s)e
−λ (s)|Y |.
Here we consider the three boundary conditions for V (X ,T ) described in equations (75) –
(77) which yield the corresponding boundary conditions for W (X ,S)
(i) Voltage clamped
W (0,S) = Voeµ
2Sθ = W1(S) (83)
(ii) Constant fractional axial current
∂W
∂ X (0,S) =−
V ′o
γS1−1/γ
eµ
2Sθ =−W2(S) (84)
(iii) Constant standard axial current
∂W
∂ X (0,S) =−
V ′o
eµ2Sθ
=−W3(S) (85)
where θ = κγ .
Using the Laplace transforms of the boundary conditions, (83)–(85) as above we obtain:
(i)
Ŵ (X ,s) = Ŵ1(s)e−λ (s)X +
1
2λ (s)e
−λ (s)|X−Y |− 1
2λ (s)e
−λ (s)(X+Y), (86)
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(ii)
Ŵ (X ,s) =
Ŵ2(s)
λ (s) e
−λ (s)X +
1
2λ (s)e
−λ (s)|X−Y |+
1
2λ (s)e
−λ (s)(X+Y), (87)
(iii)
Ŵ (X ,s) =
Ŵ3(s)
λ (s) e
−λ (s)X +
1
2λ (s)e
−λ (s)|X−Y |+
1
2λ (s)e
−λ (s)(X+Y). (88)
Note in each case the last two terms are simply the Laplace transform of the infinite do-
main solution of the diffusion equation (31) with initial conditions W (X ,0) = δ (X−Y ) and
W (X ,0) = δ (X +Y ) respectively, and so it only remains to find the inverse Laplace trans-
form of the first term. In each case this yields a convolution integral that can be expressed
as a series expansion in terms of Fox H functions.
Case (i)
The first term in (86),
φ̂1(s) = Ŵ1(s)e−λ (s)X , (89)
can be inverted using the Laplace convolution formula
L
−1
{
f̂ (s)ĝ(s)
}
=
∫ S
0
f (S− z)g(z)dz (90)
together with (83) and the result,
L
{
X√
4piS3
e−
X2
4S
}
(s) = e−λ (s)X .
This yields
φ1(S) = V0X√4pi
S∫
0
z−3/2eµ
2(S−z)θ e−
X2
4z dz. (91)
The above convolution integral can be evaluated as a series expansion in terms of H func-
tions. To see this we expand the first exponential on the right hand side of (91) as a Taylor
series giving
φ1(S) = V0X√4pi
∞
∑
k=0
(
µ2
)k
k!
S∫
0
z−3/2e−
X2
4z
(S− z)1−(1+θk) dz (92)
and then we identify the integral as a fractional integral, i.e.,
φ1(S) = V0X√4pi
∞
∑
k=0
(
µ2
)k
k! Γ (1+θk)
∂−1−θk
∂ S−1−θk
{
S−3/2e−
X2
4S
}
. (93)
The fractional integrals can be evaluated in terms of Fox functions [46] to yield
φ1(S) = V0X√4piS
∞
∑
k=0
(
µ2Sθ
)k
k! Γ (θk +1)H
2,0
1,2
[
X2
4S
∣∣∣∣ ( 12 +θk,1)(− 12 ,1) (0,1)
]
. (94)
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We obtain the final solution of the fractional cable equation, (24), for this case by com-
bining (29), (30), (86), (89) and (94). The result is
V (X ,T ) =
VoX e−µ
2T κ
√
4piT γ
∞
∑
k=0
(
µ2T κ
)k
k! Γ
(
κ
γ k +1
)
H2,01,2
[
X2
4T γ
∣∣∣∣∣
(
1
2 +
κ
γ k,1
)(− 12 ,1) (0,1)
]
+
1√
4piT γ
e
− (X−Y)24Tγ −µ2Tκ − 1√
4piT γ
e
− (X+Y)24Tγ −µ2T κ (95)
which can be re-written, using (167) with σ = 1/2, as follows
V (X ,T ) =
Vo e−µ
2T κ
√
pi
∞
∑
k=0
(
µ2T κ
)k
k! Γ
(
κ
γ k +1
)
H2,01,2
[
X2
4T γ
∣∣∣∣∣
(
1+ κγ k,1
)
(0,1)
( 1
2 ,1
) ]
+
1√
4piT γ
e
− (X−Y)24Tγ −µ
2T κ − 1√
4piT γ
e
− (X+Y)24Tγ −µ
2Tκ . (96)
In the case of standard diffusion γ = κ = 1 this solution reduces to
V (X ,T ) =
Vo
2
[
e−µX Erfc
(√
X2
4T
−µ
√
T
)
+ eµX Erfc
(√
X2
4T
+ µ
√
T
)]
+
1√
4piT
e−
(X−Y)2
4T −µ2T − 1√
4piT
e−
(X+Y)2
4T −µ2T . (97)
In Fig 7 we show plots of the solution, (95), for various values of γ and κ with V0 = 1 and
V (X ,0) = δ (X −1) (i.e., Y = 1). Note that when the axial diffusion is standard, γ = 1, the
peak takes longer to decay than when the axial diffusion is anomalous, γ = 0.5. In these
semi-infinite cable solutions the derivative is continuous in all cases.
Case (ii)
The first term in (87),
φ̂2(s) = Ŵ2(s)e−λ (s)X , (98)
can be inverted using the Laplace convolution formula, (90), together with (84) and the
result,
L
{
1√
4piS
e−
X2
4S
}
(s) =
1
2λ (s)e
−λ (s)X .
This yields
φ2(S) = 2V
′
o
γ
√
4pi
S∫
0
(S− z) 1γ −1 eµ2(S−z)θ z−1/2e− X
2
4z dz. (99)
Proceeding as above we can write this as a series expansion in terms of H functions,
φ2(S) = 2V
′
oS1/γ
γ
√
4piS
∞
∑
k=0
(
µ2Sθ
)k
k!
Γ
(
θk + 1γ
)
H2,01,2
[
X2
4u
∣∣∣∣∣
(
1
2 +
1
γ +θk,1
)
(0,1)
( 1
2 ,1
) ] . (100)
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Fig. 7 Plot of (95) with V (X ,0) = δ (X−1) and the fixed boundary condition V0 = 1 at times T = 0.1, 0.25,
and 0.5 for (a) γ = 1.0, κ = 1.0, (b) γ = 0.5, κ = 1.0, (c) γ = 1.0, κ = 0.5, and (d) γ = 0.5, κ = 0.5. Time
increases in the direction of the arrow.
The solution of the fractional cable equation, (24), that now follows from (29), (30),
(87), (98), (100) in this case is given by
V (X ,T ) =
2V ′oT e−µ
2T κ
γ
√
4piT γ
∞
∑
k=0
(
µ2T κ
)k
k! Γ
(
κ
γ k +
1
γ
)
H2,01,2
[
x2
4T γ
∣∣∣∣∣
(
1
2 +
1
γ +
κ
γ k,1
)
(0,1)
( 1
2 ,1
) ]
+
1√
4piT γ
e
− (X−Y)24Tγ −µ2T κ +
1√
4piT γ
e
− (X+Y)24Tγ −µ2T κ . (101)
Plots of the solution, (101), for various values of γ and κ and with V ′0 = 1 and Y = 1 are
shown in Fig. 8. Note again that the peak at X = 1 decays more slowly in time T when the
axial diffusion is standard, γ = 1, then when it is anomalous, γ = 0.5.
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Fig. 8 Plot of the solution, (101), with initial condition V (X ,0) = δ (X − 1), and a constant fractional axial
current boundary condition with V ′0 = 1, at times T = 0.1, 0.25, and 0.5 and for (a) γ = 1.0, κ = 1.0, (b)
γ = 0.5, κ = 1.0, (c) γ = 1.0, κ = 0.5, and (d) γ = 0.5, κ = 0.5. Time increases in the direction of the arrow.
Case (iii)
The inverse Laplace transform of (88) can be found in a similar fashion to the above cases
and the solution to the fractional cable equation, (24), in this case is
V (X ,T ) =
2V ′oT γ e−µ
2T κ
√
4piT γ
∞
∑
k=0
(
µ2T κ
)k
k! Γ
(
κ
γ k +1
)
H2,01,2
[
x2
4T γ
∣∣∣∣∣
(
3
2 +
κ
γ k,1
)
(0,1)
( 1
2 ,1
) ]
+
1√
4piT γ
e
− (X−Y)24Tγ −µ
2T κ +
1√
4piT γ
e
− (X+Y)24Tγ −µ
2T κ . (102)
The above solution, (102), for a constant standard axial current boundary condition is very
similar to the solution, (101), for a constant fractional axial current boundary condition. The
similar behaviours can be seen by comparing the plots in Fig.(8) with those in Fig.(9).
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Fig. 9 Plot of the solution, (102), with initial condition V (X ,0) = δ (X − 1), and a constant standard axial
current boundary condition with V ′0 = 1, at times T = 0.1, 0.25, and 0.5 and for (a) γ = 1.0, κ = 1.0, (b)
γ = 0.5, κ = 1.0, (c) γ = 1.0, κ = 0.5, and (d) γ = 0.5, κ = 0.5. Time increases in the direction of the arrow.
In the case of standard diffusion, γ = κ = 1, the solution in Case (ii), (101), and the
solution in Case (iii), (102), both reduce to
V (X ,T ) =
V ′o
2µ
[
e−µ Erfc
(√
X2
4T
−µ
√
T
)
− eµX Erfc
(√
X2
4T
+ µ
√
T
)]
+
1√
4piT
e−
(X−Y)2
4T −µ2T +
1√
4piT
e−
(X+Y)2
4T −µ2T . (103)
5.2 Semi-Infinite Domain – Model II
The solution of the fractional cable equation, (25), on a semi-infinite domain can also be
found using Laplace transform methods (with respect to the time variable T ). The Laplace
transform of the fractional cable equation, (25), yields
∂ 2V̂
∂ X2 −λ
2(s)V̂ =−sγ−1δ (X −Y ) (104)
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where
λ (s) =
√
sγ + µ2sγ−κ
and V̂ is the Laplace transform of V . The general solution of this equation is
V̂ = A(s)eλ (s)X +B(s)e−λ (s)X − s
γ−1
λ (s)
{
0, X < Y
sinh [λ (s) (X −Y )], X ≥ Y (105)
where A and B are arbitrary constants. To ensure the solution is bounded as X → ∞ we
require
A(s) =
sγ−1
λ (s)
e−λ (s)Y
2
. (106)
(105) can then be written as
V̂ (X ,s) =
sγ−1
2λ (s)e
−λ (s)|X−Y |+B(s)e−λ (s)X . (107)
The value of B(s) is determined from the boundary conditions on V (X ,T) at X = 0. Us-
ing the Laplace transform of the boundary conditions in (75)–(77) we obtain the respective
solutions in Laplace space:
(i)
V̂ (X ,s) =
Vo
s
e−λ (s)X +
sγ−1
2λ (s)e
−λ (s)|X−Y |− s
γ−1
2λ (s)e
−λ (s)(X+Y), (108)
(ii)
V̂ (X ,s) =
2V ′o
s
sγ−1
2λ (s)e
−λ (s)X +
sγ−1
2λ (s)e
−λ (s)|X−Y |+
sγ−1
2λ (s)e
−λ (s)(X+Y), (109)
(iii)
V̂ (X ,s) =
2V ′o
sγ
sγ−1
2λ (s)e
−λ (s)X +
sγ−1
2λ (s)e
−λ (s)|X−Y |+
sγ−1
2λ (s)e
−λ (s)(X+Y). (110)
Note in each case the last two terms are the Laplace transform of G(X −Y,T ) and G(X +
Y,T) respectively where G(X ,T ) is the infinite domain solution in (46) and thus it remains
to find the inverse transform of the first term which we do on a case by case basis below.
Case (i)
In order to invert the term
φ̂1(s) = Vo
s
e−λ (s)X =
Vo
s
e−Xs
γ
2
√
1+µ2s−κ (111)
we first consider the related function
g(z) = e−ρ
√
z = H1,00,1
[
ρz 12
∣∣∣∣ −(0,1)
]
(112)
where ρ and z are defined in (37) and (38). The function g(z) can be written as a series
expansion in Fox functions as follows
g(z) =
∞
∑
k=0
g(k)(1)
(z−1)k
k! =
1√
pi
∞
∑
k=0
(−1)k (z−1)
k
k! H
2,0
0,2
[ρ2
4
∣∣∣∣ −( 1
2 ,1
)
(k,1)
]
. (113)
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Thus we have
φ̂1(s) = V0√
pi
∞
∑
k=0
(−µ2)k
k! s
−kκ−1H2,00,2
[
x2sγ
4
∣∣∣∣ −( 1
2 ,1
)
(k,1)
]
. (114)
which can also be written, using the reduction formula given in (168) with d = 1+κk and
∆ = γ , as
φ̂1(s) = V0√
pi
∞
∑
k=0
(−µ2)k
k! s
−kκ−1H3,01,3
[
x2sγ
4
∣∣∣∣ (1+κk,γ)(1+κk,γ) ( 12 ,1) (k,1)
]
. (115)
We can now identify each term of (115) as a Laplace transform of a Fox function using
(169) with ω = kκ , σ = γ , and z = x2/4 so that we obtain
φ1(T) = Vo√
pi
∞
∑
k=0
(−µ2T κ)k
k! H
2,0
1,2
[
x2
4T γ
∣∣∣∣ (1+κk,γ)( 1
2 ,1
)
(k,1)
]
. (116)
The solution of the fractional cable equation, (25), that now follows from .(108), (111),
(37), (38), (116) in this case is given by
V (X ,T ) =
Vo√
pi
∞
∑
k=0
(−µ2T κ)k
k! H
2,0
1,2
[
X2
4T γ
∣∣∣∣ (1+κk,γ)( 1
2 ,1
)
(k,1)
]
+G(X −Y,T )−G(X +Y,T)
(117)
with G(X ,T ) given by (46). In the case of standard diffusion this solution reduces to the
result in (97).
In Fig 10 we show the plot of the solution, (117), for different values of γ and κ with V0 =
1 and V (X ,0) = δ (X −1). Note that when γ = 1 (first column) the derivative is continuous
at X = 1 in contrast to when γ = 0.5 (second column).
Case (ii)
In (109) the first term
φ̂2(s) = 2V
′
o
s
sγ−1
2λ (s)e
−λ (s)x (118)
can be inverted by noting the relation, in Laplace space, with an integral of the infinite
domain solution given in (46). The Laplace transform of the infinite domain solution is
L {G(X ,T )}(s) = s
γ−1
2λ (s)e
−λ (s)X (119)
so that we can write
φ̂2(s) = 2V ′oL

T∫
0
G
(
X , t
′)dt ′
(s) (120)
which upon inverting gives
φ2(T) = 2V ′o
T∫
0
G
(
X , t
′)dt ′ . (121)
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Fig. 10 Plot of the potential in the semi-infinite cable, Model II, with initial condition V (X ,0) = δ (X − 1)
and the fixed value boundary condition V0 = 1. The solution is shown at T = 0.1, 0.25, and 0.5 for the case
of (a) γ = 1.0,κ = 1, (b) γ = 0.5,κ = 1.0, (c) γ = 1.0,κ = 0.5, and (d) γ = 0.5,κ = 0.5. Time increases in
the direction of the arrow.
The above expression can be evaluated as a series expansion in Fox functions by using
(46) and (164) with β =−γ , α =−γ/2+κn and ν =−1. The corresponding semi-infinite
solution of the fractional cable equation in this case is now
V (X ,T ) =
2V ′oT√
4piT γ
∞
∑
k=0
(−µ2tκ)k
k! H
2,0
1,2
[
X2
4T γ
∣∣∣∣ (2− γ2 +κk,γ)(0,1) ( 12 + k,1)
]
+G(X −Y,T)+G(X +Y,T ). (122)
This solution is plotted in Fig 11 for different values of γ and κ with V ′0 = 1 and V (X ,0) =
δ (X −1). Note when γ = 1 (first column) the derivative is again continuous in contrast to
the cases with anomalous subdiffusion (γ = 0.5 in the second column).
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Case (iii)
In (109) the first term
φ̂3(s) = 2V
′
o
sγ
sγ−1
2λ (s)e
−λ (s)x (123)
can be identified as a fractional integral of the infinite domain solution in Laplace space, i.e.,
φ̂3(s) = 2V ′oL
{ ∂−γ
∂ T−γ G(X ,T )
}
(s) . (124)
This can now be inverted to obtain
φ3(T ) = 2V ′o
∂−γ
∂ T−γ G(X ,T ) , (125)
and the resulting expression can be evaluated as a series expansion in Fox functions by using
(46) and (164) with β =−γ , α =−γ/2+κn and ν =−γ .
The semi-inifinite domain solution in this case is given by
V (X ,T ) =
2V ′oT γ√
4piT γ
∞
∑
k=0
(−µ2T κ)k
k! H
2,0
1,2
[
X2
4T γ
∣∣∣∣ (1+ γ2 +κk,γ)(0,1) ( 12 + k,1)
]
+G(X −Y,T)+G(X +Y,T),
(126)
with G(X ,T ) given in (46). This solution is plotted in Fig.12 for different values of γ and κ
with V ′o = 1 and V (X ,0) = δ (X −1).
In the case of standard diffusion, the two solutions, (122) and (126), both reduce to
(103).
Overall the semi-infinite domain solutions with pulse initial conditions V (X ,0) = δ (X−
1) are broadly similar to the case where diffusion is standard along the axial direction of the
cable. In both Model I and Model II, with different values of κ and different boundary
conditions at X = 0, the initial pulse at X = 1 decays and the long time plot of V (X ,T ) is
approximately exponential. When the diffusion is anomalous along the axial direction of the
cable the initial pulse decays faster in Model I whereas in Model II the initial decay is fast
but the long time decay is slow and the pulse at X = 1 is non-differentiable at subsequent
times.
6 Action Potential Firing Rates
Firing rates can be deduced from the fractional cable equations by using a simple passive
leaky integrate-and-fire model [7] based on solutions with ∂
2V
∂ X2 = 0 for a homogenous mem-
brane patch, and with a constant externally applied current density ie.
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Fig. 11 Plot of the potential in the semi-infinite cable, Model II, with initial condition V (X ,0) = δ (X − 1)
and a constant fractional axial current boundary condition with V ′0 = 1. The solution is shown at T = 0.1, 0.25,
and 0.5 for the case of (a) γ = 1.0,κ = 1, (b) γ = 0.5,κ = 1.0, (c) γ = 1.0,κ = 0.5, and (d) γ = 0.5,κ = 0.5.
Time increases in the direction of the arrow.
6.1 Firing Rates – Model I
Starting with the dimensionless fractional cable equation, (24), and setting ∂
2V
∂ X2 = 0 we
have
∂V
∂ T =−µ
2κT κ−1 (V − ierm) , (127)
with solution
V (T) = ierm +(V0− ierm)e−µ2T κ . (128)
The time for the potential to increase from an initial reset value, V0 = Vreset , to a threshold
value for firing, V (Tf ) = Vth, can readily be obtained by solving (128) for Tf . The result is
Tf =
(
1
µ2 ln
(
1
ρ
)) 1
κ
(129)
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Fig. 12 Plot of the potential in the semi-infinite cable, Model II, with initial condition V (X ,0) = δ (X−1) and
and a constant standard axial current boundary condition with V ′0 = 1. The solution is shown at T = 0.1, 0.25,
and 0.5 for the case of (a) γ = 1.0,κ = 1, (b) γ = 0.5,κ = 1.0, (c) γ = 1.0,κ = 0.5, and (d) γ = 0.5,κ = 0.5.
Time increases in the direction of the arrow.
where
ρ = Vth− ierm
Vreset − ierm . (130)
The firing rate τ is the reciprocal of the firing time,
τI =
(
1
µ2 ln
(
1
ρ
))− 1κ
. (131)
Positive solutions for the firing rate can only be obtained if 0 < ρ ≤ 1. This defines the
same cut-off rheobase current ie > Vth/rm as the standard leaky integrate and fire model.
However the firing rate, (131) in the fractional integrate and fire model is affected by the
fractional scaling exponent κ through the dependence on µ , (28). If ρ < e−µ2 the firing rate
is a monotonic increasing function of κ whereas if ρ > e−µ2 it is a monotonic decreasing
function. In the special case where ρ = e−µ2 the firing rate is constant with respect κ . The
firing rate, (131) is plotted in Fig 13 as a function of κ for different values of ρ .
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Fig. 13 Plots of the firing rate, τ , as a function of the exponent κ in the case of Model I for parameters
ρ = 0.3 (red lower), ρ = e−1 (blue middle) and ρ = 0.4 (black upper). Here we have set µ = 1.
6.2 Firing Rates – Model II
Starting with the dimensionless fractional cable equation for Model II, (25), and setting
∂ 2V
∂ X2 = 0 we have
∂V
∂ T =−µ
2 ∂ 1−κ
∂ T 1−κ (V − ierm) . (132)
This equation has solution
V (T ) = ierm +(V0− ierm)Eκ
(−µ2T κ) (133)
where V0 is the initial potential and Eκ (z) is the Mittag-Leffler function, [27], which behaves
like a stretched exponential
Eκ
(−µ2T κ)∼ exp(− µ2T κ
Γ (1+κ)
)
(134)
for small times and decays to zero like an inverse power law for long times [24]. It follows
that the solution reaches a steady state given by V = ierm. Incorporating the results from
(133) and (134) in a simple passive leaky integrate-and-fire model [7] now yields the firing
rate
τII ∼
[
Γ (1+κ)
µ2 ln
(
1
ρ
)]− 1κ
. (135)
with ρ defined in (130). Again this model predicts the same cut-off rheobase current as the
standard leaky integrate and fire model. However the firing rate, (135), in the fractional
leaky integrate and fire model is affected by the scaling exponent κ as follows: For a fixed
value of ρ ≫ 0.5 the firing rate increases with decreasing κ whereas for ρ ≪ 0.5 the firing
rate decreases with decreasing κ . There is little variation in the firing rate with κ in the
intermediate regime ρ ≈ 0.5.
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7 Calibration and Validation
An experimental measurement of voltage attenuation is provided by the ratio of the peak
potential at the soma to the peak potential at different points along the dendrite in response
to an alpha function input along the dendrite [11]. Standard cable theory predicts exponential
steady state voltage attenuation. In Figure 14 (Model I) and Figure 15 (Model II), we show
log-linear plots of the ratio
ρ∗(X) = maxT [Vsoma(T )]
maxT [V (X ,T )]
(136)
for various input positions X0 along the dendrite, and for different values of γ and κ . The
peak potentials used to calculate ρ∗ were obtained from (63) (Model I) and (74) (Model II).
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Fig. 14 Log-linear plot of ρ∗ versus X for Model I (24), with an alpha function input and parameters (a)
γ = 1.0,κ = 1.0, (b) γ = 0.5,κ = 1.0 (c) γ = 1.0,κ = 0.5 (d) γ = 0.5,κ = 0.5 The other parameters are
α = µ = β = 1. The straight line of best fit is also shown.
For each set of parameters the voltage attenuation can be well approximated by an ex-
ponential fit, however the slopes estimated from the log-linear plots differ for the different
parameters sets and the different models (see Table 1).
It follows that exponential voltage attenuation is not a discriminating feature of standard
cable theory and cable properties cannot be inferred from such experiments without addi-
tional information. A further difficulty in making comparisons with experiments is that the
results shown are in dimensionless variables. In particular, the input position, X0, is in terms
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Fig. 15 Log-linear plot of ρ∗ versus X for Model II (25), with an alpha function input and parameters (a)
γ = 1.0,κ = 1.0, (b) γ = 0.5,κ = 1.0 (c) γ = 1.0,κ = 0.5 (d) γ = 0.5,κ = 0.5 The other parameters are
α = µ = β = 1. The straight line of best fit is also shown.
Table 1 Slopes of straight lines of best fit in log-linear plots of ρ∗(X) versus X for different values of the
fractional exponents γ and κ .
Parameters Slope
Model I Model II
γ = 1.0,κ = 1.0 -1.066 -1.066
γ = 0.5,κ = 1.0 -1.822 -1.320
γ = 0.5,κ = 0.5 -1.144 -1.272
γ = 1.0,κ = 0.5 -0.701 -0.968
of the dimensionless space variable, (27), which is itself a function of γ,rm,cm,rL,d. Addi-
tional information could be obtained from patch clamp recordings in response to prescribed
current inputs. For example in the case of a constant current input, the parameters rm,µ,κ
could be obtained from fits based on (128) and (133) Assuming standard values for cm and
assuming that γ = κ in steady state, estimates of rL(γ) could then be obtained from voltage
attenuation measurements using simultaneous patch-pipette recordings [47] from the soma
and the apical dendrite of a pyramidal tree.
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8 Discussion
The fractional cable equations described in this paper could be used to model electrical sig-
nalling properties of nerve cells with anomalous electrodiffusion due to trapping or macro-
molecular crowding. Important examples where this could find application include (i) spiny
dendrites, in which the trapping and release of molecules by spines results in anomalous dif-
fusion on mesoscopic time scales along the axial direction of nerve cells and (ii) dendrites
with intracellular plaques where macromolecular crowding effects result in anomalous dif-
fusion. The results in this paper show how the scaling exponents of the anomalous diffusion
impact on the electrotonic properties of dendrites and on action potential firing rates. How-
ever the results in this paper are just a first step. In order to make detailed comparisons with
real nerve cells it will be necessary to extend the fractional cable results to finite domains
and to compartment models. Work on this is in progress.
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A Equal Exponents
In this appendix we explore the relationships between solutions of the fractional cable equations, (24) and
(25), for equal values of the scaling exponents, γ = κ , and solutions of the standard cable equation
∂V
∂T =
∂ 2V
∂X2 −V. (137)
For comparison purposes we denote the solutions of the standard cable equation by V (X ,T ), the solutions of
Model I by VI(X ,T ) and the solutions of Model II by VII(X ,T ). The fundamental solution of the standard
cable equation is
G(X ,T ) = 1√
4piT
e−
X2
4T −T . (138)
To simplify the algebra we have set µ = 1 in the following.
A.1 Model I
The solutions of the fractional cable equation, Model I, with equal exponents are identical to the solutions of
the standard cable equations except that they occur on a slower time scale, T γ . To see this we observe that the
fractional cable equation
∂VI
∂T = γT
γ−1 ∂ 2VI
∂X2 −µ
2γT γ−1VI, (139)
can be simplified by introducing the change of variables
S = T γ (140)
with
U(X ,S) = VI(X ,T ). (141)
The equation for U(X ,S) is the standard cable equation and thus
VI(X ,T ) = V (X ,T γ). (142)
In particular the fundamental solution is
GI(X ,T ) =
1√
4piT γ
e
− X24Tγ −T
γ
. (143)
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A.2 Model II
The solutions of the fractional cable equation, Model II, with equal exponents are time subordinated to the
solutions of the standard cable equations. Explicitly it can be shown that
VII(X ,T ) =
∫
∞
0
V (X ,τ)φ(τ ,T )dτ (144)
where φ(τ ,T ) is a Levy stable subordinator with Laplace transform
ˆφ(τ ,s) =
∫
∞
0
φ(τ ,T )e−sT dT. (145)
= sγ−1e−τs
γ (146)
The variable τ defines an operational time that is distinct from the physical time T .
Starting with the fractional cable equation,
∂VII
∂T =
∂ 1−γ
∂T 1−γ
∂ 2VII
∂X2 −
∂ 1−γ
∂T 1−γ VII, (147)
we take the Laplace transform with respect to T to obtain
s ˆVII(X ,s)−VII(X ,0) = s1−γ ∂
2 ˆVII(X ,s)
∂X2 − s
1−γ
ˆVII(X ,s). (148)
But, using (146) we can write
ˆVII(X ,s) = sγ−1
∫
∞
0
V(X ,τ)e−τs
γ dτ (149)
= sγ−1 ˆV(X ,sγ ), (150)
and then using (150) in (148) we have
sγ ˆV (X ,sγ )−V(X ,0) = ∂
2 ˆV(X ,sγ )
∂X2 −
ˆV (X ,sγ ) (151)
where we have assumed that
VII(X ,0) = V (X ,0).
Finally we take the inverse Laplace transform of (151) with respect to the variable sγ to obtain the governing
evolution equation for V (X ,T ):
∂V
∂T =
∂ 2V
∂X2 −V, (152)
which is the standard cable equation.
The result in (144) with the Laplace transform of φ(τ ,T ) defined by (146) can also be shown directly.
We first note that the inverse Laplace transform of (146) can be evaluated as a Fox function as follows
φ(τ ,T ) = 1
T γ
H1,01,1
[
τ
T γ
∣∣∣∣ (1− γ ,γ)(0,1)
]
. (153)
If we subsitute the above expression into (144) using the fundamental solution for V (X ,T ) in (138) we obtain
VII(X ,T ) =
∫
∞
0
1
T γ
H1,01,1
[
τ
T γ
∣∣∣∣ (1− γ ,γ)(0,1)
]
1√
4piτ
e−
X2
4τ −τ dτ (154)
We now introduce a change of variables
ω =
τ
T γ
(155)
to obtain
VII(X ,T ) =
1
4piT γ
∫
∞
0
H1,01,1
[
ω
∣∣∣∣ (1− γ ,γ)(0,1)
]
e−
θ
ω −βω√
ω
dω (156)
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where
θ = x
2
4T γ
(157)
and
β = T γ . (158)
To evaluate this integral we first write
e−βω =
∞
∑
k=0
(−β)k
k! ω
k (159)
and
e−
θ
ω = H1,01,1
[
θ
ω
∣∣∣∣ −(0,1)
]
(160)
so that
VII(X ,T ) =
1
4piT γ
∞
∑
k=0
(−β)k
k!
∫
∞
0
ωk−
1
2 H1,01,1
[
θ
ω
∣∣∣∣ −(0,1)
]
H1,01,1
[
ω
∣∣∣∣ (1− γ ,γ)(0,1)
]
dω (161)
The integral is a convolution integral of the form (171) and this simplifies to
VII(X ,T ) =
1
4piT γ
∞
∑
k=0
(−β)k
k! H
2,0
1,2
[
θ
∣∣∣∣ (1− γ2 + γk,γ)(0,1)( 12 + k,1)
]
(162)
which recovers the result in (46) with γ = κ and β and ω defined as above.
B Useful Identities
Here we list some useful identities involving the Fox function. Full details can be found in [46,22].
The fractional derivative of a Fox function is given by
∂ ν
∂ zν
{
zα Hm,np,q
[
(az)β
∣∣∣∣ (ap,αp)(bq,βq)
]}
= zα−ν Hm,n+1p+1,q+1
[
(az)β
∣∣∣∣ (−α ,β) (ap,αp)(bq,βq) (ν−α ,β)
]
, (163)
for β > 0 and
∂ ν
∂ zν
{
zα Hm,np,q
[
(az)β
∣∣∣∣ (ap,αp)(bq,βq)
]}
= zα−ν Hm+1,np+1,q+1
[
(az)β
∣∣∣∣ (ap,αp) (1+α −ν ,−β)(1+α ,−β) (bq,βq)
]
(164)
for β < 0.
For c > 0
Hm,np,q
[
x
∣∣∣∣ (ap,αp)(bq,βq)
]
= cHm,np,q
[
xc
∣∣∣∣ (ap,cαp)(bq,cβq)
]
. (165)
Hm,n+1p+1,q+1
[
x
∣∣∣∣ (0,α) (ap,αp)(bq,βq) (r,α)
]
= (−1)r Hm+1,np+1,q+1
[
x
∣∣∣∣ (ap,αp) (0,α)(r,α) (bq,βq)
]
(166)
xσ Hm,np,q
[
x
∣∣∣∣ (ap,αp)(bq,βq)
]
= Hm,np,q
[
x
∣∣∣∣ (ap +σαp,αp)(bq +σβq,βq)
]
(167)
Reduction formula with ∆ > 0
Hm+1,np+1,q+1
[
x
∣∣∣∣ (ap,αp) (d,∆ )(d,∆ ) (bq,βq)
]
= Hm,np,q
[
x
∣∣∣∣ (ap,αp)(bq,βq)
]
(168)
Laplace transforms of the Fox Function with σ > 0
L
{
tω Hm,np,q
[
zt−σ
∣∣∣∣ (ap,αp)(bq,βq)
]}
(s) = s−ω−1Hm+1,np,q+1
[
zsσ
∣∣∣∣ (ap,αp)(1+ω ,σ) (bq,βq)
]
(169)
and
L
{
tω Hm,np,q
[
ztσ
∣∣∣∣ (ap,αp)(bq,βq)
]}
(s) = s−ω−1Hm,n+1p+1,q
[
zs−σ
∣∣∣∣ (−ω ,σ) (ap,αp)(bq,βq)
]
. (170)
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Convolution integral of two Fox functions [46]
t∫
0
xρ−1 (t− x)σ−1 Hm,np,q
[
zxµ (t− x)ν
∣∣∣∣ (ap,αp)(bq,βq)
]
HM,NP,Q
[
axu (t− x)η
∣∣∣∣ (cP,γP)(dQ,δQ)
]
dx
= tρ+σ−1
M
∑
h=1
∞
∑
r=0
(−1)r aξr
r!δh
g(ξr)t(u+η)ξr Hm,n+2p+2,q+1
[
ztµ+ν
∣∣∣∣ (1−ρ−uξr ,µ)(1−σ −ηξr,ν)(ap,αp)(bq,βq)(1−ρ−σ − [u+η ]ξr ,µ +ν)
]
(171)
where
g(θ ) =
M
∏
j=1, j 6=h
Γ
(
d j −δ jθ
) N
∏
j=1
Γ
(
1− c j + γ jθ
)
Q
∏
j=M+1
Γ
(
1−d j +δ jθ
) P
∏
j=N+1
Γ
(
c j − γ jθ
) (172)
and
ξr = dh + rδh . (173)
See [46] for restrictions on parameters in the above.
