Introduction
In solid state electronics the designers of PIN diodes are interested in the effect on the performance of the diode due to changes in various design
parameters. An advantage of producing a good mathematical model is that the testing, when performed experimentally, could be a lengthy and expensive process. A description of the model and the derivation of the equations can be found in Aitchison and Berz [2] . The model gives rise to a coupled system of elliptic partial differential equations.
In this paper we consider numerical techniques for the solution of this pair of equations. We consider a two-dimensional diode which is defined in Cartesian co-ordinates and where it is assumed that the diode is very long in the third dimension.
After deriving the finite difference equations we method to obtain numerical solutions.
The Differential Equations
The problem is formulated in terms of the carrier density c(x,y) and a stream function u(x,y). The behavior of diodes which are effectively twodimensional and of rectangular cross-section can be described by the following equations: a (1 aU) + --1 (1 aU) ... 0, ax c ax ay c ay (2) in the region R = {(x, 
Aitchison [1] showed that this quantity is constant. The second quantity of interest is the total charge, Q, defined by Q II cdxdy.
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We can easily verify that Q can be expressed in the form
Finite Difference Approximation
The finite difference equations are constructed using the integration method of Varga [8] . This method was also used by Aitchison [1] who solved the problem using Newton's method and a sparse matrix routine. The technique is used because the conservative form of Eq. (2) is retained in the finite difference scheme.
We consider a rectangle R in which A ~ 2 and B = 4. The region R is covered with a square grid of step size h in both the x and y directions where Nh = 2. Let and be the values of c(x,y) and u(x,y) at the grid point (xi'Yj) where Xi = ih and Yj = jh. Let the region ri,j be defined as lying within R and being bounded by the lines We apply Green's theorem to the first two terms in this integral to obtain cdxdy = 0 (15) where n is the unit outward drawn normal.
The finite difference approximation at internal points is therefore given
where 0 < i < N, 0 < j < 2N. This equation can be simplified to give (17) which is the same as that obtained by using the standard five-point finite difference approximation to Eq. (1) .
To construct the finite difference approximation along x = 0 we need to consider the following integral
where 0 < j < 2N. In deriving F.q. (18) we have used boundary condition (3) and the approximation u 
Si,j
The finite difference approximation to Eq. (2) at internal points is therefore
To construct the finite difference approximation along x = ° we consider the following integral
In this calculation we have made use of boundary condition (4) . Similarly we obtain finite difference approximations to Eq. (2) along x = 2 using the boundary condition given by Eq. (6).
and Along y = 0 and y - 4 we have
is discretized using the trapezoidal rule. The resulting discretization is given by
where the summation notation is defined by
Aitchison (1) shows that K j is a constant independent of j and so the above difference scheme exactly conserves this constant.
To calculate the total charge Q we discretize Eq. (13), again using the trapezoidal rule.
A A Let Q be the discrete form of Q, then Q is given by
We consider a mu1tigrid method of solution to this coupled system of equations using a natural extension of the accommodative Full Approximation Storage (F.A.S.) cycling algorithm of Brandt [3) . The mu1tigrid method is a numerical strategy to solve partial differential equations by switching This results in an iterative method that is usually very fast and effective.
A detailed description of the mu1tigrid method can be found in Brandt [3] and
Hackbusch [7] . L~ and L~ define the resulting discretizations of equations (1) and (2) respectively on where depends on 
The factor 4 appearing in the above equations is a scaling factor which is introduced because we multiplied through by before defining the difference operators. Set Ek = o~+1 to be the tolerance for the problem on the new level where 0 is some parameter. Go to Step (b). 
Multigrid Components
We use "non-standard" multigrid techniques introduced by Foerster, Stuben and Trottenberg [6] and developed by Foerster and Witsch [5] .
(i) relaxation
Pointwise Gauss-Seidel relaxation is used with the points ordered in the checkerboard (even-odd) manner. The relaxation of the equations is performed in the following order:
(1) relax the equation L~uk = f~ at the white (even) points i.e. those points (xi,y j ) for which i + j is even; (2) to the parabolic equations (27) (27) and (28) are discretized using the technique described earlier.
We note that the 
Numerical Results
When s = 0, Eqs. (1) and (2) together with the boundary conditions (3) to (10) In the mul tigrid method we define a work unit to be the computational work in one relaxation sweep over the finest grid. The step size on the coarsest grid is
The values of the parameters nand 0 in Algorithm 1 were chosen to be 0.5 and 0.3 respectively. It was found that the choice of nand 0 was not critical in the sense that values of these parameters in the neighborhood of the chosen values produced similar efficiency of the algorithm in terms of the number of work units.
The algorithms were terminated when the R. 2 -norm of the residuals was less than 10-6 • The results in Table I In Table II We see that for the single equations the typical multigrid rates are realized. Closer examination revealed that the higher convergence factors of the system were due to the coupling through the boundary conditions. A more effective treatment of the boundary conditions in the multigrid context will be the subject of future work.
The methods described here are not restricted to use on square grids.
These grids were chosen since there were no advantages in using non-uniform 
