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ABSTRACT 
Let X k be the k th iterate of an algorithm fbr finding the Moore-Penrose 
generalized inverse of a singular matrix A. The popular algorithm Xk+ t = Xk(2I - 
AXt) has a first-order error component, but the more eomplieated algorithm given 
here has no first-order error eomponent for general A and X~. 
INTRODUCTION 
Iterative algorithms have been used for some time to successively improve 
an estimated inverse of a nonsingTllar matrix so that it converges to the 
inverse. Previous studies to be cited shortly have found that certain iterative 
algorithms can also successively improve an estimated generalized inverse of 
the singular matrix A so that it converges to the Moore-Penrose generalized 
inverse A *. In order to obtain convergence, the algorithms previously studied 
must confine the initial estimate of the generalized inverse to a particular 
subspace. 
I f  L is the desired limit matrix and X k is the kth estimate of L, then tile 
convergence properties of the algorithm in use can be studied with the aid of 
the error matrix Ek, which is defined to be X k - L. I f  the algorithm in use is 
expressible as a simple matrix formula, Ek+ 1 will be a sum with a possible 
zero-order term consisting of a matrix which does not depend upon E k, plus 
one or more first-order matrix terms in which E k or its conjugate transpose 
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E~ appears only once, plus higher-order terms in which E k or E~ appears at 
least twice. All suitable algorithms will have a zero-order term of 0, so that 
the algorithm's first-order terms will determine the terminal convergence 
properties. 
The classical iterative improvement algorithms for inverses of nonsingular 
matrices have a zero first-order term. However, all previous studies on the 
convergence to a Moore-Penrose generalized inverse of singular matrices 
have used algorithms which have nonzero first-order error terms. The error 
can even grow if E k has column components in a certain subspace. Success of 
these algorithms requires a careful choice of initial estimates, so as to place 
them in a subspace where the first-order term is zero. 
The purpose of this paper is to present some new algorithms for improv- 
ing estimates of Moore-Penrose generalized inverses, and to determine the 
formula for their first-order component. One of these algorithms i  shown to 
have a zero first-order error component in all subspaces of the columns of 
E k • 
PREVIOUS IMPROVEMENT FORMULAS 
Householder [1] analyzes uccessive improvements of a matrix X to solve 
AX = M, A nonsingular, using the equation 
Xk+ 1 = X k + Ck(M - AXk). ( i )  
One version of the above has the matrices C k project on the ith row, where i
cycles through all the rows of A. Hanke and Niethammer [2] have a recent 
development of this cycling improvement for singular and presumably sparse 
A matrices. This approach as been used in medical computerized tomogra- 
phy. The most frequent use of (1) has M = I and C k = X t. This gives 
Xk+ 1 = X k + Xk( l -- AX  k )  = Xk(2 I  -- AXk) .  (2) 
The underlined factor is the residual. Schulz [14, Equation (7)] included 
Equation (2) in a study of iterative convergence for nonsingular matrices, 
finding that the eigenvalues of I - AX 0 must have magnitudes less than 1 for 
convergence. Forsythe and Moler [3] showed that when using (2) for nonsin- 
gular A matrices, double-precision computation of residuals yields more 
accurate solutions. 
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Ben-Israel [4-6] successively- improves estimates of A + for singular 
matrices A, with two basic algorithms. The first uses an initial estimate 
X o = A*B = CA* for some nonsingular B and C, supplemented by restric- 
tions on the norm of two residuals. The second uses Eq. (2) and X 0 = c~A* 
where 0 < ce < 2/(largest eigenvalue of AA*). Ben-Israel and Cohen [6] 
obtained additional results, still using Equation (2), when an estimate of AA * 
is improved. M/Snch [7] selected an algorithm related to Equation (2) for 
Algol implementation, based upon his broader discussion [8]. 
Ben Israel and Chanes [16] showed that the singular-value decomposition, 
A = VDW*,  for A square, V and W unitao', and D diagonal with dii = 
[Ai(AA*)]  1/2, combined with the algorithm for summing the geometric 
series, gives 
A += a E ( I -  aA*A)kA  *. 
k=o 
Rapid convergence for suitable c~ was guaranteed in their Theorem 17. 
Tanabe [15] generalized this to generalized inverses which obey only the first 
two Penrose equations. 
By using a general framework where analytic fimctions of scalars are first 
developed and then matrices substituted for the scalars, Katsaggelos and 
Efstratiadis [9] produced a convergence faster than quadratic, for restricted 
initial estimates of the same type as used by Ben-Israel. Ben Israel and 
Greville [10] obtain convergence faster than quadratic by using higher powers 
of I - AX k, but X 0 is constrained tobe of the form A* BA*. SSderstrSm and 
Stewart [11] analyze the computational ccuracy of finding A + in general, 
and of using Equation (2) in particular. This analysis provides a reasonable 
way to deal with the discontinuity of A + as an eigenvalue of A goes to 0. 
Pan and Schreiber [13] discuss iterative methods in depth. One facet of 
this work is several new acceleration procedures. Another is attention to 
minimizing time on parallel computers by methods which are inefficient on 
serial computers. Their Equation (7.1) appears here as Algorithm 0.~It was 
explicitly intended for use with singular matrices in computing the Moore- 
Penrose generalized inverse. 
EXAMPLE ERROR CALCULATION 
An algorithm such as Xk + ~ = X k + Xk ( I - AX  k) can be analyzed assum- 
ing that X k = A++ E, where E is the error matrix in the kth estimate of 
A +. If A++ E is substituted for X k in the algorithm, and the products 
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Xk+ 1 =A++E + A +-A+AA + 
WILLIAM H. PIERCE 
- A+AE + E - EAA +-  EAE .  
The underlined terms cancel each other, so the error in Xk+ j is 
Xk+ 1 - a += [2E - A+AE - ~,AA +] + { -EAE}.  
The term in brackets is the first-order term in E, the term in braces is the 
second-order term in E,  and the zero-order term in E is 0. 
ALGORITHMS 
Let A be a complex m-by-n  matrix with generalized inverse A +, and let 
X k = A ++ E be the k th estimate in an iterative algorithm for finding A +. 
All algorithms uggested here have a zero-order error term of 0, and only the 
first-order terms will be explicitly calculated. 
The list in Table 1 summarizes the performance of some likely candidates 
for successive improvement toward A +. The calculation begins by substitut- 
ing X k = A++ E and expanding the resulting formula. Some simple alge- 
braic simplification is needed to produce these formulas, involving use of the 
Hermitian property, a Penrose equation, or the like. For Algorithm ~1, e r ro r l  
of the first formula is substituted for E in the second er ror  1 formula. 
Equation (2) appears as Algorithm a, which as noted has had considerable 
study, including a full-order error analysis [11]. Algorithm ~ is related to the 
second algorithm of Ben-Israel with AX k approximating Pa. Algorithm /3 is 
an approximation to the Penrose requirement that A += A+AA +, while 
TABLE 1 
Name Formula fo r  X k + 1 error~ 
Xk(2 I  - AX  k) E (2 I  - AA  +) - A+AE 
[3 X k AX  k EAA + + A + AE  
T Xk(AXk)*  EAA+ + A+E*A*  
(X  k A)*X  k A*E*A  + + A+AE 
E (T + ~ - [3) A+E*A*  + A*E*A+ 
XkAXk(2 I  - AXk)  EAA++ A+AE(2 I  - AA  +) - A+AE 
7/ (e then a) 0 
0 XkAXk(2 I  -- AXkAX k) EAA +-  2A+AEAA++ A+AE 
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Algorithms Y and 8 are approximations to the requirements hat (AA +)* = 
AA + and (A+A)  * = A+A. 
Under general conditions, errorl(O) can be reworked into 
( I  - A+A)EAA ~ +{( I  - AA+ )E*A÷A} *. (:3) 
When A is nonsingular, this expression vanishes. 
ON THE PERSISTENCE OF ERRORS 
Whether or not the error formulas can be identically 0 is of interest, and 
is now investigated. 
ALGORITHM ol. There are two known sufficient conditions for errorl(ol) 
= 0. One is that A i exists. The other is that E =A+AE and E =EAA+. 
The latter means that E is orthogonal to the null space of A, and E* is in 
the range space of ( AA +) = (AA+) *. 
AL(;O~rrttM ft. I f  A is nonsingular, error I is 2E. Otherwise, let E be in 
the space orthogonal to the null space of E. The value of error t then 
becomes (AA++ I )E ,  which, being a positive definite matrix times E, 
cannot be 0. There is always some E which prodnees error. An interesting 
case is E = A A +, which produces an error of 2E. Algorithm /3 thus 
amplifies scale errors. 
AL(;ORITIfM ")1, t~, and e. The Hermitian property of A+A and AA + 
shows that these also amplify scale errors. 
AL(;ORITIIM ~'. I f  E* is orthogonal to the null space of A*, then error~ 
reduces to E. There will always be such a space, unless A = 0. 
AL(;ORITllM 0. As noted earlier, Algorithm 0 has appeared as Equation 
(7.1) in [13]. The analysis using a singular-value expansion showed that some 
first-order error components vanish, but others neither grow nor decay. The 
authors called this behavior "stable," although "conditional" or "neutral'" 
stability might have been a better choice of words. Iteration of the algorithm 
has no further benefieial effect upon first-order terms. 
The convergence of various algorithms for successive improvements with 
general initial errors depends upon the second- and higher-order error terms 
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not discussed here. Some of the references, especially those of Ben-Israel, 
show ways to deal with the convergence problem by use of scalars related to 
the eigenvalues of the matrix to be inverted. 
When Algorithm a is used to improve the solution x to Ax = b, the 
resulting first-order error has the formula listed earlier, supplemented by b 
to the right of the term. Unfortunately, this does not generalize to Algorithm 
77, because when improving vectors, the matrix E does not change. 
ON USING FIRST-ORDER METHODS 
In the nomenclature of SSderstrSm and Stewart [11], an algorithm is 
self-correcting if its first-order error is 0. As they showed, it is possible to use 
algorithms without this property if the initial estimate avoids the subspace 
lacking this property, and only modest error terms move into this subspace 
during the computation. It is also possible that an excessive initial error in a 
self-correcting algorithm will prevent convergence to the desired answer, due 
to the neglected second-order ffects. 
If all the elements of A ÷ have been computed to high accuracy, most 
users would be satisfied with the estimate. However, a subsequent infinitely 
precise generalized inversion of A ÷ could be radically different from A. An 
example is an A + which has O's in column k and row k, with its estimate 
having a k, k component of e. Its generalized inverse will have 1/e in its 
k, k position. The solution [11] is to round excessively small components o 0. 
In general, the use of successive improvements is not a popular way to 
compute the inverses of nonsingular matrices, because the usual serial-com- 
puter time exceeds that of more direct methods uch as Gaussian elimination. 
Singularity of the matrix to be "inverted" does not of itself increase the 
desirability of using successive improvements. Note, however, that after 
analyzing errors in the solution of Ax = b, with A nonsingular, Skeel [17] 
produced this thought: "Perhaps Gaussian elimination without iterative im- 
provement should be regarded as a 'quick and dirty' way to solve general 
linear equations." 
The significance of the algorithms presented here lies in three areas. The 
first is historical completeness. As indicated in the references, much previous 
effort has been expended on iterative methods for generalized inverses, and it 
is fitting that after many years this should lead to the appearance of an 
algorithm with error 1 = 0. The second area of possible significance lies in 
generalizing the numerical method of Forsythe and Moler [3] to singular 
matrices. The essence of this improvement method is that by using extra 
precision only on the terms destined to undergo a significance-losing subtrac- 
tion operation, useful improvements can be made. The third area is the 
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possible use of iterative methods in parallel computers along the lines 
suggested by Pan and Schreiber [13]. 
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