Abstract-Interest in the morphometric analysis of the brain and its subregions has recently intensified because growth or degeneration of the brain in health or illness affects not only the volume but also the shape of cortical and subcortical brain regions, and new image processing techniques permit detection of small and highly localized perturbations in shape or localized volume, with remarkable precision. An appropriate statistical representation of the shape of a brain region is essential, however, for detecting, localizing, and interpreting variability in its surface contour and for identifying differences in volume of the underlying tissue that produce that variability across individuals and groups of individuals. Our statistical representation of the shape of a brain region is defined by a reference region for that region and by a Gaussian random field (GRF) that is defined across the entire surface of the region. We first select a reference region from a set of segmented brain images of healthy individuals. The GRF is then estimated as the signed Euclidean distances between points on the surface of the reference region and the corresponding points on the corresponding region in images of brains that have been coregistered to the reference. Correspondences between points on these surfaces are defined through deformations of each region of a brain into the coordinate space of the reference region using the principles of fluid dynamics. The warped, coregistered region of each subject is then unwarped into its native space, simultaneously bringing into that space the map of corresponding points that was established when the surfaces of the subject and reference regions were tightly coregistered. The proposed statistical description of the shape of surface contours makes no assumptions, other than smoothness, about the shape of the region or its GRF. The description also allows for the detection and localization of statistically significant differences in the shapes of the surfaces across groups of subjects at both a fine and coarse scale. We demonstrate the effectiveness of these statistical methods by applying them to study differences in shape of the amygdala and hippocampus in a large sample of normal subjects and in subjects with attention deficit/hyperactivity disorder (ADHD).
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I. INTRODUCTION
M ATURATIONAL, neuroplastic, and degenerative processes in the central nervous system (CNS) are regionally specific, causing localized variability in brain morphology, within and across groups of healthy individuals and persons with various diseases, [1] , [2] that can be measured in terms of differences in regional volumes, shapes, and asymmetries of brain regions [3] . Understanding normal and pathological morphology of the brain, therefore, requires detailed statistical analyses of the shapes of cortical and subcortical regions [4] - [13] . Statistical analyses of complex shapes depend critically, however, on the choice of method for formal geometric representation of the morphology of these surfaces.
Geometric representations provide a quantitative, summary descriptor for a morphological surface that can then be used for formal statistical analyses across surfaces in individuals or groups of individuals [14] - [17] . A number of geometric representations have been proposed to describe and analyze a shape. For example, after selecting points along the boundary of a region as a descriptor of the surface, principal components analysis (PCA) can quantify its global variability [18] . Alternatively, a linear sum of the Fourier basis functions can be used to describe the surface, thereby allowing a statistical analysis of an overall shape that is based on the weights of the Fourier basis functions [19] , [20] . Statistical analyses using discrete, multiscale medial descriptors ( -reps) [21] - [23] of the surface can capture both coarse-and fine-scale variability in shape [14] , [24] , [25] . A representation of shape based on biological landmarks and their warps along thin-plate splines can be used to analyze the global characteristics of shape [26] . A parametric description of a surface [27] using spherical harmonics as basis functions can model the surface of a simply connected structure [28] . Finally, the statistical learning of shapes using distance maps has also been proposed [29] . All of these methods aim to reduce the complexity of a surface by retaining only a quantitative, summary descriptor that best describes the shape of that surface; hence, each local feature of the surface influences to some extent the value of this global descriptor. Whereas multiscale descriptors can be used to capture fine-scale variability in surface morphology [30] , [24] , [14] , the statistical dependences of these various features are either poorly described or unknown, thus limiting the utility or validity of these descriptors for analyzing surface morphologies.
To overcome the limitations of multiscale descriptors, we use the entire set of points on a discretized surface as its descriptor, thereby allowing the detection of small local differences in surface morphology across individuals or groups of individuals.
0278-0062/$20.00 © 2006 IEEE The statistical variability in morphology at a particular point on the surface can be studied by statistically comparing sets of corresponding points across subjects; using these descriptors for statistical comparisons, therefore, requires the accurate determination of points of correspondence for the surface across individuals. These correspondences across surfaces can be identified by first using affine transformations to coarsely register the surfaces within a common coordinate space [15] . Point correspondences across the surfaces can then be determined using a number of methods including geodesics [31] , nearest neighbors [8] , warpings based on fluid dynamics or elastic deformations [3] , [32] , measures of curvature [33] , [34] , robust point matching [35] , [36] , or hierarchical attribute matching [37] .
These approaches, however, require the selection of a reference brain with points already identified on the surface of interest to serve as markers for labeling points of correspondence on the surfaces of analogous regions in brains that have been registered to this reference. After determining these points of correspondence, Euclidean distance is calculated between each point on the surface of the reference region and the corresponding point on the surface of each coregistered surface; for a group of subjects, this process generates for the group a set of Euclidean distances calculated for each point on the surface of the reference region. The reference region combined with the sets of distances at every point on its surface yields a complete statistical description of the surface's morphology for the subjects who belong to that group. To compare surface morphologies across groups of subjects, this same statistical descriptor is calculated for subjects in the second group, which can then be used to compare the sets of distances at each point on the reference surface.
Students' -statistics [38] can be used for statistical comparisons of surface morphology across individuals and groups of subjects. An image depicting the -statistics computed at each point on the surface of a reference region is called a -map. Usually the null hypothesis to be tested is that no between-group differences will be detected in the signed Euclidean distances (distances for the points on the undeformed surface of each subject's region that are positioned inside the boundary of the reference region are labeled as negative, whereas distances for points positioned outside of it are labeled as positive) at each point on the reference surface. However, because the number of points on the surface of a reference region will be large (ranging typically from several thousand to several hundred thousand), the false positive (or Type I) error rate quickly becomes unacceptably high [39] . Although Bonferroni correction [40] , [41] can be employed to correct for the number of statistical comparisons performed, Bonferroni correction is not the ideal statistical adjustment [42] because the sets of Euclidean distances are not statistically independent of one another. Bonferroni correction therefore tends to be overly conservative, leading to an unacceptable false negative (or Type II) error rate. On the other hand, nonparametric statistical methods [43] do not account for the intrinsic curvature of the two-dimensional (2-D) surfaces embedded in Euclidean space. Our statistical model for morphological analyses describes a correlated, smooth random field defined on the surface of the reference region. Comparison of these random fields is desired for valid statistical analyses of morphological surfaces across groups of subjects. Under the null hypothesis of no shape difference across the entire surface, and for a given significance level ( ) [38] , if a correct threshold can be computed for the random field, then the -map can be thresholded to yield statistically significant differences in surface morphology. The smallest significance level at which a voxel is statistically significant is called the probability value, or -value, for that point. A -value for a zero-mean and homogeneous Gaussian random field (GRF),
, that is defined on -dimensional Euclidean space, , has been developed previously [44] ; this work has been used extensively to detect statistically significant voxels in Functional Magnetic Resonance Imaging (FMRI) datasets [45] , [46] and has been extended to non-Gaussian random fields [46] , [47] . These results have also been used to detect statistically significant differences in the shapes of brain regions between groups. This prior work, however, does not account for the intrinsic curvature of surfaces. Additionally, nonparametric statistical methods [43] have been used for the analyses of surface morphometry and although they make minimal assumptions about the distribution of the samples, how nonparametric methods account for correlations across the surface in Euclidean distances is unclear. Additionally, current nonparametric methods also ignore intrinsic curvature of the surfaces, and therefore, would not correctly address the issue of multiple comparisons. The degree of improvement gained through analyses that account for the curvature of surfaces, as compared to the analyses that ignore it, will depend upon the surface morphology of regions under investigation. For example, because amygdala is a small region, and hence has considerable curvature across its surface, analyses that account for curvature will be more accurate because the random fields are correctly modeled. Because our statistical model for the comparison of morphological surfaces defines a random field on the surface of the reference region, i.e., on a 2-D manifold in three-dimensional (3-D) space, we use previously described, detailed methods [48] to derive expressions for the statistical analysis of differences in surface morphology across groups of individuals.
II. METHODS
Although the concept of using sets of signed Euclidean distances at each point on a surface as a statistical description of that surface is relatively simple, the actual statistical analysis based on this model is challenging because the model comprise of a general random field across the surface. To simplify the analysis, we assume that the sets of signed Euclidean distances at each point of a reference surface form a Gaussian random field (GRF) on the surface of the reference region; furthermore, we assume that the GRF is smooth and suitably regular [44] and that the surface is a 2-D manifold embedded in three-dimensional (3-D) Euclidean space, . Statistical analyses using the expected Euler characteristics of a GRF defined in Euclidean space have been described previously [44] . For our analyses, an excursion set of is defined as , i.e., is a set of all points in a space in which the values of a realization of the random field exceeds a specified value . The Euler characteristics, , of the excursion set is then defined by extending the concept of the number of up-crossings of a one-parameter random process. Others [44] have shown that the expected value for a smooth, isotropic GRF, on
, and an open domain bounded by a compact hyper-surface, is asymptotically equal to the probability that the value of the GRF will be greater than the value , i.e., where is the restriction of to . Thus, the expected Euler characteristics are shown to be good approximations of Gaussian excursion probabilities [44] .
A. Evaluation of the Expected Euler Characteristics on A 2-D Manifold
In our statistical model, a random field is defined on the surface of the reference region, which is a 2-D manifold in 3-D space. Thus, to compute we need to calculate the expected Euler characteristics for the random fields defined on this 2-D manifold. The expected Euler characteristics,
-of a suitably regular and centered Gaussian random field of unit variance on a -dimensional compact manifold -have been derived previously [48] . Let denote the Riemannian metric [49] induced by , and let denote its Riemannian curvature tensor. Then the expected Euler characteristics can be written as (1) where (2) are the Minkowski functionals, is the th Hermite polynomial, is the cumulative distribution of a standard Gaussian random variable, , the Riemannian metric defined on the manifold, and is defined as .
integrates the trace of the Riemannian curvature tensor over the entire surface, and computes the total surface area of the manifold. Thus, from (1) and (2), we calculate (3) where is the total surface area of the manifold , and is the trace of the Riemannian curvature tensor at a point on the surface.
The Trace of the curvature tensor for an orthonormal measurable section of with dual frames is derived as where is the symmetric group of permutations of 2 letters and is the sign of a permutation [48] . Using the symmetric and skew symmetric properties of the Riemannian curvature tensor [49] , the trace can be further simplified to be . Thus, the expected value of the Euler characteristics in (3) can now be written as (4) for any in the orthonormal frame section on the manifold. Thus, to evaluate the expected Euler characteristics, , only needs to be evaluated. To evaluate the Riemannian curvature tensor , consider , the coordinate vector fields on the surface manifold , and , the Riemannian metric defined on the manifold. Let denote the dual basis of , i.e.,
. Then, the dual frames and are related as where are defined as . In matrix notation, the above equation can be written as where we defined (5) If components of the Riemannian curvature tensor are in the coordinate frames, then are evaluated as [48] , [49] which can be further simplified using the symmetric and antisymmetric properties of the Riemannian curvature tensor [49] to be (6) From (5), it can be shown easily that ; hence, can be written as (7) For a given coordinate frame field, , an orthonormal frame field, , can be chosen as Thus, 's at a point on the surface , can be evaluated as Thus, to evaluate the expected Euler characteristics in (4), we need to evaluate and . Following others [48] , is defined as (8) and the components of the Riemannian curvature tensor are given as [49] where, are the Christoffel's symbol of the second kind [49] , and is the inverse of the Riemannian metric, such that . Explicitly, are evaluated as Thus, in (7) can be written as (9) where the Christoffel's symbols are evaluated as [49] Thus, we need to evaluate , , , , and , and the expected values of their products. The first two terms, and , in (9) can be written as Therefore, their difference involves only second-order partial derivatives of the random field . Finally, (9), (8), and (7) are substituted in (4) to evaluate the expected Euler characteristics of the GRF, , defined on the 2-D manifold.
B. Estimating Coordinate Vectors and Their Derivatives
Evaluation of the Christoffel's symbols in (9) and the Riemannian metric in (8) requires determination of the coordinate vectors in 3-D Euclidean space and their derivatives as well as the first-and second-order derivatives of a realization of the random field with respect to the coordinate vectors. We compute derivatives of a realization of the random field by first locally fitting a quadratic surface at a point. Fitted quadratic surface is locally smoothed approximation of the realization. Then derivatives of the quadratic surface yield smoothed approximations of the derivatives of the realization of the random field. Finally, the expected values of the derivatives are estimated by calculating the numerical averages of appropriate terms across all realizations of the random field.
Let be a diffeomorphism from a patch in 2-D to a patch on the surface in 3-D, i.e., , where and are the coordinates of the points in the 2-D patch and on the surface, respectively. The coordinate vectors , and are defined as , , and , That is (10) The coordinate vectors can be evaluated directly if the diffeomorphic mapping can be written in an analytic form. However, because the analytic form generally is unknown, the mapping is approximated locally by a quadratic equation at each point of the surface. Thus, once the mapping has been determined, the coordinates of a point on the surface are written in the quadratic form as a function of as For six neighboring points on a surface, unknowns can be evaluated by solving the linear equations for six neighboring points. Then the coordinate vectors and their derivatives are computed as Note that to evaluate the partial derivatives of a realization of the GRF , we can write (11) Similarly, the partial derivatives of a realization of the random field are evaluated by approximating the as a quadratic function of , i.e.,
Using this approximation and solving for the unknowns , and using six neighboring points, the partial derivatives of are evaluated as For a point on the surface with fewer than six neighbors, a linear fit of the realization of the random field is used to evaluate the partial derivatives as Finally, the expected values of the partial derivatives and their products are approximated by calculating the numerical averages across each realization of the random field.
C. Least Squares Conformal Maps
Evaluation of the coordinate vectors and the partial derivatives of the GRF in (10) and (11) requires a diffeomorphism between a patch on the surface in the 3-D Euclidean space and a patch in the 2-D Euclidean space. Least squares conformal maps [50] are an appropriate mapping and are estimated using previously described algorithms [51] . While the conformal mapping we used required cutting the surface to define the for each patch, cutting of surfaces itself is not necessary for analysis of the surface morphology. For example, a spherical parameterization of the surfaces will avoid cutting the surface arbitrarily.
Let, denote a mapping from a subset of into a subset of a surface in , denote the coordinates in the subset , and let denote the coordinates in ; then, and denote the coordinate vectors at the point in . The homeomorphic mapping , along with the subset , that maps to a disc in is called a chart. If denotes the unit normal vector at the point , then the mapping is conformal if the relation (12) is satisfied-i.e., if the vectors and are orthogonal and have the same norm. Furthermore, if , then the conformal mapping is locally isotropic, i.e., it preserves angles and distances.
A parameterization of a surface satisfying the conformality relation [(12) ] can always be found because any surface, , is homeomorphic to a disc (according to Riemann's theorem [49] ). The conformality condition may not be completely satisfied, however, if additional constraints are imposed on the mapping-for example, if the edges of the triangulations are mapped to straight lines, or if the mappings vary linearly in each triangle. Thus, a mapping is estimated that satisfies the above constraints and is close to being conformal in the least squares sense.
Consider a triangulation ( ) of a surface ( ) given by , where denotes the set of vertices, is the location of a vertex , and denotes the set of triangles represented by triples of vertices in the triangulation. In a local orthonormal basis, let the coordinates of a vertex be denoted by . Then the mapping maps to ; i.e., . Using complex number notations, we can denote the mapping as . The conformality equation can then be written as Let denote the inverse mapping on a triangle given by ; then, by the theorem of derivatives of the inverse mapping, the conformality equation can be described as
Because the above equation cannot be satisfied with the conformality constraints, the cost for a triangle with area is defined as Hence, the total cost , for the triangulation , minimized to determine the least-squares conformality mapping, is given as The optimal mapping is then estimated by inverting the appropriate matrix [50] .
D. Example of Application in a Real-World Dataset
As an example of analyzing differences in shape in real world dataset based on GRF-theory, we compared the shapes of the amygdala and hippocampus across a group of 62 healthy individuals and a group of 51 subjects with attention deficit/hyperactivity disorder (ADHD). The amygdala and hippocampus were manually segmented in a randomized order by an expert in neuroanatomy using a well-developed and highly reliable algorithm [52] while blind to subject characteristics.
1) Image Acquisition: Head positioning was standardized using cantho-meatal landmarks. High-resolution T1-weighted MRIs were acquired from a single 1. 2) Subjects: We acquired anatomical MR images in 51 subjects who met DSM-IV criteria [53] for the combined type of ADHD and in 62 healthy individuals. Subjects were 7 to 18 years of age. Healthy individuals had no lifetime history of tic disorder, obsessive compulsive disorder (OCD), ADHD, or current DSM-IV Axis I disorder. Subjects were predominantly right-handed.
3) Selection of the Reference Region: Detection, localization, and interpretation of the statistically significant differences across groups of subjects conceivably could depend on the choice of subject in whom the reference region is defined because the estimated registration parameters and the established correspondences of points on the surfaces of the region will depend upon the degree to which the selected reference brain is representative of the population of subjects being studied. Use of a synthetic, average reference region can also be considered. Creating a synthetic average, however, may not always be possible, particularly for complex regions. For example, the pattern of gyri and sulci on the cortical surface vary significantly across individuals even within the healthy population [54] . Thus, when not all subjects have a particular gyrus or sulcus, how to generate a synthetic, average cortical surface is not at all clear. Moreover, interpreting any statistically significant differences across surfaces, regardless of how the synthetic average is generated, will be difficult.
To overcome the limitations associated with use of a synthetic reference, we instead selected as a reference a brain that was as representative as possible of the sample of subjects sample being studied. First, one subject (a 23.5-year-old right-handed, Caucasian male) whose demographic characteristics were nearest the group average was selected preliminarily as the reference brain. The brains for all remaining subjects in the sample were registered to that preliminary reference. The point correspondences across their surfaces were determined (described below), and then the distances of those points from the corresponding points on the reference surface were calculated. The brain for which all points across its surface were closest, in the least squares sense to the average of the distances across those points for the entire sample was selected to be the final reference. The registration process, determination of point correspondences, and calculation of distances across surfaces was then repeated for all subjects in the sample against this final reference brain. Distances between surfaces were then compared across individuals or groups.
4) Smoothing the Random Field:
To use the theory of GRFs, each realization of a random field should be smooth [55] . Effectively, we use two methods to smooth each realization of the random field. First, an isotropic Gaussian kernel that is five pixels wide and has a full-width at half-maximum (FWHM) of three pixels is used to smooth each realization. Second, the coordinate vectors and their derivatives are estimated by locally fitting a quadratic form to each realization. This fitting of the quadratic form can be regarded as a further smoothing of the random field.
5) Controlling for Covariates:
Surface morphology, and hence computed signed Euclidean distances, of brain regions could depend upon Sex and Age of subjects, in addition to their clinical diagnosis. Multiple regression analysis allows assessment of relationship between an independent variable and the dependent variable after taking into account the remaining independent variables [38] . Therefore, to control for the effects of covariates (age, sex) on surface morphology, we performed a multiple linear regression analysis [38] at each point on the reference surface (13) where was the set of signed Euclidean distances for the th subject. We computed the regression coefficient between the distances and clinical diagnosis (having ADHD or not) and then computed the -value of this coefficient using the Student's -test. We did not covary for Whole Brain Volumes (WBVs) because each subject's cerebrum was coregistered to the reference subject's cerebrum, thereby accounting for scaling effects within individual subjects. For the statistical analysis based on the theory of GRFs, we first computed the residuals of the distances using multiple linear regression analysis without including the ADHD term in the model, i.e., (14) Then a statistical analysis on the residual of the distances localized significant differences between the diagnostic groups.
6) Surface Analysis of the Amygdala and Hippocampus:
The cerebrums of all subjects were first coregistered to the cerebrum of the subject whose brain was selected as the reference (described above in Sections II-D-III). Registration was performed using a similarity transformation, the parameters of which (three translation, three rotations, and a global scale) were estimated such that the mutual information [56] across the entire image for each subject was maximized. While different methods to register images will scale brains differently, thus affecting the group comparisons of brain subregions, our prior work [57] has shown that our method accurately and consistently estimates scaling parameters over a wide range of values. The amygdala and hippocampus in the coregistered brains were then additionally rigidly registered to the reference to further improve their coregistration across subjects. This two-step strategy for registration preserved differences in the size of the regions that were not addressed by coregistration and rescaling of the cerebrums.
Correspondences between the points on the surfaces of the regions were then identified by deforming these regions within the brains of all subjects into the reference region using an algorithm that is based on fluid dynamics [58] , [57] . This method has been shown to perform well for real and synthetic data [57] . Signed Euclidean distances between the corresponding points of the regions of the subject and reference brains were then calculated. Thus, a group of 62 healthy individuals determined a set of 62 signed Euclidean distances at each point on the surface of the reference region. These sets of signed Euclidean distances across the entire surface of the reference determined the random field on its surface.
The morphological descriptions of the surfaces of the regions were compared across diagnostic groups by comparing the sets of distances at each point on the reference surface. Student's -statistics were calculated for each point on the surface of the reference region and were converted to Gaussian statistics. The corresponding -map was then constructed.
7) Converting the -Statistic to a Gaussian Statistic:
Equation (4) was used to evaluate the expected Euler characteristics and hence the significance level for a specified threshold, . However, in (4) the expected Euler characteristics were derived only for a GRF defined on a 2-D manifold. Thus, the Student's -statistics -statistics at a location was converted to the Gaussian-distributed random variable using the equation, [45] ; here was the probability that a Student's-distributed random variable of degrees of freedom exceeded , and was the probability that a standard Gaussian random variable exceeded a value of . The computed statistics were then thresholded using the significance level estimated with (4) to determine the locations where the morphologies of the surfaces of the sample of subjects deviated from the mean of the control population to a statistically significant degree.
For a specified significance level ( ), statistically significant differences were then estimated by thresholding the -map at the threshold . This threshold was computed using (4) for the normalized GRF, which that was estimated from the signed Euclidean distances for the entire healthy individuals.
8) Expected Euler Characteristic of the -Field:
We can write the expected Euler characteristic of a random -field with degrees-of-freedom defined on 2-D manifold as (15) where and are the EC densities for the -field [46] , [59] . Using (15) obviates the need to convert the Student -statistic to the Gaussian statistic. However, for many degrees-of-freedom the two analyses, generated using (1) and (15), will be similar.
III. RESULTS

A. Estimated Random Field and Euler Characteristics
Evaluation of the expected Euler characteristics in (4) assumes that the estimated random field is Gaussian distributed. Skewness (a measure of asymmetry) and kurtosis (a measure of peakedness relative to a Gaussian distribution) [60] were evaluated for two sets of signed Euclidean distances at two different points on the surface of the left amygdala chosen as the reference region (Fig. 2) . The sets of distances were obtained by matching the left amygdala of the 62 healthy individuals to the reference region. Histograms in Fig. 2(a) and (b) show that the distributions of the distances are close to Gaussian, an assertion supported by the quantile-quantile (QQ) plots of these distances in Fig. 2(c) and (d) .
The expected Euler characteristics, in (4), is valid asymptotically only for large values of the thresholds ; for small values of , can be greater than 1, and they can even be negative (see Fig. 3 ). Thus, (4) is used to evaluate thresholds for small significance levels only.
B. Analyses of the Amygdala and Hippocampus
The flattened amygdala and hippocampus are shown in rows A and D of Fig. 1 . The color patterns on the flattened surfaces demonstrate that angles of the surface triangulation have been preserved locally by the conformal mapping.
Surface analyses of the group of 62 healthy individuals demonstrate (Fig. 1) that the analyses using either the uncorrected Student's -test alone or in combination with analyses based on GRF theory captured similar large-scale differences between the surface of the reference regions and the corresponding surfaces of the healthy individuals. Use of GRF theory, however, produced far fewer statistically significant differences, as expected. The significant differences between the surfaces in the reference subject and those in the controls therefore represent significant individual variability of even the reference subject relative to the group average in this large sample of healthy individuals.
Comparing the group of 62 healthy individuals to the group of 51 subjects with ADHD, the Student's -test alone detected local decreases in volume of the amygdala and local increases in Fig. 4 . Effect of cut on the surface analysis of the left amygdala. We obtained a differing segmentation of the 3-D surface for the left amygdala using a set of parameters that segmented the surface into many pieces. Images from left to right: The segmentation of the left amygdala in 3-D space; the estimated 2-D discs; dorsal view of the left amygdala; ventral view of the left amygdala. The surface of the left amygdala was parameterized with a new segmentation of the 3-D surface that differed from the segmentation in Fig. 1, row A . Analyses using the new segmentation match well with the corresponding analysis in Fig. 1 , row C. Fig. 5 . Surface analysis without the curvature term to compute the expected euler characteristic (EC). In these analyses of the surface of the amygdala, the signed Euclidean distances were modeled as Gaussian random fields (GRFs). However, to study the effect of the curvature of surfaces on the computed expected EC, we set the curvature term (the first term on the right in (4)) equal to zero. These analyses are more conservative than the analyses that account for the intrinsic curvature of surfaces to compute the expected EC ( Fig. 1 : Images C 5,6 and F 5,6).
volume of the hippocampus in the subjects with ADHD. GRF analyses detected similar large regions of differences between the groups of subjects; however, because GRFs address the multiple comparisons using Student's -tests, these analyses were conservative and detected fewer small regions of differences as being significant.
We studied the effects of differing methods of segmentation of the 3-D surface on the results of our statistical analyses (Fig. 4) . This produced findings highly similar to the original (Fig. 1, row C) . From these limited analyses, we conclude that the particular methods used to segment and parameterize the surface seem not to affect the results of surface analyses using our method for GRF correction.
To study the effect of segmenting the 3-D surface on the statistical analysis, we parameterized the surface of the left amygdala with a segmentation than differs from those in Fig. 1 , row A. Even with different segmentation and parameterization of the surface of the left amygdala, the two analysis in Figs. 4 and 1 , row C matched well. Therefore, our method for segmenting and parameterizing the surface did not affect the surface analyses.
Analyses that used the expected EC where the curvature term [the first term on the right in (4)] was set equal to zero were more conservative for this dataset than the analyses that accounted for the intrinsic curvature of surfaces (Fig. 5) . Ignoring the intrinsic curvature of surfaces may therefore increase the rate of false negatives in the analyses and thereby increase the difficulty of detecting features of interest in surface morphology. Because of the many (about 110) degrees of freedom for the T-field, these analyses match closely to the analyses for GRFs (Fig. 1) .
Analyses using expected ECs computed for the -field (Fig. 6 ) matched well with the analyses computed for the GRF in which we first converted the -statistic to the Gaussian statistic (Fig. 6 , rows C and F, columns [5] [6] [7] [8] . Because analyses based on a -field that has many degrees-of-freedom (as is the true for our dataset) converge to the analyses based on GRFs, their results here are similar.
IV. DISCUSSION
To compare surface morphologies across individuals and groups, we devised a statistical assessment in which a random field of distances is defined between points on the surface of a reference region and the corresponding points on the surfaces of the regions in the brains of other individuals in the study sample. The random field was estimated by first using a similarity transformation to coregister the surface of the region in each subject to the surface of the reference region. We then identified correspondences between the points on the surface of subject regions and the points on the surface of the reference region. We calculated the sets of signed Euclidean distances between each point on the surface of the reference region and the corresponding point on the subject surfaces. These sets of distances defined a random field across the entire surface of the reference region. To compare groups, we calculated sets of distances from the same reference to each group. The corresponding random fields were then estimated and compared at each point.
In processing medical images, a surface historically has been represented by features such as landmark points [26] , basis functions [19] , [27] , -reps [21] , or a discrete subset of points along the boundary of an object [18] . The complexity of the representation was thereby reduced, and the representation retained only those few morphological features that were deemed to capture the most important variance in surface topography. A statistical description of a shape was then estimated based on the probability distribution of each feature using a sample of example shapes, which allowed a comparison of the shapes between groups. However, because each feature tends to affect the shape globally, studying fine-scale shape differences in shape using these shape representations has proved difficult. Moreover, fine-scale -reps have been proposed to detect local shape differences [14] , yet localization of these shape differences has also proved challenging.
A statistical description of surface morphologies that is based on a random field defined over the surface of a reference region allows a comparison of surfaces at both fine and coarse scales of description, while simultaneously accounting for the nonindependence and intercorrelations of topological features across the surface. Other investigators have described methods for calculating the probability of a GRF greater than a specified value; this probability has been shown to be approximately equal to the expected value of the Euler characteristics [48] . We used this calculation to derive the mathematical expressions for the statistical comparison of surfaces that are 2-D manifolds embedded in a 3-D Euclidean space.
Application of our method to the comparison of surfaces of the amygdala and hippocampus in a large, real-world dataset confirmed that analyses based on the theory of GRF produce results that are conservative compared with those based on the Student's -test for which the signed Euclidean distances at each point of the surface are assumed to be independent statistically from one another. Both maps detected similar large-scale differences across diagnostic groups. The maps generated the Student's -test, however, showed a number of smaller-scale differences across surfaces compared with the maps generated using GRFs.
To use the theory of GRFs, the random fields need to be optimally smoothed. We used an isotropic Gaussian kernel of three pixels FWHM to smooth the GRF defined on the 2-D manifold. Further smoothing of the GRF was implicit in local fitting of quadratic forms to estimate derivates of the GRF. Because we estimated the expected EC from the smoothed GRF, results of the anaylses could be affected by the specific methods of smoothing employed. While our smoothing parameters determined empirically performed well, we will systematically investigate the effects of smoothing parameters, such as isotropic or anisotropic Gaussian kernel, FWHM of the kernel, different shapes of kernel, on the analysis to determine optimal smoothing parameters.
When comparing surface morphologies of brain regions across individuals or groups, we must correct for scaling effects in the brain that typically contribute enormously to interindividual variability in size of brain subregions [61] . We correct for differences in scaling across subjects by scaling each individual brain to the reference brain and then scaling the manually defined subregion in each brain by the same amount. However, if the average whole brain volume (WBV) differs across groups of subjects but the absolute size of the subregion does not, global scaling may obfuscate the analysis of size of the subregion. Rescaling the smaller WBVs in a patient group that has subregions of normal absolute size, for example, would cause those subregions to appear enlarged relative to those of a control group. In this instance, two separate analyses-one with and another without global scaling-would help to correctly identify the nature of differences in surface morphology across groups. In our example, the difference between the average global scaling parameters for the two groups (1.05751 for the ADHD group and 1.05547 for the healthy individuals) was not statistically significant ( ). Therefore, our analyses that included rescaling of volumes of the subregions was likely valid, and reanalysis without scaling was unnecessary.
Cutting the surface arbitrarily, as we do in this method for GRF-based correction for multiple statistical comparisons on a 2-D manifold in 3-D space, may affect the results of the statistical analyses in some instances, especially at the boundary of a cut. Therefore, alternative methods for parameterizing the surface that avoid cutting-for example, spherical parameterization [19] -may sometimes be desirable. Practical implementations of both spherical harmonics and superquadratics, however, inherently lead to smoothing of the surface, thereby potentially smoothing out fine-scale differences. Our method of cutting the surface, however, preserves surface contours by not smoothing them in an arbitrary fashion, and it therefore is able to detect small-scale differences in surface morphologies, which generally is a decided advantage, give that detection of statistical effects across a small spatial scale is the primary goal of these statistical analyses. In addition, our method for parameterizing surfaces satisfies the constraint that the angles between points of the surface are preserved, thereby allowing for an undistorted visualization of the 3-D surface in 2-D space; this constraint is not explicitly imposed in current implementations of spherical harmonic representations of surfaces. Our method can therefore be used to unfold surfaces with complex geometry-for example, the surface of the cortical mantel-and it will assist in the statistical analysis and interpretation of morphology deep inside sulci by providing to an investigator an undistorted representation of that complex surface. Furthermore, particular instantiations of our arbitrary cutting of the surface contour will have minimal influence on our localized estimations of the curvature of the surface and of derivatives of the GRF because we smooth the GRF data both on the 3-D surface and on the flattened surface, and because we estimate the local curvature of the surface by fitting second-order polynomial to the surface.
Arbitrarily cutting the surface may affect analyses in some instances, especially at the boundary of a cut. Therefore, parameterizations of the surfaces, for example spherical parameterization [19] , that avoid cutting may sometimes be desirable. However, by not smoothing a surface, our method preserves surface contours. This is important because our goal is to detect small-scale differences in the surface morphologies, and by preserving surface contours, our method allows for the detection of these fine-scale differences. On the other hand, practical implementations of both spherical harmonics and superquadratics inherently lead to smoothing of the surface, thereby potentially smoothing out fine-scale differences. In addition, our method for parameterizing the surface satisfies the constraint that the angles be preserved, thereby allowing for an undistorted visualization of the 3-D surface in 2-D space; this constraint is not explicitly imposed in the current implementations of spherical harmonic representations of surfaces. Our method can therefore be used to unfold surfaces with complex geometry-for example, the surface of the cortical mantel-and will assist in the interpretation of the differences detected deep inside sulci by presenting an undistorted view to an investigator. Furthermore, because we smooth the GRF data both on the 3-D surface and on the flattened surface, and we estimate the local curvature of the surface by fitting second-order polynomial to the surface, localized operations to estimate the curvature of the surface and derivatives of the GRF will not be affected by cutting. Additionally, cutting the surfaces affects equally the GRF for the two groups of subjects. Thus, in this instance, arbitrarily cutting surfaces is not likely to lead to erroneous detection of between-group differences.
