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In this paper, we study locally strongly convex aﬃne hypersurfaces of Rn+1 that have par-
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1. Introduction
We denote by Rn+1 the real unimodular-aﬃne space equipped with its canonical ﬂat connection D and a parallel vol-
ume form ω. Let M := Mn be a differentiable, connected C∞-manifold of dimension n  2, and let F :Mn → Rn+1 be a
non-degenerate hypersurface immersion with equiaﬃne (unimodular) normal ξ . This normalization induces an equiaﬃnely
invariant geometry on M ([1]). We denote by h its aﬃne Blaschke–Berwald metric which is semi-Riemannian, by B its
Weingarten form and by ∇ its induced aﬃne connection. Let ∇ˆ be the Levi-Civita connection of the aﬃne metric h. The
difference tensor K is deﬁned by K (X, Y ) := KXY := ∇X Y − ∇ˆX Y ; it is symmetric as both connections are torsion free.
Deﬁne the cubic form C by C := ∇h; it is related to the difference tensor by
h(KXY , Z) = −1
2
C(X, Y , Z). (1.1)
It follows from its deﬁnition that C is a totally symmetric tensor of type (0,3). The classical theorem of Blaschke–Pick–
Berwald states that C vanishes identically on M if and only if M is an open part of a non-degenerate quadric ([16]).
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condition is equivalent to the fact that the aﬃne metric h is deﬁnite; it is positive deﬁnite for appropriate orientation of the
aﬃne normal ξ . For details concerning the general aﬃne hypersurface theory we refer to the monographs [25] from 1991,
[14] from 1993, [18] from 1994.
Clearly, the condition ∇ˆC = 0 is equivalent to ∇ˆK = 0. For surfaces this condition was studied by M. Magid and K.
Nomizu in [15], and for hypersurfaces by F. Dillen et al. in [5,8].
Other authors studied a related problem, namely the relation ∇C = 0. Such hypersurfaces are quadrics or improper aﬃne
spheres. For details see the papers [17] by K. Nomizu and U. Pinkall, [7,26,28] by L. Vrancken and F. Dillen [2] by N. Bokan
et al., and [9,10] by S. Gigena (as Gigena does not specify to which connection the cubic form is parallel the reader himself
has to ﬁnd out which connection is used).
From [2] it has been known that the condition ∇ˆC = 0 implies that the hypersurface is an aﬃne sphere. In contrast
to the Euclidean situation, where “spheres” only differ by their radius, the situation in the unimodular geometry is quite
different: It is well known (see [3]) that the class of aﬃne spheres is very large and that one is far from a classiﬁcation; even
under strong additional assumptions there only exist partial classiﬁcations. One of the most famous examples is the local
classiﬁcation of aﬃne spheres with constant sectional curvature of the Blaschke–Berwald metric; this classiﬁcation was ﬁnished in
dimension n = 2 in [24], for locally strongly convex hypersurfaces in [30] (see also [14], Chapter 2), and for non-degenerate
hypersurfaces with non-vanishing Pick invariant J in [29]; for J = 0 the ﬁnal classiﬁcation is still an open problem, but
many examples are known in this case.
This situation justiﬁes the further study of this topic to ﬁnd new subclasses and examples of aﬃne spheres. An interesting
subclass recently was treated in the papers of C. Scharlach [21–23]. On the one hand, the interest in aﬃne spheres comes
from the diversity of different subclasses and the many known examples, on the other hand from the diversity of methods
that are applied for their investigation. Examples for different methods are:
(i) the study of nonlinear fourth order PDEs for the local and global classiﬁcation of locally strongly convex aﬃne spheres,
in the global case under completeness conditions for the Blaschke metric, see e.g. [14];
(ii) the application of groups acting on the tangent space and preserving certain invariants pointwise [21–23];
(iii) the study of properties of the cubic forms; see e.g. [29,30] and below.
Considering again the condition ∇ˆC = 0 from above, in dimensions n = 2,3,4 detailed classiﬁcation theorems were
established, mainly under the additional condition that the hypersurfaces are locally strongly convex. We recall the following
results, using an obvious notation for coordinates in Rn+1:
Theorem A. (See [2,8].) Let M be an n-dimensional locally strongly convex hypersurface of Rn+1 . If ∇ˆC = 0, then Mn is a locally
aﬃne-homogeneous hyperbolic aﬃne sphere.
Theorem B. (See [15].) Let M2 be an aﬃne non-degenerate surface in R3 with ∇ˆC = 0. Then either M2 is an open part of a non-
degenerate quadric (i.e. C = 0) or M2 is aﬃnely equivalent to an open part of one of the following three surfaces:
(i) xyz = 1,
(ii) x(y2 + z2) = 1,
(iii) z = xy + 13 y3 (the Cayley surface).
Theorem C. (See [5].) Let M3 be a 3-dimensional, locally strongly convex aﬃne hypersurface in R4 with ∇ˆC = 0. Then either M3 is an
open part of a quadric (i.e. C = 0) or, up to an aﬃne equivalence and a suitable homothetic transformation, M3 is an open part of one
of the following two hypersurfaces:
(i) xyzw = 1,
(ii) (y2 − z2 − w2)3x2 = 1.
Theorem D. (See [8].) Let M4 be a 4-dimensional locally strongly convex aﬃne hypersurface in R5 with ∇ˆC = 0. Then either M4 is an
open part of a quadric (i.e. C = 0) or, up to an aﬃne equivalence and a suitable homothetic transformation, M4 is an open part of one
of the following three hypersurfaces:
(i) xyzwt = 1,
(ii) (y2 − z2 − w2 − t2)2x = 1,
(iii) (z2 − w2 − t2)3(xy)2 = 1.
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k∏
i
(
x2i;pi+1 −
pi∑
j=1
x2i; j
)pi+1
(y1 · · · yq+1)2 = 1, (1.2)
where n =∑ki=1(pi + 1) + q, and where
(x1;1, . . . , x1;p1+1, x2;1, . . . , x2;p2+1, . . . , xk;1, . . . , xk;pk+1, y1, . . . , yq+1)
is aﬃne coordinates of Rn+1. Obviously, this class gives all examples of locally strongly convex hypersurfaces with ∇ˆC = 0
for n = 2,3,4. An analysis of the examples shows that they all are Calabi-type composition products of lower dimensional
hyperbolic aﬃne spheres that have parallel cubic form, see [6,11] for more details.
In this paper, we systematically investigate the condition ∇ˆC = 0 under the restriction that the hypersurfaces in Rn+1
are locally strongly convex. In particular, if n = 5,6,7, we give a complete classiﬁcation for all such hypersurfaces. There-
fore, together with the results cited above, now all locally strongly convex hypersurfaces satisfying ∇ˆC = 0 and 2 n  7 are
classiﬁed.
Our main result is the following classiﬁcation.
Classiﬁcation Theorem. Let Mn (n  7) be a n-dimensional locally strongly convex aﬃne hypersurface in Rn+1 with ∇ˆC = 0. Then
either
(i) Mn is an open part of a locally strongly convex quadric (i.e. C = 0), or
(ii) Mn is obtained as the Calabi product of a lower dimensional hyperbolic aﬃne sphere with parallel cubic form and a point, or
(iii) Mn is obtained as the Calabi product of two lower dimensional hyperbolic aﬃne spheres with parallel cubic form, or
(iv) n = 5 and (M5,h) is isometric with SL(3,R)/SO(3), and the immersion is aﬃnely equivalent to the standard embedding of
SL(3,R)/SO(3) ↪→R6; see [18], pp. 106–113.
The proof of the above Classiﬁcation Theorem is an immediate consequence of Theorems B, C, D, 4.1, 5.1, 6.1, 6.2, 7.1 and
Corollary 7.1.
We would like to point out the following: While, up to dimension n = 4, all examples are of type (1.2), in dimension n = 5
there appears the new example (iv). Moreover, it is the only example that we know of an aﬃne sphere with unimodular
Einstein metric that is not of constant sectional curvature.
A direct calculation shows that the example (iv) can be characterized as follows:
Corollary. Let M5 be a 5-dimensional locally strongly convex aﬃne hypersurface in R6 with ∇ˆC = 0. If (M5,h) is Einstein and
possesses non-constant sectional curvature then, modulo aﬃne equivalences and homothetic transformations, it must be an open part
of SL(3,R)/SO(3).
2. Preliminaries
For a hypersurface F :M = Mn ↪→ Rn+1, we recall the notation from the beginning of the introduction. We also recall
some standard deﬁnitions: let S be the aﬃne shape operator (or Weingarten operator). Mn is called an aﬃne sphere if S = λ id;
one easily proves λ = const. = H where H := 1n trace S is the aﬃne mean curvature. F is called a proper aﬃne sphere if H = 0;
if H > 0, the proper aﬃne sphere is called elliptic, for H < 0 hyperbolic. If H = 0, the aﬃne sphere is called improper or
parabolic. For a proper aﬃne sphere the aﬃne normal satisﬁes ξ(p) = H(F (p) − c), where c is a constant vector, called the
center of F (Mn); for simplicity, we choose c as origin. For an improper aﬃne sphere the aﬃne normal ﬁeld is constant.
The curvature tensors R and Rˆ of ∇ and ∇ˆ , resp., are related to S and K by two equations of Gauß type
R(X, Y )Z = h(Y , Z)S X − h(X, Z)SY ,
Rˆ(X, Y )Z = 1
2
{
h(Y , Z)S X − h(X, Z)SY + h(SY , Z)X − h(S X, Z)Y }− [KX , KY ]Z .
In particular, for aﬃne spheres we have S = H id and thus
Rˆ(X, Y )Z = H · (h(Y , Z)X − h(X, Z)Y )− [KX , KY ]Z . (2.1)
We also recall the relation(
Rˆ(X, Y )K
)
(Z ,W ) = Rˆ(X, Y )K (Z ,W ) − K (Rˆ(X, Y )Z ,W )− K (Z , Rˆ(X, Y )W ). (2.2)
Finally, K satisﬁes the apolarity condition for its trace; it reads tr KX = 0 for all X .
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In this section, we consider an n-dimensional, locally strongly convex aﬃne hypersurface Mn in Rn+1 which has parallel
cubic form, i.e. ∇ˆC = 0. Thus, according to Theorem A, Mn is a hyperbolic aﬃne sphere with aﬃne shape operator S = H · id,
H < 0.
Since ∇ˆC = 0 implies that h(C,C) is constant, there are two cases. If h(C,C) = 0, then C = 0 and Mn is an open part of
a quadric. Otherwise, C never vanishes, and we assume this in this section from now on.
Let p ∈ Mn . Now we will review the construction of a typical orthonormal basis with respect to the aﬃne metric h
for T pMn , which was introduced by Ejiri and has been widely applied, and proved to be very useful for various purposes,
see e.g. [8,30]. The idea is to construct from the (1,2) tensor K a self adjoint operator at a point; then one extends the
eigenbasis to a local ﬁeld.
Let p ∈ M and UMp = {u ∈ T pMn | h(u,u) = 1}. Since Mn is locally strongly convex, UMp is compact. We deﬁne a
function f on UMp by f (u) = h(Kuu,u). Let e1 be an element of UMp at which the function f attains an absolute
maximum. Since K = 0, we easily see that f (e1) > 0.
Let u ∈ UMp such that h(u, e1) = 0, and deﬁne a function g by g(t) := f (cos te1 + sin tu). Then we have
g′(0) = 3h(Ke1e1,u), g′′(0) = 6h(Ke1u,u) − 3 f (e1), g′′′(0) = 6 f (u) − 21h(Ke1e1,u).
Since g attains an absolute maximum at t = 0, we have g′(0) = 0, i.e. h(Ke1e1,u) = 0. So e1 is an eigenvector of Ke1 ,
say associated to the eigenvalue λ1. Let e2, e3, . . . , en be orthonormal vectors, orthogonal to e1, which are the remaining
eigenvectors of the operator Ke1 , associated to the eigenvalues λ2, λ3, . . . , λn . Further, since e1 is an absolute maximum
of f , we know that g′′(0) 0, and if g′′(0) = 0, then g′′′(0) = 0. This implies the following
Lemma 3.1. For every i  2, we have λ1 − 2λi  0. If, for some i, λi = 12λ1 then
f (ei) = h(Kei ei, ei) = 0.
Furthermore, from the apolarity condition, we have
∑n
i=1 λi = 0. Now ∇ˆK = 0 together with (2.1) imply that, for any
i  2,
0 = (Rˆ(e1, ei)K (e1, e1))= Rˆ(e1, ei)λ1e1 − 2K (Rˆ(e1, ei)e1, e1)= (2λi − λ1)(H − λ1λi + λ2i )ei,
that is
(2λi − λ1)
(
H − λ1λi + λ2i
)= 0, ∀i  2. (3.1)
Now we can state
Lemma 3.2. (See [8].) Let Mn be a hyperbolic aﬃne sphere, thus S = H · id with H < 0, and with parallel cubic form. Then, for every
p ∈ Mn, there exists an orthonormal basis {e j}1 jn (if necessary, we rearrange the order), satisfying Ke1e j = λ je j , and there exists
a number i, 1 i < n, such that
λ2 = λ3 = · · · = λi = 12λ1, λi+1 = · · · = λn = −
i + 1
2(n − i)λ1 =: μ (3.2)
and
−H = λ21
(i + 1)2 + 2(i + 1)(n − i)
4(n − i)2 . (3.3)
Therefore, for a locally strongly convex aﬃne hypersurface with parallel cubic form, we have to deal with (n − 1) cases
{Ci}1in−1 as follows:
Case C1. λ2 = λ3 = · · · = λn = − λ1n−1 .
Case Ci . λ2 = · · · = λi = 12λ1 and λi+1 = · · · = λn = − i+12(n−i) λ1 for 2 i  n − 1.
We are going to discuss the cases step by step. Firstly, we have the important observation:
Lemma 3.3. If i > 1 (2n − 1), then the case Ci does not occur.3
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1
3 (2n − 1) we have λi+1 = − i+12(n−i) λ1. Let u = − 12 e1 + 12ε
√
3ei+1, and choose ε = ±1 such that
ε f (ei+1) 0. Then we notice that
f (u) = h(Kuu,u) = −1
8
λ1 − 9
8
λi+1 + 38
√
3ε f (ei+1) > λ1,
which contradicts the maximality of λ1. Thus such case cannot occur. 
From Lemma 3.3 we see that the cases left to be studied are {Ci}1in¯ , where n¯ denotes the largest integer less or equal
to 2n−13 . In particular, if n = 5, it suﬃces to check the three cases C1, C2 and C3. Moreover, we have:
Lemma 3.4. If 2n ≡ 1 mod 3, then for the case Cn¯ , we have:
h(Ke j ek, el) = 0, for all j,k, l n¯ + 1. (3.4)
Proof. From the proof of Lemma 3.3 we see that f (αe j + βek + γ el) = 0 for all j,k, l n¯ + 1 and for arbitrary real α,β,γ .
Then the claim follows. 
To treat the general case Ci with i  n¯ we introduce the notations D2 := span{e2, . . . , ei} and D3 := span{ei+1, . . . , en}.
It turns out that the subspaces D2 and D3 satisfy remarkable relations which we are going to state in the following
Lemmas 3.5–3.9.
Lemma 3.5. For the case Ci , if v ∈D2 and w ∈D3 , then Kvw ∈D2 .
Proof. From (2.2) and ∇ˆK = 0, we have
0 = (Rˆ(v,w)K )(e1, e1) = Rˆ(v,w)K (e1, e1) − 2K (Rˆ(v,w)e1, e1)
= λ1 Rˆ(v,w)e1 − 2Ke1
(
Rˆ(v,w)e1
)
, (3.5)
which shows that Rˆ(v,w)e1 ∈D2. Furthermore, (2.1) gives
Rˆ(v,w)e1 = −[Kv , Kw ]e1 = −Kv Kwe1 + Kw Kve1 = n + 1
2(n − i) Kvw,
from (3.5) we then have Ke1 Kvw = 12λ1Kvw , i.e., Kvw ∈D2. 
Lemma 3.6. If dimD2  1, then for any v1, v2, v3 ∈D2 , h(Kv1 v2, v3) = 0.
Proof. This is a direct corollary of Lemma 3.1. 
For the general case Ci with dimD2  1, let us deﬁne the bilinear map L on D2 by
L(v1, v2) := K (v1, v2) − 1
2
λ1h(v1, v2)e1, v1, v2 ∈D2. (3.6)
Lemma 3.7. For the case Ci with i  2, we have L :D2 ×D2 →D3;moreover, L is isotropic in the sense that
h
(
L(v, v), L(v, v)
)= n + 1
4(n − i)λ
2
1
(
h(v, v)
)2
, v ∈D2. (3.7)
Proof. From Lemma 3.6 and the deﬁnition of L, it can be seen that, for all v1, v2, v ∈D2,
h
(
L(v1, v2), e1
)= h(L(v1, v2), v)= 0.
This proves the claim that L :D2 ×D2 →D3.
To prove (3.7), we choose v ∈D2 with h(v, v) = 1. We calculate the left-hand side (LHS) and the right-hand side (RHS)
of the equation
Rˆ(e1, v)K (v, v) = 2K
(
Rˆ(e1, v)v, v
)
,
and apply Lemma 3.5 to obtain:
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(
1
2
λ1e1 + L(v, v)
)
= −1
2
λ1H v − 1
2
λ1[Ke1 , Kv ]e1 − [Ke1 , Kv ]L(v, v)
=
(
−1
2
λ1H + 1
8
λ31
)
v − n + 1
2(n − i)λ1Kv L(v, v);
RHS = 2K (He1 − [Ke1 , Kv ]v, v)= λ1Hv − 2K (Ke1 Kv v, v) + 2K (Kv Ke1 v, v)
= λ1H v − 2K
(
Ke1 L(v, v) +
1
2
λ1Ke1e1, v
)
+ λ1K
(
L(v, v) + 1
2
λ1e1, v
)
=
(
λ1H − 1
4
λ31
)
v + n + 1
n − i λ1Kv L(v, v).
Comparing both sides, we get Kv L(v, v) = n−in+1 ( 14λ21 − H)v and therefore, by (3.3):
h
(
L(v, v), L(v, v)
)= h(L(v, v), Kv v)= h(Kv L(v, v), v)= n − i
n + 1
(
1
4
λ21 − H
)
= n + 1
4(n − i)λ
2
1.
This proves Lemma 3.7. 
Since L :D2 ×D2 →D3 is isotropic, we see from (3.7) that, if dimD2  1, then dim(Im L) 1. Moreover, from [19] we
have the following
Lemma 3.8. (See [19], also [27].) If dimD2  1, then for orthonormal vectors X, Y , Z and W inD2 , there holds
h
(
L(X, X), L(X, Y )
)= 0, (3.8)
h
(
L(X, X), L(Y , Y )
)+ 2h(L(X, Y ), L(X, Y ))= n + 1
4(n − i)λ
2
1, (3.9)
h
(
L(X, X), L(Y , Z)
)+ 2h(L(X, Y ), L(X, Z))= 0, (3.10)
h
(
L(X, Y ), L(Z ,W )
)+ h(L(X, Z), L(W , Y ))+ h(L(X,W ), L(Y , Z))= 0. (3.11)
If dimD2  1 and Im(L) =D3, we can say more about the bilinear map L:
Lemma 3.9. Assume in case Ci that dimD2  1 and Im(L) =D3 . Then, for any v1, v2 ∈D2 and w ∈D3 such that w ⊥ Im(L), we
have
K
(
L(v1, v2),w
)= − (n + 1)(i + 1)
4(n − i)2 h(v1, v2)λ
2
1w. (3.12)
Proof. For every v ∈D2 and w ⊥ Im(L), we apply Lemmas 3.5, 3.7 and (2.1) to obtain
Kvw =
i∑
j=2
h
(
K (v,w), e j
)
e j =
i∑
j=2
h
(
K (v, e j),w
)
e j =
i∑
j=2
h
(
L(v, e j),w
)
e j = 0,
Rˆ(e1, v)w = −Ke1 Kvw + Kv Ke1w = −
λ1
2
Kvw + Kv
(
− i + 1
2(n − i)λ1w
)
= 0.
Then, for v1, v2 and w as in the assumptions, the following equation
Rˆ(e1, v1)K (v2,w) = K
(
Rˆ(e1, v1)v2,w
)+ K (v2, Rˆ(e1, v1)w)
is equivalent to K (Rˆ(e1, v1)v2,w) = 0. On the other hand, we have
Rˆ(e1, v1)v2 = Hh(v1, v2)e1 − Ke1 Kv1 v2 + Kv1 Ke1 v2
= Hh(v1, v2)e1 − Ke1
[
λ1
2
h(v1, v2)e1 + L(v1, v2)
]
+ λ1
2
Kv1 v2
=
(
H − λ
2
1
2
)
h(v1, v2)e1 − Ke1 L(v1, v2) +
λ1
2
[
λ1
2
h(v1, v2)e1 + L(v1, v2)
]
=
(
H − λ
2
1
4
)
h(v1, v2)e1 + n + 1
2(n − i)λ1L(v1, v2);
from this and (3.3), we immediately obtain (3.12). 
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In this section we consider the case C1 locally strongly convex aﬃne hypersurfaces with parallel cubic form and n  3.
In fact, we have the following general result in this case.
Theorem 4.1. Let F :Mn ↪→Rn+1 be a locally strongly convex aﬃne hypersurface with parallel and non-vanishing cubic form. If, for a
ﬁxed p ∈ Mn, there exists an orthonormal basis {ei}1in of T pMn such that
Ke1e1 = λ1e1, Ke1ei = μei, 2 i  n,
λ1 + (n − 1)μ = 0, H = − n
(n − 1)2 λ
2
1, (4.1)
then F is a Calabi product of a point with a hyperbolic aﬃne sphere in Rn with parallel cubic form.
Proof. We extend the basis {ei}1in by parallel translation along geodesics (with respect to ∇ˆ) through p to a normal
neighborhood around p. By the properties of parallel translation this gives a local h-orthonormal basis {Ei}1in on a
neighborhood of p. Since ∇ˆK = 0, it follows that
KE1 E1 = λ1E1, KE1 Ei = μEi, 2 i  n,
holds at every point in a normal neighborhood. Since ∇ˆK = 0 and ∇ˆEi E1 is h-orthogonal to E1, we have
0 = (∇ˆEi K )(E1, E1) = λ1∇ˆEi E1 − 2K (∇ˆEi E1, E1) =
n + 1
n − 1 ∇ˆEi E1, i = 1,2, . . . ,n,
i.e. E1 is a parallel vector ﬁeld with respect to ∇ˆ , and this gives ∇X E1 = K (X, E1) for all X .
We deﬁne two local distributions T0 and T1 on Mn by
T0 :q → T0|q = span
{
E1(q)
}
,
T1 :q → T1|q =
{
u ∈ TqMn | h
(
u, E1(q)
)= 0}.
Since ∇ˆX E1 = 0, we have ∇ˆT0 T0 ⊂ T0 and ∇ˆT1 T0 ⊂ T0. Since T0 and T1 are h-orthogonal this then implies that also ∇ˆX T1 ⊂
T1 for any vector ﬁeld X . Therefore it follows from the de Rham decomposition theorem ([12], pp. 187) that (Mn,h) is
locally isometric to a Riemannian product R× M1, where M1 is an (n − 1)-dimensional manifold. Moreover, since E1 ∈ T0,
after identiﬁcation E1 is tangent to the R-component, and we write E1 = ∂∂t , whereas {E2, . . . , En} is a basis of M1.
From the above we can solve the following system of equations{
E1(η1) = (μ − λ1)η1, U (η1) = 0;
E1(η2) = −μη2, U (η2) = 0, U ∈ T pM1, (4.2)
to obtain
η1 = c1e(μ−λ1)t , η2 = c2e−μt (4.3)
for some positive constants c1 and c2. We deﬁne two maps from Mn to Rn+1 as follows:
G1 := e(μ−λ1)t(−μF + E1), G2 := e−μt(−HF + μE1). (4.4)
Claim 1. G1 is a constant vector ﬁeld.
Proof. In fact, for the original immersion F :Mn ↪→ Rn+1 we have dF =∑ni=1 Eiωi ; the aﬃne normal satisﬁes ξ = −HF ,
and ∇Ei E1 = KE1 Ei = λi Ei , λ2 = · · · = λn = μ; then we get:
dG1 = (μ − λ1)e(μ−λ1)t(−μF + E1)ω1 + e(μ−λ1)t
(
−μ
n∑
i=1
Eiωi +
n∑
i=1
∇Ei E1ωi − HFω1
)
= −[μ(μ − λ1) + H]Fe(μ−λ1)t dt = 0,
here we used the relation μ(μ − λ1) = −H . This proves Claim 1. 
Claim 2. G2 deﬁnes an (n− 1)-dimensional hyperbolic aﬃne sphere (contained in some Rn to which G1 is a transversal vector ﬁeld in
R
n+1).
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dG2 = −μe−μt(−HF + μE1)ω1 + e−μt
(
−H
n∑
i=1
Eiωi + μ
n∑
i=1
∇Ei E1ωi − μHFω1
)
= e−μt(μ2 − H) n∑
i=2
Eiωi .
Since G1 is a constant vector ﬁeld, it follows that G2 is contained in some Rn with G1 a transversal vector ﬁeld to
this Rn .
As we have
dG2(V ) = DV (G2) =
(
μ2 − H)V , V ∈ T1,
the map G2 is an immersion. Moreover, denoting by ∇1 the T1 component of ∇ , we ﬁnd for V , V˜ ∈ T1:
DV dG2(V˜ ) = e−μt
(
μ2 − H)DV V˜
= e−μt(μ2 − H)∇V V˜ + e−μt(μ2 − H)h(V , V˜ )(−HF )
= e−μt(μ2 − H)∇1V V˜ + e−μt(μ2 − H)[h(K (V , V˜ ), E1)E1 − Hh(V , V˜ )F ]
= dG2
(∇1V V˜ )+ (μ2 − H)h(V , V˜ )G2.
The above formulas imply that G2 can be interpreted as a centroaﬃne immersion contained in an n-dimensional vector
subspace Rn of Rn+1 with induced connection ∇1 and aﬃne metric h1 = (μ2 − H)h. We also note that the constant vector
ﬁeld G1 is transversal to the immersion G2. As before we get that G2 :M1 →Rn satisﬁes the apolarity condition and that it
is a hyperbolic aﬃne hypersphere. This proves Claim 2. 
From (4.4) we obtain
F = − μ
H2 + μ2 e
(λ1−μ)tG1 + 1
H2 + μ2 e
μtG2.
Since λ1 − μ = −nμ, a reparametrization s = nμt gives
F =
(
− μ
H2 + μ2 e
−sG1,
1
H2 + μ2 e
s
n G2
)
which shows that F is a Calabi product of a point G1 with a hyperbolic aﬃne sphere G2. Because F :Mn ↪→Rn+1 is a locally
strongly convex aﬃne hypersphere with parallel cubic form, then G2 :M1 ↪→Rn is a locally strongly convex hyperbolic aﬃne
sphere with parallel cubic form. This proves Theorem 4.1. 
5. Hypersurfaces with dim(Im L)= 1
From now on we consider the case Ci for i  2. Notice that for C2 we have dim(Im L) = 1. In this section, we study the
general case dim(Im L) = 1; we prove the following theorem.
Theorem 5.1. Let Mn be a locally strongly convex aﬃne hypersurface which has parallel and non-vanishing cubic form. If dim(Im L) =
1 then Mn can be decomposed as the Calabi product of two hyperbolic aﬃne spheres both with parallel cubic form.
First of all, we prove
Lemma 5.1. If dim(Im L) = 1 then we can choose a unit vector w1 ∈ Im(L) ⊂D3 such that
L(v1, v2) = λ1
2
√
n + 1
n − i h(v1, v2)w1, ∀v1, v2 ∈D2. (5.1)
Proof. Since dim(Im L) = 1, we can choose w ∈ Im L ⊂D3 such that
L(v1, v2) = α(v1, v2)w, (5.2)
where α is a symmetric bilinear form over D2.
Deﬁne Q :D2 →D2 by h(Q v1, v2) := α(v1, v2). From (3.8) we have
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(
L(v1, v1), L(v1, v2)
)= 0, if h(v1, v2) = 0. (5.3)
It follows from (3.7), (5.2) and (5.3) that, if h(v1, v2) = 0 then L(v1, v2) = 0. Now we see that
h(Q v1, v2) = 0 if h(v1, v2) = 0,
and Q v = λ12
√
n+1
n−i ε(v)v for all v ∈D2, where ε(v) = ±1. Therefore,
L(v1, v2) = α(v1, v2)w = λ1
2
√
n + 1
n − i ε(v1)h(v1, v2)w. (5.4)
Since L and h are both symmetric, (5.4) implies that ε(v1) = ε(v2) for any v1, v2 ∈D2, i.e., ε(v) is independent of v .
Set w1 := ε(v1)w , then we obtain (5.1). 
In the sequel of this section, we ﬁx the unit vector w1 ∈D3 as in Lemma 5.1; then Ke1w1 = − i+12(n−i) λ1w1. Moreover, we
have
Lemma 5.2. There exists an orthonormal basis {v1, . . . , vi−1} ofD2 such that
Ke1 v j =
λ1
2
v j, Kw1 v j =
λ1
2
√
n + 1
n − i v j, 1 j  i − 1;
Kv j vk =
λ1
2
(
e1 +
√
n + 1
n − i w1
)
δ jk, 1 j,k i − 1. (5.5)
Proof. From Lemma 3.5 we see Kw1 :D2 → D2, and Kw1 is self-adjoint. Then there exists an orthonormal basis {v1, . . . ,
vi−1} of D2 such that Kw1 v j = α j v j with eigenvalues α j . The fact that v j ∈ D2 implies that Ke1 v j = λ12 v j , and with
Lemma 5.1 we get
α j = h(Kw1 v j, v j) = h
(
L(v j, v j),w1
)= λ1
2
√
n + 1
n − i .
Since L(v j, vk) = λ12
√
n+1
n−i δ jkw1, we get
Kv j vk = K (v j, vk) =
1
2
λ1δ jke1 + L(v j, vk) = λ12
(
e1 +
√
n + 1
n − i w1
)
δ jk. 
Now we are ready to prove
Lemma 5.3. Kw1w1 = − i+12(n−i) λ1e1 + 2n−3i−12(n−i)
√
n+1
n−i λ1w1 .
Proof. We will use the following equations, for 1 j  i − 1:
Rˆ(e1, v j)K (v j,w1) = K
(
Rˆ(e1, v j)v j,w1
)+ K (v j, Rˆ(e1, v j)w1). (5.6)
From the calculations
Rˆ(e1, v j)v j = He1 − Ke1 Kv j v j + Kv j Ke1 v j = −
(n + 1)2λ21
4(n − i)2 e1 +
λ21
4
(
n + 1
n − i
)3/2
w1,
Rˆ(e1, v j)w1 = −Ke1 Kv j w1 + Kv j Ke1w1 = −
λ21
4
(
n + 1
n − i
)3/2
v j,
we obtain the left-hand side (LHS) and the right-hand side (RHS) of (5.6) as follows:
LHS = λ1
2
√
n + 1
n − i Rˆ(e1, v j)v j =
λ1
2
√
n + 1
n − i (He1 − Ke1 Kv j v j + Kv j Ke1 v j)
= λ
3
1
8
(
n + 1
n − i
)2(
−
√
n + 1
n − i e1 + w1
)
,
RHS = K
(
− (n + 1)
2λ21
4(n − i)2 e1 +
λ21
4
(
n + 1
n − i
)3/2
w1,w1
)
+ K
(
v j,−λ
2
1
4
(
n + 1
n − i
)3/2
v j
)
= −λ
3
1
8
(
n + 1
n − i
)3/2
e1 + λ
2
1
4
(
n + 1
n − i
)3/2
Kw1w1 +
λ31
8
(
n + 1
n − i
)2( i + 1
n − i − 1
)
w1.
Comparing the above, then Lemma 5.3 follows. 
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h(Kw1w, e1) = h(Kw1w,w1) = h(Kw1w, v j) = 0, 1 j  i − 1. (5.7)
This implies that Kw1 :D3/Rw1 →D3/Rw1, and this map is self-adjoint; therefore there exists an orthonormal basis {w1,
w2, . . . ,wn−i} of D3 satisfying
Kw1w j = μ j w j, 2 j  n − i. (5.8)
Lemma 5.4.We have μ2 = · · · = μn−i = − i+12(n−i)
√
n+1
n−i λ1 .
Proof. From the equation Rˆ(w1,w j)K (v1, v1) = 2K (Rˆ(w1,w j)v1, v1) we get
λ1
2
Rˆ(w1,w j)
(
e1 +
√
n + 1
n − i w1
)
= 2K (Rˆ(w1,w j)v1, v1). (5.9)
We observe that, for 2 j  n − i,
Rˆ(w1,w j)e1 = −Kw1 Kw j e1 + Kw j Kw1e1 = 0, (5.10)
Rˆ(w1,w j)v1 = −Kw1 Kw j v1 + Kw j Kw1 v1 = −Kw1 Kw j v1 + Kw j
(
λ1
2
√
n + 1
n − i v1
)
= 0, (5.11)
Rˆ(w1,w j)w1 = −Hw j − Kw1 Kw j w1 + Kw j Kw1w1 =
[
(i + 1)(n + 1)
2(n − i)2 λ
2
1 − μ2j +
2n − 3i − 1
2(n − i)
√
n + 1
n − i λ1μ j
]
w j; (5.12)
here, in the last step deriving (5.11), we use the facts that Kw j v1 ∈D2 and for k = 1,
h(Kw j v1, vk) = h(Kv1 vk,w j) = 0,
thus Kw j v1 = h(Kw j v1, v1)v1, and
−Kw1 Kw j v1 = −h(Kw j v1, v1)Kw1 v1 = −h(Kw j v1, v1)
λ1
2
√
n + 1
n − i v1 = −
λ1
2
√
n + 1
n − i Kw j v1.
From (5.9)–(5.12), we see that
(i + 1)(n + 1)
2(n − i)2 λ
2
1 − μ2j +
2n − 3i − 1
2(n − i)
√
n + 1
n − i λ1μ j = 0, for 2 j  n − i.
This implies that μ j =
√
n+1
n−i λ1 or μ j = − i+12(n−i)
√
n+1
n−i λ1. If we assume, for {μ j}2 jn−i , that
√
n+1
n−i λ1 is of multiplicity p
and − i+12(n−i)
√
n+1
n−i λ1 is of multiplicity q = n − p − i − 1, then the trace tr(Kw1 ) = 0 reduces to
(i − 1)λ1
2
√
n + 1
n − i +
2n − 3i − 1
2(n − i)
√
n + 1
n − i λ1 + p
√
n + 1
n − i λ1 − (n − p − i − 1)
i + 1
2(n − i)
√
n + 1
n − i λ1
= p(2n − i + 1)
2(n − i)
√
n + 1
n − i λ1 = 0.
Then p = 0 and Lemma 5.4 follows. 
Proof of Theorem 5.1. Based on the Lemmas 5.2, 5.3 and 5.4, we choose
t =
√
n − ie1 +
√
n + 1w1√
2n − i + 1 , v =
−√n + 1e1 +
√
n − iw1√
2n − i + 1 .
Then {t, v1, . . . , vi−1, v,w2, . . . ,wn−i} forms an orthonormal basis of T pMn; with respect to this basis, the difference tensor
K takes the following form:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Ktt = n−2i−12(n−i)
√
2n−i+1
n−i λ1t =: σ1t,
Kt v = λ12
√
2n−i+1
n−i w =: σ2v,
Kt v j = λ12
√
2n−i+1
n−i v j = σ2v j, for 1 j  i − 1,
Ktwk = − i+1
√
2n−i+1λ1wk =: σ3wk, for 2 k n − i.
(5.13)2(n−i) n−i
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σ1 = 2σ2, σ1 = 2σ3, σ2 = σ3, σ2 + σ3 = σ1,
σ2σ3 = − (i + 1)(2n − i + 1)
4(n − i)2 λ
2
1 = H . (5.14)
By parallel translation along geodesics through p to a normal neighborhood around p we can extend {t, v, v1, . . . , vi−1,
w2, . . . ,wn−i} to obtain a local h-orthonormal basis
{T , V , V1, . . . , Vi−1,W2, . . . ,Wn−i}
such that
KT T = σ1T ; KT V = σ2V , KT V j = σ2V j, 1 j  i − 1;
KT Wk = σ3Wk, 2 k n − i.
Now we can apply Theorem 3 of [11] to conclude that Mn is decomposed as the Calabi product of two hyperbolic aﬃne
spheres, both with a parallel cubic form. 
6. Hypersurfaces with dimD2 = 2 and dim(Im L) 2
In this section, we consider a locally strongly convex aﬃne hypersurface with parallel and non-vanishing cubic form
satisfying the condition of the case C3 and, in the notation of Section 3, dim(Im L) 2. The main results of this section are
the following two theorems.
Theorem 6.1. Let Mn be a locally strongly convex aﬃne hypersurface which has parallel and non-vanishing cubic form. If dimD2 = 2
and dim(Im L) = 2 then n = 5 and, up to a suitable homothetic transformation, Mn is aﬃnely equivalent to an open part of the
standard embedding SL(3,R)/SO(3,R) ↪→R6 .
Theorem 6.2. Let Mn be a locally strongly convex aﬃne hypersurface which has parallel and non-vanishing cubic form. If dimD2 = 2
and dim(Im L)  3 then dim(Im L) = 3 and n  6. Moreover, Mn can be decomposed as the Calabi product of a hyperbolic aﬃne
sphere with parallel cubic form and a point for n = 6, or as the Calabi product of two hyperbolic aﬃne spheres, both with parallel cubic
form, for n 7.
Let us choose {v1, v2} as an orthonormal basis of D2. Since L is bilinear, we see that Im L ⊂ Span{L(v1, v1), L(v1, v2),
L(v2, v2)}, and it follows that dim(Im L) 3. First of all, we have
Lemma 6.1. The three vectors L(v1, v1)+ L(v2, v2), L(v1, v1)− L(v2, v2) and L(v1, v2) are mutually orthogonal. Moreover, we have
h
(
L(v1, v1) − L(v2, v2), L(v1, v1) − L(v2, v2)
)= 4h(L(v1, v2), L(v1, v2)), (6.1)
which implies that both L(v1, v1) − L(v2, v2) = 0 and L(v1, v2) = 0.
Proof. From the isotropy conditions (3.7) and (3.8), we get the ﬁrst claim. From (3.7) and (3.9), we easily verify (6.1). Finally,
from (6.1) we see that L(v1, v1) − L(v2, v2) = 0 if and only if L(v1, v2) = 0. Then dimD2 = 2 implies the last claim. 
According to Lemma 6.1, we can choose orthonormal vectors w1,w2 ∈D3 such that
L(v1, v1) = b1w1 + b2w3, L(v1, v2) = b1w2, L(v2, v2) = −b1w1 + b2w3, (6.2)
where b1 = 0, and if b2 = 0 then we choose w3 = 0, if b2 = 0 then we choose w3 ∈D3 as unit vector such that h(w1,w3) =
h(w2,w3) = 0. Moreover, the isotropy condition implies that
b21 + b22 =
n + 1
4(n − 3)λ
2
1. (6.3)
From Lemmas 3.2 and 3.5, (6.2) and the apolarity we establish the following formulas⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Ke1e1 = λ1e1, Ke1 v1 = λ12 v1, Ke1 v2 = λ12 v2, Ke1w j = − 2λ1n−3w j, j = 1,2,3;
Kv1 v1 = λ12 e1 + b1w1 + b2w3, Kv1 v2 = b1w2, Kv2 v2 = λ12 e1 − b1w1 + b2w3;
Kv1w1 = b1v1, Kv2w1 = −b1v2, Kv1w2 = b1v2, Kv2w2 = b1v1,
Kv1w3 = b2v1, Kv2w3 = b2v2.
(6.4)
In the sequel we will derive the remaining formulas for the difference tensor K .
Z. Hu et al. / Differential Geometry and its Applications 27 (2009) 188–205 199Lemma 6.2. For {w1,w2,w3} that deﬁned by (6.2), we have⎧⎪⎨
⎪⎩
Kw1w1 = − 2n−3λ1e1 + 2b2w3,
Kw1w3 = 2b2w1, b2Kw1w3 = [2b21 − n+1(n−3)2 λ21]w1,
b2Kw3w3 = − 2n−3b2λ1e1 + [2b22 − n+1(n−3)2 λ21]w3.
(6.5)
Proof. We use (2.1) and (6.4) and calculate the following:
Rˆ(e1, v1)v1 = − (n + 1)
2
4(n − 3)2 λ
2
1e1 +
n + 1
2(n − 3)λ1(b1w1 + b2w3), (6.6)
Rˆ(e1, v2)v2 = − (n + 1)
2
4(n − 3)2 λ
2
1e1 +
n + 1
2(n − 3)λ1(−b1w1 + b2w3), (6.7)
Rˆ(e1, v1)w1 = − n + 1
2(n − 3)λ1b1v1, Rˆ(e1, v2)w1 =
n + 1
2(n − 3)λ1b1v2, (6.8)
Rˆ(e1, v1)w3 = − n + 1
2(n − 3)λ1b2v1, Rˆ(e1, v2)w3 = −
n + 1
2(n − 3)λ1b2v2. (6.9)
Applying (6.4) and inserting (6.6)–(6.9) into the following equations:
Rˆ(e1, v1)K (v1,w1) = K
(
Rˆ(e1, v1)v1,w1
)+ K (v1, Rˆ(e1, v1)w1),
Rˆ(e1, v2)K (v2,w1) = K
(
Rˆ(e1, v2)v2,w1
)+ K (v2, Rˆ(e1, v2)w1),
Rˆ(e1, v1)K (v1,w3) = K
(
Rˆ(e1, v1)v1,w3
)+ K (v1, Rˆ(e1, v1)w3),
Rˆ(e1, v2)K (v2,w3) = K
(
Rˆ(e1, v2)v2,w3
)+ K (v2, Rˆ(e1, v2)w3);
we obtain
b2K (w3,w3) + b1K (w1,w3) = − 2
n − 3λ1b2e1 +
[
2b22 −
n + 1
(n − 3)2 λ
2
1
]
w3 + 2b1b2w1,
b2K (w3,w3) − b1K (w1,w3) = − 2
n − 3λ1b2e1 +
[
2b22 −
n + 1
(n − 3)2 λ
2
1
]
w3 − 2b1b2w1,
b2K (w1,w3) + b1K (w1,w1) = − 2
n − 3λ1b1e1 + 2b1b2w3 +
[
2b21 −
n + 1
(n − 3)2 λ
2
1
]
w1,
b2K (w1,w3) − b1K (w1,w1) = 2
n − 3λ1b1e1 − 2b1b2w3 +
[
2b21 −
n + 1
(n − 3)2 λ
2
1
]
w1.
From these equations we get the assertion in (6.5). 
Lemma 6.3. For {w1,w2,w3} that deﬁned by (6.2), we have
Kw1w2 = 0, Kw2w2 = −
2
n − 3λ1e1 + 2b2w3,
b2Kw2w3 =
[
2b21 −
n + 1
(n − 3)2 λ
2
1
]
w2. (6.10)
Proof. Consider an orthogonal transformation for the basis of D2:
v˜1 = cos tv1 + sin tv2, v˜2 = − sin tv1 + cos tv2. (6.11)
In analogy to (6.2) we implicitly deﬁne w˜1, w˜2, w˜3 by:
L(v˜1, v˜1) = b1 w˜1 + b2 w˜3, L(v˜1, v˜2) = b1 w˜2, L(v˜2, v˜2) = −b1 w˜1 + b2 w˜3.
The triples (w˜1, w˜2, w˜3) and (w1,w2,w3) are related by
w˜1 = cos2tw1 + sin2tw2, w˜2 = − sin2tw1 + cos2tw2, w˜3 = w3. (6.12)
In analogy to (6.5), for any t , we have
Kw˜1 w˜1 = −
2
n − 3λ1e1 + 2b2 w˜3, b2Kw˜1 w˜3 =
[
2b21 −
n + 1
(n − 3)2 λ
2
1
]
w˜1. (6.13)
As t is arbitrary, the assertion (6.10) follows from (6.12) and (6.13). 
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Proof. If b2 = 0 then the last equation of (6.10) gives that b21 = n+12(n−3)2 . Combining this with (6.3), we get n = 5. If n = 5 then
the condition dimD2 = 2 implies that dim(Im L) n − 3 = 2. From this last fact and (6.2) we get the assertion b2 = 0. 
Now, we will separate the discussion into two cases, namely b2 = 0 and b2 = 0.
Case 6.1. b2 = 0. In this case, we have (6.4), (6.5) and (6.10). This proves the following:
Proposition 6.1. If b2 = 0, then n = 5. Furthermore, with respect to the above chosen orthonormal basis {e1, v1, v2,w1,w2} at
p ∈ M5 , the difference tensor K takes the following form⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Ke1e1 = λ1e1, Ke1 v1 = λ12 v1, Ke1 v2 = λ12 v2, Ke1w1 = −λ1w1, Ke1w2 = −λ1w2;
Kv1 v1 = λ12 e1 +
√
3
2 λ1w1, Kv1 v2 =
√
3
2 λ1w2, Kv2 v2 = λ12 e1 −
√
3
2 λ1w1;
Kv1w1 =
√
3
2 λ1v1, Kv2w1 = −
√
3
2 λ1v2, Kv1w2 =
√
3
2 λ1v2, Kv2w2 =
√
3
2 λ1v1;
Kw1w1 = −λ1e1, Kw1w2 = 0, Kw2w2 = −λ1e1.
(6.14)
Case 6.2. b2 = 0. In this case we have n 6. From (6.5) and (6.3) the constants b1,b2 satisfy
b1 =
√
2(n + 1)(n − 1)
4(n − 3) λ1, b2 =
√
2(n + 1)(n − 5)
4(n − 3) λ1, (6.15)
where we have assumed b1 > 0 and b2 > 0; otherwise we can change the direction of {w1,w2} or w3, resp.
Insert (6.15) into (6.4), (6.5) and (6.10); we have
Proposition 6.2. If b2 = 0, then n  6. Furthermore, with respect to the above chosen orthonormal vectors {e1, v1, v2,w1,w2,w3}
at p ∈ Mn, the difference tensor K takes the following form
Ke1e1 = λ1e1, Ke1 v1 =
λ1
2
v1, Ke1 v2 =
λ1
2
v2, Ke1w j = −
2λ1
n − 3w j, j = 1,2,3;
Kv1 v1 =
λ1
2
e1 +
√
2(n + 1)(n − 1)
4(n − 3) λ1w1 +
√
2(n + 1)(n − 5)
4(n − 3) λ1w3,
Kv2 v2 =
λ1
2
e1 −
√
2(n + 1)(n − 1)
4(n − 3) λ1w1 +
√
2(n + 1)(n − 5)
4(n − 3) λ1w3,
Kv1 v2 =
√
2(n + 1)(n − 1)
4(n − 3) λ1w2, Kv1w1 =
√
2(n + 1)(n − 1)
4(n − 3) λ1v1,
Kv2w1 = −
√
2(n + 1)(n − 1)
4(n − 3) λ1v2, Kv1w2 =
√
2(n + 1)(n − 1)
4(n − 3) λ1v2,
Kv2w2 =
√
2(n + 1)(n − 1)
4(n − 3) λ1v1, Kv2w3 =
√
2(n + 1)(n − 5)
4(n − 3) λ1v2, Kw1w2 = 0,
Kv1w3 =
√
2(n + 1)(n − 5)
4(n − 3) λ1v1, Kw1w1 = −
2
n − 3λ1e1 +
√
2(n + 1)(n − 5)
2(n − 3) λ1w3,
Kw1w3 =
√
2(n + 1)(n − 5)
2(n − 3) λ1w1, Kw2w2 = −
2
n − 3λ1e1 +
√
2(n + 1)(n − 5)
2(n − 3) λ1w3,
Kw2w3 =
√
2(n + 1)(n − 5)
2(n − 3) λ1w2, Kw3w3 = −
2
n − 3λ1e1 +
n − 9
n − 3
√
n + 1
2(n − 5)λ1w3.
Now we deﬁne
t :=
√
n − 5
3(n − 1) e1 +
√
2(n + 1)
3(n − 1)w3, t
∗ := −
√
2(n + 1)
3(n − 1) e1 +
√
n − 5
3(n − 1)w3. (6.16)
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⎪⎩
Ktt = n−11n−3
√
n−1
3(n−5) λ1t,
Ktu = n−5n−3
√
n−1
3(n−5) λ1u, u = v1, v2, t∗,w1,w2.
(6.17)
Moreover, if Im(L) =D3 then for any w ∈D3 with w ⊥ Im(L) = Span{w1,w2,w3}, we have
Ktw = − 6
n − 3
√
n − 1
3(n − 5)λ1w. (6.18)
Proof. (6.17) can be checked directly by using the formulas in Proposition 6.2. To prove (6.18), we see that
Ktw =
√
n − 5
3(n − 1) Ke1w +
√
2(n + 1)
3(n − 1) Kw3w = −
2
n − 3
√
n − 5
3(n − 1)λ1w +
√
2(n + 1)
3(n − 1) Kw3w,
then we use (3.12) and the fact
Kw3w =
1
2b2
K
(
L(v1, v1) + L(v2, v2),w
)= − n + 1
(n − 3)2b2 λ
2
1w
= − 2
n − 3
√
2(n + 1)
n − 5 λ1w.  (6.19)
Proof of Theorem 6.2 for n = 6. For n = 6 we see that Im L = D3 and {e1, v1, v2,w1,w2,w3} is an orthonormal basis of
T pM6, whereas Proposition 6.2 has established all information for the difference tensor K . Moreover, for t, t∗ deﬁned by
(6.16), (6.7) reduces to{
Ktt = − 5
√
15
9 λ1t =: σ1t,
Ktu =
√
15
9 λ1u =: σ2u, for u = v1, v2, t∗,w1,w2,
(6.20)
where σ1, σ2 and H are related by σ1σ2 − σ 22 = − 109 λ21 = H .
By parallel translation along geodesics through p to a normal neighborhood around p, we can extend {t, v1, v2, t∗,
w1,w2} to obtain a local h-orthonormal basis {T ; V1, V2, V3, V4, V5} such that
KT T = σ1T , KT V j = σ2V j, 1 j  5; σ1σ2 − σ 22 = H .
Then we can apply Theorem 1 of [11] to conclude that M6 is decomposed as the Calabi product of a hyperbolic aﬃne sphere
with parallel cubic form and a point. 
Proof of Theorem 6.2 for n  7. In this general case, we choose {w4, . . . ,wn−3} ⊂ D3 such that {w1, . . . ,wn−3} is an or-
thonormal basis of D3. Then, according to Proposition 6.3, for t, t∗ deﬁned by (6.16), we have such that
KT T = σ1T , KT V j = σ2V j for 1 j  5,
KT Wk = σ3Wk for 1 k n − 6,
with coeﬃcients satisfying σ1 = 2σ2, σ1 = 2σ3 and σ2 = σ3. From this we can apply Theorem 3 of [11] to conclude that Mn
is decomposed as the Calabi product of two hyperbolic aﬃne spheres, both with parallel cubic form. 
Proof of Theorem 6.1. To complete the proof of Theorem 6.1, we look at the homogeneous space SL(m,R)/SO(m) and recall
its aﬃne invariants in more detail than what has been given in [6].
Let s(m) be the set of real symmetric (m,m)-matrices, SL(m,R) be the set of real (m,m)-matrices of determinant 1, and
SO(m) be the set of orthogonal (m,m)-matrices with determinant 1. Let σ be the action of SL(m,R) on s(m) as follows
σ : SL(m,R) × s(m) → s(m) s.t. (A, X) → σA(X) = AX AT .
Let F : s(m) → R be given by F (X) := det(X). Consider the hypersurface of s(m) satisfying the equation det(X) = 1; we
take the connected component M that lies in the open set of s(m) consisting of all positive deﬁnite symmetric matrices.
Then the mapping f : SL(m,R) → s(m), deﬁned by f (A) := AAT , is a submersion onto M , and it satisﬁes f (AB) = σA( f (B)),
hence f is equivariant. M is the orbit of I under the action σ . The isotropy group is SO(m). Hence M is diffeomorphic to
SL(m,R)/SO(m). It is known ([18], pp. 110–113; [13], Chapter XI) that this is an irreducible, homogeneous, symmetric space
of non-compact type, and the involution at I is given by A → (A−1)T . We denote this symmetric space by M ′ .
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f : SL(m,R)/SO(m) → s(m). Let π : SL(m,R) → M ′ be the natural projection, then there is an immersion f ′ :M ′ → s(m)
such that f = f ′ ◦ π . Now we consider
f : SL(m,R)/SO(m) →Rn = s(m), n = 1
2
m(m + 1), (6.21)
with a transversal vector ﬁeld ξA = f (A) for any A ∈ SL(m,R)/SO(m). Then ξ is equiaﬃne and equivariant.
Consider the Cartan decomposition of the Lie algebra sl(m,R) = s0⊕o(m), where o(m) denotes the set of skew-symmetric
(m,m)-matrices and s0 := {X ∈ s(m) | tr(X) = 0}. If X ∈ s0 then f∗(X) = X . Now s0 can be considered as the tangent space
of M ′ at π(I).
Since f is equivariant, it is suﬃcient to compute the invariant objects of the immersed hypersurface M ′ in terms of s0.
The embedding f : SL(m,R)/SO(m) → Rn = s(m) with ξ = 4 f has a Blaschke structure (see e.g. [18,20]) that can be
expressed algebraically in terms of the Lie algebra as follows:{∇X Y = XY + Y X − 2m tr(XY )Im,
h(X, Y ) = 4m tr(XY ), S = −Im.
(6.22)
Here h is the natural Riemannian metric on the symmetric space M ′; this implies that the Levi-Civita connection of h is
given by ∇ˆX Y = 12 [X, Y ]. From this it follows easily that the difference tensor K satisﬁes (∇ˆX K )(X, X) = 0. As M = f ′(M ′)
is an aﬃne sphere, we get that ∇ˆK is totally symmetric [2]; then it follows from (∇ˆX K )(X, X) = 0 and polarization of the
multilinear symmetric expression over T p(M) at p ∈ M that ∇ˆK = 0.
Now assume m = 3. Let us choose an h-orthonormal basis of SL(3,R)/SO(3) at I as follows:
e1 =
√
2
4
(−1 0 0
0 −1 0
0 0 2
)
, e2 =
√
6
4
(0 0 0
0 0 1
0 1 0
)
, e3 =
√
6
4
( 0 0 −1
0 0 0
−1 0 0
)
,
e4 =
√
6
4
(−1 0 0
0 1 0
0 0 0
)
, e5 =
√
6
4
( 0 −1 0
−1 0 0
0 0 0
)
.
Since ∇ˆei e j = 0 mod (o(3)), we can use the formula
KXY = XY + Y X − 2
3
tr(XY )I (6.23)
to calculate the difference tensor at I; it takes the following form⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ke1e1 =
√
2
2 e1, Ke1e2 =
√
2
4 e2, Ke1e3 =
√
2
4 e3, Ke1e4 = −
√
2
2 e4, Ke1e5 = −
√
2
2 e5;
Ke2e2 =
√
2
4 e1 +
√
6
4 e4, Ke2e3 =
√
6
4 e5, Ke2e4 =
√
6
4 e2, Ke2e5 =
√
6
4 e3;
Ke3e3 =
√
2
4 e1 −
√
6
4 e4, Ke3e4 = −
√
6
4 e3, Ke3e5 =
√
6
4 e2;
Ke4e4 = −
√
2
2 e1, Ke4e5 = 0; Ke5e5 = −
√
2
2 e1.
(6.24)
If we identify (e1, e2, e3, e4, e5) in (6.24) with (e1, v1, v2,w1,w2) in (6.14), we see that (6.24) is exactly the same as
(6.14) corresponding to the value λ1 =
√
2
2 , or equivalently H = −1.
Now, for a locally strongly convex aﬃne hypersurface M5 in R6, satisfying C3, we see from the above discussion the
following (if necessary, we apply a homothetic transformation to make H = −1): M5 and SL(3,R)/SO(3) have the aﬃne
metric h and the cubic form C with identical aﬃne invariant properties, resp. Then the fundamental uniqueness theorem of
aﬃne geometry in its classical version (see e.g. [4, Theorem 3.5] and [25], Section 4.12.3) states that M5 and SL(3,R)/SO(3)
are locally aﬃnely equivalent. This proves Theorem 6.1. 
7. Hypersurfaces with dimD2  3 and dim(Im L) 2
In this section, we assume that Mn is a locally strongly convex hypersurface with parallel and non-vanishing cubic
form satisfying the conditions of the case Ci . Moreover, we assume that, in the notation of Section 3, dimD2  3 and
dim(Im L) 2. The main result is the following:
Theorem 7.1. For any integer n, there does not exist a locally strongly convex aﬃne hypersurface in Rn+1 with parallel cubic form such
that dimD2 = 3 and dim(Im L) = 3.
To prove this theorem, we ﬁrst establish the following lemma for arbitrary dimension n.
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Proof. For a pair v1, v2 ∈D2 of orthonormal vectors we deﬁne a function g by
g(v1, v2) = h
(
L(v1, v2), L(v1, v2)
)
. (7.1)
We choose (v1, v2) such that the absolute maximum for g is attained. We extend (v1, v2) to get an orthonormal basis
{v1, v2, . . . , vi−1} of D2. Observe that, for all k 3, we have
d
dt
∣∣∣∣
t=0
g(v1, cos tv2 + sin tvk) = 0, ddt
∣∣∣∣
t=0
g(cos tv1 + sin tvk, v2) = 0.
This implies:
h
(
L(v1, v2), L(v1, vk)
)= 0 = h(L(v1, v2), L(v2, vk)), ∀k 3. (7.2)
We discuss the two cases: (i) g ≡ 0 and (ii) g ≡ 0.
(i) If g ≡ 0, then L(v j, vk) = 0 for j = k. From (3.7) and (3.9) we see that, for j = k,
h
(
L(v j, v j), L(v j, v j)
)= h(L(vk, vk), L(vk, vk))= h(L(v j, v j), L(vk, vk))= n + 14(n − i)λ21. (7.3)
From (7.3) and the Cauchy Schwarz inequality we see that L(v j, v j) = L(vk, vk) for all j = k. It follows that dim(Im L) 1,
a contradiction.
(ii) If g ≡ 0, then h(L(v1, v2), L(v1, v2)) > 0. Assume on the contrary that dim(Im L) = 2. Then it follows from (3.8) that
{L(v1, v1), L(v1, v2)} is an orthogonal basis of Im(L). From (3.8) we see that
h
(
L(v1, v1), L(v1, vk)
)= h(L(v2, v2), L(v2, vk))= 0, ∀k 3. (7.4)
From (7.2) and (7.4), we get L(v1, vk) = L(v2, vk) = 0, ∀k 3. Insert this into (3.9), we obtain
h
(
L(v1, v1), L(vk, vk)
)= h(L(v2, v2), L(vk, vk))= h(L(vk, vk), L(vk, vk))= n + 14(n − i)λ21.
We apply the Cauchy Schwarz inequality again to obtain L(v1, v1) = L(v2, v2) = L(vk, vk). We use this and choose X = v1,
Y = v2 in (3.9), then we get L(v1, v2) = 0. This is also a contradiction.
Lemma 7.1 is proved. 
Now we assume that dimD2 = 3 and dim(Im L) = 3. This implies that i = 4. Since L :D2 ×D2 →D3 is isotropic, we can
apply Lemma 3.1(c) of L. Vrancken [27] to obtain the following:
Lemma 7.2. If dimD2 = 3 and dim(Im L) = 3, then there exist an orthonormal basis {v1, v2, v3} of D2 and orthonormal vectors
{w1,w2,w3} ⊂D3 such that⎧⎪⎨
⎪⎩
L(v1, v1) = −L(v2, v2) = L(v3, v3) = λ12
√
n+1
n−4w1,
L(v1, v2) = λ12
√
n+1
n−4w2, L(v1, v3) = 0, L(v2, v3) = λ12
√
n+1
n−4w3.
(7.5)
Proof of Theorem 7.1. Assume on the contrary that a hypersurface exists satisfying case C4 with dim(Im L) = 3. Then we
can easily get the following formulas for the difference tensor from Lemmas 7.2 and 3.5:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ke1e1 = λ1e1; Ke1 v j = λ12 v j for 1 j  3;
Ke1wk = − 52(n−4) wk for 1 k 3;
Kv1 v1 = λ12 e1 + λ12
√
n+1
n−4w1, Kv1 v2 = λ12
√
n+1
n−4w2,
Kv2 v2 = λ12 e1 − λ12
√
n+1
n−4w1, Kv2 v3 = λ12
√
n+1
n−4w3,
Kv1 v3 = 0; Kv3 v3 = λ12 e1 + λ12
√
n+1
n−4w1;
Kv1w1 = λ12
√
n+1
n−4 v1, Kv2w1 = − λ12
√
n+1
n−4 v2, Kv3w1 = λ12
√
n+1
n−4 v3;
Kv1w2 = λ12
√
n+1
n−4 v2, Kv2w2 = λ12
√
n+1
n−4 v1, Kv3w2 = 0;
Kv1w3 = 0, Kv2w3 = λ1
√
n+1 v3, Kv3w3 = λ1
√
n+1 v2.
(7.6)2 n−4 2 n−4
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Rˆ(e1, v1)v3 = −Ke1 Kv1 v3 + Kv1 Ke1 v3 = 0,
Rˆ(e1, v1)w2 = −Ke1 Kv1w2 + Kv1 Ke1w2 = −
λ21
4
(
n + 1
n − 4
)3/2
v2, (7.7)
and from (7.6) and (7.7), the equation
Rˆ(e1, v1)K (v3,w2) = K
(
Rˆ(e1, v1)v3,w2
)+ K (v3, Rˆ(e1, v1)w2)
becomes equivalent − λ214 (n+1n−4 )3/2Kv2 v3 = 0. This is a contradiction which completes the proof of Theorem 7.1. 
Remark 2. If n = 7, then n¯ = 4. From this and Lemma 7.1 we see that, if dimD2  3 and dim(Im L) 2 then dimD2 = 3 and
dim(Im L) = 3. Therefore, as an immediate consequence of Theorem 7.1, we have:
Corollary 7.1. There does not exist a locally strongly convex aﬃne hypersurface in R8 with parallel cubic form such that dimD2  3
and dim(Im L) 2.
Concluding remarks. We summarize the known cases with respect to dimD2 and dim(Im L) as follows:
• The case dimD2 = 0 is known by Theorem 4.1.
• The case dim(Im L) = 1 is known by Theorem 5.1; dimD2 = 1 belongs to this case.
• The case dimD2 = 2 is known by Theorems 6.1 and 6.2.
• The case dimD2  3 and dim(Im L) = 2 does not occur by Lemma 7.1.
• The case dimD2 = 3 and dim(Im L) = 3 does not occur by Theorem 7.1.
From these known cases, we have completed the proof of our Classiﬁcation Theorem. The other cases, namely that
dimD2  3 and dim(Im L)  4 for dimension n  8, are much more complicated; we will discuss them in forthcoming
papers.
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