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Abstract—Tuning the parameters of fuzzy logic controllers is
one of the most important parts of the design of these
controllers and it has been extensively explored by researchers.
Various techniques and algorithms have been utilised to fine
tune the controller parameters. Designing controllers with
the ability to retain and share the tuned parameters with
other controllers have potential advantages on reducing the
time required in tuning process. So far, however, there has
been no research on the design of networked fuzzy controllers
with the ability to retain the knowledge gained in tuning
process and to provide a communication facility to enable the
exchange of the acquired knowledge between controllers
through a network. By expanding a previous work of the
authors in auto-tuning fuzzy logic controllers, this paper
proposes an original architecture for designing a network of
fuzzy logic controllers with the capabilities of auto-tuning
and sharing parameters. To improve the performance, each
controller automatically and progressively tunes its
parameters and retains the acquired knowledge in its memory
for the future when a similar set-point is assigned to the
controller. At the same time the acquired knowledge is shared
with the rest of the controllers on the network where the
controllers can benefit from it in tuning their parameters.
The result demonstrate that this method has a substantial
impact on minimising the time required to tune the
controllers.
Index Terms—fuzzy logic control, auto-tuning, learning control
systems, artificial intelligent, multi-agent
I. INTRODUCTION
One of the most significant application areas of fuzzy
logic [1] is the field of control engineering. Since the first
application [2], there has been an increasing number of
literature on the design of fuzzy logic controllers (FLC) [3-5].
These controllers have been successfully applied in industrial
processes and in some cases outperform conventional
proportional-integral-derivative (PID) controllers [6, 7], in
particular when the controlled system is complex or non-
linear, as is the case in many process control systems [8-10].
FLCs have several parameters [11-13] such as membership
functions, scaling gains and rule-base. Fine tuning these
parameters has a great impact on improving the performance
of these controllers. Therefore, researchers have been
extensively exploring various methods and developing
several techniques and tools from trail-error-method to very
advanced optimisation techniques such as: Genetic
Algorithms (GA) [14], Ant Colony Optimization algorithm
(ACO) [15], Shuffled Frog Leaping Algorithm (SFLA) [16]
and Bees Algorithm (BA) [17].
Additionally, in general, controllers have a wide range of
set-points, changing from one set-point to another requires
the controller parameters to be re-tuned to maintain and
achieve a satisfactory performance and this would be a very
time-consuming task.
However, despite the tremendous efforts made in tuning
the controller parameters it remains limited and local to the
controller without a framework to retain the knowledge for
future use and to share this knowledge with similar controllers
on a network. A suitable structure enables the controllers to
learn from their own past experience and those of other
controllers.
In order to design a controller that can learn from its past,
the controller should be able to retain new tuned parameters
in its memory.  The retained knowledge can be used if the
same set-point is assigned to the controller at a later time  [8].
Learning from experience of other controllers can be
achieved by forming a network of similar controllers
controlling identical processes where they can share the
knowledge gained by each controller. The learning process
becomes more useful as the number of controllers connected
to the same network increases.
In the literature, in a different context, concepts of close
relevant works have been reported [18-22]. Reference [18]
has described a learning algorithm for small autonomous
mobile robots, where two robots learn how to avoid obstacles
and the learned knowledge is passed to each other. An
investigation of a multi-agent environment was carried out in
[19], where the agents perform similar tasks and exchange
information between them. The results showed a performance
improvement and a faster learning rate of the individual agents.
So far, there has been no research about the design of
networked fuzzy controllers with the ability to retain the
knowledge gained in tuning process and to provide a
communication facility to enable the exchange of the acquired
knowledge through the network. Such a design provides a
facility to controllers on a network to learn from each other
through sharing the tuning knowledge. As a result, a
significant amount of time can be saved when a new set-
point is assigned to a controller.
In process control, there are situations where multiple
identical devices form a wired or wireless network work
together towards achieving a common goal. Each individual
device or node is controlled by a master controller. In order
to maximise the network performance, the nodes are designed
to control their local systems in an intelligent manner so that
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they can adapt to their set-point changes and tune their local
parameters. The knowledge gained by individual controllers
is then made available to other controllers on the network.
Potential applications of such system could be controlling
multiple motors with identical characteristics or several
pneumatic valves on an oil pipeline. These devices are known
for their non-linear characteristics which are not easy to
control without damping or slowing down their response to
new set points.
An example of such an application is depicted in Fig. 1.
Processes 1-4 are identical systems and are controlled by
identical FLCs 1-4. The entire system is connected via a
communication medium. Based on application requirements
the communication medium could be Ethernet wired/wireless,
ZigBee or any other type of network [23-25].
The controllers utilise a fuzzy logic control strategy to
control their systems. To improve the performance they have
the ability to auto-tune their parameters [6, 26]. In each iteration
cycle of the tuning process the parameters are shared on the
network. When a new set-point is assigned to a controller or
a controller starts to perform the tuning process, it has the
ability to perform its tasks in controlling and auto-tuning
independently or to use the knowledge gained by other
controllers. Thus the controllers could learn from the
experience of each other, consequently a significant time can
be saved during the tuning stage.
with enhanced transient response. In addition, the robustness
of the controller was investigated in the case of parameter
changes and the results demonstrated a satisfactory
performance.
This paper proposes a networked learning structure for
fuzzy logic controllers. A communication capability was
integrated into the previous algorithms, where in an iterative
manner the controllers can tune their parameters and share
their acquired knowledge with the rest of the controllers on
the network. Each controller has the ability to work
independently or to start from the shared knowledge.
A second order system transfer function was used for
simulation. The results show that the proposed method is
highly effective.
The remainder of this paper is organised as follows:
section II presents the design of the proposed networked
fuzzy logic controllers. The learning algorithm is illustrated
in section III. Evaluation and results are shown in section IV.
Finally, some conclusions are drawn in section V.
II. LEARNING ARCHITECTURE DESIGN
NI LabVIEW 2011 was used to realise and implement the
proposed network in Fig. 1.
The design was comprised of four PC-based FLCs
connected through a dedicated Ethernet switch to ensure
there is no other network traffic to disturb the communication
of the controllers; the structure is shown in Fig. 2.
Figure 1. Structure of networked fuzzy logic controllers
In a previous work [26], the authors described an auto-tuning
fuzzy logic controller, whereby a new systematic auto-tuning
algorithm to fine tune fuzzy logic controller gains is proposed
and applied to several second order systems.
Based on the analysis of the relationship between the
closed-loop response and the controller parameters, an auto-
tuning method was implemented. The results showed the
effectiveness of the algorithm and produced zero overshoot
The LabVIEW Control Design and Simulation module was
used to design and simulate the FLCs and the learning
algorithms, where the tuning process was accomplished in a
flexible way. The LabVIEW “network-published shared
variable” feature was used to establish the communication
between the controllers, thus the complexities of
communication programming were greatly minimised.
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Figure 2. Learning architecture for fuzzy logic controllers
Each PC represents an independent FLC; Fig. 3 shows
the simulation module of the FLC. The process transfer func-
tion can be defined in the simulation interface and the open-
loop and closed-loop responses are displayed together with
the response characteristics including the rise time, overshoot
percentage and the settling time.
External disturbances could be introduced at the input
and at the output of the process to determine the stability
and robustness of the controlled system.
III. THE LEARNING ALGORITHM DESIGN
The learning algorithm was comprised of the auto-tuning
algorithm in [26] with addition of new modules to retain the
previous tuned parameters and to implement communication
between the controllers. Thus, the new algorithms have three
important capabilities of auto-tuning, memorising and sharing
the acquired knowledge, which are integral parts of learning
controllers [8]. Additionally, the algorithms have the ability
to monitor the performance of the system and to ensure its
stability.
The memorising module helps the controller to retain the
tuned parameters derived for a given set-point.
The details of the above mentioned tasks can be
summarised as follows: when a set-point is assigned to a
controller, first it starts by checking the memory module for
existence of previous tuning parameters for the given set-
point. If previous tuning parameters for the set-point exist
then the controller retrieves these values and continues the
auto-tuning process from that stage. Otherwise the tuning
process starts independently and the new tuning parameters
are saved in the memory module and shared via the
communication module. This sequence is repeated in every
cycle.
The learning algorithm consists of several modules as
shown by the flowchart in Fig. 4.
Figure 3. FLC simulation interface.
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Figure 4. Flowchart of the learning algorithm
IV. EVALUATION AND RESULTS
In order to test the algorithms, a standard second order
system transfer function with different characteristics was
used for the simulation. Due to limited space, only the
response of one case (1) is presented here.
                                G(s) =                                    (1)
The above case is a critically damped form of a second order
transfer function and it is a very common low order system
that could represent any two first order systems connected
in series [27, 28].
All the controllers were setup to simulate the same system
as in (1); the set-point of each controller was then assigned
to each unit. The controllers were then initiated to operate as
follows: FLC 1 at cycle 1, FLC 2 at cycle 4, FLC 3 at cycle 8
and FLC 4 at cycle 14. The closed-loop response results are
shown in Fig. 5 and Fig. 6, where column 1, column 2, column
3 and column 4 show the responses of FLC 1, FLC 2, FLC 3
and FLC 4 respectively.
As can be seen from the first column of Fig. 5 and Fig. 6
the FLC 1 was able to automatically tune its parameters within
15 iterations. The overshoot was eliminated at the second
iteration and the response was progressively improved.
Furthermore, at each cycle, the tuning parameters were shared
on the network.
For FLC 2, where it was started to operate at cycle 4, it
was able to tune its parameters within 11 iterations and at its
second iteration it achieved the same response as it was
achieved by FLC 1. This is because it used the tuning
parameters shared by FLC 1. Consequently, less cycle
iterations were required to tune its parameters. This is
apparent from the fifth row and the second column of Fig. 5.
As FLC 3 was started at cycle 8, it was able to tune its
parameters within 8 iterations and at its second iteration  the
controller achieved the same performance as it was achieved
by FLC 1 and FLC 2 and this is clear from the first row and the
third column of Fig. 6.
Finally, FLC 4 was started at cycle 14. Therefore, it was
able to tune its parameters and achieve a satisfactory
response within only 2 iterations. This is shown in seventh
row and fourth column of Fig. 6. Similar responses were
achieved by FLC 1, FLC 2 and FLC 3 within 15 iterations, 11
iterations and 8 iterations respectively.
V. CONCLUSIONS
This paper has proposed and implemented a learning
structure for fuzzy logic controllers. Algorithms with the
capabilities of auto-tuning, retaining and sharing knowledge
have been designed and applied to several second order
systems. The controllers were able to retain and share their
acquired knowledge, later on this knowledge was used by
other controllers on the network. This has a great impact on
reducing the time required to tune the controllers.
Furthermore, over a period of time the accumulated knowledge
acquired by the system enables the controllers to tune their
respective parameters in a much shorter length of time.
Since the amount of the data exchanging between the
controllers is small, hence embedded-microcontrollers
interfaced to a ZigBee module can be utilised. Recently some
microcontrollers are marketed with built-in ZigBee and
sufficient internal program memory to incorporate our
algorithms. These microcontrollers have several built-in
Analogue to Digital Converters (ADC) and Pulse Width
Modulation (PWM) outputs to realise a control loop. These
microcontrollers are also physically small to be embedded in
the sensor enclosures. This will provide new generation of
applications that include versatile and cost-effective solutions
in wireless sensor networks and control applications. The
proposed structure is not limited to fuzzy controllers and can
be adapted to incorporate other control strategies such as
conventional PID control.
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Figure 5. Iteration 1- iteration 8 of closed-loop step responses: (a) FLC 1 (b) FLC 2 (c) FLC 3 (d) FLC 4
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Figure 6. Iteration 9- iteration 15of closed-loop step responses: (a) FLC 1 (b) FLC 2 (c) FLC 3 (d) FLC 4
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