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Abstract
Considered in this paper are two systems of polynomials that are orthogonal systems for two di.erent but
related inner product spaces. One of these systems is a special case ( = 12) of the symmetric Meixner–
Pollaczek polynomial systems, P()n (x=2; =2), and it turns out that this system is closely related to a system
of orthogonal polynomials in the strip, S = {z : −1¡ Im(z)¡ 1}. Moreover, there are some simple operators
that connect the systems with each other. We have designated the special case of the symmetric Meixner–
Pollaczek polynomial systems by ˜n and the latter system on the strip by ˜n, and we have been able to show
that this system is the limiting case of the symmetric Meixner–Pollaczek polynomial systems, P()n (x=2; =2)
as → 0.
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1. Introduction
Let w(x) = 1=(2 cosh(x=2)). Then the function w(x) is the density function of a probability
measure. Furthermore, it has two interesting properties that make it useful as a weight function for
orthogonal polynomials. The >rst is that it is up to a dilation its own Fourier transform, or that it
can be said, w(x) = (1=cosh t)∧(x), and the second is that it is essentially the Poisson kernel for
a strip of width two. The >rst property makes it possible to interpret its moments as values at 0
of successive derivatives, while the second can be used for direct computations of many integrals.
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Using these two properties we compute two closely related orthogonal polynomial systems. It turns
out that one of the systems is in the Meixner–Pollaczek class and the other one is a limiting case
of the Meixner–Pollaczek class.
The basic properties of the Meixner–Pollaczek polynomials, P()n (x;) where ¿ 0 and 0¡¡,
are well studied by Askey and Wilson [1], Chihara [3], ErdIelyi et al. [4], Freilikher et al. [5],
Koekoek and Swarttouw [6], and Rahman [12]. Asymptotic analysis, limit relations and applications
of these polynomials are also well investigated at various levels. For instance, Bender et al. [2]
and Koornwinder [8] have shown that there is a connection between the symmetric Meixner–Pol-
laczek polynomials, P(1=2)n (x=2; =2) and some identities for symmetric elements in the Heisenberg
algebra. Li and Wong [9] have made a detailed analysis on the asymptotics of these polynomials.
As is well illustrated by Koekoek and Swarttouw [6] the Meixner–Pollaczek polynomials appear
in several from and to limit relations. For instance, by making certain appropriate scaling of the
variable that the Meixner–Pollaczek polynomials can become Laguerre polynomials as the parameter
 → 0, similarly they can become Hermite polynomials as the parameter  → ∞ with the respec-
tive scaling. On the other hand, it is our belief that no single paper has discussed the case when
 = 0 and showed the orthogonality of the resulting system. This paper considers the two systems
˜n and ˜n corresponding to the two cases  = 12 and the limiting case,  → 0, respectively, of the
symmetric Meixner–Pollaczek polynomial systems P()n (x=2; =2). It computes their respective norms
and generating functions. It also develops the orthogonality of each system. Moreover, it introduces
some simple looking but natural operators which connect the systems. In the discussion the monic
forms of the systems are denoted by n(x) and n(x) where n(x) = n!˜n(x) and n(x) = n!˜n(x).
The paper is organized as follows: in Section 2 basic facts about the {n(x)}∞0 polynomials are
presented. In Section 3 one of the main results of this paper is proved; namely, {n(x)}∞0 is an
orthogonal polynomial system in the strip, S = {z : −1¡Im(z)¡ 1}. Some related operators are
introduced, and Fourier expansions of some simple functions in terms of each system are considered.
In Section 4, the connection between the two systems of polynomials and the operators related to
the systems are discussed. In Section 5, a more detailed account of the mathematical properties of
the two systems {˜n(x)}∞0 and {˜n(x)}∞0 , such as their integral representations, di.erence equations,
and connection coeMcients with respect to each other are discussed. Also brieNy considered is the
asymptotic expansion of the ˜n(x) polynomials. At last, the paper concludes by one of the main
results of this paper showing that the ˜n(x) system is a limiting case of the symmetric Meixner–
Pollaczek polynomial systems P()n (x=2; =2) as the parameter → 0 and that it has a hypergeometric
representation.
2. Meixner–Pollaczek polynomials
Proposition 1. The function w(x) is a probability density function.
Proof. This is the case because,∫ ∞
−∞
w(x) dx =
∫ ∞
−∞
dx
2 cosh x=2
=
[
1

arctan
(
sinh

2
x
)]∞
−∞
= 1:
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Next we shall prove the following result:
Theorem 1. Let the system {k}∞k=0 be given by the following recursion relation:
−1(x) = 0; 0(x) = 1 and k+1(x) = xk(x)− k2k−1(x); k¿ 0: (2.1)
Then
(1) the function k(x) is a monic polynomial of degree k,
(2) the sequence of polynomials {(k!)−1k(x)}∞0 is an orthonormal basis in the Hilbert space
L2(w),
(3) the exponential generating function
G(x; s) =
∞∑
k=0
k(x)
k!
sk is given by the function G(x; s) =
ex arctan s√
1 + s2
:
Proof. Since (1) is obvious we shall >rst prove (3), and using the result prove (2). Multiplying the
recursion relations by sk=k!, summing over k and simplifying, we obtain
0=
∞∑
k=0
[k+1(x)− xk(x) + k2k−1(x)] s
k
k!
=
∞∑
k=0
k+1(x)
sk
k!
− x
∞∑
k=0
k(x)
sk
k!
+
∞∑
k=0
(k + 1)k(x)
sk+1
k!
=
∞∑
k=0
k+1(x)
sk
k!
− x
∞∑
k=0
k(x)
sk
k!
+ s
∞∑
k=0
k(x)
sk
k!
+ s2
∞∑
k=0
k+1(x)
sk
k!
=G′(x; s)− xG(x; s) + sG(x; s) + s2G′(x; s):
This implies that,
G′(x; s) +
s− x
1 + s2
G(x; s) = 0; which in turn implies;1
d
ds
(√
1 + s2e−x arctan sG(x; s)
)
= 0:
Integrating both sides with respect to s, we obtain
G(x; s) = c
ex arctan s√
1 + s2
:
1 G′ (x,s) stands for the derivative of G(x; s) with respect to s, holding x >xed.
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But G(0; 0)=1, by de>nition, and therefore we get what is desired in (3). To prove (2), it suMces
to show that∫ ∞
−∞
G(x; s)G(x; t)
dx
2 cosh(=2)x
=
1
1− sPt : (2.2)
To this end, set u = 1=
√
(1 + s2)(1 + Pt2), and assume that |s|¡ 1; |t|¡ 1 so that |Re(arctan s +
arctan t)|¡=2, and let  = arctan s and ! = arctan Pt. Now, replacing the real variable x by a
complex variable z and integrating around a rectangular contour with vertices (R; 0); (R; 2i); (−R; 2i)
and (−R; 0), one obtains (recall that 2 cosh z=2 = 2i sinh (z − i)=2 =−2i sinh (z + i)=2):∮
C
G(z; s)G(z; t)
dz
2 cosh (=2) z
=u
∮
C
e( +!)z
2i sinh=2(z − i) dz =
∫
I1
+ · · ·+
∫
I4
=u
∫ R
−R
e( +!)x
2i sinh =2(x − i) dx + iue
( +!)R
∫ 2
0
ei( +!)y
2i sinh =2(R+ iy − i) dy
−ue2i( +!)
∫ R
−R
e( +!)x
2i sinh =2(x + i)
dx − iue−( +!)R
∫ 2
0
ei( +!)y
2i sinh=2(−R+ yi − i) dy: (2.3)
Here, by letting R to tend to ∞, one observes that the second and the fourth integrals tend to 0.
Thus, putting f(z) = G(z; s)G(z; t) and using the residue theorem, one obtains∮
f(z)dz
2i sinh =2(z − i) = 2iRes(i) = 2i
(
f(i)
i
)
= 2uei( +!): (2.4)
And if one combines Eqs. (2.3) and (2.4) while R→∞, it yields
u(1 + e2i( +!))
∫ ∞
−∞
e( +!)x
2i sinh =2(x − i) dx = 2ue
i( +!); which implies that
∫ ∞
−∞
e( +!)x
2 cosh(=2)x
dx =
1
cos( + !)
: (2.5)
Now for Re( );Re(!)∈ (−=4; =4) we have,
1
cos( + !)
=
1=cos  cos !
1− tan  tan ! =
√
1 + tan2 
√
1 + tan2!
1− tan  tan !
=
√
1 + s2
√
1 + Pt2
1− sPt =
1
u
1
1− sPt : (2.6)
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Combining Eq. (2.5) with (2.6) and multiplying both sides by u, we obtain what is desired. In the
light of (3) and Eq. (2.2) this is equivalent to 2∫ ∞
−∞
G(x; s)G(x; t)
dx
2 cosh(=2)x
=
∫ ∞
−∞
( ∞∑
k=0
k(x)
k!
sk
)( ∞∑
n=0
n(x)
n!
Ptn
)
dx
2 cosh(=2)x
=
∞∑
k=0
∞∑
n=0
sk Pt n
∫ ∞
−∞
k(x)n(x)
k!n!
dx
2 cosh(=2)x
=
1
1− sPt =
∞∑
k=0
(sPt)k : (2.7)
Comparing the coeMcients of the powers of s and Pt, we see that〈
k(x)
k!
;
n(x)
n!
〉
= &kn:
The weight function, w(x), asymptotically goes to zero faster than or like exp(−c0|x|), for any
constant c0 such that 0¡c0¡=2, which according to Nikiforov and Uvarov 3 [11, pp. 55–59]
guarantees closedness and therefore completeness of the n system. One can also see Rahman’s
proof [12] of the completeness of the Meixner–Pollaczek polynomial systems, and {n(x)}∞n=0 is just
one among them.
3. A related system and some useful operators
The most useful property of the weight function 1=(2 cosh(x=2)) is that it can be interpreted as
a Poisson kernel [13], namely we have the following:
Proposition 2. Let the function f be continuous and harmonic in the strip S={ z : −16 Im(z)6 1},
and suppose further that |f(z)|¡Cea|z|, for some a, 06 a¡=2. Then
f(0) =
∫ ∞
−∞
f(x + i) + f(x − i)
2
dx
2 cosh (=2)x
: (3.1)
Proof. This is simply the Poisson integral.
2 On the second step interchanging the order of integration and summation is admissible.
3 We are grateful to Sergei K. Suslov for recommending us to refer [11].
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The preceding proposition makes it natural to consider the following three operators, which are
all densely de>ned in L2(w).
Rf(x) := 12(f(x + i) + f(x − i)); (3.2)
Jf(x) := 12i (f(x + i)− f(x − i)); (3.3)
Qf(x) := xf(x): (3.4)
The notation for the last operator is inspired by analogies with quantum mechanics, an analogy
which seems natural in the light of the following easily veri>ed relations between the operators.
Proposition 3. The operators R; J and Q satisfy the following relations:
RQ − QR=−J; (3.5a)
JQ − QJ = R; (3.5b)
RJ − JR= 0; (3.5c)
R2 + J 2 = I; (3.5d)
where I is the identity operator.
Proof. Eqs. (3.5a)–(3.5d) are proved following the de>nition of the operators involved.
From the de>nition of the operators R and J it immediately follows that:
(R± i J )f(x) = f(x ± i): (3.6)
Since the weight w is so closely related to the strip S, we shall also describe an orthogonal basis for
the space H 2(S;P) where P is the Poisson measure for 0. We shall therefore besides the system
{k}∞o de>ned in Theorem 1, also consider the system of polynomials described in the following
theorem.
Theorem 2. Let the system {k}∞k=0 be given by the following recursion relation:
−1 = 0; 0 = 1 and k+1(z) = zk(z)− k(k − 1)k−1(z): (3.7)
Then
(1) the function k(z) is a monic polynomial of degree k,
(2) the sequence of polynomials {(k!)−1k(z)}∞0 is an orthogonal basis in the Hilbert space
H 2(S;P),
(3) the norm of the polynomial (k!)−1k is
√
2 if k¿ 1 and 1 if k = 0,
(4) the exponential generating function
G(z; s) =
∞∑
k=0
k(z)
k!
sk is given by the function G(z; s) = ez arctan s:
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Proof. Since (1) is obvious we shall >rst prove (4) and then use the result to prove (2) and (3).
Following the same procedure as in Theorem 1, one obtains
0=
∞∑
k=0
[k+1(z)− zk(z) + k(k − 1)k−1(z)] s
k
k!
= (1 + s2)G′(z; s)− zG(z; s):
This implies that, 4
G′(z; s)−
z
1 + s2
G(z; s) = 0:
Solving the di.erential equation with the initial condition which by de>nition is, G(0; 0) = 1 gives
what is desired. To prove the orthogonality of the n(z) polynomials and compute their norms it
suMces to show that∫
@S
G(z; s)G(z; t) dPz =
1 + sPt
1− sPt : (3.8)
To this end, take  and ! as in the proof of Theorem 1, then it follows that∫
@S
G(z; s)G(z; t) dPz =
∫ ∞
∞
e(x+i) +(x−i)! + e(x−i) +(x+i)!
2
dx
2 cosh(=2)x
=
ei( −!) + e−i( −!)
2
∫ ∞
−∞
e( +!)x
2 cosh(=2)x
dx
=cos( − !)
∫ ∞
−∞
e( +!)x
2 cosh(=2)x
dx: (3.9)
But from Eq. (2.5), we know that the last integral on the right of equation (3.9) is equal to
1=cos( + !), thus we have,∫
@S
G PG dPz =
cos( − !)
cos( + !)
=
1 + tan  tan !
1− tan  tan ! =
1 + sPt
1− sPt : (3.10)
Now, one uses the result in (4) and argues as in Eq. (2.7) to show that〈
k(z)
k!
;
n(z)
n!
〉
=
{
1 if k = n= 0;
2&nk otherwise;
(3.11)
which is what is desired. The completeness of the system {k}∞o will be discussed in Section 5.1.
Remark 1. In Theorem 2, the statement (4) concerning the generating function can be interpreted as
the Fourier expansion for ext and more importantly for eixt with respect to the ˜n system. Moreover,
one could see that the result is valid even for complex t such that |Re(t)|¡=4. In order to show
4 G′(z; s) stands for the derivative of G(z; s) with respect to s, holding z >xed.
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this, set t = arctanw in this region of the w-plane and expand the generating function so as to get
ext = ex arctan w =
∞∑
n=0
˜n(x)wn =
∞∑
n=0
˜n(x) (tant)n which implies that
〈ext ; ˜n(x)〉S = 2(tan t)n; for n= 1; 2; : : : and 1 for n= 0; and
eixt = ex arctan w =
∞∑
n=0
˜n(x)wn =
∞∑
n=0
˜n(x) (i tanh t)n; which implies
〈eixt ; ˜n(x)〉S = 2(i tanh t)n; for n= 1; 2; : : : ; where it = arctanw:
Remark 2. Similarly, if it is set that s = arctan t, which yields 1=
√
1 + t2 = cos s, for |t|¡ 1, the
expansion with respect to the ˜n(x) system could also be described in the same way. 5 An imme-
diate consequence of the preceding statement and Remark 1 is that one could easily see how the
trignometric and hyperbolic sine and cosine functions could be expanded in terms of each of the
two polynomial systems.
4. Some connections between the systems
In this section we shall see some of the connections between the two systems in terms of the
operators R; J and Q.
Theorem 3. The following connections between the two systems of orthogonal polynomials k and
k and their normalized forms hold:
Rn = n; R˜n = ˜n; (4.1)
Jn = nn−1; J ˜n = ˜n−1; (4.2)
QRn = n+1; QR˜n = (n+ 1)˜n+1; (4.3)
QJn = nn; QJ ˜n = n˜n: (4.4)
Proof. The idea of the proof is, given either (4.1) or (4.2) of order n to prove by induction the
other, and vice versa. Similarly, given either (4.3) or (4.4) of order n to prove the other, and vice
versa. We shall prove only (4.1). The proofs of the others follow the same procedure.
(4.1): The statement is trivially true if n= 0; for we have
R0(x) =
0(x + i) + 0(x − i)
2
= 0(x):
5 The result would be the same as the result obtained by Bender et al. [2].
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So assume that it is true for every k6 n where n¿ 0. Then we want to show that it is true for
n+ 1. But,
Rn+1(x)
=R[xn(x)− n(n− 1)n−1(x)] (by recursion relation)
=
(x + i)n(x + i) + (x − i)n(x − i)
2
−n(n− 1) n−1(x + i) + n−1(x − i)
2
(by de>nition of R)
=x
n(x + i) + n(x − i)
2
+ i
n(x + i)− n(x − i)
2
− n(n− 1)n−1(x)
(by induction assumption)
=xn(x)− Jn(x)− n(n− 1)n−1(x)
(by induction assumption and de>nition of J )
=n+1(x) + nn−1(x)− Jn(x) (by recursion relation)
=n+1(x) (by (4:2) of order n):
Therefore, by induction the statement is true for every nonnegative integer n.
Next we will state and prove some consequences of the above relations.
Theorem 4. Let the operators S; T; A; B and C be de8ned as follows: S =QRR; T = RQR; A= JQR;
B= RQJ and C = QJR. Then the following relations hold:
Sn(0) = n; (4.5)
Tn(0) = n; (4.6)
A(n) = (n+ 1)n; (4.7)
B(n) = nn; (4.8)
C(n) = nn: (4.9)
Proof. We shall prove only (4.5) and (4.7). The proofs of (4.6), (4.8) and (4.9) follow the same
procedure.
(4.5): We proceed by induction on n. For n = 0; the statement is trivially true. So assume it is
true for all k6 n; where n¿ 0. Then,
Sn+1(0) = SSn(0)
= S(n) (by induction assumption)
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=QRR(n)
=QR(n) (by (4:1) of order n:)
= n+1 (by(4:3) of order n)
and therefore by induction the statement is true for every nonnegative integer n.
(4.7):
A(n) = JQR(n) = J (QR(n))
= J (n+1) (by 4:3 of order n:)
= (n+ 1)n (by 4:2 of order n:)
which is what is desired.
Remark 3. In the above theorem Eqs. (4.5) and (4.6) are Rodrigues’ type formulas for n and n
polynomials, respectively.
5. Further relations and properties of the systems
An equivalent description of the generating function of the ˜k(z)(
1− is
1 + is
)iz=2
=
∞∑
k=0
˜k(z)sk = ez arctan s:
Integral representation: Applying Cauchy’s integral formula to the generating functions of the
systems, one obtains
˜n(x) =
1
2i
∮
ex arctan z√
1 + z2
dz
zn+1
(5.1)
and
˜n(z) =
1
2i
∮
ez arctan t
dt
tn+1
: (5.2)
Di:erence equation [2,6,10]: Each of the systems, ˜n and ˜n has a second-order di.erence
equation
(1− ix)˜n(x + 2i) + (1 + ix)˜n(x − 2i)− (4n+ 2)˜n(x) = 0; (5.3)
x˜n(x + 2i)− x˜n(x − 2i)− i4n˜n(x) = 0: (5.4)
5.1. Expansion of functions in series of the ˜n system
Corollary 1. The following relations about ˜n(x) and ˜n(x) hold true:
˜n(x ± i) = ˜n(x)± i˜n−1(x): (5.5)
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Proof. This follows from Theorem 3 and the relation (3.6).
Proposition 4. If f∈H 2(S;P), then the nth Fourier coe<cient of f with respect to the system
{˜n} is given by
〈f; ˜n〉S =
∫ ∞
−∞
Rf˜n(x)w(x) dx +
∫ ∞
−∞
Jf˜n−1(x)w(x) dx (5.6)
Proof. By relation (3.6) we have 6
〈f; ˜n〉S
=
1
2
∫
(R+ iJ )f(R+ iJ )˜∗nw(x) dx +
1
2
∫
(R− iJ )f(R− iJ )˜∗nw(x) dx
=
1
2
∫
(R+ iJ )f(˜n(x)− i˜n−1(x))w(x) dx
+
1
2
∫
(R− iJ )f(˜n(x) + i˜n−1(x))w(x) dx
=
∫
Rf˜n(x)w(x) dx +
∫
Jf˜n−1(x)w(x) dx; which is what is required:
Remark 4. The completeness of the ˜n(x) polynomial system follows from the above proposition
and the completeness of the ˜n(x) polynomial system as discussed in Theorem 1.
Theorem 5. If f∈H 2(S;P), i.e., is expandable as a series of ˜n(x), then its series expansion
de8ned by f ∼∑ cn˜n(x) is given by
∞∑
n=0
cn˜n(x) = f(0) +
1
2
∞∑
n=1
〈Rf; ˜n〉˜n(x) + 12
∞∑
n=1
〈Jf; ˜n−1〉˜n(x): (5.7)
Proof. Using Proposition 4, we observe that
∞∑
n=0
cn˜n(x) =
∞∑
n=0
〈f; ˜n〉S
〈˜n; ˜n〉 S
˜n(x)
=f(0)˜0(x) +
1
2
∞∑
n=1
〈f; ˜n(x)〉S ˜n(x)
=f(0) +
1
2
∞∑
n=1
〈Rf; ˜n〉˜n(x) + 12
∞∑
n=1
〈Jf; ˜n−1〉˜n(x):
6 In the proof of this proposition and the following theorem that
∫
is a shorthand for
∫∞
−∞, and ˜
∗
n is the complex
conjugate of ˜n.
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Proposition 5. The following connections between the two systems with their respective connection
coe<cients are satis8ed:
˜n(x) =
[n=2]∑
k=0
(− 12
k
)
˜n−2k(x); n¿ 0 (5.8)
˜n(x) =
[n=2]∑
k=0
(
1
2
k
)
˜n−2k(x); n¿ 0: (5.9)
Proof. Use the generating functions of the ˜n(x) and ˜n(x) systems in Theorems 1 and 2, respec-
tively, with the Binomial theorem.
5.2. Asymptotics of the ˜n polynomials [5,9,14,15]
The asymptotic expansions of the Meixner–Pollaczek polynomials which were derived by Frei-
likher et al. [5], and Li and Wong [9] perfectly apply for the two systems if we replace  by the
respective values for ˜n(x) and ˜n(x). Here, we will present the results from [5]. In their paper,
two methods were used; the integral approach applying the steepest descent method [14,15] in the
contour enclosing the origin where the generating function is analytic, and the Darboux’s method
[15, pp. 116–122] in the vicinity of the singularities of the generating function. In the former case, it
was set that x=2(n+1)cos 1, for 0¡2¡1¡− 2, where 2¡=2 is >xed. Thus, for n arbitrarily
large and x away from the origin, we have
˜n(x)∼ |x|
1=2(n+ 1)−1e=4|x|√
[1− (x=2(n+ 1))2]1=4
×sin
(

4
+ n arccos
x
2(n+ 1)
+
x
4
ln
1−
√
1− [x=2(n+ 1)]2
1 +
√
1− [x=2(n+ 1)]2
)
: (5.10)
In the latter case, that is when x v 0 the leading term is given by
˜n(x) ∼ 1n|R(ix=2)| cos
[x
2
ln 2n− n 
2
− arg(R(ix=2))
]
: (5.11)
5.3. Hypergeometric representation of the systems [6]
P()n (x;) =
(2)n
n!
ein2F1
( −n; + ix
2
∣∣∣∣∣ 1− e−2i
)
for ¿ 0 & 0¡¡ (5.12)
˜n(x) = P(1=2)n
(x
2
;

2
)
= in2F1
( −n; 12 + i x2
1
∣∣∣∣∣ 2
)
: (5.13)
One of the main results of this section is that ˜n can be described as a limit with respect to the
parameter  of the Symmetric Meixner–Pollaczek polynomial systems, P()n (x=2; =2), which is the
content of the next proposition.
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Proposition 6. (1) ˜n(x) = lim→0+P
()
n ( x2 ;

2 ).
(2) The system ˜n(x) has a hypergeometric representation, in particular, it is related to the
system P(1)n−1(x=2; =2) by the relation: ˜0(x) = 1, and ˜n(x) = x=nP
(1)
n−1(x=2; =2) for n¿ 0.
Proof. Using the limit relations in [6],
lim
→0+
P()n
(x
2
;

2
)
= lim
→0+
(2)n
n!
in2F1
[ −n; + ix2
2
∣∣∣∣∣ 2
]
= lim
→0+
(2)n
n!
in
n∑
k=0
(−n)k(+ ix=2)k
(2)k
2k
k!
=
in
n!
lim
→0+
n∑
k=0
(−n)k(2+ k)n−k
(
+
ix
2
)
k
2k
k!
=
in
n!
n∑
k=0
(−n)k(k)n−k
(
ix
2
)
k
2k
k!
= ˜n(x): (5.14)
Observe that from (5.14) it follows that whenever n¿ 0,
in
n!
n∑
k=0
(−n)k(k)n−k
(
ix
2
)
k
2k
k!
=
in
n!
n∑
k=1
(−n)k(k)n−k
(
ix
2
)
k
2k
k!
:
(2): To compute the hypergeometric representation of the system [7], take the ratio of the suc-
cessive terms of the series in (5.14)
ak+1
ak
=
2(−n+ k) (ix=2 + k)
k(1 + k)
:
The denominator in the last expression has a zero root, which corresponds to the fact that a0 =0. To
get rid of this, we shift the summation index by one, i.e., de>ne, bk := ak+1, which in turn implies
that
bk+1
bk
=
2(−n+ 1 + k) (ix=2 + 1 + k)
(2 + k) (1 + k)
;
with the initial condition, b0 = a1 = in−1x. Now, we read o. the hypergeometric terms which when
combined with the initial condition result in
˜n(x) = xin−12 F1
[ −(n− 1); 1 + ix2
2
∣∣∣∣∣ 2
]
=
x(2)n−1
n!
in−12F1
[ −(n− 1); 1 + ix2
2
∣∣∣∣∣ 2
]
=
x
n
P(1)n−1
(x
2
;

2
)
; if n¿ 0; by (5:12):
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