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A bstract
Optical-scale m icrostructures containing thin-film photonic crystals (T FPC s) are m od­
elled by transfer/sca ttering  m atrix  m ethods, based on Fourier-series expansion of the 
optical Bloch eigenmodes. The m ajority  of the T F P C s considered consist of 2D ar­
rays of holes arranged in a triangular lattice, etched into high-index AlxG a \ - xAs  and 
placed on a low-index oxidised substrate. These T F P C s can be easily fabricated by 
standard  electron-beam  lithography techniques. Unlike m ost photonic crystal devices 
th a t have been proposed, our ‘intra-pass-band’ T F P C s would work by exploiting the 
somewhat surprising properties of propagating optical Bloch waves ra ther than  directly 
relying on photonic bandgaps. By numerical modelling, it is dem onstrated th a t 2D- 
patterned  T FP C s can support highly dispersive high-Q quasi-guided and truly-guided 
resonant modes, and the unusual properties of these modes are explained in term s of 
their Bloch-wave compositions. M odal dispersion diagrams of T F P C s, showing the loci 
of the  resonant modes in in-plane wavevector space a t fixed frequency, are calculated. 
These so-called ‘resonance diagram s’, and variants thereof, are shown to  be a useful 
design tool for TFPC -based integrated optical components. It is suggested th a t TFPC s 
may be a viable alternative to  distributed Bragg reflectors in semiconductor vertical 
cavity surface-emitting lasers, possessing potential advantages in term s of com pact­
ness and ease of fabrication. The high angular and spectral dispersion of the resonant 
modes implies th a t T F P C s could form the basis of a new family of compact devices for 
performing such functions as wavelength-division m ultiplexing/dem ultiplexing, beam- 
steering and frequency-selective filtering. Enhancem ent of nonlinear effects could also 
be achieved in T F P C  resonators, because in them  a high cavity Q-factor and a low 
in-plane group-velocity can be a tta ined  simultaneously.
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It is a  well-known fact th a t photonic crystals [9] are capable of suppressing the  prop­
agation of light within certain frequency intervals or ‘band-gaps’. Photonic band-gap 
crystals have been investigated by m any researchers because they are intrinsically in­
teresting in term s of fundam ental physics and have numerous potential applications. In 
addition to  this, a  substantial num ber of groups are now beginning to  realise th a t the 
properties of propagating modes near the edge of a bandgap (i.e. w ithin a passband) 
can be as useful as m odal suppression within a bandgap. In this thesis, we analyse intra- 
passband resonant light propagation at near-infrared frequencies in thin-film photonic 
crystals and we encounter and investigate several notew orthy effects. We have chosen 
this type of photonic crystal because it can be fabricated easily on m icrometric length- 
scales, unlike its 3D-m icrostructured counterpart. The work presented here is based 
entirely on numerical simulation, with constant regard to  the practical limits of fab­
rication technology, guided by collaboration with several experim ental groups (which 
are listed in the  Acknowledgements).
1.1 A review of Bloch wave optics
References [10] and [11] together provide a good introduction to  Bloch wave optics. In 
this section, we cover only the essentials necessary for understanding the subsequent 
chapters. An optical Bloch wave is an electrom agnetic mode of a m icrostructured 
dielectric m aterial in which the refractive index is a wavelength-scale periodic function 
of position. Such m icrostructured m aterials are known as photonic crystals. Photonic 
crystals occur in nature: certain fish scales [12], butterfly wings [13, 14], and sea mouse 
spines [15] are coated w ith natu ral thin-film photonic crystals, to  which their properties
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of iridescence and highly angle-selective reflectance are a ttribu tab le . They can also 
be m ade artificially by processes such as reactive ion etching. The unusual optical 
properties of photonic crystals can be described in term s of photonic dispersion surfaces 
as follows.
1.1.1 P h o to n ic  d ispersion  surfaces
A photonic dispersion surface is, strictly speaking, the locus of all allowed modes 
in the four-dimensional space (tt;,fc), where u  is the  optical angular frequency and k is 
the wavevector. The photonic dispersion surface of an ‘ord inary’ dielectric m aterial of 
refractive index n is a  hypercone described by the equation n 2u 2 = c2(k 2 +  k 2 +  k 2). 
A three-dimensional ‘cross-sectional slice’ through this hypercone at constant angular 
frequency a; is a  sphere in wavevector space. A photonic crystal can have a photonic 
dispersion surface th a t is very different to  the familiar hypercone. In fact, there will 
generally be more than  one dispersion surface, necessitating the subscript j  to  dis­
tinguish them , and these dispersion surfaces u>j(k) can be split, buckled, stretched, 
punctured, and squashed by altering the physical m icrostructure of the  photonic crys­
tal. Because photonic crystals can m anipulate photonic dispersion to  such an extreme 
extent, they are capable of controlling almost all aspects of light propagation.
Every point on the dispersion surfaces ojj(k) m ust correspond to  a  ‘photonic Bloch 
wave,’ because th a t is the only type of electrom agnetic wave th a t can survive inside a 
photonic crystal, in the  ‘steady s ta te ’. A photonic Bloch wave can be defined to  be such 
th a t its vector wave-field has the  same periodicity as the lattice of the crystal in which 
it exists, after division by the phase factor exp(ik  • r ) , where k  is the fundam ental 
wavevector. Actually, even a transient wave can be constructed from Bloch modes, 
provided th a t we use a linear combination having a continuous distribution of optical 
frequencies, because the set of all Bloch modes is a  so-called ‘complete se t,’ and can 
therefore be used to  expand any field function.
Photonic Bloch waves are nam ed after their electronic analogue in solid-state physics, 
from which the field of photonic crystals borrows m ost of its terminology. However, 
the analogy between photonic crystals and semiconductor crystals cannot be stretched 
very far: the wavefunction of light is a  vector ra ther than  a scalar, as in the case of a 
non-relativistic electron. Also, photons in photonic crystals m ade from linear m aterials 
do not in teract, whilst electrons in semiconductors do.
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1.1 .2  T he in fin itesim al coupling m od el
Consider a  dielectric m aterial th a t is translationally invariant along axes y  and z and 
has a  periodic variation in its electric perm ittiv ity  e along the z-axis w ith period A. In 
this case, £ can be expanded as a Fourier series as follows:
+00
€ =  emexp{iGmx) (1-1)
m = —00
where Gm =  27rm/A, which is the  m agnitude of the so-called ‘grating vector.’ The 
well-known Bloch theorem  states, in this case, th a t fields inside the periodic m aterial 
m ust be expandable as a  linear superposition of electrom agnetic plane waves th a t have 
wavevector components along the z-axis of the form kx +  G m . Let K_ be the 3D 
wavevector of these constituent plane waves in general, then (K x , K y, K z) =  (kx +  
Gm i ky , k z). Since the variation in £ is only along the x-axis, the grating vector has 
no components along the y and z axes. Let us focus on the lim iting case in which the 
m odulation depth of £ is infinitesimally small compared w ith the background value ev . 
An ordinary plane wave solution of the form /  =  f m exp( i(kxx  +  kyy +  kz z  — wt)),  
where f  is any particular nonzero field vector com ponent, m ust still be valid in this 
case, since e is almost unm odulated. This plane wave has the familiar dispersion 
equation eu>2 =  k 2 +  k 2 +  k 2, when working in units in which c = 1, 60 =  1, and 
fi0 = 1. However, the Bloch theorem  m ust also be valid because £ is nevertheless 
periodically m odulated. Therefore, the dispersion equation of the  m aterial must be 
evu>2 =  K% +  K y +  K 2, where K_ was defined above. This dispersion equation describes 
a  series of spheres populating the entire K x axis (because the index m  in the  grating 
vector can be any integer), w ith the centres of any pair of adjacent spheres separated 
by a distance G\.  A lthough the dispersion surfaces are spherical (each with radius
a>y/l), they can be represented on paper by plotting K r = y j K y +  K 2 (which is the
radial coordinate in a  plane perpendicular to  the  K x axis) against K x a t constant 
frequency u .  The dispersion surfaces are shown in this way in Figure 1.1. The scalar 
wave equation for a  wave associated with any one of these dispersion surfaces can be 
w ritten  as evu>2hm =  [k 2 +  K 2 +  K 2 j^ hm where hm is any Fourier coefficient of the 
m agnetic field of the scalar wave. Let us take, as an example, waves associated with a 
pair of imm ediately adjacent dispersion spheres. We will choose, arbitrarily, the sphere 
centred on the origin of wavevector space and also the sphere centred on K x =  —G\.  
The scalar wave equations for waves associated w ith these dispersion surfaces will be
cvu 2h0 =  ( k l  +  k% +  k2z )h0 (1.2)
eviv2hi =  ((fcx +  G \ ) 2 -f k2 +  k2)h\ (1*3)
11
G,/2
Figure 1.1: The dispersion surfaces of a ID crystal in the case of infmitesimally small 
modulation depth.
These two equations can be written as a single m atrix equation as follows:
eu2 -  k \ -  k2 0
0 €uj2 — (kx +  G \)2 — k2
This alternative form may seem rather pointless, since the two waves are clearly decou­
pled from each other, because the off-diagonal elements of the m atrix are zero-valued. 
However, as we shall see in the next section, these off-diagonal elements become nonzero 
when the modulation depth of e is increased sufficiently so th a t it is small but not in- 
finitesimally small.
1 .1 .3  T h e  w e a k  c o u p lin g  m o d e l
Let e be cosinusoidally m odulated as follows:
f  _  + e . ~j +  ( 1.5)
where the modulation depth of e, which is equal to €f, — ea, is small compared to its 
average value ev = (e& +  ea) / 2 , but not infinitesimally so. The solution of Maxwell’s 
equations in this case, using the techniques described in chapter 2, reveals th a t, to a 
first order approximation, the off-diagonal elements in equation 1.4 become equal to 
(o> — £<x V 2/4 . The equation to be solved in this case is therefore
I ( ^ ) u ,2
u 2-f G l)2 —
The solutions to this m atrix eigensystem are Bloch modes. The off-diagonal term s in 
the m atrix couple together the two plane-waves on the neighbouring dispersion surfaces,
h o
=  h 2x
h o
. h i  .
X
. h i  .
( 1.6 )
h o








Figure 1.2: The circle of intersection in the case of infmitesimally small modulation 
depth is shown in (a). When the modulation depth is increased, the degeneracy is 
broken to give two distinct solutions tha t correspond to the two circles in (b), in which 
the splitting effect has been exaggerated. The dotted circle in (b) is a copy of diagram 
(a).
so tha t they can no longer propagate independently but must instead co-operate to form 
a Bloch wave. This is the simplest possible model for the simplest possible photonic 
crystal, yet it captures the essence of the physics behind optical Bloch waves. For 
example, let us set the frequency u  so tha t the two neighbouring spheres intersect and 
then examine the solution of equation 1.6 in the plane of intersection of the spheres, 
which will be the plane K x =  - G \ / 2 .  Solving the eigensystem (equation 1.6) via its 
corresponding determ inantal equation, and setting K x =  —G \ / 2  gives the following 
solutions:
u \ c v ± u ) -
where ev =  (q, +  ea)/2  and ej =  (q, — ea)/4 . These two solutions describe two circles 
of different radii in the plane of intersection, and they show th a t the weak periodic 
modulation of e breaks the degeneracy between the two dispersion surfaces and splits 
them  apart. This effect, of course, only occurs when the frequency (which controls the 
radii of the dispersion spheres) is sufficiently high for neighbouring surfaces to intersect, 
i.e. when u)y/e^ > (G 'i/2). Figure 1.2 illustrates this, which is an example of the m utual 
repulsion of dispersion surfaces at a Brillouin zone boundary- a frequently occurring 
phenomenon in photonic crystals. Typical dispersion surfaces in the weak-coupling 
case, plotted in the same way as in Figure 1.1, are shown in Figure 1.3, where the 
band-splitting effect at the Brillouin zone boundaries has been exaggerated for clarity. 
The dispersion surfaces in Figure 1.3 consist of an infinite number of lenticuloids centred 
on the K x axis, enclosed within a hollow tube of periodically m odulated radius. Planes 
such as K x =  —G 'i/2 are known as ‘Brillouin zone boundaries’ (see Chapter 2), and 
the dispersion surface splitting effect is most pronounced in the immediate vicinity of 
these planes. This figure is perhaps the simplest non-trivial example of a ‘wavevector
13
momentum stop-band
j I  G / 2\  j 
momentum stop-band
Figure 1.3: A typical set of dispersion surfaces for a ID crystal having a refractive 
index profile th a t is weakly cosinusoidally m odulated along the x axis (band-splitting 
effect exaggerated, as in Figure 1.2).
G,/2
Figure 1.4: The lenticuloids can be made to vanish by adjusting the frequency, creating 
a stop-band for light directed parallel to the grating axis (x ).
diagram ’ of a photonic crystal.
W hilst Figure 1.3 exhibits stop-bands in wavevector space (which are the shaded re­
gions), stop-bands are also formed in (w, K x) space. As an example, consider the case 
in which the frequency is critically adjusted such th a t the neighbouring spheroids only 
just interact, making the lenticuloids vanish, as in Figure 1.4. In this case, a stop-band 
is opened-up around K r =  0. However, detuning the frequency either positively or neg­
atively by more than a certain amount will make the lenticuloids re-appear. Therefore, 
this periodic m aterial has a frequency stop-band for K r = 0, as shown schematically in 
Figure 1.5. Frequency stop-bands can also be found for all other values of K r between 






Figure 1.5: A frequency stop-band in the case of a weakly m odulated grating, which 
exists when K r is fixed at zero. At frequencies above and below the upper and lower 
edges of the stop-band (respectively), the lenticuloids re-appear, giving pass-bands.
1 .1 .4  W a v e v e c to r  d ia g r a m s
Wavevector diagrams plotted at fixed optical frequency (such as Figure 1.3) can be 
used to obtain an intuitive undertanding of the operation of photonic crystal devices in 
general. As an introductory example, we will take a weakly cosinusoidally m odulated 
crystal of refractive index n2(2 ) and suppose tha t it is in contact with an unpatterned 
medium of refractive index n \ , such tha t the interface between the two media is per­
pendicular to the x axis, as shown in Figure 1.6(a). Both media will be assumed to 
be semi-infinite, and we will set K y =  0 so tha t K r =  K z, for simplicity. A possible 
wavevector diagram for the unpatterned medium (at a particular fixed operational op­
tical frequency u )  is given in Figure 1.6(b). This is simply a sphere of radius n\U.  A 
typical wavevector diagram for the crystal is shown in Figure 1.6(c), which is a copy of 
Figure 1.3. Conservation of photon momentum p = hk  will apply to the components 
parallel to the interface, so in this case K z will be conserved by light passing through 
the interface. Therefore, the only parts of the dispersion surfaces th a t may be excited 
by light incident from the unpatterned medium are those th a t intersect, for example, 
the dashed construction line running between Figures 1.6(b) and 1.6(c), along which 
K z is constant. In Figure 1.6, the double-headed arrows indicate the group velocity 
directions of the excited rays, which are locally normal to the curves on the wavevector 
diagrams, and which point in the direction of increasing frequency, since the group 
velocity vg = du/dk_is  the gradient in wavevector space of the frequency whilst being 
constrained to follow a dispersion surface. Note tha t a maximum of two waves may be 
excited at fixed K z in the unpatterned medium, whilst many waves can be excited in 
the patterned medium (which are, however, the components of only two Bloch modes), 
unless K z is within a momentum stop-band, in which case no propagating waves can 
be excited in the photonic crystal, so all of the light incident from the unpatterned 
medium will be reflected.
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Figure 1.6: niumination of a semi-infinite weakly-modulated photonic crystal from an 
unpatterned medium, where the interface between the two media is perpendicular to 
the grating axis. A diagram of the situation is shown in (a), whilst (b) and (c) are 
example wavevector diagrams for the unpatterned medium and the crystal respectively. 
Note th a t the origins of plots (b) and (c) coincide.
If the interface is now chosen to be parallel to the x axis, as shown in Figure 1.7(a), the 
wavevector diagrams of the two media must be aligned vertically rather than horizon­
tally (see Figures 1.7(b),(c)), the horizontal construction line in the previous case being 
replaced by a set of vertical construction lines of constant K x =  kx + Gm where m  is any 
integer. In the particular case of Figure 1.7, the values of K x along the construction 
lines coincide exactly with the boundaries of the tiled first Brillouin zones. From the 
directions of the group velocity vector arrows in Figure 1.7(c), one can see tha t the 
group velocities of the Bloch modes (of which there are four, because all of the waves 
in this diagram are the components of four Bloch modes) excited within the crystal 
are all perpendicular to the x axis, so their group velocity components parallel to the 
interface are zero. In other words, the four Bloch modes are stationary in the plane 
of the interface. Figure 1.7(b) shows tha t in this case, the action of the grating upon 
incident light can produce backwards-propagating reflected rays in addition to the in­
cident rays in the unpatterned medium. Reducing the distances between the Brillouin 
zone boundaries by increasing the pitch of the crystal will result in more construction 
lines intersecting the dispersion circle of the unpatterned medium, giving a spectrum 
of backwards-reflected and forwards-reflected rays.
In the case of a weakly modulated ‘two-dimensionally patterned’ crystal, the dispersion 
spheres will populate a plane rather than a line, because there will be a 2D lattice of 
grating vectors. If the frequency is high enough, neighbouring dispersion spheres will 
intersect and mutually repel at the Brillouin zone boundaries in a similar way to that
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Figure 1.7: Illumination of a semi-infinite weakly-modulated photonic crystal from an 
unpatterned medium, where the interface between the two media is parallel to the 
grating axis. A diagram of the situation is shown in (a), whilst (b) and (c) are example 
wavevector diagrams for the unpatterned medium and the crystal respectively. Note 
th a t the origins of plots (b) and (c) coincide.
described above for the ID case. Increasing the modulation depth and /o r frequency can 
produce more complicated non-nearest-neighbour interactions between the dispersion 
surfaces, which is the reason why the two-wave weak-modulation model is not valid for 
high-index-contrast crystals or at high frequencies. However, the same basic principles 
are still applicable. Chapter 2 deals with the question of how to calculate the photonic 
bandstructure of a high-contrast crystal tha t has a 2D lattice of grating vectors.
1 .1 .5  T o ta l  r e f le c t io n  a t  n o r m a l  in c id e n c e
Consider the situation shown in Figure 1.7. If we imagine th a t only one upwards- 
travelling Bloch mode in Figure 1.7(c) is somehow excited without incident light from 
above, and tha t the wavevector diagram for the unpatterned medium has a smaller 
radius than  th a t shown in Figure 1.7(b), then the relevant wavevector diagrams may 
be as shown in Figure 1.8. The radiation cutoff circle (i.e. the locus of points at 
which K y — 0, which gives a circle of the largest possible radius at fixed frequency 
along which the modes are non-evanescent) of the unpatterned medium, which is the 
dotted circle in Figure 1.8(a), is entirely accommodated within the boundaries of the 







Figure 1.8: An illustration of the to ta l internal reflection of a Bloch wave at normal 
incidence to an interface. Note tha t the origins of plots (a) and (b) coincide.
excited Bloch mode in Figure 1.8(b) are able to radiate into the unpatterned medium, 
giving to tal reflection of the Bloch wave at the interface. The upwards-travelling Bloch 
wave would therefore be totally internally reflected at normal incidence, which is one 
of the unusual things th a t an optical Bloch wave can do, and one th a t is of course 
impossible in conventional dielectric optics. Note tha t since K y has been set to zero 
for convenience (as stated earlier), the wavevector diagrams for the unpatterned media 
exactly coincide with the cutoff loci, though they have been deliberately offset in Figure 
1.8(a) to make it clear tha t they are not necessarily coincident. For nonzero values of 
K y, however, any particular wavevector diagram would have a smaller radius than that 
of the corresponding cutoff locus, and they would therefore not coincide. A similar 
property of optical Bloch waves to tha t of to ta l reflection at normal incidence to an 
interface can be exploited to produce, for example, a thin-film high Q-factor resonator. 
Chapter 3 deals with this in detail.
1 . 1 .6  B a n d g a p s
The band-splitting effect described earlier can, if the refractive index contrast between 
the background m aterial and the crystal basis (e.g. cylindrical holes, spherical holes, 
rectangular grooves) is sufficiently high, and if the dimensions of the crystal basis 
are sufficiently large compared with the lattice pitch, be increased to the extent that 
a wide band-gap [16] is formed. A band-gap is a frequency interval in which there 
is a to ta l absence of propagating modes of a certain polarisation inside a photonic 
crystal, irrespective of wavevector magnitude, for all wavevectors parallel to at least
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one direction. A ‘full’ 3D band-gap is an extreme case in which the m odal suppression 
applies to  all wavevector directions and all polarisation states. If the band-splitting 
effect is not sufficient in extent to  create a bandgap of any sort a t our operational 
optical frequency, then we will rem ain in the ‘in tra-passband s ta te ’ regime.
1.1 .7  D isp ersion  surface curvature and th e  effective m ass tensor
The effective mass tensor m tJ for a general dispersion surface is defined to  be
=  h d 2u  /  dkidk j  , ( 1.8)
in which u>(k) is the  equation of the relevant surface. Since the dispersion surface 
curvature can be low a t a  passband edge, this equation implies th a t high effective 
photon masses are attainable in their locality. This fact leads to  the  concept of ‘heavy 
ligh t’ [17].
Because the group velocity vg is equal to  d u j d k , i.e. the k- space gradient of the 
dispersion surface, the  group velocity components resolved along a particular direction 
can be zero a t a  local dispersion minimum or m axim um , implying th a t photons will 
form standing waves in space at these points. Low group-velocity optical Bloch waves 
can in teract strongly with the m aterials constituting the photonic crystal (because 
the interaction strength  typically depends on the reciprocal of the  m agnitude of the 
group velocity), thus enhancing nonlinear effects. This can be either very useful or a 
nuisance, depending on the situation. For example, in high-power d a ta  transmission 
and signal-processing applications, nonlinear effects can severely a ttenuate  and distort 
the  waveform or even result in overheating of the apparatus. Equally, a nonlinear effect 
m ay be the essential operational principle of a device th a t would be inconceivable in 
linear optics.
A nother effect th a t can occur near a  band-edge is th a t the density of photonic states 
m ay be sharply concentrated there, whilst the s ta te  density is reduced to  zero in the 
m idst of a  bandgap. This allows photonic crystals to  control spontaneous emission, 
either enhancing it a t a  band-edge or suppressing it entirely in a  band-gap.
1.2 Practical photonic crystal microstructures
In practice, a  photonic crystal can be classified in term s of its ‘in ternal’ and ‘external’ 
structure. The ‘in ternal s tru c tu re ’, in this context, refers to  the  three-dimensional
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spatial refractive-index distribution of the crystal itself on an optical length-scale. A 
real, physical photonic crystal m ust be truncated  so th a t it has a  finite extent in space, 
and the way in which it is truncated  determines w hat we will call its ‘external s tru c tu re ’.
The in ternal s tructu re  has three distinct aspects: lattice, basis, and defects. The ‘host 
crysta l’ m icrostructure is derived by convolving an abstract regular periodic lattice  of 
delta-functions w ith a  suitable crystal basis, and any intentional deviations from this 
otherwise regular host crystal, known as ‘defects,’ m ay be accounted for by deleting 
host-lattice points or by employing a different basis for some of them .
The in ternal structu re  may have a num ber of orthogonal axes of translational invari­
ance, and if it does then taking account of them  can considerably simplify calculations. 
In fact, not only does the presence of such translational invariance axes (TIAs) simplify 
calculations, bu t also it considerably simplifies fabrication. Indeed, the  fabrication of 
photonic crystals having no TIAs th a t are intended to  be employed at visible or near- 
infrared frequencies pushes technology to  or beyond its lim its (especially when wide 
bandgaps are desired), whilst those having one or two TIAs are much more m anageable 
and yet are still very useful. Note th a t crystals having 0 ,1 ,  and 2 TIAs are normally 
respectively referred to  as ‘3D ’, ‘2D ’, and ‘ID ’, bu t careless use of this conventional 
nom enclature can lead to  ambiguity as to  whether one is referring to  the dimensional­
ity of the  space spanned by the set of grating vectors (and therefore to  the ‘in te rnal’ 
struc tu re), or whether the  ‘external’ structure is being described (as ‘bulk’, ‘p lane’, or 
‘ro d ’ respectively).
1.3 General aim of this thesis
Photonic crystals in the intra-passband regime make full use of the  dispersion m anipu­
lating powers of photonic crystals, and they are the subject of this thesis. High-index- 
contrast thin-film photonic crystals (T F P C s), in which the refractive index is a ‘strong ’ 
globally periodic 2D or ID  function of in-plane position, and where the film is optically 
th in, are w orth investigating because the narrow separation between the upper and 
lower interfaces imposes a very strict field resonance condition th a t  selects only cer­
ta in  linear combinations of Bloch modes for lossless (guided) or low-loss (quasi-guided) 
propagation within the film. This resonance condition, together w ith the strong angu­
lar and spectral dispersion properties of the  underlying Bloch modes ensures th a t the 
guided and quasi-guided modes of a  T F P C  may be bo th  highly dispersive and highly 
controllable, by virtue of the sensitivity of the Bloch modes to  the  in ternal s truc tu ra l 
param eters and by the dependence of the resonance condition on both  the Bloch modes 
themselves and the thickness of the film.
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We therefore want to  investigate light propagation in 2D -patterned thin-film photonic 
crystals, and we m ust decide how this is to  be done. Since we do not have any facilities 
for the fabrication of T F P C  m icrostructures, we are a t present restricted  to  modelling. 
Furtherm ore, since there is no analytical solution for the  photonic bandstructure  of a 
high-index-contrast 2D T F P C , numerical m ethods m ust be used. We want the  m od­
elling to  be rigorous, so we m ust avoid some of the  tenuous assum ptions th a t are often 
found in the  literature. This excludes, for example, the  ‘scalar field’ approxim ation 
and any simplification involving the phrase ‘average index’. There are essentially two 
routes along which we may proceed. These two routes may be called ‘m odal’ and 
‘non-m odal’, and they differ fundam entally in the sense th a t one begins by calculating 
the Bloch eigenmodes, whilst the  other does not. Non-modal m ethods are sufficient to 
obtain, for example, a transm ittance spectrum  of a  particular T F P C  having a given set 
of s truc tu ra l and electrom agnetic param eters, thus treating  the T F P C  as a ‘black box’ 
th a t gives a  certain ‘ou tpu t function’ whenever it is presented w ith a  certain ‘input 
function’. Popular non-modal m ethods for photonic crystal sim ulation include FD TD 
[18] and beam -propagation [19]. If, however, it is necessary to  be able to  discover what 
is ‘going on’ inside the T F P C  in term s of its eigenmodes in order to  develop an intuitive 
understanding of its behaviour, then m odal m ethods are required. We have therefore 
chosen a  ‘m odal’ m ethod. A brief synopsis of previous research in the  field of photonic 
crystals will now be given, together with an account of the m otivations for the work 
described in each chapter.
1.4 Overview of previous work and how it relates to this 
thesis
Until quite recently, it was possible to  give a comprehensive survey of photonic crystal 
research in a  few pages. Now, however, the field has grown at such a ra te  th a t even a 
sum m ary of a  particular sub-topic is liable to  be too long. It is therefore necessary to  
refer the  interested reader to  the  various review articles [20, 21] th a t have been pub­
lished, and also to  a  book entitled ‘Photonic C rystals’ [9]. There is also a  review paper 
[22] th a t introduces the rem arkable photonic crystal fibre (P C F ). These fibres have 
periodically-m icrostructured cross-sections, and possess a  wide variety of potential ap­
plications. A bibliography database of publications relating to  photonic bandgaps is to  
be found on the W W W  [23]. In this section, we m ust concentrate on our own particular 
corner of the  field of photonic crystals: 2D-periodic thin-film photonic crystals.
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1.4.1 G lobally-periodic thin-film  photonic crystals
Photonic crystal films, either thick or th in, may be fabricated by etching (e.g. electron- 
beam  lithography or chemical etching) or deposition. Very good fully-etched uniformly 
periodic 2D -TFPC  structures for use at near-infrared and visible wavelengths have 
already been successfully fabricated in A lG aA s  [24, 25, 26] and their guided modes 
have been investigated [27] by the FD TD  m ethod (see later). Small group velocity 
[28], high effective mass [29], and strongly frequency-dependent angular dispersion [30] 
have been observed in them . Negative refraction effects [31], compact prisms [32] and 
m iniature lenses [33] in infinitely thick 2D -patterned photonic crystals have also been 
modelled by FD TD .
Isolated point-defects can be introduced in 2D -TFPCs possessing bandgaps, creating 
very small-volume resonant microcavities with low photonic s ta te  densities (and there­
fore high differential quantum  efficiencies). The m icrocavity modes in such structures 
have been modelled [34, 35, 36], and strong spontaneous-emission control in 2D -TFPC s 
has been predicted [37] and observed [38], suggesting th a t the  efficiencies of LEDs and 
semiconductor lasers may be improved by using 2D -TFPCs.
Intra-bandgap line-defect waveguides, which can give controllable frequency-selective 
waveguidance, have been modelled [39] and fabricated [40, 41]. Line-defect waveguides 
act as ‘photonic wiring’, directing light along arbitrarily-shaped defect paths. Varia­
tions on this them e include Y-shaped (modelled in [42]) and cross-shaped (modelled in
[43]) waveguides, which can perform frequency-selective beam -splitting.
The com putation of the  optical Bloch eigenmodes of a  uniformly periodic high-index- 
contrast T F P C  is covered in C hapter 2 , whilst in C hapter 3 we deal with the calculation 
of the  quasi-guided eigenmode spectrum  of a  T F P C  and examine the properties of these 
modes in detail. The tru ly  guided modes are investigated in C hapter 5. Initial work 
in this particu lar area was published by Atkin et al in 1985 [44, 45], who concentrated 
on the guided modes of a  one-dimensionally patterned  T F P C . C hapters 3 and 5 are an 
extension of this work to  the  quasi-guided and guided modes of a  two-dimensionally 
patterned  T F P C .
The guided and quasi-guided resonant modes of a T F P C  have (exactly or approxi­
m ately) cavity round-trip-invariant field distributions, whose Bloch wave composition 
(given by the vector of amplitudes a) is such th a t [C]a — Tja, where [C ] is the ‘round- 
trip  transform ation opera to r’ (see Chapter 5) and 77 is the  ‘out-of-plane loss coefficient’. 
The value of 77 is equal to  unity for a guided mode and is typically slightly less (e.g. 
0.999) for a quasi-guided mode. It is im portan t to  realise th a t these resonant modes are
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not the  only modes th a t the T F P C  can support: non-resonant (or very low-Q-factor) 
combinations of Bloch modes can always be excited by illum ination from above, so a 
T F P C  will in general be transparen t, unless we happen to  be near an angle of incidence 
a t which a quasi-guided mode (otherwise known as a high-Q radiative resonant mode) 
is excited.
The out-of-plane loss coefficient 77 of a resonant T F P C  mode is directly related to  
its Q-factor. This can be shown in the following way. At resonance, the Q-factor 
of an ordinary Fabry-Perot cavity mode is given in term s of its am plitude reflection 
coefficients (7*1 and 7*2) a t the cavity boundaries by Q =  7r / ( l n ( l / 7*i7*2)), as m entioned in 
C hapter 4 (but for intensity reflection coefficients instead). Reasoning by analogy and 
using the definition of the round-trip transform ation operator in C hapter 5 gives the 
Q-factor of a  T F P C  resonance as Q = 7r / ( l n ( l / 7/)), which implies th a t the  out-of-plane 
loss coefficient is derivable from the Q-factor by the relation 77 =  exp(—7t /Q ) .  The small 
but nonzero out-of-plane loss coefficients of the quasi-guided modes of a T F P C  make 
them  much easier to  access than  the guided modes: light can be efficiently coupled to 
or from them  by the use of conventional optical fibres positioned above the film. The 
a ttainable coupling efficiency is high because the entire pa tterned  surface area of the 
T F P C  is involved, which results in much less diffraction th an  in end-fire coupling to  a 
relatively narrow cleaved edge. This is a substantial advantage, because coupling has 
historically been a severe problem with T F P C  waveguides: in m any instances, a very 
good-quality structu re  is fabricated but is rendered alm ost useless by lack of provision 
for getting light in and out.
It is a rem arkable fact th a t a 2D T F P C  may still have guided and high-Q quasi-guided 
modes even if the  thickness of the film is a very small fraction of the  vacuum wavelength 
(e.g. 1%). At such thicknesses, an ordinary unpatterned  thin-film would not have any 
resonances at all. This property  of T F P C s allows devices based on them  to  be extremely 
compact. The resonant modes of a  T F P C  may be classified as ‘air m odes’ or ‘dielectric 
m odes’, according to  the  overlap of the field intensities with the low or high index 
regions (respectively) of the periodic patterning. The existence of distinct resonant air 
modes and dielectric modes enables the possibility of selective enhancem ent of linear 
or non-linear interactions of light with either a gas in the holes (in the case of a fully- 
etched 2D T F P C ) or with the solid parts of the  film. The in-plane group velocities 
of these resonances can be zero or very low, which can further increase the strengths 
of the lig h t/m a tte r  interactions. Nonlinear effects such as second-harmonic generation 
[46, 47] in 2D -TFPC s have already been modelled, and the possibility of performing 
optical switching in nonlinear ID -patterned  photonic crystals has been predicted [48].
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1.4.2 M erely locally periodic (M LP) thin-film  photonic crystals
Reference [49] predicts th a t if we remove the restriction th a t the  in ternal struc tu re  of 
the T F P C  m ust be globally periodic and instead let it be merely locally periodic, then 
it is possible to  engineer ‘photonic force fields’ of arb itrary  shape. In this case, it is 
also possible to  control the out-of-plane leakage to  the extent th a t it is a ‘designable’ 
function of in-plane position.
A merely locally periodic (M LP) T F P C  is such th a t one or more of its in ternal struc­
tu ra l param eters are slowly-varying functions of in-plane position. The requirem ent of 
‘slow variation’ is necessary to  ensure th a t the  power transfer between adjacent reso­
nant local modes is as adiabatic as possible, thus avoiding large scattering losses due to 
optical impedance m ism atch. These resonant local modes may be either quasi-guided 
or guided.
The situation in an M LP-TFPC  is to  some extent analogous to  th a t in general relativity 
problems where the space is locally flat bu t globally curved, w ith the gravitational 
force being apparent only as a global property of a  locally inertial spacetime: in an 
M L P-T FPC  the resonant modes are locally those of a globally periodic T F P C  b u t the 
large-scale photon trajectories are determ ined not by the local resonance dispersion 
surfaces u>j(kp, r p) (where rp is the in-plane position and kp is the  in-plane wavevector) 
bu t by a complicated function involving the integration of these surfaces over rp and 
kp. A suitable formalism for calculating photon trajectories in M LP structures is to  be 
found in Reference [49], in which Ham iltonian functions are employed. Reference [50] 
provides a  good introduction to  Ham iltonian optics.
The photon trajectories in an M LP-TFPC  m ay be either closed or open. Closed tra jec ­
tories could be employed in, for instance, a  ‘ring-resonator’ laser in which light a t the 
required lasing frequency is trapped  in a bound orbit of constant radius around a fixed 
point inside the T F P C . In this variety of laser, the  generated light m ay be allowed to 
tunnel tangentially out of the photonic potential well in which it is confined to  activate 
neighbouring photonic circuitry, by simply placing it in close proximity.
M LP-TFPC s having open trajectories, on the other hand, m ay find applications as 
de-multiplexers in W avelength Division M ultiplexing systems (or, in reverse, as m ulti­
plexers) in the following way: the multiplexed signal is introduced by direct coupling 
from a fibre above the T F P C  to  quasi-guided resonant modes, which slowly transform  
into guided modes during propagation, each wavelength channel following a different 
route along the T F P C  (w ithout out-of-plane leakage for a  large segment of each tra ­
jectory) to  separate ou tpu t ports, a t which the internal structu re  is designed to  be
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such th a t each channel becomes quasi-guided, allowing light to  couple into an array of 
ou tpu t fibres. The original multiplexed signal is thus demultiplexed into its constituent 
channels, w ith low loss, by a compact device th a t can be m ade merely by pattern ing  a 
thin-film.
In C hapter 6, a  general m ethod of modelling M LP-TFPC s is presented and illustrated 
w ith a  simple example. Although this m ethod is probably more com putationally inten­
sive th an  the Ham iltonian approach mentioned earlier, it is capable of handling more 
abrup t local-mode transitions. This might be necessary because there is a limit to  the 
patterned  area th a t an electron-beam  lithography system  can cope w ith w ithout in tro­
ducing ‘stitching fau lts’ in the locally periodic lattice. It is therefore possible th a t we 
will be restricted to  make the m odulation of the internal s truc tu ra l param eters rapid 
enough so th a t the patterned  area can be accom m odated within its practical limits.
1.4 .3  V ertica lly-stacked  m u ltip le  th in -film  p h oton ic  crysta ls
Vertical-cavity surface-em itting lasers (VCSELs [51]) are im portan t because they can 
be easily coupled to  fibres for the same reason th a t the  quasi-guided resonant modes 
of a  T F P C  can be easily coupled to  fibres. In VCSELs, it is necessary to  have both 
optical feedback and carrier confinement. Carrier confinement is achieved with ‘barrier 
layers’ having wider electronic bandgaps th an  the active medium in order to  form a 
potential well for bo th  electrons and holes. Optical feedback in a  VCSEL is normally 
done by stacks of unpatterned  layers of alternating refractive index (i.e. distributed 
Bragg reflectors, DBRs) placed above and below the barrier layers, which are very bulky 
and have high electrical resistance. T FPC s could perform  the same function as DBRs 
in this application, but much more satisfactorily. T F P C  reflectors m ay be very thin 
and may therefore have low electrical resistance, leading to  a considerable reduction in 
the  heating ra te  and a possible consequent increase in the  m aximum  attainable light 
ou tpu t power. T FPC -based VCSELs consisting of two T F P C s with a patterned  or 
unpatterned  defect layer sandwiched between them  are modelled in C hapter 4, with 
the intention of finding a configuration in which the cavity mode eigenspectrum  is easy 
to  control whilst a t the  same tim e providing sufficient optical confinement. An attem pt 
is then m ade to  verify the practical viability of TFPC-VCSELs.
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Chapter 2
Optical Bloch m odes o f a TFPC
2.1 Introduction
A basic pre-requisite of all of the calculations presented in this thesis is a  generally 
applicable m ethod of calculating the optical Bloch modes of a high-index-contrast two- 
dimensionally patterned  T F P C , allowing for the  possibility of out-of-plane free and 
evanescent propagation. A suitable scheme, successfully used before (although with a 
different representation of the refractive index function n(x,  y )) for the  com putation of 
photonic crystal fibre modes [52, 53] and the photonic bandstructures of 2D T FPC s
[44], will be described in this section. There is no analytic solution in the  general 
case, so this m ethod is numerical. The optical Bloch modes of a  T F P C  depend purely 
on its ‘in ternal’ s tructu re  as defined in the previous chapter, so a T F P C  of any finite 
thickness has the  same optical Bloch modes as one of infinite thickness. The calculation 
of the  optical Bloch modes can therefore be greatly simplified by supposing th a t the 
T F P C  is translationally  invariant (continuously ra ther than  discretely) parallel to  its 
surface-normal.
2.2 Calculation m ethod
Let us begin by sta ting  Maxwell’s equations [54]:
V B  = 0 (2 .1)
v -22 =  p (2 .2)
V A  E_ = - d t R (2.3)
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V A  H_ = +dt D + J  (2.4)
We will assume th a t the m agnetic perm eability p  is a constant equal to  th a t of the vac­
uum , fi0, and th a t the electric perm ittiv ity  £ is a  real-valued positive-definite function 
of position. A nother assum ption th a t will be m ade is th a t of the  absence of electric 
charge, which implies th a t p =  0 and J  =  0 a t all points in space.
In units where c =  1 and eQ =  1 (and hence p 0 =  1 ), M axwell’s equations a t fixed 
tem poral angular frequency k0c, under the assum ptions described so-far, are as follows:
dsH s = 0 (2.5)
dn (eEn) = 0 (2.6)
€pqrdqEr — -\'ik0ffp (2.7)
^tUV^uEy =  i k0E t£ (2.8)
using the Levi-Civita pseudotensor notation with implicit sum m ation over repeated 
indices.
Substituting 2.8 into 2.7 and remembering to  assign unique letters to  the indices over 
which implicit sum m ation is to  be suppressed:
H p =
ik0) epqrdqEr ~  ( k j  epqr9q{ - i k 0e d, H r
(2.9)
Cyclically perm uting the indices on the first Levi-Civita symbol, applying the chain rule 
for partial derivatives, and then decomposing the product of the two pseudotensors by 
the identity trpq^rlm ~  ^pi^qm fipm^qi §ives:
Hr = z h  -  6pmS^  G 5’ + d" G ) )  (2 -10)
Using the fact th a t edq =  — ^ dqe, this is equivalent to:
(2 .11)ek20Hp =
P artia l derivatives of continuous functions commute, so, assuming spatial continuity of 
the components of the  m agnetic field vector, dm (dpH m ) — dp (5m7Tm). But we know 
from equation 2.5 th a t dmH m = 0, so dm (dpH m) =  0. Hence:
ek0H v = di(d,Hp) - - ( d , e ) ( d , H p) (2 .12)
Re-ordering the term s and realising th a t didiHp = dmdmH p and (die) (d iHv) =
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(dm£) (dmH p) gives the general equation
ek 20H p =  i  (dme) [dmH p -  dpH m] -  dm dmH p (2.13)
Note th a t the implicit sum m ation is over the  three axes x , y , z .
We can simplify this equation by exploiting the fact th a t when calculating the Bloch 
modes the photonic crystal can be assumed to  be translationally  invariant along the 
z-axis. Let us use Greek letters to  denote the  ’in-plane’ (ie parallel to  the  plane of pe­
riodicity) axes x  and y. Then, after enforcing the transla tional invariance requirement 
dz£ =  0 , we obtain , finally:
- d * H v = ek20 +  dpdp H u +  Cp [duH p -  (2.14)
where we have defined the vector function Cp such th a t C p = \ d pe. Note th a t equation
2.14 involves only the in-plane components of the m agnetic field.
The translational invariance of the crystal along the z-axis has further implications. 
Since photons moving within the structure will not encounter a  refractive index vari­
ation along the z  axis, they will not experience any forces directed along the z axis, 
and so the z-com ponent of the  m om entum  of any photon will be constant. The three- 
m om entum  associated with a  Fourier component of a  photon wavefunction having 
wavevector k  will be simply hk.  Hence kz will be a  constant for any particular Fourier 
component. Let us call this constant j3. A Bloch mode of the crystal is a linear com­
bination, of all plane waves having (5 and k  in common, which satisfies equation 2.14. 
Note th a t the words ‘wavevector’ and ‘m om entum ’ will be used synonymously from 
now on, because they are merely related by the constant scaling factor Ti.
The periodicity of e implies th a t e(r  +  R)  =  £ (r) where R  is any lattice vector. The 
vector function Cp also has this property since it is derived purely from e. This places 
a  restriction on the wavevectors G  th a t can appear in the  Fourier expansions of e and 
Cp\ they m ust satisfy the condition G - R  = 2 n N  where N  is any integer. A vector 
satisfying this condition is said to  belong to  the ‘reciprocal la ttice ’ [55], and we shall 
assign a single unique index to  each member of the  infinite set of reciprocal lattice 
vectors. The set of wavevectors involved in the  Fourier expansion of H p cannot be 
assumed to  be the same as for the previous functions, so we will refer to  this set as 
{A } ra ther th an  {G}.
The following Fourier expansions, expressed in Dirac notation [56], will be used in
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conjunction with equation 2.14:
£  =  I q )  ( &  I e)
C„ =  | G*) (G i  | C „) 




where sum m ation over repeated indices is implicit, as before, and where ‘{ ) ’ indicates 
normalised 2D integration over the unit cell (i.e. normalised in the  sense th a t it is 
divided by the area of the  unit cell).
Our abbreviations for the various projections onto the elements of the  Fourier basis set 
are given below:
£* EE (Gi I v (2.18)
c i  EE ( g 1 1 C ») (2.19)
K  = ( k ! 1 H a ) (2 .20)
Let us substitu te  these expansions into equation 2.14:
f  I K i )  H i  =  [£‘ I f f )  k l  -  K i K i ]  I M i )  H i  + c l  I G i)  [ i K i H i  -  i K i H i ]  I k )
Now if we project bo th  sides of this equation onto a  fixed basis vector | K  
determ ine the relation between the members of the  sets {FT} and {(?} :
P2 (K j I Ki) Hi = [e* (k> I Gi + K i) klHi -  K iK i  \ Ki)  H\ 




The Fourier projection (^Kj \ G l +  )  is equivalent to  so nontrivial so­
lutions of the above equation will exist only when K j  — I P  =  G l . In o ther words, any 
two members of the set {FT} m ust differ by a reciprocal lattice vector. Hence the lattice 
of allowed K_ vectors m ust simply be a transla ted  copy of the  reciprocal lattice. Let 
the  required translation  vector be k. Then I P  =  G? +  & V«, where the components of 
k, kx and ky , are param eters.
Equation 2.14 can be expressed in m atrix  form by substitu ting  the expansion for H a 
into it and then projecting both  sides of the resulting equation onto a fixed basis vector 
| as before:
( P t ^ H i  = ( K i  I £ I K i )  k 20H i  -  K i K l H ' J ' 1
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+ i (Kj I C„ | £*')
Let us define the following m atrix  elements:
eji = ( k > I £ I K {)  
c j;  =  ( k > i c „  i K i )
Then our equation in m atrix  form is simply:





The advantage of this m atrix  form is th a t there is no dependence on the position vector 
r . Now, if i/ =  x  then C 3J  [KIH'X -  K'xHi] = 0 and if v  =  y then  Clj [KIH* -  K*yH i  =
0. So if we make the following definitions (in which sum m ation is not to  be assumed):
Pll = -i
(  + C * K i  - C * K i  \
\  -C'l'K'y +Cl'K'x J 
S’* = kleji -  ( K i 2 + K'y2)S>‘
M g  = ( s P f yit +  P H )
and use the identity H I  = then equation 2.26 reduces to:





M atrix  M  (which we will call the ‘bandstructure  m atrix ’) has two parts: a p a rt th a t 
does not  couple the polarisations, S 3\  and a p a rt th a t does couple the polarisations, 
P 3^ .  The practical form of m atrix  M  consists of four subm atrices, each subm atrix  
being a quadrant of M .  The pair of indices v  and fj, specify the quadrant, whilst j  and 
i specify the row and column (respectively) within each quadrant.
The factor exp (i(/3z — k0ct)) is common to  both  sides of equation 2.30, so it can be 
cancelled-out to  give the ‘bandstructure  equation’ (where =  h  ^e x p — kQct))):
M i f a  = p h i (2.31)
which is the  m atrix  eigensystem th a t m ust be solved in order to  obtain the Bloch modes 
of the T F P C . Of course, the m atrix  M ,  as it stands, has dimensions ooxoo . In practice 
it m ust be truncated  so th a t it contains a finite num ber of elements. One m ust retain  a 
sufficiently large num ber of the most significant elements such th a t if one significantly 
increases the num ber of elements retained then the eigensolutions are not significantly 
altered.
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Equation 2.31 states th a t the elements of an eigenvector of the  m atrix  M  are the 
Fourier coefficients from which an allowed field distribution (a  ‘Bloch m ode’) can be 
constructed, and th a t the eigenvalue corresponding to  this particular eigenvector is the 
value of /?2 associated with all of the  plane waves constituting this field distribution.
2.3 Calculation o f the matrix elem ents and Cft
All of the functions £, and £-1 are derived entirely from the in-plane refractive index 
distribution of the photonic crystal film, and when calculating the m atrix  elements e3\  
and Cj? it is necessary to  decide on the best way of representing th is refractive 
index distribution. The choice is im portan t and nontrivial, since if one is not careful 
then  the calculated eigenvectors of the m atrix  M  m ay be very slow to  converge to  the 
true  Bloch modes with respect to  the  num ber of reciprocal lattice vectors used in the 
Fourier expansions.
W hen modelling a triangular lattice of cylindrical holes, for example, we have two 
choices for the functional form of e: continuous or discontinuous. The discontinuous 
form of e ( x , y ) will be a radial step-function convolved with a  2D triangular lattice 
of delta functions, whilst a simple continuous form of e (x , y )  might be a function in­
volving the exponential term  exp(—{ r fw ) 2n), where r is the radial position, n  is a 
positive integer, and w is the hole ‘w aist’. The la tte r  function, which is known as a 
‘super-G aussian’ has the advantage th a t its Fourier transform  is uniformly convergent, 
so it avoids the Gibbs phenomenon, in which the e d istribution reconstructed from 
its truncated  Fourier expansion is found to  overshoot or undershoot at the  discontinu­
ities. The Gibbs phenomenon is a problem when one adopts the discontinuous form of 
s ( x , y )  if the use of a  very high num ber of plane waves (of the order of thousands) is 
im practical, such as in our case. We shall use the continuous form m entioned above 
in our calculations, by default, together with the approxim ation th a t the  2D integrals 
involved decay with sufficient rapidity  as one approaches the periphery of the largest 
circle th a t can be accom m odated within the boundaries of the unit cell such th a t they 
can be neglected beyond th a t circle, thus allowing the 2D integrals to  be accurately 
approxim ated by ID  integrals. These ID  integrals can be easily evaluated numerically, 
and this approxim ation is due to  Dr E. Silvestre (see Acknowledgements).
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2.4 Choice o f internal structure
In this thesis, we will concentrate on T FP C s having in ternal structures consisting of 
triangular lattices of cylindrical holes etched into high-index dielectric m aterials. The 
direct and reciprocal lattices in this case case are shown schematically in Figures 2.1(a) 
and 2.1(b) respectively. The reason for choosing the triangular lattice ra ther than  
the simple square lattice is th a t its Briilouin zones are more circular than  those of a 
square lattice, which makes the existence of full 3D ‘resonance gaps’ (i.e. frequency 
bands inside which there are no resonant modes, irrespective of wavevector direction 
and m agnitude) more likely, if they are required in a particu lar application. Resonance 
gaps are distinct from band-gaps and they will be discussed later. Holes were chosen 
instead of solid pillars because quasi-guided and guided modes are m ore likely to  be 
found if the  T F P C  is mostly solid m aterial ra ther th an  m ostly air, from simple refractive 
index considerations, and cylindrical holes have the advantage th a t they are relatively 
easy to  produce for use at near-infra-red wavelengths [57, 24].
Since we are interested only in the intra-pass-band regime, param eter ranges in which 
band-gaps exist will be deliberately avoided. Basically, this implies th a t we will wotk 
w ith holes th a t are relatively small and fairly widely separated. A 0(k )  bandstructure 
diagram , a t fixed optical frequency, of a typical T F P C  in the in tra-pass-band regime is 
shown in Figure 2.2. In this case, the  frequency corresponds to  a vacuum wavelength 
of 980nm, the lattice pitch A is 500nm, the cylindrical holes have diam eters of 112nm, 
and the background refractive index of the  T F P C  is 3.46. Note th a t this bandstruc­
tu re  diagram  shows only the members of the /32 eigenspectrum  of the  bandstructure  
m atrix  M  th a t have real-valued square-roots (i.e. real-valued out-of-plane propagation 
constants), and th a t the  horizontal axis is the in-plane wavevector along a closed trian ­
gular circuit going between the vertices of the irreducible portion of the  first Briilouin 
zone, from T to  J  to  X , and finally back to  T. Note also th a t  on this diagram , one 
can find a t least one propagating Bloch mode having any given value of /3A between 
the upper and lower limits +nbk0A and —n&fc0A (i.e. between approxim ately 11.09 and 
-11 .0 9 ).
A sixth-order super-Gaussian function will henceforth be used to  model the refractive 
index in the  neighbourhood of a hole. There is unpublished evidence (according to 
the  authors of Reference [24]) to  suggest th a t, in practical T F P C s, a certain am ount 
of oxidation occurs a t the  boundaries of each hole, which tends to  lower the index 
around the holes. The lattice of super-Gaussian functions m ay therefore be a more 
accurate model for the  refractive index profile of a  real T F P C  th an  a lattice of radial 
step-functions, in addition to  being more numerically viable.
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(a)
4 jt / (3 1/2A )
Figure 2.1: The direct (a) and reciprocal (b) lattices for a triangular array (not to 
scale). The boundaries of the first Briilouin zone are marked with dashed lines in (b), 
and its irreducible portion is shaded.
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fower limit
Figure 2.2: /3(kp) bandstructure of a triangular lattice of holes, at constant operational 
optical frequency. The upper and lower limits of /3A are marked with dotted lines.
34
2.5 Supercells
To allow for the  presence of intentional defects in the crystal (as in C hapter 6), such 
as the  absence of a  hole in an otherwise perfectly periodic array  of holes, the following 
m ethod (borrowed from solid-state physics) can be employed [52]. The Bloch modes 
of a  s tructu re  having a defect may be calculated by tiling a truncated  version of it (a 
so-called ‘supercell’) to  fill an infinite plane, whereupon it becomes a periodic struc­
tu re  again. Provided th a t the  distance between neighbouring defects is sufficiently 
large, each defect is effectively isolated from its neighbours, because the fields decay 
exponentially as one moves away from the defect, so th a t they are effectively zero a t 
the  boundaries of the  supercell. Even though the defect modes are not strictly Bloch 
modes, they are nevertheless true  Bloch modes of the tiled truncated  structure. The 
evaluation of the m atrix  elements e3%, and C 3? of a  supercell s tructu re  may be done 
by first calculating an integral X  over one hole. The integral over any other hole in 
the  supercell is related to  this integral X  by a phase-factor th a t takes account of its 
position within the  supercell (which can be proved simply by a change of variables in 
the in tegration). The integral over the entire supercell is then  merely the sum of all 
such integrals. Of course, it is also possible to  use the same technique to  calculate the 
Bloch modes of a  structure th a t really does tile in this way, ra ther th an  using it as an 
approxim ation to  a structure  th a t does not.
Figure 2.3 shows contour and surface plots of the electric field intensity, a t a frequency 
corresponding to  a  vacuum wavelength of 980nm, of a  defect mode in a  host crystal 
th a t has the  same param eters as in Figure 2.2. Since the host crystal does not have a 
band-gap a t this frequency, Figure 2.3 dem onstrates th a t it is not necessary to  have an 
in-plane band-gap in order for a  defect mode to  exist. This fact should be well-known 
but it is often overlooked. Here, the in-plane confinement of the fields within the tiled 
defects is due to  the raised index of the  defect relative to  th a t of the  surrounding host 
crystal, which is the guidance mechanism of non-bandgap photonic crystal fibres [22].
2.6 Conclusions
In this chapter, we have explained the im plem entation of a  m ethod of calculating the 
Bloch modes of a  T F P C , based on the Fourier expansion technique, th a t will be used in 
the subsequent chapters. The way th a t we have chosen to  represent the  refractive index 
function n ( x , y )  inside the T F P C  guarantees th a t the accuracy of the  eigenmode solu­
tions will increase m onotonically as the num ber of expansion basis elements increases. 
This scheme also allows the inclusion of defects in an otherwise regular periodic struc-
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Figure 2.3: (a)Isocontour plot and (b) surface plot of the electric field intensity of 
a defect mode, within a plane of constant ^-coordinate. Note th a t the host crystal, 
which has the same param eters as for Figure 2.2, has no bandgap at this frequency 
(which corresponds to  a vacuum wavelength of 980nm). The centres of the missing 
holes form a triangular array having pitch 5A where A is the lattice pitch of the host 
crystal. The electric field intensity is given in arbitrary units, and the circles represent 
the hole-boundaries.
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tu re , if required. We have also justified our choice of in ternal structure; namely, th a t of 
the triangular lattice of cylindrical holes. Of course, the  Bloch modes of a  T F P C  will 
not all be of equal significance: some will be weakly excited upon in ternal or external 
illum ination, whilst others may be strongly excited, and one can only determ ine the 
relative intensities of the excited Bloch modes by imposing boundary conditions on the 
electric and m agnetic fields, which will be the subject of the  next chapter.
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Chapter 3
Radiative resonant m odes 
of a TFPC
3.1 Introduction
In this chapter, which constitutes the  foundation upon which the rem aining chapters 
are built, the  fundam ental characteristics of the radiative modes of uniformly-periodic 
T F P C s are investigated. The content of this chapter has been published in a single 
paper [1], subsequent to  which there has been a sudden avalanche of publications on 
similar topics, although mostly with a  very different emphasis, reflecting a recent revival 
of interest in thin-film photonic crystals.
The fact th a t the  eigenmodes of a thin-film photonic crystal (T F P C ) can be highly 
dispersive, in term s of bo th  frequency and in-plane angle, implies th a t they could 
potentially form the basis of a  new family of ultra-com pact optical devices. T ha t is 
one of the  m otivations for this work, apart from its intrinsic interest. References [58] 
and [59] dem onstrate th a t low-index-contrast T F P C s can perform  novel functions such 
as ‘beam-squeezing’. The practicality of using high-index-contrast T F P C s containing 
point defects as VCSEL microcavities has been verified in Reference [60] (TFPC -based 
VCSEL cavities w ithout point defects will be discussed in C hapter 4). It has also 
been confirmed th a t W avelength-Division M ultiplexing can be done w ith relatively 
thick photonic crystal films [61]. Reassuringly, the authors of Reference [62], although 
working in a  different param eter regime to  us, have at least observed low-Q resonances 
in T F P C s, in a series of experim ents, and have obtained favourable agreement with 
their numerical modelling.
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By the  tim e-reversal sym m etry of Maxwell’s equations, the radiative modes of a  T F P C  
can be calculated by the imposition of boundary conditions under external illumination 
of the  film, following the com putation of its Bloch eigenmodes as described in C hapter
2. The ‘inputless’ case, yielding the truly-guided modes, requires a  non-trivial extension 
of the  techniques dicussed here. This will be covered in chapter 5.
The structu re  (shown in Figure 3.1) to  be considered in this chapter is a T F P C  consist­
ing of a  triangular lattice of hollow cylinders bounded by two parallel p lanar interfaces, 
which are separated by a distance L  th a t is typically no greater than  the lattice pitch (to 
avoid the existence of too m any modes, which is often a practical requirem ent). In this 
case, the  internal structure  of the T F P C  itself has one axis of transla tional invariance, 
and this axis (the z  axis) will be aligned so th a t it is norm al to  the  interface-planes. 
The T F P C  will be assumed to  be infinite in extent in the  plane of the  film, and a 
validation of this assum ption is to  be found in C hapter 6.
In order to  determ ine the optical response of a T F P C  to  incident light, it is necessary to 
first calculate the  set of ^-evanescent and ^-propagating modes of the  film, and also the 
z-evanescent and ^-propagating modes of the semi-infinite unpatterned  m edia above 
and below the patterned  film. A unique solution in a given situation can be obtained 
by imposing the constraint th a t the E_ and H_ field vector components parallel to  the 
plane of the T F P C  film m ust be continuous functions with respect to  the  z-coordinate.
There are several ways of imposing the required boundary conditions. Perhaps the 
most obvious of these is simply to  construct a  single m atrix  equation th a t expresses all 
of the boundary conditions, which is then solved with a linear m atrix  equation solution 
routine. I will call this the ‘direct’ m ethod. A nother m ethod is to  consider each interface 
individually, constructing separate coefficient m atrices for each interface, from which 
one can derive the coefficient m atrix  of the entire T F P C  by one of two possible routes. 
This will be called the ‘indirect’ m ethod. The direct m ethod of solution will be used in 
this chapter to  investigate the properties of the  radiative resonant modes of a  T F P C . In 
subsequent chapters, more flexible ‘indirect’ m ethods will be employed. However, the 
‘d irect’ m ethod is sufficient for our present purposes, and it also provides a convenient 
way of checking the accuracy of more elaborate approaches. This m ethod was first 
proposed in 1995 [20] and has been used before for the calculation of the  truly- guided 
modes [44, 45] of T F P C s possessing two axes of transla tional invariance (i.e. having so- 
called ‘ID  periodicity’). The work presented in this chapter is effectively an extension 
of th a t published in the three papers referred-to above, although here we deal with 
the high-Q quasi-guided modes of ‘2D -patterned’ T F P C s ra ther th an  w ith the guided 
modes of ‘ID -patterned ’ T FPC s.
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3.2 Description o f the ‘direct solution’ m ethod
It can be shown th a t the solutions (i.e. the  Bloch modes) of the  m atrix  eigensystem 
derived in the previous chapter form a complete set  in term s of which the  field distri­
bution inside a 2D photonic crystal film can be expressed. Let {B £ exp(i(PjZ — k Qct))} 
be the set of Bloch modes (with no implicit sum m ation). Each Bloch mode can in tu rn  
be expressed as a  linear superposition of the elements of the Fourier basis set, and we 
shall use the symbol B 3 { to  denote the i th Fourier component of the  projection along 
the p  axis of the  j th Bloch mode, excluding the factor exp(i((3jz — k 0ct)).
The are, in fact, the  eigenvectors of the  ‘bandstructure  m atrix ’ M  (see C hapter 
1), which is in general non-Herm itian. The eigenvalues ft? will always be real, which 
allows the z-m om enta /3j of the eigenmodes to  be either purely real or purely imaginary. 
Hence there will be some Bloch modes th a t are evanescent along the z  axis, and some 
th a t are non-evanescent along the z-axis. For any Bloch mode corresponding to  a 
particular complex value of j3 there m ust also exist another Bloch mode corresponding 
to  a  negated version of th a t (3 value, because the eigenvalues of M  are {/3j}, and 
{—(3j)2 =  /3j. Hence the most general solution for the  fields inside a 2D photonic 
crystal film m ust be a linear combination of Bloch modes having bo th  positive and 
negative complex m om enta along the z  axis. So we will construct two Bloch mode sets 
of equal size, {B ^  exp(i(+fijz  — k0ct))} and {B ^  exp (i(—pjZ — k 0ct))},  from the set of 
eigenvectors of m atrix  M , {B 3 1}, the corresponding modes from each set differing only 
by reflection.
From elem entary considerations, the in-plane components of the E_ and H_ fields m ust 
be continuous functions of position, even where the electric perm ittiv ity  has a  finite 
discontinuity. The steady-state  field distribution th a t will be established when one 
shines light a t a photonic crystal film m ust be th a t which satisfies these boundary 
conditions a t bo th  the upper and lower interfaces simultaneously. Note th a t it is not 
possible to  obtain  a unique solution to  the fields by imposing the boundary conditions 
separately: bo th  boundaries m ust be dealt-w ith a t the same tim e to  obtain a  self- 
consistent solution.
The /z-component of the m agnetic field inside the photonic crystal film can be w ritten  
in the  following form (using implicit sum m ation again):
CRYSTAL _  eXp e x p { - i k 0ct)B^  +  b j  exp( - i f y z )  exp( - i k 0ct)B^  (3.1)
where
B i  = f l i i  | i c )  (3.2)
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Figure 3.1: A schematic diagram of the structure to be analysed. A cross-sectional
view is given in (a), cutting through a row of holes, and a plan view is given in (b). 
The origin of the (x, y) plane coincides with the m ajor axis of a cylindrical hole, whilst 
the origin of the 2 axis is such that the plane z =  0 is half-way between the upper and 
lower interfaces at 2 =  Z / 2 and z — — X/ 2 respectively.
and \i is either x or y. Consider the situation in which the photonic crystal film is 
sandwiched between two semi-infinite unpatterned media and illuminated by a plane 
wave from above. This is shown schematically in figure 3.1. Now, in the medium above 
the film (the ‘cover’, medium 1) from which light is assumed to be incident, we have 
the following contributions to the to tal in-plane magnetic field:
j j SO U R C E (3.3)
(3.4)
where wls  and w%R/t are the incident (‘source’) and reflected amplitudes and {«!} is
the set of z-momenta determined from A* =  J k j e  -  ( (A *,)2 +  (A j)2) .  Similarly, the
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in-plane m agnetic field components in the second unpatterned  region (the ‘su b stra te ’, 
m edium 2) will be:
h t r a n s m i t t e d  _  t0^ e x p ( —iotx2z)  exp(—ikQct) (3 .5)
We can think of the  index i as a  num ber specifying a particu lar ray of light, and the 
electric field components of the  ith ray can be obtained from its in-plane and out-of- 
plane m agnetic field components by applying Maxwell’s equations (in which sum m ation 
is not to  be assumed):
=  - - ^ K i D A H i D (3.6)






- r V  ( M d  A & ™ FLECTED’’) (3.9)
K0C£i x ' M
gTRANSMITTED  = _  1 ( £  g T R A N S M I T T E D A  (3 10)
^ k0CS2 '
=  - ^ ^ 5 T ^ ( l ) ( S D A ^ ST^ * ) w (3.11)
The boundary conditions th a t m ust be imposed on the in-plane components of the 
electric and m agnetic fields are as follows, where the upper interface is a t z =  + T  and 
the lower interface is a t z =  — T:
| fjSOURCE,i I _ +T ^_jjREFLECTED,i | _ +Tj _  ^CRYSTAL,i  | _ +ji
i i
E r rpSOURCE,i I I ^REFLECTED,i  i 1 \ jpCRYSTAL,i \[ M l*=+T U=+Tj =  2 ^  1^ =+^
t i






The superscripts source , re f lec ted , t ransm i t ted , and crystal  will be abbreviated to  5 , 
J?, T , and C  respectively. To change these boundary conditions into a  form th a t can
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be programmed into a computer, the following Fourier expansions will be made:
,-16CRYSTAL ~ 1 Gk)  ( G k 1£c r y s t a l ) (3.16)
n *  = 1 k } )  ( iC 1 * 2 ) (3.17)
ii5^ e 1 e ! )  ( k ! \ E * ) (3.18)
where the symbol X  stands for either S , R , T , or C.
Now, even w ith these Fourier expansions, the  boundary conditions above are not in a  
conveniently program m able form: somehow, the in-plane position dependence m ust be 
removed. This can be done by simply projecting both  sides of each boundary condition 
equation onto a fixed Fourier basis vector \ K m), which transform s, for example, the  in­
plane position-dependent term  G k + I P )  into (^Km \ G_k +  K_l") =  (^Gm \ Gk +  G^)  =  
6mik+i =  which is of course independent of bo th  x and y.
To get a complete picture of w hat happens inside and outside a photonic crystal film 
when it is illum inated, one merely needs to  solve for the  set of am plitudes
{wk lt’ w S,ls wT , v b+ ,b l } .
Let us use from now on a to ta l of N  reciprocal lattice vectors in all of our truncated  
Fourier expansions. Then, since the m atrix  M  will have dimensions 2N  x 2IV, there 
will be a  to ta l of 2 N  eigenvectors produced during the diagonalisation of M .  Hence 
there will be 2N  values of the index j , and N  values of the  index i. In order to  make 
the enum eration of constraints and unknowns easier, I will arb itrarily  partition  each of 
the  sets {&+} and {bJ_ } into two halves, w ith the appended subscripts A  and B.  Hence 
the solution vector is now {w%R b+B ,bJ_A ,bJ_B }, where the indices i
and j  bo th  run from 1 to  IV.
This solution vector has a to ta l length of lOiV, bu t during a practical calculation we 
would always specify the full set of incident amplitudes {n>s)M} at the  beginning. Hence 
{ ^ 5,/*} can be removed from the set of unknowns, leaving a to ta l of eight unknowns 
per reciprocal lattice vector. B ut there are two interfaces, each having four separate 
boundary conditions involving E x, E y, H x , and H y, making a to ta l of eight linearly 
independent constraints per reciprocal lattice vector. Hence the num ber of indepen­
dent constraints is equal to  the num ber of unknowns, which ensures th a t unique and 
nontrivial solutions exist.
The set of 8N  boundary conditions can be w ritten  in the  form
QkjUi = Yk (3.19)
43
where Ui is the previously described vector of unknowns, and Yk is a constant vector. 
This equation is shown below in a more detailed way:
[« ]
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in which the gn'm'i (where n =  1 ,2 ,3 ,4 ) are matrices containing the Fourier coefficients 
of the Bloch modes, and where both f m ' 1 and g n ’m ' i  contain the in-plane wavevector 
components of the members of our truncated Fourier basis set. Note th a t the subscripts 
+  and — on the elements of m atrix Qk,i indicate the particular interface at which they 
are evaluated (i.e. 2 =  + T  or z  = — T  respectively). This linear m atrix equation is 
directly soluble by inversion of the ‘field-matching m atrix’ Qk,i-
3.3 O verview  o f practical im plem entation
The practical details of the calculation of the transmission and reflection properties 
of a T FPC  for any 3D angle of incidence will now be discussed. Since Maxwell’s 
equations for linear media obey the law of superposition, it is convenient to make sep­
arate calculations for two orthogonal incident polarisation states, the solution vectors 
of which can be superposed to obtain the solution vector in the case of an arbitrary 
incident polarisation state , if necessary. Let these two orthogonal polarisation states
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be T E  and TM . In the T E  case, the electric field vector is parallel to  the  (x , y ) plane, 
and in the TM  case, the m agnetic field vector is parallel to  the ( x , y )  plane. Hence 
T E  <-+ E z = 0 and T M  H z = 0. From Maxwell’s equations, it is easy to  show 
th a t E z =  0 <-► (H x , H y) a  (kx , k y) and H z =  0 (H x , H y) oc (ky , —kx ). These two
polaristion sta tes are indeed orthogonal because H J d  • H J d  (kxky — kykx +  0) =  0 . 
Note th a t for exactly norm al incidence (ie =  0), the incident beam  is bo th  T E  and 
TM , so we should use, for example, the orthogonal sta tes H x =  0 and H y =  0 in this 
special case.
An outline of the  steps involved in a  typical calculation using a com puter will now be 
given, in chronological order. The source-code of the  program  was w ritten  in Fortran  
90.
1. Specify kx , k y , and k0.
2. Specify the incident polarisation sta te  (T E  or TM ) and set-up the source ampli­
tudes {wsx} and accordingly.
3. Specify the structu ra l param eters of the photonic crystal film:
(a) pitch of the lattice, A
(b) hole diam eter, D
(c) film thickness, L
(d) background refractive index of the film n f u m
(e) refractive index in the  holes, n a
4. Calculate the  m atrix  elements Cf?,£3\  and the m atrix  elements corresponding to  
the function £~1(x ,y ) ,  e31. These m atrix  elements can be evaluated as described 
in C hapter 1 and stored in separate files.
5. C onstruct the  bandstructure  m atrix  M  using the C 3? and e3% elements already 
calculated.
6. Find the eigenvalues and eigenvectors of m atrix  M .
7. Specify the refractive indices of the regions above and below the  photonic crystal 
film, ff'cov 3Jld Tlsuf).
8 . C onstruct the m atrix  Q using the eigenvalues and eigenvectors of M ,  and the 
m atrix  elements e3%.
9. C onstruct the  vector of knowns Y  using the source am plitudes.
10. Solve for the  vector of unknowns U.
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11. Calculate the ^-components of the transm itted , reflected, and incident power flux 
density vectors.
12. Store the  transm ittance and reflectance (norm alised to  the  ^-component of the 
power flux density vector of the  incident beam ).
3.4 R esults obtained by ‘direct solution’
Since our calculation m ethod relies on the truncation  of Fourier series, it is im portan t 
to  ensure th a t we do not term inate the expansions too ‘early’, resulting in the loss 
of significant term s and therefore an unacceptable reduction in the  accuracy of our 
calculations. Calculated transm ission, reflection, and bandstructu re  plots generated 
using a to ta l of 200 plane waves were compared with those m ade using 600 plane 
waves, and no significant difference between them  was found, so we can conclude th a t 
a  to ta l of 200 plane waves (i.e. 100 plane waves per polarisation sta te) is a  sufficient 
num ber.
Now th a t we have developed and implem ented a m ethod of rigorously calculating the 
behaviour of a  T F P C  under external illumination, we can find-out w hat effect peri­
odic perforation has upon the optical characteristics of a th in  high-index film. As an 
example, we shall consider a planar film having a refractive index n f u m =  3.46 and 
a thickness L  =  240nm , placed upon a semi-infinite substra te  m aterial of refractive 
index n 5U& =  1.6. This structure  is obtainable in practice by depositing unoxidised 
AlxG a A s \ - x upon oxidised AlyG a A s \ - y . The cover m aterial will be air, so n cov =  1.0. 
W ithout periodic pattern ing , the  transm ittance curve of this structu re  for TM -polarised 
incident light a t the T i : Sapph  wavelength A0 =  980nm  is the  dotted  line in Figure 3.2. 
The horizontal axis of this graph is kp/ k , where kp is the  component of the incident 
wavevector parallel to  the plane of the film, and k  is the  m agnitude of the incident 
wavevector k. This transm ittance curve is very flat and featureless, as expected.
Let us now periodically p a tte rn  our im aginary film and see w hat happens. A peri­
odic array  of cylindrical holes will be etched into the film, each hole having a depth 
equal to  the  film thickness. Let the  radius of every hole be r =  56nm , and let the 
holes be distributed such th a t their centres form a regular triangular array  with pitch 
A =  500ram. From our collaboration with the University of Glasgow, we know th a t 
these param eters are comfortably within practical fabrication limits. A naive model 
for this s tructu re  might simply replace the patterned  film with an unpatterned  film 
having a lower index, to  account for the presence of the holes. This would merely 
give a transm ittance  curve th a t is qualitatively similar to  the  dotted  line in Figure 3.2.
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Figure 3.2: Normalised film transm ittance before (dotted line) and after (solid line) 
periodic patterning, against in-plane wavevector. The curve is flat and featureless 
before patterning, but many sharp spikes appear after patterning.
However, this is utterly  wrong: what actually happens to the transm ittance curve when 
the holes are introduced is tha t several very sharp spikes appear at various values of 
kp/ k  corresponding to  several different out-of-plane angles of incidence (see the solid 
line in Figure 3.2). Note th a t, in this case, the in-plane angle of incidence has been 
fixed such tha t the in-plane wavevector component of the incident light is parallel to 
the r  — J  crystallographic axis. These transm ittance spikes are also very ‘sharp’ with 
respect to changes in the angular frequency of the incident beam, which implies that 
they correspond to very high Q-factor resonances, since Q = u 0/6us, where u Q is the 
central angular frequency of the resonance and is its FW HM. The resonances in 
Figure 3.2 are labeled with their Q-factors, two of which have Q-factors of the order of 
105, which is very high indeed.
There are three things tha t are unusual about the resonances of a TFPC : their Q- 
factors may be very high, their ‘line-shapes’ are non-Lorentzian, and their fields may 
be concentrated either in the holes or in the solid m aterial, or both.
Numbering the resonances in Figure 3.2 from 1 to 5, starting at the lowest angle of 
incidence, the m icrostructure of the electric field at resonance 1 is represented in Figure 
3.3(a). This figure is a density plot of the electric field intensity for a cross-sectional 
slice through the film (with white indicating maximum intensity). The plane of the slice 
cuts through the centres of a line of holes, parallel to the T — X  crystallographic axis. 
The electric field of resonance 1 is concentrated in the solid parts of the film, whilst 
a similar plot (Figure 3.3(b)) shows tha t resonance 2 is strongly concentrated in the 
holes. This observation implies tha t it is possible to  selectively excite either the solid 
or the gaseous parts of the perforated film. Possible applications of these ‘dielectric 
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Figure 3.3: Electric field m icrostructure for (a) resonance 1 (upper diagram) and (b) 
resonance 2 (lower diagram).
curve in the neighbourhood of a TFPC  resonance is consistently similar to th a t of an 
integral sign (or its mirror-image) rather than tha t of a Lorentzian function. However, 
the intensity curve of a resonant Bloch wave within the film does have the familiar 
Lorentzian form. Maximum or minimum transm ittance can only be obtained by either 
positive or negative detuning from the central resonant frequency, as shown in Figure 
3.4. This is unexpected, and will be explained later in this chapter. The locations 
of the high-Q resonances of a TFPC  can be plotted in (kp, u ) space to  form a set 
of three-dimensional dispersion surfaces, from which the in-plane group velocity of a 





where fi is either of the in-plane coordinate axes, x  or y. If we traverse an ‘equi- 
frequency’ path  along such a dispersion surface then, since the frequency gradient will 
be zero along this path , the group velocity locally parallel to it must always be zero. 
Therefore, the in-plane group velocity of a resonance must be locally perpendicular to a 
constant-frequency slice through a resonance dispersion surface. An example of such a 
constant-frequency slice (for the param eter set mentioned earlier) is shown in Figure 3.5. 
The dotted hexagon marks the boundaries of the first Brillouin zone. In this diagram, 
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Figure 3.4: Calculated transm ittance, reflectance, and to ta l Bloch wave intensity in 
the neighbourhood of resonance 1
circular. Resonance 1 is therefore relatively isotropic, in the sense th a t its in-plane 
group velocity vector is roughly parallel to the in-plane direction of the incident beam 
for any in-plane angle of incidence. The starfish-shaped curve immediately beyond this, 
however, corresponds to a markedly anisotropic dielectric resonance. The resonant 
waves would, in this case, travel in a significantly different direction to  tha t of the 
in-plane component of the wavevector of the incident beam, provided th a t one avoids 
the T — J  and T — X  directions, for which the incident in-plane wavevector and the in­
plane group velocity of the resonant waves are parallel. This resonance could therefore 
be used to amplify the angular width of a composite beam (i.e. a beam composed 
of a finite or infinite number of plane-waves having different in-plane wavevectors), 
as will be discussed later. Note tha t in the dispersion diagram in Figure 3.5, there 
are certain isolated points along the resonance loci at which the coupling between an 
incident beam and the resonant state  is nullified. At these ‘null-coupling’ points, light 
can pass through the film but it cannot excite a resonance. For example, resonance 1 
has a null-coupling to a TE-polarised incident beam if it is directed along T — J.  This 
null-coupling point is marked on the diagram as an open circle. Null-coupling points 
typically occur along the symmetry axes of the crystal, and the polarisation sta te  of 
light leaking from a resonant state  at a null-coupling point is either pure TE  or TM. 
At all other points on the resonance loci, light leaving or coupling to a resonance is of 
mixed polarisation state.
There are many resonance loci in Figure 3.5, but in practical applications it may 
be advantageous to have fewer loci, along which the resonances would ideally have 
controllable Q-factors. The number of loci and the Q-factors of the resonances that 
exist along them  are strongly dependent upon the param eters of the T FPC . Let the
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Figure 3.5: Wavevector diagram of the radiative resonant modes.
param eter set of our previous example TFPC  structure be IIi, where
II i — ■{ A / n m ,  t  j L / n m ,  \ 0 / t u t i , H f ih m  ^ sub }
= { 500, 56, 240, 980, 1.0, 3.46, 1.6 }
Then, for example, if param eter set II2 is the same as IIi except th a t the film thickess 
is only 15 nm, and II3 is the same as IIi except th a t the hole radius is 120nm, then 
param eter set n 2 gives a single high-Q resonance (Q = 200,000) along T — J  (see Figure 
3.6), whilst set II3 gives a single low-Q resonance (Q =  120) along this direction (see 
Figure 3.7). This dem onstrates tha t it is possible to  control the number of resonances, 
and their respective Q-factors, to match desired specifications. There are no obvious 
trends th a t can be exploited when designing a TFPC  resonator for a particular applica­
tion, but an ‘iterative’ approach can often yield a satisfactory set of param eters. This 
iteration process is viable because the calculations are fast enough to provide ‘feedback’ 
within a resonable length of time: a full transm ittance curve can be generated using 
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Figure 3.7: Transm ittance (T) and reflectance (R) of a structure th a t has a single 
low-Q resonance at 980nm.
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3.5 Explanation o f the properties 
of TFPC  resonances
In the previous section we found, by numerical calculations, th a t T F P C s can support 
an unusual type of resonance th a t breaks the trad itional rules of resonances in thin 
layers. They have non-Lorentzian line-shapes, their fields can be strongly confined in 
the  low-index parts  of the  film, and the Q-factors can be exceedingly high. Perhaps 
even more remarkably, a  T F P C  film th a t supports a  m ultitude of high-Q resonances 
m ay be so th in  th a t it would not even support a single low-Q resonance if its holes 
were filled-in.
We would like to  understand why T F P C  resonances have these unusual properties. 
Since we chose a m odal m ethod by which to  perform  our calculations, we have access 
to  complete inform ation on the Bloch wave composition of the resonances, and we 
can also readily obtain the plane-wave composition of each Bloch wave. By identifying 
which Bloch modes are involved in a  typical high-Q resonance and then examining their 
individual plane-wave components, we hope to  determ ine the mechanism whereby T F ­
PCs can support high-Q air-resonances and dielectric-resonances. The non-Lorentzian 
line-shapes will then  be explained with a simple ‘toy m odel’.
3.5 .1  Light confinem ent in a T F P C
A high Q-factor is indicative of strong light-confinement, which implies th a t there must 
be very little coupling between a T F P C  resonance and radiative modes in the cover 
and substra te . We m ust explain why this is so.
A T F P C  resonance consists of a  superposition of Bloch modes and the m ost im portant 
of these modes will be those w ith purely real values of /3, because all o ther modes will 
decay with tim e if the optical ‘driving force’ is removed. So it should be inform ative to  
plot a  (kp,j3) bandstructu re  diagram  of the crystal and label the  m ost intense modes, 
for all five resonances in the case of our example structu re  (param eter set I Ii) . This 
is shown in Figure 3.8, in which the position of each resonance along the in-plane 
wavevector axis is indicated with a vertical do tted  line. Cutoff of the  cover radiation 
modes occurs along the dotted  quarter-circle. From this diagram , we can see th a t all five 
resonances consist of a t least two significant ^-propagating Bloch modes. This appears 
to  be a general feature of all T F P C  resonances, after trying m any sets of param eters. 
Let us now concentrate on a particular resonance. The plane-wave spectrum  of the most 
significant Bloch mode involved in resonance 1 is represented in Figure 3.9. This is an
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in-plane wavevector diagram  in which the term ination point of the  in-plane wavevector 
of each plane-wave component is indicated by a black dot. The hexagons are the tiled 
F irst BriUouin Zone boundaries, and the displacement vector of each black dot from 
the centre of its respective hexagon is shown as a  black line. Beside each wavevector 
term ination point, the  percentage contribution of its corresponding plane-wave to  the 
to ta l intensity is m arked. The shaded circles centred on the origin of wavevector space 
are the cutoff loci of the substra te  and cover radiation modes. One can see from this 
diagram  th a t m ost of the  electrom agnetic energy is carried by plane waves th a t lie 
beyond these cutoff loci and are therefore trapped  within the film. In this case, a  mere 
0.01% of the  to ta l intensity is carried by the only component th a t can radiate. This 
is an example of ‘quasi-guidance,’ where confinement of light within the film is almost  
to ta l, and it explains why T F P C  resonances can have high Q-factors. Furtherm ore, 
since the plane-wave spectrum  of each resonant Bloch mode consists of an infinite 
set of wavevectors, whose term ination points form a space-filling lattice, the  spatial 
frequencies of features in the field m icrostructure of a resonant mode m ay be so high 
th a t individual holes can be ‘im aged’. This ‘super-resolution’ effect, the  possiblility 
of which was suggested in Reference [16], explains why the resonances can be strongly 
concentrated in the  holes. Figure 3.9 also illustrates another unusual property  of optical 
Bloch waves: th a t of negative refraction [10]. The m ost intense pair of component rays, 
each of which carry 47.6% of the to ta l intensity, point nominally in an opposite direction 
to  th a t of the incident beam  (labelled ‘0.01%’).
3.5 .2  L ine-shapes o f T F P C  resonances
The fact th a t T F P C  resonances generally involve a t least two significant simultaneously 
resonant Bloch modes suggests a  possible reason why the  transm ission curve of a T FP C  
in the im m ediate locality of a  resonance is non-Lorentzian. In an ordinary unpatterned 
thin-film, there is always only one internal wave a t resonance, which follows a zig-zag 
pa th  as it bounces between the upper and lower interfaces. However, if it were somehow 
able to  support more than  one internal wave, then it seems likely th a t the  interference 
between them  would result in a  non-Lorentzian line-shape.
To confirm this hypothesis, we need a simple ‘toy m odel’ th a t closely follows the trad i­
tional trea tm en t of thin-film interference except th a t it m ust allow for more than  one 
internal wave. We would like to  be able to  calculate the  transm ittance  curve given 
the internal transm ission coefficients of each in ternal wave, their /5-values, and the 
thickness of the  film. For this, it is necessary to  introduce the concept of an optical 
scattering m atrix . Scattering m atrices will be used extensively in subsequent chapters, 
so our description of the ‘toy m odel’ will be preceded by a thorough discussion of the
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Figure 3.8: Calculated (3(kp) bandstructure (along the T — J  axis, and at 980nm) of 
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Figure 3.9: Plane-wave spectrum of the most significant Bloch mode for resonance 1. 
definition of the scattering m atrix and its properties.
T h e  s c a t te r in g  m a tr ix : d e fin itio n  an d  p ro p e r t ie s
A scattering m atrix relates the amplitudes of waves th a t are incident upon an interface, 
or a composite structure consisting of more than one interface, to the amplitudes of the 
waves scattered away from it. There are many ways in which the ‘inpu t’ and ‘ou tpu t’ 
amplitude vectors can be arranged. For example, it is often convenient (as in later 
chapters) to define the scattering m atrix [5] to be such that
( A?\ / s #
A J
= S t t  •••
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(3.21)
where A ^, A j, A ^, and A f are the amphtudes of the externally reflected, internally 
transm itted , internally incident, and externally incident rays respectively. We assume 
th a t there are N  rays of each type, making a to tal of 4N  rays (any of which are allowed 
to have zero amplitudes, so tha t one can have an unequal number of rays on either side 
of the interface if necessary). This equation can be represented more compactly as
[S++] [5+-] 
[5-+ ] [S-
=  [S] (3.22)
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The am plitude A  in this case is typically chosen to  be defined to  be such th a t =  
A e x p ( i ( k  • r — u>t)) for any particular ray, where fi is x  or y, in the  case of TM  or TE  
polarisation respectively.
The arrangem ent of the subm atrices [5++],[5'+~],[5“ +], and [S ] in equation 3.22 
is convenient in the  sense th a t the upper and lower halves of the  operand and result 
vectors bo th  contain the amplitudes of upwards-travelling waves, and the lower halves 
of these vectors bo th  refer to  downwards-travelling waves. However, this subm atrix 
configuration destroys a sym m etry property th a t the scattering m atrix  [5] can have if 
it is defined in a  certain way. In order to  make the m atrix  [5] have this convenient 
symm etry, which will be apparent later, its subm atrices will be re-arranged. In addition 
to  this, we shall also re-define the amplitudes upon which these subm atrices act. The 
symbol a  will be used instead of A  for amplitudes th a t conform to  our new definition, 
and the new scattering m atrix  will be labeled [cr] instead of [5]. This new scattering 
m atrix  [a] will be such th a t
[*++]
olt  I I*” ] [*-+ ]
(3.23)
where the am plitude a j  of a  particular ray is related to  its corresponding amplitude 
under the  old definition, A j ,  as follows:
A j  = +\  ~ 7 T T  “ j (3-24)
in which Z j  is the electrom agnetic impedance encountered by the ray, which is equal 
\JilJL3 l £j )  =  and Qj is the  angle th a t it makes w ith the surface-normal.
To see why we have re-scaled the amplitudes in this way, consider the conservation 
equation for the tim e-averaged norm al component of the power flux density vector, 
jpower = E_* a  H_, for a planar interface. The conservation equation is
E  i 4 i  + E  1*^1 = E  I-&I + E \J h \  (3.25)
1=1 j=1 k=1 /=1
in which J zj  =  (1 / Z j )  c o s ( 9 j ) A jA j  for any particular ray, irrespective of its polarisation 
sta te . However, under our new am plitude definition, JP°wer, in any medium and for
any polarisation sta te , is merely equal to  the squared modulus of the  amplitude:
Jz,j = QjOij (3.26)
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Therefore, under our new amplitude definition, equation 3.25 is simply
a s * - a s  +  ay*  • =  a R* • a R + (3.27)
and if we define the vectors u and v to be such that
u =




\  u2n  /  \  /
^N+l
/  a *  \
a f
\  v2N /  \  a N /
(3.28)
then we can write equation 3.27 in component form as follows, where summation over 
repeated indices is implicitly assumed in this and all subsequent expressions involving 
m atrix elements and vector components in this section.
UmUm =  Vt Vi (3.29)
The input amplitudes will be chosen to be normalised such th a t =  Af’. Under
this normalisation, equation 3.29 reduces to
Equation 3.23 can be written in component form as
Vi — CJ ij Uj
(3.30)
(3.31)
so equation 3.30 can be expressed in terms of the scattering m atrix elements by sub­
stitution as follows:
v*Vi = ((TijUj)* ((JikUk) =  Af  (3.32)
Rearrangement of this gives
((TijUj)* ((TikUk) =  oJ*aikUkU* =  Af (3.33)
where the superscript ‘T ’ indicates the m atrix transpose. If we let T j k = vjfcrik and 
wkj =  uku* then we have
T j kW k j = A f  (3.34)
But from our normalisation condition, we know that wkk =  A f , which is equivalent to
6jkwkj  =  Af (3.35)
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By comparing equations 3.34 and 3.35, we can see th a t T j k = 8jk, since the m atrix  
elements wim have arb itrary  values. Therefore, oJ*(Jik =  fijk, which is equivalent to  
the  m atrix  equation
k f *  M  =  m  (3.36)
which sta tes th a t [a] m ust be a un itary  m atrix . Any valid scattering m atrix  m ust sa t­
isfy this energy conservation condition, provided th a t the  wave am plitudes are defined 
as described earlier and th a t its quadrants are arranged as shown above. A nother con­
dition th a t a  scattering m atrix  m ust satisfy is th a t of tim e-reversal invariance. Merely 
interchanging and complex-conjugating the ‘in p u t’ and ‘o u tp u t’ wave am plitudes (Uj 
and Vi respectively) in the scattering equation
V{ — (TijUj (3.37)
m ust give the equation th a t describes the time-reversed scattering event [63]:
u*j = ajkv% (3.38)
The complex conjugation is required in order to  change, for example, an am plitude 
phasor th a t leads another phasor into one th a t lags behind it instead. Substituting
equation 3.38 into equation 3.37 gives
Vi = (Tij(TjkVk. (3.39)
But
Vi = SikVk (3.40)
from the definition of the  6 tensor. Com paring equations 3.39 and 3.40 gives
ffij<7jk = hk  (3.41)
which, in m atrix  form, is
=  m  (3.42)
after complex-conjugating both  sides. By comparing equations 3.36 and 3.42, one can 
also deduce th a t
M T =  M  (3-43)
which sta tes th a t the scattering m atrix  m ust be symm etric. Equations 3.42 and 3.43 
are im portan t because they significantly reduce the  num ber of independent scattering 








Figure 3.10: (a)A schematic illustration of the multiple-wave resonator model, showing 
the pair of ‘zig-zag’ resonant waves (having /? values (3i and # 2) and the incident, 
reflected, and transm itted  rays. (b)The ray amplitudes at a single film /air interface. 
Four rays in the film are coupled to two rays in the air.
M u ltip le -w a v e  re s o n a to r  m odel
Consider a planar film illuminated by a single plane wave of unit amplitude. Let there 
be two internal waves and one external wave in the neighbourhood of both interfaces. 
The problem to be solved is shown schematically in Figure 3.10(a). Using our ‘new’ 
amplitude definition, the amplitude of the transm itted ray emerging from the film is 
V f  if the transm ittance is T, and similarly for the reflectance, R.  We know that 
there will only be one externally reflected beam and one externally transm itted beam 
because Figure 3.9 shows that we are working in a regime where there is only one 
wavevector inside the cutoff circles of the cover and substrate. For simplicity, let us 
set the cover and substrate indices to be equal to th a t of the vacuum. This structure 
is mirror-symmetric about the plane 2 = L / 2, so the the scattering m atrix of the A /B  
interface, c a b , will be related to the scattering m atrix of the B /C  interface, &b c , by a 
mere reversal of signs in the superscripts on their quadrants: =  &a b i
aBC =  ^AB ’ an(l  aBC =  aAB- This mirror-symmetry also ensures th a t the ‘to ta l’ 
scattering m atrix of the film, a a c »is symmetric about its m ajor and minor diagonals: 
(JAC =  aACi an(l aAC = aAC • Substituting these relations into the multiple-scattering 
series-summation formulae described in the next chapter, we see th a t the two distinct
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quadrants of the to ta l scattering m atrix  oac  are given by
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Each scattering m atrix  in this case acts on the amplitudes of rays such as those shown 
in Figure 3.10(b). At each interface, two rays in the  air are therefore coupled (via 
the  scattering m atrix  elements) to  four rays in the  film. The propagation m atrix  P  is 
required to  account for the phase change of each ray in travelling from one interface to 
the  o ther, and in this case it m ust be such th a t P{j = 6ij exp(i\(3jL\). Since scattering 
m atrices are sym m etric (if suitably defined), a \ g  =  a ^  and aj[£ = a Also, the 
externally incident wave has unit am plitude, so a ^ c  =  y /T  and a =  y/R.  Therefore, 
equations 3.44 and 3.45 are equivalent to
-  ° a b P  ^  -  {aAB^)  J aAB
V R  =  o\ b  + v2 b p <ta b p  [ - f -  ( ^ I b - P ) 2]
(3.46)
(3.47)
These equations express the transm ittance T  and reflectance R  in term s of the propa­
gation m atrix  P  and the quadrants of the scattering m atrix  aAB , so all th a t remains 
to  be done is to  express aAB in term s of the in ternal transm ission coefficients aio and 
02O« &a b  (see Figure 3.10(b) for an illustration of the rays involved) is such th a t
(3.48)
But the  scattering m atrix  aAB m ust be symm etric, and it m ust also satisfy the time- 
reversal invariance condition (equation 3.42). Therefore, assuming for simplicity th a t 
all of the scattering m atrix  elements are real-valued, which is true  in the  special case 
of a  high-index film with sym m etric low-index cladding:
/
 ^ Vo ^  ^ 000 001 002 ^ 1 Uo ^ f  UQ ^
V\ — 010 011 012 Ul -  [g a b ] Ui
\  V2 )  ^ 020 021 022 j I  W2 ) \  U* )
GOO <^ 10 G20 ^  ^ 0"oo 010 020 ^ I  1 0 0 >
GlO G n G21 010 ^11 021 = 0 1 0 (3.49)
020 G21 G22 /  ^ 020 021 0"22 / l o 0 1 J
This set of equations can be solved to  obtain the values of the elements of the  scattering 
m atrix  aAB m  term s of the  internal transm ission coefficients <7io and <J20- Let the z-axis 
propagation constants of the  two in ternal waves be (3i and and let the  thickness of 
the  film be L.  Then the various m atrices th a t have to  be substitu ted  into equations
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3.46 and 3.47 in order to  solve for the transm ittance and reflectance spectra are
\  0 exp( i(32L) J
aAB =  ( ^00 ) i aAB = ( ^10 a 20 )  (3.51)
* ab  =  ( <710) ^ a£ = ( (T11 ° 2 1 )  (3.52)
021 022
We can now try  a  particular arb itrary  set of param eters. Let cr10 =  0.1, 020 =  0*9, 
(3iL =  (1.5)u;, and f c L  =  (l-O)u;, where uj is the  angular frequency of the  incident 
beam. In this situation, the two Bloch waves (num bered 1 and 2) have very different 
internal transm ission coefficients: Bloch wave 1 is relatively weakly coupled to  the 
cover and substra te  radiation modes, since <Tio =  0.1, whilst Bloch wave 2 is strongly 
coupled: 020 =  0.9. Therefore, Bloch wave 1 is fairly well confined w ithin the film, and 
Bloch wave 2 is poorly confined. The inter-coupling between these high-Q and low-Q 
resonant modes (respectively) gives spectral transm ittance and reflectance curves (see 
Figure 3.11), T ( uj)  and R(u>), th a t are very similar in shape to  those generated by our 
complete model (see Figure 3.4) in the locality of resonance 1.
The to ta l power flux (along the 2-axis) carried by the Bloch waves, or ‘Bloch wave 
intensity,’ is proportional to  u\  + u\ ,  where
-1
in ter  f a c e B / C
I  ~  ( ° a b P )  ]  a A B  (3.53)
The Bloch wave intensity, as defined above, is p lo tted  in Figure 3.11 and it agrees well, 
qualitatively, w ith the Bloch wave intensity plot in Figure 3.4, which is for an actual 
T F P C  resonance. The strong agreement between this ‘toy m odel’ and the calculated 
transm ittance, reflectance, and Bloch wave intensity curves in the neighbourhood of 
a  resonance of a  ‘real’ T F P C , confirms th a t the  unusual non-Lorentzian lineshape 
of a  T F P C  resonance is due to  the presence of a t least two simultaneously resonant 
Bloch waves, one having a high Q-factor and the o ther having a low Q-factor. The 
low-Q resonances provide the smoothly-varying background transm ittance, the high-Q 
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Figure 3.11: Transm ittance, reflectance, and Bloch wave intensity in the neighbourhood 
of a resonance, according to our two-wave resonator ‘toy model.’
3.6 C onclusions
In this chapter, a model for the optical characteristics of a T FPC  under external illu­
mination was devised, and implemented on a UNIX workstation. Using this model, we 
found tha t a T FPC  can support an unusual class of high-Q resonance [1] that may be 
strongly confined within either the holes or the solid parts of the film. The properties 
of T FPC  resonances were then explained by identifying the Bloch modes involved in a 
typical resonance and examining their plane-wave compositions.
TFPC  resonators possess a host of possible applications. Indeed, they can be employed 
wherever a compact dispersive high-Q resonant cavity or a wavelength/angle-selective 
low-loss m irror is required. The conventional way of confining light in a thin film, as in 
the case of a semiconductor vertical cavity surface-emitting laser (VCSEL), is to place 
multilayer dielectric mirrors above and below it. The problem is th a t these multilayer 
mirrors occupy a lot of space and also have high electrical resistance, thus limiting the 
maximum attainable output power. A TFPC , however, can confine light without the 
aid of multilayer mirrors, which makes TFPC s an attractive alternative option when 
attem pting to construct compact integrated semiconductor laser cavities (see Chapter 
4). As another example, the high-Q air-resonances of a T FPC  could be used as the 
basis of a very sensitive gas detector. Wavevector diagrams of T FPC  resonances (for 
example, Figure 3.5) show that they can exhibit strong in-plane angular dispersion, a 
property tha t could be exploited to create miniature beam-steering components. Since 
the angular dispersion can be highly wavelength-dependent, WDM applications are also 
plausible (see Chapters 1, 5, and 6). Non-linear effect enhancement is also possible:
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the  combination of high cavity Q-factor and low in-plane group-velocity (for T FP C  
resonances close to  the  T-point in wavevector space) can greatly increase the  strengths 
of field-material interactions, leading to  the possibility of broad-band quasi-continuum 
generation and wavelength-conversion [45] in T F P C  m icrostructures.
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Chapter 4
Optical feedback in 
sem iconductor VCSEL lasers by 
TFPC  reflectors
4.1 Introduction
In this chapter, we investigate the feasibility of using 2D -TFPC s instead of distributed 
Bragg reflectors (DBRs, otherwise known as ‘multilayer m irrors’, ‘m ultilayer stacks’, 
or ‘Bragg m irrors’) for optical confinement in semiconductor vertical-cavity surface- 
em itting lasers (VCSELs) [51]. We assume th a t the  problems of optical confinement 
and carrier confinement can be decoupled and therefore dealt-w ith separately. This 
is an assum ption th a t is routinely m ade in the design of the more conventional DBR- 
VCSELs.
VCSELs, which have been in existence (in their present form) since 1979 [64], are inter­
esting because, as their name suggests, they can be m ade to  emit laser light from the 
top surface ra ther than  from the side (as in the  everyday edge-emitting semiconductor 
laser found in laser printers, bar-code scanners, and CD players). The top surface has 
a  much larger area than  the active portion of an end-face, so a VCSEL emits a com­
paratively broad beam  th a t has a  relatively low angular divergence, enabling efficient 
coupling into a  conventional single-mode optical fibre placed directly above the device 
(which can be held in position by suitable packaging). Coupling light efficiently from an 
edge-em itting laser into a  fibre is much less straightforw ard and m ay require expensive 
m iniature lenses to  be interposed between the laser and the fibre. A nother advantage
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of VCSELs is th a t, because they can be much more compact than  edge-emitting lasers 
and can be fabricated in a small number of relatively inexpensive and easy steps, it is 
possible to produce, at low cost, very densely packed monolithic 2D arrays [65, 66] of 
individually-addressable VCSELs, each of which may have a different emission wave­
length. These VCSEL arrays enable the use of many separate wavelength channels in 
WDM telecommunication systems.
Many groups have modelled moderately high-Q resonances localised at isolated point 
defects [60] in a T FPC  possessing an in-plane bandgap, by means of the FDTD method. 
Point-defect resonances are, however, subject to the fundam ental lim itation that the 
em itted beam of light will have a high angular divergence, due to the strong localisa­
tion of the cavity field in the (a;, y ) plane, thus reducing the attainable output-coupling 
efficiency. In the type of TFPC-based VCSEL th a t we propose, the cavity field is 
essentially delocalised over the entire patterned area, whilst being quite strongly con­
fined along the z axis, providing a significant reduction in the output-beam  divergence 
compared to tha t of a point-defect cavity.
We shall begin with a very brief review of conventional semiconductor VCSELs. A 
good account of the fundamental physics involved is to be found in Reference [67]. The 
concepts involved are the same as those in the case of the edge-emitting semiconductor 
laser.
4.2 O perational principles o f  a sem iconductor VCSEL
In a typical electrically-pumped semiconductor VCSEL laser (usable within the wave­
length range 800-1000nm if it is composed of AlxGa\_xAs  [68, 69, 70]), there is a 
thin semiconductor layer in which spontaneous and stim ulated radiative recombination 
of electrons and holes takes place. The wavelength at which lasing occurs normally 
corresponds to a photon energy equal to the energy difference between the lowest con­
duction band level and the highest valence band level. The recombination (‘active’) 
layer is embedded in the centre of the intrinsic region of a forward-biased p-i-n junction, 
by the action of which electrons and holes are injected into it. Electrons are injected 
primarily from the n-type region, whilst holes are injected primarily from the p-type 
region. The m aterial of the active layer (often InGaAs) is deliberately chosen to be 
such th a t the energy gap between its lowest conduction and highest valence band levels 
is less than tha t in the surrounding intrinsic region of the p-i-n junction, thus creating a 
potential well tha t traps the charge-carriers, providing high electron and hole densities 
and therefore a high probability of recombination, with a relatively low threshold cur­




















Figure 4.1: Schematic diagram of a conventional DBR-VCSEL employing an
AlyGai -yAs  m aterial set, emitting at a vacuum wavelength of 980nm (which is in 
the minimum-loss band of the materials). The active layer, in which stim ulated and 
spontaneous recombination of electrons and holes takes place, is typically in the form 
of a thin quantum  well (QW ) or planar quantum  dot (QD) array .
inversion can occur in the active layer, which makes stim ulated radiative recombina­
tion processes possible, provided that the em itted photons are prevented from escaping 
for long enough so th a t they have time to trigger further recombination events. The 
em itted photons are usually confined by placing DBRs (each of which would typically 
consist of twenty unpatterned dielectric layers of alternating refractive index) above 
and below the active region, with the upper mirror forming the p-region of the p-i-n 
junction and the lower mirror forming the n-region. The operation of a VCSEL laser 
thus depends on the confinement of both charge-carriers and photons in the neigh­
bourhood of the active layer. A schematic diagram of a conventional semiconductor 
DBR-VCSEL is shown in Figure 4.1.
4.2.1 Q uantum  wells
A particularly useful effect occurs when the active layer has a thickness tha t is of the 
order of the electron wavelength, e.g. lOnm, in which case it is called a ‘quantum  well’ 
(QW ) [71]. When the active layer is as thin as this, the electron energy levels within a 
band can no longer be approximated as a continuum. The electronic intra-band energy
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levels are substantially discretised, and they depend on the precise thickness of the 
active layer, enabling emission wavelength tuning simply by varying the  active layer 
thickness. Also, because the density of unwanted energy levels is greatly reduced, a 
smaller num ber of narrower spectral emission lines will be produced, thus improving 
the overall efficiency of the laser and lowering its threshold current. A nother effect of 
using QW s instead of ‘bulk’ active layers is th a t the  tem perature-dependence of the 
gain is reduced, thus increasing the tem perature-stability.
4 .2 .2  Q uantum  dots
Further improvement in overall efficiency, tem peratu re  stability, and threshold current 
can be obtained, in principle, by using arrays of quantum  dots instead of quantum  
wells. These improvements are all a ttribu tab le  to  the  form of the  electronic density- 
of-states function of a quantum  dot (QD), which is similar to  th a t of an individual 
a tom  in th a t it consists of delta-function'spikes a t particu lar energies. A quantum  dot 
could be called an ‘artificial a tom ’ in the sense th a t  its atom-like energy levels can be 
tailored, unlike those of a  na tu ra l atom , enabling the ou tpu t spectrum  of a QD laser 
to  be designed to  suit a  particular application to  an even greater extent th an  th a t of a 
QW  laser.
4.3 T FPC s versus D B R s
The reason why DBRs are used in semiconductor VCSELs is th a t it is generally thought 
th a t no o ther type of easily-fabricatable dielectric m irror can provide a high enough 
reflectivity. The reflectivity m ust indeed by very high (>  99.5%) [51] because the 
nonzero-gain portion of the round-trip pa th  length inside a VCSEL cavity is so short 
th a t a  photon m ust make m any round-trips, on average, before it can induce a radiative 
recom bination event. Metallic m irrors cannot be employed because they are too lossy 
in term s of bo th  reflectance and transm ittance, the sum of which is of course not unity 
in this case due to  the  complex-valued refractive index.
W hilst it is nevertheless true  th a t DBRs can provide sufficiently high reflectivities, there 
are several problems associated with them . All of these problems arise from the fact th a t 
a  DBR is m ade of two different m aterials. The semiconductor m aterials constituting 
the layers of alternating refractive index in the  DBR m ust be carefully lattice-m atched 
to  avoid strain-induced lattice dislocations (which would otherwise cause m any atomic 
lattice defects to  exist, thus greatly increasing the electrical resistance). This places a
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tight constraint on the maximum refractive index contrast th a t can be achieved in the 
stack, thus necessitating a large num ber of layers to  achieve the required reflectance. 
Since m any layers are needed, each DBR m ust be quite tall (especially a t long wave­
lengths, such as in the  silica fibre minimum-loss band 1.3-1.5pm ) ,  and will therefore 
have a  substantial electrical resistance, which will result in a large heating ra te  a t high 
forward-bias voltages, which m ust be counteracted by an equal and opposite heat dis­
sipation ra te  to  avoid therm al device failure, typically introduced by means of metallic 
pins driven through the substra te  and attached  to  cooling fins. This requirem ent for 
supplem entary cooling a t high bias voltages limits the  optical power th a t a  compact VC­
SEL can produce, because the therm al conduction pins and their associated hardw are 
consume a lot of space, bo th  horizontally and vertically. The purpose of this chapter 
is to  convince the reader th a t all of these problems can be solved simultaneously by 
replacing DBRs with T FPC s.
Essentially, there are three possible options for the  structure  of a  T FPC -based semi­
conductor VCSEL:
1. A T F P C  having a uniform background permittivity  (as discussed in C hapter 3). 
In this case, an array of quantum  dots would be embedded within the film.
2. A  TFPC-coated unpatterned film (i.e. a  th in  unpatterned  high-index film with 
T F P C  cladding layers placed above and below), which can be viewed as a  single 
T F P C  having an unpatterned  planar defect (see Figure 4.2(a)). The T F P C  layers 
would act as reflectors a t certain internal angles of incidence, thus providing a 
certain degree of confinement within the unpatterned  ‘core,’ which would contain 
a t least one quantum  well or a t least one quantum  dot array. This structure 
perm its etch-dam age sites to  be kept well away from the  active m edia, thereby 
eliminating possible problems with non-radiative recom bination.
3. A  T F P C  with non-uniform background permittivity  (non-constant along the z- 
axis) in which there is a  definite ‘core’ region of higher background index than  
the adjacent pa tterned  ‘cladding’ regions above and below it. This may also be 
regarded either as a  m ulti-TFPC  ‘sandwich’ w ith a pa tte rned  filling or a  single 
T F P C  with a patterned  planar defect (see Figure 4.2(b)). A quantum  dot array 
could be accom m odated in the ‘core’ layer. The advantage of this structure  is 
th a t it enables easier control over the num ber of quasi-guided core-modes a t fixed 
frequency (see later).
S tructure 3 would perhaps be easier to  make th an  structu re  2, since it m ay be produced 
by fully etching-through after a series of deposition processes ra ther th an  by alternating 





Figure 4.2: Unpatterned (a) and patterned (b) planar defects in a T FP C  structure.
wells would be positioned such tha t maximum overlap with the field of the desired 
quasi-guided cavity mode is achieved. In this way, particular cavity modes can be 
preferentially selected.
We intend to model the optical confinement properties of the VCSEL cavity structures 
described above, so tha t a choice can be made between them. Before describing our 
calculation m ethod and presenting a series of results, the design criteria for a semi­
conductor VCSEL will be briefly reviewed, preceded by some necessary definitions 
and background information. In the next three sections, we will make an estimate of 
the Q-factor of a typical DBR-VCSEL (to be used later), define the standard optical 
confinement factor T, and then derive a simple equation that connects the VCSEL 
threshold current with these two param eters Q and T.
4.4 Q -factor estim ate  for a D B R -V C SE L  cavity
As stated  earlier, the field intensity reflection coefficients at the effective cavity bound­
aries in a conventional semiconductor DBR-VCSEL must be typically 99.5% [51] (at 
a vacuum wavelength of 980nm) in order for lasing to occur at an acceptably small 
threshold current. For our present purposes, it would be convenient to translate this 
reflectance value into a cavity Q-factor, since the Q-factor can be more easily obtained 
from our model by measuring the width of the associated resonance feature on a spec­
tral transm ittance plot and applying the formula Qcavity =  u>0/ A u ,  where A u  is the 
FWHM of the cavity field intensity as a function of angular frequency, which is approxi­
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m ately equal to  the angular frequency separation between the transm ittance  maximum 
and minimum on either side of the central resonant angular frequency u 0 (see Figure 
3.4).
Let the  intensity (ra ther than  am plitude) reflection coefficients of the  upper and lower 
m irrors forming the resonant cavity be R \  and R 2 respectively. The cavity field inten­
sity after N  cycles (‘round-trips’) will then  be I 0( R i R 2)n , assuming th a t the cavity is 
a t resonance and th a t the initial intensity is I 0. Therefore, the num ber of round-trips 
(each lasting a tim e Tcav =  m T , where Tcav is the cavity round-trip  tim e, T  is the opti­
cal period 27t/o;0, and m  is the  effective cavity mode order) required for the  cavity field 
intensity to  decay to  1/e  times its initial value will be Nd = (ln ((-R i#2) -1 ))- 1 , which 
gives an estim ated cavity resonance lifetime r  =  N d m T  =  2 nm(uj0h i ( ( R i R 2 )~1))~ 1. 
However, assuming an exponential decay of the cavity field am plitude of the form 
A  =  A 0 exp(—/yt) exp(ioj0t) gives a  resonance lifetime r  =  (27) -1 . Equating this 
resonance lifetime with the previous resonance lifetime gives the required decay rate  
7  =  (a;0 / 47r m ) l n ( ( JR i JR 2) - 1 ).
The cavity Q-factor (as defined by Q = a;0/A o;) can be obtained from this decay rate  
by one more step: taking the Fourier transform  A(to) of the cavity field amplitude 
function A(t) .  This will be done next, after a brief diversion. Consider the  excitation 
of a  resonant cavity mode a t frequency u>0 by a light source of constant intensity. W hen 
the light source is ‘switched on’ a t tim e — ton, the cavity field am plitude envelope will 
build-up from zero, asym ptotically approaching a sa turation  value A sat in a  similar way 
to  th a t of a  capacitor being charged. For as long as the  source is ‘on ’, the  cavity field 
am plitude envelope will increase with tim e according to  A sat( l  — exp(—n(t  +  f0n))> but 
when it is ‘switched off’ a t tim e £0/ /  =  0 exponential decay of the  envelope function will 
begin according to  A sate x ^ ( —j t ) .  If we let ton tend to  00 then the Fourier transform  
A(u>) of the cavity field am plitude-versus-tim e curve A(t)  becomes proportional to
/ 0 tooA sat exp (ioj0t) e x p ( - i u t ) d t  +  / A sat exp[[«(u>0 -  w) -  7 ]t\dt -00 Jo
=  A\8( uj -  u 0) +  A 2(i{u ~  u 0) +  7 ) - 1
oc A ( u )  (4-1)
so th a t
/(w ) =  A *(u )A (u )  a   Tj (4.2)
7  ^+  (a; — u oy
for uj 7^  uj0 (in order to  avoid the ^-function spike). This function gives the  shape of 
the  spectral intensity curve contribution due to  the imperfect confinement of the  cavity 
field, which is Lorentzian in form and is sym m etric about the  line u  = uj0. Perfect 
confinement would leave only the ^-function term  in equation 4.1. The FW HM  of the 
Lorentzian spectral intensity distribution above is 27 , and this fact, together with the
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previously derived expression for the decay ra te  7 , can be used to  obtain  the following 
expression for the cavity Q-factor:
<J =  £ -  =  £ =  Wer  =  _ £ ! 1 ^  (4.3)
In practice, a typical effective cavity length in a  conventional semiconductor VCSEL 
operating at 980nm is 1.5f im  [51] (for an AlxG a \ - xAs  m aterial set). The corresponding 
effective cavity mode order m  can be evaluated by m  = 2 L cavn cav/ X 0 in which A0 is 
the  vacuum wavelength and n cav is the  cavity index (typically 3.4 for an AlxG a \ - x As  
structure). By this, we obtain an ra-value of 10.2, implying the existence of approxi­
m ately ten  field intensity lobes within the effective cavity length, superimposed upon 
the roughly Gaussian envelope function of the  intensity as a  function of z. Given th a t 
the  minimum reflectances of the cavity m irrors are bo th  99.5%, equation 4.3 yields the 
following cavity Q-factor for a  typical DBR-VCSEL operating a t a  vacuum wavelength 
of 980nm:
qDBR  =  2* 10.2 ^  g400) (4 4)
( (0 .9 9 5 )2 J
with a corresponding resonance lifetime r DBR =  A0Qmjn/(27rc) =  3ps.
4.5 The optical confinement factor, T
Suppose th a t the  envelope function of the cavity field intensity a t resonance is approxi­
m ately Gaussian in form with respect to  the z-coordinate, w ith FW HM  equal to  Lf{ eid, 
as follows:
J(z ) =  A*(z)A(z )  = I 0exp[ ( -2 ( z  -  z 0) / L fieid)2] (4.5)
where zQ is the z-coordinate of the  centre of the active region. The optical confine­
m ent factor T is defined [71] to  be the normalised overlap integral of the  cavity field 
intensity with the active region, and it provides a  m easure of the  extent of spatial 
confinement of the  cavity field along the z-axis. Let the active region have thickness 
Lactive• Transforming to  coordinates such th a t Z  =  z — z0, we have:
(A (Z )  | F ( Z )  | A ( Z ) )  
r =  ( A ( Z ) \ A ( Z ) )  (4 '6>
where the ‘to p -h a t’ function F  = F ( Z )  is such th a t F  = 1 if |Z | <  L active/ 2 but is 
otherwise equal to  0. Therefore,
r L a c t i v e / 2
■p _ ~ ‘- 'ac t ive . /& v J / a
I { Z ) d Z   ^ • -1
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By a standard integral the denominator is
I 0 e x p ( ( - 2 Z / L f ieid)2)dZ =  I oy/ x L f ieid/ 2 ,  (4.8)£
and since the active region is much smaller than  the FW HM  (L f i eid) of the  cavity field, 
the num erator is approxim ately equal to  I 0L active. The optical confinement factor T is, 
consequently,
p    <2'IoIJactive ^  R a c t iye  ^
IoV^L field Lfield
For simplicity, we have ignored any high-spatial-frequency oscillations th a t may be 
present in the  cavity field intensity, because these oscillations depend on the  cavity mode 
order. Provided th a t the  active region is positioned a t an antinode, this approxim ation 
nevertheless gives a  reliable m easure of the spatial confinement. For a  typical DBR- 
VCSEL, the reciprocal of the  optical confinement factor, 1/r , is
1 L f i eid 1500n m  
ttt td d  =  -r------ =  —7 7--------- =  150 (4.10)TDBR Lactive 10 n m
using the effective cavity length from the previous section and a typical QW  w idth/Q D  
diam eter of lOnm.
It should be noted th a t if a  QD array is employed instead of a QW , then  the optical 
confinement factor will be multiplied by the fraction of the  area in the  (x , y ) plane 
occupied by the quantum  dots. In this chapter, we are merely interested in comparing 
the relative performance of DBR-VCSELs and TFPC-V CSELs, so, since this reduction 
in the  optical confinement factor will be common to  both  cavity types, it will be ignored. 
The atta inab le  gain coefficient for a  QD array is actually much higher th an  th a t for a 
QW , because of the form of its electronic density-of-states function, so the threshold 
current can still be acceptably small. In the  next section, we will discuss the  relationship 
between threshold current, Q , and T.
4.6 The relationship between threshold current, Q, and T
The relation between threshold current density Jth, Q,  and T can be determined by 
combining a simple lasing threshold condition [51] for a VCSEL laser with the standard  
empirical expression [71] for the  dependence of the gain coefficient g  on the charge 
current density J.  The threshold condition, which describes the fine balance between 
the round-trip  loss and gain required in order to  be on the threshold of lasing, is
R 1R 2 exV(2 gL active 2olL field)  — 1 (4T1)
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where g is the  gain coefficient and a  is the m aterial loss coefficient. Rearranging the 
threshold condition gives
{ t L f u i d )  ^  ( j ^ )  = 9 {  L j i d i  )  (4-12)
Hence, a t threshold,
gT = a + 2 111 ( r a ) ( 4 ' 1 3 )
The standard  empirical equation for the dependence of the gain coefficient on the charge 
current density is
g =  (3J0l n ( J / J 0), (4.14)
where (3 is a  known constant for a  particular quantum  well or quantum  dot, and JQ is 
the  ‘transparency current density’ [71], the current density a t which gain begins. From 
section 4.4,
27T7Ti 2 Lfield'fi'cav  / .  ,  c \
 — ' (* 'I5>
Therefore, by equating Equations 4.13 and 4.14, and eliminating R 1R 2 using Equation 
4.15,
Jth — Jo exp
a  2'Kncav\  1
(4.16)r r<9A0 ) pj„\
The first term  in the rounded brackets in this equation is a  loss-related term , whilst 
the second is gain-related. The loss-related term  can be decreased by increasing T, 
because of the  resulting decrease in the overlap integral of the optical field with the 
inactive m aterial, whilst the gain-related term  can be decreased by increasing the value 
of the  product T Q , which implies th a t a  deficiency in the  cavity Q-factor can be com­
pensated by an excess in T. Therefore, if a  particular TFPC-V CSEL is found to  have 
a com paratively low Q bu t nevertheless has a relatively high T then  it may still be 
useful in practice, i.e. it may still have a sufficiently low threshold current. This will 
be discussed further in the next sections, in conjunction w ith o ther considerations th a t 
affect the usefulness of a practical VCSEL.
4.7 Performance requirements for a VCSEL
The three m ajor performance requirem ents are:
1. Low threshold current I th- The sum of the  two term s in the argum ent of the 
threshold current equation in the previous section (see Equation 4.16) m ust be 
minimised as far as possible, whilst simultaneously satisfying all other design
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constraints. For the  a tta inm ent of a low threshold current, the  carrier confinement 
condition described later m ust also be satisfied.
2. High gradient of the output-pow er characteristic curve (against excess forward 
current beyond theshold). This is proportional to  the  differential quantum  effi­
ciency t}d  defined in the next section.
3. High maximum  atta inable  output power P max. This requires a  low device resis­
tance Z , so th a t the therm al dissipation ra te  increases ‘slowly’ with increasing 
current, thus lowering the onset of therm al breakdown.
4.8 Optical design criteria
There are two m ain optical param eters th a t need to  be controlled in the design of a 
semiconductor VCSEL laser: the cavity Q-factor and the  optical confinement factor T.
The gradient of the  P-I characteristic curve beyond threshold (i.e. d P / d ( I  — /*/»)), 
where P  is the  optical output-pow er, is approxim ately equal to  (hv/e)r]D [72] where t]d 
is the differential quantum  efficiency. The equation connecting the differential quantum  
efficiency [51] r}£> w ith the cavity Q-factor is, ignoring the internal quantum  efficiency,
’“ ' F l f e j j '  < U 7 )
where Equation 4.15 has been used to  eliminate the product R \ R 2 > This pseudo­
reciprocal dependence on the Q-factor is to  be expected, since a high Q implies a 
low optical energy extraction rate . This dependence also indicates a  potential conflict 
between the requirem ents of low threshold current and high tjd, which can however be 
resolved by having a sufficiently high optical confinement factor. Much higher optical 
confinement factors can be atta ined  in a TFPC-V CSEL com pared w ith a  DBR-VCSEL. 
This will be shown later.
It would be helpful, when comparing the performance of TFPC-V CSELs against DBR- 
VCSELs, to  have a single param eter th a t is a  clear indicator of the  threshold current. 
The threshold current density equation given above (see Equation 4.16) can be re­
w ritten  using the previously-stated expression for the  dependence of the differential 
quantum  efficiency on the Q-factor as follows:
J  =  J 0exp[(a/ f iJ0)S] (4-18)
74
where we have defined the non-standard param eter S  such th a t
S  =  f  ( l  +  Oto1 - ! ) " 1) -  (4-19)
This param eter will be named the ‘S-factor’. For a  VCSEL to  have a low threshold 
current, the  S-factor should be as low as possible. Increasing the optical confinement 
factor decreases the  S-factor, and so does decreasing the differential quantum  efficiency. 
However, the  situation is complicated by the fact th a t we need a high differential 
quantum  efficiency in order to  have a high ou tpu t power, so the S-factor cannot be 
too low. A compromise is therefore necessary. Adopting a typical value for the 
m aterial loss coefficient a  of 20cm - 1 , and assuming th a t the effective index of the 
cavity mode is the  same as the background value (typically 3.4) yields a differential 
quantum  efficiency tjd of approxim ately 0.63 for a  standard  DBR-VCSEL. Taking the 
effective cavity length of the VCSEL to  be 1500nm as before, and supposing th a t the 
QW  w idth is lOnm, gives the  following value for the  S-factor:
sDBR  =  t s St  ( J +  (0-63" 1 - 1)_1) =  405- (4-20)
By comparing the ‘S-factor’ of a TFPC-V CSEL structu re  w ith the value given above, 
one can determ ine whether its threshold current will be higher or lower than  th a t 
of a  typical DBR-VCSEL, on the assum ption th a t all of the quantities a ,  /?, and J 0 
rem ain unchanged by the introduction of periodic patterning. The actual value of the 
threshold current, of course, depends on the param eters (3 and J Q bu t our aim here is 
to  merely compare the threshold currents associated with various cavity designs in a 
way th a t does not depend, as far as possible, upon the physical struc tu re  or chemical 
composition of the  active media.
4.9 Electronic design criteria
The m ain electronic (as opposed to  optical) design criterion is th a t , for obtaining a low 
threshold current, the charge-barriers m ust be sufficiently ‘high’ and ‘wide’ to  confine 
electrons and holes in the neighbourhood of the active media, ensuring strong coupling 
between the carriers and the optical field. The barrier potential ‘height’ is determined 
by the  difference in the  electronic bandgap widths between the active m aterial and 
the barrier m aterial, which is a constant for a particu lar set of m aterials. For a given 
m aterial set, the  barrier w idth w  m ust be greater th an  a minimum value w min. A typical 
value of wmin for practical AlxG a \ - xAs  structures is lOOnm. It is also im portan t th a t 
there should be no etch-dam age sites (such as those produced a t the  hole boundaries 
during the pattern ing  process) within a radius equal to  wmin +  t q d  of the  centre of a
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quantum  dot or within a distance wmin +  L q w  I 2 of the central plane of a  quantum  
well, where tqd  is the  quantum  dot radius and L q w  is the quantum  well thickness. 
The reason for this is th a t non-radiative recom bination of electrons and holes can occur 
a t etch-dam age sites, and the presence of a significant num ber of these may raise the 
threshold current density to  or beyond a value th a t would result in the  destruction of 
the  device.
A VCSEL cavity based on either a  single-film T F P C  or a  T F P C  with a patterned  defect 
layer can only be used in conjunction with quantum  dot arrays because an embedded 
QW  would intersect the etch-dam age sites surrounding the holes. In these cavities, 
the  minimum barrier w idth condition w > wmin imposes constraints on the lattice 
pitch A, hole radius r , and T F P C  layer thickness L. If, for example, each quantum  dot 
is embedded so th a t it is equidistant from the centres of its neighbouring holes and 
also half-way between the upper and lower interfaces then  in order for the condition 
w >  wmin to  be satisfied, a  circle of radius wmin+rQD concentric w ith each quantum  dot 
of radius tqd  m ust not intersect any interfaces. The following pair of conditions must 
therefore be satisfied simultaneously: A > 2(r  +  u?min +  t q d ), L  >  2(wmin +  t q d ). 
Typically, tqd is approxim ately 5nm, and wmtn +  tqd  may be taken to  be around 
lOOnm. Therefore, A > 2 (r +  lOOnm) and L  >  200nm . Hence, if for example, A =  
400nra then  r < 100nm .  Fortunately, this is compatible with the param eter regime 
in which we have been working (i.e. in the in tra-passband regime). T F P C s having 
in-plane bandgaps would however be excluded by this constraint on the hole radius, 
since for these the hole diam eter m ust be a large fraction of the lattice pitch. These 
particu lar s truc tu ra l param eter constraints apply to  the case in which the fundam ental 
(i.e. single-lobed) quasi-guided dielectric mode is employed, giving a large field intensity 
overlap integral w ith the centrally-positioned quantum  dots. If higher-order dielectric 
modes, such as the  double-lobed mode in Figure 3.3(a) were used then different (but 
similar) conditions would apply.
For a  T F P C  cavity containing an unpatterned  defect layer, the  carrier-confinement 
constraints are not so restrictive in the sense th a t any combination of hole radius 
and lattice pitch is acceptable. E ither QW s or QD arrays can be incorporated in 
the unpatterned  defect layer, and the condition w >  w min is satisfied if merely L  >  
2(wm»n +  0  is satisfield, where I is either the half-thickness L q w  of a  QW  or t q d  (which 
normally have similar values in practice).
A nother electronic design criterion concerns the device resistance. The to ta l electrical 
resistance Z  of the  resonant cavity structure, ignoring th a t of the  substra te  and the 
term inal pads, m ust be low enough so th a t a  high m aximum  optical power output 
is possible. The optical power ou tpu t is lim ited by the therm al energy production 
ra te  Pthermai = Z I ,  where I  is the product of the current density and the in-plane
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device area. Beyond a particular heating ra te , irreversible therm al device failure will 
occur. The m aximum  optical power can be raised by externally-imposed cooling, as 
m entioned earlier, but this would make the VCSEL much less com pact, so we will reject 
this option. It can also be raised by decreasing the device thickness. Let us define the 
device thickness Ltot to  be the sum of the thickness of the  planar defect layer and the 
thicknesses of all of the m irror layers. An estim ate of the  reduction ratio  of the device 
resistance Z  of a  given VCSEL compared to  a typical DBR-VCSEL is given by the 
ratio  of the device thicknesses. We will therefore define a device-resistance reduction 
factor Y  such th a t Y  =  L^0f R / L tot.
Typically, each DBR in a DBR-VCSEL has 20 quarter-wave layers, each of thick­
ness around 80nm, m aking a to ta l DBR height of 1600nm. The unpatterned  defect 
layer, including the QW  or QD array, would have a thickness of approxim ately 210nm. 
Therefore, the  to ta l thickness L ^ f R , of the two DBRs and the defect layer, would be 
approxim ately 3410nm.
4.10 Summary o f the optical and electronic design criteria
Our full set of design criteria, of which two are optical and two are electronic, will now 
be stated:
Jih < J?kBR <=> s  <  405 (4 .21)
9 P / d ( I - I th) > ( d P / d ( I - I th))DBH •«=> VD > 0.63 (4.22)
P ™ * > P £ ? XR 4=*- Y > 1  (4.23)
s u f f i c i e n t  carrier c o n f in e m e n t  <*=£► w > lOOnm. (4.24)
The last two design criteria, involving the ‘Y -factor’ and the barrier w idth w , are 
independent of bo th  each other and the first two, whereas the  first two are coupled 
together as shown in Figure 4.3. Figure 4.3 shows the variation of the S-factor with 
the differential quantum  efficiency tjd for a  range of different values of 1/r. The area 
of (5 , t jd) space in which the first two design criteria are satisfied is shaded. This area 
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Figure 4.3: S-factor against differential quantum  efficiency rjo for various values of 1/ I \  
The region in which the first two design criteria are satisfied is shaded. The S-factor is 
a non-standard param eter defined in Section 4.8.
4.11 M ethod  for m odelling optical confinem ent in m ultiple- 
film T F P C -V C SE L  cavities
Having presented the design criteria, our modelling method will now be explained. 
For modelling TFPC-VCSEL structures containing patterned and unpatterned planar 
defects, the ‘direct m ethod’ used in the previous chapter is not suitable, because the 
‘field-matching m atrix’ quadruples in area with each additional interface, making the 
computation time unacceptably long for a m ulti-TFPC structure. Instead, an ‘indirect 
m ethod’ must be applied to the case of the VCSEL cavity, and for the implementation 
of this it is first necessary to consider the imposition of boundary conditions at a single 
interface before proceeding to the general case in which there are multiple interfaces. 
In ‘indirect m ethods’, the sizes of the matrices involved in the boundary condition 
equations remain constant, irrespective of the number of interfaces, wherein lies their 
advantage.
4.11.1 Boundary conditions at a single 
photonic crystal interface
Let the field vector F_ be either E_ or H_, and let u =  x, y. Then the boundary conditions 
on the in-plane E_ and H_ fields at the planar interface z =  0 th a t separates the ‘crystal’
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and the ‘cover’ regions, which are patterned  and unpatterned  respectively, are:
F'CRYSTAL _  p C O V E R
z = 0
If we define the m atrix  elements f ^ k to  be such th a t
(4.25)
2=0 V '
F° = E f ° k exP(‘(iC  ■ t  + K f z  -  u t ) )  (4.26)
i j k
where a = x , y , z  and the superscript k  indicates the  polarisation s ta te  and the out-of- 
plane direction (of free propagation or decaying propagation) of each ray, then
ftl*=o =  = £  (exp(i(£” •r))£/rJ'*eXp(-^)J •
i j k  m  \  j k  J
(4.27)
B ut, from the definition of a Fourier series expansion,
f t l - o  =  E ( l £ m> < * "  I f t ) U o )  =  E ( e * P « £ m • £)) I f t > U o )  • (4-28)
m  m
Therefore, by comparing Equations 4.27 and 4.28,
( K m I f«>L=0 =  E / r ‘ e x p (-ta rt) . (4.29)
j k
Now if we project bo th  sides of Equation 4.25 onto the fixed Fourier basis vector | K "1) , 
in order to  remove the positional dependence, then we obtain
( K m I F ? r y s t a l )\2=o =  ( K m I I ? OVER)\Z=0. (4.30)
Equation 4.29 enables this to  be w ritten  as
^ 2  fv ,C R Y S T A L  -  f™ C O VERi (4-31)
j k  j k
where the time-dependence exp(—iu t )  cancels from bo th  sides. E quation 4.31 is equiv­
alent to  the original boundary condition equation (Equation 4.25), and it can be tran s­
formed to  a  more convenient form by separating-out the am plitudes A^k of the in-plane 
m agnetic field components such th a t





Figure 4.4: A schematic diagram of waves in the locality of a single planar interface 
between a photonic crystal and an unpatterned medium. Note tha t the interface is 
perpendicular to the axis of continuous translational invariance of the 2D grating.
where
AjkACRYSTAL ~
b \A i f  k =  0
b+s i f  k =  l
b?_A i f  k =  2
bf_B i f  k =  3
and A?co v e r
i f k = 0
w Ry i f
II 1
w i x i f
II 2
WSy i f k = 3
(4.33)
Equation 4.31 can now be written as
j k
m j k AjkC R Y S T A L  f t C R Y S T A L = E ^
jk
m j k  Aj k
C O V E R ^ C O V E R (4.34)
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where the labels ‘crystal’ and ‘cover’ have been replaced by ‘1’ and ‘2’ respectively. 
This m atrix equation neatly expresses all of the required boundary conditions in the 
situation illustrated in Figure 4.4. We will now show how the m atrix elements can 
be calculated. Let us begin with the case of the crystal region (i.e. 2 < 0). The values 
of the m atrix elements can be derived directly from the eigenvectors B]f  of the 
bandstructure m atrix (see Chapter 2), where J  =  1 , . . . ,  2N  and j  = 1 , . . . ,  N ,  in which
N  is the number of elements retained in our truncated set of Fourier basis vectors, as
follows:
'  i f  k = 0 or 2
g'ti+N) i f  k = 1 or 3
nijk - (4.36)
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and the values of the m atrix  elements K { k can be obtained from the square-roots of 
their corresponding eigenvalues (/3J )2:
K i k =
+PJ
oII* <S>
+pti+N) i f  k = 1
~(5j i f  k  =  2
-fiU+N) i f  k  =  3
(4.37)
For any individual Fourier component, V =  i K ^ p .  But V • H_ =  0, from Maxwell’s 
equations, so fC jp  • h^k = 0 , which implies th a t h*Jk = —[Kxh%ik + Kyhlj k]/[K3zk]. 
Also, from Equation 4.32, hxJ k =  Therefore, the  m atrix  elements r f ^  can be




x n ^ k J- V ™%j k Jk^Hx +K K jk
(4.38)
Again, for any Fourier component, dt = —iuj. But V AH_ =  dtH,  from another Maxwell 
equation, so iK 'Jp  A hf^k = —i u £ ^ k , which implies th a t e?ik — — (coe)~l K 1^  A 
Therefore,
- K 'yhijk +  K i khljk ‘
+ K ixh%k -  K l kh y k (4.39)
- K i h f  + K i v i k _
• *L
Expressions for r\^a can now be derived, bearing in mind th a t in order to  reconstruct the
function £~l ( x , y ) in Equation 4.39, one m ust use its corresponding Fourier expansion






= £ ( x , y ) ~
U)
£ x( x , y )  =  ^ e /e x p ( * G / - r )  
i
(4.40)
As an example, consider For this, we m ust first project E x onto a fixed Fourier 
basis vector | A]m), where the integration is over a  unit cell of area  A:
( E T  | E x) =  A - 1 J  J  d x d y E x e x p ( - i K m - r )
=  A ' 1 J  J  d x d y ^ j ,  e 'jk e x p (t( if ’ ■ r — K_m ■ r +  K ’kz  — u t ) )
B ut, from Equations 4.39 and 4.40,




Substitu ting this into Equation 4.41, setting z  to  0, and using the fact th a t 
A ~ l J  J  dxdy  exp(i(G / +  G* -  G m) • r) =  SGm Gi+Gi =
gives
( K m I £*> |2=o =  W 1 Y ,  [ r " i [ - .f f ’ f c f  +  i f ?  /# * ]  exp(—
ijk
where r 71* =  e(G m -  G 7) (see C hapter 3).
Also, from Equations 4.29 and 4.32,
( K m | E x )\z=0 = ^ r % 3x k A 3h e x p { - i u t )  
jk
By comparing Equations 4.44 and 4.45, one can see th a t
TlEJx kA jk =  -  5 3  [r™ \ - K 'yhijk +  K Jzkhljk \
^  i
However, from Equation 4.32, h%J k =z rjl^ kA^k and hlJ k =  f]%^kA^k . Therefore,
Similarly,
 ^E [?mi + *?•$]]
i
* t k =  ^ E  [5“ *' -  K ? 4 k] \
i








We have now given expressions for all of the m atrix  elements on the LHS of Equation 
4.35. The elements of the m atrix  on the RHS of Equation 4.35 are simpler, because 
the electric perm ittiv ity  of the cover medium is independent of position. In this case, 
e1711 is merely equal to  the diagonal m atrix  ( 1 /£Cover)6mz- The eigenmodes of the cover 
medium are individual plane waves ra ther than  Bloch modes, which implies th a t T}^k 
and 77^ 2 are also diagonal m atrices.
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= [M2 ] - 1 [Mx]
b+
(4.52)
The m atrix  on the RHS of this equation transform s the set of ray am plitudes in the 
medium imm ediately below the interface (which is the  photonic crystal in this case) 
to  those in the medium imm ediately above it (which is unpatterned). This m atrix , 
[M2]_ 1[Mi], m ust therefore be the so-called ‘transfer m atrix ’ of the  interface. If we 
now re-label this transfer m atrix  as ‘[T],’ then one can re-express equation 4.52 in 
term s of the  four quadrants of the  transfer m atrix  in the  following way:
w
w'-
R / [ T + + ]  [T+-] 
\ [ T ~ + ]  [T ]
6+
(4.53)
In practice, however, it would be much more convenient if the  am plitudes of the rays 
scattered away from the interface (wR an(l k~)  were on the same side of the  equation, 
with the am plitudes of the incident rays (w s  and b+) on the opposite side. In other
words, we would prefer a  scattering m atrix  ra ther th an  a transfer m atrix . Scattering
m atrices were discussed briefly in C hapter 3. Fortunately, a  transfer m atrix  can be 
transform ed into a scattering m atrix  by a set of m atrix  operations on its quadrants as 
described below.
From equation 4.53,
ws  =  [T-+] 6+ +  [T ] r  (4.54)
Therefore,
[r] = [r—]-1 ( w s  -  [r_+] 6+) (4.55)
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But, from equation 4.53,
wR =  [T++] b+ +  [T + -] b~ (4.56)
Substituting the RHS of equation 4.55 in place of the  ‘6~ ’ term  in equation 4.56 gives
w R =  [T++] b+ + [T + -] ( [T — ] _1 (w s  -  [T"+] 6+ ) )  (4.57)
Equation 4.57 expresses wR in term s of b+ and ws , whilst equation 4.55 expresses b~ 
in term s of 6+ and w s . These two equations can therefore be w ritten  as a  single m atrix  
equation, as shown below:
( w R \ _ (  ([T++] -  [T+-] [ T - ] - 1 [T -+ ]) ([T + -] [ T - - ] - 1)  \  /  6+ \
\  fe" J \  ( -  [ T - ] - 1 [T"+]) ( [ T - ] - 1) J ( ms )
The m atrix  in this equation is the  scattering m atrix  of the  interface, [S'], the  quadrants 
of which are enclosed in rounded brackets. Given the quadrants of the  scattering m atrix  
([S++], [S'-1--], [5“ +], and [S' ]), one can solve for the am plitudes of the  transm itted
and reflected rays for any given set of incident rays.
At this point, we know how to calculate the  scattering m atrix  of a  p lanar interface 
between a photonic crystal and an unpatterned  medium, and it would be possible to  
use this scattering m atrix  on its own to  deal with the case in which a semi-inflnite 
photonic crystal is illum inated from an adjacent semi-infinite unpatterned  medium. 
However, of course, the scattering m atrix  of a given interface is not changed by the 
presence of o ther interfaces, either above or below it, so we merely need some way of 
combining scattering m atrices of individual interfaces to  obtain the ‘to ta l’ scattering 
m atrix  of even a very elaborate m ulti-TFPC  structure. There are several ways of doing 
this, two of which are described in the next section.
4 .11 .2  S catter in g  m atrix  o f a series o f p h oton ic  crysta l interfaces
W hen dealing w ith more th an  one interface, it is essential to  be able to  take account of 
the  phase changes in the  rays as they propagate between adjacent interfaces. For this 
purpose, we define a ‘propagation m atrix ’ [P ] such th a t P{j = 6{j exp(i(3jl), where I is 
the  change in ^-coordinate th a t a ray experiences (in tim e) in going between the in­
terfaces, and (3j is the z-m om entum  of a  particular Fourier component ray. Of course, 
the m atrix  [P] can be reduced to  size 2N  x 2N  ra ther th an  4N  x 4N ,  because an 
upwards-going ray has a positive value of I and positive /?j, whilst an otherwise equiva­
lent downwards-going ray has a  negative I and negative /?j, which undergoes the same 
phase change since the phase angle is equal to  the product of (3j and I.
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It is possible merely to  concatenate a  series of transfer and propagation matrices to  
obtain the transfer m atrix  of a  structure having m any interfaces, and the resultant 
‘to ta l’ transfer m atrix  can be transform ed to  a  scattering m atrix . Convenient as this 
may seem, this approach suffers from numerical instabilities caused by the Bloch modes 
th a t are evanescent along the 2-axis. Combining the scattering m atrices of adjacent 
individual interfaces by the sum m ation of infinite m ultiple-scattering series is much 
more stable, as concluded in References [17] and [73]. The multiple-scattering-series 
sum m ation equations [17] are listed below.
[5++] = [5++][[/]-[P][S+-][/>][S2- +]]_ [P][S++] (4.59)
[5+-] = + (4.60)
IS-*] = [ S n [ m - [ P P 2 _1 [ m +l ] ~ W 2 - - ]  (4-61)
[S ~ ]  = [51- +] + [5f-][P][52- +][[/]-[P][5+-][P][52-+ ]]'1[P][5++] (4.62)
where [P] is the propagation m atrix  between the two adjacent interfaces (labelled ‘1’ 
and ‘2’). Note th a t the  scattering m atrices appearing in this and subsequent chapters 
will not  have any of the  sym m etry properties discussed in C hapter 3. The reason for this 
is th a t we have not deliberately re-scaled the ray am plitudes to  effectively cancel-out 
the  differences in optical impedance encountered by the various rays, and we have also 
not re-arranged the m atrix  quadrants in the way th a t was described. W ithout these 
deliberate adjustm ents, the  scattering m atrix  will have no convenient symmetries.
Combining the scattering m atrices of two adjacent interfaces in the  way described above 
effectively reduces the num ber of interfaces involved by one, so repeated application of 
the  m ultiple-scattering series-summation (MSSS) equations enables the  entire structure 
to  be replaced, in effect, by a single interface th a t has a known scattering m atrix. 
Once the scattering problem is solved for this single ‘effective interface’, the  calculated 
am plitudes of the transm itted  and reflected waves can be substitu ted  back into the 
relevant scattering equations to  obtain the wave am plitudes in all parts of the actual 
m ulti-layer structure , and therefore the resultant electric and m agnetic fields in the 
various layers. Results generated by the ‘d irect’ (see C hapter 3) and ‘indirect’ m ethods 
were com pared and were found to  be identical.
We are now in a position to  model optical confinement in VCSEL cavities incorporat­
ing unpatterned  and patterned  planar defects. We will concentrate on QW  and QD 
VCSELs m ade from AlxG a \ - xA s , ra ther th an  those w ith ‘bulk’ active media, because 
of their superior electronic density-of-states properties (see earlier). In the  modelling, 
we will ignore the presence of the embedded quantum  dots and quantum  wells, since 
their dimensions are typically very small (approxim ately lOnm) com pared to  the  lattice 
pitch (probably around 400-550nm) and of similar refractive index (typically 3.6) to
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the barrier material (typical index 3.4).
4.12 Num erical modelling results
4.12 .1  P a ttern ed  planar defects
In this discussion it will be implicitly assumed th a t the  word ‘guided’ means ‘quasi­
guided’ for brevity, although occasionally the  term  ‘quasi-guided’ will be used for em­
phasis. Breaking the continuous translational sym m etry of the  background index of 
a  T F P C  has a  pronounced effect on the spatial field distributions of the quasi-guided 
eigenmodes. W ith  a uniform background, they can only be guided by internal reflection 
a t the  external p lanar interfaces (i.e. ‘film-guided’). After adding a ‘to p -h a t’ function 
pertu rbation  of m agnitude |C(^)| to  the background index to  form a central ‘core’ layer 
surrounded by cladding layers of lower background index, however, the set of quasi­
guided eigenmodes can in general be partitioned into three subsets containing modes 
th a t are guided by the external interfaces (case 1), the in ternal interfaces (case 2), or 
by both  the internal and external interfaces (case 3). These three cases will be called 
‘film-guided’, ‘core-guided’, and ‘cladding-guided’ respectively. There is therefore a 
much greater variety in the  spatial field distributions of the  quasi-guided modes when 
a  definite ‘core’ layer exists. Our nom enclature for the various layers involved is given 
in Figure 4.6.
If the  background index discontinuity between the core and the  inner cladding layers 
is relatively small, we would expect there to  be a small num ber of core-guided modes, 
in analogy with a standard  optical fibre. On the other hand, if the background index 
of the  cladding layers is depressed whilst keeping the core background index fixed then 
we would expect the  num ber of film-guided modes to  be reduced, since the background 
index discontinuity between the inner cladding and the outer cladding would be lower 
th an  before. These considerations suggest th a t it is possible to  have much greater 
control over the  form and multiplicity of the quasi-guided eigenmodes of a  T F P C  by 
introducing a non-uniform background index.
Modelling results for two example T FP C s with non-uniform background index will now 
be presented to  illustrate  and confirm this hypothesis.
The calculated transm ission spectrum  of a T F P C  incorporating a pa tte rned  defect layer 
of raised background index is shown in Figure 4.5. The m aterial system  is ‘silicon on 
silica’, and the raised background index of the  defect layer could be achieved by heavily
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doping it. The vacuum wavelength is 1.55f im,  which is w ithin the minimum-loss band 
of these m aterials. The structu ra l param eters and other relevant quantities are stated  
in the  caption. It can be seen th a t there are three quasi-guided modes, corresponding 
to  distinct spikes, labelled ‘a ’, ‘b ’, and ‘c’. The electric field intensity profiles (within 
a unit cell centred on the m ajor axis of a hole) of these three modes are to  be found in 
the  insets. These field profiles clearly show quasi-guidance within the core layer (modes 
‘a ’ and ‘b ’) and also quasi-guidance by the external interfaces (mode ‘c’). Modes ‘a ’ 
and ‘b ’ are air-modes whilst mode ‘c’ is concentrated in bo th  the holes and the solid 
m aterial.
Our second example is for an AlGaAs/ox idi sed-AlGaAs  m aterial system , which is often 
used for semiconductor VCSELS, operating a t a  vacuum wavelength of 980nm. The 
structu ra l param eters are quite different (see caption) to  those in the first example. 
The lattice pitch, hole radius, and defect layer thickness all conform to  the ‘minimum 
barrier w idth condition’ given earlier.
In this case, the cladding layers are very th in  compared to  the core layer. Also, the 
background index discontinuity between the core and cladding layers is much larger 
th an  in the  first example (3.4-1.6 ra ther than  3.5-3.45). Figure 4.6 is the transmission 
spectrum  of this structure, together w ith insets showing the field profiles of the various 
modes. This structure  has four quasi-guided eigenmodes labelled ‘a ’,‘b ’, ‘c’, and ‘d ’. 
It can be seen th a t modes ‘a ’ and ‘d ’ are film-guided (in the  solid and in the air 
respectively), whilst modes ‘b ’ and ‘c’ are cladding-guided. This example proves th a t, a t 
a fixed optical frequency within the minimum loss-band of a  practically viable m aterial 
system , it is possible to  reduce the ‘density of usable s ta te s’ in a T F P C  such th a t only 
one mode (mode ‘a ’ in Figure 4.6) will have nonzero overlap with an array  of quantum  
dots embedded in the  centre of the core layer, enabling single-mode VCSEL operation 
(assuming an infinite cavity area in the ( x , y )  plane. This mode emits light at a  fairly 
small angle (approxim ately 9 degrees in air) w ith respect to  the  surface norm al. The 
lattice pitch and hole radius could be fine-tuned in order to  achieve more nearly vertical 
emission.
These two examples, taken together, prove th a t core-guided, film-guided, and cladding- 
guided modes can exist in a T F P C  having non-uniform background index. These 
examples also confirm th a t it is possible to  obtain true  quasi-guided defect modes in 
a T F P C  th a t has a  patterned  planar defect layer, in contrast to  a  T F P C  having an 
unpatterned  planar defect (discussed later).
The improvements in m ode-control in a  patterned-defect-layer TFPC-V CSEL are ob­
tained a t the expense of a  lower Q-factor. For example, mode ‘a ’ in the  second example 
(Figure 4.6) has a  Q-factor of 1200, which is an order of m agnitude below the Q-factor
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of the double-lobed single-TFPC mode in C hapter 3, and a factor of 5.3 below the esti­
m ated Q-factor of a typical DBR-VCSEL. However, the  optical confinement factor T is 
still much higher th an  th a t of a DBR-VCSEL, which ensures th a t the  threshold-current 
criterion S  < S DBR is still satisfied even though the Q-factor is lower: the S-factor of 
mode ‘a ’ is approxim ately given by
5 =  S  (*■+ (o-9_1 - 1)_1) =  250 (4-63)
where the differential quantum  efficiency rip was estim ated to  be approxim ately 0.9 di­
rectly from the Q-factor of 1200 (by the equation given earlier). The reduction in the Q- 
factor increases the  differential quantum  efficiency, which is 0.63 for the  DBR-VCSEL, 
and therefore increases the  slope of the P-I characteristic curve beyond threshold. The 
Y-factor of this cavity (as defined earlier) will be
Y  =  L?0? R/ L tot =  3410nm /250nm  »  13.6, (4.64)
implying a much lower electrical resistance in the  neighbourhood of the  cavity, leading 
to  a  substan tial possible increase in the m aximum  optical ou tpu t power. The lattice 
pitch A, hole radius r , and patterned  defect layer thickness L p  all satisfy the carrier- 
confinement condition w > wmin. As sta ted  earlier, this condition is equivalent to  
the  following pair of conditions in the case of a triangular array  of centrally-embedded 
quantum  dots th a t maximally overlap with a  single-lobed cavity field intensity profile: 
A >  2 (r +  lOOnm) and L  >  200nm. Since A =  400ram, radius r  m ust be such th a t 
r < lOOnm, which is satisfied because the hole radius is 56nm . All of our four design 
criteria sum m arised in Section 4.10 are therefore satisfied by this TFPC-V CSEL cavity 
design. Therefore, on the basis of our simple design criteria, TFPC-V CSELs are not 
ruled-out and m ay provide much higher m aximum  atta inable  ou tpu t powers, whilst 
also being much more com pact, than  conventional VCSELs.
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Figure 4.5: Transm ittance plot for our first example of a T FPC  incorporating a thick 
patterned planar defect layer, against kp/ k 0, for incidence from the substrate rather 
than  from the cover to  ensure th a t all possible quasi-guided modes are probed (hence 
the substrate and cover positions are exchanged in the modelling). The param eters 
are: A=536nm, r=100nm , <p = 15° measured from T — X ,  Ao=1550nm, polarisation 
sta te= T M , inner cladding layer thickness=75nm, defect layer thickness=112.5nm, sub­
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Figure 4.6: Transm ittance plot for our second example of a T FPC  incorporating a thick 
patterned planar defect layer, against kp/ k 0, for incidence from the substrate. The in­
sets are as follows: the field intensity profiles of the quasi-guided eigenmodes, a diagram 
showing the relation between the holes and the coordinate axes of the field profiles, and 
another diagram showing a cross-sectional view (not to scale) of the cavity structure, 
cutting through the centres of a row of holes. The param eters for this example are 
as follows: A=400nm, r=56nm , <p =  15° away from T — X , A0 =980nm, polarisation 
sta te= T M , inner cladding layer thickness=20nm, defect layer thickness=210nm, sub­
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Figure 4.7: The effect, on the location of a particular resonant super-mode, of increasing 
the thickness L p  of a very thin centrally-embedded unpatterned planar defect. The 
insets are the electric field intensity profiles along the 2 axis (at x =  0 and y =  0) of the 
super-modes for L d / T  =  0 and L p / T  =  0.1. T  is the half-thickness of the two TFPC  
layers. The param eters for this example are: A=980nm, thickness of T FPC  layers= 
240nm, </> =  15° from T -  X , A=500nm, r=56nm , background index of TFPC  layers 
and defect layer=3.46, polarisation sta te= T E .
4.12.2 U npatterned  planar defects
Thin planar defects (i.e. L p  <  A0, where L d is the defect layer width) introduce only 
very slight perturbations on the shapes of the field profiles of the resonant modes of a 
T FPC , although their locations in (u),kp) space may be significantly shifted, due to a 
relatively large phase offset of the higher-order components of the Bloch modes of the 
unperturbed structure (which have large propagation angles with respect to the surface 
normal). This is shown in Figure 4.7. Though the planar defect in this case is too thin 
to support resonant modes of its own, the electric intensity of the resonant ‘super-mode’ 
of the entire multi-film structure may nevertheless be peaked at its centre (see insets to 
Figure 4.7). In this example, the defect plane (which has the same index as the TFPC  
background m aterial) is centrally positioned and both the cover and substrate media 
are assumed to be air. The structural and electromagnetic param eters are given in the 
figure caption.
Much thicker (but still optically thin, i.e. L p  < A0) defect layers are able to accom­
m odate one or more field-intensity lobes entirely within their boundaries, but it should 
be noted tha t the TFPC s above and below the defect must be resonant for this to 
occur, which implies th a t a TFPC  having an unpatterned planar defect cannot sup­
port high-Q ‘defect modes’ as-such, because the field intensity cannot be concentrated








exclusively within the defect layer (although it m ay of course still support relatively 
low-Q Fabry-Perot resonances th a t decay away from the defect). P a tte rned  planar de­
fect layers, which were discussed in the previous section, can however support actual 
high-Q defect modes.
Figure 4.8 is a  plot of the transm ittance of a particular T F P C  having an embedded 
unpatterned  defect layer against the defect-layer thickness, a t norm al incidence. In 
addition to  the relatively ‘slow’ periodic variation in the background transm ittance with 
increasing defect-layer thickness, numerous sharp spikes can be seen. These sharp spikes 
are fairly (not exactly) regularly-spaced, and they correspond to  high-Q resonances 
th a t emit light vertically from the plane of the film, each of which is labelled with a 
le tte r (a-h). Resonance (d) is invisible due to  null-coupling. P lo tting  the electric field 
intensity of modes ‘a ’, ‘b ’, and ‘c’ (see Figure 4.9(a), (b), and (c) respectively) reveals 
th a t, out of these three resonant modes, only mode ‘c’ has a  local maximum  within 
the defect layer. This local maximum  is much lower in height th an  the maximum field 
intensity in the T F P C  reflectors on either side of the defect, which indicates th a t the 
Q-factor of this resonance is relatively low (320, in fact). Resonance ‘e ’, however, has a 
m aximum  field intensity in the defect layer equal to  th a t in the  T F P C  layers (though 
it has two field-intensity lobes in the defect layer), indicating th a t it has a  relatively 
high Q-factor (1300 in value). An electric field intensity contour plot along a cross- 
sectional slice of the structure  th a t supports resonance ‘e ’ is shown in Figure 4.10. In 
this case, the  defect layer is very thick compared w ith the  thickness of the  T F P C  layers, 
but still only approxim ately 458nm. This result confirms th a t even a very thin T FP C  
‘coating’ applied to  the upper and lower surfaces of an unpatterned  th in  film can force 
it to  have resonant modes of much higher Q-factor th an  it would otherwise be able 
to  support. An estim ate of the  Q-factor of an unpatterned  dilectric film of the same 
thickness and background index will now be made. At norm al incidence, the  internal 
reflection coefficient will be R  =  (n i — 712)2 f ( n \  -f n 2)2 =  (1 — 3.46)2/ ( l  -f 3.46)2 =  0.3, 
and the effective mode num ber will be m  = 2Lcavn cavf  X0 =  2 * 458 * 3.46/980 =  4. 
Therefore, the  corresponding Q-factor is Q =  27r * 4 / ln ( l /0 .3 2) =  12, which is two 
orders of m agnitude below 1300.
Given th a t the  Q-factor is 1300, the  differential quantum  efficiency tjd is approxim ately 
0.9, as in the  previous subsection, so the slope of the  P-I characteristic curve should be 
comparable to  th a t in the  case of the patterned  defect layer. The optical confinement 
factor T is less, however, because of the  relatively large defect layer thickness:
T «  10nm /((100 +  458)nm ) «  1/56 (4.65)
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The S-factor of resonance ‘e ’ is given by
>“ s)
This S-factor exceeds the limit of 405 in onr first design criterion, so its threshold 
current would be higher than  th a t of a conventional VCSEL. This cavity could of 
course only be used if the  QD array or QW  is embedded a quarter of the way into 
the unpatterned  defect layer, thus obtaining m axim al overlap with one of the  intensity 
lobes. The Y-factor is, in this case,
Y  = Lf0f R/Ltot  =  3410nm /558nm  «  6.1, (4-67)
which implies th a t the  electrical resistance would be higher th an  th a t of the cavity 
design in the previous subsection and therefore the  m aximum  ou tpu t power would be 
lower. The carrier-confinement condition w > wmin , where wmin =  lOOnm, affects only 
the defect layer thickness in this case, because the QW  or QDs would be placed in the 
unpatterned  layer. This condition is satisfied for the QD or QW  positioning described 
above, because 458nm /4  =  114.5nm > lOOnm. This particular cavity design would 
not be usable in practice, however, because the cover and substra te  consist of air rather 
th an  solid m aterial, m aking electrical contact with the device impossible. Besides this, 
even if the  substra te  m aterial were solid (in which case the S-factor was found to  be 
even higher than  the value given above, for a  substra te  index of 1.6) it would be very 
difficult to  incorporate unpatterned  layers between patterned  layers, because of the 
need to  a lternate  between pattern ing  and deposition. Because this cavity design is 
im practical, the full spectrum  of cavity modes at the operating frequency, em itting at 
angles o ther th an  parallel to  the  norm al, was not investigated. We have discussed this 
design only for the  sake of comparison w ith the apparently  much more viable patterned- 
defect TFPC-V CSEL. A possible non-VCSEL-related application of unpatterned-defect 
T F P C  resonant cavities is nevertheless mentioned in the  Conclusion to  this chapter.
4 .12 .3  S ingle-film  T F P C  cavities
In C hapter 3, we dem onstrated th a t a single-film AlGaAs T F P C  can support a  double- 
lobed dielectric cavity mode of Q-factor 12000 (see Figure 3.3(a)). This is roughly a 
factor of 2 above the Q-value of a typical DBR cavity Q DBR =  6400. a VCSEL. The 
corresponding differential quantum  efficiency tjd is 0.48, and the S-factor is













Figure 4.8: Vertically-emitting resonances of a TFPC  ‘sandwich’ structure. The TFPC 
lattice pitch is 500nm, the TFPC s both have thicknesses of 50nm, the hole radius 
is 56nm, and all of the layers (patterned or unpatterned) have background refractive 
indices equal to 3.46. The defect layer thickness is normalised to tha t of the half­
thickness of each T FPC  layer, and the input plane-wave has the following parameters: 
Ao=980nm, in-plane propagation angle (f) = 15° from T — X , out-of-plane propagation 






Figure 4.9: A set of electric field intensity profiles for resonances (a) ‘a ’, (b) ‘b ’, and 
(c) ‘c’ featured in Figure 4.8. Out of these three resonances, only resonance ‘c’ has a 









Figure 4.10: Electric field intensity profile of a moderately high-Q (Q=1300) vertically- 
em itting resonance (resonance ‘e’ in Figure 4.8) of a multi-film T FP C  structure. The 
planar defect is unpatterned, and the maximum values of \Ep \2 in the TFPC s are equal 
to  the maximum values in the defect layer.
The emission angle into air of this double-lobed mode is approximately 10 degrees. 
Fine-tuning of the structural param eters could decrease this angle. In this case, a 
quantum  dot array with QDs coincident with the cavity field intensity maxima would 
have to be embedded to produce a VCSEL, but the charge-carrier confinement condition 
w > wmin would not be satisfield, however, because the active m aterial would then be 
too close to the upper or lower interface of the film. This rules-out the use of the 
double-lobed cavity mode, but there is actually another dielectric mode, at the same 
frequency, th a t emits a t a near-grazing angle. This mode has a single intensity lobe 
along the z-axis, a Q-factor of 3200, and a corresponding t)d of 0.78. The S-factor 
is 109. This mode would have maximal overlap with centrally-located QDs, and the 
charge carrier confinement condition would be satisfied in this case. Also, the Y-factor 
would be 1500nra/240nm  =  6.3. Therefore, all of our design criteria are satisfied by 
this single-lobed mode, but the disadvantage is tha t the em itted light would not emerge 
approximately parallel to the surface-normal. The presence of the double-lobed cavity 
mode would not divert power away from the main emission angle, because the double- 
lobed mode would have a zero-valued overlap with centrally-embedded quantum  dots.
The problem with single-film T FPC  cavities in general is th a t it is more difficult (com­
pared with the patterned-defect case) to find a structural param eter set tha t yields only 
one usable cavity mode (i.e. ‘usable’ in the sense of having non-zero overlap with the 
embedded active m aterial) subject to the condition th a t the light emission be parallel 
to the surface-normal (which is more convenient for fibre-coupling). There are many 
quasi-guided modes, in general, and their loci in (u;, kp) space are typically very sensi­
tively dependent upon all param eters. Breaking the continuous translational symmetry
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of the background index along the 2-axis can improve the extent of control over the 
muliplicity of the quasi-guided eigenmodes having non-zero overlap w ith a  particular 
QD array, as dem onstrated in subsection 4.12.1.
4.13 Conclusions
By a combination of numerical modelling and the use of simple design criteria relating 
to  differential quantum  efficiency, optical confinement factor, threshold current, elec­
trical resistance, and carrier-confinement potential-well w idth, we have argued th a t the 
m ost promising design for a TFPC -based semiconductor quantum -dot-array  VCSEL 
operating in the near-infrared wavelength range would probably involve an AlGaAs 
T F P C  containing a relatively thick patterned  planar defect layer. This basic device 
structu re  offers the  possibility of a ttain ing a 43% improvement in the  differential quan­
tum  efficiency and a 1260% reduction in the device resistance (excluding the substrate  
and the term inal pads) whilst having a slightly lower threshold current, compared to  a 
conventional DBR-VCSEL. A TFPC-V CSEL could therefore, on the basis of our sim­
ple model, provide a higher optical ou tpu t power a t a  given current beyond threshold, 
and a higher maximum outpu t power, than  a conventional VCSEL, whilst also being 
potentially much easier to  mass-produce and having a similar beam-divergence. The 
sensitivity of the  dependence of the num ber of usable cavity modes on the structural 
param eters is greatly reduced by the use of the  patterned-defect T F P C  structure.
T F P C s containing unpatterned  defect layers were also briefly investigated, but our 
results suggest th a t they cannot out-perform  either conventional VCSELs or our pro­
posed patterned-defect TFPC-VCSELs. It was confirmed th a t even a pair of very thin 
(20nm thickness) T F P C  ‘reflectors’ placed on either side of an optically th in  unpat­
terned film could substantially confine light within its boundaries, w ith an associated 
Q-factor of a t least 1300. Such a structure  m ight be useful in any application in which 
one needs to  concentrate light within a thin film of m aterial th a t cannot or m ust not 
be etched (for example, if its chemical composition or lattice struc tu re  m ust not be 
altered). Fabrication would, however, be difficult in this case because of the  necessity 
of a lternating  between pattern ing  and deposition ra ther than  proceeding via several 
deposition steps followed by a single pattern ing  step, as for a  patterned-defect T FP C  
m icrostructure.
A full, rigorous, investigation of the carrier-transport properties of TFPC-VCSELs 
would be required in order to  be more certain of their feasibility, bu t in this chapter 
we have a t least determ ined th a t the concept of a  TFPC-V CSEL need not be dis­




Guided m odes o f a T FPC  and 
the ‘Resonant Tunnelling’ 
Calculation M ethod
5.1 Introduction
In addition to  supporting quasi-guided modes, ‘2D -patterned’ T F P C s also have truly- 
guided modes [2, 6], provided th a t the struc tu ra l param eters satisfy certain criteria [74] 
which will be discussed later. In principle, therefore, to ta l vertical confinement is possi­
ble, whilst still retaining strong and highly controllable m odal dispersion. This opens- 
up the  possibility of m any additional T FPC -related  applications, such as wavelength- 
selective filtering and beam-steering over relatively long distances (on a micrometric 
scale). M any groups [75, 76] have concentrated on waveguiding along line-defects in 
a  bandgap-crystal, whilst others [77] have modelled wave-guidance in a  th in  planar 
defect embedded in a thick photonic crystal film. Highly dispersive m ulti-m ode wave- 
guidance has been experimentally observed and partially  modelled (by plotting cross- 
sections through the Bloch mode dispersion surfaces) in thick multi-layer stacks of 
honeycom b-patterned T FP C s, grown by ‘self-assembly’ using a composite silicon/silica 
m aterial system , by Kosaka et al [30]. These approaches can indeed give much more 
guided-mode dispersion control than  th a t a ttainable in an ordinary unpatterned  planar 
waveguide, in addition to  an enhancem ent in the  optical confinment factor T (as defined 
in C hapter 4), bu t intra-passband T F P C  waveguides of the  type th a t we suggest are 
potentially much more satisfactory in th a t they can be significantly th inner and also 
easier to  fabricate and test.
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One of the  m ain problems in, for example, the design of light-em itting diodes is th a t a 
very large fraction of the generated light is trapped  in the truly-guided modes. A con­
siderable increase in the ou tpu t power can therefore be obtained by scattering-out the 
light from these true  waveguide modes [78]. The extraction efficiency can also be im­
proved by suppressing the truly-guided modes altogether, a t the  operational frequency. 
In a  T F P C , the true  waveguide modes can be conveniently suppressed merely by en­
suring th a t the criteria (see later) for the existence of guided modes are not satisfied, 
by, for example, choosing a relatively large lattice pitch. Furtherm ore, the  num ber of 
T F P C  guided modes within a pre-specified frequency band or wavevector range can 
be varied by changing various param eters such as the  hole radius, film thickness, and 
lattice pitch.
The guided modes of ‘ID -patterned’ T F P C s were analysed and discussed in References 
[44] and [45]. Here, we extend the m ethod employed in these references to  the  case 
of ‘2D -patterned’ T FP C s. The extension to  the 2D -patterned case is not straightfor­
ward, because numerical difficulties are introduced by the reduction in the  num ber of 
translational axes of invariance. Nevertheless, these problems can be overcome and 
in this chapter we will present an efficient com putational m ethod for the  determ ina­
tion of the  truly-guided eigenmodes of a  2D -patterned T F P C , and by this m ethod the 
general trends in the evolution of the guided-eigenmode spectrum  with respect to  the 
m icro-patterning param eters will be explored.
The high-Q radiative resonant (otherwise known as ‘quasi-guided’) modes of a  T FP C  
are very convenient for use in practical applications, because one can couple to  them  
merely by aiming a  laser beam , or light from a fibre, directly onto the surface of a 
T F P C  from above. However, for certain applications, these modes m ay be unacceptably 
lossy. For example, even a small out-of-plane loss would not be desirable in the  case 
of propagation over relatively long distances inside a T F P C . The fact th a t the quasi­
guided modes of a T F P C  have small bu t nevertheless nonzero out-of-plane losses can 
therefore be an advantage in some situations but a  disadvantage in others.
Coupling to  the tru ly  guided modes of a T F P C  is more difficult. One possible way 
would be to  inject a strongly-focussed beam  of light directly into an end-face of a 
cleaved T F P C , but this involves the splitting of the  film and the  substra te  along a 
plane norm al to  the  surface and intersecting the pa tte rned  area, which is not a t all 
easy since the patterned  area may typically be no more th an  50 /im  wide. A nother 
way would be to  excite low-Q radiative modes in an unpatterned  p a rt of the  film 
adjacent to  the  patterned  area, which would in tu rn  excite a  guided mode in the T F P C  
provided th a t the  overlap integral between the radiative modes and the guided mode 
is nonzero. Because of the inevitably large optical impedance m ism atch encountered 
by the injected light as it enters the T F P C , strong scattering will occur, which places
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a very heavy restriction on the coupling efficiency of the low-Q radiative modes to  the 
guided mode.
A much more satisfactory solution would be to  construct a  grating coupler, in which, 
for example, the lattice pitch of the crystal varies gently from one end of the T F P C  to 
the other, providing a  sm ooth adiabatic transition  from quasi-guided to  guided modes. 
W ith  a grating-coupler arrangem ent such as this, one could excite a  quasi-guided mode 
by direct illum ination from above the film, which would then slowly blend into a guided 
mode whilst it propagates along the T F P C , giving a potentially high coupling efficiency 
into the guided modes. An experim ental dem onstration of grating-coupler action in 
corrugated polymer light-em itting diodes is given in Reference [78]. The propagation 
of the  guided waves in these non-uniformly-periodic structures can be modelled, for 
example, by the Ham iltonian formalism, as described by Russell & Birks [49], or by 
the m ethod presented in C hapter 6. Yet another solution to  the guided-mode coupling 
problem, suggested and modelled by Fehrembach et al [79], is to  superimpose a regular 
superlattice of small perturbations on the hole radii, thus enabling the originally guided 
mode to  couple to  radiation modes in the substra te  and superstrate.
Though the calculation of the guided modes of a  T F P C  is, in principle, similar to 
th a t of the quasi-guided modes (see C hapter 3), the  num erical m ethods th a t must 
be employed are quite different. This is because the guided-mode problem, as it is 
traditionally  posed, is inputless. M athem atically, the  inputless case can be modelled 
as in C hapter 3 by merely setting the elements of the vector of input amplitudes to 
zero and solving for the eigenvectors of the field-matching m atrix  th a t correspond to  an 
eigenvalue of zero. However, this does not work numerically (in this case) because of 
quasi-random  sign fluctuations in the eigenvalue (as discussed la ter), rendering iterative 
root-finding impossible. For 2D -patterned T FP C S, the  guided-mode problem must 
therefore be re-cast into a  m athem atically equivalent bu t more numerically tenable 
form. Several possible m ethods are considered and tried  in this chapter, after first 
suitably re-expressing the boundary-condition equations involved in the  inputless case.
5.2 The inputless case
For convenience, we will begin by re-labelling the ray am plitude vectors in the unpat­
terned m edia r , s, u , and £, instead of wR , w s , and w f  respectively.
Let us suppose th a t there are waves (propagating or evanescent) incident upon a single 
T F P C  film from neither above nor below. In this ‘inputless’ case, s =  0 and u = 0.
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Consider the  transfer m atrix  of the  lower interface (interface 1). This transfer m atrix  
is such th a t
 : M f
Similarly, the  transfer m atrix  of the upper interface (interface 2) is such th a t
r ++ r + -
■T -+ T r (5.1)
T++ T + -
p 2-+ r 2- [ P ] T
(5.2)
W here [P] is the  propagation m atrix  for the Bloch waves travelling or decaying between 
interfaces 1 and 2.
In the inputless case, the vector u in equation 5.1 is 0. Therefore, equation 5.1 can be 
reduced to  the  set of equations
(5.3)
(5.4)
k+ = [T + -] t  
b~ = T f  t
Also, in equation 5.2, s =  0 in the inputless case. Hence equation 5.2 reduces to
[ r + + ] [ P ] 5 + +  [r+ + ] [P ]*5- =  r
r 2" + [P]ft+ +  t H  =  o
(5.5)
(5.6)
Substitu ting 5.3 and 5.4 into equation 5.6 gives
( [ t 2-+ ]  [P] [t + -]  +  [p2- - ]  [P]* [ T f - ] )  t  =  0 (5.7)
5.3 The ‘determ inant’ m ethod
Assuming th a t we are working in a  region of in-plane wavevector space in which all 
waves in the  substra te  and cover media are constrained to  be evanescent (i.e. beyond 
the radiation cutoff locus of the substra te  yet within the boundaries of the  first Bril- 
louin zone), equation 5.7 states th a t the am plitude vector (t ) of the  z-evanescent rays 
emerging from the T F P C  at the  lower interface m ust be an eigenvector of the  m atrix  
on the LHS th a t corresponds to  an eigenvalue of precisely zero. At any point within the 
aforementioned region of wavevector space at which this condition is satisfied, there is 
a guided mode. The smallest non-zero eigenvalue of the m atrix  on the  LHS may loosely 
be called a ‘pseudo-determ inant’ because it resembles (from a practical point of view) 
the determ inant in the  traditional numerical m ethod of finding the guided modes of a
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fibre or a p lanar waveguide. W hen equation 5.7 is satisfied non-trivially, the m atrix  
has a  zero-valued determ inant and therefore cannot be inverted.
In Silvestre et al [2], we transform ed this equation to  a slightly different form, because 
in practice it is not satisfactory for T FP C s. The reason why it is not satisfactory is 
th a t the  numerically-computed complex eigenspectrum  of the  m atrix  in equation 5.7 
typically has m any small-magnitude members which oscillate quasi-random ly in sign 
as the in-plane wavevector or the frequency is varied, because of the  presence of a  large 
num ber of relatively weak high-order Bloch modes, which m ust nevertheless be retained 
in the  com putation for the sake of accuracy. If the sign of the  ‘pseudo-determ inant’ 
did not oscillate random ly in sign, one could employ a standard  root-finding routine to  
‘zoom-in’ on the guided mode solutions.
5.4 The ‘round-trip-operator’ m ethod
A b e tte r  approach is to  re-write equation 5.7 so th a t the desired eigenvalue is unity 
ra ther th an  zero, as discussed in Silvestre et al [2]. This m ay be done in the following 
way.
r  —1




- l J>~ + £ 2 [p] [r+-] [t“ ] 1 + [P]*)< = o (5.8)
R earranging and multiplying throughout from the right by [P], the  inverse of which is 
its own conjugate, gives
- l rp~  +  £ 2 [p] [r+ -
-1
(5.9)
This can be w ritten  in a simpler form if we rem ember th a t, from equation 4.58,
[T + -] [ T f - ] _1 =  [5 + -]  (5.10)
(5.11)-  \T.
Substitu ting these expressions into equation 5.9 gives
([s2-+] [P] [S+-] [P] )t  = [I]t (5.12)
c - +^2This equation has a  simple physical interpretation: since the  scattering m atrix  
describes reflection a t interface 2, whilst [•S'i "- ] describes reflection a t interface 1, and
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[P ] describes propagation between interfaces 1 and 2, equation 5.12 requires th a t the 
am plitudes of the  field Fourier-components of a guided mode m ust rem ain invariant 
after a  d istributed ‘round-trip’ inside the T F P C  ‘cavity.’ The m atrix  on the LHS of 
equation 5.12 will be called the ‘round-trip opera to r.’ The guided mode condition can 
now be s ta ted  in the  following form: the set of field am plitudes in the  substra te  medium 
associated with a  guided mode m ust be an eigenvector of the  round-trip  operator 
corresponding to  an eigenvalue of unity, provided th a t we ensure th a t the  in-plane 
wavevector, when constrained to  be within the boundaries of the  first Brillouin zone, 
does not fall w ithin the substra te  cutoff locus. The first p a rt of this condition states 
th a t the  mode m ust be resonant, and the second part states th a t the  mode m ust not 
be able to  rad iate  into either the substra te  or the cover.
This round-trip-operator m ethod was used by Silvestre et al [2] to  produce the guided 
mode dispersion diagrams in Figure 5.1. These diagram s refer to  T F P C s th a t have 
the following param eters in common: lattice pitch=400nm , substra te  index=1.6, film 
index=3.46, film thickness=150nm  (which may be fabricated using the  same m aterials 
as for the  structures discussed in C hapter 3). D iagram s (c) and (d) of this set show 
how the guided mode locus (which is centred on the J-point) evolves as the vacuum 
wavelength is increased from 972nm to  985nm, with the hole radius fixed a t lOOnm. 
In this wavelength interval, only one (approxim ately circular) guided mode locus ex­
ists a t any particular wavelength, except in the  range 977-979nm, where there is a 
‘resonance gap’. Resonance gaps (which are not the same as bandgaps) are discussed 
briefly in C hapter 6. The shading on these diagram s is intended to  give an impres­
sion of the  curvatures of the  guided mode dispersion surfaces when plotted  in (oj,kp) 
space, in which case there are two approxim ately conical surfaces having opposite signs 
of curvature, w ith a  narrow gap between them . End-fire coupling to  the  T F P C , as 
shown schematically in diagram  (a) (w ith the angle of incidence arbitrarily  set to  0.5 
degrees away from the norm al to  the end-face, for illustration purposes), would, for 
example, result in the  excitation of guided modes th a t intersect the  dashed construc­
tion line in diagram  (b), because of m om entum  conservation parallel to  the cleavage 
plane. D iagram  (b) shows th a t the  group velocity direction of the  excited guided mode 
is very strongly dependent on the vacuum wavelength, w ith a change in vacuum wave­
length of 5nm resulting in a  90-degree ro tation  of the group velocity vector (shown by 
the single-headed arrows). Guided modes such as this would be very useful in WDM 
and o ther wavelength-dependent beam -steering applications, although in practice the 
abrup t a ir/cry sta l transition  should be replaced by a gentler, graded, transition  to  im­
prove the  coupling efficiency into the guided modes (see C hapter 6 for more on graded 
transitions). Diagrams (e) and (f) show the effect on the guided mode locus of varying 
the hole radius, w ith the vacuum wavelength fixed a t 980nm. A similar trend  to  th a t 
in (c) and (d) is apparent, with two conical surfaces appearing in ( r ,^ , )  space, with 
a  gap existing between 98 and lOOnm (approxim ately). Diagram s (e) and (f) demon­
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s tra te  th a t the  guided mode loci are sensitively dependent on the  in ternal structural 
param eters of the  T F P C , confirming the necessity of tight fabrication tolerances and 
suggesting th a t the  param eter grading with respect to  in-plane position in an MLP- 
T F P C  (see Chapters 1 and 6) m ay only need to  be very subtle in order to  produce very 
pronounced photonic potential wells.
The diagram s discussed above were generated by a very laborious and time-consuming 
process of p lo tting the real and im aginary parts  of the  members of the  round-trip- 
operator eigenspectrum  closest to  (1 ,0 ) in the complex plane, for m any hundreds of 
points along particular line segments in in-plane-wavevector space. This m ethod works, 
and it avoids the  problems with random  eigenvalue sign oscillation discussed in the pre­
vious section, but it takes a distressingly large am ount of tim e and effort to  produce 
a  guided mode dispersion diagram  in this way, so it is not good for quickly sweep­
ing through sets of T F P C  param eters in search of interesting guided mode dispersion 
properties.
5.5 The ‘generalised eigenvalue problem ’ m ethod
In an a ttem p t to  reduce the am ount of tim e required for the calculation of the guided 
modes, another m ethod was implemented. This involved the re-casting of the resonance 
condition described above in the form of a so-called ‘generalised eigenvalue problem .’ 
The archetype of a  generalised eigenvalue problem is (3[A]x = a  [B ] x,  where the com­
plex num bers a  and (3 are not necessarily finite. Note th a t (3 here has no connection at
all w ith the Bloch-mode z-m om entum, (3j. The generalised eigenvalue problem reduces 
to  the same form as an ordinary eigenvalue problem when a  is finite, (3 is nonzero, and 
[B ] is invertable, in which case the eigenvalue is a //?  and the m atrix  is [i?]-1 [A]. If we 
go back to  equation 5.7 and assign the two term s on the LHS to  the m atrices [A] and 
[B] as follows:
[A] =  [ t 2-+ ] [i>] [T + -] (5.13)
[£] =  -  f c r i  [P]* [ T f i  (5.14)
then  the  resultant generalised eigenvalue problem is found to  be, numerically, much 
more resistant to  random  sign oscillations in the  eigenspectrum  (or ra ther eigenspectra, 
since in this case there are two sets of scalar quantities involved, a  and /3). It was 
therefore relatively easy to  filter the eigenspectra (by choosing suitable upper and 
lower bounds) to  leave only the guided-mode solutions. However, this m ethod is, in 
practice, alm ost as slow and laborious as the previous m ethod, because upper and lower 
bounds on the acceptable eigenvalues have to  be chosen by visually inspecting a series
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Figure 5.1: Guided mode dispersion diagrams produced by Silvestre et al [2] for a 
single-film T FPC . (a) is a schematic illustration of end-fire coupling to a cleaved TFPC , 
resulting in the excitation of guided modes th a t intersect the dashed construction line 
in (b), which shows the guided-mode loci in in-plane wavevector space for a range 
of vacuum wavelengths between 972nm and 977nm, at a fixed hole radius of lOOnm. 
Varying the wavelength (labelled in nm beside each locus) between 977nm and 985nm 
at fixed hole radius (lOOnm) gives the dispersion-surface cross-sections (each at fixed 
wavelength) in (c) and (d), whilst varying the hole radius (value in nm shown adjacent 
to the curves) at a fixed wavelength of 980nm gives (e) and (f). The small inset shows 
the boundaries of the first Brillouin zone, together with the cover and substrate cutoff 
circles at a vacuum wavelength of 980nm (which are shaded dark and light respectively). 
The small dashed circle centred on the J-point in the inset occupies the same region of 
wavevector space as the large dashed circles in (c),(d), (e), and (f).
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of graphs, as before, so it is difficult to  autom ate.
5.6 The ‘resonant tunnelling’ calculation m ethod
Having established th a t the  problem of finding guided mode solutions for a  T F P C  is 
trickier th an  we expected, it would perhaps be helpful to  re-examine our basic assum p­
tions. Our most basic assum ption was th a t the  situation being modelled m ust not have 
any external light-input. However, this assum ption is not necessary. All we require is 
th a t no light m ust propagate to  or from the T F P C , which does not prohibit propagating 
waves th a t are not directly in contact with the T F P C . This naturally  leads to  the idea 
of transform ing the problem from an inputless type to  one in which there is external 
light-input, as in the previous chapters, by sim ulating a ‘prism -coupling’ experiment 
(see [80, 81]). In a  prism-coupling apparatus, light is coupled into a  guided mode of 
a p lanar waveguide by photon-tunnelling from a prism th a t is in a  s ta te  of frustra ted  
to ta l in ternal reflection.
The photon-tunnelling occurs across an air-gap between the base of the prism  and the 
upper surface of the  waveguide, and this air-gap m ust be wide enough so th a t the 
waveguide modes are not significantly perturbed , and yet narrow enough so th a t a 
reasonable am ount of power can be coupled into them . The optim al air-gap width, 
in practice, is typically between A0/8  and Ac/2 . In the  prism-coupling regime, the 
light reflected from the base of the  input-coupling prism  dips sharply in intensity when 
the in-plane wavevector of the  vertically evanescent light tunnelling across the  air-gap 
m atches th a t of a  guided mode of the planar waveguide. Of course, the  refractive index 
of the  input-coupling prism  m ust be higher than  th a t of the  substra te  m aterial to  avoid 
the excitation of ‘substra te  m odes’ (i.e. modes th a t decay into the cover medium but 
nevertheless rad iate  light into the substrate).
It is also necessary th a t the  substra te , which has a  finite thickness in practice, be 
placed upon a m aterial (which we will call the ‘output-coupling m edium ’) of refractive 
index equal to  or greater th an  th a t of the input-coupling prism , so th a t indirect light 
transm ission from the waveguide modes is possible. This light transm ission is indirect 
in the  sense th a t it is due to  photon tunnelling from the waveguide to  the  m aterial 
below the substra te , in which it has a  real-valued m om entum  along the z -axis and 
can therefore propagate towards z  =  — oo. Otherwise, the  contrast of the  reflection 
dips would be reduced to  zero, rendering the experiment useless. The reason for this 
is simply th a t since the sum of the normalised reflectance and transm ittance must 
be unity, the  reflectance dip associated with the excitation of a  guided mode must 
always be accompanied by an equal and opposite spike in the transm ittance, but if
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there is no possibility of indirect transm ission (in the  sense defined above) then the 
transm ittance m ust necessarily be zero, and therefore the  normalised reflectance must 
be unity, irrespective of any guided modes th a t m ay be present.
The idea, then, is to  find the guided modes of a T F P C  by numerically modelling a 
prism-coupling experiment. In this, the assum ptions th a t will be m ade are reminiscent 
of those employed in super cell calculations of guided modes of optical fibres (except 
of course th a t the  structure  is not being tiled in this case) in th a t we suppose th a t 
the  guided mode field intensity will exponentially decay away from the waveguide with 
sufficient rapidity such th a t it is negligible a t the interfaces of the input and output 
coupling media. The model is shown schematically in Figure 5.2. Note th a t the  cover 
and substra te  m edia have been truncated  in height to  L t c  and L t s  respectively. Note 
also th a t in this configuration, photons can tunnel into the T F P C  from above and 
then tunnel from the T F P C  to  the ou tpu t coupling medium, using the T F P C  as a 
sort of ‘stepping-stone,’ which only functions as such when a guided mode is excited 
(i.e. a t resonance). Direct tunnelling through the intervening gap (in real-space, not 
frequency), w ithout the assistance of a resonant s ta te , would be unlikely due to  the 
large exponential decay of the  field over the  distance L t c  +  L  +  L t s • Direct tunnelling 
merely contributes to  the smoothly-varying background transm ittance  or reflectance.
For convenience, the refractive indices of the input and ou tpu t coupling media, 
and no u T  respectively, will both  be set to  a  common value np such th a t at grazing 
incidence (6 =  90°) one hits the J-point of the T F P C  Brillouin zone if the  in-plane 
wavevector is aligned along the T — J  direction. We do not need to  access the region 
beyond, because the J-point is the furthest point from the origin in the irreducible 
Brillouin zone.
The advantage of this ‘resonant tunnelling’ calculation m ethod is th a t the  presence of 
a  guided mode a t a  particular frequency and in-plane wavevector is shown by a dip or 
spike in a  single real-valued positive-definite scalar variable th a t is an actual physical 
quantity  th a t could in principle be measured. There is therefore no ambiguity when 
in terpreting results obtained by this m ethod. In addition to  this, it is almost as fast as 
the radiative resonant mode calculation m ethods in the  previous chapters, so param eter 
sets can be tried  quickly and easily to  find interesting cases.
We will set the values of L t c  and L t s  equal to  L t , which will be called the ‘cou­
pling gap .’ By plotting the positions of the spikes in the  calculated transm ittance of 
a  particu lar vertically-truncated T F P C  as a function of in-plane wavevector along a 
certain crystallographic direction (beyond substra te  cutoff) for various values of L t , 
a t a  fixed optical frequency, one can determ ine the optim um  coupling gap L 0^ 1. Such 
a graph is to  be found in Figure 5.3. As we said earlier, the  choice of L t  m ust entail
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Figure 5.2: Schematic illustration of the situation modelled in our ‘resonant tunnelling’ 
calculation m ethod for the guided modes of a TFPC . The cover and substrate media, 
which were assumed to be semi-infinite in Chapter 3, are truncated to heights L tc  
and L t s  respectively, and semi-infinite high-index prisms are placed above and below. 
Transmission of light across the intervening space between the prisms would occur 
primarily via a resonant tunnelling process. Direct non-resonance-assisted transmission 
is unlikely, due to the relatively large gap L t c  +  L  +  L t s  between the input prism and 
the output prism. The appearance of pronounced peaks in the angular or spectral 
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Figure 5.3: Positions of the transm ittance peaks of a T FPC  in term s of s in (^ nput), 
against normalised coupling gap Z t /Z ,  where Oinput is the angle of incidence from 
the input prism, Z j  is the coupling gap, and Z is the thickness of the TFPC  (which is 
fixed). The in-plane direction of the incident beam is aligned along T — J,  and the other 
param eters are as follows: A=340nm, r=60nm , T FPC  background index ray=3.46, 
cover index ncov= 1.6, substrate index nsub = 1.0, vacuum wavelength=1551.4nm, film 
thickness=330nm, value of prism index as explained in the text.
a compromise between coupling efficiency and mode perturbation. From this graph, 
one can see tha t a coupling gap L t  approximately equal to the film thickness L (i.e. 
ZT/Z  «  1) is optimal in the particular case to which these diagrams refer. Beyond this 
coupling-gap value, the positions of the two guided modes (which of course coincide 
with the transm ittance spikes) can be seen to be very close to their respective asymp­
totes. However, it should be stressed tha t the choice of the coupling gap L t  is not 
particularly critical: it is sufficient for it to be merely of the right order of magnitude. 
M ultiple-scattering series summation was used to combined the scattering matrices of 
the four interfaces in the model, and the transm ittance and reflectance were computed 
from the ‘to ta l’ scattering m atrix thus obtained, as described in chapter 4.
5.7 R esu lts obtained  using th e ‘resonant tu n n ellin g ’ cal­
cu lation  m ethod
Now th a t we have a convenient m ethod for the calculation of the guided eigenmodes, the 
evolution of the guided-mode dispersion surfaces in (a;, kp) space with respect to vari­
ation in the various param eters will briefly be investigated, by plotting cross-sectional
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slices a t fixed frequency. By examining the field m icrostructure of two particular guided 
modes, we will then show th a t two basic types of guided mode are possible in a TFPC : 
‘bulk-guided’ and ‘surface-guided’. The param eters th a t will be varied are the fre­
quency, the  hole radius, and the film thickness (whilst keeping all o ther param eters 
fixed).
5.7.1 V arying th e  optica l frequency
Figure 5.4(a) is a  wavevector diagram  calculated by the ‘resonant tunnelling’ m ethod. 
It shows the loci of the  guided eigenmodes of a  T F P C  m icrostructure having the fol­
lowing param eters: lattice pitch A=400nm , hole radius r=100nm , film index n /= 3 .4 6 , 
substra te  index n s= 1.6, film thickness Z=290nm , cover index n c=1.0. The vacuum 
wavelength is fixed a t 1551.4nm. Figures 5.4(a) and 5.4(b), taken together, demon­
s tra te  th a t increasing the frequency from th a t in 5.4(a) by approxim ately 2.5% in this 
case, so th a t guided-mode components from adjacent Brillouin zones in teract, gives 
similar stop-gaps in wavevector space (in this case, kp) to  those encountered in the 
discussion of simple wavevector diagrams for ID -patterned  low-contrast crystals in 
C hapter 1. Such stop-gaps, as we rem arked in C hapter 1, are created by the m utual 
repulsion of m odal loci a t Brillouin zone boundaries. In Figure 5.4(a), there are two 
sets of guided-mode loci, whilst in Figure 5.4(b) there are three. This illustrates the 
general trend  th a t increasing the frequency increases the  num ber of dispersion surfaces, 
as expected. In diagrams such as these, some guided-mode loci are found to  increase in 
size with increasing frequency, whilst others decrease in size (see, for example, Figure 
5.1). Such behaviour indicates the presence of positive and negative refraction [31] 
respectively. Positive refraction occurs whenever one is above a resonance gap, giv­
ing outwards-directed group-velocity arrows. Negative refraction, on the other hand, 
happens below a resonance gap, yielding inwards-directed group velocities.
There is a  simple criterion [74] for deciding whether or not a particu lar T F P C  may 
or m ay not support guided modes, based solely on the value of the  lattice pitch, the 
substra te  index, and the vacuum wavelength. This criterion is th a t the J-point of the 
triangular lattice m ust not lie within the substra te  cutoff circle a t the  working optical 
frequency, which can be expressed symbolically as 47r/(3A) > where k0 is the
vacuum wavevector m agnitude, 2tt/ \ 0. This criterion ensures th a t there will be areas 
of in-plane wavevector space in which none of the plane-wave components of the Bloch 
modes can rad iate  into the cover and substra te  media. If this condition is not satisfied 
then  there can be no guided modes, bu t if it is satisfied then  there may  be guided 
modes. A resonance condition m ust of course also be satisfied (see la ter), in addition 
to  this, w ithin a non-radiative portion of wavevector space.
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Figure 5.4: Calculated TFPC  guided-mode loci in in-plane wavevector space at two 
slightly different frequencies, corresponding to vacuum wavelenths of (a)1551.4nm and 
(b)1514.0nm. The structural and electromagnetic param eters are given in the text. 
The dashed lines are portions of the tiled radiation cutoff loci of the substrate material. 
Each diagram is centred on the crystallographic J-point. Two points along the loci in 
(a) are labelled for subsequent reference.
5.7.2 Varying the  hole radius
Figure 5.5 shows the effect, on the guided mode loci, of increasing the hole radius of 
a T FPC  (i.e. increasing the air-filling fraction) whilst keeping all other param eters 
constant. Diagram (a) is for a hole radius of 45nm, and diagram (b) is for a hole radius 
of 80nm. The general trend tha t can be deduced from diagrams such as these is that 
the stop-gaps in fcp-space between adjacent guided mode surfaces increase in width 
with increasing hole radius, thus tending to ‘squeeze-out’ the guided modes, leading 
to a reduction in the number of guided mode branches at fixed frequency. For much 
higher air-filling fractions than tha t in (b), in-plane bandgaps appear, resulting in the 
elimination of guided modes altogether.
5.7.3 Varying the  film thickness
Thinking naively, the film thickness required in order tha t a T FP C  may have a guided 
mode might be predicted by requiring tha t a whole number of half-wavelengths must 
be accommodated between its upper and lower boundaries. For this, it is necessary 
to know the value of the propagation constant along the 2 axis (f3) of the guided 
mode. This simple resonance condition [44] can be expressed as N tt/ L  =  /?, where
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Figure 5.5: Calculated TFPC  guided-mode wavevector diagrams for two different hole 
radius values: (a) 45nm and (b) 80nm (whilst keeping all other param eters constant). 
The other param eters are: L=290nm, A=400nm, film index=3.46, substrate index=1.6, 
cover index=1.0, vacuum wavelength=1551.4nm. The dashed lines are portions of the 
tiled radiation cutoff loci of the substrate m aterial, and the dotted line is the cutoff 
locus of the background film material.
N  is a positive nonzero integer and L is the thickness of the film. If this condition 
were applicable, then the guided-mode loci could be calculated simply by taking cross- 
sectional slices, at fixed out-of-plane propagation constant /?, of the dispersion surfaces 
of the Bloch eigenmodes. However, there is a problem with this since in general a 
guided mode consists of more than one significant Bloch mode, which implies that 
the guided modes will not have well-defined (3 values. Therefore the trends associated 
with varying the film thickness are not as simple as may be expected. Nevertheless, 
the number of guided-mode branches on the wavevector diagrams does increase with 
increasing film thickness. This is illustrated in Figure 5.6: diagram (a), which is for a 
film thickness of 340nm, has four distinct ‘branches’, but increasing the film thickness 
by approximately 6% gives five distinct ‘branches’, as shown in (b).
5.7.4 Bulk-guided and surface-guided modes
We shall now look at the field m icrostructure of two guided modes residing at different 
points along the guided-mode loci in Figure 5.4(a). Cross-sectional electric field inten­
sity {\E{x, y, z)\2 at fixed y =  0) plots of the guided modes at the points labelled ‘a ’ 
and ‘b ’ in this wavevector diagram reveal tha t there are two distinct types of guided
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Figure 5.6: Calculated TFPC  guided-mode wavevector diagrams for two different film 
thicknesses: (a) L=340nm and (b) L=360nm (whilst keeping all other param eters con­
stan t). The other param eters are: A=400nm, r=45nm , film index=3.46, substrate 
index=1.6, cover index= 1.0, vacuum wavelength=1551.4nm. The dashed lines are por­
tions of the tiled radiation cutoff loci of the substrate m aterial, and the dotted line is 
the cutoff locus of the background film material.
mode in the case of a  TFPC: ‘bulk-guided’ (see Figure 5.7(a)) and ‘surface-guided’ 
(see Figure 5.7(b)), the difference between them being th a t the field intensities are 
concentrated in the main bulk of the film in one case (‘a ’), and primarily concentrated 
in the neighbourhood of the film interfaces in the other case (‘b ’). The particular 
bulk-guided mode featured in diagram (a) has two field-intensity lobes concentrated 
almost entirely within the holes. The surface-guided mode in (b), however, is much 
less concentrated in the holes, and its field-intensity maxima are located at the upper 
and lower boundaries of the film. Electric field intensity plots of the same modes along 
planes parallel to the film interfaces confirm these findings: Figure 5.8 (which is for the 
plane z =  T /2  where T  is the film half-thickness) shows th a t the cross-sectional view of 
the bulk-guided mode chosen in Figure 5.7(a) is representative of the field profile along 
all possible cross-sectional slices, in tha t the double-lobed electric intensity surface does 
indeed rapidly decay away from the hole boundaries in the (x, y) plane, indicating that 
this may be called an ‘air-mode’. Contour lines, projected onto the (2 , y ) plane are also 
shown, to make this clearer. Two plots of the electric intensity (\E {x, y , z ) |2 at fixed z ) 
along two different slices, parallel to the (x , y ) plane, of the surface-guided mode are 
given in Figure 5.9: the plane of plot (a) is coincident with the upper surface of the film 
(z  =  2T )  and tha t in (b) passes along the central plane of the film (z = T ). In both 
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Figure 5.7: Field profiles of (a) bulk-guided and (b) surface-guided true waveguide 
modes. These plots respectively refer to the points ‘a ’ and ‘b ’ labelled in the guided- 
mode wavevector diagram shown in Figure 5.4(a), and they are contour maps of the 
electric field intensity along an (x , z ) cross-sectional slice through the T F P C , cutting 
through the centres of a row of holes. The local intensity maxima and minima are 
indicated. The dashed lines mark the hole boundaries and the dotted lines coincide 
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Figure 5.8: A surface plot, in the (#, y ) plane, of the electric field intensity (in arbitrary 
units) of a double-lobed bulk-guided air-mode. The mode is the same as tha t featured 
in Figure 5.7(a). Contour plots projected onto a plane are also shown. The origin of 
the (x , y ) plane coincides with the centre of a hole, and the ^-coordinate, measured 
from the lower interface, is fixed at T /2  where T  is the half-thickness of the film.
centre of each hole. This surface-guided mode cannot be called an ‘air-mode’ because 
Figure 5.9(b) shows th a t the electric intensity in the the central plane increases as one 
moves away from a hole. This mode is therefore of mixed character, being neither 
exclusively an air mode nor a dielectric mode.
5.8 C onclusions
In this chapter, we have developed a new fast and ‘fool-proof’ m ethod for calculating 
the guided modes of a T FP C , based on the simulation of an imaginary ‘prism-coupling’ 
experiment. The advantage of this m ethod is th a t, since the guided-mode problem is 
transform ed from an inputless situation to one in which there is an external input of 
light, the guided modes can be reliably located in (u>, kp) space simply by searching 
for sharp reflection-minima or transmission-maxima. This m ethod circumvents the 
laborious semi-manual root-finding process th a t is necessary if there is a quasi-random 
sign oscillation in the determ inant, as in the other m ethods th a t were tried.
This ‘resonant tunnelling’ calculation m ethod was then used to generate several TFPC  
guided-mode dispersion diagrams, with the intention of illustrating the effect of alter­
ing the structural param eters of the photonic crystal on the guided-mode multiplicity 
at fixed frequency, the control of which can be accomplished simply by changing the 
hole radius, lattice pitch, and film thickness. This m ethod is ‘indirect’ in the sense that 
it employs the scattering m atrix method used in Chapter 4, in conjunction with the
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Figure 5.9: Electric intensity plots for (x ,y )  cross-sectional slices through a surface- 
guided mode at (a) the top surface of the film and (b) in the middle of the film. Contour 
plots projected onto a plane are also shown. The surface-guided mode is the same as 
tha t depicted in Figure 5.7(b). The origin of the (x , y ) plane coincides with the centre 
of a hole and the origin of the z  axis is at the lower interface.
117
m ultiple-scattering series-summation equations [17] to  combine the partia l scattering 
m atrices of the  individual interfaces to  obtain the to ta l scattering m atrix  of the imagi­
nary prism-coupler set-up. These wavevector diagram s also dem onstrate the  extremely 
dispersive natu re  of the  guided modes of a  T F P C  and the variety and complexity of 
the  functional forms of their loci. During the ensuing discussion, the criteria [74] th a t 
m ust be satified in order for guided modes to  exist were presented. We found, by ex­
amining the field-m icrostructure a t various points along the guided-mode loci, th a t the  
bound modes of a  T F P C  may be classified according to  w hether they are ‘bulk-guided’ 
or ‘surface-guided’. No such dichotomy exists in the  case of the guided modes of an 
ordinary unpatterned  planar dielectric waveguide, which serves to  emphasise th a t the  
guided modes of a T F P C  obey distinct rules of their own.
Fundam entally, there is no difference between a guided mode and a quasi-guided (i.e. 
high-Q radiative resonant) mode except th a t guided modes reside beyond the radiation 
cutoff locus whilst quasi-guided modes lie within. Both types of mode have Fourier 
am plitude vectors th a t are invariant (or nearly so) when acted on by the ‘round-trip  
opera to r’ (which is the  LHS of Equation 5.12) so both  types of mode m ay be described 
as ‘resonant’. The physical similarity between the guided and quasi-guided modes 
implies th a t our explanations of the general properties of quasi-guided modes (see 




A general m ethod for designing  
TFPC  integrated optical circuits
6.1 Introduction
Merely Locally Periodic (M LP) T F P C s were briefly introduced and discussed in Chap­
ter 1. Only quasi-guided and guided resonant local modes can be employed in the 
operation of M LP-TFPC  integrated  optical devices, because all o ther modes have high 
out-of-plane losses. The essential idea behind this chapter is th a t  by carefully survey­
ing (u>, kp) space to  locate and subsequenty examine these resonances, the  operation of 
even very elaborate non-uniformly periodic T F P C  structures m ay be sim ulated without 
the use of a  super-com puter (although a high-specification UNIX w orkstation will be 
required). This promising concept is now the subject of an EPSRC research project.
We begin with a  discussion of resonance diagrams before explaining how they can be 
applied to  the  analysis of M LP-TFPC s.
6.2 Resonance diagrams
A ‘conventional’ wavevector diagram , examples of which are to  be found in Chapters 
1 and 2, indicates the locations of the eigenmodes in (kx ,k y , k z ,u>) space. However, as 
we have shown in C hapter 3, a resonant mode of a  struc tu re  having a t least one axis of 
transla tional invariance typically consists of a  linear com bination of several eigenmodes, 
which generally have different values of /?, bo th  real and imaginary. W hilst j3 is a  ‘good
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quantum  num ber’ for any particular eigenmode, a  linear combination of eigenmodes 
has no particular /3 value. Therefore, a resonant mode of a  photonic m icrostructure 
having a t least one axis of translational invariance can be labelled only by k p and u . 
The loci of such resonant modes form a set of continuous surfaces in (fcp,u>) space, 
and diagrams th a t show the locations of resonances in (kp,u>) space, or cross-sections 
thereof, are called ‘resonance diagram s’ in this thesis, of which Figure 3.5 is an example.
A very useful variation on the them e of the basic resonance diagram  will now be de­
scribed, in which a set of isocontour lines are p lotted , in (&p,u>) space, of a  scalar 
function th a t is capable of indicating the presence or absence of a  resonant mode. A 
suitable function is the transm ittance, T . An isocontour m ap of T(k^,u))  of a  pho­
tonic m icrostructure contains much more inform ation about its resonant modes than  
an ordinary resonance diagram , as we will see shortly. The high-Q resonances are to 
be found wherever the  isocontour lines are noticeably bunched together, indicating a 
steep ra te  of change of transm ittance with respect to  angular frequency u  or kp, and 
because of the sigmoid shape of the spectral or angular transm ittance  in the imm ediate 
locality of a typical T F P C  resonance (see C hapter 3), the contour line density will 
generally be a local maximum  at the central angular frequency of a  resonance, except, 
of course, in rare cases where the resonance involves only one significant eigenmode, in 
which case the line-shape will be Lorentzian and the central frequency will be at a  local 
minimum of contour-line-density, between m axim a encountered a t bo th  positive and 
negative detuning. From a ‘resonance contour m ap ,’ such as this, one can directly and 
easily deduce the extent of tem poral and spatial localisation of any particu lar resonant 
mode.
The extent of tem poral delocalisation is indicated by the reciprocal of the  HWHM of the 
contour line density, (Au;), along the u> axis, a t fixed kp. The corresponding Q-factor 
is given by uj0/ A oj, where oj0 is the central frequency of the  resonance. A very high-Q 
resonant mode is of course comparatively delocalised in tim e, w ith a correspondingly 
small contour-line-density HW HM along the u  axis, whilst a very low-Q resonance will 
be much more tem porally localised and therefore much more transitory, w ith a higher 
contour-line-density HWHM along the u> axis.
Similarly, the extent of spatial delocalisation is indicated by l/||A fcp ||, where ||Afcp|| is 
the  HW HM of the contour line density along the kp axis. It is perhaps instructive to 
define here a  ‘spatial Q ,’ Q s , in analogy with the tem poral Q-factor, to  be such th a t 
Q s = k 0/ HAfcpH. This ‘spatial Q ’ can be interpreted  physically in term s of the  num ber 
of transverse (i.e. in-plane) spatial periods beyond which the resonance is effectively 
extinguished. W ith  this definition, the angular half-width of the emergence or accep­
tance cone, of light em itted from the resonant mode or coupled to  it, respectively, is 
given by a rc s in (l/Q s). Note th a t a resonant mode th a t is tightly  confined to  a small
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patch of a T F P C  film, will of course be highly localised in space and therefore light 
em itted  from it would diffract into a  wide beam  containing a wide range of in-plane 
wavevectors, giving a large contour-line-density HWHM along the  kp axis. A high-Q 
resonant mode th a t is d istributed over the entire film (such as any of the  resonances 
featured in C hapter 3, 4, and 5) will be practically delocalised in (x , y ) space (yet still 
localised along the z-axis), so its contour-line-density HWHM along the kp axis will be 
very small.
W hilst our in tra-passband T FP C s do not have bandgaps, they m ay nevertheless have 
resonance gaps, which are apparent only on resonance diagram s. In the field of intra- 
passband photonic crystal devices, resonance gaps take the place of band gaps. Analo­
gously, the  introduction of defects into intra-passband T F P C s produces resonant states 
within resonance gaps, ju st as introducing defects into intra-bandgap T F P C s produces 
resonant sta tes within band gaps. W ithin a resonance gap, propagation ‘vertically’ 
through the  film is still possible (i.e from above the film to  below it) , bu t nominally 
‘horizontal’ propagation inside the film is very lossy because of the absence of resonant 
modes.
6.3 The application o f ‘resonance contour m aps’ to  MLP- 
T FPC  simulation
If we could design M LP-TFPC s so th a t efficient in p u t/o u tp u t coupling is achieved 
via locally quasi-guided modes whilst the m ain function of the  device is performed 
by truly-guided local modes, then we could make use of the advantages of bo th  types 
of resonant mode. In o ther words, by controlling the out-of-plane loss as a  function 
of in-plane position, the m ain obstacles to  the  production of low-loss easily-interfaced 
in tegrated  optical components could be overcome. Since any useful M LP-TFPC  may 
be assum ed to  have in p u t/o u tp u t coupling pads, the global resonant modes can, in 
practice, always be assumed to  be quasi-guided, even though the local modes may be 
either quasi-guided or guided. Therefore, the  functionality of a  practical M LP-TFPC  
device m ust entirely rely on its quasi-guided global modes. This implies th a t if a 
resonance contour m ap of a  particular M LP-TFPC  (modelled by tiling it to  form a 
super-lattice) is com puted, then field plots m ade a t selected points along the high-Q 
global resonance loci will show the device in operation. Then, having found w hat the 
device does, one can iteratively refine its internal s truc tu ra l param eters by repeatedly 
altering them , generating a new series of field plots along the resonance loci each tim e, 
until it performs the desired optical function satisfactorily.
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The out-of-plane loss will be defined to  be the contribution to  the  z-component of 
the  tim e-averaged power flux density vector due to  waves propagating away from the 
patterned  film (towards +00 or —00), expressed as a function of in-plane position:
J l°ss{x, y) =  (1 /2 )Re[E*{x, y, z0)H y(x , y, zQ) -  E * (x , y , z0)H x ( x , y, z0)\, (6.1)
where z0 is a  fixed z-coordinate within either of the unpatterned  media. The out-of- 
plane loss of a  quasi-guided global mode, existing a t a  particular point in (a;, k^) space, 
can be com puted directly from its field distributions above the upper interface and 
below the lower interface. In the  required sum m ation over all of the  emergent rays, one 
m ust include only the rays th a t freely propagate away from the film. Note th a t the 
transm ittance  (T ) and reflectance (R) are normalised tim e-averaged integrals over a 
unit-cell of the  super-lattice ra ther than  being position-dependent power flux densities, 
so the positional dependence of the out-of-plane loss is lost in plotting a  ‘resonance 
contour m ap’, thus necessitating the reconstruction of the position-dependent field 
components once the resonances have been located.
This m ethod will now be illustrated by a simple example. Since our present code 
was w ritten  to  run on a relatively low-specification w orkstation th a t is not realistically 
capable of handling large 2D superlattices, we are, a t the  m om ent, restricted  to  cases 
th a t are less com putationally intensive, bu t hopefully this example will be sufficient to  
convey the basic steps involved.
6.4 Illustration o f the m ethod
Figure 6.1 is a  resonance contour m ap of a particular T F P C  having two orthogonal axes 
of continuous translational invariance. The host crystal, of pitch A, consists of a regular 
array of deeply-etched parallel-sided grooves, bu t every seventh groove has been filled-in 
with solid m aterial, creating a periodic array of defects tiled on a superlattice of pitch 
7A. The in-plane directions of the input plane-waves, incident from the substrate , 
are aligned so th a t they are parallel to  the grating axis in order to  force the TE  
and TM  polarisation states to  decouple from each other, thus decreasing the required 
com putation tim e because the scattering m atrices then have only a quarter of the 
num ber of elements th a t they would otherwise have. The param eters for this graph are 
as follows: film index n /= 3 .4 6 , host lattice pitch A=400nm , groove w idth W =120nm , 
film thickness T=100nm , substra te  index n s=1.6, cover index n c—1.0, polarisation 
s ta te = T E . The in terpreta tion  of such graphs was discussed in the  previous section. 
The way in which we have defined the normalised frequency Ct (see caption to  Figure 
6.1) ensures th a t its value is independent of the host-lattice and super-lattice pitch,
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making comparisons between different resonance isocontour m aps easier. Note the 
existence of a defect s ta te  located near the middle of a  ‘resonance gap ’, above which 
there are bands of ‘conduction s ta tes’, and below which are ‘valence s ta te s’.
The ‘resonance gap ’ in this figure, which is centred on a vacuum wavelength of 875nm, 
is not the same as a ‘band gap’, because even though there are no high-Q resonances in 
this gap, low-Q eigenmodes are nevertheless present. The repetition period (in term s of 
in-plane wavevector kp ra ther than  sin(0)) of the  conduction and valence band resonance 
loci (nam ed, of course, by analogy with electronic bandstructure) corresponds to  the 
Brillouin zone boundary spacing of the superlattice. Increasing the superlattice period, 
thus decreasing the extent of m utual inter-coupling between the tiled defects, reduces 
this repetition  period and also results in asym ptotic convergence of the conduction 
and valence bands towards the form depicted in Figure 6.3(b) (which is for the host 
lattice, w ithout defects) whilst leaving the defect-state feature essentially unchanged. 
The HW HM of the defect-state feature in Figure 6.1 is approxim ately 0.15 in term s of 
sin(0), which corresponds to  an angular FW HM  of 17.3° in the substra te , or 27.8° in 
the  cover (in which the refractive index is lower by a factor of 1.6). The angular widths 
of the beam s em itted by the defects into the substra te  and cover are therefore 17.3° and 
27.8° respectively. From this resonance contour m ap, we can also directly deduce the 
cavity Q-factor of the defect s ta te  as follows: the HW HM of the defect-feature along 
the  normalised frequency (ft) axis is 0.175 and it is centred on a normalised frequency 
of 7.3, so its corresponding Q-factor is f t0/A f t  =  7.3/0.175 «  42. The defect-feature is 
wide along the sin(0)) axis yet relatively narrow along the  ft axis. This indicates th a t 
the  defect-resonance is localised in space but com paratively delocalised in tim e (i.e. it 
has a relatively long lifetime), which is characteristic of a  defect mode.
To get a  feel for the  underlying structure of this sort of resonance contour m ap, we 
can compare it w ith a  resonance-locus diagram  in (ft,sin (0)) space. Figure 6.2 is 
such a diagram , and it was plotted  by locating the eigenvalues of the  m atrix  operator 
I  — P S 2 + P S * -  (see C hapter 5) having the smallest im aginary parts: wherever the 
eigenvalue of smallest im aginary part was within a certain tolerance of zero, a  small 
dot was printed, thus building-up the loci of the resonances point-by-point on a fixed 
sampling grid in the (ft, sin(0)) plane. This graph therefore constitues the  basic skeleton 
of the  resonance contour m ap in Figure 6.1, separated from the additional inform ation 
concerning spatial and tem poral localisation and external coupling efficiency, th a t it 
provides. Examining the field profiles (see Figures 6.2(c,d,e)) of various resonant states 
along these loci confirms our in terpreta tion  of the resonance-m ap features: (c) is a 
low-modal-index host-lattice mode, (d) is a  defect mode, and (e) is a  high-modal- 
index host-lattice mode. The relative m odal indices of these modes can be guessed by 
considering the overlap integral of the fields with the solid m aterial.
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Resonance contour m aps for two-dimensionally patterned  T F P C s take a long tim e to  
produce, especially for big supercells, due to  the larger num ber of basis vectors th a t 
m ust be retained in the  Fourier expansions and also because of the  very fine sampling 
grid in (a>,kp) th a t is required to  resolve the much higher-Q resonances th a t they 
support. Examples of these will not be given because Figure 6.1 is quite sufficient for 
our present purpose.
6.5 Verification o f our ‘infinite patterned area’ assump­
tion
At this point, it will be instructive to  include a verification of the  assum ption made 
throughout this thesis th a t the patterned  area of a  T F P C  can be such th a t it is effec­
tively infinite. This verification was m ade by comparing resonance diagram s for many 
different monoperiodic T F P C s with results generated by a Finite-Difference Time- 
Domain (FD TD ) m ethod [82]. This work [4] was funded by COST 268 and was done 
by R. Stoffer and I a t the University of Twente in The N etherlands (see Acknowledge­
m ents). To distinguish our m ethod from theirs, we will use the term  ‘Vector-Field 
Fourier-Decom position’ (V FFD ). A 40-period truncated  grating was shown to  be, for 
all practical purposes, sufficiently similar in behaviour to  an infinite grating for it to  give 
close correspondence with our VFFD m ethod. Figure 6.3(a) shows the normalised frac­
tional out-of-plane diffraction loss and the ‘horizontal reflectance’ (for light-injection 
from the  side ra ther th an  from above) of a 40-period ID -patterned  T F P C  incorporated 
w ithin an unpatterned  slab waveguide, against vacuum wavelength. This was calcu­
lated  by FD TD . Side-by-side w ith this graph is a  resonance contour m ap (see Figure 
6.3(b)), calculated by V FFD , using the same vertical axes as in (a). It can be seen th a t 
high horizontal reflectance and low diffraction loss is obtained within the cross-hatched 
resonance gaps. In the pass-bands, the horizontal reflectance is low because there are 
resonant waveguide modes th a t can absorb the energy of the  input beam , and the high 
diffraction loss w ithin the pass-bands are due to  the  large scattering losses incurred 
by the abrup t impedance m ism atch between resonant grating modes and unpatterned  
waveguide modes a t the boundaries of the truncated  grating. These results suggest 
th a t we do not need enormous patterned  areas in order to  obtain  the sorts of reso­
nances th a t were discussed in C hapters 3, 4, and 5. It was not possible to  use the 
FD TD  m ethod to  look a t 2D -patterned T F P C s because the com putation tim e has a 
very high-order power-law dependence on the num ber of grating axes (i.e. 3 — m  where 
m  is the  num ber of axes of continuous translational invariance).
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Figure 6.1: Resonance isocontour map of transm ittance for a one-dimensionally periodic 
T FPC  containing a regular array of defects tiled on a superlattice of pitch 7A, where 
A is the host-lattice pitch. The defects consist of missing air-channels. The horizontal 
axis is sin(0), where 0 is the angle of incidence of plane waves from the substrate 
medium. This makes the graph rectangular rather than triangular. The vertical axis is 
a ‘standardised’ normalised frequency 0  =  2ttA common/ XQ where \ common is fixed at a 
value of lOOOnm, irrespective of the microstructure. Note the presence of a defect-state 
in the middle of the ‘resonance gap’.
sin(0)
Figure 6.2: (a)The loci of the resonances appearing in Figure 6.1, plotted by evaluating 
m in (Im (E ig e n v a lu e (I—P S 2 +P S i~ ) ) ) .  This shows the underlying structure of Figure 
6.1, whilst Figure 6.1 gives information on the external coupling efficiency, Q-factor, 
and angular beam-width of these resonant states, (b) The refractive index profile within 
a single supercell of the tiled-defect structure. Field profiles (on the same axes as (b)) 
at various points along the resonance loci, plotted at sin(0)) =  0, are shown in (c), (d), 
and (e).
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Figure 6.3: Comparison of FDTD (for finite patterned area) and VFFD (for infinite 
patterned area) results for structures having identical m icro-patterning param eters. 
The host-lattice param eters are the same as for Figures 6.1 and 6.2, but in this case 
there are no defects. (a)FD TD  results showing the diffraction loss (L ) and the hori­
zontal reflectance (R h ) against vacuum wavelength/nm, for a 40-period ID -patterned 
TFPC . (b) VFFD results, expressed in the form of a ‘resonance contour m ap’ for an 
infinite version of the same TFPC  (for light incident from the cover medium). The 
resonance gaps appearing in (b) are cross-hatched in (a).
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6.6 Compact devices based on 2D M LP-TFPC microstruc­
tures
Perhaps the simplest application of an M LP-TFPC , which could be analysed in fu ture 
by our ‘resonance contour m ap’ m ethod is as a  W DM  de-multiplexer, as sta ted  in 
C hapter 1. This could of course be operated in reverse as a  multiplexer. Such a device 
would use quasi-guided modes for input-coupling and output-coupling, and guided 
modes for the signal processing (which is wavelength-dependent beam -steering in this 
case). Figure 6.4 is a  schematic diagram  (not to  scale) of a  plausible M LP-TFPC  de­
m ultiplexer, showing how the input and ou tpu t fibres could be arranged to  separate the 
input beam  into three wavelength channels. It should be noted th a t a de-multiplexer 
based only on a single globally periodic T F P C , which would use the same quasi-guided 
modes for in p u t/o u tp u t coupling and signal processing, would perhaps be inconvenient 
to  make, because the in-plane and out-of-plane angles of the  fibre axes would have to  
be separately adjusted, to  a  fairly tight tolerance, in order to  excite the quasi-guided 
modes and to  collect the  emergent light. In the  case of the  M L P-T FPC  de-multiplexer, 
it would be possible to  design the in p u t/o u tp u t coupling pads so th a t their quasi-guided 
mode loci are approxim ately circular and also practically independent of wavelength 
within the wavelength range spanned by the W DM  channels, so th a t all of the  ou tpu t 
fibres could be set to  the  same out-of-plane angles with respect to  the  surface-normal. 
In the intervening region between the coupling pads, highly dispersive guided modes 
could then  be employed for spatially separating the various channels. To avoid large 
out-of-plane scattering losses at the boundaries between the coupling pads and the  
‘processing’ area, gently param eter-graded transition  regions m ust be interposed.
6.7 Conclusions
In this chapter, we have presented a m ethod by which complicated M LP-TFPC  mi­
crostructures may be modelled. This m ethod is based on the use of ‘resonance contour 
m aps’, which provide a convenient way of representing the tem poral and spatial dis­
persion functions of quasi-guided global eigenmodes together w ith inform ation on their 
tem poral localisation, spatial localisation, and external coupling efficiency. The relation 
between the features appearing on resonance contour m aps and the field-m icrostructure 
of the  eigenmodes to  which they correspond was illustrated  by applying the  ‘resonance 
contour m ap ’ m ethod to  a  ID -patterned  T F P C  containing a periodic array  of weakly- 
coupled defects.
By comparing resonance contour maps with FD TD  calculation results we have, to
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Figure 6.4: Schematic diagram of an M LP-TFPC de-multiplexer th a t uses quasi-guided 
modes for inpu t/ou tpu t coupling and guided modes for channelling incoming light into 
three separate output fibres according to wavelength.
1 2 9
some exten t, verified th a t a  T F P C  of finite pa tterned  area can nevertheless support 
similar resonant eigenmodes to  those of a T F P C  possessing an infinite patterned  area. 
This would imply, if it is indeed true, th a t the assum ptions th a t we have m ade so- 
far in our modelling are good. An example of the  kind of s tructu re  to  which our 
‘resonance contour m ap’ m ethod may be applied was then  described: a m iniature 
W DM  demultiplexer, which would be a very useful T FPC -based integrable optical 
component. Such devices could, in principle, be modelled by 3D-FD TD com putations, 
bu t the  m ethod th a t we suggest is much more elegant and potentially more efficient than  
such a ‘b ru te  force’ approach, enabling the development of an intuitive understanding 
of the physics involved instead of degenerating into mindless ‘num ber crunching’.
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Chapter 7
Sum m ary and Future Work
7.1 Summary
In conclusion, we have justified our statem ent in the  in troduction to  C hapter 1 th a t one 
does not necessarily need to  work within a  bandgap in order for a  photonic crystal to  
perform  useful functions: none of the structures modelled in this thesis have bandgaps 
a t their operational frequencies (although of course there will be bandgaps a t other 
frequencies), yet m any interesting phenomena were observed during simulation. Indeed, 
Bloch wave optics (i.e. the  physics of propagating optical Bloch waves) in thin-film 
photonic crystals clearly has so m any potential applications th a t could revolutionise 
everyday technology th a t it seems ra ther a  shame to  stifle the Bloch modes by the 
creation of bandgaps.
The various types of resonant eigenmodes th a t a T F P C  can support were explored by 
a series of numerical simulations and their unusual and often unexpected properties 
were explained in term s of the basic Bloch modes of which they are composed. We 
then  showed how entire fully-functional TFPC -based optical in tegrated  circuits (such 
as W DM  system s) could be designed to  exploit the  highly dispersive and extensively 
controllable propagation characteristics and tailorable out-of-plane leakage of these res­
onant eigenmodes. No-one has so-far been able to  design these properly. Such T FP C  
optical circuits could be easily made merely by etching a carefully designed locally peri­
odic lattice  of holes, in a  single fabrication step, into a  pre-prepared th in  dielectric film. 
These devices would also be easy to  interface to  optical fibres positioned above their 
input and ou tpu t ports, which may be of relatively large surface area, thus improving 
the coupling efficiency. The high attainable Q-factors and optical confinement factors 
of quasi-guided T F P C  modes, together with the small required film thickness, imply
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th a t a  T F P C  would be a viable alternative to  the  bulky distributed Bragg reflectors 
(DBRs) currently used in semiconductor vertical-cavity surface-em itting lasers, as ar­
gued in C hapter 4. TFPC-VCSELs might also give higher m axim um  power-outputs 
w ithout cooling than  conventional DBR-VCSELs. Non-linear applications are also pos­
sible, because the combination of high cavity Q-factor and low in-plane group-velocity 
th a t one can obtain in a  T F P C  would greatly enhance nonlinear interactions, allow­
ing the possibility of achieving frequency up/dow n conversion and broad-band quasi- 
continuous spectrum  generation in T F P C  m icrostructures. Furtherm ore, in Merely 
Locally Periodic T F P C s, photonic force-fields [49] of arb itrary  geometries can be en­
gineered, coercing light to  follow any desired closed or open trajectory . For example, 
one could constrain the local Bloch-wave rays to  move in a circle or a  figure-of-eight. 
This is surely the ultim ate in light-control.
7.2 Future Work
Further work could proceed in m any different directions, bo th  towards practical ap­
plications and along loftier conceptual branches th a t naturally  spring from the main 
trunk  of work presented in the first six chapters.
7.2 .1  Fabrication and C haracterisation
All of the  work recounted in this thesis is based entirely on modelling, so it would 
be helpful to  have experim ental feedback to  guide fu ture work. Already, plans are in 
place to  fabricate T F P C s in A lx G a \-x A s  wafers, and the characterisation of fabricated 
T F P C s could employ Scanning Near-Field Optical Microscopy (SNOM ) [83] to  exam­
ine guided and quasi-guided field m icrostructures. Both am plitude [84] and phase [3] 
inform ation can be obtained in SNOM, enabling exhaustive comparison between m od­
elling results and experim ental data . This would enable our modelling m ethods to  be 
fu rther refined and extended, and it m ay reveal interesting effects th a t we might have 
inadvertently  overlooked.
7.2 .2  M od ellin g  o f M L P -T F P C  optica l c ircu its by th e  ‘resonance m ap ’ 
m eth o d
As we said in the introduction to  C hapter 6, this is now the subject of an EPSRC- 
funded project entitled ‘3-D Control of Light in Fully-Functional Thin-Film  Pho­
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tonic C rystal Devices and Circuits’. The ‘resonance m ap’ m ethod could enable com­
plete fibre-term inated devices to  be designed th a t are lim ited only by the imagina­
tion, and the m ost obvious component th a t should be modelled is the W DM  m ulti­
plexer/dem ultiplexer described in C hapter 6, because this could make an imm ediate 
im pact in the field of telecommunications. Modelling based on Ham iltonian optics
[49] could supplement our understanding of local Bloch-wave propagation in these mi­
crostructures, and we could obtain the necessary H am iltonian functions from local 
guided-mode dispersion surfaces U j(kp) calculated by the ‘resonant tunnelling m ethod’ 
proposed and illustrated  in C hapter 5.
7 .2 .3  C harge-C arrier T ransport M od elling  in T F P C -V C S E L s
To be certain about the  feasibility of TFPC -based VCSELs, it is necessary to  rigor­
ously analyse their carrier transport properties, in conjunction with a  more intensive 
investigation of optical confinement th an  th a t contained in C hapter 4.
7.2 .4  M od ellin g  o f nonlinear in teraction s in T F P C s
All of our modelling has, thus far, been entirely concentrated on purely ‘linear’ effects in 
lossless m edia (i.e. assuming a real-valued field-intensity-independent refractive index). 
Of course, even in A lxG a \-x A s , nonlinear effects would become significant at the  high 
field intensities th a t can build-up inside a high-Q T F P C  resonator. Our guided and 
quasi-guided resonances would, however, still be first-order approxim ations to  the ac­
tual eigenmodes in the presence of nonlinearities and losses. Nonlinear effects in T FPC s 
are also within the scope of the above-mentioned EPSRC project. Some of the non­
linear devices th a t could result from work on this topic are very compact TFPC -based 
all-optical switches, param etric wavelength-convertors, and Semiconductor Saturable 
Absorber M irrors (SESAMs) [85] for producing short laser pulses.
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