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(Hartigan$(1985)$ ) 2 $\mathrm{L}\mathrm{R}\mathrm{T}$
$\mathrm{L}\mathrm{R}\mathrm{T}$ 3 $\mathrm{L}\mathrm{R}\mathrm{T}$












$\max\prod P(X_{i}|\pi, \mu 1, \mu 2, \sigma^{2}1’ 2)H_{0}n\sigma 2$
$\lambda_{n}=\frac{i=1}{n}$







2 . $H_{0}$ \mbox{\boldmath $\pi$} $=1$
3. $H_{0}$
2 (Cher-




















C $\subset R^{q}$ : $\Leftrightarrow$ $C$ :
$a\geq 0$ , $\theta\in C\Rightarrow a\theta\in C$
(2)
$c_{\phi}$ : $x_{0}$ $\phi$ $\Leftrightarrow$
inf $||(x-x_{0})-y||$ $=$ $o(||x-X0||)$ for $x\in\phi$
$y\in C_{\phi}$
$\inf||(x-x_{0})-y||$ $=$ $o(||y||)$ for $y\in C_{\phi}$
$X\in\emptyset$
(3)




$P \{\overline{\chi}^{2}.\geq c^{2}\}=\sum wi=0qiP\{x_{i}^{2}\geq c^{2}\}$
‘ $w_{i}$ $\Sigma_{i=0}^{q}wi=1,$ $w_{i}\geq 0,$ $i=1,$ $\cdots,$ $q$ $x_{0}^{2}=0$
Chernoff(1953)
$-2\log\lambda$ $=$ $-2 \log\frac{\max_{\theta\epsilon\omega^{\prod}=1}inf(X_{i}|\theta)}{\max_{\theta\in}\prod \mathcal{T},.i=1fn(\mathrm{x}_{i}|\theta)}$
$arrow \mathcal{L}$ $\min(Z-\theta)’J(Z-\theta)-$ $\min(Z-\theta)\prime J(z-\theta)$






$\min(Z-\theta)’J(Z-\theta)-\min(Z-\theta)\prime J(z-\theta)=$ $\min$ $(Z-\theta)JJ(z-\theta)$
$\theta\in C_{\omega}$ $\theta\in C_{\mathcal{T}}$ $\theta\epsilon(C^{\mathrm{s}})^{\circ}$
$C^{*}$ $=$ $c_{\tau}\cap(c_{\omega})\perp$
$C^{o}$ $=$ { $y$ : $(x,$ $y)\leq 0$ for all $x\in C$}( $C^{O}$ $C$ )
$\mathrm{C}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{n}\circ \mathrm{f}\mathrm{f}(1953)-\mathrm{S}\mathrm{h}\mathrm{a}\mathrm{p}\mathrm{i}\mathrm{r}\circ(1985,88)$ $\overline{\chi}^{2}$
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$\inf(Z-\theta)^{2}J-$ $\inf$ $(Z-\theta)^{2}J$, $Z\sim N(0, J^{-1})$
$\theta\in C_{\omega}$ $\theta\in C_{\mathcal{T}}$
$=$ $\inf_{\theta=0}(z-\theta)^{2}-\inf(Z-\theta)^{2}\theta\leq 0$ ’ $Z\sim N(0,1)$
$c_{\omega}=\{\theta : \theta=0\}$
$C_{\tau=}\{\theta : \theta\leq 0\}$
134
$C^{*}=c_{\mathcal{T}}\cap C^{\perp}\omega=\{\theta : \theta\leq 0\}$









$P\{-2\log\lambda\leq c^{2}\}$ $arrow$ $P \{\min_{\theta\geq 0}(z-\theta)^{2}\leq c^{2}\}$
























Henna $(1985),\mathrm{L}\mathrm{e}\mathrm{r}\mathrm{o}\mathfrak{U}\mathrm{X}(1992),\mathrm{c}\mathrm{h}\mathrm{e}\mathrm{n}$ and Kalbfleisch(1993)
( $m$ ) – Aitkin
and Rubin(1985) $\mathrm{E}\mathrm{M}$




$f(x, G)= \int_{0}f(x, \theta)c(d\theta)$ :
$G_{m}( \theta)=\sum_{i=1}^{m}\pi_{i}I(\theta_{i}\leq\theta)$ : $\mathrm{O}$ $( \sum_{i=1}^{m}\pi_{i}=1,0\leq\pi\leq 1, \theta_{i}\in\Theta)$
$f(x, G)m= \int_{0}f(x, \theta)G(md\theta)=\sum_{i=1}\pi_{i}f(x, \theta_{i})m$ :




$d(F_{1}, F2):2$ $F_{1},$ $F_{2}$
$m^{0}$ :
$c_{m}^{0_{0}}(\theta)$ :











(Chung$(1949)$ ) $\frac{\lambda^{2}(n)}{n}=\lambda(n, \epsilon)=\frac{(1+\epsilon)}{2}$ (log log $n$ ) $/n(^{\forall}\epsilon>0)$
(2 ) Leroux(1992): Penalized Maximum Likelihood
$T_{n}^{L}(G_{m})=- \int\log f(X, Gm)Fn(dx)+an/m,n$
$a_{m,n}$
$a_{m,n}>0,$ $a_{m+n}1,n>a_{m},’ a_{m}n)/narrow 0(narrow\infty)$
$m$ m^
$\min_{m}$ { $\min T^{L}$ ($n$ Cm)}
$\pi_{i},\theta_{i}$
$T_{n}^{L}(G_{\hat{m}})$ $G_{\hat{m}}$ $G_{\hat{m}}$
(3) Chen and Kalbfleisch(1993): Penalized Minimum Distance
$T_{n}^{C}(G_{m})=d(F_{n}(x), F(x, G_{m}))-c_{n} \sum_{=i1}m\log\pi_{i}$
$c_{n}$





(4 ) Aitkin and Rubin(1985): Bayes
$k=1,$ $\cdots,$ $M-1$ $M.\cdot$ given $m$
$H_{0}$ : $m=k$
$H_{1}$ : $m=M$
$-2 \log\frac{\max_{\theta_{j},=1}.’.\cdots,\int jk\Pi_{i=}^{n}1f(xi,ck)pk(\pi)d\pi}{\max_{\theta_{J}},\int j=1,\cdot,M\Pi^{n}i=1f(X_{i},G_{M})p_{M}(\pi)d\pi}$











$m=1$ $m=2$ ) 2 ( $m=2$
$m=1$ )
$P(x|\pi, \mu_{1}, \mu 2, \sigma)2$
$g(\theta)$ $=$ $\pi\exp(\mu_{1}\theta+\frac{1}{2}\sigma\theta 22)+(1-\pi)\exp(\mu_{2}\theta+\frac{1}{2}\sigma\theta 22)$
$E(X)=g’(0)$ $=$ $\pi\mu_{1}+(1-\pi)\mu_{2}$
$E(X^{2})=g’’(\mathrm{o})$ $=$ $\pi(\mu_{1^{+\sigma^{2}}}^{2})+(1-\pi)(\mu_{2}^{2}+\sigma^{2})$





$=$ $|_{1}X_{i}=\pi\mu_{1}+(1-\pi)\mu_{2}$ (4.0. 1)
$\tilde{Y}$











$X$ $=$ $(1-\pi)(\mu_{2^{-}}\mu 1)+\mu 1$ (4.0.5)
$Y$ $=$ $\pi(1-\pi)(\mu_{2}-\mu_{1})2\sigma^{2}+$ (4.0.6)
$Z$ $=$ $\pi(1-\pi)(1-2\pi)(\mu_{1}-\mu_{2})3$ (4.0.7)
$W$ $=$ . $\pi(1-\pi)(1-3\pi+3\pi)2(\mu 2-\mu_{1})4$
$+6\pi(1-\pi)\sigma^{2}(\mu_{2\mu_{1}}-)2+3\sigma^{4}$ (4.0.8)









$\sqrt{n}(W-3Y2)$ $arrow L$ $N(0,24\sigma^{8})$
$\sqrt{n}(X-\mu_{1})$ $\sqrt{n}(Y-\sigma^{2})_{\text{ }\sqrt{n}(Y-\sigma^{2})$ $\sqrt{n}Z_{\text{ }\sqrt{n}(W-3\sigma^{2})$ $\sqrt{n}Z$
\mbox{\boldmath $\pi$}^
4.1 $\mu_{1}$ , \mbox{\boldmath $\sigma$}2 , \mbox{\boldmath $\pi$}, $\mu_{2}$ 2
$X$ $=$ $(1 -\pi)(\mu_{2^{-}\mu 1})+\mu_{1}$ (4.1.10)








$\sqrt{n}(\hat{\pi}.-1)$ $=$ $\frac{-\{\sqrt{n}(X-\mu_{1})\}^{2}}{\sqrt{n}(Y-\sigma^{2})}+o_{p}(\frac{1}{\sqrt{n}})$ (4.1.12)
$H_{\mathit{0}:\pi=}1$ (X-\mu l), $\sqrt{n}(Y-\sigma^{2})$ $N(0, \sigma^{2}),$ $N(0,2\sigma^{4})$
(4.1.12) $\hat{\pi}$ $H_{0}$
$- \sqrt{n}(\hat{\pi}-1)arrow \mathcal{L}\frac{N^{2}(0,\sigma^{2})}{N(0,2\sigma^{4})}$







$P\{-\sqrt{2n}(\hat{\pi}^{*}-1)<x\}$ $=$ $P\{-\sqrt{2n}(\hat{\pi}-*1)<x, 1\leq\hat{\pi}\}$
$+$ $P\{-\sqrt{2n}(\hat{\pi}^{*}-1)<x, 0<\hat{\pi}<1\}$
$+$ $P\{-\sqrt{2n}(\hat{\pi}^{*} - 1) <x,\hat{\pi}\leq 0\}$ (4.1.14)
$x>0$
$P\{\hat{\pi}\leq 0\}$ $=$ $P \{-\sqrt{2}\frac{\{\sqrt{n}(X-\mu_{1})\}^{2}}{\sqrt{n}(Y-\sigma^{2})}\leq-\sqrt{2n}\}+o(1)arrow 0$ $(narrow\infty)$







$=P \{\hat{\pi}^{*}=1\}=P\{\hat{\pi}\geq 1\}-^{\mathcal{P}}\frac{1}{2}$ (4.1.15)









$P \mathrm{f}^{-}\sqrt{2n}(\hat{\pi}^{*}-1)<x\}arrow P\frac{1}{2}+\frac{1}{2}P\{\frac{N^{2}(0,1)}{|N(0,1)|}<x\}$ (4.1.18)
$-\sqrt{2n}(\hat{\pi}^{*}-1)$ $x>0$
$1-\alpha$ $=$ $\frac{1}{2}+\frac{1}{2}P(\frac{N^{2}(0,1)}{|N(0,1)|}<x)$
$2\alpha$ $=$ $P( \frac{N^{2}(0,1)}{|N(0,1)|}\geq x)$

















(2) $\pi$ $\sigma_{\hat{\pi}}^{2}$ $\pi$ –
$n$ $\pi$ ( $H_{0}$ )
(3) $\sigma_{\hat{\pi}}^{2}$ $d$ $d$ $\hat{\pi}$
(4) (3) $n$
$- \sqrt{2n}(\pi-1)>\frac{N^{2}(0,1)}{N(0,1)}(\alpha)$
$d$ ( $H_{0}$ )
4.2 \mbox{\boldmath $\sigma$}2 , \mbox{\boldmath $\pi$}, $\mu_{1},$ $\mu_{2}$ 3
$X$ $=$ $(1-\pi)(\mu_{2}-\mu_{1})+\mu 1$ (4.2.21)
$Y$ $=$ $\pi(1-\pi)(\mu 2-\mu_{1})2\sigma^{2}+$ (4.2.22)





identifiability ( $(\pi, \mu_{1}, \mu 2, \sigma)2$
$(1-\pi, \mu_{2,\mu 1}, \sigma)2$ $P(x|\pi, \mu_{1}, \mu 2, \sigma^{2})$ )
$\pi$ $\frac{1}{2}\leq\pi\leq 1$ (4.2.24) 2














$- \frac{15}{2\sqrt{2}}\sqrt{n}(\hat{\pi}-1)arrow \mathcal{L}\frac{N^{3}(0,1)}{N^{2}(0,1)}$ (4.2.27)
$0\leq\pi\leq 1$ $\hat{\pi}$











$N(- \frac{15}{2\sqrt{2}}\sqrt{n}(\pi-1), \frac{225}{8}\sigma^{2})\hat{\pi}$ (4.2.30)
4.3 \mbox{\boldmath $\pi$}, $\mu_{1},$ $\mu_{2},$ $\sigma^{2}\text{ }4$
$X$ $=$ $(1-\pi)(\mu_{2}-\mu_{1})+\mu_{1}$ (4.3.31)
$Y$ $=$ $\pi(1-\pi)(\mu_{2}-\mu_{1})2+\sigma^{2}$ (4.3.32)
$Z$ $=$ $\pi(1-\pi)(1-2\pi)(\mu 1-\mu_{2})^{3}$ (4.3.33)
$W$ $=$ $\pi(1-\pi)(1-3\pi+3\pi^{2})(\mu_{2^{-}}\mu_{1})4+6\pi(1-\pi)\sigma^{2}(\mu_{2}-\mu 1)^{2}+3\sigma^{4}$










$\hat{\pi}-1$ $=$ $- \frac{Z^{4}(1+O_{p}(\frac{1}{\sqrt{n}}))}{(W-3Y^{2})^{3}(1+Op(\frac{1}{\sqrt{n}}))}$




$- \frac{16\sqrt{6}}{75}\sqrt{n}(\hat{\pi}-1)arrow \mathcal{L}\frac{N^{4}(0,1)}{N^{3}(0,1)}$ (4.3.37)
$0\leq\pi\leq 1$ $\hat{\pi}$




$Z$ $arrow P$ $\pi_{0}(1-\pi_{0})(1-2\pi 0)(\mu_{1^{-\mu_{2})^{3}}}$




$\pi_{0}=\frac{1}{2}$ $\Rightarrow$ $\hat{\pi}=0,$ $\frac{1}{2}$ (4 ), 1
$\frac{1}{2}<\pi_{0}<\frac{2}{3}$ $\Rightarrow$ $\hat{\pi}<0,\hat{\pi}=1-\pi_{0},$ $\pi_{0},\hat{\pi}>1$
$\underline{2}<\pi_{0}<1$
$\Rightarrow$ $\hat{\pi}=1-\pi_{0},$ $\pi 0$
3 $-$
$\frac{2}{3}\leq\pi_{0}<1$ (4.3.35) $\hat{\pi}$ 1
$\hat{\pi}arrow\pi_{0}P$
$\frac{1}{2}\leq\pi_{0}<\frac{2}{3}$ (4.3.35) $\pi=\pi_{0},1-\pi_{0}$ $0$ 1




























































































(1), (2) $\pi$ $d=(\mu_{2}-\mu_{1})/\sigma$
(3)
( $\chi^{2}$ ) ( $\sigma^{2}(=1)$
8 )
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