Abstract. We study n × n random symmetric matrices whose entries above the diagonal are iid random variables each of which takes 1 with probability p and 0 with probability 1 − p, for a given density parameter p = α/n for sufficiently large α. For a given such matrix A, we consider a matrix A that is obtained by removing some rows and corresponding columns with too many value 1 entries. Then for this A , we show that the largest eigenvalue is asymptotically close to α + 1 and its eigenvector is almost parallel to all one vector (1, ..., 1).
Introduction
We study the largest eigenvalues and their eigenvectors of random symmetric and sparse 0, 1-matrices. Spectral analysis (of matrices) is in general to analyze eigenvalues and eigenvectors (of given matrices). Random matrices and their spectral analysis play key roles in many problems in information sciences. In particular, analyzing random symmetric 0, 1-matrices has been shown quite important for the design and analysis of combinatorial algorithms such as graphs, etc; see, for example, a survey [1] of Alon for relation to graph algorithms, and a paper [3] for relation to SAT algorithms. Because of its importance, several detail spectral investigations have been made for random symmetric 0, 1-matrices. Yet our understanding is still limited; many important questions have been left open, and there seem to exist some interesting but unknown spectral properties. In fact, using powerful approximation methods developed in statistical physics, many interesting and useful spectral properties have been shown approximately under certain heuristic assumptions. We have been trying to give rigorous justifications to such approximate analysis, and this paper reports one set of results on the largest eigenvalue and its eigenvector of a random symmetric and sparse 0, 1-matrix.
For explaining previous related work, we first introduce some notions and notations for discussing the results precisely. Let N denote the set of positive integers. Throughout this can show from their result is λ 1 = (1 + o(1))pn, which is still not sharp enough to show this +1 term. Our result is the first one that gives a sharper estimate deriving the +1 term.
Preliminaries and Key Lemma
As mentioned in Introduction, we consider an n×n random symmetric matrix A whose diagonal entries are zeros and whose entries above the diagonal are iid random variables, each taking value 1 with probability p and value 0 with probability 1 − p. We will use symbols ξ, η, ... to denote unit vectors. On the other hand, for general vectors, e.g., v, by v, we denote a unit vector v/ v that is obtained from v by normalization. Let 1 and 1 denote all one vector (1, 1, ..., 1) and its normalization respectively. For each i, 1 ≤ i ≤ n, let χ i denote the iTh largest eigenvector of A.
We rely on the analysis of random 0, 1-matrices given by Alon and Kahale [2] , which is based on the approach given in [5] . More specifically, we base the following lemma given by CojaOghlan et al. in [3, Lemma 45] . (Below, we use, e.g., #S to denote the number of elements in the set S.) 
The lemma states first that the number of rows (resp., columns) with unusually many 1 entries is not so large w.h.p. (for sufficiently large α). It then states that after removing such rows and columns the remaining matrix, i.e., the matrix A of the lemma, behaves w.h.p. more or less similar to the "average" matrix. This A will be the target of our analysis of this paper. (In the next section, we will use A to denote this A .)
We prepare some more technical lemmas. Here we introduce our order notations that will be used throughout this paper. For any positive function f (n), we use O(f (n)) and o(f (n)) to denote some positive functions f 1 (n) and f 2 (n) that are defined in each context to satisfy
respectively. Note that we consider only positive functions, which is different from the standard order notations. This is for simplifying expressions and derivations. For example, for our notations, it does make sense to write expressions such as f (n) < o (1) or use derivations such as ( (1)). Our first technical lemma is a main lemma of this paper. This is a stronger version of the statement (3) of Lemma 1.
Lemma 2. W.h.p. we have
Hence, by choosing δ < 0.5, we immediately have
As shown below, for proving these bounds, we do not need to modify a given random matrix by removing rows and columns with too many 1's as explained above. In other words, the modification was essential for proving (2) of Lemma 1. On the other hand, our real target matrix is A that is obtained by removing rows of V (and corresponding columns). Then we need bounds similar to the above for such A , and for this, the following corollary is given. Below let 
Now consider the proof of Lemma 2. Analysis of this type becomes much easier if we may assume that a given matrix is "completely random", i.e., all nondiagonal entries are iid random variables. On the other hand, our target random matrix A is symmetric, and there are correlations between a ij and a ji for all pairs of i and j, 1 ≤ i < j ≤ n. In fact, in the previous work [3, 4] some interesting techniques have been introduced to avoid such correlations. Here we take more direct approach and prove the lemma by considering these correlations. But in order to show the outline, we prove the lemma here ignoring the correlations; a tedious but rather straightforward argument for taking care the correlations is stated in Appendix.
Proof of Lemma 2 (Outline). For each
Note that these are not iid random variables. But let us assume here that they were independent. (There is only one point in the whole proof where this independence is used, which will be reminded explicitly below.) Next we let 
Then by using Chebyshev bound, we can show that Y is close to E[Y ]. More precisely, we have
Note, on the other hand, that what we want to estimate is i (X i − pn) 2 
Also we have
. 
where the last bound holds for any sufficiently large n. Let us state some more small technical lemmas. In the following, let A and n be the random matrix and its size given in Lemma 1, and let 1 0 denote the vector (1, . . . , 1) with n components. We assume that the part (1) of Lemma 1 holds.
Lemma 4. For any unit vector ξ that is perpendicular to 1 0 , and for any unit vector η, w.h.p. we have
On the other hand, letting η = i b i χ 0 i , we have i b 2 i = 1. Then the lemma is shown by
By using this lemma, we can bound eigenvalues as follows. 
Remark. The coefficient c 3 = 3 is a bit loose. In fact, we have |λ
Proof. We make use of the following Courant-Fischer characterization (recall that ξ denote a unit vector):
First for bounding λ 2 and λ n−1 , we use S 0 = {v|v⊥1 0 }. Then w.h.p. we have
Aξ, ξ ≤ c 2 pn , and
Finally for bounding λ n , we let ξ * to denote the one that defines λ n = Aξ * , ξ * . Let ξ * = a1 0 + bη, where a = ξ * , 1 0 (and thus |a|, |b| ≤ 1 and η⊥1 0 ). Then by using (i) A 1 0 , 1 0 ≥ 1, (ii) the symmetry of A , and (iii) Lemma 4, we have
which is our desired bound.
On the other hand, since A 1 0 , 1 0 is ij a ij , we have the following from the Chernoff bound. This shows that λ 1 > pn − o(1).
Lemma 6. For any δ, 0 < δ ≤ 1/2, w.h.p. we have
Main Analysis
As explained above, we will analyze matrix A that is defined in Lemma 1 by removing rows of V (and the corresponding columns) from matrix A generated randomly with the density parameter p. We may assume that Lemma 1 (1) holds. For simplifying our notation, throughout this section we will use A and n (instead of A and n ) to denote a random matrix of this type and its size respectively. Also throughout this section, we assume that α is sufficiently large, or, more specifically, α > (c 2 ) 2 , where c 2 is the constant of Lemma 1. For stating our result succinctly we introduce some more order notations. By o α (1) and o α + (1) we denote some positive functions ε 1 (α) and ε 2 (α) that are defined in each context to satisfy ε 1 
+ o α (1), and
These derivations are useful in the following analysis. With this notation, the bound of Corollary 3 can be restated as
What is essential for our analysis is the relation between χ 1 and 1. In the following we fix a 1 , ..., a n , b, and χ to those satisfying
Here recall that the overlap a is defined by a = χ 1 , 1 . Hence, we have a 1 = a and
for some η such that η⊥1. Note that a 2 + b 2 = 1 and b 2 = i≥2 a 2 i . Thus, for bounding a (which is one of our goals), we will estimate i≥2 a 2 i (= b 2 ) and
Here the key tool is the bound (2) applied to the following relation:
Theorem 1. W.h.p. we have
Proof. By using (2) and (3), we have
Hence,
and then our desired bound (4) follows.
Next we give the following upper bound for λ 1 .
Theorem 2. W.h.p. we have
Proof. We first show that
holds w.h.p. Let w = A1 − pn1. We estimate A1, χ 1 in the following two ways:
(by (2) and |b| ≤ 1)
The bound (7) follows from these two bounds.
Next we derive (6) . First note that from (4) we have
Using this bound, the desired bound is shown by
Theorem 3. W.h.p. we have
Thus, within our approximation, this upper bound matches to the lower bound (4).
Proof. Here again using (2) and (3), we have
Here for deriving the last inequality, we used bounds for λ 1 : a lower bound pn − o(1) is from Lemma 6, and an upper bound is (7). Hence we have
Then the bound (8) of the lemma follows.
Finally we show the following lower bound for λ 1 .
Theorem 4. W.h.p. we have
Proof. We start by estimating A1 2 . Let w = A1 − A1, 1 1. Then since w ⊥1, we have
On the other hand, we let w = A1 − pn1, and then we have
Hence, by the triangular inequality, we have
where (2) and Lemma 6 are used to get this bound for some δ > 0. Thus, we have
Then by (10), we have
On the other hand, we have
Hence, by using (11), we have holds. On the other hand, by using (8), we have some d 2 with which the first term is bounded by 
