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1. Introduction
Finite rank Coxeter groups, in common with all finitely generated groups, have an
associated length function. This length function is often important in understanding certain
aspects of finitely generated groups. For Coxeter groups, though, the length function plays
a more fundamental role as a result of its intimate connection with the root system of the
Coxeter group. To put flesh on these bones, let W denote a finite rank Coxeter group withR
its set of fundamental reflections. The length function l on W is defined by setting l(1)= 0
and for w a non-trivial element of W ,
l(w)= min{l ∈N |w = r1r2 · · · rl where ri ∈ R}.
Now let V be an R-vector space with basis Π where Π = {αr | r ∈ R} is in one-to-one
correspondence with R. For r , s ∈ R we use mrs (=msr ) to denote the order of rs. Letting
αr,αs ∈Π we define the following inner product 〈 , 〉 on V ,
〈αr ,αs〉 =
{− cos(π/mrs) if mrs <∞,
−1 if mrs =∞.
For r ∈R, v ∈ V let
r · v = v − 2〈v,αr 〉αr .
This determines a faithful action of W on V , usually called the reflection module, which
preserves the inner product 〈 , 〉 (see [5, Chapter 5]). The root system Φ of W is the
following set of vectors in V :
{w · αr |w ∈W, r ∈ R}.
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S.B. Perkins, P.J. Rowley / Journal of Algebra 273 (2004) 344–358 345Set Φ+ = {∑r∈R λrαr ∈ Φ | λr  0 for all r ∈ R} and Φ− = −Φ+. The sets Φ+ and
Φ− are called, respectively, the positive and negative roots of Φ and, as is well known,
Φ =Φ+ ∪˙Φ−. The length of w, an element of W , is also given by the cardinality of the
set N(w) where
N(w)= {α ∈Φ+ |w · α ∈Φ−}.
Now let X be a subset of W and put
N(X)= {α ∈Φ+ |w · α ∈Φ− for some w ∈X}.
Evidently N(X)=⋃x∈XN(x). We define the Coxeter length, or C-length, of X to be the
cardinality of N(X) and denote it by l(X). Clearly, when X = {w}, the C-length of X is
just l(w).
In the case when W is a Coxeter group of type An(∼= Sn+1) and w ∈ W is an n + 1
cycle (viewed as an element of Sn+1), it is easy to check that N(〈w〉) = Φ+ and so
l(〈w〉) = n(n + 1)/2. Coxeter length exhibits a wide range of behaviour; consider, for
example, the case when W is of type A4(∼= S5). Then W has three conjugacy classes of
subgroups of order 4, namely one with subgroups isomorphic toZ4 and two with subgroups
isomorphic to Z2 × Z2, where one consists of non-parabolic subgroups and the other of
parabolic subgroups. The Coxeter lengths of subgroups in these classes are, respectively,
66,109; 62,103; 23,42,64,84,102
(the exponents count the multiplicity of that particular length). There are also three
conjugacy classes of subgroups of order 6—those containing Z6 subgroups, non-parabolic
S3 subgroups and parabolic S3 subgroups. Coxeter lengths in these classes are:
42,108; 33,64,93; 42,108.
In connection with parabolic subgroups, see Proposition 1.1. As a more substantial
example, we give the Coxeter lengths for the Sylow 3-subgroups of W when W is of
type A7(∼= S8) thus,
66,912,1210,1527,1848,2188,2452,2737.
The aim of this paper is to investigate properties of the Coxeter length of various subsets
of W . Two important types of subsets of W which immediately spring to mind are
conjugacy classes and subgroups. Concerning such subsets, we have the following results.
We recall that the standard parabolic subgroup WI of W , where I ⊆ R, is the subgroup
〈I 〉. Our first result, proved in Section 3, is the following proposition.
Proposition 1.1. Let X be a finite standard parabolic subgroup of W , and Y be conjugate
to X (so Y = gXg−1 for some g ∈W ). Then l(X) l(Y ), with equality if and only if Y is
also a standard parabolic subgroup of W .
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〈w〉 for the subgroup generated by w ∈ W , we say that 〈w〉 ↘ 〈w′〉 if there exists a
sequence r1, r2, . . . , rn of fundamental reflections such that 〈w′〉 = 〈w〉r1 ···rn , and, for
i  1, l(〈w〉r1···ri−1ri )  l(〈w〉r1···ri−2ri−1). We can make an analogous definition, that
〈w〉 ↗ 〈w′〉 if there exists a sequence r1, r2, . . . , rn of fundamental reflections such that
〈w′〉 = 〈w〉r1···rn , and, for i  1, l(〈w〉r1···ri−1ri )  l(〈w〉r1···ri−2ri−1). Supposing C is a
conjugacy class of W , we let Cmin, respectively Cmax, be the set of w in C for which l(w)
is minimal, respectively maximal, in C. Analogously, C〈min〉, respectively C〈max〉, denotes
the set of w ∈ C for which l(〈w〉) is minimal, respectively maximal, in C. With the aid of
results in [3,4], we prove the following theorem.
Theorem 1.2. Let W be a finite irreducible Coxeter group and C be a conjugacy class
of W .
(i) For each w ∈ C there exists w′ ∈ C〈min〉 such that 〈w〉 ↘ 〈w′〉.
(ii) If w ∈ Cmin, then w ∈C〈min〉.
Theorem 1.3. Let W be a finite irreducible Coxeter group and C be a conjugacy class
of W .
(i) For each w ∈ C there exists w′ ∈ C〈max〉 such that 〈w〉 ↗ 〈w′〉.
(ii) If w ∈ Cmax, then w ∈ C〈max〉.
Theorems 1.2 and 1.3 are proved in Section 5. We may consider the C-lengths of
conjugacy classes themselves; we say that a conjugacy class of W is flat if all its elements
have the same length.
Proposition 1.4. Let W be an infinite Coxeter group of finite rank and C a conjugacy class
of W . Then N(C)=Φ+ if and only if C is not a flat class.
Definition 1.5. Let C be a conjugacy class of W . We say C is of type Cl(6) if, for each
w ∈C, α ∈Φ+, we have w−1 · α +w · α = α.
We may now state
Proposition 1.6. Let W be a finite irreducible crystallographic Coxeter group, and C be a
conjugacy class of W . Then N(C)=Φ+ if and only if C is neither the identity class or of
type Cl(6).
Classes of type Cl(6) are flat classes whose elements have order 6 (see Lemma 4.1);
a list of all flat classes in finite irreducible Coxeter groups is given in [7, Theorem 1.3].
There are only three classes of type Cl(6), and they are listed in Table 1, where we let x
stand for an arbitrary Coxeter element of the group in question.
So, among all the Weyl groups and all the non-trivial conjugacy classes C, N(C) =Φ+
for only one class in F4 and one class in E8. In these two cases, the C-lengths are,
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Classes of type Cl(6)
Group Size of class Representative Order
E8 4480 x5 6
F4 16 x2 6
H4 40 x5 6
Table 2
Classes C for which l(C) < |Φ+|
Group Size of class C-length Representative Order
H3 12 14 rs 5
H4 24 59 x6 5
144 59 rs 5
40 56 x5 6
24 40 x3 10
In 2 4i (x)i where 4i < n n/(n, i)
respectively, 22 and 119. What, we wonder, might be behind such exceptional behaviour?
In the case of the non-crystallographic groups H3, H4, and In, n = 3,4,6, there are a
number of non-trivial conjugacy classes C for which l(C) < |Φ+|. These classes are
given in Table 2, in which x again stands for an arbitrary Coxeter element of the group
in question, and, for H3 and H4, r and s are the fundamental roots for which mrs = 5.
Propositions 1.4 and 1.6 are proved in Section 4 while in Section 2 some basic results
about C-length are established.
In the remainder of this section we state some known facts which we will require later.
Unless otherwise stated, the proofs may be found in, for example, [5].
Proposition 1.7. Let W be a Coxeter group of finite rank.
(i) Let w,v ∈W . Then N(w)=N(v) if and only if w= v.
(ii) There is a one-to-one correspondence between Φ+ and the set of reflections in W .
For each α ∈ Φ there is a reflection, denoted rα , with rα · α = −α and rα · β =
β − 2〈α,β〉α.
(iii) If α =w ·αr for some w ∈W , αr ∈Π , then rα =wrw−1, where r is the fundamental
reflection corresponding to the fundamental root αr .
(iv) Let α ∈Φ+. If w · α ∈Φ+ then l(wrα) > l(w). If w · α ∈Φ− then l(wrα) < l(w).
(v) For w,v ∈W , l(vw)= l(v)+ l(w)− 2|N(v) ∩N(w−1)|.
(vi) If W is finite, then there is a unique element of maximal length in W , usually denoted
by w0.
Let α ∈ Φ . For Λ a subset of Φ , we put Λ+ = Λ ∩ Φ+ and Λ− = Λ ∩ Φ−. The
following easy observation is [6, Lemma 2.3].
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In particular, if W is infinite then W · α contains infinitely many roots.
A Coxeter group W is said to be crystallographic if it stabilizes a lattice in V . We have
Proposition 1.9. Let W be a finite irreducible crystallographic Coxeter group. Then
(i) W is one of the following: An, n 1, Bn, n 2, Dn, n 4, E6, E7, E8, F4, I6.
(ii) If α and β are in the same connected component W · α of Φ then 〈α,β〉 ∈ {0,
±1/2± 1}. Moreover, 〈α,β〉 = 1 if and only if α = β and 〈α,β〉 = −1 if and only
if α =−β .
We recall the notion of depth of a positive root (see [1]):
Definition 1.10. For each α ∈ Φ+ the depth of α (relative to R) is dp(α) = min{l ∈ N |
w · α ∈Φ− for some w ∈W with l(w)= l}.
There is a connection between depth and inner products as revealed in the next propo-
sition.
Proposition 1.11. Let r ∈ R and α ∈Φ+ − {αr }. Then
dp(r · α)=


dp(α)− 1 if 〈α,αr 〉> 0,
dp(α) if 〈α,αr 〉 = 0,
dp(α)+ 1 if 〈α,αr 〉< 0.
Proof. See [1, Lemma 1.7]. ✷
Finally, for w ∈W , we say that w is bad upward if w does not have maximal length
in its conjugacy class, but for all reflections s ∈W , l(sws)  l(w). In [6] it was proved
that an infinite Coxeter group of finite rank has no bad upward elements by showing that
either w is in a flat class or there is some reflection s with l(sws) > l(w). An immediate
corollary is the following observation.
Proposition 1.12. Let W be an infinite Coxeter group of finite rank and C a conjugacy
class of W . Then either C is flat or it is infinite.
The flat classes of infinite irreducible finite rank Coxeter groups are described in [6,
Lemma 2.4].
2. Some basic results
Lemma 2.1. Let X ⊆W . Then X has infinite Coxeter length if and only if X is infinite.
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i=1 |N(xi)|<∞. Suppose, then, that X is infinite. Let x ∈X. Then N(x) ∈ P(N(X)),
the power set of N(X). Since, for w,v ∈ W , N(w) = N(v) only when w = v by
Proposition 1.7(i), the set {N(x) | x ∈X} is an infinite subset of P(N(X)). Hence N(X)
itself must be infinite. ✷
In the case that X is a subgroup of W , we may give an alternative description of l(X).
Lemma 2.2. Suppose X is a finite subgroup of W and let {Oi}i∈I be the orbits of X on Φ .
Set J = {i ∈ I |O+i = ∅ =O−i }. Then
l(X)= 1
2
∑
j∈J
|Oj |.
Proof. Let j ∈ J . If Oj = −Oj then half of the roots in Oj are positive roots so Oj
contributes |Oj |/2 to l(X), while if Oj = −Oj , then Oj ∪−Oj contributes |Oj | to l(X),
so giving the lemma. ✷
Lemma 2.3. Suppose X is a finite subgroup of W , r ∈ R and let Or be the X-orbit of αr .
Then
l
(
Xr
)
< l(X) if Or ⊆ {αr } ∪
(
Φ−\{−αr }
)
,
l
(
Xr
)
> l(X) if Or ⊆Φ+ andOr = {αr },
l
(
Xr
)= l(X) if either Or ⊆ {±αr} or both Or ∩Φ− = ∅ andOr ∩Φ+ = {αr }.
Proof. It is clear thatO is an orbit ofX if and only if r ·O is an orbit of Xr . By Lemma 2.2,
l(X) depends only on the number of roots whose orbits contain both positive and negative
roots. Write Θ(X) for the set of orbits of X which contain both positive and negative roots.
Let O be an orbit of X which contains neither αr nor −αr . Since N(r) = {αr }, we have
O ∈Θ(X) if and only if r ·O ∈Θ(Xr). Hence, the only alteration in l(Xr ) can come about
via the effect on Or . Exactly one of the following holds:
(i) Or = {αr }. Here r ·Or =−Or and clearly l(Xr)= l(X).
(ii) Or ⊆ Φ+ and Or ∩ Φ+ = {αr }. Then ±Or /∈ Θ(X) but ±r · Or ∈ Θ(Xr). Thus
l(Xr)= l(X)+ |Or |.
(iii) Or ∩ Φ− = ∅ and Or ∩ Φ+ = {αr }. Either Or = {±αr } and l(Xr) = l(X) or
±Or ∈Θ(X) and ±r ·Or /∈Θ(Xr), in which case l(Xr)= l(X)− |Or |.
(iv) Or ∩Φ− = ∅ and Or ∩Φ+ = {αr }. Here both ±Or ∈Θ(X) and ±r ·Or ∈Θ(Xr),
so l(Xr )= l(X).
The result follows immediately. ✷
Lemma 2.4. Let C be a conjugacy class of a finite irreducible Coxeter group W . If
w ∈Cmax, then N(CW (w))=Φ+.
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rately. First, assume that W is finite and crystallographic, C a conjugacy class of W and
w ∈ Cmax. We will show that, unless a root α ∈Φ+ is fixed by w, there exists some i > 0
for which wi ·α ∈Φ−. Suppose thatw ·α = α and let β =w ·α, γ =w2 ·α, and δ =w3 ·α.
Suppose, for a contradiction, that β , γ , and δ are all positive roots. Now W is crystallo-
graphic, and β and γ are in the same component of the root system. Thus, by Proposi-
tion 1.9(ii), 〈β,γ 〉 ∈ {−1/2,0,1/2} (the possibilities ±1 are excluded because β = ±γ ).
We have that w−1 · β = α ∈Φ+. Therefore, if rβ ·w · β = rβ · γ ∈Φ+ then, using Propo-
sition 1.7(iv),
l(rβwrβ) > l(rβw)= l
(
w−1rβ
)
> l
(
w−1
)= l(w),
which contradicts the fact thatw has maximal length in its conjugacy class. So rβ ·γ ∈Φ−.
Similarly, repeating the argument with w−1 in place of w, we must have rγ · β ∈ Φ−.
However, given the possibilities for 〈β,γ 〉, we see that the only way rβ · γ can be negative
is if 〈β,γ 〉 = 1/2 and rβ · γ = γ − β ∈ Φ−. But this implies that rγ · β = β − γ which
must consequently be a positive root, contradicting our deduction that rγ · β ∈Φ−.
Therefore, if w · α = α, there is some i > 0 for which wi · α ∈Φ−. Now wi ∈ CW(w)
for all i > 0, and so {α ∈Φ+ |w · α = α} ⊆N(CW (w)).
Suppose that w · α = α. Then an easy calculation shows that rα ∈ CW(w) and hence
α ∈ N(CW (w)). Therefore, if W is crystallographic and w has maximal length in its
conjugacy class, N(CW (w))=Φ+ as required.
There are three types of non-crystallographic finite Coxeter group: H3, H4, and In for
n = 3,4,6. If the longest element w0 of W is central, then clearly N(CW (w)) = Φ+
for each w ∈ W . The result is therefore trivial in these cases. This observation deals
with H3, H4, and In where n is even. It remains to consider W = I2m+1(m > 1). Now
I2m+1 = 〈r, s | r2 = s2 = (rs)2m+1 = 1〉. Suppose w = (rs)i for some i  0. Then both
(rs)m and sr centralize w, with N((rs)m)= Φ+ − {αr } and N(sr) = {αr, r · αs}. Hence
N(CW (w))=Φ+. Similarly N((sr)i )=Φ+ for each i  0. Any element not of this form
is of odd length and hence a reflection. The (unique) reflection r˜ of maximal length in W
is the longest element of W , and so it is clear that N(CW (r˜)) = Φ+. This completes the
proof of the result. ✷
The following lemma is used in the proof of Proposition 1.6.
Lemma 2.5. Let C be a conjugacy class of involutions in a Coxeter group W . Then
N(C)=Φ+.
Proof. Let α ∈Φ+. If dp(α)= 1 then α = αr for some r ∈R. Since C is non-trivial there
exists t ∈C, γ ∈W ·αr such that t ·γ = γ . Now x ·γ = αr for some x ∈W , so xtx−1 ·αr =
xt ·γ = x ·γ = αr . Set t ′ = xtx−1. If t ′ ·αr ∈Φ+ then rt ′r ·αr =−r · (t ·αr) ∈Φ−. Hence
α = αr ∈N(C). We proceed by induction on dp(α).
Suppose dp(α) > 1. Then there exist r ∈ R, β ∈ Φ+ such that α = r · β and dp(β) <
dp(α). By induction then, there exists t ∈ C with t · β ∈Φ−. Now
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unless t ·β =−αr . However, if this is the case, then t ·αr =−β . Because dp(r ·β) > dp(β),
Proposition 1.11 implies that 〈β,αr 〉< 0 and so
t · α = t · (β − 2〈β,αr〉αr )=−αr − 2∣∣〈β,αr 〉∣∣β ∈Φ−.
Therefore, either α ∈N(t) or α ∈N(rtr). So, by induction, α ∈N(C) for all α ∈Φ+ and
the result follows immediately. ✷
3. Parabolic subgroups
Proposition 3.1. Let X be a finite standard parabolic subgroup of W . Then for each
coset Xv of X, we have l(Xv) = l(X) + l(u) where u is the unique distinguished coset
representative of minimal length of Xv.
Proof. Let Xv be a coset of X in W and let u be the coset representative which has
minimal length. Then, for each x ∈X, consider the length of xu. Write reduced expressions
x = r1 · · · rk and u = s1 · · · sm (for some ri ∈ I , si ∈ R). Suppose that the expression
xu= r1 · · · rks1 · · · sm is not reduced. Then, by the deletion condition, we may remove two
elements in the expression to obtain a shorter expression for xu. Since the expressions for
x and u are reduced, the two elements cannot both be from {r1, . . . rk} or from {s1, . . . , sm}.
Therefore, we must have xu = r1 · · · rˆi · · · rks1 · · · sˆj · · · sm for some i and j . But now
s1 · · · sˆj · · · sm is a coset representative of shorter length than u, which is impossible.
Therefore, our original expression was reduced and l(xu) = l(x) + l(u). The only way
this can occur is if N(xu)= u−1 ·N(x) ∪˙N(u) (and N(x)! ∩N(u−1)= ∅). Now
N(Xv)=N(Xu)=
⋃
x∈X
N(xu)=
⋃
x∈X
(
u−1 ·N(x) ∪˙N(u))
= u−1 ·
⋃
x∈X
N(x) ∪˙N(u)= u−1 ·N(X) ∪˙N(u).
Therefore l(Xv)= l(X)+ l(u) as required. ✷
Proof of Proposition 1.1. Assume, without loss of generality, that g−1 is the coset
representative of minimal length for the coset Xg−1. For x ∈ X, by Proposition 1.7(v),
we have:
l
(
gxg−1
)= l(g)+ l(xg−1)− 2∣∣N(g) ∩N((xg−1)−1)∣∣
= l(x)+ 2l(g)− 2∣∣N(g) ∩−xg−1N(xg−1)∣∣
= l(x)+ 2l(g)− 2∣∣N(g) ∩ (−xg−1 · gN(x) ∪−xg−1 ·N(g−1))∣∣
= l(x)+ 2l(g)− 2∣∣(N(g) ∩N(x−1))∪ (N(g) ∩ x ·N(g))∣∣.
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in X, l(xg−1)= l(x)+ l(g−1). This can only happen when N(x)∩N(g)= ∅. Hence,
l
(
gxg−1
)= l(x)+ 2[l(g)− ∣∣N(g) ∩ x ·N(g)∣∣] l(x). (1)
Let x0 be the unique longest element in X (x0 exists because X is finite). Then by (1),
l(gx0g−1)  l(x0) = l(X). Hence, writing Y = gXg−1, we have l(Y )  l(X). Suppose
we have equality, so l(Y ) = l(X). Then it must be the case that l(gx0g−1) = l(x0), and
therefore, using (1),
N(g)= x0 ·N(g). (2)
Now we may write X = WI for some I ⊆ W , and let r ∈ I . Then x := rx0 has
l(x)= l(x0)− 1. We have
l(x0)= l(Y ) l
(
gxg−1
)= l(x0)− 1+ 2[l(g)− ∣∣N(g) ∩ x ·N(g)∣∣],
and as a result, N(g) must equal x ·N(g). Consequently,
r ·N(g)= rx ·N(g)= x0 ·N(g)=N(g).
This implies that l(grg−1)= l(r)= 1; that is Ig ⊆R, and therefore Y =WgI is the standard
parabolic subgroup WIg of W . ✷
Remark. A similar proof also shows that Proposition 1.1 also holds for left cosets.
4. The length of a conjugacy class
We will show that in almost all cases, the C-length of a conjugacy class C of W is |Φ+|.
We begin by proving Proposition 1.4. So let W be an infinite Coxeter group of finite rank
and C a conjugacy class of W .
Proof of Proposition 1.4. If C is a flat class then C must be finite and therefore it is
impossible for N(C) = Φ+. Assume then, that C is not flat, and hence is infinite. For
each β ∈ Φ , define Ω(β) := {w · β | w ∈ C}. Suppose, for a contradiction, that Ω(αr)
is finite for each r ∈ R. Then, for each w ∈ C, {w · αr | r ∈ R} can be thought of as an
element of
∏
r∈R Ω(αr), so there are
∏
r∈R |Ω(αr)| <∞ choices for {w · αr | r ∈ R}.
But this set determines w · Φ and N(w). Hence, the choice for N(w), w ∈ C is finite,
contradicting that fact that W acts faithfully and C is infinite. Therefore, there exists r ∈R
with |Ω(αr)| = ∞. We will show that every connected component of the root system
contains such a fundamental root. Let α /∈W · αr . Then, since W acts faithfully on W · α
by Lemma 1.8, there exists β ∈W · α with r · β = β . Now, if Ω(β) is finite, it is clear
that Ω(r · β)=Ω(β − 2〈αr,β〉αr ) must be infinite. Therefore, either Ω(β) or Ω(r · β)
is infinite. Now for some s ∈ R, x ∈W , we have x · β = αs . Easy calculations show that
Ω(αs)= x ·Ω(β) and Ω(αs)= xr ·Ω(r · β), hence |Ω(αs)| =∞.
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|Ω(αr)| = ∞. Write Ω+(αr ) for Ω(αr) ∩ Φ+ and Ω−(αr ) for Ω(αr) ∩ Φ−. Suppose,
for a contradiction, that Ω−(αr ) is finite. Then Ω+(αr )\{αr } is infinite. Let w · αr ∈
Ω+(αr )\{αr }. Then rwr · αr =−rw · αr ∈Φ−. That is,
−r · (Ω+(αr )\{αr })⊆Ω−(αr ),
which is a contradiction. Therefore Ω−(αr ) is infinite.
Now W · α = W · αr , so there is some v ∈ W with v · αr = α. As before Ω(α) =
v ·Ω(αr), henceΩ−(α)⊇ v ·Ω−(αr )\N(v). Thus |Ω−(α)| |Ω−(αr )|− l(v). Therefore
Ω−(α) is infinite. This holds for each α ∈Φ; clearly, then, N(C)=Φ+. ✷
For the remainder of this section W is assumed to be a finite irreducible Coxeter group.
For w ∈W we may write the orbits of w as cycles of roots (α,w · α,w2 · α, . . .). We say
the sign type of an orbit is the pattern of positive and negative roots. For example, the orbit
(α,−α) would have sign type (+,−). The length of w is the number of positive roots α
for which w · α is negative. We may therefore calculate l(w) just from the sign types of its
orbits. We have the following lemma.
Lemma 4.1. Let C be a conjugacy class of type Cl(6).
(i) For each w ∈ C, w is a product of disjoint cycles all of the form (x, x + y, y,−x,
−(x + y),−y), for some roots x, y ∈Φ .
(ii) The class C is a flat conjugacy class.
Proof. Let w ∈ C and α ∈Φ . Then w−1 ·α+w ·α = α. Now w2 ·α =w · (α−w−1 ·α)=
w · α − α =−w−1 · α. So, setting x =w−1 · α and y =w · α, the orbit of w containing α
is (x, x + y, y,−x,−(x + y),−y) as required, and so (i) holds.
For (ii), consider the sign type of (x, x + y, y,−x,−(x + y),−y). Without loss
of generality, we may assume that x ∈ Φ+. If y is also positive then the sign
type is (+,+,+,−,−,−). Otherwise the sign type is either (+,−,−,−,+,+) or
(+,+,−,−,−,+). That is, each orbit of w contributes 1 to l(w). Thus l(w) = |Φ|/6.
This holds for each w ∈ C and hence C is a flat class. ✷
Lemma 4.2. Let C be a non-trivial conjugacy class of W and let w ∈ C. Suppose that
there exists α ∈Φ+ such that for each β ∈W · α, either w ·β = β or w−1 ·β +w · β = β .
Then C is of type Cl(6).
Proof. Let C and w be as described. Then, for each β ∈W · α, w3 · β =±β . Now W acts
faithfully on W · α. The only possible elements x of W with the property that x · β =±β
for all β ∈Φ are 1 and w0, the longest element in W , where it exists and is central. Now
clearly w3 = 1, therefore w3 =w0 and so w3 · β =−β for all β ∈Φ (not just β ∈W · α).
In addition w−1 · β +w · β = β for all β ∈W · α. Let v = gwg−1 ∈ C. Clearly, v3 =w0.
Let β ∈W ·α. Then v−1 ·β+ v ·β = g(w−1 · (g−1 ·β)+w · (g−1 ·β))= g · (g−1 ·β)= β .
Thus, for all β ∈W · α and every v ∈C, v−1 · β + v · β = β .
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on W · γ , there is some δ ∈ W · γ with rα · δ = δ. We may assume that γ = δ since if
δ = x · γ , say, then we may replace v by xvx−1 and γ by δ. Now rγ · α ∈W · α and so
v−1(rγ · α)+ v(rγ · α)= rγ · α. However, this observation gives
v−1 · (α − 2〈α,γ 〉γ )+ v · (α − 2〈α,γ 〉γ )= α − 2〈α,γ 〉γ,
v−1 · α + v · α − 2〈α,γ 〉(v−1 · γ + v · γ )= α − 2〈α,γ 〉γ,
−2〈α,γ 〉(v−1 · γ + v · γ )=−2〈α,γ 〉γ,
v−1 · γ + v · γ = γ.
This contradicts the assumption that v−1 · γ + v · γ = γ . Therefore, for all γ ∈Φ , v ∈ C,
v−1 · γ + v · γ = γ and so C is of type Cl(6). ✷
We may now prove Proposition 1.6, which states that, for a finite irreducible crystallo-
graphic Coxeter group W , with C a conjugacy class of W we have that N(C)=Φ+ if and
only if C is neither the identity class or of type Cl(6).
Proof of Proposition 1.6. Clearly, if C = {1} then N(C)= ∅ =Φ+. Suppose C is of type
Cl(6). Let α˜ be the highest root in Φ . For each w ∈ C we have α˜ = w−1 · α˜ + w · α˜. If
there exists w ∈ C such that w · α˜ ∈ Φ− then we have w−1 · α˜ = α˜ + (−w · α˜). That is,
a positive root may be added to α˜ to produce another root, which must then have greater
height than α˜, and that is impossible. So α˜ /∈N(C) and N(C) =Φ+.
Assume, therefore, that C is non-trivial and not of type Cl(6). We will show, by
induction on dp(α) that for each α ∈ Φ+, there exists u ∈ C such that u · α ∈ Φ− and
u−1 · α + u · α = α.
Suppose dp(α) = 1. Then α = αr for some r ∈ R. Now, by Lemma 4.2, there exist
v ∈ C, β ∈ W · αr such that both v · β = β and v−1 · β + v · β = β hold. In addition,
x ·β = αr for some x ∈W . Settingw = xvx−1 ∈C, it is evident thatw−1 ·αr+w ·αr = αr .
A straightforward calculation also shows that (rwr)−1 · αr + (rwr) · αr = αr . Now, since
w does not fix αr and (rwr) ·αr = r · (−w ·αr), clearly either w or rwr will suffice as the
required element u of C.
Let dp(α) > 1. It follows from the definition of dp(α) that there exist β ∈ Φ+, r ∈ R
with r · β = α and dp(β) < dp(α). By induction therefore, there is some w ∈ C such that
w · β ∈Φ− and w−1 · β +w · β = β . Now
(rwr)−1 · α + (rwr) · α = rw−1 · β + rw · β = r · (w−1 · β +w · β) = r · β = α.
In addition, if w · β = −αr then (rwr) · α = rw · β ∈Φ−, so we may set u= rwr and we
are done. Therefore, we may assume that w · β =−αr . This implies that W · β =W · αr .
Because dp(r · β) > dp(β), we have 〈β,αr 〉 < 0 and hence, since W is crystallographic,
the only possibility is that 〈β,αr 〉 = −1/2. We may immediately deduce that: α = β + αr ,
〈α,β〉 = 1/2, rβ · α = αr and 〈β,w · β〉 = 1/2. Suppose that (rβwrβ) · α ∈Φ−. We have
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−1 · α + (rβwrβ) · α = rβ
(
w−1 · αr +w · αr
)=−rβw · (w−2 · (−αr)+ (−αr))
=−rβw ·
(
w−1 · β +w · β) = −rβw · β = rβ · αr = α.
We could therefore set u= (rβwrβ). We will assume, then, that (rβwrβ) ·α ∈Φ+. That is,
setting w · αr = γ , rβ · γ ∈Φ+. In this case, let u= rαwrα . Then
u · α =−rαw · α =−rαw · (β + αr)=−rα · (−αr + γ )=−rrβr · (γ − αr)
=−rrβγ
(
since 〈αr , γ 〉 = 〈β,w · β〉
)
= r · (−rβ · γ ).
So u · α ∈Φ− unless rβ · γ = αr . However, this is impossible – we have αr =−w · β , and
so w−1 · αr +w · αr =−w(w−1 · β +w · β) = −w · β = αr . However, if rβ · γ = αr then
1 = 〈αr , rβ · γ 〉, 1 =
〈
αr, γ − 2〈β,γ 〉β
〉
, 1 = 〈αr , γ 〉 + 〈β,γ 〉, 〈β,γ 〉 = 12 .
This implies that αr = rβ · γ = γ − β = w−1 · αr +w · αr which is not the case. Hence
u · α ∈Φ−. Suppose that u−1 · α + u · α = α. Then α − u · α ∈Φ and so 〈α,u · α〉 = 1/2.
Hence,
1
2
= 〈α,u · α〉 = 〈α, rαwrα · α〉 = 〈α,w · α〉 = 〈β + αr,w · β +w · αr 〉
= 1
2
+ 〈β,γ 〉 − 1+ 1
2
= 〈β,γ 〉.
But now 〈αr , rβ · γ 〉 = 〈αr, γ − β〉 = 1/2 + 1/2 = 1 and so αr = rβ · γ which we have
already discounted. Thus u · α ∈ Φ− and u−1 · α + u · α = α. Therefore, by induction,
N(C)=Φ+. ✷
4.1. Non-crystallographic finite Coxeter groups
For the groups H3 and H4 we tested the conjugacy classes using the algebra package
MAGMA [2]; the classes for which l(C) < |Φ+| are given in Table 2. Note that the class
of elements of order 6 given in H4 is of type Cl(6). It remains to consider the dihedral
group In. Let W = In for some n > 4, and α ∈ Φ+. By Lemma 2.5, each class C of
involutions in W has l(C) = |Φ+|. As before, let r ,s be the fundamental reflections
of W . We need only consider the conjugacy classes of the form C = {(rs)i, (sr)i} for
1 i  [n/2]. Now
N
(
(rs)i
)= {αs, s · αr, . . . , (sr)i−1s · αr} and
N
(
(sr)i
)= {αr, r · αs, . . . , (rs)i−1r · αs}.
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N(C)=
{
αr, s · αr , . . . , (sr)i−1s · αr
αs, r · αs, . . . , (rs)i−1r · αs
}
.
Hence N(C)= {α ∈Φ+ | dp(α) 2i}. In summary, therefore, if C is a conjugacy class in
In then l(C)= |Φ+| unless C = {(rs)i, (sr)i} for 0 i < n/4, in which case l(C)= 4i .
5. C-lengths of cyclic groups
Lemma 5.1. Suppose l(rwr) l(w). Then either rwr =w or αr ∈N(w) ∪N(w−1).
Proof. Suppose αr /∈ N(w) ∪ N(w−1). Then l(rw) = l(wr) = l(w)+ 1. Let r1 · · · rn be
a reduced expression for w. Then r1 · · · rnr is a reduced expression for wr . However,
rr1 · · · rnr is not reduced, since l(rwr)  l(w). By the exchange condition then, rwr =
rr1 · · · rnr is either equal to r1 · · · rˆi · · · rnr or r1 · · · rn = w, where rˆi means ri has been
removed from the expression. The first possibility though implies that rw = r1 · · · rˆi · · · rn,
which contradicts that fact that l(rw) > l(w). We must therefore have rwr = w, as
required. ✷
We introduce some further notation. For elements w,w′ ∈ W we define w ↘ w′ and
w↗ w′ in the obvious way, that w↘ w′ if there exists a sequence r1, r2, . . . , rn, ri ∈ R
with l(wr1r2···ri )  l(wr1r2···ri−1) for all i , with an analogous definition of w ↗ w′. For
w,w′ ∈ Cmin write w ∼min w′ if there is a sequence w = w0,w1, . . . ,wn = w′ such that,
for all i , l(wi) = l(wi+1) and wi+1 = xiwix−1i for some xi ∈W with either l(wix−1i ) =
l(wi)+ l(xi) or l(xiwi)= l(w)+ l(x). Similarly, for w,w′ ∈Cmax, we write w ∼max w′ if
there is a sequence w = w0,w1, . . . ,wn = w′ such that, for all i , l(wi) = l(wi+1) and
wi+1 = xiwix−1i for some xi ∈ W with either l(wix−1i ) = l(wi) − l(xi) or l(xiwi) =
l(w) − l(x). Geck and Pfeiffer ([3] and unpublished checks for non-crystallographic
groups) proved the following theorem.
Theorem 5.2. Let C be a conjugacy class of a finite irreducible Coxeter group W .
(i) For each w ∈ C, there exists w′ ∈ Cmin such that w↘w′.
(ii) If w, w′ ∈Cmin, then w ∼min w′.
In [4], the following analogous result was proved.
Theorem 5.3. Let C be a conjugacy class of a finite irreducible Coxeter group W .
(i) For each w ∈ C, there exists w′ ∈ Cmax such that w↗w′.
(ii) If w, w′ ∈Cmax, then w ∼max w′.
Proposition 5.4. If w↘ v then 〈w〉 ↘ 〈v〉.
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If rwr = w the result is trivial, so assume that rwr = w. Then by Lemma 5.1, αr ∈
N(w)∪N(w−1), which means that at least one of w · αr and w−1 ·αr is negative. Writing
Or for the 〈w〉-orbit of αr , we now have Or ⊆Φ+ and by Lemma 2.3, l(〈rwr〉) l(〈w〉).
So 〈w〉 ↘ 〈rwr〉, as required. ✷
Corollary 5.5. Let C be a conjugacy class of a finite crystallographic Coxeter group W .
Then for each w ∈ C, there exists w′ ∈ Cmin such that 〈w〉 ↘ 〈w′〉.
Proof. The corollary is an immediate consequence of Theorem 5.2 and Proposi-
tion 5.4. ✷
Proposition 5.6. For w,v ∈W , if w ∼min v then l(〈w〉)= l(〈v〉).
Proof. It is enough to show that if l(w) = l(v), v = xwx−1 and l(wx−1) = l(w) + l(x)
or l(xw)= l(w)+ l(x) then l(〈w〉) = l(〈v〉). In addition we may assume that l(wx−1)=
l(w)+ l(x), since if l(xw)= l(w)+ l(x) then w = x−1vx with l(vx)= l(v)+ l(x), so we
could replace w by v and x by x−1. Now
N
(〈w〉)= {α ∈Φ+ |O(α) ∩Φ− = ∅},
where O(α) is the orbit of α under 〈w〉. Suppose α ∈N(〈w〉). Then, since O(α) contains
both positive and negative roots, there must exist β ∈ Φ+ ∩ O(α) with w · β ∈ Φ−
and γ ∈ Φ− ∩ O(α) with w · γ ∈ Φ+. We have l(wx−1) = l(w) + l(x). This implies
(using Proposition 1.7(v)) that N(w) ∩N(x)= ∅. Now β,−γ ∈N(w). Hence x · β ∈Φ+
and x · γ ∈ Φ−. Consequently, x · O(α) contains both positive and negative roots. Now
vi · (x · α)= xwix−1x · α = xwi · α, so the orbit of x · α under 〈v〉 is simply x ·O, which
contains both positive and negative roots. Therefore, either x · α or −x · α is in N(〈v〉).
This holds for every α ∈N(〈w〉), and so l(〈w〉) l(〈v〉). Now
l
(
v−1x
)= l(xw−1x−1x)= l(xw−1)= l(wx−1)= l(w)+ l(x)= l(v−1)+ l(x).
It follows that v−1 ∼min w−1 and l(v−1x) = l(v−1)+ l(x). We may therefore apply the
above argument to deduce that
l
(〈v〉)= l(〈v−1〉) l(〈w−1〉)= l(〈w〉).
Thus l(〈w〉)= l(〈v〉). ✷
Proof of Theorem 1.2. Let w ∈ C〈min〉. Then by Corollary 5.5 there exists w′ ∈ Cmin with
〈w〉 ↘ 〈w′〉. By definition then, l(〈w′〉)  l(〈w〉), thus w′ ∈ C〈min〉. Now w′ ∼min v for
each v ∈ Cmin, so Proposition 5.6 gives l(〈v〉) = l(〈w′〉). That is, v ∈ C〈min〉 whenever
v ∈Cmin. So we have proved (ii).
Now let w be of arbitrary length in C. There exists w′ ∈ Cmin such that 〈w〉 ↘ 〈w′〉,
and by (ii) w′ ∈ C〈min〉. So (i) holds. ✷
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of 4-cycles in A4 ∼= S5. Then (1324) ∈ C〈min〉\Cmin. Note that l((1235))= l((1324)) and
(1235) /∈ C〈min〉. Similarly C〈max〉 = Cmax in general.
Lemma 5.7. Let w,v ∈W and suppose w↗ v. Then 〈w〉 ↗ 〈v〉.
Proof. Clearly, w ↗ v implies that v ↘ w, whence 〈v〉 ↘ 〈w〉 by Proposition 5.4. It
follows that 〈w〉 ↗ 〈v〉. ✷
Proposition 5.8. If w ∼max v then l(〈w〉)= l(〈v〉).
Proof. It is enough, as in Proposition 5.6, to consider the case v = xwx−1 with l(wx−1)=
l(w) − l(x). Then, using Proposition 1.7(v), we must have N(x) ⊆ N(w). Now suppose
that O is an orbit of 〈w〉 with O ⊆ Φ+. Then w · α ∈ Φ+ for each α ∈ O and thus
x · α ∈Φ+. Therefore x ·O ⊆Φ+, which means that if α /∈ N(〈w〉) then x · α /∈ N(〈v〉).
Hence l(〈v〉)  l(〈w〉). As in Proposition 5.6, we may reverse the argument by replacing
w and v with v−1 and w−1, and the result follows. ✷
Proof of Theorem 1.3. Let w ∈ C〈max〉. Then by Lemma 5.7 and Theorem 5.3 there
exists w′ ∈ Cmax with 〈w〉 ↗ 〈w′〉, whence l(〈w′〉)  l(〈w〉) and so w′ ∈ C〈max〉. Again
by Theorem 5.3, w′ ∼max v for each v ∈ Cmax, so Proposition 5.8 gives l(〈v〉) = l(〈w′〉)
and (ii) follows.
Now letw be of arbitrary length inC. Then there existsw′ ∈ Cmax such that 〈w〉 ↗ 〈w′〉.
From (ii) we have w′ ∈C〈max〉. Therefore, (i) holds and the proof is complete. ✷
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