In speaker verification (SV) systems that employ a support vector machine (SVM) classifier to make decisions on a supervector derived from Gaussian mixture model (GMM) component mean vectors, a significant portion of the computational load is involved in the calculation of the a posteriori probability of the feature vectors of the speaker under test with respect to the individual component densities of the universal background model (UBM). Further, the calculation of the sufficient statistics for the weight, mean, and covariance parameters derived from these same feature vectors also contribute a substantial amount of processing load to the SV system. In this paper, we propose a method that utilizes clusters of GMM-UBM mixture component densities in order to reduce the computational load required. In the adaptation step we score the feature vectors against the clusters and calculate the a posteriori probabilities and update the statistics exclusively for mixture components belonging to appropriate clusters.
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orders@ntis.fedworld.gov Online ordering: http://www.ntis.gov/help/ordermethods.asp?loc=7-4-0#online the other methods. This method of Gaussian reduction iteratively reduces the size of a GMM by successively merging pairs of component densities. Pairs are selected for merger by using a Kullback-Leibler based metric. Using Runnal's method of reduction, we were able to achieve a factor of 2.77 reduction in a posteriori probability calculations with no loss in accuracy when the original UBM consisted of 256 component densities. When clustering was implemented with a 1024 component UBM, we achieved a computation reduction of 5 with no loss in accuracy and a reduction by a factor of 10 with less than 2.4% relative loss in accuracy.
Tables 1 Introduction
Speaker recognition (SR) can be broken down into two tasks: speaker verification (SV) and speaker identification (SI). In SV systems the task is to determine whether a person is who he/she claims to be. In SI systems there is no claim of identity for the unknown speaker and so the system must determine who is talking from a set of known speakers. For an SI trained with N SI unique speakers, the SI task of determining which of these N SI speakers spoke the utterance is a 1 : N SI classification problem [20] More recently, some research has examined ways to reduce the required computation of SR systems without sacrificing accuracy-which will always be the most important factor. Computational reduction in SR systems is aimed at the test-stage where fast recognition or low power consumption (in embedded applications) may be important factors. Since training an SR system is normally a one-time, up-front cost, emphasis is not normally placed on fast training. In fact, it may be argued that increasing training time for potentially faster teststage time is an acceptable trade-off.
Much of the research on reducing computation in SR has focused on SI. The reason being that in the test-stage of a Gaussian Mixture Model (GMM) SI system, a maximum a posteriori (MAP) decision is made to identify the unknown speaker. The MAP decision requires a likelihood calculation of an unknown speaker's test feature vectors for each speaker model in the system. In SI systems with a large number of speaker models, the MAP decision is the recognized bottleneck [13] , [1] .
A number of different methods have also been proposed to reduce the computation in GMM-UBM SV systems where one of the primary computational bottlenecks is in the number of a posteriori probability calculations required in the log likelihood ratio. For example, a method was proposed by Sarkar to reduce the number of features being evaluated by eliminating those with substantial redundancy [25, 26] . Depending on the corpus and distance metric used to measure redundancy, they were able to achieve little to no performance degradation with a frame rate reduced by a factor of 4. Auckenthaler and Mason used hash tables [2] and were able to reduce the computational burden by creating a shortlist between a smaller hash GMM and the full component size GMM achieving a processing reduction factor of about 6 with "no noticeable performance degradation." The approach by Xiang and Berger [27] was to generate a structural background model (SBM) and structural GMMs (SGMM) for the target speakers. The SBM and SGMM were multilayered GMMs that could be considered GMMs of different resolution. The SGMM-SBM method achieved a computational reduction by a factor of 17 with a 5% reduction in equal error rate (EER).
The focus of this dissertation is on how to reduce the computational load in the SV test-stage of a state-of-the-art, support vector machine (SVM) using a GMM supervectors system. We propose several different methods of creating a hash GMM. The first method is similar to the GS1 hash of [2] but with a different method of generating shortlists which map the component densities from the hash GMM to components of the GMM-UBM. We use a method based on the Kullback-Leibler (KL) divergence between the components of the hash GMMs and the GMM-UBM components to generate shortlists for the hash GMMs. Two other hash generation methods we analyze are based on the idea of "GMM reduction." Our approach differs from Auckenthaler and Xiang [2, 27] primarily in that we use a new method of GMM reduction for creating the hash GMM and that we are using a SVM-based SV system described by Campbell [5] rather than the GMM-UBM system.
The remainder of the dissertation is organized as follows. In Chapter 2 we review SV systems based on SVM using GMM supervectors. Next, in Chapter 3 we present several methods of clustering the GMM-UBM component densities to create a hash GMM. In Chapter 4 we present the results that we have obtained using these various methods. Finally, Chapter 5 presents the conclusions from this work as well as proposes possible future work. 
Introduction to Speaker Verification

Introduction
While the task of SI and SV may be different, SV verifies a single claim of identity whereas SI tries to determine a speaker's identity from a possibly large set of potential speakers, both involve the same two major stages: training and testing. Whether training for SI or SV, we assume that we have access to voice samples from all speakers that will be identified or verified in the test stage. Fig. 1(a) shows that within the training stage, the SV system first calculates feature vectors from the training speech utterances. Next speaker models are fit to the feature vectors. Within the test stage, Fig. 1(b) , a speech utterance and claim of identity are provided and again the first step in processing is to calculate feature vectors. From these feature vectors the SV system must make a decision to accept/reject the identity claim based on the voiced sample.
As the process of generating feature vectors is common to both the training and testing stages, the process used to calculate the feature vectors is first examined. Next, the training stage is examined including the creation of a UBM. Finally, the test stage of the SVM based SV system is presented. 
Frontend Processing and MFCC Based Feature Vectors
Many modern SI/SV systems use mel-frequency cepstral coefficients (MFCCs) as a form of parametric representation of the speech signal. The MFCC representation has several key characteristics. The first is that it is a more compact representation than the discrete Fourier transform (DFT) and thus provides for dimensional reduction. A second characteristic is that it segments the frequency spectrum into critical bands using mel frequency filters. The mel filters are designed to be representative of the human auditory system. Finally, MFCCs are formed using homomorphic processing. A homomorphic process is a process that transforms convolution into addition which can simplify deconvolution. In particular, for SI/SV applications, this provides a means of decoupling the excitation source as well as channel effects while maintaining information about the time-varying vocal tract. Fig. 2 depicts the different processing steps that are used in the feature extraction stage. The first step in feature extraction is often pre-emphasis of the speech signal. The preemphasis filters suppresses frequencies below about 200 Hz as there is little important speech energy below these frequencies [3, p. 120] . The filter is a simple high pass filter of the form
where s in [n] is the input speech signal, s pr [n] is the pre-emphasized signal, and a is the feedback coefficient controlling the cutoff frequency of the high-pass filter. Typically a takes on a value of around 0.9 − 1.0 This work uses a value of 0.97.
The pre-emphasized speech signal is then analyzed using time-frequency analysis by means of a short-time Fourier transform. This is represented by the three blocks of Segmentation, Windowing, and Spectral analysis in Fig. 2 . The STFT of the speech signal is calculated by
where w[m] is the window function.
Next, mel-frequency cepstrum coefficients are calculated. This is done in the blocks labeled as Mel Filter Transform and Cepstral analysis in Fig. 2 . The mel cepstrum was for- [8] in order to add the effects of human audio perception to cepstral processing [7] . The mel filters are a set of triangular filters that are logarimically spaced to group the DFT values of the STFT into critical bands [19] . The filters are linearly spaced in the mel scale which is found by the equation pitch in mels = 1127log e (1 + F/700)
A set of example mel filters is shown in Fig. 3 . The mel-spectrum is computed for the m th frame as
where V r [k] is the r th filter ranging from DFT index L r to index U r . The term A r is a normalization term for the r th filter and is found as
The MFCCs are computed by calculating the cepstrum of the mel-spectrum 
RASTA Processing
Or more simply, M F CC = DCT (LOG(M F )).
The MFCC coefficients are then processed with RASTA channel compensation [12] . The purpose of RASTA processing is to suppress the effect of convolutional noise sources that might be present in a speech signal. For example switching from one microphone to another where both have linear characteristics. The convolutional noise becomes additive in the log domain from cepstral processing. In the RASTA method, each frequency channel is band-pass filtered in the time domain with a band-pass filter with a notch at DC. If the channel characteristics vary much slower than the speech signal characteristics, this notch will suppress slow variations in the short-term spectrum due to the slow varying channel. The filter that is used in the RASTA processing step is shown in Fig. 4 .
After RASTA processing, a temporal derivative of the data is calculated within each frequency channel. Clearly, speech is a time varying signal and as such it would seem reasonable to try to capture information about this dynamic nature. Delta-cepstral coefficients are used in an attempt to capture some of this dynamic information. The delta-cepstrum is an approximation to the first derivative while the delta-delta cepstrum is an estimate of the second derivative. In this work, we have only made use of the delta cepstrum. Typically, the delta cepstrum is computed with a locally smoothed estimate of the first derivative as
The final processing step shown in Fig. 2 is feature warping. The purpose of feature warp- Figure 5 . Steps involved in training the SVM using GMM supervectors SV system [9] .
ing is to enhance features and make them more robust to channel effects. While RASTA processing is used to remove linear convolution effects, it is not robust to additive noise. Feature warping attempts to mitigate both linear channel effects as well as additive channel noise [17] . In particular feature warping attempts to exploit the effect that additive noise generally reduces the variance of the cepstral feature parameters. The distribution of the cepstral features is mapped to a normal distribution (though the ideal distribution is multimodal). The result is that whether or not additive noise is present, the resulting feature warped distribution is very similar whereas the input distributions may have been significantly different.
The final output of the frontend processing is a set of feature vectors that contain MFCCs and delta-MFCCs that that have been processed with feature warping.
SV System Training
In this section, we briefly review the training stage of the SVM system using GMM supervectors as described in [5] . Training the SV system is achieved in four steps as depicted in Fig. 5 . The first step is constructing a GMM-UBM. The second step is MAP-adaptation of the UBM to target speakers. The third step is constructing supervectors from the MAPadapted GMMs. In the final step, SVMs are trained to target speakers.
UBM Construction
The first step in training, as depicted in Fig. 5(a) , consists of constructing a GMM-UBM using the feature vectors from a large collection of non-target speakers. The GMM-UBM is represented by the model parameters λ UBM = {w i , η i , Σ i } which are the weight, mean vector, and diagonal covariance matrix respectively for the i-th component density where 1 ≤ i ≤ M and M is the number of components densities of the GMM (typically 1024 or 2048). For a D-dimensional feature vector, x, the GMM which is a superposition of multivariate Gaussian component densities is defined as
Each of the individual densities p i (x) is itself a multivariate Gaussian distribution with mean η i and covariance Σ i of the form
Typically, parameters of the the GMM-UBM are estimated using the expectation-maximization (EM) technique [22] . EM is an iterative two step technique that first calculates the expectation values for membership values (the a posteriori probability) for each feature vector
. The second step re-estimates the sufficient statistics parameterŝ
where T is the number of training feature vectors. This two step process of alternately calculating the expectation (10) and updating the the sufficient statistics (11) is iterated until some convergence criterion is met (maximum number of iterations and/or percentage change in log-likelihood).
As a result, the GMM-UBM training has estimated a GMM with a substantial number of mixture components (typically 2048 components) to fit to the training feature vectors what were extracted from voice samples in a large number of speakers. Further, the UBM is often trained using speech samples that match the conditions of the test data. If the test environment/speaker characteristics are unknown, then it is common to use training data that is a diverse as possible in terms of channels, microphones, speaker dialects, etc...
In our system, the background model has been created by training GMMs to subpopulations of the training speaker data [21] . These GMMs are then combined to form a single GMM-UBM. We have trained separate GMMs for male/female speakers from different corpora. For example with two corpora we have trained four GMMs (male and female for each corpus). To merge the GMM trained on each subpopulation we have merged the sets of mean vectors and covariance matrices. We have assumed that each of the populations is equally likely and therefore have simply scaled the weights by the reciprocal of the number of subpopulations, w i = w i subpop /4.
MAP Adaptation
In the second step, Fig. 5 (b), feature vectors extracted from target speakers' utterances are used to MAP-adapt the mean vectors of the GMM-UBM using a form of Bayesian adaptation [23] . While the typical maximum likelihood training method trains models for each speaker independently, the adapted UBM approach derives a speakers model by updating a pretrained UBM model. This MAP adaptation provides a tighter coupling between the UBM and speaker adapted GMM.
The MAP adaptation is a two step process that is very similar to the EM algorithm used for training the GMM-UBM. The MAP-adapted speaker model is denoted λ s,u = {w i , µ s,u,i , Σ i } in which µ s,u,i is the MAP-adapted mean vector for the i-th component density from utterance u of speaker s. The model, λ s,u , is a GMM with the same weights w i and covariance matrices Σ i as the GMM-UBM but with mean vectors that have been adapted. The first step of the MAP adaptation is to calculate the sufficient statistics just as would be done in the EM algorithm. First, the probabilistic alignment of the feature vectors into the UBM mixture components are calculated with
where Next, the sufficient statistics for the weights and mean vectors are computed using
These new estimates of the sufficient statistics are then used to update the statistics from the GMM-UBM. The sufficient statistics for mixture i, utterance u, and speaker s are updated by
. The adaptation coefficient α m i controls the degree to which the new statistics are used to update the old statistics. The closer α m i is to 1 the more the new statistics affect the MAP adapted model. The adaptation coefficient is calculated using the sufficient statistics for the weight, n i , α
where ρ m is a fixed scalar that is referred to as the relevance parameter. The superscript m in α m i and ρ m is used to denote that the adaptation coefficient and relevance parameter are those used for the mean vector-as opposed to relevance parameters for updating the weights or covariance matrices. Often, the relevance parameter has been assigned the value of 16 in literature [23] . In general, the weights, w i , and covariance matrices, Σ i could also be adapted but for this supervector SVM based method we do not do so following [23] .
It is assumed that we have several utterances available for each target speaker. This assumption is necessary in order to adequately train the SVM system as described in Section 2.3. If this is not the case, then it may be possible to split a larger utterance into several smaller utterances for training.
Supervector Construction
Within the third step, Fig. 5(c) , the adapted mean vectors µ s,u,i are scaled
and then used to form GMM supervectors. There is a separate supervector for each speaker and utterance
. Each supervector is essentially a mapping from a speaker's utterance to a high-dimensional vector.
SVM Training
In the fourth step, Fig. 5(d) , a SVM is trained to discriminate the target speaker. SVMs have several key characteristics. First, the SVM is a maximum boundary classifier. In training the SVM, the decision boundary is found by maximizing the perpendicular distance between the decision boundary and the data points closest to it. This perpendicular margin is depicted in Fig. 7(a) . A second key characteristic is that SVMs are sparse kernel classifiers. They are sparse in that they use only a small subset of the training data points in a kernel function to make classification decisions. Fig. 7(b) shows that support vectors-or the data points retained in the kernel function-as well as the decision boundary that maximized the margin for the data in the figure.
The SVM is trained using a linear kernel [6] , with weight and bias parameters a n and b. Suppose we denote our kernel function as K(u a , u b ) where u a and u b are two different utterances to compare. The linear kernel is simply the inner product of the two vectors Margin Classifier [4] .
We have used a soft margin SVM-the SVM training algorithm allows for misclassification of training data. Training the SVMs is accomplished by minimizing [4] 
constrained to 0 ≤ a n ≤ C N n=1 a n t n = 0 (20) where C controls the soft penalizing of points that lie on the wrong side of the margin. The values a n are the weights of the support vectors. Because SVMs are sparse machines, the vast majority of a n will be equal to 0.
The SVM training system uses supervectors from the target speaker as well as a significant number of background non-target speakers. The supervectors for the target speaker are labeled +1 (t n = +1 whereas the supervectors for all other background speakers are labeled −1 (t n = −1). The resulting SVM speaker model is denoted ν s = {a s,n , b s } where a s,n is the weight of the n-th support vector, b s is the bias, and n ∈ S and S is set of indices of the support vectors
SV System Testing
In the SV test stage, we are given a speech utterance and an identity claim C. We must decide whether to accept or reject the claim. To do so we extract the feature vectors from the utterance as described in Section 2.2 and form a supervector m test following the same procedure as in Sections 2.3 and 2.3. The supervector, m test , is evaluated against the model SVM by computing
where t C,n denotes the labels associated with the support vectors and m n are the support vectors (supervectors). The claim is accepted if y(X) ≥ 0.
This decision is a binary decision though some research has gone into quantifying the quality (i.e. determining a confidence or probability) of the output [18] . It is also important to note that the SVM is a two-class classifier. As such it is well suited for the SV system (yes/no it is the claimant) but not as well suited for the SI system (choose one among many).
GMM Component Clustering
Introduction
Within the testing stage, a significant portion of the processing load is required during the calculation of the probabilistic alignment between the input feature vectors and the UBM mixture components in (12) and the calculation of the sufficient statistics (14) . This is significant because this calculation which includes a mahanobis distance calculation must be performed for each input feature vector into each of GMM-UBM component densities. Clearly, one way to speed up the likelihood calculations is to not perform the calculation for the entire set of mixture component densities. Effectively, we only calculate the probabilistic alignments for a subset of mixture components, C, that we have chosen wisely.
The principle behind the hash GMM [2] is that it attempts to model the same probabilistic features that the GMM-UBM models except that it does so with fewer component densities. A shortlist is created that maps clusters of components within the GMM-UBM to component densities within the hash GMM. This shortlist is formed by assigning components with the GMM-UBM to components of the hash GMM using a statistical divergence measure.
In Section 3.2 the general concept of using hash GMMs and a shortlist to improve computational efficiency is described. This is followed by Sections 3.3-3.3 in which three different methods are proposed for creating hash GMMs. These methods include training hash GMMs using EM on the original training data used to train the UBM, k-Means clustering of the GMM-UBM densities, and GMM reduction as described by Runnalls [24] .
Hash GMMs for Improved Scoring
The goal of using a hash GMM with shortlists mappings to components within the GMM-UBM is ultimately to reduce to total number of component likelihood calculations and the number of components used to update the sufficient statistics for each feature vector. Figure 8 shows the principle of clustering components of the GMM-UBM as depicted in blue on the left hand side of the figure and forming new components of the hash GMM as depicted in red on the right hand side.
Within the GMM-UBM there are M multivariate Gaussian component densities each having the model parameters {w i , η i , Σ i }-the weight, mean vector, and covariance matrix parameters respectively. A hash GMM is formed with M c components where M c < M with model parameters {w
where the superscript h is used to denote that they are the hash parameters.
A mapping associating components within the GMM-UBM to the hash GMM is found by selecting the mapping that minimizes the Kullback-Leibler (KL) divergence between the components in the UBM and the components in the hash GMM. The KL divergence is a measure of the dissimilarity between two probability distributions. The KL divergence between two probability distributions f and g is
One of the issues with using the KL divergence as a distance metric is that it is not symmetric, that is to say that
. This symmetrized KL divergence is given by
For multivariate normal distributions, this symmetrized KL divergence can be simplified to
It should be stressed that this is not the divergence between the GMM-UBM and hash GMM-for which there is no simple closed form solution-rather it is the divergence between individual component densities.
The adjusted MAP-adaptation using clustering is described in the following steps.
1. Calculate feature vectors as described in Section 2.2.
2. Calculate probabilistic alignment of feature vectors into UBM (a) Calculate probabilistic alignment of feature vectors into hash GMM using (12) with hash model parameters {w
Choose N max highest scoring components of the hash GMM for current feature vector (c) Calculate probabilistic alignment of feature vectors into GMM-UBM using only clusters of components of the GMM-UBM associated with the N max highest scoring components of the hash GMM. As an example refer to Figure 8 . Suppose that N max = 1 and for the current feature vector the highest scoring component within the hash GMM was that with model parameters {w (14) calculation using current feature vector and only those clustered components of the GMM-UBM that were found in the previous step. Following the previous example, we would update n i and E i (x) where i ∈ {1, 2, 3}.
MAP adapt as usual (15)
It is important to note that the majority of the SV system using clustering has not diverged from the system described in Chapter 2. The feature vectors have not changed, the formation of supervectors has not changed, and the SVM classification has not changed.
Of interest is the choice of whether or not to implement clustering within the training stage. Ultimately, the system makes decisions based on supervectors. These supervectors have the same form (dimensions and position of associated mean vectors) whether or not clustering is done within training. It is the reduction of the computational complexity of the test stage that is our ultimate goal. Though we are using clustering in the test stage, we are not necessarily constrained to do so in the training stage. One benefit of not clustering within the training stage is that we could make use of previously trained SVM models of our target speakers. One potential disadvantage to not clustering the training stage is that the processes for creating the supervectors would not be identical-which because linear kernel measures similarity-might reduce classification performance accuracy. We have implemented both cases and present results for both.
Methods for Forming Hash GMMs
This section describes several methods for determining hash GMMs. The first described in Section 3.3 is formed using the same data that was used to train the GMM-UBM while those described in Sections 3.3 and 3.3 rely on information about the GMM-UBM itself. One advantage of these latter methods is that the hash GMM can be formed after the GMM-UBM has been trained and without the original speech feature vectors.
Training Reduced Sized GMM-UBM Using EM and Original Feature Vectors
Ideally, we would like the hash GMM to capture similar features as those modeled by the GMM-UBM. As such, we propose training a hash GMM using the same MFCC vectors used to train the UBM except with a reduced number of components. For instance, if our UBM consisted of 1024 component densities we would train a hash GMM with perhaps only 32 mixture components.
Effectively, this approach entails running the EM algorithm that is used to form the UBM twice. This process was described in Section 2.3. Ultimately, we will have trained two different UBMs, one with a large number of component densities and another with a signicantly reduced number of component densities. Within this approach we refer to this reduced size GMM-UBM as our hash GMM.
The shortlist between the components of the larger GMM-UBM and the components of the hash GMM is determined minimizing the symmetrized KL divergence as described in Section 3.2.
k-Means Clustering of Components using KL Divergence
One disadvantage of calculating a hash GMM using the EM algorithm in the same manner that the UBM is calculated is that it requires access to the original training data and requires us to go through the time consuming EM algorithm again. Another option is to use k-means to cluster the component densities of the UBM. In particular, we have implemented the k-means algorithm using the symmetric KL as in (24) as a distance measure.
While k-means typically is used to calculate a centroid vector-such as a mean vectorwe have extended it to calculate several parameters for each centroid. Each centroid is a multivariate Gaussian distribution so it is necessary to calculate a mean vector, covariance matrix, and a weight parameter. We have chosen to calculate our centroids using expectation centroids as described in [15] .
After assigning the various mixture components to the clusters based on minimizing the divergence, the mean and covariance of each centroid are calculated for each cluster using its N component members as
and
.
We update the component weights by simply summing the individual weights of the components within the cluster
The k-means algorithm with KL-divergence is summarized in the following listing steps.
1. Initialize k-means. In this case we are initializing the centroids by randomly selecting M c of the component densities of the GMM-UBM. As such each of the centroids will have the model parameters {w c , µ c , Σ c } which are the weights, mean vectors, and diagonal covariance matrices of the randomly selected component densities.
2. Iterate the two step process of assignment and update until either the assignments longer change, some convergence criteria on the total distance is met, or some maximum number of iterations has occurred.
(a) Assignment step: Each component density within the GMM-UBM is assigned to the "closest" cluster. Each is assigned to the cluster for which the KLdivergence (24) between the centroid and the component density is minimized.
(b) Update step: New centroids are determined for each cluster by updating the centroid weights, means, and covariances according to (25) - (27) using only the component members that were assigned to that cluster in the previous step.
3. After the stopping criterion has been reached (through convergence or maximum iterations), the k-means centroids are used as the component densities of the hash GMM.
KL GMM Reduction
Recently, Runnalls [24] proposed a KL based approach to GMM reduction-that is to say reduction in the number of mixture component densities. His approach was to successively merge pairs of mixture components, replacing the pairs with a single Gaussian component that matched the merged pair up to a second order. Runnalls' criterion for selecting pairs to merge was based on minimizing the KL divergence between the GMM before the merge and the GMM after the merge. Although a closed form solution does not exist for calculating the KL divergence between two GMMs, the author does present an upper bound on the divergence between the pre-merger and post-merger GMMs and it is this upper bound that he attempts to minimize. He shows that the KL divergence of the mixture following the merge from the mixture before the merge is bounded by
where
is computed for every pair of component members with i = j within the premerged GMM.
The two components that minimize B((w i , µ i , Σ i ), (w j , µ j , Σ j )) are selected for merger and are replaced by the moment-preserving merge
where the component weights have been normalized such that w i|ij = w i /(w i + w j ) and w j|ij = w j /(w i + w j ).
Our process of iteratively selecting components to merge and calculating the moment preserving merge is continued until the merged GMM is reduced to contain the desired number of reduced mixture components. At each stage of the merging process, a record is kept of which components are merged to later be used as a shortlist between the reduced (hash) GMM and the components of the GMM-UBM.
The summarized process of GMM reduction according to Runnalls is as follows.
1. Iterate the following steps M − N c times until only N c merged components remain.
Calculate bound:
Calculate the upper bound (28) on the divergence for all pairs of components i and j within the merged GMM from the last iteration.
3. Merge Pairs: Choose the two pairs of components with indices i and j that minimized the bound and merge the pair using the moment preserving merger of their weights, mean vectors, and covariance matrices (29).
Normalized Mean Vector Based Clustering
Here we describe another clustering method that normalizes the component mean vectors before using the traditional k-means algorithm with Euclidean distance to cluster them. In this method, we are normalizing our mean vectors for unit variance and weighting according to the component weightsμ
. It should be noted that because we are using diagonal matrices, (30) amounts to element by element dividing the mean by the covariance in each dimension and multiplying by the component weight. These normalized mean vectors are then fed into the typical k-means algorithm. After this clustering, we calculate a hash GMM using the expectation centroid as in (25)- (27) .
Clustering Based on a posteriori Probabilities of Training Feature Vectors
The previous methods assumed only the availability of the GMM-UBM and not the feature vectors used to train the GMM-UBM. Here we describe a method that forms a hash GMM by analyzing the a posteriori probabilities that each feature vector produces when analyzed with the GMM-UBM. Using the same feature vectors that were used to train the UBM, for each MFCC feature vector we calculate the likelihood that the feature vector came from each of the component densities using (12) . As such, for a UBM consisting of M component densities, each training MFCC feature vector will be used to generate a vector of component probabilities of length M , P M F CC = [P r(1|x t ), . . . , P r(M |x t )]. We calculate one of these alignment vectors for each training feature vector. These vectors of probabilistic alignment are then fed into the traditional k-means algorithm for clustering.
It is straight forward to calculate the cluster centroids using the indices returned from the k-means algorithm and the MFCC feature vectors. The centroids are calculated as
. The weight for each cluster is calculated as the point probability of each cluster from the k-means output. More precisely the weight is calculated by taking the number of MFCC feature vectors assigned to a cluster and dividing by the total number of MFCC vectors.
The output centroids of the k-means algorithm are vectors representing the likelihood outputs for different classes of MFCC inputs. Each centroid is going to be length M . In general, the centroids are sparse meaning that for a given class of MFCC input vector, only a subset of the component densities will have a significant response. As such, for each cluster, we only assign components that have a significant likelihood response. For each clustered centroid, we have chosen to keep the most likely components whose sum likelihood is greater than 65%-which have have chosen arbitrarily to control trade of between computational performance and classification accuracy. This is significantly different than the previous algorithms described. Previously, each and every component would be uniquely identified with one cluster. With this approach, it is possible that a component density will be used in multiple clusters. It is also possible that some components may not be used at all which would imply that we are not capturing all the information contained in the original GMM.
Results of GMM Component Clustering
Introduction
This chapter describes the simulation parameters and the results obtained in those simulations.
Data Sets and Simulation Parameters
The UBM was trained by using data from both the Switchboard II Phase 1 corpus [10] and the Switchboard Cellular Part 2 corpus [11] . Two GMMs were trained for each corpus-one for male speakers and one for female speakers. A single speech utterance was chosen for each speaker so as not to bias the statistics for speakers with more utterances. After training the four GMMs using the EM algorithm, the GMMs from the subpopulations were merged and weights were adjusted accordingly. We have performed our experiments using the NIST 2002 speaker recognition evaluation (SRE) corpus [14] -in particular the single speaker cellular data. Each training file within NIST2002 was segmented into 10 individual training sequences and subsequently into 10 supervectors for each speaker. For front end processing, we calculated a 19-dimensional MFCC vector every 10 ms using a 25 ms Hamming window. The frequency content was limited to the range 300-3140 Hz. The MFCC vectors were processed with RASTA filtering. ∆-MFCCs were then calculated using a 5 sample window length. These 19 delta-cepstral coefficients were concatenated to the cepstra vector to generate a 38-dimensional vector. Finally these cepstral/delta-cepstral vectors were processed with feature warping [17] to generate the sequence of feature vectors.
The system was evaluated using GMM-UBMs with 256 member components and 1024 member components.
Performance Metric
In order to evaluate the efficiency performance of our algorithms it is necessary to choose metrics to do so. We have chosen to use the average number of a posteriori probability calculations (12) . In the case of no clustering, the average number of a posteriori probability calculations per MFCC vector is simply the number of mixture components within the GMM-UBM. When clustering is used, the number of a posteriori probability calculations includes both the number of clusters and the number of components within each cluster selected.
This metric is useful because it allows us to compare our clustering to the case where we would simply use a GMM-UBM system trained with a reduced number of mixture components. For example if the average number of a posteriori probability calculations for a particular clustering scheme was 32, we could compare the EER achieved with this system to a GMM-UBM system with 32 mixture components.
Experiments and Results
In our experiments, we simulated systems with of 4, 8, 16, and 32 clusters. Further, we simulated scenarios of 1, 2, and 4 maximum likelihood clusters chosen for further processing. Finally, for all cases, we implemented the clustering during the testing stage and also simulated the training stage with and without clustering. Thus, when clustering is done in both testing and training, then the processing steps match whereas when clustering is not done in training the processing is mismatched.
The following subsections present the results for the systems based on GMM-UBMs with 256 and 1024 component densities. It is vital to note that in our simulations, a baseline simulation of the typical system without clustering resulted lower EER results with the 256 component UBM than the 1024 component system. This is counter to what is often presented in literature where systems are usually implemented with 1024 or 2048 mixture components for better performance. Because the baseline system with 1024 components has degraded performance with respect to the 256 component system, our results for clustering the 1024 component system will already be at a disadvantage to systems trained without clustering but with fewer components. Fig. 9 and 10 show the results of the different clustering algorithms when the initial UBM consisted of 256 component densities. In the plots, the solid line represents the case of simply implementing a GMM-UBM system with fewer component densities-for which case the average number of likelihood calculations is simply equal to the number of component densities. Clearly, for the majority of cases, the clustering methods did not perform as well as simply implementing the reduced size GMM-UBM since the EERs are greater. The exception was implementing the clustering using the GMM reduction method as described by Runnalls [24] .
Results for 256 Component GMM-UBM
The results for clustering the 256 component UBM are presented in Tables 1-5 . Of most interest are the results achieved using the reduction method proposed by Runnalls. These results are tabulated in Table 5 . The table lists the number of clusters implemented, the number top clusters to use, N max , reduction factor of the average a posteriori probability calculations calculated per feature vector, the degradation (increase) in EER as a relative percent when clustering was done only in testing, and the degradation of EER when clustering was done in both training and testing. The results demonstrate that substantial reduction in the number of likelihood calculations has been achieved with minimal degradation in EER.
In general performance is degraded when clustering is used only for testing (as opposed to training and testing). In particular, the clustering based on a posteriori probabilities of training feature vectors and k-means based clustering methods incurred substantial degradations when deviating from matched processing. Of particular interest is that the Runnalls GMM reduction method appears to be robust to the case of unmatched processing. In fact, Table 5 , when we used 16 clusters and processed the 4 clusters with maximum likelihood, we were able to achieve an EER of 11.87% with on average 92.4 a posteriori probability calculations. This actually surpassed our baseline EER of 11.97% with a 256 component UBM. So for this particular case, not only were we able to reduce the average number of likelihood calculations by a factor of 2.77 but we also improved our EER by 0.84%.
Results for 1024 Component GMM-UBM
In addition to evaluating our method with a 256 component UBM we also evaluated it with a 1024 component UBM. It should be noted that without clustering, in our testing conditions we actually achieved lower EER with 256 components rather than 1024 in our baseline system. This is shown in Fig. 11 in which the blue solid line represents implementing the standard SV system without any clustering with different number of component densities. It can be seen in the figure that EER is lowest at 256 component densities then EER increases with increasing number of components at 512 and 1024 components. Essentially, this means that if we are clustering a 1024 component UBM we are already at a disadvantage when the system is compared to the 256 component baseline. In this case, we are not able to match the performance of a smaller UBM with the clustered method, neither for matched processing nor for unmatched processing.
Though clustering a suboptimal 1024 component UBM does not allow us to match the performance of the 256 component UBM, we can still analyze the degradation with respect to the 1024 component UBM. Again, the GMM reduction method proposed by Runnalls [24] appears to provide the best results as shown in Fig. 11 and Fig. 12 . The Runnalls method works well for both matched and unmatched processing. Starting with the 1024 component UBM we are able to achieve a factor of 5 reduction with no loss and a factor of 10 reduction with less than 2.4% loss in relative performance. In this dissertation proposal, we presented a method for reducing the computational load of the GMM-UBM SV system by clustering the component densities of the GMM-UBM. We compared the results to systems based on GMM-UBMs with a reduced number of component densities. We have shown that in some cases we were able to achieve lower EER with less computational burden than systems with smaller GMMs by clustering a larger GMM-UBM.
Clusters
Further we have demonstrated that we can achieve promising results even in the case when clustering is not performed in the training stage but only in the testing stage. This opens the possibility that we might be able to throttle the amount of processing that we are performing in real time by adjusting the number of clusters, N max , that we adapt.
Future Work
Additional research to carryout along these lines include the addition of the mixture weights in the divergence calculation used in the k-means clustering algorithm. In such a system, components with low weight would be more likely to be merged into clusters [16] . Second, in our analysis, we fixed the number of clusters for adaptation, improved gains might be achieved by intelligently adjusting the number of clusters to adapt based on the likelihood scores of the clusters. For example, for some feature vectors only one or two hash GMM components might have a significant probability whereas with others perhaps more components would be significant. On a feature vector by feature vector basis a decision could be made as to how many clusters to use.
A third possibility for improvements is to use a tree based hash GMM. Currently the hash GMM in this research has used a single layer GMM that maps directly to the GMM-UBM. The components are not equally distributed among the clusters of the hash GMM so it might be worthwhile to perform clustering with the hash clusters which contain a significant number of component members.
Finally, a fourth potential area of research is in the feature warping algorithm. Feature warping helps us achieve improved EER but it comes at a significant computational burden. It would be worthwhile to determine whether there might be other ways of achieving similar effects but with reduced computation cost.
