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Abstract. For a hyperelliptic curve of genus g, it is well known that the symmetric products
of g points on the curve are expressed in terms of their Abel–Jacobi image by the hyper-
elliptic sigma function (Jacobi inversion formulae). Matsutani and Previato gave a natural
generalization of the formulae to the more general algebraic curves defined by yr = f(x),
which are special cases of (n, s) curves, and derived new vanishing properties of the sigma
function of the curves yr = f(x). In this paper we extend the formulae to the telescopic
curves proposed by Miura and derive new vanishing properties of the sigma function of
telescopic curves. The telescopic curves contain the (n, s) curves as special cases.
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1 Introduction
The theory of the elliptic function was the one of the main subjects of the research of mathe-
matics in the nineteenth century. Now the beautiful theory of the elliptic function is constructed
and is applied to many fields such as mathematical physics, integrable system, number theory,
engineering, and cryptography. In integrable system, it is well known that the elliptic function
gives an exact solution of some nonlinear differential equations. In cryptography, the cryptosys-
tem using the elliptic curves is used widely. Recently, with the scientific development, we have
to analyze many complicated nonlinear phenomena and it is necessary to give exact solutions of
many nonlinear differential equations in order to analyze the phenomena precisely. In cryptog-
raphy, it is necessary to make a wider class of algebraic curves available to the cryptosystem for
assuring the safety of cryptosystem. Therefore it is very important to construct the basic theory
of the Abelian function, which is a generalization of the elliptic function to several variables.
The sigma function plays an important role in the theory of the Abelian function.
The multivariate sigma function is introduced by F. Klein [13, 14] for hyperelliptic curves as
a generalization of the Weierstrass’s elliptic sigma function. Recently, the hyperelliptic sigma
function is generalized to the more general plane algebraic curves called (n, s) curves [5, 6, 7, 8,
21]. The sigma function is obtained by modifying Riemann’s theta function so as to be modular
invariant, i.e., it does not depend on the choice of a canonical homology basis. Further the sigma
function has some remarkable algebraic properties that it is directly related with the defining
equations of an algebraic curve. From these algebraic properties, the sigma function is expected
to have many applications in mathematical physics etc. [7]. Further the sigma function is useful
to describe a solution of the inversion problem of algebraic integrals. The Jacobi inversion
problem for hyperelliptic curves is described as follows.
Let X be a hyperelliptic curve of genus g defined by y2 = f(x),
f(x) = x2g+1 + λ2gx
2g + · · ·+ λ1x+ λ0, λi ∈ C.
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Let dui = −xg−i2y dx, 1 ≤ i ≤ g, be the holomorphic one forms on X and du = t(du1, . . . , dug).
For 1 ≤ k ≤ g, P1, . . . , Pk ∈ X\∞, and u[k] =
k∑
i=1
∫ Pi
∞ du, one wants to express the coordinates
of Pi in terms of u
[k].
For k = g and Pi = (xi, yi) ∈ X, we define the symmetric polynomial ei by
ei =
∑
1≤`1<···<`i≤g
x`1 · · ·x`i .
Let σ(u) be the sigma function of X and Sg(X) the g-th symmetric products of X. Then the
following theorem is well-known [4].
Theorem (Jacobi inversion formulae). If
g∑
i=1
Pi ∈ Sg(X\∞) is a general divisor, then we have
℘1,i
(
u[g]
)
= (−1)i−1ei, 1 ≤ i ≤ g,
where ℘i,j(u) = − ∂2∂ui∂uj log σ(u).
The inversion of algebraic integrals is deeply related to the problems of mathematical physics
(cf. [10, 11]).
Matsutani and Previato [17] gave a natural generalization of the above formulae for any
1 ≤ k ≤ g and the more general plane algebraic curves defined by
yr = xs + λs−1xs−1 + · · ·+ λ0, (1.1)
where r and s are relatively prime positive integers and λi ∈ C. These curves are special cases
of the (n, s) curves. Furthermore, in [17], new vanishing properties of the sigma function of the
curves defined by (1.1) are derived by using the extended Jacobi inversion formulae.
On the other hand, in [19], Miura introduced a certain canonical form, Miura canonical
form, for defining equations of any non-singular algebraic curve. A telescopic curve [19] is
a special curve for which Miura canonical form is easy to determine. Let m ≥ 2 and (a1, . . . , am)
a sequence of relatively prime positive integers satisfying certain condition. Then the telescopic
curve associated with (a1, . . . , am) or the (a1, . . . , am) curve is the algebraic curve defined by
certain m− 1 equations in Cm. For m = 2, the telescopic curves are equal to the (n, s) curves.
In this paper we extend the formulae obtained in [17] to the telescopic curves (Theorems 7.1
and 7.3). More specifically, for the telescopic curves, we give formulae which express the ℘-
function and the ratio of the derivative of the sigma function by the ratio of the determinants of
certain matrices consisting of the algebraic functions. Under a certain condition, a coordinate
of one point on the telescopic curves can be expressed in terms of its Abel–Jacobi image by the
derivatives of the sigma function (Corollary 7.4). Furthermore we derive new vanishing proper-
ties of the sigma function of the telescopic curves as a corollary of the formulae (Corollaries 9.1
and 9.2). Finally we comment that the Jacobi inversion formulae are derived for (3, 4, 5) curves
in [16] and (3, 7, 8), (6, 13, 14, 15, 16) curves in [15], which are not telescopic.
The present paper is organized as follows. In Section 2, the definition of the telescopic curves
is given. In Section 3, the fundamental differential of second kind for the telescopic curves is
reviewed and a coefficient of the second kind differentials is determined explicitly. In Section 4,
the definition of the sigma function of telescopic curves and the expression of the fundamental
differential of second kind by the sigma function are given. In Section 5, Frobenius–Stickelberger
matrix is defined. In Section 6, Riemann’s singularity theorem is reviewed. In Section 7,
a generalization of Jacobi inversion formulae to telescopic curves is given. In Section 8, as
an example, the formulae for the (4, 6, 5) curves are given. In Section 9, some new vanishing
properties of the sigma function of telescopic curves are given. In Section 10, as an example,
the vanishing properties of the sigma function of the (4, 6, 5) curves are given.
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2 Telescopic curves
In this section we briefly review the definition of telescopic curves following [2, 19].
For m ≥ 2, let (a1, . . . , am) be a sequence of positive integers such that gcd(a1, . . . , am) = 1,
ai ≥ 2 for any i, and
ai
di
∈ a1
di−1
Z≥0 + · · ·+ ai−1
di−1
Z≥0, 2 ≤ i ≤ m,
where di = gcd(a1, . . . , ai).
Let
B(Am) =
{
(`1, . . . , `m) ∈ Zm≥0
∣∣ 0 ≤ `i ≤ di−1
di
− 1 for 2 ≤ i ≤ m
}
.
Lemma 2.1 ([2, 19]). For any a ∈ a1Z≥0 + · · · + amZ≥0, there exists a unique element
(k1, . . . , km) of B(Am) such that
m∑
i=1
aiki = a.
By this lemma, for any 2 ≤ i ≤ m, there exists a unique sequence (`i,1, . . . , `i,m) ∈ B(Am)
satisfying
m∑
j=1
aj`i,j = ai
di−1
di
.
Lemma 2.2 ([3]). For any 2 ≤ i ≤ m, we have `i,j = 0 for j ≥ i.
Consider m− 1 polynomials in m variables x1, . . . , xm given by
Fi(x) = x
di−1/di
i −
i−1∏
j=1
x
`i,j
j −
∑
λ
(i)
j1,...,jm
xj11 · · ·xjmm , 2 ≤ i ≤ m, (2.1)
where λ
(i)
j1,...,jm
∈ C and the sum of the right-hand side is over all (j1, . . . , jm) ∈ B(Am) such
that
m∑
k=1
akjk < ai
di−1
di
.
Let Xaff be the common zeros of F2,. . . ,Fm:
Xaff =
{
(x1, . . . , xm) ∈ Cm |Fi(x1, . . . , xm) = 0, 2 ≤ i ≤ m
}
.
In [2, 19], Xaff is proved to be an affine algebraic curve. We assume that Xaff is nonsingular.
Let X be the compact Riemann surface corresponding to Xaff . Then X is obtained from Xaff
by adding one point, say ∞ [2, 19]. The genus of X is given by [2, 19]
g =
1
2
{
1− a1 +
m∑
i=2
(
di−1
di
− 1
)
ai
}
. (2.2)
We call X the telescopic curve associated with (a1, . . . , am). The numbers a1, . . . , am are a ge-
nerator of the semigroup of non-gaps at ∞.
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Example 2.3.
(i) The telescopic curve associated with a pair of relatively prime integers (n, s) is the (n, s)
curve introduced in [6].
(ii) For A3 = (4, 6, 5), polynomials Fi are given by
F2(x) = x
2
2 − x31 − λ(2)0,1,1x2x3 − λ(2)1,1,0x1x2 − λ(2)1,0,1x1x3 − λ(2)2,0,0x21 − λ(2)0,1,0x2
− λ(2)0,0,1x3 − λ(2)1,0,0x1 − λ(2)0,0,0,
F3(x) = x
2
3 − x1x2 − λ(3)1,0,1x1x3 − λ(3)2,0,0x21 − λ(3)0,1,0x2 − λ(3)0,0,1x3 − λ(3)1,0,0x1 − λ(3)0,0,0.
For a meromorphic function f on X, we denote by ord∞(f) the order of a pole at ∞. Then
we have ord∞(xi) = ai. We enumerate the monomials xα11 · · ·xαmm , (α1, . . . , αm) ∈ B(Am),
according as the order of a pole at ∞ and denote them by ϕi, i ≥ 1. In particular we have
ϕ1 = 1. The set {ϕi}∞i=1 is a basis of meromorphic functions on X with a pole only at ∞.
Let G be the (m− 1)×m matrix defined by
G =
(
∂Fi
∂xj
)
2≤i≤m, 1≤j≤m
and Gk the (m−1)× (m−1) matrix obtained by deleting the k-th column from G. Then a basis
of holomorphic one forms is given by
dui = −ϕg+1−i
detG1
dx1, 1 ≤ i ≤ g.
Let (w1, . . . , wg) be the gap sequence at ∞:
{wi | 1 ≤ i ≤ g} = Z≥0\
{
m∑
i=1
aiZ≥0
}
, w1 < · · · < wg.
In particular w1 = 1, since g ≥ 1. The following lemma is proved in [2].
Lemma 2.4. We have wg = 2g − 1. In particular, dug has a zero of order 2g − 2 at ∞.
From Lemma 2.4, we find that the vector of Riemann constants for a telescopic curve with
a base point ∞ is a half-period.
Lemma 2.5 ([3]). It is possible to take a local parameter z around ∞ such that
x1 =
1
za1
, xi =
1
zai
(1 +O(z)), 2 ≤ i ≤ m. (2.3)
Proposition 2.6 ([3]). For 1 ≤ i ≤ g, the expansion of dui at ∞ is of the form
dui = z
wi−1(1 +O(z))dz.
For the telescopic curve X associated with Am = (a1, . . . , am), we define the partition by
µ(Am) = (wg, . . . , w1)− (g − 1, . . . , 0).
Proposition 2.7 ([6, 21]). The Young diagram of µ(Am) is symmetric.
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Example 2.8. For (4, 6, 5) curves, we have g = 4, w1 = 1, w2 = 2, w3 = 3, w4 = 7 and
µ((4, 6, 5)) = (4, 1, 1, 1). For (4, 6, 7) curves, we have g = 5, w1 = 1, w2 = 2, w3 = 3, w4 = 5,
w5 = 9 and µ((4, 6, 7)) = (5, 2, 1, 1, 1). Therefore the Young diagrams of (4, 6, 5) curves and
(4, 6, 7) curves are as follows.
(4, 6, 5) curves (4, 6, 7) curves
3 Fundamental differential of second kind
A fundamental differential of second kind plays an important role in the theory of the sigma
function. We recall its definition.
Definition 3.1. A two form ω(P,Q) on X × X is called a fundamental differential of second
kind if the following conditions are satisfied:
(i) ω(P,Q) = ω(Q,P ),
(ii) ω(P,Q) is holomorphic except {(R,R) |R ∈ X} where it has a double pole,
(iii) for R ∈ X, take a local coordinate t around R, then the expansion around (R,R) is of the
form
ω(P,Q) =
(
1
(tP − tQ)2 + regular
)
dtPdtQ.
A fundamental differential of second kind exists but is not unique. Let ω1(P,Q) be a funda-
mental differential of second kind. Then a two form ω2(P,Q) is a fundamental differential of
second kind if and only if there exists {cij}i,j=1,...,g ∈ C such that cij = cji and
ω2(P,Q) = ω1(P,Q) +
g∑
i,j=1
cijdvi(P )dvj(Q),
where {dvi}gi=1 is a basis of holomorphic one forms on X.
For a telescopic curve X, a fundamental differential of second kind is algebraically constructed
in [2]. We recall its construction. Note that the construction inherits all steps of classical
construction in [4] that was recently recapitulated and generalized in [8, 21] for the (n, s) curves.
Let X be a telescopic curve of genus g. We define the 2-form ω̂(P,Q) on X ×X by
ω̂(P,Q) = dQΩ(P,Q) +
g∑
i=1
dui(P )dri(Q),
where P = (x1, . . . , xm), Q = (y1, . . . , ym) are points on X,
Ω(P,Q) =
detH(P,Q)
(x1 − y1) detG1(P )dx1,
H = (hij)2≤i,j≤m with
hij =
Fi(y1, . . . , yj−1, xj , xj+1, . . . , xm)− Fi(y1, . . . , yj−1, yj , xj+1, . . . , xm)
xj − yj ,
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and dri is a second kind differential with a pole only at ∞. The set{
ϕi(P )
detG1(P )
dx1
}∞
i=1
is a basis of meromorphic one forms on X with a pole only at ∞ [2, 21]. It is possible to take
{dri}gi=1 such that ω̂(P,Q) = ω̂(Q,P ) [2, 21]. If we take {dri}gi=1 such that ω̂(P,Q) = ω̂(Q,P ),
then ω̂(P,Q) becomes a fundamental differential of second kind [2, 21].
We assign degrees as
deg xk = deg yk = ak, deg λ
(i)
j1,...,jm
= aidi−1/di −
m∑
k=1
akjk.
Lemma 3.2.
(i) For 1 ≤ k ≤ m, detGk(Q) is homogeneous of degree
m∑
i=2
aidi−1/di−
m∑
i=1
ai +ak with respect
to the coefficients
{
λ
(i)
j1,...,jm
}
and the variables y1, . . . , ym.
(ii) detH(P,Q) is homogeneous of degree
m∑
i=2
ai(di−1/di − 1) with respect to the coefficients{
λ
(i)
j1,...,jm
}
and the variables x1, . . . , xm, y1, . . . , ym.
Proof. For 2 ≤ i ≤ m and 1 ≤ j ≤ m, ∂Fi(y)∂yj is homogeneous of degree aidi−1/di − aj
with respect to
{
λ
(i)
j1,...,jm
}
and y1, . . . , ym. Therefore we obtain (i). For 2 ≤ i, j ≤ m, hij is
homogeneous of degree aidi−1/di − aj with respect to
{
λ
(i)
j1,...,jm
}
and x1, . . . , xm, y1, . . . , ym.
Therefore we obtain (ii). 
We have
dQΩ(P,Q) =
{ m∑
i=1
(−1)i+1(x1−y1)∂ detH∂yi (P,Q) detGi(Q)
}
+detG1(Q) detH(P,Q)
(x1 − y1)2 detG1(P ) detG1(Q) dx1dy1,
where the numerator is homogeneous of degree 2
m∑
i=2
(di−1/di−1)ai with respect to the coefficients{
λ
(i)
j1,...,jm
}
and the variables x1, . . . , xm, y1, . . . , ym [2]. We have ord∞(ϕg) = 2g − 2 and
ord∞(ϕg+1) = 2g from Lemma 2.4. Therefore, from (2.2), we have ord∞(ϕgϕg+1) = 4g − 2 =
2
m∑
i=2
(di−1/di − 1)ai − 2a1. Since
du1(P ) = − ϕg(P )
detG1(P )
dx1,
if we take {dri}gi=1 such that ω̂(P,Q) = ω̂(Q,P ), then we find that dr1 has the following form
dr1(Q) =
g+1∑
i=1
ci
ϕi(Q)
detG1(Q)
dy1, ci ∈ C. (3.1)
Let
g∑
i=1
dui(P )dri(Q) =
∑
ci1,...,im;j1,...,jmx
i1
1 · · ·ximm yj11 · · · yjmm
detG1(P ) detG1(Q)
dx1dy1,
where (i1, . . . , im), (j1, . . . , jm) ∈ B(Am) and ci1,...,im;j1,...,jm ∈ C.
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We want to determine the coefficients ci1,...,im;j1,...,jm such that ω̂(P,Q) = ω̂(Q,P ) explicitly.
For (n, s) curves, i.e., m = 2, such coefficients are determined explicitly in [25]. Let ϕg(P ) =
xk11 · · ·xkmm and ϕg+1(Q) = y`11 · · · y`mm , where (k1, . . . , km), (`1, . . . , `m) ∈ B(Am). In this paper,
in order to derive the Jacobi inversion formulae for telescopic curves, we determine the coefficient
ck1,...,km;`1,...,`m for telescopic curves.
Proposition 3.3. We have
ck1,...,km,`1,...,`m = 1.
In order to prove Proposition 3.3, we need some lemmas.
Lemma 3.4. For 1 ≤ k ≤ m, we have
detGk(Q) = (−1)k+1akyγ11 · · · yγmm +
∑
αi1,...,imy
i1
1 · · · yimm ,
where (γ1, . . . , γm) is the unique element of B(Am) such that
m∑
j=1
ajγj =
m∑
j=2
ajdj−1/dj −
m∑
j=1
aj +
ak, αi1,...,im ∈ C and the sum of the right-hand side is over all (i1, . . . , im) ∈ B(Am) such that
m∑
j=1
ajij <
m∑
j=2
ajdj−1/dj −
m∑
j=1
aj + ak. If αi1,...,im 6= 0, then αi1,...,im contains the coefficients of
the defining equations.
See Appendix for proof.
Lemma 3.5. We have
detH(P,Q) =
m∏
i=2
(
x
di−1/di−1
i + x
di−1/di−2
i yi + · · ·+ xiydi−1/di−2i + ydi−1/di−1i
)
+
∑
βi1,...,im;j1,...,jmx
i1
1 · · ·ximm yj11 · · · yjmm ,
where βi1,...,im;j1,...,jm ∈ C and the sum of the right-hand side is over all (i1, . . . , im), (j1, . . . , jm) ∈
B(Am) such that
m∑
k=1
ak(ik+jk) <
m∑
k=2
ak(dk−1/dk−1). If βi1,...,im;j1,...,jm 6= 0, then βi1,...,im;j1,...,jm
contains the coefficients of the defining equations.
Proof. By the definition of detH(P,Q), when we expand the determinant detH(P,Q), the
terms which do not contain the coefficients of the defining equations are
m∏
i=2
x
di−1/di
i − ydi−1/dii
xi − yi =
m∏
i=2
(
x
di−1/di−1
i + x
di−1/di−2
i yi + · · ·+ xiydi−1/di−2i + ydi−1/di−1i
)
.
Therefore we obtain Lemma 3.5. 
Lemma 3.6. Let
detG1(Q) detH(P,Q) =
∑
γi1,...,im;j1,...,jmx
i1
1 · · ·ximm yj11 · · · yjmm ,
where (i1, . . . , im), (j1, . . . , jm) ∈ B(Am). For i1 ≥ 1, we have γi1,k2,...,km;k1+`1+2−i1,`2,...,`m =
γi1,`2,...,`m;k1+`1+2−i1,k2,...,km = 0. Furthermore we have
γ0,k2,...,km;k1+`1+2,`2,...,`m = a1.
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Proof. Note that detG1(Q) detH(P,Q) is homogeneous of degree 2
m∑
i=2
ai(di−1/di − 1) and
deg xi11 x
k2
2 · · ·xkmm yk1+`1+2−i11 y`22 · · · y`mm = 2
m∑
i=2
ai(di−1/di − 1).
Therefore, if γi1,k2,...,km;k1+`1+2−i1,`2,...,`m 6= 0, then γi1,k2,...,km;k1+`1+2−i1,`2,...,`m does not con-
tain the coefficients of the defining equations. From Lemma 3.5, we have i1 = 0.
Similarly, if γi1,`2,...,`m;k1+`1+2−i1,k2,...,km 6= 0, then i1 = 0. From Lemmas 3.4, 3.5 and (2.1),
we obtain γ0,k2,...,km;k1+`1+2,`2,...,`m = a1. 
Lemma 3.7. Let
∂ detH
∂yi
(P,Q) detGi(Q) =
∑
δi1,...,im;j1,...,jmx
i1
1 · · ·ximm yj11 · · · yjmm ,
where (i1, . . . , im), (j1, . . . , jm) ∈ B(Am). For i1 ≥ 1, we have δi1,k2,...,km;k1+`1+1−i1,`2,...,`m =
δi1,`2,...,`m;k1+`1+1−i1,k2,...,km = 0. Furthermore we have
δ0,k2,...,km;k1+`1+1,`2,...,`m = 0 if i = 1 (3.2)
and
δ0,k2,...,km;k1+`1+1,`2,...,`m =
(
di−1
di
− 1− ki
)
(−1)i+1ai if 2 ≤ i ≤ m. (3.3)
Proof. Note that ∂ detH∂yi (P,Q) detGi(Q) is homogeneous of degree 2
m∑
j=2
(dj−1/dj − 1)aj − a1
and deg xi11 x
k2
2 · · ·xkmm yk1+`1+1−i11 y`22 · · · y`mm = 2
m∑
j=2
(dj−1/dj − 1)aj − a1.
Therefore, if δi1,k2,...,km;k1+`1+1−i1,`2,...,`m 6= 0, then δi1,k2,...,km;k1+`1+1−i1,`2,...,`m does not con-
tain the coefficients of the defining equations. From Lemma 3.5, we have i1 = 0.
Similarly, if γi1,`2,...,`m;k1+`1+1−i1,k2,...,km 6= 0, then i1 = 0. From Lemmas 3.4, 3.5 and (2.1),
we obtain (3.2) and (3.3). 
Let
ω̂(P,Q) =
F (P,Q)
(x1 − y1)2 detG1(P ) detG1(Q)dx1dy1.
Lemma 3.8. For 0 ≤ i1 ≤ k1, we have
ci1,k2,...,km;k1+`1−i1,`2,...,`m = i1c1,k2,...,km;k1+`1−1,`2,...,`m
+ (1− i1)c0,k2,...,km;k1+`1,`2,...,`m . (3.4)
Proof. If k1 = 0, 1, then Lemma 3.8 holds obviously. Assume k1 ≥ 2. For 2 ≤ i1 ≤ k1, from
Lemmas 3.6 and 3.7, the coefficient of xi11 x
k2
2 · · ·xkmm yk1+`1+2−i11 y`22 · · · y`mm in F (P,Q) is
ci1,k2,...,km;k1+`1−i1,`2,...,`m− 2ci1−1,k2,...,km;k1+`1−i1+1,`2,...,`m+ ci1−2,k2,...,km;k1+`1−i1+2,`2,...,`m .
On the other hand, from k1 + `1 + 2− i1 > 1, k1 + `1 + 2− i1 > `1 + 1, and Lemmas 3.6, 3.7, the
coefficient of xk1+`1+2−i11 x
`2
2 · · ·x`mm yi11 yk22 · · · ykmm in F (P,Q) is zero. Therefore, from ω̂(P,Q) =
ω̂(Q,P ), we have
ci1,k2,...,km;k1+`1−i1,`2,...,`m = 2ci1−1,k2,...,km;k1+`1−i1+1,`2,...,`m
− ci1−2,k2,...,km;k1+`1−i1+2,`2,...,`m . (3.5)
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We prove the equation (3.4) by induction of i1. For i1 = 0, 1, the equation (3.4) holds obviously.
Assume that the equation (3.4) holds for i1 = n, n + 1, (0 ≤ n ≤ k1 − 2). From (3.5) and the
assumption of induction, we have
cn+2,k2,...,km;k1+`1−n−2,`2,...,`m = 2cn+1,k2,...,km;k1+`1−n−1,`2,...,`m − cn,k2,...,km;k1+`1−n,`2,...,`m
= (2n+ 2)c1,k2,...,km;k1+`1−1,`2,...,`m − 2nc0,k2,...,km;k1+`1,`2,...,`m
− nc1,k2,...,km;k1+`1−1,`2,...,`m + (n− 1)c0,k2,...,km;k1+`1,`2,...,`m
= (n+ 2)c1,k2,...,km;k1+`1−1,`2,...,`m + (−n− 1)c0,k2,...,km;k1+`1,`2,...,`m .
Therefore the equation (3.4) holds for i1 = n+ 2. 
Proof of Proposition 3.3. From Lemmas 3.6 and 3.7, the coefficient of xk22 · · ·xkmm yk1+`1+21 y`22
· · · y`mm in F (P,Q) is
c0,k2,...,km;k1+`1,`2,...,`m + a1 −
m∑
i=2
(
di−1
di
− 1− ki
)
ai.
From k1+`1+2 > `1+1, k1+`1+2 > 1, and Lemmas 3.6, 3.7, the coefficient of x
k1+`1+2
1 x
`2
2 · · ·x`mm
yk22 · · · ykmm in F (P,Q) is zero. Therefore, from ω̂(P,Q) = ω̂(Q,P ), we have
c0,k2,...,km;k1+`1,`2,...,`m + a1 −
m∑
i=2
(
di−1
di
− 1− ki
)
ai = 0. (3.6)
If k1 = 0, then from (2.2)
c0,k2,...,km;`1,`2,...,`m =
m∑
i=2
(
di−1
di
− 1
)
ai −
m∑
i=1
aiki − a1
=
m∑
i=2
(
di−1
di
− 1
)
ai − (2g − 2)− a1 = 1.
Therefore, if k1 = 0, then Proposition 3.3 holds.
Assume k1 ≥ 1. From Lemmas 3.6 and 3.7, the coefficient of x1xk22 · · ·xkmm yk1+`1+11 y`22 · · · y`mm
in F (P,Q) is
c1,k2,...,km;k1+`1−1,`2,...,`m − 2c0,k2,...,km;k1+`1,`2,...,`m +
m∑
i=2
(
di−1
di
− 1− ki
)
ai.
Since k1 ≥ 1, we have k1 + `1 + 1 > `1 + 1 and k1 + `1 + 1 > 1. Therefore, from Lemmas 3.6
and 3.7, the coefficient of xk1+`1+11 x
`2
2 · · ·x`mm y1yk22 · · · ykmm in F (P,Q) is zero. Therefore, from
ω̂(P,Q) = ω̂(Q,P ), we have
c1,k2,...,km;k1+`1−1,`2,...,`m − 2c0,k2,...,km;k1+`1,`2,...,`m +
m∑
i=2
(
di−1
di
− 1− ki
)
ai = 0. (3.7)
From Lemma 3.8 and equations (3.6), (3.7), (2.2), we have ck1,...,km;`1,...,`m = 1. 
Proposition 3.9. We can take
dr1(Q) = − ϕg+1(Q)
detG1(Q)
dy1
such that ω̂(P,Q) = ω̂(Q,P ).
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Proof. From (3.1) and Proposition 3.3, dr1(Q) has the following form
dr1(Q) = − ϕg+1(Q)
detG1(Q)
dy1 −
g∑
i=1
c′idui(Q),
for certain constants c′i ∈ C. Let
ω1(P,Q) = c
′
1du1(P )du1(Q) +
g∑
i=2
c′idu1(P )dui(Q) +
g∑
i=2
c′idui(P )du1(Q).
Then ω1(P,Q) is holomorphic and ω1(P,Q) = ω1(Q,P ). By adding ω1(P,Q) to ω̂(P,Q), we
obtain Proposition 3.9. 
Remark 3.10. There is a certain freedom of choice of the second kind differentials {dri}gi=1,
i.e., we can add a linear combination of the holomorphic one forms {dui}gi=1 to {dri}gi=1. In [9],
for hyperelliptic curves, it is discussed what choice of {dri}gi=1 is better for the problem that one
considers.
4 Sigma function of telescopic curves
Let X be a telescopic curve of genus g ≥ 1 associated with (a1, . . . , am). We take a fundamental
differential of second kind
ω̂(P,Q) = dQΩ(P,Q) +
g∑
i=1
dui(P )dri(Q), (4.1)
such that
dr1(Q) = − ϕg+1(Q)
detG1(Q)
dy1. (4.2)
This choice is possible from Proposition 3.9. The set {dui, dri}gi=1 becomes a symplectic basis
of the cohomology group H1(X,C) (see [2, 21]).
Take a symplectic basis {αi, βi}gi=1 of the homology group and define the period matrices by
2ω1 =
(∫
αj
dui
)
, 2ω2 =
(∫
βj
dui
)
, −2η1 =
(∫
αj
dri
)
, −2η2 =
(∫
βj
dri
)
.
The normalized period matrix is given by τ = ω−11 ω2.
Let δ = τδ′+δ′′, δ′, δ′′ ∈ Rg be the Riemann’s constant with respect to the choice ({αi, βi},∞).
We set δ = t(tδ′, tδ′′).
The sigma function σ(u), u = (u1, . . . , ug) is defined by
σ(u) = C exp
(
1
2
tuη1ω
−1
1 u
)
θ[δ]
(
(2ω1)
−1u, τ
)
,
where θ[δ](u) is the Riemann’s theta function with the characteristic δ defined by
θ[δ](u) =
∑
n∈Zg
exp
{
pi
√−1 t(n+ δ′)τ(n+ δ′) + 2pi√−1 t(n+ δ′)(u+ δ′′)},
and C is a constant. Since δ is a half-period from Lemma 2.4, σ(u) vanishes on the Abel–Jacobi
image of the (g− 1)-th symmetric products of the telescopic curves. This property is important
in the proof of Proposition 4.3.
We have the following propositions.
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Proposition 4.1 ([2, 21]). For m1,m2 ∈ Zg, we have
σ(u+ 2ω1m1 + 2ω2m2)
σ(u)
= (−1)2(tδ′m1−tδ′′m2)+tm1m2
× exp{t(2η1m1 + 2η2m2)(u+ ω1m1 + ω2m2)}.
Proposition 4.2 ([2, 21]). We have σ(−u) = (−1)|µ(Am)|σ(u).
The fundamental differential of second kind ω̂(P,Q) is expressed by the sigma function as
follows.
Proposition 4.3. If
g∑
i=1
Pi ∈ Sg(X\∞) is a general divisor, then for any 1 ≤ i ≤ g we have
ω̂(P,Q) = dPdQ log σ
∫ P
Q
du−
∑
j 6=i
∫ Pj
∞
du
 , (4.3)
where du = t(du1, . . . , dug).
Proof. For simplicity we prove for i = 1. Let e = −
g∑
j=2
∫ Pj
∞ du. Then, from Proposition 4.2, we
have σ(e) = 0. Let
E(P,Q) = σ
∫ P
Q
du−
g∑
j=2
∫ Pj
∞
du
 .
Suppose E(P,Q) vanishes identically with respect to P , Q. Then we have E(∞, P1) = 0.
Therefore there exist g − 1 points P ′1, . . . , P ′g−1 ∈ X such that
g∑
i=1
∫ Pi
∞
du =
g−1∑
i=1
∫ P ′i
∞
du.
This contradicts the fact that
g∑
j=1
Pj ∈ Sg(X\∞) is a general divisor. Consequently, E(P,Q) does
not vanish identically with respect to P , Q. Therefore there exist 2g − 2 points Q1, . . . , Qg−1,
R1, . . . , Rg−1 ∈ X such that the divisor of zeros of E(P,Q) is the sum of {(R,R) |R ∈ X},
{Qj}×X, X×{Rj} (j = 1, . . . , g−1), including multiplicities (cf. [20, p. 156]). Let ω˜(P,Q) be the
right-hand side of (4.3). First we consider the series expansion of ω˜(P,Q) around a point (R,R).
Let t be a local coordinate around R ∈ X such that t(R) = 0 and tP , tQ two copies of t. Then we
have the expansion E(P,Q) = (tP − tQ)tkP t`Qf(tP , tQ) around (R,R), where k, ` are nonnegative
integers and f(tP , tQ) is a holomorphic function of tP , tQ satisfying f(tP , tQ) 6= 0 for any tP , tQ.
Hence, around (R,R), we have the expansion
ω˜(P,Q) =
1
(tP − tQ)2 + (holomorphic function of tP , tQ).
Next we prove ω˜(P,Q) is holomorphic around a point (S1, S2) satisfying S1 6= S2. For a local
coordinate ti around Si such that ti(Si) = 0, i = 1, 2, we have the expansion E(P,Q) =
ta1t
b
2g(t1, t2), where a, b are nonnegative integers and g(t1, t2) is a holomorphic function of t1, t2
satisfying g(t1, t2) 6= 0 for any t1, t2. Hence ω˜(P,Q) is holomorphic around (S1, S2) satisfying
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S1 6= S2. Therefore ω̂(P,Q) − ω˜(P,Q) is holomorphic on X × X. Consequently there exist
constants {cij} such that
ω̂(P,Q)− ω˜(P,Q) =
∑
ij
cijdui(P )duj(Q). (4.4)
From (4.1) we have∫
αj
ω̂ = − tdu(P )(2η1ej),
where the integration is with respect to the second variable and ej is the j-th unit vector. On
the other hand we have∫
αj
ω˜ = dP log σ
∫ P
P0
du−
g∑
j=2
∫ Pj
∞
du− 2ω1ej
− dP log σ
∫ P
P0
du−
g∑
j=2
∫ Pj
∞
du
 ,
where P0 is a base point of αj . From Proposition 4.1 we have∫
αj
ω˜ = dP
{
− t(2η1ej)
∫ P
P0
du
}
= − t(2η1ej)du(P ).
Therefore we have
∫
αj
(ω̂ − ω˜) = 0. If we set C = (cij), then from (4.4) we have tdu(P ) · C ·
(2ω1ej) = 0. Hence we have C · (2ω1ej) = 0 for any j, i.e., Cω1 = 0. Since ω1 is a regular
matrix, we have C = 0. Therefore we have ω̂ = ω˜. 
We define the function
℘i,j(u) = − ∂
2
∂ui∂uj
log σ(u).
Then we have
℘i,j(u) =
σi(u)σj(u)− σi,j(u)σ(u)
σ(u)2
, (4.5)
where σi(u) =
∂
∂ui
σ(u) and σi,j(u) =
∂2
∂ui∂uj
σ(u).
We have
dPdQ log σ
∫ P
Q
du−
∑
j 6=i
∫ Pj
∞
du

=
g∑
k,`=1
℘k,`
∫ P
Q
du−
∑
j 6=i
∫ Pj
∞
du
 ϕg+1−k(P )ϕg+1−`(Q)
detG1(P ) detG1(Q)
dx1dy1.
From Proposition 4.3, we have
F (P,Q)
(x1 − y1)2 =
g∑
k,`=1
℘k,`
∫ P
Q
du−
∑
j 6=i
∫ Pj
∞
du
ϕg+1−k(P )ϕg+1−`(Q), (4.6)
as a meromorphic function of (P,Q) ∈ X2. This formula is an analogue of the formula of Klein
(cf. [8, Theorem 3.4]).
On Jacobi Inversion Formulae for Telescopic Curves 13
5 Frobenius–Stickelberger matrix
For P1, . . . , Pk, P ∈ X, we define the matrix (Frobenius–Stickelberger matrix) as in the case
of [17]
ϕ1(P1) ϕ2(P1) · · · ϕk+1(P1)
ϕ1(P2) ϕ2(P2) · · · ϕk+1(P2)
...
...
. . .
...
ϕ1(Pk) ϕ2(Pk) · · · ϕk+1(Pk)
ϕ1(P ) ϕ2(P ) · · · ϕk+1(P )
 . (5.1)
For 1 ≤ i ≤ k + 1, let ψk+1(P1, . . . , Pk;P ) and ψ(i)k (P1, . . . , Pk) be the determinants of the
matrix (5.1) and the matrix obtained by deleting the last row and the i-th column from (5.1),
respectively. Note that ψ
(i)
k (P1, . . . , Pk) does not vanish identically as a meromorphic function
of P1, . . . , Pk. We define µk+1(P1, . . . , Pk;P ) by
µk+1(P1, . . . , Pk;P ) =
ψk+1(P1, . . . , Pk;P )
ψ
(k+1)
k (P1, . . . , Pk)
and µk,i(P1, . . . , Pk) by
µk+1(P1, . . . , Pk;P ) =
k+1∑
i=1
(−1)k+1−iµk,i(P1, . . . , Pk)ϕi(P )
and µk,i(P1, . . . , Pk) = 0 for i ≥ k + 2. Then, for 1 ≤ i ≤ k + 1, we have
µk,i(P1, . . . , Pk) =
ψ
(i)
k (P1, . . . , Pk)
ψ
(k+1)
k (P1, . . . , Pk)
.
Note that µk,i(P1, . . . , Pk) can be regarded as a meromorphic function on X
k.
Proposition 5.1. Let zk be the local parameter of Pk around ∞ satisfying (2.3). Then, as
a meromorphic function of P1, . . . , Pk, we have the expansion
µk,i(P1, . . . , Pk) = µk−1,i(P1, . . . , Pk−1)z
N(k)−N(k+1)
k +O
(
z
N(k)−N(k+1)+1
k
)
,
where 1 ≤ i ≤ k and N(n) = ord∞(ϕn) for a positive integer n.
Proof. As a meromorphic function of P1, . . . , Pk, we have
µk,i(P1, . . . , Pk) =
ψ
(i)
k (P1, . . . , Pk)
ψ
(k+1)
k (P1, . . . , Pk)
=
ϕk+1(Pk)ψ
(i)
k−1(P1, . . . , Pk−1) +O
(
z
−N(k+1)+1
k
)
ϕk(Pk)ψ
(k)
k−1(P1, . . . , Pk−1) +O
(
z
−N(k)+1
k
)
=
{
z
−N(k+1)
k +O
(
z
−N(k+1)+1
k
)}
ψ
(i)
k−1(P1, . . . , Pk−1) +O
(
z
−N(k+1)+1
k
){
z
−N(k)
k +O
(
z
−N(k)+1
k
)}
ψ
(k)
k−1(P1, . . . , Pk−1) +O
(
z
−N(k)+1
k
)
=
z
−N(k+1)
k
z
−N(k)
k
· ψ
(i)
k−1(P1, . . . , Pk−1) +O(zk)
ψ
(k)
k−1(P1, . . . , Pk−1) +O(zk)
= µk−1,i(P1, . . . , Pk−1)z
N(k)−N(k+1)
k +O
(
z
N(k)−N(k+1)+1
k
)
. 
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6 Riemann’s singularity theorem
Let X be a telescopic curve of genus g ≥ 1. For a divisor D, let L(D) be the vector space
consisting of meromorphic functions f on X such that div(f) + D ≥ 0 and the zero function
on X, and `(D) the dimension of L(D).
For 1 ≤ k ≤ g − 1 and P1, . . . , Pk ∈ X\∞, let
u[k] =
k∑
i=1
∫ Pk
∞
du
and
nk = `(P1 + · · ·+ Pk + (g − k − 1)∞).
Then the following theorem holds.
Theorem 6.1 (Riemann’s singularity theorem, cf. [1, 18, 20]).
1. For every multi-index (α1, . . . , αm) with αi ∈ {1, . . . , g} and m < nk,
∂m
∂uα1 · · · ∂uαm
σ
(
u[k]
)
= 0.
2. There exists a multi-index (β1, . . . , βnk), which in general depends on P1 + · · ·+ Pk, such
that
∂nk
∂uβ1 · · · ∂uβnk
σ
(
u[k]
) 6= 0.
The following proposition is stated for the hyperelliptic curves in [24] and for the curves
yr = f(x) in [17, 18]. The same statement is also satisfied for telescopic curves. The proof is
similar to [24, Proposition 5.2].
Proposition 6.2. If ψ
(k+1)
k (P1, . . . , Pk) 6= 0, then we have nk = ]{n | 0 ≤ N(n) ≤ g − k − 1},
where N(n) = ord∞(ϕn) for a positive integer n and ] means the number of elements.
7 Jacobi inversion formulae for telescopic curves
For 1 ≤ k ≤ g and P1, . . . , Pk ∈ X\∞, let
u[k] =
k∑
j=1
∫ Pj
∞
du.
7.1 k = g
Theorem 7.1. As a meromorphic function of P1, . . . , Pg, we have
℘1,i
(
u[g]
)
= (−1)i−1µg,g+1−i(P1, . . . , Pg), 1 ≤ i ≤ g. (7.1)
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Proof. Let S be the set of (P1, . . . , Pg) ∈ (X\∞)g such that
g∑
i=1
Pi is a general divisor and
Pi 6= Pj for any i, j (i 6= j). First we prove the equation (7.1) for (P1, . . . , Pg) ∈ S. From
Lemma 3.2(ii), we have ord∞(detH(P,Q)) ≤
m∑
i=2
(di−1/di − 1)ai and ord∞(x1 ∂ detH∂yk (P,Q)) ≤
m∑
i=2
(di−1/di − 1)ai − ak + a1 with respect to P . On the other hand, we have ord∞(x21ϕg(P )) =
−1+a1+
m∑
i=2
(di−1/di−1)ai. Since ai ≥ 2 for any i, we have ord∞(detH(P,Q)) < ord∞(x21ϕg(P ))
and ord∞(x1 ∂ detH∂yk (P,Q)) < ord∞(x
2
1ϕg(P )) with respect to P . We let P → ∞ after dividing
the both sides of (4.6) by ϕg(P ) and Q = Pi. Then, from (4.2), we obtain
ϕg+1(Pi) =
g∑
`=1
℘1,`
(
u[g]
)
ϕg+1−`(Pi) =
g∑
j=1
℘1,g+1−j
(
u[g]
)
ϕj(Pi),
where we use the fact that ℘1,`(u) is an even function from Proposition 4.2. From (P1, . . . , Pg) ∈
S, we have ψ
(g+1)
g (P1, . . . , Pg) 6= 0 (cf. [1, p. 154]). From µg+1(P1, . . . , Pg;Pi) = 0 for any i, we
have
µg+1(P1, . . . , Pg;Pi) = ϕg+1(Pi) +
g∑
j=1
(−1)g+1−jµg,j(P1, . . . , Pg)ϕj(Pi) = 0.
Therefore we have
g∑
j=1
℘1,g+1−j
(
u[g]
)
ϕj(Pi) =
g∑
j=1
(−1)g−jµg,j(P1, . . . , Pg)ϕj(Pi).
Therefore we have
A ·
α1...
αg
 =
0...
0
 ,
where A = (ϕj(Pi))1≤i,j≤g and αj = ℘1,g+1−j
(
u[g]
)−(−1)g−jµg,j(P1, . . . , Pg). From (P1, . . . , Pg)
∈ S, we have detA 6= 0. Therefore we have αj = 0, i.e., ℘1,g+1−j
(
u[g]
)
= (−1)g−jµg,j(P1, . . . , Pg)
for any j. We set i = g + 1− j, then we have ℘1,i(u[g]) = (−1)i−1µg,g+1−i(P1, . . . , Pg).
Let T be the set of (P1, . . . , Pg) ∈ (X\∞)g such that ψ(g+1)g (P1, . . . , Pg) 6= 0. Then we have
S = T (cf. [1, p. 154]). Since the equation (7.1) holds for any (P1, . . . , Pg) ∈ T , it holds as
a meromorphic function of P1, . . . , Pg. 
Remark 7.2. As discussed in [17], for a hyperelliptic curve, µg,g+1−i is equal to the symmetric
polynomial ei. Therefore Theorem 7.1 is a natural generalization of the Jacobi inversion formulae
for hyperelliptic curves to telescopic curves.
7.2 k ≤ g − 1
Let a = min{a1, . . . , am}. Hereafter we assume g − a ≤ k ≤ g − 1.
Theorem 7.3. σg−k
(
u[k]
)
does not vanish identically with respect to P1, . . . , Pk and we have,
as a meromorphic function of P1, . . . , Pk,
σi
(
u[k]
)
σg−k
(
u[k]
) = (−1)k+i−gµk,g+1−i(P1, . . . , Pk), 1 ≤ i ≤ g.
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Proof. First we prove for k = g − 1. Let zg be the local parameter of Pg around ∞ satis-
fying (2.3). From [3, Theorem 2], σ1
(
u[g−1]
)
does not vanish identically with respect to P1, . . . ,
Pg−1 and we have the expansion
σ
(
u[g−1] +
∫ Pg
∞
du
)
= σ1
(
u[g−1]
)
zg +O
(
z2g
)
.
From Theorem 7.1 and (4.5), we have
σi
(
u[g−1] +
∫ Pg
∞ du
)
σ1
(
u[g−1] +
∫ Pg
∞ du
)
− σ1,i
(
u[g−1] +
∫ Pg
∞ du
)
σ
(
u[g−1] +
∫ Pg
∞ du
)
σ
(
u[g−1] +
∫ Pg
∞ du
)2
= (−1)i−1µg,g+1−i(P1, . . . , Pg),
as a meromorphic function of P1, . . . , Pg. Therefore, from Proposition 5.1, we have{
σi
(
u[g−1]
)
+O(zg)
} · {σ1(u[g−1])+O(zg)}+O(zg)
σ1
(
u[g−1]
)2
z2g +O(z
3
g)
= (−1)i−1z−2g µg−1,g+1−i(P1, . . . , Pg−1) +O
(
z−1g
)
.
By comparing the coefficient of z−2g of the above equation, we find that σi
(
u[g−1]
)
does not vanish
identically with respect to P1, . . . , Pg−1 and we have, as a meromorphic function of P1, . . . , Pg−1,
σi
(
u[g−1]
)
σ1
(
u[g−1]
) = (−1)i−1µg−1,g+1−i(P1, . . . , Pg−1).
Next we prove Theorem 7.3 for g − a ≤ k ≤ g − 2 by induction of k as in the case of [17].
Assume that Theorem 7.3 holds for k satisfying g−a+1 ≤ k ≤ g−1. Then, for i ≥ g−k, σi
(
u[k]
)
does not vanish identically with respect to P1, . . . , Pk. From the assumption of induction, we
have, as a meromorphic function of P1, . . . , Pk,
σg−k+1
(
u[k]
)
σg−k
(
u[k]
) = −µk,k(P1, . . . , Pk).
From Proposition 5.1, we have
µk,k(P1, . . . , Pk) = z
N(k)−N(k+1)
k +O
(
z
N(k)−N(k+1)+1
k
)
.
By the assumption of induction we have, as a meromorphic function of P1, . . . , Pk,
σi
(
u[k]
)
σg−k
(
u[k]
) = (−1)k+i−gµk,g+1−i(P1, . . . , Pk). (7.2)
By multiplying the both sides of (7.2) by σg−k
(
u[k]
)
/σg−k+1
(
u[k]
)
, we have, as a meromorphic
function of P1, . . . , Pk,
σg−k
(
u[k]
)
σg−k+1
(
u[k]
) · σi(u[k])
σg−k
(
u[k]
) = (−1)k+i−g σg−k(u[k])
σg−k+1
(
u[k]
) · µk,g+1−i(P1, . . . , Pk).
Therefore, from Proposition 5.1, we have
σi
(
u[k]
)
σg−k+1
(
u[k]
) = (−1)k−1+i−g{zN(k+1)−N(k)k +O(zN(k+1)−N(k)+1k )} · µk,g+1−i(P1, . . . , Pk)
= (−1)k−1+i−gµk−1,g+1−i(P1, . . . , Pk−1) +O(zk). (7.3)
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Since ψ
(k)
k−1(P1, . . . , Pk−1) does not vanish identically with respect to P1, . . . , Pk−1, there exist
P˜1, . . . , P˜k−1 ∈ X\∞ such that ψ(k)k−1(P˜1, . . . , P˜k−1) 6= 0. Let u˜[k−1] =
k−1∑
i=1
∫ P˜i
∞ du. From g−a < k,
we have g − k < a. Therefore, from Theorem 6.1 and Proposition 6.2, there exists i0 such that
σi0(u˜
[k−1]) 6= 0. Therefore σi0
(
u[k−1]
)
does not vanish identically with respect to P1, . . . , Pk−1.
Since the equation (7.3) holds for i = i0, we find that σg−k+1
(
u[k−1]
)
does not vanish identically
with respect to P1, . . . , Pk−1. Take the limit Pk →∞ in (7.3), then we have
σi
(
u[k−1]
)
σg−k+1
(
u[k−1]
) = (−1)k−1+i−gµk−1,g+1−i(P1, . . . , Pk−1).
Therefore Theorem 7.3 holds for k − 1. 
Corollary 7.4. If g = a− 1, a, a+ 1, then we have
σg
(
u[1]
)
σg−1
(
u[1]
) = −xi0(P1), (7.4)
where i0 is determined by ai0 = arg min{a1, . . . , am}.
Proof. If g = a− 1, a, a+ 1, then Theorem 7.3 holds for k = 1. 
Remark 7.5. Corollary 7.4 asserts that the xi0 coordinate of P1 is expressed by the sigma
function. For example, Corollary 7.4 holds for (4, 6, 5) curves.
Remark 7.6. For (2, 5) and (2, 7) curves, it is known that x2 coordinate of P1 can be expressed
explicitly by the sigma function (see [23, Lemma 3.2.4] and [7, p. 221]). For example, for (2, 5)
curves, it is known that
x2(P1) =
1
2
· σ
(
2u[1]
)
σ1
(
u[1]
)4 .
On the other hand, for (2, 5) and (2, 7) curves, it is known that the expression of x2 coordinate
of P1 can also be derived by differentiating the both sides of (7.4) (see [7, p. 221] and [17,
Remark 5.4]). For example, for (2, 5) curves, it is known that
x2(P1) =
1
2
· σ11
(
u[1]
)
x1(P1)
2 + 2σ12
(
u[1]
)
x1(P1) + σ22
(
u[1]
)
σ1
(
u[1]
) .
Although the similar expressions for the other coordinates of telescopic curves are not ob-
tained currently, we will consider a generalization of these results to telescopic curves in a sub-
sequent work.
Remark 7.7. Theorem 7.1 holds for ω̂(P,Q) satisfying (4.2). On the other hand, Theorem 7.3
holds for any choice of ω̂(P,Q).
Remark 7.8. As mentioned in [18], Theorem 7.3 for k = g − 1 can also be proved by [21,
Theorem 1] and [12, Theorem 1].
Remark 7.9. In this paper, we consider the Jacobi inversion formulae for the telescopic curves,
which the Young diagrams are symmetric, i.e., the vector of Riemann constants for a base
point ∞ is a half-period. On the other hand, in [15, 16], the Jacobi inversion formulae are
derived for (3, 4, 5) curves and (3, 7, 8) curves, which the Young diagrams are not symmetric,
i.e., the vector of Riemann constants for a base point ∞ is not a half-period.
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8 Example: (4, 6, 5)-curve
In this section we give an explicit example of the Jacobi inversion formulae in the case of
a (4, 6, 5)-curve X. The genus of X is 4 and ϕ1 = 1, ϕ2 = x1, ϕ3 = x3, ϕ4 = x2, ϕ5 = x
2
1.
Therefore the Jacobi inversion formulae are as follows.
For k = 4, i = 1, we have
℘1,1
(
u[4]
)
=
∣∣∣∣∣∣∣∣
1 x1(P1) x3(P1) x
2
1(P1)
1 x1(P2) x3(P2) x
2
1(P2)
1 x1(P3) x3(P3) x
2
1(P3)
1 x1(P4) x3(P4) x
2
1(P4)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1(P1) x3(P1) x2(P1)
1 x1(P2) x3(P2) x2(P2)
1 x1(P3) x3(P3) x2(P3)
1 x1(P4) x3(P4) x2(P4)
∣∣∣∣∣∣∣∣
.
For k = 3, i = 2, we have
σ2
(
u[3]
)
σ1
(
u[3]
) = −
∣∣∣∣∣∣
1 x1(P1) x2(P1)
1 x1(P2) x2(P2)
1 x1(P3) x2(P3)
∣∣∣∣∣∣∣∣∣∣∣∣
1 x1(P1) x3(P1)
1 x1(P2) x3(P2)
1 x1(P3) x3(P3)
∣∣∣∣∣∣
.
For k = 2, we have
σ3
(
u[2]
)
σ2
(
u[2]
) = x3(P1)− x3(P2)
x1(P2)− x1(P1) ,
σ4
(
u[2]
)
σ2
(
u[2]
) = x1(P1)x3(P2)− x1(P2)x3(P1)
x1(P2)− x1(P1) .
For k = 1, we have
σ4
(
u[1]
)
σ3
(
u[1]
) = −x1(P1).
9 Vanishing of σi
In [3, 22], the vanishing and the expansion of the sigma functions of (n, s) curves and telescopic
curves on the Abel–Jacobi image are studied. In this section, we show that from Theorem 7.3
we can derive some new vanishing properties of σi for telescopic curves immediately.
Corollary 9.1. If g − a ≤ k ≤ g − 1 and i ≥ g − k, then σi
(
u[k]
)
does not vanish identically
with respect to P1, . . . , Pk.
Proof. For i ≥ g−k, µk,g+1−i(P1, . . . , Pk) does not vanish identically with respect to P1, . . . , Pk.
Therefore Corollary 9.1 follows from Theorem 7.3. 
For g − a ≤ k ≤ g − 1 and i > g − k, we consider the expansion
σg−k
(
u[k−1] +
∫ Pk
∞
du
)
= Ck
(
u[k−1]
)
zαkk +O
(
zαk+1k
)
and
σi
(
u[k−1] +
∫ Pk
∞
du
)
= Ck,i
(
u[k−1]
)
z
βk,i
k +O
(
z
βk,i+1
k
)
,
where Ck
(
u[k−1]
)
and Ck,i
(
u[k−1]
)
do not vanish identically with respect to P1, . . . , Pk−1.
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Corollary 9.2.
(i) We have αk = βk,i +N(k + 1)−N(k). In particular, if g − a < k ≤ g − 1 and i > g − k,
then we have βk,i = 0 and αk = N(k + 1)−N(k).
(ii) We have, as a meromorphic function of P1, . . . , Pk−1,
Ck,i
(
u[k−1]
)
Ck
(
u[k−1]
) = (−1)k+i−gµk−1,g+1−i(P1, . . . , Pk−1). (9.1)
Proof. From Theorem 7.3, we have
σi
(
u[k]
)
σg−k
(
u[k]
) = (−1)k+i−gµk,g+1−i(P1, . . . , Pk).
Therefore we have
Ck,i
(
u[k−1]
)
z
βk,i
k +O
(
z
βk,i+1
k
)
Ck
(
u[k−1]
)
zαkk +O
(
zαk+1k
)
= (−1)k+i−gµk−1,g+1−i(P1, . . . , Pk−1)zN(k)−N(k+1)k +O
(
z
N(k)−N(k+1)+1
k
)
.
Therefore we obtain βk,i−αk = N(k)−N(k+1) and (9.1). On the other hand, if g−a < k ≤ g−1
and i > g − k, then from Corollary 9.1 σi
(
u[k−1]
)
does not vanish identically with respect to
P1, . . . , Pk−1. Therefore, if g − a < k ≤ g − 1 and i > g − k, then βk,i = 0. 
10 Example: (4, 6, 5)-curve
By applying Corollary 9.1 for the (4, 6, 5) curves, we have σ3
(
u[1]
) 6≡ 0, σ4(u[1]) 6≡ 0, σ2(u[2]) 6≡ 0,
σ3
(
u[2]
) 6≡ 0, σ4(u[2]) 6≡ 0, σ1(u[3]) 6≡ 0, σ2(u[3]) 6≡ 0, σ3(u[3]) 6≡ 0, σ4(u[3]) 6≡ 0.
By applying Corollary 9.2 for the (4, 6, 5) curves, we have
σ1
(
u[3]
)
= C3
(
u[2]
)
z3 +O
(
z23
)
, σ2
(
u[2]
)
= C2
(
u[1]
)
z2 +O
(
z22
)
,
σ3
(
u[1]
)
= C1z
4
1 +O
(
z51
)
,
where C3
(
u[2]
) 6≡ 0, C2(u[1]) 6≡ 0, and C1 6= 0.
A Proof of Lemma 3.4
From (2.1), for 2 ≤ i ≤ m, we have
∂Fi
∂yn
=

−`i,ny`i,11 · · · y`i,n−1n · · · y`i,i−1i−1 −
∑
jnλ
(i)
j1,...,jm
yj11 · · · yjn−1n · · · yjmm , 1 ≤ n ≤ i− 1,
(di−1/di)y
di−1/di−1
i −
∑
jiλ
(i)
j1,...,jm
yj11 · · · yji−1i · · · yjmm , n = i,
−∑ jnλ(i)j1,...,jmyj11 · · · yjn−1n · · · yjmm , i+ 1 ≤ n ≤ m.
Let k be the coefficient of y
γ1
1 · · · yγmm in detGk(Q). Since detGk(Q) is homogeneous of degree
m∑
i=2
aidi−1/di−
m∑
i=1
ai+ak and
m∑
i=1
aiγi =
m∑
i=2
aidi−1/di−
m∑
i=1
ai+ak, k does not contain
{
λ
(i)
j1,...,jm
}
.
Therefore k is the determinant of the (m− 1)× (m− 1) matrix obtained by deleting the k-th
column from the (m− 1)×m matrix M
M :=

−`2,1 d1/d2 0 · · · 0
−`3,1 −`3,2 d2/d3 · · · 0
...
...
...
. . .
...
−`m,1 −`m,2 · · · −`m,m−1 dm−1/dm
 .
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By multiplying some elementary matrices on the left, the matrix M becomes
M˜ =

z2 d1/d2 0 · · · 0
z3 0 d2/d3 · · · 0
...
...
...
. . .
...
zm 0 0 · · · dm−1/dm

for certain z2, . . . , zm ∈ C. For k = 1, we have
1 =
d1
d2
· d2
d3
· · · dm−1
dm
=
d1
dm
= a1.
For k ≥ 2, we have
k = (−1)kzk · d1
d2
· · ·
ˇdk−1
dk
· · · dm−1
dm
= (−1)kzk · a1 dk
dk−1
,
where a check on top of a letter signifies deletion.
Since
M
a1...
am
 =
0...
0
 ,
we have
M˜
a1...
am
 =
0...
0
 .
Therefore we have zka1 + (dk−1/dk)ak = 0 for 2 ≤ k ≤ m. Therefore we have k = (−1)k+1ak.
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