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Quantum effects in the interference of photon number states
Holger F. Hofmann,∗ Keito Hibino, Kazuya Fujiwara, and Jun-Yi Wu
Graduate School of Advanced Sciences of Matter,
Hiroshima University 1-3-1 Kagamiyama, Higashi-Hiroshima, 739-8530, Japan
Multi-photon interference results in modulations of output probabilities with phase shift periods
that are much shorter than 2pi. Here, we investigate the physics behind these statistical patterns in
the case of well-defined photon numbers in the input and output modes of a two-path interferometer.
We show that the periodicity of the multi-photon interference is related to the weak value of the
unobserved intensity difference between the two arms of the interferometer. This means that the
operator relations between the photon number differences in input, path, and output can be used
to determine the periodicity of the experimentally observed quantum interference, establishing an
important link between the classical causality of random phase interference and quantum effects
that depend on the superposition of classically distinct possibilities.
PACS numbers: 42.50.St, 42.50.Lc 03.65.Ta, 42.50.Xa,
I. INTRODUCTION
One of the most basic operations of linear optics is the interference between two optical modes in a two-path
interferometer. In quantum optics, this scenario has been widely studied in the context of quantum metrology, where
it serves to illustrate the role of non-classical correlations in the phase sensitivity of multi-photon interference [1–12].
Unfortunately, these arguments about phase sensitivity often leave out the details of the physics, focusing merely
on the perceived figures of merit and not on the mechanisms by which multi-photon interference patterns emerge.
Recent experiments on multi-photon interference are providing a much more detailed picture of non-classical effects
in two-mode interferences [13–19], and it might be time to ask what these experimental observation of multi-photon
fringes can tell us about the nature and origin of quantum interference.
To properly address this question, it is necessary to distinguish carefully between classical wave interference and
quantum interference. In typical experiments, multi-photon fringes are detected by measuring the phase dependence of
count rates for a fixed combination of input and output conditions. Quantum interference thus appears as a modulation
in the phase dependence of a single multi-photon probability. This is quite different from classical interference, where
the output intensity is a deterministic function of the phase shift and probabilities appear only as a technical noise
background. In quantum optics, classical interference is usually associated with the Poissonian photon counting
statistics of coherent states, which describes a highly localized increase of detection probability for the classically
expected intensity distribution at a specific phase shift in the interferometer. In the limit of high photon number,
we can distinguish classical interference and multi-photon quantum interference qualitatively, since only the latter
effect is associated with multiple interference fringes in the phase dependence of the output probabilities, and these
interference fringes have distinct periodicities that are much shorter than 2pi. It is therefore a non-trivial challenge
to explain the relation between the modulations of probability seen in multi-photon interference and the statistics of
classical interference effects observed in the phase dependence of output intensities.
In the present paper, we address this problem by examining the role of the operators representing the coherence of
the two field modes. These operators have a clear classical meaning, describing the intensity differences between any
two modes as a component of a three dimensional vector in close analogy to the algebra of quantized spins. We point
out that the phase dependence of the quantum state components representing a specific measurement outcome can
be described in terms of weak values of the intensity difference between the two arms of the interferometer. These
weak values can be written as a function of the eigenvalues of the initial and the final state using relations that
correspond to the classical causality of two-path interference. For the case of photon number states in both the input
and the output, we can then derive a differential equation describing the phase dependence of a single interference
fringe, where the main contribution to the phase dependence originates from the rapid oscillation of the fringes, while
the slowly varying envelope describes the statistics expected for a classical interference of two fields when the optical
phases of the input fields are completely random. It is possible to identify the periodicity of the multi-photon fringes
that describe the quantum mechanical modulation of output probability with the intensity difference between the
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2paths obtained from the weak value of the squared operator representing this intensity difference. The periodicity
of multi-photon interference fringes can thus be explained in terms of a classical estimate of the intensity difference
between the paths obtained from the experimentally controlled input and output conditions.
Our results show that multi-photon interference can be understood in terms of the classical relations between the
intensities and coherences of the two modes. Specifically, the quantum mechanical phase of the multi-photon interfer-
ence fringes is given by a classical action that relates the optical phase shift to its generator, the intensity difference
between the paths. The non-classical effects of multi-photon interference can thus be traced to the fundamental role
of the action in quantum physics [20, 21]. It may be worth noting that the direct identification of the action of phase
shifts also provides a more efficient approach to the quantization of fields that starts from the macroscopically observ-
able physics and hence avoids many of the ambiguities associated with the mathematical concepts of superpositions
and state vectors. Multi-photon interference may thus help us bridge the gap between quantum mechanical concepts
and classical intuition in a new and unexpected manner.
The paper is organized as follows: In Sec. II, we review the operator algebra of two-path interference and its
relation to the interference fringes observed in multi-photon experiments. In Sec. III, it is shown that weak values
can be used to express the phase dependence of a single multi-photon interference fringe. Based on this observation,
we derive a differential equation for the interference fringes obtained with well-defined photon numbers in the input
and the output. In Sec. IV, the differential equation derived in Sec. III is solved approximately by separating the
interference fringe into an interference term described by a phase dependent action S and an envelope function A. It
is shown that the action evolves according to a classical Hamilton-Jacobi equation, while the envelope describes the
statistics of classical random phase interference. In Sec. V we apply the theory to a number of characteristic cases,
comparing the approximate results to exact results obtained for eight and sixteen photons. The results show that
the approximation correctly describes the main features of multi-photon interference, especially with regard to the
separation of quantum interference effects and classical random phase field interference. In Sec. VI we identify the
necessary conditions for the identification of multi-photon interference fringes with a classical action function. It is
shown that weak values can be used to identify the action of multi-photon phase interferences for a wide variety of
possible input states. In Sec. VII we discuss the relation between the general analysis of multi-photon interference
using the action and the definition of multi-photon interference based on superpositions of photon number eigenstates
in the interferometer paths associated with the well known NOON states. It is pointed out that the NOON states
represent a special case of the general action-based theory. Sec. VIII summarizes the results and concludes the paper.
II. PHASE SHIFTS IN TWO-PATH INTERFEROMETERS
The physics of two optical modes can be described in terms of the field operators aˆ and bˆ that describe the complex
field amplitudes of the two modes. Due to their mathematical effects on photon number states, these field operators
are commonly known as annihilation operators, although it should be kept in mind that this mathematical effect is
not related to the physical properties described by the operators in any obvious or intuitive manner. The proper
connection between two mode coherences and photon number is obtained by considering the second order products
of field amplitudes,
Jˆ1 =
h¯
2
(
aˆ†bˆ+ bˆ†aˆ
)
Jˆ2 = −i h¯
2
(
aˆ†bˆ− bˆ†aˆ
)
Jˆ3 =
h¯
2
(
aˆ†aˆ− bˆ†bˆ
)
. (1)
Each component of this three dimensional vector represents an intensity difference between two orthogonal modes in
units of h¯/2 per photon. The motivation for this choice of units is the representation of phase shifts between the
modes aˆ and bˆ, which is generated by the component Jˆ3 in the same way that a Hamiltonian generates the time
evolution. Specifically, the unitary transformation of a phase shift is given by
Uˆ(φ) = exp
(
−i 1
h¯
Jˆ3φ
)
(2)
and the effect of a phase shift on an arbitrary state | ψ〉 can be described by
∂
∂φ
| ψ〉 = −i 1
h¯
Jˆ3 | ψ〉. (3)
3Here, the product Jˆ3φ in Eq. (2) represents the action of a phase shift, just as the action of a time evolution is given
by the energy-time product Hˆt.
In a two path interferometer, Jˆ3 describes the intensity difference between the two paths in the interferometer. The
intensity difference between the input modes is usually given by Jˆ1. The remaining component Jˆ2 describes the phase
coherence between the input fields that results in interferences when a phase shift of φ is applied. For a phase shift
of φ, the intensity difference observed in the output can be given by
Jˆφ = Uˆ
†(φ)Jˆ1Uˆ(φ)
= cos(φ)Jˆ1 − sin(φ)Jˆ2. (4)
In the following, we will consider input states | ψ(φ = 0)〉 that are eigenstates of the input intensity difference Jˆ1,
and measurements of the output intensity difference Jˆφ. Specific measurement results can be given by an integer or
half-integer value of m representing one half of the photon number difference between the output ports. Since the
total photon number N is conserved, m represents a photon number state of the two output ports with output photon
numbers of N/2+m and N/2−m. The quantum states {| m〉} representing these measurement results are eigenstates
of Jˆφ with eigenvalues of h¯m. We are therefore interested in the phase dependent values of the output probabilities
given by
P (m;φ) = |〈m | Uˆ(φ) | ψ(0)〉|2, (5)
where the unitary transformation is used to relate the state | ψ(φ)〉 to the input state | ψ(0)〉. Experimentally, these
probabilities are obtained as multi-photon coincidence rates for the detection of N/2 − m photons in one output
port and N/2 +m photons in the other. Quantum interference is observed as a phase dependent modulation of the
probability, with a periodicity that can be as short as 2pi/N for N photons. We will now analyze the phase dependence
of 〈m | ψ(φ)〉 to identify the origin of these quantum interference fringes in multi-photon interference.
III. DERIVATION OF MULTI-PHOTON INTERFERENCE FRINGES USING WEAK VALUES
We can apply the transformation of quantum states given by Eq.(3) to describe the phase evolution of the probability
amplitudes 〈m | ψ(φ)〉 associated with specific measurement outcomes m. In its most conventional form, the resulting
differential equation is given by
∂
∂φ
〈m | ψ(φ)〉 = −i 1
h¯
〈m | Jˆ3 | ψ(φ)〉. (6)
In the textbook approach to quantum dynamics, the operator Jˆ3 is usually expanded into its matrix representation in
the measurement basis {| m〉}. However, this may not be the most meaningful analysis of the role of the generator Jˆ3
in the evolution of the input-output relation 〈m | ψ〉. A closer correspondence to classical dynamics can be maintained
by identifying the contribution of Jˆ3 with its weak value,
∂
∂φ
〈m | ψ(φ)〉 = −i 1
h¯
〈m | Jˆ3 | ψ(φ)〉
〈m | ψ(φ)〉 〈m | ψ(φ)〉. (7)
It is interesting to note that the weak value can be used to express the effects of the operator Jˆ3 on the phase evolution
of the state component 〈m | ψ(φ)〉. The advantage of this approach is that it is often possible to find the weak value
without having to solve the complete dynamics in the Schro¨dinger picture. Specifically, weak values can be determined
by expressing the operator as a function of two operators, where the initial state is an eigenstate of the first and the
final state is an eigenstate of the second operator.
In the present case, | ψ(φ = 0)〉 is an eigenstate of Jˆ1 and | m〉 is an eigenstate of Jˆφ, which can be related to the
operators at φ = 0 using Eq.(4). Since the algebra of the Jˆi operators is the familiar algebra of spin operators for a
total spin quantum number of l = N/2, it is possible to derive a relation between the phase shift generator Jˆ3 and
the components Jˆ1 and Jˆφ in the Jˆ1-Jˆ2 plane orthogonal to Jˆ3 by using the total length of the J-vector,
Jˆ23 =
h¯2
4
N(N + 2)− Jˆ21 − Jˆ22
=
h¯2
4
N(N + 2)− 1
(sin(φ))2
(
Jˆ21 − cos(φ)(Jˆ1Jˆφ + JˆφJˆ1) + Jˆ2φ
)
. (8)
4Since the initial and the final state are eigenstates of J-vector components orthogonal to Jˆ3, it is not possible to
distinguish negative values of Jˆ3 from positive values of Jˆ3. As a result of this symmetry, the real part of the weak
value of Jˆ3 is zero at all phases φ, and the ratio between the amplitude 〈m | ψ(φ)〉 and its phase derivative in Eq.(7)
is always real. It is therefore possible to express 〈m | ψ(φ)〉 by real numbers for all values of φ.
To make optimal use of the relation in Eq.(8), we now consider the second derivative of the phase dependence,
∂2
∂φ2
〈m | ψ(φ)〉 = − 1
h¯2
〈m | Jˆ23 | ψ(φ)〉
= − 1
h¯2
〈m | Jˆ23 | ψ(φ)〉
〈m | ψ(φ)〉 〈m | ψ(φ)〉. (9)
This derivative is described by the weak value of Jˆ23 , and this weak value can be determined using the eigenvalues
mψ and m for the input state and the measurement outcome, respectively. It is important to arrange the order of
the operators so that the operator Jˆ1 is always to the right of the operator Jˆφ, and the necessary application of the
commutation relations results in a contribution from the imaginary weak value of Jˆ3. The final relation between the
weak values and the eigenvalues therefore reads
〈m | Jˆ23 | ψ(φ)〉
〈m | ψ(φ)〉 + ih¯
cos(φ)
sin(φ)
〈m | Jˆ3 | ψ(φ)〉
〈m | ψ(φ)〉 =
h¯2
4
N(N + 2)− h¯
2
(sin(φ))2
(
m2ψ − 2 cos(φ)mψm+m2
)
. (10)
Since both the weak value of Jˆ23 and the weak value of Jˆ3 appear in the phase derivatives of 〈m | ψ(φ)〉, we can use
this relation between the weak values and the eigenvalues to find a differential equation for the phase dependence of
the probability amplitude 〈m | ψ(φ)〉 that does not depend on the probability amplitudes of any other measurement
outcomes m. According to Eqs.(7) and (9), this differential equation can be written as
∂2
∂φ2
〈m | ψ(φ)〉 + cos(φ)
sin(φ)
∂
∂φ
〈m | ψ(φ)〉 = −
(
1
4
N(N + 2)− 1
(sin(φ))2
(
m2ψ − 2 cos(φ)mψm+m2
)) 〈m | ψ(φ)〉. (11)
We have thus derived a general mathematical description of the multi-photon interference fringes observed with any
photon number input. In the following, we will consider the physics described by this differential equation and identify
the characteristic features of its solutions.
IV. SEPARATION OF QUANTUM EFFECTS AND FIELD STATISTICS
The description of the effects of phase shifts on multi-photon states given by Eq.(11) makes it possible to separate
quantum effects from the classical limit by considering how the relation changes with total photon number. Classical
effects should all scale with the total intensity, whereas the magnitude of quantum effects will always depend on
absolute photon numbers. In the present case, such a separation of scales can be achieved by expressing the probability
amplitudes 〈m | ψ(φ)〉 by a product of a slowly varying envelope function A(φ) and a quantum interference effect
given by an action S(φ) that describes the rapid modulation of probability associated with multi-photon interference,
〈m | ψ(φ)〉 = 2A(φ) cos
(
1
h¯
S(φ)
)
. (12)
The factor of two represents the interference between two classical solutions, as will be seen more clearly in the
following discussion. Note that there is no approximation involved at this point, and the separation in Eq.(12) can be
used to obtain an exact solution of Eq.(11) for a specific photon number. However, our main concern is the comparison
between the quantum effects that are expressed by the rapid oscillation of cos(S/h¯) and the much slower variation
of A(φ) that corresponds more closely to the classical statistics of random phase interference. In the following, we
will therefore focus on approximate solutions, where the different scales of the phase dependence allow a complete
separation between the dynamics of S(φ) and the dynamics of A(φ). Specifically, the use of h¯ in Eq.(12) allows us
to expand Eq.(11) in h¯, where the classical limit emerges when action differences of h¯ are not resolved. In the limit
of sufficiently large photon numbers, we can therefore identify quantum effects as effects that depend on the precise
ratio between the macroscopic action S(φ) and the fundamental constant h¯.
In Eq.(11), the derivatives result in contributions that depend explicitly on the fundamental constant h¯. Due to
the smallness of h¯, we can expand the equation and neglect higher order contributions of h¯ in favor of the lower order
5contributions. The leading terms of the expansion are proportional to 1/h¯2, which means that the left hand side of
Eq. (11) can be represented by the square of the derivative of S(φ),
∂2
∂φ2
〈m | ψ(φ)〉 ≈ −
(
1
h¯
∂
∂φ
S(φ)
)2
〈m | ψ(φ)〉 (13)
Note that the largest contribution of the first derivative of 〈m | ψ(φ)〉 in Eq.(11) is proportional to 1/h¯, so that
the contribution of the first derivative to the left hand side of Eq.(11) can be neglected except at phases where the
leading contribution of ∂S/∂φ becomes very small. For non-vanishing values of ∂S/∂φ, the approximate solution of
the equation is given by
∂
∂φ
S(φ) ≈ −
√
h¯2
4
N(N + 2)− h¯
2
(sin(φ))2
(
m2ψ − 2 cos(φ)mψm+m2
)
, (14)
where the choice of sign is arbitrary since the action S is defined by the phase of a cosine in Eq.(12). We choose
the negative sign because it corresponds to the conventional definition of action in classical Hamilton-Jacobi theory,
as will be seen below. Importantly, the right hand side of this equation has a very intuitive physical meaning: it is
the classical value of Jˆ3 obtained from the length of the J-vector and the values of Jˆ1 and Jˆφ when the Heisenberg
relation between the operators in Eq.(4) is converted to a classical relation between the eigenvalues by neglecting the
non-commutativity of Jˆφ and Jˆ1. We can define this classical approximation of J3 as
J3(h¯m, h¯mψ, φ) =
√
h¯
N
2
h¯
(
N
2
+ 1
)
− 1
(sin(φ))2
((h¯mψ)2 − 2 cos(φ)(h¯mψ)(h¯m) + (h¯m)2), (15)
which describes the intensity difference between the arms of a classical two-path interferometer when an input intensity
difference of h¯mψ and a phase shift of φ result in an output intensity difference of h¯m. The approximate quantum
mechanical solution to Eq. (11) given by Eq.(14) then corresponds to the classical relation between the generator J3
and the action S given by a version of the Hamilton-Jacobi equation,
∂
∂φ
S(h¯m, h¯mψ, φ) = −J3(h¯m, h¯mψ , φ). (16)
The reason why this action describes a quantum effect is that it appears as the quantum phase of the multi-photon
interference fringes described by Eq.(12), where the classical action S is converted into a quantum phase by dividing
it by h¯. Thus, the larger the classical action S becomes, the faster the output probability oscillates, resulting in
microscopic (and therefore highly phase sensitive) modulations of probability in the limit of macroscopic action.
The approximations used above apply whenever the modulation dominates the phase dependence, which is the case
whenever J3 is sufficiently larger than h¯.
We can now turn to the approximate solution for the slowly varying envelope function A(φ). Since the quantum
effects are for the most part described by the interference effects associated with the action in Eq.(12), we expect the
square of the envelope function A(φ) to represent the classical probability density of the multi-photon interference
scenario. Specifically, the phase dependence of A(φ) can be determined by considering the second largest term in the
expansion of Eq.(11) in h¯, which is proportional to 1/h¯. The result can be written as
− 2
h¯
(
A(φ)
∂2
∂φ2
S(φ) + 2
(
∂
∂φ
A(φ)
)(
∂
∂φ
S(φ)
)
+
cos(φ)
sin(φ)
A(φ)
∂
∂φ
S(φ)
)
sin
(
S(φ)
h¯
)
= 0. (17)
The general solution of this equation does not depend on the specific value of J3 and can be expressed by a relation
between A(φ) and S(φ) given in more compact form as
∂
∂φ
(
sin(φ)(A(φ))2
∂
∂φ
S(φ)
)
= 0. (18)
Since the phase derivative of the action is given by (16), it is possible to express the squared envelope function A2 as
a function of J3 and a normalization factor of ρ0,
A2(h¯m, h¯mψ, φ) =
h¯ ρ0
| sin(φ)J3(h¯m, h¯mψ, φ)| . (19)
6This relation corresponds to a classical density of output intensities, where the factor of h¯ originates from the quantized
distance between two eigenvalues of Jˆ1. Once the factor of h¯ is removed, the probability density scales with total
intensity, indicating that the envelope function A represents statistics that are also observable in the classical limit.
It is in fact possible to derive an expression for ρ0 based on classical considerations. If we assume that the
probability distribution originates from random phase interference between the two input intensities, we can explain
the probability densities in terms of the phase difference θ between the input modes. Since the output value of Jˆφ is
a deterministic function of the fixed input value of Jˆ1 and the random phase θ, the ratio of probability densities for
intervals of dθ and intervals of dJφ is given by ∣∣∣∣dJφdθ
∣∣∣∣ = |sin(φ)J3| . (20)
Thus the factor in the denominator of Eq.(19) effectively converts probability densities in the random phase θ into
probability densities in the output observable Jφ. For homogeneous phase distributions, the factor of ρ0 in Eq.(19) is
given by
ρ0 =
dρ
dθ
=
1
2pi
. (21)
Using these relations, it is possible to find a properly normalized solution for the envelope function A(φ). In the light
of this result, we can conclude that the slowly varying envelope function describes the classical statistics originating
from the random optical phase of the photon number states in the input. Specifically, the phase dependence of A2
given by Eq.(19) is independent of the absolute photon number if the photon number differences of 2m and 2mψ are
given by constant fractions of total photon number. In the limit of high N , this means that the shape of the envelope
A(φ) does not change much if the photon number changes by about
√
N , corresponding to the Poissonian photon
number fluctuations of coherent states. It is therefore also possible to observe A(φ) using random phase interferences
between two coherent states of light, where the relative error in m/N caused by photon number fluctuations drops
to zero with 1/
√
N . On the other hand, the multi-photon interference patterns described by S(φ) disappear in the
statistics of coherent states because their periodicities are much shorter than the absolute shot noise value of
√
N
in the limit of high photon number. We can therefore confirm that A(φ) is classical in the sense that it can also
be observed using input states that can be represented by mixtures of coherent states as described by a positive
P-function, while the multi-photon fringes described by S(φ) are non-classical since they disappear when the input
can be described as a mixture of coherent states.
In combination with the solution for the action S, we now have an approximate solution for 〈m | ψ(φ)〉 that is valid
whenever the values of J3 are sufficiently large. For multi-photon states, this condition is usually satisfied if there
is a classical solution that relates the input intensity to the output intensity for a phase shift of φ. The condition
only breaks down when the argument in the square root of Eq.(15) is very small or negative. Note that Eq.(11)
can also be solved in the regime of negative J23 values, where the differential equation describes evanescent solutions
characterized by an exponential suppression of the amplitude 〈m | ψ(φ)〉 with increasing distance from the region of
positive J23 . Mathematically, this situation is equivalent to the evanescent wavefunctions known from tunneling. In
fact, a comparison of Eq.(11) with the time independent Schro¨dinger equation shows that the mathematics are quite
similar, and that the method of approximation used above corresponds to the WKB-approximation in the region
where the energy is larger than the potential energy. The regions where J3 drops to zero and becomes imaginary can
therefore be treated in close analogy to the WKB approximation for the tunneling problem, by allowing evanescent
solutions where the cosine function in Eq.(12) is replaced by a corresponding exponential function. The intermediate
regime close to J3 = 0 corresponds to the turning points of the WKB solution and can be approximated by Airy
functions. In this manner, it is possible to obtain an approximate solution of Eq.(11) at all photon numbers. However,
we are mostly concerned with the multi-photon interference fringes observed for J3 ≫ 1, so a detailed analysis of the
evanescent parts of the phase dependence is not necessary in the present context.
The main merit of the present analysis is that it allows us to separate the quantum interference effects described
by the action S from the effects of classical field statistics originating from the randomness of the optical phases in
the input, which are represented by the envelope function A. In the following, we will apply this analysis to several
representative examples of multi-photon interference fringes in order to illustrate how the approximations used here
reproduce the characteristic features of multi-photon interference for different input-output relations.
V. MULTI-PHOTON FRINGES FOR DIFFERENT PHOTON NUMBER DISTRIBUTIONS
In the measurement scenarios we are considering, the input photon number distribution and the output photon
number distribution are both fixed, and the phase dependence of the probability for this specific combination is
7investigated. For a given total photon number N , different measurement scenarios are defined by the combination of
input photon number difference 2mψ and output photon number difference 2m. To illustrate our method of analysis,
it is best to start with a particularly simple class of scenarios, where the photon numbers in both input and output
ports are equal, so that mψ = m = 0. In this case, we find that the intensity difference between the two arms of the
interferometer does not depend on phase and is simply given by the total length of the J-vector,
|J3(0, 0, φ)| = h¯
2
√
N(N + 2) ≈ h¯
2
(N + 1). (22)
In terms of classical wave interference, it is easy to understand why equal intensities in both the input and the output
require a maximal intensity difference between the paths. Since both Jˆ1 and Jˆφ are zero, we can immediately conclude
that Jˆ2 should also be zero, so that the J-vector must point in the direction of Jˆ3. It is also possible to argue that
we do not observe any interferences between the two paths, and this is only possible when all of the light travels
along only one of the two paths. As mentioned above, J3 is actually derived from the weak value of Jˆ
2
3 , so the
choice of sign in Eqs.(15) and (16) is merely an arbitrary convention. In terms of the actual physics, the scenario
is complete symmetric in the two paths, so it is impossible to distinguish positive and negative values of J3. The
quantum interferences described by cos(S/h¯) in Eq.(12) are a consequence of this path symmetry [8]. According to
Eq.(16), the distance ∆φ between two minima of the interference fringes (∆S = h¯pi) is given by
∆φ =
h¯pi
|J3| =
2pi
(N + 1)
. (23)
It is worth noting that the value of |J3| is larger than the maximal eigenvalue of Jˆ3, resulting in fringes that have a
shorter period than fringes observed for superpositions of m3 = N/2 and m3 = −N/2, the states known as NOON
states [6]. The observation of shorter fringes is somewhat surprising because firstly, the NOON states achieve the
maximal possible phase sensitivity of N -photon states and secondly the fringes of photon number states can be written
as a sum of fringes from superpositions of m3 and −m3, where the NOON state contribution is the contribution with
the shortest fringe periodicity. However, the weak value of Jˆ23 is not limited by the available range of eigenvalues,
resulting in a fringe periodicity that corresponds to an additional one photon intensity difference between the paths.
Specifically, the classical relation between J3 and the eigenvalues h¯mψ and h¯m does not include any uncertainties, and
the total length of the J-vector is given by N + 1 because the “+1” contribution represents the necessary quantum
fluctuations of an eigenstate with maximal Jˆ3 eigenvalue. The shorter fringes therefore represent the absence of
quantum noise in the deterministic relation between input photon numbers and output photon numbers. Importantly,
the shorter fringes are only obtained for this specific combination of input and output, which means that this effect
is compensated by measurement results with less phase sensitivity and does not result in an enhanced overall phase
sensitivity [19, 22]. In fact, the experimental results reported in [19] confirm the observation of fringes shorter than
the NOON state limit of 2pi/N . It is interesting that the significance of this experimental result seems to have escaped
notice, probably because there was no proper theoretical explanation available at the time.
We can now find an approximate expression for the amplitude of the 〈m | ψ〉 in the case of equal photon numbers
in the input and output. There is only the problem of the integration constant for the action S. We can solve this
problem by noting that φ = pi/2 corresponds to the action of a 50:50 beam splitter, where it is known that the
probabilities of finding an odd number of photons in the output ports is zero for equal photon numbers in the input.
This means that, at φ = pi/2, cos(S/h¯) = 0 for odd N/2 and cos(S/h¯) = ±1 for even N/2. The phase dependence of
S is therefore given by
S(0, 0, φ) = − h¯
2
(
(N + 1)φ− pi
2
)
. (24)
Note that this solution is obtained for phases between zero and pi, since the approximation that S changes more
rapidly than A breaks down near φ = 0 and near φ = pi. To include the range between φ = −pi and φ = 0, it is
convenient to use the absolute value of φ, for an approximate solution of
〈m = 0 | ψ(mψ = 0)〉 ≈ 2
√
1
pi(N + 1) sin(|φ|) cos
(
N + 1
2
|φ| − pi
4
)
. (25)
Fig. 1 shows the comparison between the exact solution and the approximation for eight photons and for sixteen
photons. As the figure shows, the approximation correctly describes the amplitudes 〈m | ψ〉 except in the immediate
vicinity of φ = 0 and φ = ±pi, where the approximation diverges to values higher than one. This discrepancy is easy
to understand, since the classical approximation describes a probability density instead of a discrete probability, so
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FIG. 1. Comparison of exact solution and approximate separation of the action S and the envelope function A for (a) eight
photons and (b) sixteen photons. The dotted lines show the results of the approximation, while the full line is the precise result
obtained from the complete state vector in the nine and seventeen dimensional Hilbert spaces, respectively. The approximate
amplitude 〈m | mψ〉 only diverges from the exact solution close to φ = 0 and φ = pi, where the quantum mechanical solution
is limited to a probability of one, while the classical amplitude describes a probability density that diverges to infinity.
it can exceed a value of one if the probability distribution in Jφ is narrower than h¯. Significantly, the discreteness of
the outcomes has no effect on the results outside of these two very narrow regions. Even for eight photons, the effects
of higher order terms in h¯ is mostly negligible.
Since the experimental count rates of a multi-photon interference experiment are given by the probabilities
| 〈 m | ψ 〉 |2, these are shown in Fig. 2. Note that the envelope values indicated in the figure correspond to twice
the classical probability densities expected for random phase interference with the same input and output conditions.
The coincidence of this envelop with the peaks of the interference fringes in Fig. 2 thus illustrates how classical
statistics emerge when the phase resolution fails to resolve the quantum interferences associated with the action S.
As mentioned above experimental data of this type has already been reported, e.g. in [19] for a six photon state,
where the minima are separated by phases of ∆φ = 2pi/7. In general, the positions of the minima are found at
cos(S) = 0, which means that the minima for 0 < φ < pi are located at
φmin. =
3pi
2(N + 1)
,
7pi
2(N + 1)
,
11pi
2(N + 1)
, . . . (26)
For −pi < φ < pi, there will be a total of N minima, equal to the total number of photons. However, the width of the
peaks at φ = 0 and at φ = ±pi is 1.5 times the width of the other peaks, resulting in N − 2 interference fringes with
a width of ∆φ = 2pi/(N + 1) and two fringes with a width of ∆φ′ = 3pi/(N + 1).
Next we consider cases where the photon number difference is non-zero in either the input or the output. Experi-
mentally, it is relatively easy to obtain this kind of data from an mψ = 0 input state by simply arranging the detectors
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FIG. 2. Experimentally observable multi-photon interference fringes for equal photon numbers in the input and the output.
(a) shows the phase dependent count rates for eight photons and (b) shows the phase dependent count rate for sixteen photons.
The dotted line shows the envelope function 4A2 to indicate that the amplitude of the fringes follows the classical statistics of
random phase interference.
to detect a non-zero photon number difference of 2m between the output ports. From the output photon number
difference 2m, we can then estimate the intensity difference between the paths in the interferometer as
|J3(h¯m, 0, φ)| = h¯
√
N(N + 2)
4
− m
2
(sin(φ))2
(27)
Since a minimal phase shift of about φ = arcsin(m/(N+1)) is necessary to achieve an output photon number difference
of m by optical interference, this equation only has valid solutions for a limited range of phase shifts centered around
φ = pi/2. In all cases, the magnitude ofm limits the maximal value of J3, and hence the periodicity of the multi-photon
interference fringes. Fig. 3 shows the dependence of |J3| on phase for m ≈ (N +1)/4. In this case, the maximal value
at φ = pi/2 is equal to
√
3/4 times the maximal value of h¯(N + 1)/2.
Although it is possible to find an analytical solution for the action, the merit of the approximation is that it
provides an insight into the physics that determines the periodicity of multi-photon interferences, and into the relation
between the action and the envelope function that describes the classical statistics of random phase interference. We
will therefore analyze both aspects using the exact solutions of the interference fringes obtained for specific photon
numbers. Fig. 4 (a) shows the interference fringes for eight photons and m = N/4 = 2 in the output, and Fig. 4 (b)
shows the fringes for sixteen photons and m = N/4 = 4 in the output. The approximate envelop function given by
Eq.(19) is also indicated, showing that the approximation works well within the range of classical solutions. Outside
this range, there is a non-zero evanescent solution that quickly drops to zero. Within the range of classical solutions,
we observe multi-photon interference effects in the form of fringes of width ∆φexp.. This width is easy to observe
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FIG. 3. Dependence of the intensity difference between the paths in the interferometer |J3| on phase φ for an input photon
number difference of 2mψ = 0 and an output photon number difference of 2m = N/2. The value is given relative to the total
length of the J-vector, which is h¯(N + 1)/2.
experimentally, since it can be defined as the phase difference between two consecutive minima of the output count
rate. We can use this definition to obtain an experimental value of |J3| for a specific fringe,
|J3|exp. = pi
∆φexp.
. (28)
We now apply this method of evaluation to the exact solutions of |〈m | ψ〉|2 in order to find out how well the
approximation given by Eq.(15) corresponds to the actual periodicities of multi-photon interference. For the eight
photon case shown in Fig. 4 (a), probabilities of zero occur at φ = 1.183 and at φ = 1.958, resulting in a single
interference fringe with ∆φexp. = 0.775. The corresponding value of |J3| is 4.05h¯. According to Eq. (27), the maximal
possible value of |J3| for N = 8 and m = 2 should be 4.00, indicating that the approximation slightly underestimates
the value of |J3|.
For the sixteen photon case shown in Fig. 4 (b), probabilities of zero occur at φ = 0.931, φ = 1.362, φ = 1.780,
and φ = 2.211, resulting in three interference fringes with ∆φexp. = 0.431, ∆φexp. = 0.418, and ∆φexp. = 0.431.
The corresponding values of |J3| are 7.29h¯, 7.52h¯, and 7.29h¯. As expected from the theory, |J3| is maximal around
φ = pi/2, although the theory again underestimates the value, with |J3| = 7.48h¯ at φ = pi/2 for N = 16 and m = 4.
As shown in Fig.3, the value of |J3| drops off symmetrically as the phase is shifted from φ = pi/2 to higher or lower
phases. We can use Eq.(27) to find the phase at which the expected value of |J3| is 7.29h¯. We obtain phases of
φ = 1.263 and φ = 1.879. Both of these phases are located near the center of the interference fringes from which the
|J3| values are derived.
In summary, the comparison between the approximate separation of quantum interference and (classical) envelope
function can also be confirmed for different photon numbers in either the input or the output. Specifically, we can
explain both the confinement of output probabilities to a finite phase interval around φ = pi/2 and the width of
quantum interference fringes using the input-output relations given by Eqs.(15) and Eq.(19). Remarkably, both of
these relations also apply to classical random phase interference, although classical statistics would result in an output
probability given by 2A2, without the quantum interference effects associated with the value of |J3|.
Finally, it may also be good to consider the case where both the input and the output have a non-vanishing photon
number difference between the ports. To keep the mathematics simple, we choose the case of m = mψ, where the
output photon number distribution happens to be identical to the input photon number distribution. The intensity
difference |J3| between the paths is then given by
|J3(h¯m,m, φ)| = h¯
√
N(N + 2)
4
− 2m
2
1 + cos(φ)
. (29)
Note that the maximal value of |J3| is the same as the maximal value in Eq.(27), but it occurs at φ = 0 instead of at
φ = pi/2. The value of |J3| drops continuously as |φ| increases, until it reaches zero at 1 + cos(φ) ≈ 8m2/(N + 1)2.
Fig. 5 shows the dependence of |J3| on phase for m ≈ (N + 1)/4, where the value of |J3| reaches zero at |φ| = 2pi/3.
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FIG. 4. Experimentally observable multi-photon interference fringes for equal photon numbers in the input and a photon
number difference of 2m = N/2 in the output. (a) shows the phase dependent count rates for eight photons and (b) shows
the phase dependent count rate for sixteen photons. The dotted line shows the envelope function 4A2 to indicate that the
amplitude of the fringes follows the classical statistics of random phase interference.
Fig. 6 (a) shows the interference fringes for eight photons and m = N/4 = 2 in both input and output, and 6 (b)
shows the fringes for sixteen photons and m = N/4 = 4 in input and output. The approximate envelope function
is also shown, indicating that Eq.(19) is a good approximation of the precise results up to the limit of validity near
|φ| = 2pi/3. We can now evaluate the width of the fringes and obtain the corresponding values of |J3| according to
Eq.(28). For the eight photon case shown in Fig. 6 (a), probabilities of zero occur at φ = 0.597 and at φ = 1.397,
resulting in a single interference fringe with ∆φexp. = 0.800. The corresponding value of |J3| is 3.93h¯. According to
Eq.(29), this value of |J3| is obtained at a phase of |φ| = 0.713. Although this phase is found within the fringe, it is
much closer to the low phase minimum than to the high phase minimum, indicating that the approximation slightly
underestimates the |J3| value. In the middle of the fringe, at φ = 0.997, Eq.(29) assigns a |J3| value of only 3.85h¯.
This is consistent with the result from Fig.(4) (a) above, suggesting an error margin of about two percent for eight
photon fringe widths obtained from Eq.(15).
For the sixteen photon case shown in Fig. 6 (b), probabilities of zero occur at φ = 0.321, φ = 0.740, φ = 1.175,
and φ = 1.644, resulting in three interference fringes with ∆φexp. = 0.419, ∆φexp. = 0.435, and ∆φexp. = 0.469.
The corresponding values of |J3| are 7.50h¯, 7.22h¯, and 6.70h¯. As expected, the values of |J3| decrease as the phase
shift increases. The |J3| value of the first fringe exceeds the maximal value of |J3| = 7.48h¯ obtained from Eq.(29),
indicating once more that the theory underestimates the values of |J3|. For the other two fringes, the values of |J3|
obtained for their respective widths are found at |φ| = 0.914 for |J3| = 7.22h¯, and at |φ| = 1.389 for |J3| = 6.70h¯. Both
results are very close to the centers of the fringes, confirming that Eq.(16) provides a good approximate description
of multi-photon interferences.
The results obtained for all examples show that the physics of multi-photon interference can be understood in terms
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FIG. 5. Dependence of the intensity difference between the paths in the interferometer |J3| on phase φ for an input photon
number difference of 2mψ = N/2 and an output photon number difference of 2m = N/2. The value is given relative to the
total length of the J-vector, which is h¯(N + 1)/2.
of the separation between the action S that describes quantum interferences and the amplitude A that describes the
classical statistics of random phase interference. In particular, it is possible to explain the periodicity of multi-photon
interference in terms of the intensity difference between the paths expected from the combination of input and output
conditions. It is therefore important to recognize that multi-photon interference is not just the result of superpositions
in the input state, but also involves quantum coherences in the multi-photon statistics of the measurement outcome.
In the case of photon number states in the input, the relation is completely symmetric, and the same phase dependent
interference fringes will be obtained when input and output are exchanged.
VI. THE ROLE OF THE ACTION IN MULTI-PHOTON INTERFERENCE
In the analysis presented above, we have studied the multi-photon interference fringes of photon number state
inputs in the two input ports of a two-path interferometer. However, the approach developed at the start of Sec.
III is not limited to these specific states. Specifically, Eqs.(7) and (9) are generally valid expressions of the phase
evolution of interference fringes in terms of the weak values of Jˆ3 and Jˆ
2
3 . The separation of amplitude A and action
S introduced in Eq.(12) is possible whenever the amplitudes have only real values. This means that the real part of
the weak values of Jˆ3 must be zero for all phases φ,
Re
(
〈m | Jˆ3 | ψ〉
〈m | ψ〉
)
= 0. (30)
Since the phases of different eigenstate components of Jˆ3 evolve differently, this criterion cannot be satisfied unless
each pair of components with opposite eigenvalues have the same amplitude and opposite phases. If the eigenstates
of Jˆ3 with eigenvalues of h¯m3 are written as | m3〉, this criterion can be expressed by the condition
〈m | m3〉〈m3 | ψ〉 = 〈ψ | −m3〉〈−m3 | m〉. (31)
Usually, this condition is satisfied separately by both the input state and the output state, so that both states
are symmetric in the path basis. Specifically, the eigenstates of Jˆφ that represent the results of photon number
measurements in the output ports all satisfy the condition
〈m | m3〉 = 〈−m3 | m〉. (32)
Therefore, the amplitudes 〈m | ψ〉 will be real at all phases φ if the Jˆ3 components of | ψ〉 satisfy
〈m3 | ψ〉 = 〈ψ | −m3〉. (33)
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FIG. 6. Experimentally observable multi-photon interference fringes for photon number differences of 2mψ = 2m = N/2 in
both the input and the output. (a) shows the phase dependent count rates for eight photons and (b) shows the phase dependent
count rate for sixteen photons. The dotted line shows the envelope function 4A2 to indicate that the amplitude of the fringes
follows the classical statistics of random phase interference.
Note that it has been shown elsewhere that input states satisfying this path symmetry condition achieve their maximal
phase sensitivity in photon number measurements [8]. The present analysis investigates the more detailed mechanism
by which this is achieved.
In general, the approximate solution of Eq.(9) is given by Eq.(13), so that the multi-photon interference fringes can
be described by the phase dependent action S with
∂
∂φ
S(φ) = −
√
〈m | Jˆ23 | ψ〉
〈m | ψ〉 (34)
It is therefore possible to derive the periodicity of the interference fringes from the weak value of the squared phase
shift generator Jˆ23 for any path symmetric state. Note that Eq.(9) indicates that the weak value of Jˆ
2
3 is always real if
the states and measurements satisfy Eq.(30) at all phases. In the limit of high photon number N , it is usually possible
to find a classical relation that defines the value of J3 as a function of initial conditions ψ, measurement outcome
m, and phase shift φ. It is then possible to relate the multi-photon interference effects to the deterministic relations
between initial and final conditions known from classical wave interference.
In the present case, the action S is directly observable as an interference fringe because the amplitudes 〈m | ψ〉
are all real. This is a result of the symmetry between negative and positive intensity differences between the paths.
If there is only a single classical solution for J3, the action given by Eq.(16) will merely describe an unobservable
phase evolution of 〈m | ψ〉. In this sense, one can explain quantum interference as an interference between the two
classical solutions +J3 and −J3, both of which connect ψ to m under phase shifts of φ. Importantly, this interference
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can be described without any reference to Hilbert space vectors, since the physical properties Ji can all be defined
within classical wave theory. It may therefore be useful to take a closer look at the relation between classical wave
interference and the quantum interference of multi-photon states.
VII. CLASSICAL INTERFERENCE VERSUS QUANTUM INTERFERENCE
As shown above, multi-photon interference can be understood in terms of the weak values of the generator Jˆ3 that
describes the phase shift induced by a two-path interferometer. To explain the connection with more conventional ideas
of quantum interference as an effect of superpositions in the initial state, it may be useful to consider a particularly
simple solution of Eq.(34), where the periodicity of the interference fringes is determined by the input state and does
not depend on output photon number or phase. This situation only occurs if the input state is an eigenstate of Jˆ23 ,
so that the weak value is given by the initial eigenvalue and does not depend on phase anymore. Except for arbitrary
phase shifts, the complete set of states with constant fringe periodicity is therefore given by
| ψ(m3)〉 = 1√
2
(| m3〉+ | −m3〉) , (35)
where | m3〉 are the Jˆ3 eigenstates with eigenvalues of h¯m3. Similar to the case of equal photon numbers in input and
output, the derivative of the action is constant and a multiple of h¯,
∂
∂φ
S(φ) = −h¯m3. (36)
For an N -photon state, the maximal number of fringes is obtained for the so-called NOON state, where m3 = N/2.
It is therefore tempting to think of multi-photon interference as an N -fold increase in the number of fringes, or an
N -fold enhancement of phase sensitivity. However, even the simple superposition states given by Eq.(35) show that
the number and the periodicity of fringes is not a function of photon number, but a function of photon number
distribution between the paths. In general, the weak value of Jˆ23 provides an estimate of the intensity distribution
between the paths for a specific combination of input state, measurement outcome, and phase shift. This estimate
identifies the proper physics of multi-photon interference.
What is perhaps most remarkable about the results presented above is that the quantum effects of multi-photon
interference can be explained by using the deterministic relations between field coherences already known from classical
two-path interference. The classical interference effect is actually described by the operator relation in Eq.(4), where
the output intensities are expressed as a function of input intensities, coherence, and phase shift. In classical theory,
probabilities enter the picture only if there is some randomness in the initial conditions. In the case of photon number
inputs discussed above, this randomness can be identified as a random phase difference between the two input fields.
As the approximation shows, the quantum mechanical result reproduces this classical probability distribution over
random phases in the form of the envelope function that describes the amplitude of the quantum interference fringes.
Importantly, quantum interference is not an effect that emerges gradually from classical field interference as photon
number increases, but should be considered as a fundamentally different effect associated with the non-classical relation
between the phase shift φ and its generator Jˆ3. The only reason why this effect is related to photon number is that, as
a quantum effect, its scale is determined by h¯. All classical effects scale with intensity, only the quantum interference
fringes decrease in width as photon number increases. The analysis in this paper shows that it is possible to separate
the quantum scale and the classical scale in the quantum theory of multi-photon interference fringes, highlighting the
different physics involved in the two distinct processes.
VIII. CONCLUSIONS
In conclusion, multi-photon interferences can be explained in terms of the weak values of the intensity difference
between the paths of the interferometer. For photon number states, it is then possible to describe each multi-photon
interference fringe by its own differential equation. The approximate solution of this differential equation identifies
the periodicity of the fringes with the intensity difference between the paths inside the interferometer, which can be
determined from the classical relation between input intensity difference, output intensity difference, and phase.
We have shown that it is possible to separate the quantum effects of multi-photon interference from the classical
statistics of random phase interference. Specifically, we can trace quantum interference back to the action of the
phase shift, which is given by the product of the generator Jˆ3 and the phase shift φ. The photon number appears
in this relation only because Jˆ3 is quantized in units of h¯. The classical units of intensity difference are action units,
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where h¯ is the ratio between the action and the quantum phase. Our analysis thus shows that an detailed analysis of
multi-photon interference can be achieved by focusing on the classical field properties if both the input state and the
measurement outcomes are treated on an equal footing.
Our work provides a general characterization of multi-photon interference that may serve as a road map to future
experiments involving larger photon numbers. We have identified the relevant features of different two-path interfer-
ence scenarios and explained the origin and the physical meaning of the experimentally observable fringe width. We
believe that these observations will be extremely helpful in the characterization of multi-photon quantum devices and
in the development of new approaches to multi-particle quantum physics.
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