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Abstract
Solutions of differential algebraic equations is considered by Adomian decomposition method. In E. Babolian, M.M. Hosseini
[Reducing index and spectral methods for differential-algebraic equations, J. Appl. Math. Comput. 140 (2003) 77] and M.M.
Hosseini [An index reduction method for linear Hessenberg systems, J. Appl. Math. Comput., in press], an efﬁcient technique to
reduce index of semi-explicit differential algebraic equations has been presented. In this paper, Adomian decomposition method is
applied to reduced index problems. The scheme is tested for some examples and the results demonstrate reliability and efﬁciency of
the proposed methods.
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1. Introduction
It is well known that differential algebraic equations (DAEs) can be difﬁcult to solve when they have a higher index,
i.e., an index greater than 1 [2] and an alternative treatment is the use of index reduction methods, whose essence is
the repeated differentiation of the constraint equations until low-index problem (an index-1 DAE or ODE) is obtained.
But repeated index reduction by direct differentiation leads to instability of the resulting ODE. Hence stabilized index
reduction methods were used to overcome the difﬁculty.
Earlier in [3,5–7], for semi-explicit DAEs, an efﬁcient reducing index method has been proposed that does not
need the repeated differentiation of the constraint equations. This method is well applied to DAEs with and without
singularities and then are numerically solved by pseudospectral method with and without domain decomposition.
It is well known that the Adomian decomposition method and its modiﬁcations [12,10,13] are efﬁcient methods
to solve linear and nonlinear ODEs, PDEs, integral equations and integro-integral equations. But to solve high-index
semi-explicit DAEs with Adomian decomposition method is difﬁcult and inefﬁcient. In this paper it is shown that, if
we apply the proposed index reduction method (mentioned in [3,7]) to semi-explicit DAEs then the obtained problem
can be appropriately solved byAdomian decomposition method. In this manner, some examples are illustrated to show
the advantage of using the Adomian decomposition method to solve the reduced index problems.
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2. Reduction of index of DAEs
Consider a linear (or linearized) semi-explicit problem:
X(m) =
m∑
j=1
AjX
(j−1) + BY + q, (1a)
0 = CX + r , (1b)
whereAj ,B andC are smooth functions of t , t0 t tf ,Aj(t) ∈ Rn×n, j=1, . . . , m,B(t) ∈ Rn×k, C(t) ∈ Rk×n, n2
1kn, and CB is nonsingular (DAE has indexm+1) except possibly at a ﬁnite number of isolated points of t , which
in this case, the DAEs (1) have constraint singularity. The inhomogeneities are q(t) ∈ Rn and r(t) ∈ R.
Earlier in [3,7], the reduction index of problem (1) has been considered for k = 1, 2 (in singular and nonsingular
cases). Also, a simple formulation was presented to reduce index of problem (1). In this section, the review of this
proposed method, when CB is nonsingular, is presented.
From (1a), we can write
Y = (CB)−1C
⎡
⎣X(m) − m∑
j=1
AjX
(j−1) − q
⎤
⎦ , t ∈ [t0, tf ]. (2)
Substituting (2) into (1a) implies that
[I − B(CB)−1C]
⎡
⎣X(m) − m∑
j=1
AjX
(j−1) − q
⎤
⎦= 0.
So, problem (1) transforms to the overdetermined system:
[I − B(CB)−1C]
[
X(m) −
m∑
j=1
AjX
(j−1) − q
]
= 0,
t ∈ [t0, tf ]
CX + r = 0,
(3a,b)
Now, system (3) can be transformed to a full-rank DAE system with n equations and n unknowns with index m [3,7].
Here, for simplicity, we consider problem (1) when m = 1 (problem has index 2), n = 2, 3 and k = 1, 2. Also, we
suppose that DAE is nonsingular, i.e.,
CB(t) = 0, t ∈ [t0, tf ] (4)
then by two theorems, the given index-2 problem will transform to index-1 DAE and the Adomian decomposition
method will apply to obtained index-1 problem. This discussion can be extended to general form (1).
Theorem 1. Consider problem (1), when it has index 2, n = 2 and k = 1. This problem is equivalent to index-1 DAE
system (5)
E1X
′ + E0X = qˆ, (5)
such that
E0 =
[
b1a21 − b2a11 b1a22 − b2a12
c1 c2
]
, E1 =
[
b2 −b1
0 0
]
, qˆ =
[−b2q1 − b1q2
−r
]
,
and
y = (CB)−1C[X′ − AX − q].
Proof is presented in [3].
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Theorem 2. Consider problem (1), when it has index 2, n = 3 and k = 2. This problem is equivalent to index-1 DAE
system (6)[
M¯
0
]
X′ +
[−M¯A
C
]
X =
[
M¯q
−r
]
, (6)
such that,
M = [b21b32 − b22b31 b12b31 − b11b32 b11b22 − b12b21]1×3.
Proof is presented in [7]. In Section 3 by using a suitable Maple program, the Adomian decomposition method to
DAEs (5) and (6) is applied.
3. Adomian decomposition method to solve DAEs (5) and (6)
Here, the reviewof the standardAdomian decompositionmethod is presented. For this reason, consider the differential
equation,
Lu + Ru + Nu = g(x), (7)
where N is a nonlinear operator, L is the highest-order derivative which is assumed to be invertible, R is a linear
differential operator of order less than L and g is the source term. The method is based on applying the operator L−1
formally to the expression
Lu = g − Ru − Nu, (8)
so, by using the given conditions we obtain
u = f − L−1(Ru) − L−1(Nu), (9)
where the function f represents the terms arising from integrating the source term g. L−1g and from using the given
conditions, (x), all are assumed to be prescribed.
We write Nu =∑+∞n=0 An and u =∑+∞n=0 un, where the components of An are the so-called Adomian polynomials,
for each i, Ai depends on u0, u1, . . . , ui only. Now, by considering (3), we deﬁne{
u0 = L−1(g) + (x),
u1 = −L−1(Ru0) − L−1(Nu0),
u2 = −L−1(Ru1) − L−1(Nu1),
(10a)
and in general
uk+1 = −L−1(Ruk) − L−1(Nuk), k0. (10b)
If the series converges in a suitable way, then it can be seen
u = lim
M→+∞M(x),
whereM(x)=∑Mi=0 ui . Now, an expression for theAi is required. Speciﬁc algorithmswere seen in [9,11] to formulate
Adomian polynomials. The following algorithm
A0 = F(u0),
A1 = u1F ′(u0),
A2 = u2F ′(u0) + 12u21F ′′(u0),
A3 = u3F ′(u0) + u1u2F ′′(u0) + 13!u
3
1F
′′′(u0),
...
can be used to construct Adomian polynomials, when F(u) = Nu.
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The theoretical treatment of the convergence of Adomian decomposition method has been considered in [1,4,8].
To perform the Adomian decomposition method, in general, for an arbitrary natural number , g(x) is expressed in
Taylor series,
g(x) ≈
v∑
n=0
xn
n! g
(n)(0).
According to DAE system (5), consider the DAEs system
c1x1 + c2x2 = −r,
t ∈ [t0, tf ]
b2x
′
1 − b1x′2 + d1x1 + d2x2 = −b2q1 − b1q2,
(11a,b)
where d1 = b1a21 − b2a11 and d2 = b1a22 − b2a12. From (4),
CB(t) = (c1b1 + c2b2)(t) = 0, t ∈ [t0, tf ].
To continue, we need a new condition as c1(t)b1(t) = 0 or c2(t)b2(t) = 0 for t0 t tf .
Here, suppose that c1(t)b1(t) = 0, t0 t tf , so from (11) we have
x1 = −c2
c1
x2 − r , (12a)
x′2 =
b2
b1
x′1 +
d1
b1
x1 + d2
b1
x2 + b2q1 + b1q2
b1
. (12b)
By putting L = d/dt and L−1 = ∫ t0 (.) ds, for an arbitrary natural number ,
x1 =
∑
i=0
x1,i , x2 =
∑
i=0
x2,i , (13a)
where
x1,0 = x1(0), x2,0 = x2(0). (13b)
Now we have
x1,1 = −c2
c1
x2,0 − r ,
x2,1 = x2,0 +
∫ t
0
(
b2
b1
x′1,1 +
d1
b1
(x1,0 + x1,1) + d2
b1
x2,0 + b2q1 + b1q2
b1
)
ds,
and in general, for k = 0, 1, . . .
x1,k+1 = −c2
c1
x2,k , (14a)
x2,k+1 =
∫ t
0
(
b2
b1
x′1,k+1 +
d1
b1
x1,k+1 + d2
b1
x2,k
)
ds. (14b)
A similar technique can be used to apply Adomian decomposition method for DAEs system (6).
4. Test problems
In this section, two differential algebraic equations are considered and these problems are solved by Adomian
decomposition method which is presented in Section 3. The algorithms are performed by Maple 8 with 10 digits
precision.
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Example 1. Consider index-2 problem,
X′ = AX + By + q,
0 t1,
0 = CX + r,
(15a,b)
where
A =
[
2 t
0
1
t + 1
]
, CT = B =
[
1
t
]
, q =
⎡
⎢⎣ e
t
(
1 − t − t sin(t) − 1
1 + t
)
et
(
sin(t) + cos(t) − sin(t) + t
1 + t
)
⎤
⎥⎦ ,
with x1(0) = x2(0) = 0, and exact solutions,
x1(t) = tet , x2(t) = et sin(t) and y(t) = e
t
1 + t .
By using Theorem 1, the index-2 DAEs (15) transform to index-1 DAEs (16) as below,
x1 = −tx2 + g1(t), (16a)
x′2 = tx′1 − 2tx1 + g2(t)x2 + g3(t), (16b)
with x1(0) = x2(0) = 0, when g1(t) = tet (1 + sin(t)), g2(t) = (1 − t2 − t3)/(1 + t) and
g3(t) = et
(
cos(t) − t + t2 + t + t
2 + t3
1 + t sin(t)
)
.
For applying Adomian decomposition method to DAE (16), we expand g1, g2 and g3 by Taylor series as below,
g˜1(t) =
10∑
n=0
tn
n! g˜
(n)
1 (0), g˜2(t) =
10∑
n=0
tn
n! g˜
(n)
2 (0), g˜3(t) =
10∑
n=0
tn
n! g˜
(n)
3 (0).
Now through considering (13) and (14), we have
x1,0 = x1(0) = 0,
x2,0 = x2(0) = 0,
x1,1 = −tx2,0 + g˜1(t) = t + 2t2 + 32 t3 + 12 t4 + 124 t5 + · · · ,
x2,1 = x2,0 +
∫ t
0
(sx′1,0 + sx′1,1 − 2sx1,0 − 2sx1,1 + g˜2(s)x2,0 + g˜3(s)) ds,
x1,2 = −tx2,1 = −t2 − 12 t3 − t4 − 512 t5 + · · · ,
x2,2 =
∫ t
0
(sx′1,2 − 2sx1,2 + g˜2(s)x2,1) ds,
x1,3 = −tx2,2 = − 12 t3 + 56 t4 − 14 t5 + · · · ,
x2,3 =
∫ t
0
(sx′1,3 − 2sx1,3 + g˜2(s)x2,2) ds,
x1,4 = −tx2,3 = − 16 t4 + 1724 t5 + · · · ,
x2,4 =
∫ t
0
(sx′1,4 − 2sx1,4 + g˜2(s)x2,3) ds
...
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so that we obtain
x1(t) =
9∑
i=0
x1,i = t + t2 + t
3
2
+ t
4
6
+ t
5
24
+ t
6
120
+ t
7
720
+ t
8
5040
+ t
9
40 320
+ t
10
181 440
+ · · · (17a)
and
x2(t) =
9∑
i=0
x2,i = t + t2 + t
3
3
− t
5
30
− t
6
90
− t
7
630
+ t
9
22 680
+ 31
3628 800
t10 + · · · (17b)
which are quite close to the Taylor series of their exact solutions, x1(t) = tet , and x2(t) = et sin(t). By using (2) and
(17), y(t) can be computed.
Example 2. Consider for 0 t1,
X′ = AX + BY + q, (18a)
0 = CX + r , (18b)
with x1(0) = x2(0) = x3(0) = 0,
A =
[1 0 0
0 1 0
0 0 t
]
, CT = B =
[ 1 −1
0 t
−1 0
]
,
q and r are compatible to exact solutions x1(t)=x2(t)=x3(t)= t4 + t5 and y1(t)=y2(t)= t/(t4 + t5 +1). According
to Theorem 2, M¯ = [t 1 t] and index-2 problem (18) can be transformed to index-1 DAE (19),[
t 1 t
0 0 0
0 0 0
][
x′1
x′2
x′3
]
+
[−t −1 −t2
1 0 −1
−1 t 0
][
x1
x2
x3
]
=
[
g1(t)
g2(t)
g3(t)
]
, (19)
with x1(0) = x2(0) = x3(0) = 0 and
Y = (CB)−1C[X′ − AX − q] (20)
when g1(t) = 4t3 + 12t4 + 8t5 − 2t6 − t7, g2(t) = 0 and g3(t) = t6 − t4.
Now we rewrite (19) as below,{
x1 = tx2 − g3(t),
x3 = x1 − g2(t),
x′2 = g1(t) − tx′1 − tx′3 + tx1 + x2 + t2x3,
(21)
with x1(0) = x2(0) = x3(0) = 0.
Here, by putting
x1,0 = x1(0) = 0,
x2,0 = x2(0) = 0,
x3,0 = x3(0) = 0,
x1,1 = −tx2,0 − g3(t) = t4 − t6,
x3,1 = x1,0 + x1,1 − g2(t),
x2,1 = x2,0 +
∫ t
0
(g1(s) − s(x′1,0 + x′1,1) − s(x′3,0 + x′3,1) + s(x1,0 + x1,1) + x2,0 + s2(x3,0 + x3,1)) ds,
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x1,2 = −tx2,1 = t5 + 45 t6 + 32 t7 + 107 t8,
x3,2 = x1,2,
x2,2 =
∫ t
0
(−sx′1,2 − sx′3,2 + sx1,2 + x2,1 + s2x3,2) ds,
x1,3 = −tx2,2 = 15 t6 − 2315 t7 − 7170 t8 + · · · ,
x3,3 = x1,3,
x2,3 =
∫ t
0
(−sx′1,3 − sx′3,3 + sx1,3 + x2,2 + s2x3,3) ds,
x1,4 = −tx2,3 = 130 t7 − 59105 t8 + · · · ,
x3,4 = x1,4,
x2,4 =
∫ t
0
(−sx′1,4 − sx′3,4 + sx1,4 + x2,3 + s2x3,4) ds
...
and by deleting the noise terms we obtain the exact solutions x1(t) = x2(t) = x3(t) = t4 + t5.
Consequently y1(t) and y2(t) can be computed from (20). The obtained results illustrate the advantages of using the
proposed methods of this paper, for these examples.
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