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RESUMEN 
El presente estudio describe cómo se aplicó la técnica de regresión logística y análisis 
discriminante para encontrar las variables significativas que inciden en el rendimiento académico 
de la asignatura de Algebra Lineal de 131 estudiantes de la universidad Manuela Beltrán de las 
careras de ingeniería Ambiental y Biomédica. 
Para la elaboración de cada uno de los modelos se utilizaron diez variables predictoras. Estas 
fueron: género, tipo de establecimiento donde cursó el bachillerato, rendimiento académico en 
matemática durante el bachillerato, laborar los fines de semana, tiempo de estudio semanal 
dedicado a la asignatura de Algebra Lineal, asistencia a tutorías, número de veces que ha asistido 
a tutorías, número de veces que ha visto el curso de la asignatura de Algebra Lineal, Frecuencia 
en las que desarrolla las actividades de clase y Frecuencia en las que desarrollan las tareas. Para la 
variable dependiente de rendimiento académico se tomó el resultado del primer examen de la 
asignatura. 
Se corrieron 11 modelos en el programa SPSS utilizando la técnica de regresión logística de los 
cuáles solo seis (modelos 3, 7, 8, 9, 10 y 11) inciden en el rendimiento académico de la asignatura, 
siendo la variable rendimiento académico de matemáticas durante el bachillerato la que aporta 
mayor porcentaje de clasificación.  
Se utilizó la técnica de análisis discriminante con el objetivo de probar si el porcentaje de 
clasificación de los tres modelos con mayor significancia sobre la variable dependiente (modelos 
3, 10 y 11) mejoran con este método, obteniendo como resultado que el modelo 3 sigue siendo el 
modelo con mayor porcentaje de global de clasificación (90,8%), el modelo 10 aumenta el 
porcentaje de clasificación en 1,6% con respecto al resultado obtenido en la regresión logística y 
el modelo 11 reduce su porcentaje de clasificación en 2,3%, llegando a la conclusión que los dos 
métodos son eficaces en la predicción del rendimiento académico. 
PALABRAS CLAVES: Rendimiento académico, regresión logística, análisis discriminante.  
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OBJETIVOS 
 
OBJETIVO GENERAL 
Encontrar las variables significativas que tienen mayor incidencia en el rendimiento académico 
de los estudiantes de la Universidad Manuela Beltrán en la asignatura de algebra lineal. 
OBJETIVOS ESPECÍFICOS 
• Generar un formato que permita recoger y categorizar todas las variables requeridas para 
la investigación.  
• Plantear un modelo de regresión logística y análisis discriminante que permita aproximar 
el rendimiento académico de la asignatura de algebra lineal. 
• Analizar todas las variables independientes por medio de los métodos de análisis 
discriminante y regresión logística para encontrar los factores que influyen en el rendimiento 
académico de los estudiantes.   
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INTRODUCCIÓN 
El presente estudio se realiza en la Universidad Manuela Beltrán con el objetivo de encontrar 
los factores que influyen en el rendimiento académico de los estudiantes en la asignatura de 
Algebra Lineal, para lo anterior se encuestaron 131 estudiantes de primer semestre de las carreras 
de Ingeniería Ambiental y Biomédica. 
El cuerpo del trabajo está compuesto en un inicio por un marco teórico, seguido por la 
presentación de la metodología y el análisis de los resultados de cada una de las técnicas. En la 
primera parte se abordan conceptos de rendimiento académico a partir de diferentes autores, se 
presentan investigaciones sobre el rendimiento académico a partir de las técnicas de análisis 
multivariado realizadas por autores nacionales e internacionales. En la metodología se describe la 
población y variables utilizadas en el estudio, seguido por una descripción de las técnicas de 
análisis multivariado, y, por último, se explica detalladamente las técnicas de análisis 
discriminante y regresión logística las cuáles fueron utilizadas para lograr los objetivos de este 
estudio.  
En la tercera parte del trabajo se presentan los análisis de los resultados de cada una de las 
técnicas, para la regresión logística se analiza la bondad de ajuste del modelo a partir del Odds 
Ratio, el estadístico Wald, el valor de verosimilitud, coeficiente R cuadrado y el Test de Hosmer 
y Lemeshow. La técnica de análisis discriminante se utilizó para verificar los porcentajes de 
clasificación de los modelos significativos obtenidos con la regresión logística y para esto se 
utilizaron los estadísticos de Lambda de Wilks, Menor Razón F, V Rao y Anovas.  
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MARCO TEÓRICO 
1.1.RENDIMIENTO ACADÉMICO  
El rendimiento académico de los estudiantes es uno de los principales problemas que 
padecen las instituciones de educación superior, debido a la alta reprobación en algunas 
asignaturas que con lleva a un bajo desempeño durante el semestre y en algunos casos a la 
deserción estudiantil. Para Forteza (1975) el rendimiento académico es la producción que 
realiza el sujeto, el resultado final de la aplicación de su esfuerzo, combinado con sus 
actividades, rasgos y la percepción más o menos correcta de las tareas asignadas. Por el 
contrario, Jiménez (2000) delimita el rendimiento escolar como un nivel de conocimientos que 
se muestran en un área o asignatura contrastado con la norma de edad y nivel académico.  
 Montero &Villalobos (2007), definen el rendimiento académico desde un conjunto de factores 
que afectan el resultado académico en donde intervienen aspectos de orden sociodemográfico, 
psicosociales, pedagógicos, institucionales y socioeconómicos.  
 
No obstante, el éxito académico está determinado por múltiples factores que van desde 
habilidades cognitivas, intereses, motivación, autoconcepto, ansiedad, hábitos de estudio, contexto 
sociohistórico, dinámica familiar, salud, ambiente escolar, influencia de padres y compañeros, 
escolaridad de los padres, hasta variables relacionadas con los programas, el currículo, las 
características de quien enseña y cómo lo hace; además de una gran cantidad de factores externos 
(Córtes, 2008). 
 
Teniendo en cuenta las definiciones de los autores anteriores, el rendimiento académico se 
puede ver como el nivel de conocimientos adquiridos por un estudiante, los cuales están 
influenciados por diferentes factores tanto académicos como sociales, económicos, psicológicos, 
entre otros.  
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1.2.INVESTIGACIONES PREDICCIÓN DEL RENDIMIENTO ACADÉMICO 
Se han realizado múltiples investigaciones enfocadas a la predicción del rendimiento académico 
midiendo la incidencia desde factores académicos, personales, sociales, entre otros, dentro de las 
cuales se encuentran:   
García  (2016) ejecuta  un estudio de enfoque cuantitativo realizado a través de una regresión 
lineal para conocer la validez predictiva de los mecanismos que integran el proceso de selección 
de La Escuela de Medicina de la Universidad de Anáhuac – Mayab, el rendimiento académico 
visto como el promedio de notas obtenidas de los estudiantes en los semestres cursados hasta el 
momento, a partir de  la variable  resultados de la cohorte 2012 y 2013 en el proceso de admisión 
de la carrera, dando como conclusión que la prueba de selección que más correlaciona con el 
rendimiento académico es el promedio que obtienen los alumnos en los cursos propedéuticos.  Por 
otra parte, Heredia, Rodríguez   & Vilalta (2014) utilizan la regresión logística ordinal para 
predecir el rendimiento académico en la asignatura modelos probabilísticos de los procesos 
(MMP), que se imparte en el segundo año de la carrera de ingeniería industrial en el Instituto 
Superior Politécnico “José Antonio Echeverría”. Los autores limitan el rendimiento académico en 
esta investigación como la calificación en la asignatura, este toma los valores de malo, regular, 
bueno y muy bueno, utilizando como variables independientes el promedio de los estudiantes en 
las asignaturas, los autores concluyeron  que el promedio de la asignatura de ciencia es la variable 
con mayor índice de predicción en el modelo 
  Padilla  &   Olmos  (2011),  desarrollan  una investigación  para predecir el desempeño  
académico de los alumnos de licenciatura en su primer año de la universidad de la Salle Bajío, 
medido como el promedio de calificaciones obtenidas, mediante la técnica de regresión múltiple,  
utilizando como variables predictoras  el promedio de preparatoria  y  los datos individuales de las 
escalas de las dos pruebas psicométricas utilizadas en el examen de admisión, concluyendo que el 
promedio de preparatoria es una de  las puntuaciones con mayor capacidad predictiva con relación 
al desempeño futuro en la universidad. 
Ibarra & Michalus (2010) analizan el rendimiento académico de los estudiantes de la facultad 
de ingeniería de la Universidad Nacional de Misiones, definiéndolo como el promedio de materias 
aprobadas anualmente, utilizando como variables predictoras condiciones personales y 
socioeconómicas, condiciones académicas previas y desempeño en el primer año de la carrera 
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utilizando la técnica de regresión logística. Los autores llegan a la conclusión que los estudiantes 
que tienen mayor probabilidad de lograr un buen rendimiento académico son aquellos que tienen 
género femenino, provienen de establecimientos privados, obtuvieron elevadas calificaciones en 
el nivel medio y aprobaron la mayor cantidad de materias en el primer año de carrera. 
Son muchas las investigaciones desarrolladas para predecir el rendimiento académico 
universitario tomando diferentes enfoques al seleccionar las variables predictoras es así como:   
Porcel,  Dapozo, & López (2010) analizan el rendimiento académico  de los estudiantes que 
ingresan a la Facultad de Ciencias Exactas y Naturales y Agrimensura de la Facultad de  la  
Universidad  Nacional del Nordeste en Corrientes- Argentinas, desde la incidencia de los  factores 
socio educativos en la aprobación de los exámenes parciales o finales, mediante un modelo de 
regresión logística binaria que clasifico como variables más relevantes para explicar el rendimiento 
académico se encuentran el título secundario obtenido, la carrera elegida y el nivel educacional 
alcanzado por la madre.   
 
1.3.INVESTIGACIONES SOBRE LA PREDICCIÓN DEL RENDIMIENTO 
ACADÉMICO EN COLOMBIA  
En Colombia son pocas las investigaciones que se han desarrollado sobre la predicción del 
rendimiento académico, utilizando técnicas de análisis multivariado, debido a que la mayoría de 
investigaciones sobre el rendimiento académico   son orientadas en lo pedagógico mediante la 
utilización de estadística descriptiva.  
A continuación, se citarán algunas de las investigaciones realizadas en la predicción del 
rendimiento académico utilizando técnicas análisis multivariado: 
En la universidad Autónoma de Bucaramanga, Lamos & Giraldo (2011) predicen el 
rendimiento académico de los estudiantes de la asignatura de cálculo I.  Para esto utilizan seis 
dimensiones que les permite explicar el rendimiento académico visto como aprobó y no aprobó, 
las dimensiones utilizadas son: hábitos de estudio, relación con la asignatura, entorno de 
estudiante, selección del programa, actitudes hacia la asignatura y confianza a la institución, para 
el análisis de las variables utilizaron el método de análisis discriminante y modelos de datos de 
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panel y determinaron que entre los factores que más inciden en el  rendimiento académico se 
encuentran: la relación profesor-alumno, estrategias de aprendizaje, relación estudiante –
asignatura y entorno familiar.  
Por otra parte Carvajal, Mosquera, & Artamonova (2009),   realizan una investigación sobre el 
estudio de los factores que influyen  de manera significativa sobre el rendimiento académico de 
los estudiantes de ingenierías y tecnologías de la Universidad Tecnológica de Pereira en la 
asignatura de Matemáticas I, visto desde el éxito o fracaso, paro lo anterior utilizaron las técnicas 
de regresión logística múltiple y árboles de clasificación para el análisis de los posibles factores, 
tales como: personales (género y edad), socioeconómicos (tipo de colegio y estrato), académicos 
(puntaje total del Icfes, diferentes niveles de lectura y diferentes niveles de pensamientos lógicos) 
, institucionales( programa de la UTP), Riesgos (cobertura de salud, salud física y mental, riesgos 
nutricionales, riesgo de consumo de sustancias psicoactivas, riesgo del mal aprovechamiento del 
tiempo libre y riesgo de otras responsabilidades) que influyen en el rendimiento académico de los 
estudiantes, llegando a la conclusión que los factores incluyentes son: un factor institucional – 
código del programa y tres factores académicos  puntaje total del Icfes, nivel de lectura literal y 
nivel de pensamiento lógico abstracto, además descartaron  factores como género, edad y tipo de 
colegio.   
Una segunda investigación desarrollada en esta universidad explora la relación que existe entre 
el examen ICFES en cada una de las áreas del conocimiento y el rendimiento académico en la 
asignatura algebra lineal de los estudiantes de ingeniería utilizando el método de análisis 
discriminante , que permite concluir que los puntajes obtenidos en las pruebas ICFES, como único 
criterio en la UTP, dejan serios cuestionamientos sobre su capacidad de prever el desempeño futuro 
del estudiante  en los programas de ingeniería Carvajal, Trejos, & Soto (2004). 
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TABLA 1. Investigaciones predicción del rendimiento académico a partir de técnicas de 
análisis multivariado.   
Autor - 
Año 
País Variables 
Independientes 
Variables 
Significativas 
en el 
modelo 
Muestra Técnica 
Multivariada 
Humberto 
Padilla, 
Rafael 
López 
(2011) 
México Promedio de 
preparatoria. 
Datos 
individuales de 
las escalas de las 
dos pruebas 
psicométricas 
usadas en el 
examen de 
admisión.  
Promedio de 
preparatoria. 
 
Alumnos 
del primer año 
de licenciatura 
de la 
Universidad de 
la Salle Bajío. 
técnica de 
regresión 
múltiple paso 
a paso 
Luis A. 
García 
(2016) 
 
México Resultados 
obtenidos por los 
alumnos de la 
cohorte 2012- 
2013. 
 
Promedio que 
obtienen los 
alumnos en los 
cursos 
propedéuticos. 
Alumnos de 
la cohorte 
2012- 2013 de 
la Escuela de 
Medicina de la 
Universidad de 
Anáhuac – 
Mayab. 
Regresión 
lineal  
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Jobany J. 
Heredia, 
Aida G. 
Rodríguez, 
José A. 
Vilalta 
(2014) 
Cuba  Promedio en las 
asignaturas de 
inglés 
Promedio en las 
asignaturas de 
ciencias 
Promedio en las 
asignaturas de 
dibujo. 
Promedio en las 
asignaturas de 
ciencias sociales. 
Promedio en las 
asignaturas más 
técnicas.  
Calificación de la 
introducción a la 
informática. 
 
Promedio en las 
asignaturas de 
ciencias 
 
274 
estudiantes 
pertenecientes 
a dos cursos 
académicos 
distintos del 
Instituto 
Superior 
Politécnico 
“José Antonio 
Echeverría”   
Regresión 
logística 
ordinal. 
 
Jimmy 
Reyes, 
Carlos E. 
Flórez, Juan 
Duarte, 
Pedro 
Chile  Expectativa 
Valencia 
Instrumentalidad 
Puntaje en PSU 
de matemáticas. 
Puntaje en PSU 
de ciencias. 
Estudiantes 
de ingeniería 
durante el 
primer 
semestre de la 
universidad 
Regresión 
logística  
Análisis 
discriminante 
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Ramírez. 
(2007) 
 
Puntajes de las 
notas de 
enseñanza media. 
Puntaje en PSU 
de matemáticas, 
lenguaje y 
ciencias. 
 
de 
Antofagasta 
María V. 
García, Jesús 
Alvarado, 
Amelia 
Jiménez. 
(2000) 
 
España Asistencia a 
clase. 
Participación en 
clase. 
Calificación 
media del 
bachillerato. 
Nota de acceso a 
la universidad. 
Número de 
opción en que se 
eligió la carrera 
de psicología.  
Otras. 
 
Calificación 
media del 
bachillerato. 
 
175 
universitarios 
del primer 
semestre de 
Psicología de 
la universidad 
de 
Complutense 
de Madrid. 
 
 
 
Regresión 
lineal 
múltiple. 
Regresión 
logística. 
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Maria C. 
Ibarra, Juan 
C. Michalus. 
(2010) 
Argentina  Condiciones 
personales y 
socioeconómicas. 
Condiciones 
académicas 
previas. 
Desempeño en el 
primer año de la 
carrera. 
Condiciones 
académicas 
previas 
(promedio de 
calificaciones 
en el nivel 
medio, tipo 
de institución 
donde curso 
estos estudios 
y número de 
asignaturas 
aprobadas en 
el primer año) 
Estudiantes 
de la facultad 
de ingeniería 
de la 
universidad 
Nacional de 
Misiones. 
Regresión 
Logística. 
Clemente 
Rodríguez, 
Lucia 
Herrera. 
(2009) 
España Asistencia a clase 
teóricas. 
Asistencia a clase 
prácticas.  
Asistencia a 
clase teóricas. 
Asistencia a 
clase prácticas. 
Estudiantes 
que han 
cursado la 
asignatura 
Bases 
Metodológicas 
de la 
investigación 
Educativa de la 
universidad de 
Granada. 
Regresión 
logística. 
12 
 
 
 
María E. 
Herrera, 
Santiago 
Nieto, María 
J. 
Rodríguez, 
María C. 
Sánchez. 
(1999) 
España Rendimiento 
anterior al ingreso 
de la universidad. 
Edad. 
Estudios de la 
madre. 
Actitud hacia la 
universidad. 
Autoeficacia. 
Satisfacción por 
la carrera elegida. 
Asistencia. 
Estudios del 
padre 
Hábitos de 
estudio 
Rendimiento 
anterior al 
ingreso de la 
universidad. 
Satisfacción por 
la carrera 
elegida. 
Asistencia. 
 
Estudiantes 
de la 
universidad de 
Salamanca 
Regresión 
múltiple paso 
a paso. 
Análisis de 
covarianza. 
Análisis 
discriminante. 
Eduardo 
A. Porcel, 
Gladys N. 
Dapozo, 
María V. 
López. 
(2010) 
Argentina  Año de ingreso. 
Carrera elegida. 
Sexo. 
Tiene email. 
Título 
secundario. 
Carrera elegida. 
Nivel 
educacional 
alcanzado por la 
madre. 
Alumnos 
ingresantes a la 
Facultad de 
Ciencias 
Exactas y 
Naturales y 
Agrimensura 
de la 
Regresión 
logística. 
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Título 
secundario. 
Dependencia del 
establecimiento. 
Cobertura obra 
social. 
Estudio de los 
padres. 
Universidad 
Nacional del 
Nordeste. 
Fuente: Realización propia 
 
1.4.ANÁLISIS DE INVESTIGACIONES SOBRE LA PREDICCIÓN DEL 
RENDIMIENTO ACADÉMICO. 
En los estudios presentados se observó que los métodos multivariados son adecuados para 
predicción del rendimiento académico, entre los más utilizados están la regresión logística debido 
a su eficiencia para el desarrollo de investigaciones donde la variable dependiente es cualitativa y 
dicotómica y las variables independientes son categóricas o de escala.    
Con respecto a la variable dependiente la mayoría de autores definen el rendimiento académico 
como éxito o fracaso y promedio de calificaciones, por consiguiente, las variables predictoras más 
significativas en los modelos es el promedio del rendimiento académico anterior.  
En cuanto a las investigaciones realizadas en Colombia se observó que la técnica de análisis 
multivariado más utilizada es el análisis discriminante, además existen similitudes entre los 
resultados arrojados en comparación con la de otros países entre los cuáles tenemos: 
• Definir el rendimiento académico desde el éxito y fracaso. 
• Los factores académicos se destacan como las variables significativas del modelo. 
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En síntesis, las técnicas de regresión logística y análisis discriminantes son adecuadas para 
realizar estudios en donde la variable de respuesta es categoría y las variables predictoras son 
categorías o de escala.  
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2. METODOLOGÍA 
2.1.CARACTERIZACIÓN DE LA POBLACIÓN  
La universidad Manuela Beltrán es una institución de educación superior que tiene como misión    
ofrecer programas de educación profesional, técnica, tecnológica, formal, continúa y posgradual 
en el marco del desarrollo académico, la proyección social y las políticas nacionales e 
internacionales de educación para el trabajo, el desarrollo humano y la formación profesional. La 
UMB busca que sus estudiantes sean buenos ciudadanos, innovadores y productivos, líderes en su 
comunidad y en su disciplina profesional.1 
La UMB cuenta con tres sedes principales Bogotá, Cajicá y Bucaramanga y ofrece 14 
programas de pregrado. 
Para la realización del estudio se escogieron 131 estudiantes de las carreras de, ingeniería 
ambiental y biomédica de las sedes de Cajicá y Bogotá, quienes ven la asignatura de algebra lineal 
en el primer semestre de la carrera.    
 
2.2. DEFINICIÓN DE VARIABLES  
Para realizar el estudio se tomó la nota del primer examen como la variable dependiente    
esta se clasificó de la siguiente manera: 
TABLA 2. Variable dependiente 
Éxito 
Nota a partir 3 a 5. 
Fracaso  
Notas menores de 3. 
                                               Fuente: Realización propia 
                                                 
1 http://www.umb.edu.co/descargas/politicas/pei_2015.pdf 
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Para determinar las variables independientes se creó un formato tipo encuesta para la 
recolección de la información, está fue supervisada por los docentes de la asignatura además se 
concientizo a los estudiantes de la importancia de la investigación y por ende la necesidad   de que 
el desarrollo de la encuesta fuera lo más acertada.  Las   variables utilizadas se presentan en la 
siguiente tabla: 
TABLA 3. Codificación de las variables independientes. 
VARIABLE NOTACIÓN CATEGORIAS CLASIFICACIÓN 
Género GEN Femenino  
Dicotómica 
Masculino 
Tipo de establecimiento 
donde cursó el bachillerato 
TECB Público 
Dicotómica 
Privado 
Rendimiento académico en 
matemáticas durante el 
bachillerato 
RAM 
Excelente 
Politómica Ordinal 
Sobresaliente 
Bueno 
Regular 
Malo 
Labora los fines de semana LFS Si Dicotómica 
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No 
Tiempo de estudio 
semanal (horas) dedicado a la 
asignatura de Algebra Lineal 
TES 
1 Cuantitativa 
2 
3 
Más de 3 horas 
Asistencia a tutorías 
ATU 
Si 
Dicotómica 
No 
Número de veces que ha 
asistido a tutorías en el 
semestre 
NTU 
0 
 
Cuantitativa 
1 
2 
3 
Más de 3 veces 
Número de veces que ha 
visto el curso de algebra 
lineal 
RAL 
1 
 
Cuantitativa 
2 
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3 
4 
Más de 4 
Frecuencia en las que 
desarrolla las actividades de 
clase 
ACL 
Siempre 
Politómica Ordinal 
Casi siempre 
Muy pocas 
veces 
Nunca 
Frecuencia en las que 
desarrollan las tareas 
TAR 
Siempre 
Politómica Ordinal 
Casi siempre 
Muy pocas 
veces 
Nunca 
Fuente: Realización propia 
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2.3.MODELO 
Las técnicas de análisis multivariante se pueden clasificar en explicativas o de dependencia y 
descriptivas o de interdepencia (Arriola, Closas, Kuc, Amarilla, & Jovanovich, 2013). Las 
primeras investigan la existencia o ausencia de relaciones entre dos grupos de variables, estos 
grupos son las variables dependientes e independientes, con el objetivo de establecer si el conjunto 
de variables independientes afecta el conjunto de variables dependientes de manera conjunta o 
individualmente. Las técnicas descriptivas o de interdependencia son utilizadas cuando es 
imposible distinguir conceptualmente entre variables dependientes e independientes y el objetivo 
de interés es determinar cómo y porque las variables están correlacionadas entre sí.  
Para el objeto de estudio se utilizaron técnicas explicativas o de dependencia debido a que el 
interés de la investigación fue encontrar las variables independientes que tienen mayor 
significancia en la variable dependiente (rendimiento académico).    
 
FIGURA 1. Técnicas explicativas o de dependência. 
 
Fuente: Adaptada por Uriel y Aldás (2005). 
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Los métodos utilizados para el análisis de las variables fueron la regresión logística y análisis 
discriminante porque la variable dependiente es no métrica. A continuación, se presenta la 
descripción de cada uno de estos métodos.  
 
2.3.1. REGRESIÓN LOGÍSTICA 
Para Barón (2009)  la regresión logística se utiliza para desarrollar estudios donde la variable 
dependiente   es categórica y describe una respuesta en forma dicotómica (éxito o fracaso), además 
se busca estudiar el efecto que otras variables independientes tienen sobre ella.  
Para Hairt et al. (como se citó en Ibarra & Michalus, 2010), el modelo permite calcular para 
cada entidad de la población, la probabilidad de pertenecer a una u otra de las categorías 
establecidas para la variable dependiente, si la probabilidad es alta se concluye que el evento tiene 
elevadas posibilidades de ocurrir, si los valores de la probabilidad son reducidos o cercanos a cero, 
las posibilidades de que el evento ocurra son nulas.  
 
El modelo de regresión logística puede escribirse como: 
𝑙𝑜𝑔 (
𝑝
1 − 𝑝
) = 𝑏0 + 𝑏1𝑥1 + ⋯ + 𝑏𝑛𝑥𝑛 
Donde: 
 𝑝: Probabilidad de que ocurra el evento de interés.  
𝑥𝑛: Variables independientes. 
𝑏𝑛: Coeficientes asociados a cada variable. 
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2.3.1.1.SUPUESTOS  
Los supuestos de la regresión logística son:  
• Linealidad: Establece que la relación entre las variables es lineal, es decir que 
𝐸(𝑦) = 𝑋𝛽 las medidas de la distribución de Y condicionadas a cada valor de X se 
encuentran sobre una línea recta.2 
• No multicolinealidad: El problema de multicolinealidad hace referencia a la 
existencia de relaciones aproximadamente lineales entre los regresores del modelo, cuando 
los estimadores obtenidos y la precisión de éstos se ven seriamente afectados, para probar 
el supuesto de no multicolinealidad fue necesario analizar el factor de agrandamiento de la 
varianza (FAV) simbolizado en el programa de SPSS como VIF. 3 
𝐹𝐴𝑉(𝐵?̂?) =
1
1 − 𝑅𝑗
2 
 
 
 
Donde: 
𝑅𝑗
2: Es el coeficiente de determinación obtenido al efectuar la regresión de 𝑋𝑗 sobre el 
resto de los regresores del modelo. 
 
En consecuencia, el 𝐹𝐴𝑉(𝐵?̂?) se puede ver como la razón entre la varianza observada y 
la que habría sido en caso de que 𝑋𝑗 estuviera incorrelacionada con el resto de regresores 
del modelo. Para poder analizar el FAV en los resultados que arroja el programa SPSS se 
observó si el FAV de algún coeficiente es mayor de 10 y si la tolerancia es menor de 0,10 
se concluye que existe problemas de multicolinealidad. 
• No Autocorrelación: Ausencia de covarianza (o correlación) entre los errores:4 
                                                 
2 http://biplot.usal.es/problemas/libro/6%20%20Regresion.pdf 
3 http://www.umb.edu.co/descargas/politicas/pei_2015.pdf 
 
4 http://biplot.usal.es/problemas/libro/6%20%20Regresion.pdf 
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𝐶𝑜𝑣 = (𝜀𝑖, 𝜀𝑗) = 0 𝑠𝑖 𝑖 ≠ 𝑗. 
 
Para poder probar la validez de los dos últimos supuestos anteriores se hace necesario 
que el modelo tenga más de dos variables independientes.  
 
2.3.1.2 PRUEBAS DE HIPÓTESIS PARA LOS COEFICIENTES 
• Como primera medida se debe verificar si una variable explicativa tiene coeficiente 
igual a cero, para lo anterior se planteó la siguiente hipótesis:  
𝐻0: 𝛽 = 0 
𝐻1: 𝛽 ≠ 0 
  
• Determinar si los conjuntos de variables explicativas tienen coeficientes iguales a 
cero: 
𝐻0: 𝛽𝑖 = 0, ∀𝑖 
𝐻1: 𝐴𝑙 𝑚𝑒𝑛𝑜𝑠 𝑢𝑛 𝛽𝑖 ≠ 0  
 
• Determinar la calidad del ajuste global del modelo.5 
 
2.3.1.3 ESTADÍSTICOS  
Para conocer la influencia que tiene cada una de las variables independientes sobre la variable 
dependiente fue necesario analizar la bondad de ajuste del modelo a partir del Odds Ratio, el 
estadístico Wald, el valor de verosimilitud, Test de Hosmer Lemeshow y el coeficiente R cuadrado 
(en  los  modelos  logit y  probit  no tiene aplicación el  coeficiente  de  determinación  utilizado 
en la regresión.  En  su  lugar  se  utilizan  los denominados Pseudo  R  cuadrado definido   como 
 𝑃2 = 1 −    
𝑙𝑛 𝐿
ln 𝐿0
, donde 𝑙𝑛𝐿  es el logaritmo de la función de verosimilitud que se ha obtenido al 
                                                 
5 SALCEDO P. & CELIA.M. Estimación de la ocurrencia de incidencias en declaraciones de pólizas de 
importación. Tesis Digitales UNMSM. 
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estimar el modelo y ln 𝐿0, es el logaritmo de la función de verosimilitud que se ha obtenido al 
estimar el modelo con sólo el término independiente)  
• El Odds Ratio: es la probabilidad del cociente entre dos ODDS, donde 0<p<1. El 
cociente de probabilidades se determina por:  
0𝑖 = 𝑒
𝐵𝑖 = Exp(𝐵𝑖) 
Un signo positivo en el exponente provoca un aumento en la probabilidad de ocurrencia del 
evento, un signo negativo reduce dicha probabilidad y un coeficiente cercano a cero da un lugar 
a un valor próximo de la unidad, este no   incide en la probabilidad de ocurrencia del evento. 
(Hair et al, 1999) y (Johnson, 2000). 
• Estadístico de Wald: Hace referencia a la significación individual de cada variable, 
para su interpretación se debe verificar si el nivel de significancia asociado es menor que 
el seleccionado (𝛼), la variable en cuestión es relevante y debe ser tenida en cuenta en el 
modelo.  La significación del estadístico Wald para el coeficiente 𝛽𝑖 es la que corresponde 
a contrastar la hipótesis nula de que este vale cero (𝐻𝑜:  𝛽𝑖 = 0) . 
6 
 
• Valor de máxima verosimilitud (-2LL): Mide hasta qué punto un modelo se ajusta 
bien a los datos comparando las probabilidades predichas por el modelo con las observadas 
y mediante una prueba de Chi Cuadrado (𝑋𝑒𝑥𝑝
2 )  indica si existe o no diferencia significativa 
entre el valor de máxima verosimilitud del modelo inicial y final, cuanto más pequeño sea 
el valor mejor será el ajuste (Hair et al, 1999) y (Johnson, 2000). 
 
• Coeficiente R cuadrado: es un coeficiente de determinación que se utiliza para 
estimar la proporción de la varianza de la variable dependiente explicada por las variables 
independientes, este coeficiente compara el valor de verosimilitud del modelo con respecto 
al valor de verosimilitud de un modelo de línea base, sus valores oscilan entre 0 y 1. (Hair 
et al, 1999) y (Johnson, 2000). 
 
                                                 
6 F.J BARÓN LÓPEZ & TELLEZ MONTIEL. Apuntes de Bioestadística, p.54 
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• R cuadrado de Nagelkerke: Es una versión corregida de la R cuadrado de Cox y 
Snell este tiene un valor máximo inferior a 1, incluso para un modelo perfecto. La R 
cuadrado de Nagelkerke corrige la escala del estadístico para cubrir el rango completo de 
0 a 1. (Aguayo Canela M, 2007). 
 
•  Test de Hosmer y Lemeshow: Compara los valores esperados por el modelo con 
los valores realmente observados contrastándolos mediante una prueba Chi Cuadrado con 
8 grados de libertad (𝑋𝑒𝑥𝑝
2 ), para probar si el porcentaje de varianza explicada es 
significativa o no, con el objetivo de probar si en el modelo propuesto puede explicar lo 
que se observa. (Hair et al, 1999) y (Johnson, 2000). En este test se plantea la hipótesis 
nula de que no hay diferencias entre los valores observados y los valores pronosticados; 
por consiguiente, si se rechaza la hipótesis nula esto indica que el modelo no está bien 
ajustado, por lo tanto, el p-valor debe ser mayor a 0,05 para que lo observado se  ajuste 
suficientemente  a lo esperado por el modelo.   
 
 
2.3.1.4. MÉTODO 
El método utilizado para llevar a cabo el estudio fue elaborar un modelo para cada variable 
independiente y relacionarla con la variable dependiente, con el objetivo de verificar si cada 
variable independiente es significativa para la predicción de la variable dependiente. En otras 
palabras, se realizó una comparación bivariante para después incluir en el modelo las variables que 
resultaron estadísticamente significativas, lo anterior con el objetivo de encontrar relaciones 
posibles  entre las variables debido a que cuando se ingresaron todas las variables independientes 
se encontró que estas no aportaban a la predicción de la variable dependiente . 
 
2.3.2.  ANÁLISIS DISCRIMINANTE  
El análisis discriminante es una técnica  estadística de la rama del análisis multivariante, donde 
la variable dependiente es dicotómica  y las variables independientes (variables clasificadoras o 
discriminantes) son métricas   o cuantitativas,  esta  técnica  se utiliza para clasificar distintos 
25 
 
 
 
individuos  en grupos o poblaciones multivariadas con el fin de estudiar diferencias entre  estos,  
el análisis discriminante tiene como objetivo  encontrar la combinación lineal de las variables 
independientes  que mejor permiten discriminar  a los grupos, la función lineal discriminante se 
denota como:  
 
𝑍 = 𝜆0 + ∑ 𝜆𝑖𝑥𝑖
𝑘
𝑖=1
 
 
Para el caso de dos grupos se reescribe como:  
 
𝐺𝑟𝑢𝑝𝑜 = 𝑎 + 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑚𝑥𝑚 
 
Dónde: a es la constante y 𝑏𝑚 son los coeficientes de regresión.  
 
2.3.2.1. VISIÓN GEOMÉTRICA DEL ANALISIS DISCRIMINANTE  
A continuación se presente un ejemplo para explicar la visión geométrica del análisis 
discriminante, si tenemos una población que se puede dividir en dos grupos: clientes insolventes 
y solventes , además se quiere explicar esa clasificación atendiendo a una única variable , por 
ejemplo, el nivel de ingresos del cliente. Como el director del banco tiene todo el historial de los 
créditos pasados que concedió, sabe que nivel de ingresos tenían los solventes e insolventes, la 
información anterior está presentada en la gráfica 2  (Uriel,1997, citado por Aldás7). 
 
 
 
                                                 
7 JOAQUÍN ÁLDAS MANZANO. El Análisis Discriminante: Universidad de Valencia, p.3 
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GRÁFICA  2. Funciones de distribucioón hipóteticas de dos grupos. 
 
 
 
 
 
 
Fuente: Joaquín Ardas Manzano 
 
Un criterio que podría adoptar el director del banco para conceder o no un préstamo, podría ser 
calcular la media de ingresos de los dos grupos. La media de ambas medias (C) sería un buen punto 
de corte como se ilustra en la gráfica 2. Si el nuevo solicitante tiene unos ingresos X > C, se le 
concede el préstamo (el individuo se clasifica en el grupo de solventes) y si los X<C, no se le 
concede (el individuo se clasifica en el grupo de los probables insolventes). 
𝐶 =
?̅?1 + ?̅?𝐼𝐼
2
 
Del ejemplo anterior el autor concluye que existe la posibilidad de que los clientes que tengan 
ingresos mayores a C terminen siendo insolventes, por tal razón el objetivo del análisis 
discriminante es obtener una función discriminante que separe lo mejor posible las dos 
poblaciones. Para el caso de nuestro estudio se debe encontrar una función discriminante que 
separe los estudiantes en dos grupos, es decir en los que tienen éxito en la asignatura de algebra 
lineal y los que fracasan en dicha asignatura. 
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2.3.2.2.  SUPUESTOS  
• Distribución normal: Se asume que los datos de las variables representan una muestra 
proveniente de una distribución normal multivariante.8 
 
• Homogeneidad de varianzas y covarianzas: las matrices de varianzas-covarianzas 
intragrupos deben ser iguales en todos los grupos. Para comprobar esto se puede utilizar una 
prueba de M de Box, esta prueba tiene como hipótesis nula (𝐻0.) que las matrices de covarianzas 
son iguales, el valor obtenido se aproxima a una F de Snedecor. Si p<0,05 se rechaza 𝐻0.9 
 
 
 2.3.2.3. ESTADÍSTICOS  
Dentro de los estadísticos del análisis discriminante tenemos:10 
 
• ANOVAS Univariados: permiten contrastar la hipótesis de igualdad de medias 
entre los grupos en cada variable independiente, se utiliza también como prueba preliminar 
para detectar si los grupos difieren en las variables de clasificación seleccionadas. 
• M de Box: Se utiliza para el contraste de la hipótesis nula de igualdad de las 
matrices varianzas- covarianzas poblacionales. El estadístico de M de Box se expresa: 
𝑀 = (𝑛 − 𝑔) log|𝑆| − ∑(𝑛𝑗 − 1) log|𝑆
𝑗|
𝑔
𝑗=1
 
Donde:  
S:  matriz de varianzas - covarianzas combinadas. 
𝑆𝑗: matriz de varianzas - covarianzas del j-ésimo grupo. 
                                                 
8 http://halweb.uc3m.es/esp/Personal/personas/jmmarin/esp/AMult/tema6am.pdf 
9 (Idem) 
10http://pendientedemigracion.ucm.es/info/socivmyt/paginas/D_departamento/materiales/analisis_datosyMultivar
iable/23discr_SPSS.pdf 
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n: Número total de casos. 
𝑛𝑗: Número total de casos en el j-ésimo grupo. 
g: número de grupos. 
• Lambda de Wilks: determina la significancia de las variables que se introducen en 
el modelo, este se calcula de la razón entre el determinante de la matriz de varianzas y 
covarianzas dentro de grupos y el determinante de la matriz de varianzas y covarianzas 
total, este se aproxima con un estadístico F que mide el cambio que se produce en el valor 
de lambda Wilks al incorporar cada una de las variables en el modelo. El estadístico F 
también conocido como R de Rao, se obtiene mediante la expresión: 
𝐹 = (
𝑛 − 𝑔 − 𝑝
𝑔 − 1
) (
1 − 𝜆𝑝+1 /𝜆𝑝 
𝜆𝑝+1 
) 
Donde: 
n: número de casos válidos. 
g: número de grupos. 
𝜆𝑝 : es la lambda de Wilks que corresponde al modelo antes de incluir la variable que se está 
evaluando.  
𝜆𝑝+1 : es la lambda de Wilks que corresponde al modelo después de incluir esa variable.  
• Distancia de Mahalanobis: Es la medida de la distancia entre dos puntos en el 
espacio, definido por dos o más variables correlacionadas. La distancia multivariante entre 
dos grupos a y b se define como:  
𝐻𝑎𝑏
2 = (𝑛 − 𝑔) ∑ ∑ 𝑤𝑖𝑗
∗ (?̅?𝑖
(𝑎) − ?̅?𝑖
(𝑏)
)(?̅?𝑗
(𝑎) − ?̅?𝑗
(𝑏)
)
𝑝
𝑗=1
𝑝
𝑖=1
 
Donde: 
n: número de casos válidos. 
g: número de grupos. 
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?̅?𝑖
(𝑎)
: Media del grupo a en la i-ésima variable independiente. 
?̅?𝑖
(𝑏)
: Media del grupo b en la i-ésima variable independiente. 
𝑤𝑖𝑗
∗ : Elemento de la inversa de la matriz de varianzas-covarianzas intra-grupos. 
 
• Menor razón F: Se incorpora en cada paso la variable que maximiza la menor razón 
de F para las parejas de los grupos. El estadístico F utilizado es la distancia de Mahalanobis 
ponderada por el tamaño de los grupos. 
𝐹 =
(𝑛 − 𝑝 − 1)𝑛1𝑛2 
𝑝(𝑛 − 2)(𝑛1 + 𝑛2)
𝐻𝑎𝑏
2  
 
• V de Rao: El estadístico V de Rao es una transformación de la traza de Lawley-
Hotelling que es directamente proporcional a la distancia entre los grupos. Al utilizar este 
criterio la variable que se incorpora al modelo es aquella que produce un mayor incremento 
en el valor de V, se define como: 
𝑉 = (𝑛𝑘 − 𝑔) ∑ ∑ 𝑤𝑖𝑗 
∗ ∑(?̅?𝑖
(𝑘) − ?̅?𝑖)
𝑔
𝑘=1
(?̅?𝑗
(𝑘) − ?̅?𝑗)
𝑝
𝑗=1
𝑝
𝑖=1
 
Donde:  
p: número de variables en el modelo. 
g: número de grupos. 
𝑛𝑘: Número de casos válidos en el grupo k. 
?̅?𝑖
(𝑘)
: Media del grupo k en la i -ésima variable. 
?̅?𝑖: Media de todos los grupos en la i-ésima variable. 
 𝑤𝑖𝑗
∗ : Elemento de la inversa de la matriz de varianzas-covarianzas intra-grupos. 
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• Eta cuadrado (𝜂2): Es una medida de evaluación de la bondad de ajuste, se define 
como el coeficiente de determinación obtenido al realizar la regresión entre la variable 
dicotómica, que indica la pertenencia al grupo y las puntuaciones discriminantes. 
 
• Correlación Canónica: Da una medida del grado de asociación entre las 
puntuaciones discriminantes de cada uno de los objetos y el grupo concreto de pertenencia: 
𝜂 = √
𝜆
1 + 𝜆
  
 
Donde: 
𝜆: Ratio que se obtiene al maximizar  𝑀á𝑥𝜆 =
𝑤1
′ 𝐹𝑤1
𝑤1
′ 𝑉𝑤1
 = 
𝑆𝑒𝑝𝑎𝑟𝑎𝑐𝑖ó𝑛 𝑒𝑛𝑡𝑟𝑒 𝑔𝑟𝑢𝑝𝑜𝑠 
𝑆𝑒𝑝𝑎𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑛𝑡𝑟𝑜 𝑔𝑟𝑢𝑝𝑜𝑠
 
Es decir, es la proporción de la variabilidad total debida a la diferencia entre grupos para las 
funciones discriminantes. 
Cuando sólo se tienen dos grupos, la correlación canónica es igual al coeficiente de correlación 
entre la puntuación discriminante y el grupo de pertenencia, que representa por una variable 
codificada en 0-1.  
 
2.3.2.4 MÉTODO 
El método trabajado en la investigación fue el de inclusión por pasos, que consiste en incorporar 
las variables independientes paso a paso a la función discriminante tras evaluar su grado de 
contribución individual a la diferenciación entre los grupos.11 Como algunas variables 
independientes son categóricas se transformaron en   variables Dummy debido a que este método 
trabaja las variables independientes   métricas o cuantitativas. 
                                                 
11http://pendientedemigracion.ucm.es/info/socivmyt/paginas/D_departamento/materiales/analisis_datosyMultivar
iable/23discr_SPSS.pdf 
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3.  RESULTADOS Y DISCUSIÓN 
A continuación, se exponen los resultados obtenidos a partir de la aplicación de cada una de las 
técnicas de análisis multivariado trabajadas con el programa SPSS.  
Para poder encontrar cuales de las variables independientes aportan un valor de significancia a 
la variable dependiente, se aplicó el modelo de regresión logística a cada una de las variables 
independientes consiguiendo en total 11 modelos a analizar. Posteriormente se presenta cada uno 
de estos modelos con su respectivo análisis: 
Para el modelo 1 se incluye la variable género con el objetivo de conocer la significancia con 
respecto a la variable dependiente, en este modelo se observó que de los estudiantes de la 
asignatura algebra lineal del periodo 2016 B de la UMB, 68 de los 131 estudiantes encuestados 
son de género femenino y 63 de los 131 son de género masculino (Tabla 4). 
TABLA 4.  Codificación de la variable independiente género.   
                       
La tabla de clasificación del bloque 0 en el análisis de regresión logística indicó que 84 
estudiantes de los 131 encuestados fracasan en el primer examen de la asignatura de algebra lineal 
y existe un porcentaje de 64,1% de probabilidad de acierto en el resultado de la variable 
dependiente asumiendo que en su mayoría los estudiantes fracasan en la asignatura de algebra 
lineal. Este porcentaje de predicción fue de importancia debido a que se tomó como base a la hora 
de escoger los mejores modelos que predicen el rendimiento académico de los estudiantes en la 
asignatura de Algebra Lineal. 
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TABLA 5. Clasificación de los datos para el rendimiento académico en la asignatura de 
algebra lineal. 
 
 
 
 
 
 
En la tabla siguiente se pudo observar que la variable género obtiene un valor de p>0,05  por 
consiguiente no es significativa para la predicción de la variable dependiente y este modelo no es 
significativo a la hora  predecir el rendimiento académico de los estudiantes de la asignatura de 
algebra lineal.   
 
TABLA 6.  Variables que no están en la ecuación 
 
 
 
El segundo modelo indagó la influencia que tiene el tipo de establecimiento donde cursó el 
bachillerato (TECB) el estudioso con respecto a la variable dependiente rendimiento académico 
en la asignatura de Algebra Lineal, se puede observar que   82 de los 131 estudiantes provienen de 
colegios privados y solo 49 de colegios públicos (Tabla 7). 
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 TABLA 7. Codificación de la variable independiente tipo de establecimiento donde 
cursó el bachillerato. 
 
 
 
 
 
Para el análisis de significancia de la variable TECB se obtuvo un p>0,05 lo cual indica que la 
variable no es significativa. En consecuencia, esta variable no aporta a la predicción de la variable 
dependiente, es decir, el tipo de establecimiento donde el estudiante cursó el bachillerato no influye 
en el rendimiento académico del estudioso en la asignatura de Algebra Lineal (Tabla 8). 
TABLA 8. Variables que no están en la ecuación. 
 
 
 
 
 
El tercer modelo ingresa la variable rendimiento académico en matemáticas durante el 
bachillerato (RAM), en la tabla de codificación de variables se observó que la categoría que tiene 
mayor frecuencia es rendimiento académico regular 49 de los 131 estudiantes, seguido de bueno 
con 39 estudiantes  y de sobresaliente con una frecuencia de 35, además son muy pocos los 
estudiantes que tuvieron rendimiento académico excelente en matemáticas durante el bachillerato 
(Tabla 9). 
 
34 
 
 
 
TABLA 9. Codificación de la variable independiente rendimiento académico en 
matemáticas durante el bachillerato. 
 
 
En la siguiente tabla se observó que la variable RAM mejora la probabilidad de acierto en el 
modelo con p<0,05.  Lo que indicó que esta variable puede ser significativa a la hora de predecir 
el rendimiento académico de los estudiantes en la asignatura de Algebra Lineal. 
 
TABLA 10.  Variables que no están en la ecuación. 
 
 
 
 
 
En   la prueba de Chi-cuadrado se pudo verificar que el modelo mejora significativamente la 
predicción de la variable independiente con un valor de 106.554, tres grados de libertad y un nivel 
de significancia menor de 0.01 (p<0.01). Lo que indica que al ingresar está variable en el modelo 
la bondad de ajuste del modelo empieza a mejorar, además con el Chi –cuadrado obtenido en el 
modelo se rechazó la  hipótesis  nula  que indica que los coeficientes Beta son iguales a cero  (Tabla 
11). 
35 
 
 
 
Tabla 11. Prueba de ómnibus de los coeficientes para la predicción del rendimiento 
académico en la asignatura de algebra lineal. 
 
 
 
 
  El R cuadrado de Nagelkerke un valor que demuestra el grado de exactitud del modelo en una 
escala de 0 a 1.  Mientras sea más cercano a 1 se considera más perfecto; en la tabla 12 se pudo 
observar que el modelo propuesto explica un 76,4% de la varianza de la variable dependiente. 
TABLA 12. Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal.  
 
 
La tabla 13, Matriz de clasificación para el modelo,  dio a conocer que existe  un  porcentaje 
global de clasificación de 90,8%  para los casos,  logrando un incremento significativo en la 
probabilidad de acierto de la variable dependiente cuando se conoce el rendimiento académico de 
la asignatura de matemáticas durante el bachillerato con respecto al obtenido en el bloque cero 
(64,1%), además clasificó correctamente en un 83% de los casos en los cuales los estudiantes 
tienen éxito en la asignatura de Algebra Lineal y en  95,2 %  de los casos en  los que  fracasan.  
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Tabla 13. Matriz de clasificación. 
 
 
 
 
 
 
 
En la tabla 14 se muestran las variables incluidas en el modelo. La significancia de cada 
coeficiente se evalúa a partir del estadístico de Wald, en consecuencia, a lo anterior, se observó 
que la única categoría de la variable RAM que aporta significativamente a la predicción de la 
variable dependiente es RAM (1) con un p<0,01. En conclusión, los estudiantes que tienen un 
rendimiento académico regular en matemáticas durante el bachillerato tienden a   fracasar en la 
asignatura de algebra lineal. 
 
El modelo que permite   encontrar la probabilidad del rendimiento académico de los estudiantes 
en la asignatura de algebra lineal sería:   
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(−2,048+3,402𝑅𝐴𝑀1)
 
 
TABLA 14. Variables incluidas en el modelo. 
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Para el cuarto modelo se quería ver la influencia de la variable labora los fines de semana (LFS) 
con respecto a la variable dependiente. Al correr este modelo se puedo observar que 93 de los 131 
estudiantes no trabajan los fines de semana (Tabla 15), además esta variable no aporta a la 
predicción de la variable dependiente porque su p>0,05 en síntesis este modelo no es adecuado 
para predecir el rendimiento académico de los estudiantes de la asignatura de álgebra lineal (Tabla 
16). 
TABLA 15.    Codificación de la variable independiente labora los fines de semana. 
 
 
 
 
 
TABLA 16. Variables que no están en la ecuación. 
 
 
 
 
 En el quinto modelo se trabajó la variable independiente “tiempo de estudio semanal” (TES) 
dedicado a la asignatura de algebra lineal.  Los resultados obtenidos en las tablas 17 y 18 del 
Bloque 0 mostraron que la variable TES tiene un p-valor mayor que 0,05, lo que indicó que está 
variable no es significativa para la variable dependiente.  En consecuencia, este modelo no es el 
adecuado para predecir el rendimiento académico de los estudiantes en la asignatura de Algebra 
Lineal. 
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TABLA 17.  Variables que no están en la ecuación. 
  
 
 
 
TABLA 18.  Variables que no están en la ecuación. 
 
 
 
 
Para el sexto modelo se combinaron las variables independientes “asiste a tutorías” (ATU) y 
“el número de veces que ha asistido a una tutoría de algebra lineal” (NTU). Como se tomó más de 
una variable independiente fue necesario probar los supuestos de no multicolinealidad e 
independencia de errores. Para lo anterior se observó los resultados de la prueba de Durbin-Watson 
y el valor de VIF que arroja la regresión lineal, para lo anterior fue necesario convertir la variable 
dependiente y la variable independiente ATU en una variable Dummy. En la tabla 19 se pudo 
verificar que el índice de Durbin Watson está entre 1 y 3, lo que indica que el modelo cumple el 
supuesto de independencia de errores.  
Para verificar la no multicolinealidad del modelo se verificó que  𝐹𝐴𝑉(𝐵?̂?) < 10  en la tabla 20 
se observó que las dos variables independientes cumplen con este criterio, los valores respectivos 
son 𝐹𝐴𝑉(ATU) = 3,312  y 𝐹𝐴𝑉(NTU) = 3,312 , además el índice de tolerancia para ambas 
variables es mayor de 0,01. Con los resultados anteriores se concluyó que se   cumple el supuesto 
de no multicolinealidad.  
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TABLA 19. Prueba de Durbin- Watson. 
 
 
TABLA 20. Estadísticas de colinealidad.  
 
 
 
 
 
 
 
 
Al correr el modelo en el programa SPSS la tabla de codificación de la variable independiente 
mostró que solo 34 estudiantes de los 131 asisten a tutorías, además las variables independientes 
de este modelo tienen p-valor mayor que 0,05, por consiguiente, las variables ATU y NTU no son 
significativas. Lo anterior indica que el modelo no es el adecuado para predecir la variable 
dependiente (Tablas 21 -22).  
TABLA 21. Codificación de la variable independiente asiste a tutorías. 
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TABLA 22. Variables que no están en la ecuación. 
 
 
 
 
 
En el modelo siete se estudió si el número de veces que los estudiantes han visto el curso de la 
asignatura de algebra lineal influye en el rendimiento académico de la asignatura. Para este modelo 
en la prueba del ómnibus se puedo verificar que el Chi cuadrado del modelo tiene un nivel de 
significancia menor de 0,01 (p<0,01)  lo que rechaza  la hipótesis nula de que los parámetros de 
las variables independientes son iguales a cero o no significativas (𝐻0: 𝛽𝑖 = 0) contra la hipótesis 
alternativa (𝐻𝑎: 𝛽𝑖 ≠ 0)  en consecuencia a lo anterior se concluyó  que la variable independiente 
(RAL) mejora significativamente la predicción de la variable dependiente. (Tabla 23) 
 
Tabla 23. Prueba de ómnibus de los coeficientes para la predicción del rendimiento 
académico en la asignatura de algebra lineal. 
  
 
 
En la tabla 24 el estadístico de R cuadrado de Cox y Snell expresa una  proporción de  0,161 de 
la variación explicada por el modelo y el valor de R cuadrado de Nagelkerke indica que el modelo 
propuesto explica   un 22% de la varianza de la variable dependiente (Tabla 21). 
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TABLA 24. Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal. 
 
 
Para el análisis de regresión logística la tabla de clasificación indica que existe un 64,1% de 
probabilidad de acierto cuando se conoce el número de veces que los estudiantes  han visto la 
asignatura de algebra lineal, al comparar los resultados obtenidos en el bloque 0 se observó que la  
variable independiente  no aumenta la predicción de la variable dependiente mantiene el mismo 
porcentaje de probabilidad de acierto  cuando se asume que en la mayoría de casos los estudiantes 
fracasan en la asignatura de algebra lineal (Tabla 25). 
 
TABLA 25. Matriz de clasificación. 
 
 
 
 
La tabla 26 especifica   las variables incluidas en el modelo, la puntuación de Wald permite 
evaluar el significado de cada coeficiente de la variable independiente además permite contrastar 
la hipótesis nula de que el coeficiente tiene un valor de cero, como p<0,01 se rechaza la hipótesis 
nula y se concluye que la variable (RAL) aporta significativamente a la predicción de la variable 
dependiente. 
42 
 
 
 
 El modelo que permite encontrar la probabilidad del rendimiento académico de los estudiantes 
en la asignatura de algebra lineal cuando se conoce el número de veces que han visto la asignatura 
sería:   
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(−1,701+1,712𝑅𝐴𝐿)
 
 
Tabla 26: Variables incluidas en el modelo. 
 
 
 
 
Con el modelo ocho se buscó conocer si la frecuencia en que los estudiantes desarrollan las 
actividades de clase en la asignatura de Algebra Lineal influye significativamente en la variable 
dependiente, en la tabla 27 se observa que 48 de los 131 casi siempre desarrollan las actividades 
de clase, 46 siempre lo hacen y 37 muy pocas veces realizan las actividades de clase.  
 
TABLA 27: Codificación de la variable independiente frecuencia del desarrollo de las 
actividades en clase. 
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En la tabla 28 se pudo observar que el Chi -cuadrado del modelo indicó que hay una mejora 
significativa en la predicción de la probabilidad de ocurrencia de la variable dependiente cuando 
se conoce la frecuencia con la que los estudiantes desarrollan las actividades de clase por 
consiguiente se rechaza la hipótesis nula de que los coeficientes de los parámetros son iguales a 
cero (Chi- cuadrado: 24,460; gl: 2; p<0,01).   
 
TABLA 28. Prueba ómnibus de los coeficientes del modelo para la predicción del 
rendimiento académico en la asignatura de algebra lineal. 
 
 
 
 
La siguiente tabla muestra que el estadístico de verosimilitud final del modelo tiene un valor de 
146,551, el valor de R cuadrado de Nagelkerke reveló que el modelo propuesto explica el 23,4% 
de la varianza de la variable dependiente, lo que significa que explica un porcentaje bajo de la 
varianza total del modelo debido a que el máximo valor que puede tomar el R cuadrado es uno y 
un modelo es perfecto cuando el R cuadrado es más cercano a uno. 
 
TABLA 29. Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal. 
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En la tabla 30 se puede observar que el modelo clasifica correctamente un 59,6 % de los casos 
cuando los estudiantes tienen éxito en la asignatura de algebra lineal y un 78,6% cuando fracasan 
en esta asignatura,  siendo un porcentaje global de clasificación del  71,8% lo que indica que este  
modelo incrementó el porcentaje de probabilidad de acierto de la variable dependiente de un 64,1% 
obtenido en el bloque 0 a un 71,8%  cuando se asume que en la mayoría de casos los estudiantes 
fracasan en la asignatura de algebra lineal.  
 
TABLA 30.  Matriz de clasificación. 
 
La puntuación de Wald para el modelo probado mostró que las variables ACL (1)(Casi siempre) 
y ACL(2) (Muy pocas veces)  son significativas para el modelo con un p-valor menor de 0,05  
rechazándose la hipótesis nula de que los coeficientes  tienen un valor de cero, en la tabla 31  
además se observó que la variable que más aporta a la predicción de la variable dependiente es 
ACL(2) con un coeficiente de 2,552 y un Odds ratio (exp(B)) de 12,833. En cuanto a la constante 
del modelo   verificó que el p-valor es mayor de 0,05 lo que indica que esta no es significativa para 
el modelo.  
El modelo obtenido que permite encontrar la probabilidad del rendimiento académico de los 
estudiantes en la asignatura de algebra lineal cuando se conoce la frecuencia con la que han 
desarrollan las actividades de clase es: 
 
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(1,230𝐴𝐶𝐿(1)+2,552𝐴𝐶𝐿(2))
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TABLA 31.  Variables incluidas en el modelo. 
 
 
 
 
El modelo nueve buscó analizar si la variable independiente, frecuencia en que los estudiantes 
desarrollan las tareas de la asignatura de algebra lineal (TAR), es significativa para el rendimiento 
académico en esta asignatura. En la siguiente tabla se observó que 57 de los 131 estudiantes casi 
siempre realizan las tareas, 51 siempre las hacen y 23 muy pocas veces las realizan.  
TABLA 32. Codificación de la variable independiente frecuencia del desarrollo de 
tareas. 
 
 
 
 
En la prueba de ómnibus de los coeficientes del modelo se observó que el   valor del Chi-
cuadrado del modelo es 25,560 con un p-valor menor que 0,001 lo que indica que la variable 
independiente mejora significativamente la predicción de la probabilidad de ocurrencia de la 
variable dependiente, rechazando la hipótesis nula de que los parámetros de las variables 
independientes son iguales a cero. 
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Tabla   33. Prueba ómnibus de los coeficientes del modelo para la predicción del 
rendimiento académico en la asignatura de algebra lineal. 
 
Para el resumen del modelo se observó que el valor de verosimilitud del modelo es 145,451 y 
los valores respectivos de los coeficientes de determinación son R cuadrado de Cox y Snell 0,177 
y  R cuadrado de Nagelkerke  0,243, estos coeficientes exponen la cantidad de varianza explicada  
por el modelo, para que un modelo sea perfecto el R-cuadrado de Nagelkerke debe de ser cercano 
a uno. 
TABLA 34. Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal. 
 
 
 
 
Para el análisis de regresión logística del modelo observado en la tabla  35  se puede concluir 
que  66,6% de los  casos donde los estudiantes tienen éxito en la asignatura de algebra lineal son 
clasificados correctamente y un 76,2 % de los casos donde fracasan en ésta asignatura son 
clasificados correctamente, obteniendo un porcentaje global del  72,5 % de probabilidad de acierto 
de la variable dependiente notándose  un incremento significativo en el porcentaje global del 
modelo comparado con el  porcentaje global (71,8%) del modelo ocho. 
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TABLA 35. Matriz de clasificación. 
 
 
 
 
 
El modelo arroja una puntuación de Wald con un valor de significancia menor que 0,01 además 
se observa que de las tres categorías de la variable independiente solo TAR (1) y TAR (2) aportan 
significativamente a la predicción de la variable dependiente.  La tabla 36 expuso que la variable 
TAR (2) con un coeficiente  𝛽 = 2,790 y un odds ratio (Exp) de 16,275 es la que más aporta a la 
clasificación de la variable dependiente, en cuanto a la constante se observó que esta no es 
significativa para el modelo su p-valor es mayor de 0,05. 
El modelo obtenido que permite   encontrar la probabilidad del rendimiento académico de los 
estudiantes en la asignatura de algebra lineal cuando se conoce la frecuencia con la que han 
desarrollan las tareas es: 
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(1,560𝑇𝐴𝑅(1)+2,790𝑇𝐴𝑅(2))
 
 
TABLA 36. Variables incluidas en el modelo. 
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De los análisis anteriores se concluyó que de los nueve modelos analizados solo cuatro 
(modelos 3, 7, 8 y 9), aportan significativamente a la probabilidad de acierto de la variable 
dependiente, para crear los dos modelos que se presentan a continuación se combinaron las 
variables de los modelos 7, 8 y 9  con el objetivo de  verificar si se puede encontrar  un mayor 
porcentaje de clasificación  global  de la variable dependiente.  
En el modelo diez se pretendió medir el nivel de significancia que tienen las variables 
independientes: frecuencia en que los estudiantes desarrollan las actividades de clase (ACL) y 
frecuencia en la que desarrollan las tareas (TAR) sobre la variable dependiente rendimiento 
académico, como el modelo está formado por   más de una variable independiente fue necesario 
probar los supuestos de no multicolinealidad e independencia de errores, para lo anterior se 
observó los resultados de la prueba de Durbin-Watson y el valor de VIF que arroja la regresión 
lineal, como las variables dependientes e independientes son categóricas fue necesario utilizar   
variables  Dummy. En la tabla 39 se pudo verificar que el índice de Durbin Watson está entre 1 y 
3, lo que indica que el modelo cumple el supuesto de independencia de errores, para verificar la 
no multicolinealidad del modelo se verificó que  𝐹𝐴𝑉(𝐵?̂?) < 10  en la tabla 37 se observó que las 
dos variables independientes cumplen con este criterio, los valores respectivos son 𝐹𝐴𝑉(ACL) =
1,178  y 𝐹𝐴𝑉(TAR) = 3,312 , además el índice de tolerancia  para ambas variables es mayor de 
0,01,  con  los dos  resultados anteriores  se  concluyó  que  se   cumple el supuesto de  no 
multicolinealidad.  
 
TABLA 37. Prueba de Durbin -Watson. 
 
 
 
 
49 
 
 
 
TABLA 38. Estadísticas de colinealidad. 
 
 La prueba del ómnibus de coeficiente del modelo arrojó una puntuación de Chi-cuadrado de 
36,987 con un p-valor menor de 0,001, esto indicó que se rechaza la  hipótesis nula  𝐻0: 𝛽𝑖 = 0 y  
existe una mejora significativa en la predicción de la probabilidad de ocurrencia de las categorías 
de la variable dependiente. 
 
TABLA  39: Prueba ómnibus de los coeficientes del modelo para la predicción del 
rendimiento académico en la asignatura de algebra lineal. 
 
 
 
 
En la tabla 40 se observó que el valor de verosimilitud del modelo es 134,024 y los valores 
respectivos de los coeficientes de determinación son R cuadrado de Cox y Snell 0,246 y R 
cuadrado de Nagelkerke 0,37, estos coeficientes exponen la cantidad de varianza explicada por el 
modelo, para que un modelo sea perfecto el R-cuadrado de Nagelkerke debe de ser cercano a uno. 
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TABLA 40: Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal. 
 
 
 
 
Para medir la bondad de ajuste final del modelo se utiliza el test de Hosmer y Lemeshow, en la 
tabla 41 se observó que el Chi-cuadrado del modelo tiene un valor de 7,124 con un p-valor de 
0,212, como p>0,05 esto indicó que lo observado se ajusta a lo esperado por el modelo.  
TABLA 41: Test de Hosmer y Lemeshow. 
. 
 
 
Para el análisis de regresión logística del modelo observado en la tabla 42 se puedo concluir 
que el 59,6 % de los casos donde los estudiantes tienen éxito en la asignatura de algebra lineal son 
clasificados correctamente y un 85,7 % de los casos en los cuales se fracasa en esta asignatura son 
clasificados correctamente, obteniendo un porcentaje global del 76,3 % de probabilidad de acierto 
de la variable dependiente.  
TABLA 42: Matriz de clasificación. 
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En la siguiente tabla el estadístico de Wald de todas las variables que fueron incluidas en el 
modelo tienen un p-valor menor de 0,05, lo que indicó que las variables son significativas y aportan 
a la predicción de la variable dependiente, al analizar la tabla de variables de la ecuación se observó 
que el coeficiente B de la variable TAR (2) es la que tiene mayor efecto en la dependiente, seguido 
de ACL(2)   y ACL(1) .  El Odds Ratio (exp(b)) permite ver la intensidad de la relación, en el 
modelo se observa que la variable TAR (2) es la variable que más explica el rendimiento 
académico de los estudiantes en la asignatura de algebra lineal con un valor de Exp(B) de 10,944. 
El modelo obtenido que permite encontrar la probabilidad del rendimiento académico de los 
estudiantes en la asignatura de algebra lineal cuando se conoce la frecuencia con la que desarrollan 
las tareas y desarrollan las actividades en clase es: 
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(−0,968+1,083𝐴𝐶𝐿(1)+2,018𝐴𝐶𝐿(2)+0,929𝑇𝐴𝑅(1)+2,393(𝑇𝐴𝑅(2))
 
 
TABLA 43: Variables incluidas en el modelo. 
 
 
 
 
 
 
Para el modelo 11 se relacionaron las variables número de veces que el estudioso ha visto la 
asignatura de algebra lineal (RAL), frecuencia con que desarrolla las actividades en clase (ACL) 
y  frecuencia en el desarrollo de tareas (TAR). Como el modelo está formado por tres variables 
independientes fue necesario probar los supuestos de no multicolinealidad e independencia de 
errores, para lo anterior se observó los resultados de la prueba de Durbin-Watson y el valor de VIF 
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que arroja la regresión lineal, como las variables dependientes y dos de las variables 
independientes son categóricas (ACL y TAR) fue necesario    utilizar   variables Dummy.  En la 
tabla 44 se pudo verificar que el índice de Durbin Watson está entre 1 y 3, lo que indica que el 
modelo cumple el supuesto de independencia de errores, para verificar la no multicolinealidad del 
modelo se verificó que  𝐹𝐴𝑉(𝐵?̂?) < 10  en la tabla 47 se observó que las  variables independientes 
cumplen con este criterio, los valores respectivos son 𝐹𝐴𝑉(ACL) = 1,211  , 𝐹𝐴𝑉(TAR) = 1,215 
𝐹𝐴𝑉(RAL) = 1,098, además el índice de tolerancia  para las tres  variables es mayor de 0,01,  con  
los dos  resultados anteriores  se  concluyó  que  se   cumple el supuesto de  no multicolinealidad.  
TABLA 44. Prueba de Durbin Watson. 
 
 
 
 
 
TABLA 45: Estadísticas de colinealidad. 
 
 
 
 
 
 
En la prueba del ómnibus el Chi- cuadrado tiene un valor de   𝑋𝑒𝑥𝑝
2 = 49,979 ; con cinco grados 
de libertad (gl:5) y p-valor menor que 0,001; con los valores anteriores se rechaza la hipótesis nula 
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que indica que 𝐻0 = 𝛽𝑖 = 0 , por consiguiente, al menos una de las variables independientes 
presentes en el modelo está asociada al rendimiento académico de los estudiantes. 
TABLA 46: prueba ómnibus de los coeficientes del modelo para la predicción del 
rendimiento académico en la asignatura de algebra lineal. 
 
 
 
 
En la tabla 47 se observó que el valor de verosimilitud de modelo es de 121,031 y el coeficiente 
determinación 𝑅2 de Cox y Snell indicó que el 31,7% de la variabilidad del rendimiento académico 
es debido a la relación de esta variable con el número de veces que los estudiantes han visto la 
asignatura de algebra lineal, la frecuencia en que desarrollan las actividades de clase y la frecuencia 
en que realizan las tareas. El 𝑅2 de Nagelkerke mostró que el 43,5% de la variabilidad de la variable 
dependiente es explicada por las tres variables predictoras trabajadas en el modelo.  
TABLA 47: Resumen del modelo y análisis de los coeficientes de determinación para el 
rendimiento académico en la asignatura de algebra lineal. 
 
Para probar el ajuste final del modelo se utilizó el test de Hosmer y Lemeshow, este tiene un 
valor de    𝑋𝑒𝑥𝑝
2  = 5,455; con 7 grados de libertad y un p-valor mayor a 0,05 (p=0,605); Lo anterior 
indica que el test no es significativo por consiguiente el modelo se ajusta bien a los datos y es 
adecuado para explicar las varianzas.  
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TABLA 48: Test de Hosmer y Lemeshow. 
 
La matriz de clasificación del modelo indicó que existe un 80,2% de probabilidad de acierto 
en el resultado de la variable dependiente, cuando se conoce el número de veces que los 
estudiantes han visto la asignatura de algebra lineal y la frecuencia en que desarrollan las 
actividades de clase y tareas, clasificando correctamente 33 de los 45 estudiantes que tuvieron 
éxito en la asignatura de Algebra Lineal y 72 de los 84 que fracasaron.  
TABLA 49: Matriz de clasificación. 
 
 
 
 
En la siguiente  tabla, variables incluidas, se observó que la variables RAL (𝑋𝑒𝑥𝑝
2 =9,539; gl:1; 
p=0,002<0,05), ACL (2) (𝑋𝑒𝑥𝑝
2 =5,450; gl:1; p=0,020<0,05), TAR (1) (𝑋𝑒𝑥𝑝
2 =4,023; gl:1; 
p=0,045<0,05)  y TAR(2) (𝑋𝑒𝑥𝑝
2 =5,746; gl:1; p=0,017<0,05) están asociadas al rendimiento 
académico de  los  estudiantes  en  la  asignatura de algebra lineal, los valores del estadístico de 
Wald  y del nivel de significación indican que de las cuatro  variables  anteriores la variable RAL 
es la más relevante del modelo. En el caso de la variable ACL (1) (𝑋𝑒𝑥𝑝
2 =3,635; gl:1; 
p=0,057>0,05) es la única variable del modelo que no está asociada al rendimiento académico. Las 
estimaciones del 𝑂𝑖 (odds ratio) para cada una de las variables del modelo indica que los 
estudiantes que muy pocas veces trabajan en clase (ACL (2)) tienen un 5,209 más de riesgo de 
fracasar en la asignatura de algebra lineal con respecto a los que casi siempre trabajan en clase, 
con respecto a la variable TAR el Odds ratio muestra que tienen mayor  riesgo de fracasar los 
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estudiantes que  muy pocas veces realizan tareas (Exp(2,030)=7,611) comparado con aquellos que 
las realizan casi siempre. 
El modelo obtenido que permite encontrar la probabilidad del rendimiento académico de los 
estudiantes en la asignatura de algebra lineal cuando se conoce el número de veces que los 
estudiantes han visto la asignatura de algebra lineal, la frecuencia con la que desarrollan las tareas 
y las actividades en clase es: 
𝑃(𝑅𝑒𝑛𝑑. 𝐴𝑐𝑎𝑑) =
1
1 + 𝑒−(−2,991+1,011𝑇𝐴𝑅(1)+2,030𝑇𝐴𝑅(2)+1,650𝐴𝐶𝐿(2)+1,625𝑅𝐴𝐿)
 
 
TABLA 50: Variables incluidas en el modelo. 
 
 
  
 
 
 
 
 
3.2. MÉTODO DE ANÁLISIS DISCRIMINANTE  
Se utilizó la técnica del análisis discriminante con el objetivo de comparar si los modelos que 
se encontraron en la regresión logística que miden el nivel de significancia de la variable 
dependiente tienen igual porcentaje de clasificación al utilizar esta técnica, por lo anterior para los 
modelos 3, 10 y 11, los resultados obtenidos se presentan a continuación:   
Para el modelo 3 conformado por la variable independiente o clasificadora rendimiento 
académico de los estudiantes durante el bachillerato, la siguiente tabla prueba de igualdad de 
medias de grupo indicó que el estadístico lambda de Wilks de la variable clasificadora RAM    tiene 
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un p -valor menor que 0,05 (p=0,000) es decir que la variable RAM es candidata para entrar en la 
función discriminante. 
Tabla 51: Variables que pueden entrar. 
 
Al analizar la tabla 52 donde se muestra las variables que deben salir en el análisis, se comprobó    
que la variable RAM supera el valor de salida   F (2,71) para ser excluida del modelo, por 
consiguiente,  la  variable RAM continua en el modelo. 
Tabla 52: Valores de F para salir. 
 
Para determinar la significancia global de la función discriminante se plantea la hipótesis nula de 
si las medias poblacionales de la función difieren significativamente en los dos grupos 
considerados, en la tabla 55 significancia global de la función discriminante podemos verificar que 
el Chi-cuadrado tiene un valor de  𝜒2 = 121,953  y  un p-valor menor de 0,001, rechazando la 
hipótesis nula lo que indicó que la función discriminante es significativa. 
Tabla 53: Significancia Global de la función discriminante. 
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En la siguiente tabla se muestra la matriz de confusión que se utiliza para ver la capacidad 
predictiva del modelo, esta matriz indica que se clasifica correctamente 80 estudiantes de los 84 
que fracasaron en la asignatura de Algebra Lineal y 39 de los 47 que tuvieron éxito, concluyendo 
que el 90,8% de los casos son clasificados correctamente con el análisis realizado. 
Tabla 54: Matriz de confusión. 
 
 
 
 
 
 
De la tabla 55 se obtuvieron las funciones discriminantes de Fisher para cada uno de los grupos, 
estas son:  
𝐹1 = −1,003 + 1,334𝑋1 
 
𝐹2 = −6,440 + 5,747𝑋1 
 
Donde:  
𝑋1: Variable clasificadora RAM. 
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Tabla 55. Funciones discriminantes lineales de Fisher. 
 
 
 
 
 
El modelo 10 contiene las variables independientes frecuencia en que los estudiantes 
desarrollan las actividades de clase y frecuencia en que desarrollan las tareas. En la siguiente tabla 
se observó que las dos variables del modelo son candidatas a entrar en la función discriminante, el 
estadístico lambda de Wilks tiene un p<0,05 y el valor de F para cada una de las variables es mayor 
que el valor de la salida (entrada: 3,84; salida: 2,71).  Además, se verificó que la variable TAR 
tiene un F mayor que la variable ACL lo que indica que esta variable será la primera en entrar en 
el análisis. 
Tabla 56: Variable que pueden entrar. 
 
 
 
 
En la tabla 56 se verificó los valores de F para salir de la función discriminante, las variables 
TAR y ACL superan el valor de salida F (2,71) en consecuencia se comprueba que estas variables 
no deben de ser excluidas del modelo. 
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TABLA 57: valores de f para salir.  
 
Para determinar si la función discriminante es significativa se debe plantear la hipótesis nula si 
las medias poblacionales difieren significativamente en los dos grupos considerados, para lo 
anterior se utilizó el estadístico  𝜒2 para constrastar la hipótesis nula de la igualdad de los vectores 
de medias, en la Tabla 58 observó que el valor de  𝜒2 =37,061 con un p<0,05, en consecuencia, 
se puede rechazar la hipótesis nula y afirmar la significancia de la función discriminante. 
TABLA 58: Significancia global de la función discriminante.  
 
El Indicador 𝜂2 de bondad de ajuste arroja un autovalor de 0,336 y un valor de correlación 
canónica de 0,501, de lo anterior se pudo inferir que existe una única función discriminante que 
permite de forma significativa (p=0,000) clasificar a los estudiantes en dos grupos éxito y fracaso.  
 
TABLA 59: Indicador 𝜼𝟐 de bondad de ajuste. 
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La matriz de confusión  muestra en nivel predictivo de la función discriminante, en otras 
palabras la bondad de ajuste del modelo, de esta tabla se concluyó que  el número de casos 
correctamente clasificados para los  84 estudiantes  que fracasaron en la asignatura de algebra 
lineal  son 64  y 20 casos restantes no fueron correctamente clasificados, de los 47 que tuvieron 
éxito, 38 fueron correctamente clasificados y 9 casos no fueron correctamente clasificados, en 
general el 77,9% de los casos agrupados  fueron clasificados correctamente.  
TABLA 60: Matriz de confusión. 
 
Para calcular las funciones discriminantes lineales de Fisher una para cada uno de los grupos se 
utilizó los resultados de la tabla 63, las funciones discriminantes son:  
𝐹1 = −2,111 + 1,096𝑋1 + 1,960𝑋2 
𝐹2 = −4,818 + 2,131𝑋1 + 3,110𝑋2 
 
Donde: 
𝑋1:  Valores de la variable discriminante ACL. 
𝑋2: Valores de la variable discriminante TAR. 
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TABLA 61: Funciones discriminantes lineales de Fisher. 
 
Si se desea calcular la probabilidad a posteriori (𝑃𝑟(𝑔/𝐷))  se utiliza la expresión: 
𝑃𝑟(𝑔/𝐷) =
𝑒𝐹𝑔
𝑒𝐹1 + 𝑒𝐹2
 
Esta probabilidad a partir de la puntuación discriminante (D) clasifica a los estudiantes en el 
grupo 1 o 2, el estudioso será clasificado en el grupo que tenga la mayor probabilidad a posteriori. 
Para el modelo 11 se relacionaron las variables número de veces que el estudioso ha visto la 
asignatura de algebra lineal, frecuencia con que desarrolla las actividades en clase y frecuencia en 
el desarrollo de tareas en la prueba de igualdad de medias de grupos se puede observar que las tres 
variables independientes son candidatas para entrar en la función discriminante debido a que el 
valor de F> 3,84 con un p<0,05. La variable TAR es la variable que posiblemente ingresa primero 
en la función discriminante seguido de ACL y por último RAL. 
 
TABLA 62: Variables que pueden entrar. 
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Después de observar que variables son candidatas para entrar en la función discriminante, se 
debe verificar si estas variables son candidatas para salir del modelo en la tabla 63 se puedo 
confirmar que ninguna de las tres variables son candidatas para eliminar   debido a que el valor 
F>2,71 en las tres variables. 
TABLA 63: variables F para salir. 
 
Para probar la significancia global de la función discriminante se planteó la hipótesis nula si las 
medias poblacionales son iguales, en la tabla 64 se verificó que el valor de Chi – cuadrado  
(𝜒2=44,636) tiene un p valor menor de 0,05 ( p= 0,000), por consiguiente, se rechazó  la hipótesis 
nula y  se afirmó  la significancia de la función discriminante. 
TABLA 64: Significancia global de la función discriminante. 
 
La siguiente tabla arrojó un autovalor para la función de 0,419 y una correlación canónica de 
0,543, por consiguiente, se concluyó que existe una única función discriminante que permite de 
forma significativa (p<0,001) clasificar los estudiantes en la asignatura de algebra lineal en dos 
grupos.  
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TABLA 65: Indicador 𝜼𝟐 de bondad de ajuste. 
 
Para comprobar la capacidad predictiva del modelo en otras palabras medir la bondad de ajuste 
del modelo, se observó la matriz de confusión, donde se evidencia 64 de los 84 estudiantes que 
fracasaron en la asignatura de algebra lineal fueron correctamente clasificados y 20 no se 
clasificaron correctamente, de los 47 estudiantes que tuvieron éxito en la asignatura de algebra 
lineal 38 se clasificaron correctamente y 9 no se clasificaron correctamente. En general 77,9% de 
los casos agrupados fueron clasificados correctamente.  
 
Tabla 66: Matriz de confusión 
 
 
Para obtener las funciones discriminantes se utilizó los coeficientes de la función de 
clasificación. A partir de la información que aparece en la tabla 65, las funciones discriminantes 
lineales de Fischer serian:  
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𝐹1 = −5,338 + 1,419𝑋1 + 2,349𝑋2 + 3,385𝑋3 
𝐹2 = −6,705 + 2,379𝑋1 + 3,408𝑋2 + 2,589𝑋3 
 
Donde:  
𝑋1: Valor de la variable discriminante ACL. 
𝑋2: Valor de la variable discriminante TAR. 
𝑋3:Valor de la variable discriminante RAL. 
Tabla 67: Funciones discriminantes lineales de Fisher. 
 
Ahora bien, si se quiere saber a cuál de los grupos pertenece un estudioso se debe encontrar la 
probabilidad a posteriori (𝑃𝑟(𝑔/𝐷)) explicada en el modelo 10. 
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4. CONCLUSIONES 
 
Los tres modelos estimados mediante la regresión logística y análisis discriminante son 
significativos. En consecuencia, ambos métodos fueron eficaces en la predicción del rendimiento 
académico de los estudiantes en la asignatura de algebra lineal. Se pudo observar que los dos 
métodos tuvieron igual pronóstico de clasificación para el modelo 3. Con respecto a los otros dos 
modelos el análisis discriminante tuvo un mayor porcentaje de clasificación en el modelo 10 y la 
regresión logística tuvo mayor porcentaje de clasificación para el modelo 11, sin embrago la 
diferencia entre los porcentajes de clasificación obtenidos por los dos métodos para los modelos 
10 y 11 es mínima, tan solo de un porcentaje 1,6% con respecto al modelo 10 y 2, 3 % para el 
modelo 11. 
En cuanto a los modelos seleccionados con mayor porcentaje de clasificación ambos métodos 
acertaron que el modelo 3 tiene una mayor capacidad predictiva de un 90,8%, siendo este   el más 
significativo a la hora de predecir la variable dependiente, por consiguiente, el rendimiento 
académico en matemáticas de los estudiantes durante el bachillerato influye en el rendimiento 
académico de la asignatura de Algebra Lineal.  
De las 10 variables independientes trabajadas en la investigación 4 son significativas a la hora 
de predecir el rendimiento académico en la asignatura de algebra lineal, es de suma importancia 
realizar investigaciones posteriores para definir si existen otros factores externos que afectan a los 
estudiantes en el desempeño de esta asignatura.  
Se coincide con la investigación de otros autores que la variable más significativa que predice 
el rendimiento académico es el rendimiento anterior que en el caso de este estudio es visto como 
el rendimiento académico en matemáticas durante el bachillerato. 
 Siendo el modelo 11 el segundo modelo con mayor porcentaje de clasificación, se puede 
concluir que el número de veces que ha visto asignatura, frecuencia en la realización de tareas y 
trabajos en clase pueden ser variables significativas con respecto a la clasificación de la variable 
dependiente, cuando no se conoce el rendimiento académico en matemáticas durante el 
bachillerato. 
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5. RECOMENDACIONES 
     Se espera que los resultados conseguidos en este estudio orienten a la UMB para crear nuevas 
estrategias que busquen reducir el índice de perdida de los estudiantes en la asignatura de Algebra 
Lineal. 
     Es necesario realizar estudios posteriores  de investigación en donde se trabaje con variables 
independientes como puntaje de la prueba de inducción de los estudiantes,   puntaje ICFES en las 
asignaturas de matemáticas y  lengua castellana ,  asistencia  a clase y nota del primer examen, por 
consiguiente la aprobación y no aprobación del curso se tomaría como variable dependiente,  lo 
anterior con el objetivo  de encontrar nuevas variables que aumenten el porcentaje de predicción 
de la variable dependiente. 
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ANEXOS 
 
ANEXO 1. FORMATO DE RECOLECCIÓN DE DATOS 
 
FACTORES QUE INFLUYEN EN EL RENDIMIENTO DE LA ASIGNATURA DE 
ALGEBRA LINEAL 
 
Nombre: _____________________________________________________Grupo: _______ 
Objetivo: encontrar las variables significativas que tienen mayor incidencia en el rendimiento 
académico de los estudiantes en la asignatura de algebra lineal. 
Instrucciones: 
• Agradecemos dar su respuesta con la mayor transparencia y veracidad a las diversas 
preguntas del cuestionario. 
• Leer atentamente cada pregunta.  
• Marcar con una x la respuesta a cada pregunta.  
 
1. Género: F___   M___ 
 
2. ¿En qué tipo de establecimiento cursó el bachillerato? 
a. público  
b. privado 
 
3. Clasifique su rendimiento académico en la asignatura de matemáticas durante el 
bachillerato. 
a. Excelente 
b. Sobresaliente 
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c. Bueno 
d. Regular  
e. Malo 
 
4. ¿Trabaja los fines de semana? 
a. Si  
b. No 
 
5. ¿Tiempo semanal dedicado a la asignatura de Algebra Lineal por fuera de clase? 
a. 1 hora 
b. 2 horas 
c. 3 horas 
d. Más de 3 horas ¿Cuántas? ______ 
 
6. ¿Asiste a tutorías? 
a. Si  
b. No 
 
7. Número de veces que ha asistido a tutorías de Algebra Lineal. 
a. No he asistido. 
b. 1 vez 
c. 2 veces  
d. 3 veces 
e. Más de tres veces ¿Cuántas? ______ 
 
8. Número de veces que ha visto el curso de Algebra Lineal. 
a. 1 vez 
b. 2 veces 
c. 3 veces 
d. 4 veces  
e. Más de cinco veces ¿Cuántas? _______ 
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9. ¿Con que frecuencia desarrolla las actividades de clase? 
a. Siempre 
b. Casi siempre 
c. Muy pocas veces 
d. Nunca  
 
10. ¿Con que frecuencia realiza las tareas de la asignatura? 
a. Siempre 
b. Casi siempre 
c. Muy pocas veces 
d. Nunca  
Gracias por su colaboración.  
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ANEXO 2.  HOJA DE TRABAJO – VISTA DE DATOS: TÉCNICA DE REGRESIÓN 
LOGÍSITCA 
Figura 3: Hoja de trabajo – vista de datos: Técnica de Regresión Logística Captura de 
pantalla software SPSS. 
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ANEXO 3. HOJA DE TRABAJO – VISTA DE VARIABLES: TÉCNICA DE 
REGRESIÓN LOGÍSITCA 
Figura 4: Hoja de trabajo – vista de variables: Técnica de Regresión logística. Captura 
de pantalla software SPSS.  
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ANEXO 4. HOJA DE TRABAJO – VISTA DE DATOS: TÉCNICA DE ANÁLISIS 
DISCRIMINANTE 
 
Figura 5: Hoja de trabajo – vista de datos: Técnica de Análisis Discriminante. Captura 
de pantalla software SPSS.  
 
 
 
ANEXO 5. HOJA DE TRABAJO – VISTA DE VARIABLES: TÉCNICA DE 
ANÁLISIS DISCRIMINANTE 
Figura 6: Hoja de trabajo – vista de variables: Técnica de Análisis Discriminante. Captura de 
pantalla software SPSS.  
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