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A dialog manager is a component of a dialog system that is responsible for the state and 
flow of the conversation. In many systems, the goal is to determine what the user wants 
accurately in as little time as possible. Many conventional dialog managers use a dialog 
structure that is specified by the system author. This can be tedious and time consuming.  
In this thesis, we explore the use of active learning for this task. This reduces the need 
of manually specifying the dialog structure and can shorten the time that the dialog 
system needs to understand the user’s needs. 
For this thesis, the data we tested on is from a dialog system called “Let’s Go!” [Raux, 
Antoine, et al. (2005)]. The “Let’s Go!” dialog system provided bus schedules and 
routes for the Pittburgh’s Port Authority Transit buses. 
The “Let’s Go!” dialog system tries to determine five slots – bus route, origin location, 
destination, date and time. It uses a directed design, where it asks for each of these slots 
sequentially and then, provide the bus schedules for the routes that the user requested as 
best as it can. The system can also ask for confirmations if it is not confident of what the 
user answered in response. 
Instead of asking the user about each slot in turn, we explore the use of active learning 
in a dialog manager. We implement two common greedy criteria: the least confidence 
criterion and the maximum Gibbs error criterion. We also implement an algorithm that 
uses information gain.  
ii 
 
We compare these approaches and show the strengths and weaknesses of each approach. 
The experimental result shows how active learning is able to determine the user’s needs 
accurately in fewer turns as compared to a naïve approach where the system asks the 
user for each slot in turn. 
The results also show that the information gain approach performs better than the least 
confidence and maximum Gibbs error criteria. Since it evaluates the difference in 
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A dialog manager is a component in a dialog system that is responsible for maintaining 
the state and flow of the conversation. It represents the system’s world view by 
encoding various states. These states typically include the user’s input act, an estimate 
of the user goal and a record of the dialog history. 
Dialog managers can fulfill many different roles. There are even dialog systems that 
contain multiple dialog managers. However, all dialog managers share a common trait. 
They are all stateful. This is in contrast to other parts of a dialog system such as the 
natural language understanding or generation components. 
The roles of a dialog manager can roughly be categorized into input control dialog 
management, output control dialog management, tactic flow control and strategic flow 
control. 





An input control dialog manager processes user speech depending on the context. 
Depending on what the system asks for, the answer provided by the user refers to 
different things. For example, the user may provide a location in response to a system 
prompt. This location can refer to either the origin or the destination. This is up to the 
input-control dialog manager to decide based on what it prompted for or other context 
dependent clues. 
An output control dialog manager generates output text that is state dependent. It can 
make a conversation sound more natural. For example, it can generate different text 
with the same meaning (e.g. yes, OK, confirmed, etc.). It can also select different terms 
to suit the user of the system. For example, it can use simpler terms when speaking to a 
child compared to an adult.  
A tactic flow control dialog manager makes local decisions. For example, when a dialog 
system is unsure about the user input, the dialog manager can decide to ask for 
confirmation, or assume the most probable interpretation or continue or ask the user to 
repeat his statement. 
A strategic flow control dialog manager decides what action the dialog agent should 
take at each point of the dialog. There are many different strategies. The simplest 
strategy is to let the system author specify the complete dialog structure. However, it is 
tedious to specify the full structure. There are improvements that allow the author to 
specify the dialog structure in an abstract, higher level way, while allowing the dialog 
manager to handle more of the burden. We focus on strategic flow control in this thesis. 





A common use of a dialog system is as a replacement to forms. The system in this thesis 
is one such example. It is a bus information system and its user is trying to find the time 
of a specific bus. The dialog system asks the user about his origin location, destination, 
bus route, closest date and time – just like asking the user to fill out a form with these 
five slots.  
A simple solution is for the dialog manager to ask the user about each slot in turn and 
the user must fill them in the exact order. Many conventional dialog managers use this 
simple approach and are handcrafted manually using deterministic rules for interpreting 
each user act and then, updating the system’s state. Based on each new state estimate, a 
dialog policy then selects an appropriate response in the form of a dialog act. This goes 
on until the user’s goal is satisfied or the dialog fails.  
We explore the use of active learning for this task. Instead of asking the user about each 
slot in turn, we use active learning with greedy criteria to determine the next action. 
This reduces the need for manually specifying the dialog structure and can shorten the 
time that the dialog system needs to understand the user’s needs. 
Active learning is a form of machine learning in which a learning algorithm 
interactively queries the user to obtain the desired outputs at new data points. We apply 
active learning in a dialog manager and compare the accuracies of different variants of 
active learning. 
Manually designed dialog managers require significant trial and error. Active learning 
could improve upon this process and provide a more principled method based on 
probability theory. 





In this thesis, the bus information dialog system is trying to determine five slots: bus 
route, origin location, destination, date and time. At each turn, the system is allowed to 
either request for any of the five slots, or asks for a confirmation for an answer that the 
user gave previously. 
Here is an example: 
Sys: East Pittsburg Bus Schedules. Say a bus route, like 28X, or say I'm not sure. 
User: sixty one b. 
Sys: 61B. Is that right? 
User: yes. 
In the first turn, the system requested for the bus route and the user replied 61B. In the 
second turn, the system asked for a confirmation that the user requested for 61B and the 
user confirmed it. 
At each turn, we use active learning in order to determine what action the system should 
take. We try three different criteria for active learning: least confidence, maximum 
Gibbs error and information gain. We also implement a simple baseline in which the 
system would request for the five slots in sequence.  
To test these approaches, we construct a dataset out of the data provided by Microsoft’s 
2013 dialog state tracking challenge [Williams, J. (2013)] and we measure the accuracy 
at each turn. Then, we compare these approaches and analyze their characteristics. 





We found that two of criteria used by the active learning algorithms generally 
outperformed the deterministic dialog manager in the experiments. Of the three criteria, 
information gain proved to be the best performer. 
We showed how the information gain approach is robust to noisy sensors and this has 
also been suggested in the results of the experiments where it outperformed both the 








The simplest approach to dialog management is to require the system author to specify 
the complete structure of the dialog. Such dialog managers are still commonly used 
today as they are relatively straightforward even though they can be tedious to specify. 
There have been multiple attempts to alleviate this problem and allow the system author 
to specify the dialog structure at a higher level, while letting the dialog manager itself 
handle more of the burden. 
2.1 Hierarchical Structure 
One such attempt is the RavenClaw dialog management framework [Bohus, D., & 
Rudnicky, A. I. (2003)]. The RavenClaw framework is a successor to the Agenda [Xu, 
W., & Rudnicky, A. I. (2000, May)] architecture used in the CMU Communicator. The 
RavenClaw framework allows the system author to specify a hierarchical dialog 
structure. This has several advantages. Most dialog tasks can be described naturally in a 





hierarchical way. The subcomponents are usually independent which allows for easier 
design and maintenance and also enables better scaling. Furthermore, the hierarchical 
structure naturally captures context via the parent-child relationship, as well as the 
default ordering of the actions (i.e. left-to-right traversal). These factors simplify the 
design of a dialog engine.  
The Ravenclaw framework was able to adapt to several domains without major changes 
in the overall structure or core mechanisms. This framework is still widely used today 
and has proven to be versatile and scalable. However, it still requires the system author 
to specify the dialog structure manually and the process is often ad hoc. 
2.2 Markov Decision Processes (MDPs) 
A statistical approach could allow for the problem to be solved in a flexible and 
principled way. [Levin, E. et al. (1998)] proposed a model based on a Markov decision 
process. In the paper, they introduced a general method of formalizing a dialog manager 
as a Markov decision process. Then, they argued that a good strategy for a dialog 
system is to minimize an objective function that reflects the cost of its actions. This 
problem can then be viewed an optimization problem and they showed that it can be 
solved by several methods including reinforcement learning.  
Markov decision processes provide a framework for modeling decision making where 
the outcomes are partly influenced by the agent’s actions and partly random. It assumes 
that the states are entirely observable. 
A Markov Decision process is defined by: 





 A set of states ݏ ∈ ܵ 
 A set of actions ܽ ∈ ܣ 
 A transition function ܶ(ݏ, ܽ, ݏᇱ) = ܲ(ݏ௧ାଵ = ݏᇱ|ݏ௧ = ݏ, ܽ௧ = ܽ) which is the 
probability that taking action ܽ in state ݏ at time ݐ will lead to state ݏ′ at time 
ݐ + 1 
 A reward function ܴ(ݏ, ܽ, ݏᇱ) which is the reward received after transitioning 
from state ݏ to state ݏ′ by taking action ܽ 
 A discount factor γ ∈ [0, 1], which is used to discount future rewards so that sooner 
rewards have higher utility than later rewards. It also helps the algorithm to converge. 
The goal in Markov Decision Processes is to find a policy ߨ(ݏ) for all ݏ ∈ ܵ that 
specifies the action that the agent should take at state ݏ that maximizes some cumulative 
functions of the rewards. This is usually the expected discounted sum over a potentially 
infinite horizon: 
෍ ߛ௧ܴ(ݏ௧, ܽ௧, ݏ௧ାଵ)
ஶ
௧ୀ଴
, ݓℎ݁ݎ݁ ܽ௧ = ߨ(ݏ௧) 
Markov decision processes can be solved by dynamic programming. The algorithm 
calculates ߨ(ݏ) and ܸ(ݏ) for all ݏ ∈ ܵ where  ߨ(ݏ) is the optimal action at state ݏ and 
ܸ(ݏ) is the discounted sum of the rewards earned on average by following the solution 
ߨ(ݏ) from state ݏ. 
The algorithm repeats the following two steps in some order until the values converge: 
ߨ(ݏ) ∶= ܽݎ݃݉ܽݔ௔ ൜෍ ௔ܲ(ݏ, ݏᇱ)൫ܴ௔(ݏ, ݏᇱ) + ߛܸ(ݏᇱ)൯
௦ᇲ
ൠ 





ܸ(ݏ) ≔ ෍ ܲగ(௦)(ݏ, ݏᇱ) ቀܴగ(௦)(ݏ, ݏᇱ) + ߛܸ(ݏᇱ)ቁ
௦ᇱ
 
The order depends on the algorithm. As long as all states are included in both steps, the 
algorithm will eventually converge to the correct solution. Two well known variants are 
value iteration [Bellman, 1957] and policy iteration [Howard, 1960]. 
Markov decision processes (MDP) provide a good statistical framework since they 
allow forward planning and hence dialog policy optimization through reinforcement 
learning as shown by [Levin, E. et al. (1998)]. However, MDPs assume that the entire 
state is observable. Hence, they cannot account for uncertainty in the user state. 
2.3 Partially Observable Markov Decision Processes 
(POMDPs) 
A natural follow up is to formulate the problem using a partially observable Markov 
decision process (POMDP). A POMDP is a generalization of an MDP where the agent 
cannot directly observe the underlying state. Instead, it maintains its belief which is a 
probability distribution over the set of possible states, based on a set of observations and 
observation probabilities and the underlying MDP. 
An exact solution to POMDP yields the optimal action for each possible belief over the 
states. It maximizes the expected reward of the agent over a possibly infinite horizon. 
A POMDP is defined by: 
 A set of states ݏ ∈ ܵ 
 A set of actions ܽ ∈ ܣ 





 A transition function ܶ(ݏ, ܽ, ݏᇱ) = ܲ(ݏ௧ାଵ = ݏᇱ|ݏ௧ = ݏ, ܽ௧ = ܽ) which is the 
probability that taking action ܽ in state ݏ at time ݐ will lead to state ݏ′ at time 
ݐ + 1 
 A reward function ܴ(ݏ, ܽ) which is the reward function 
 A discount factor γ ∈ [0, 1], which is used to discount future rewards so that sooner 
rewards have higher utility than later rewards. It also helps the algorithm to converge. 
 A set of observations Ω 
 A set of observation probabilities ܱ 
At time ݐ, in state ݏ ∈ ܵ, the agent takes an action ܽ ∈ ܣ which causes the environment 
to transition to state ݏᇱ ∈ ܵ with probability ܶ(ݏ, ܽ, ݏᇱ). The agent also receives an 
observation ݋ ∈ ܱ which depends on the new state and the probability ܱ(݋|ݏᇱ, ܽ). 
Finally, it receives a reward ܴ(ݏ, ܽ) and the process repeats. The goal of the agent at 






The agent needs to update its belief after taking an action ܽ and observing ݋. It is 
computed by: 






 ݅ݏ ܽ ݊݋ݎ݈݉ܽ݅ݖ݅݊݃ ܿ݋݊ݏݐܽ݊ݐ ݓ݅ݐℎ 










A POMDP can be reformulated as a MDP where every belief is a state. However, the 
resulting belief MDP will be defined on a continuous state space since there are an 
infinite number of mixtures of ܵ from the originating states. 
A belief MDP is defined by: 
 ܤ is the set of belief states over the original POMDP states 
 ܣ is the same set of actions as the ones in the original POMDP 
 ߬ is the belief state transition function 
 ݎ: ܤ ݔ ܣ → ℝ is the reward function on belief states 
 ߛ is the same discount factor as the ones in the original POMDP 
߬ is derived from the original POMDP as follows: 
߬(ܾ, ܽ, ܾᇱ) =  ෍ ܲ(ܾᇱ|ܾ, ܽ, ݋)ܲ(݋|ܽ, ܾ)
௢∈Ω
, ݓℎ݁ݎ݁  









ݎ is the expected reward from the POMDP reward function over the belief state 
distribution: 
ݎ(ܾ, ܽ) = ෍ ܾ(ݏ)ܴ(ݏ, ܽ)
௦∈ௌ
 





The goal is to find a policy ߨ(ܾ) for any belief ܾ ∈ ܤ that maximizes the expected total 
discounted reward over an infinite horizon. 
The expected reward policy ߨ starting from ܾ଴ is defined as  
ܸగ(ܾ଴) = ෍ ߛ௧ݎ(ܾ௧, ܽ௧)
ஶ
௧ୀ଴




The optimal policy ߨ∗ is obtained by optimizing the long term reward 
ߨ∗ = ܽݎ݃݉ܽݔగܸగ(ܾ଴) 
The optimal policy ߨ∗ produces the highest expected reward value for each belief state, 
ܸ∗ 
ܸ∗ = ݉ܽݔ௔∈஺ ൤ݎ(ܾ, ܽ) + ߛ ෍ ܱ(݋|ܾ, ܽ)ܸ∗൫߬(ܾ, ܽ, ݋)൯
௢ఢΩ
൨ 
Value iteration or policy iteration can be used to gradually improve the value until 
convergence. However, in practice, it is often not feasible to solve POMDPs exactly. 
Modeling the full state space in a naïve manner is intractable. 
There are two approaches to make POMDP dialog managers tractable. The first 
approach is to factor the states into discrete components. This can be used in slot filling 
applications where the complete dialog state is reduced to a small number of slots. An 
example of such an approach is shown by [Williams, J. D., & Young, S. (2007)]. To 
keep planning tractable, they made two assumptions. First, the system actions are 
constrained to act on the single best hypothesis for each slot. Then, planning only needs 
to consider the probability mass held by the best hypothesis, reducing the size of the 





planning problem. The second assumption is that the slots are independent. This allows 
planning to be performed locally within each slot. At run time, each slot will nominate 
an action and a simple hand-crafted heuristic chooses which of these actions to take. 
Although this approach makes several assumptions, the authors have shown that it can 
outperform MDPs and handcrafted dialog managers. They also showed that it can be 
scaled to handle larger problems compared to a naïve approach to POMDP. 
Another approach to making POMDPs scalable is to maintain probability estimates over 
only the most likely states. [Young, S. et al. (2010)] proposed a specific implementation 
of this approach. They partitioned the state space into equivalence classes which are 
refined as the dialog progresses. Policy optimization is then performed in a reduced 
summary state space that can be solved using grid-based learning. They showed that 
their system can outperform an MDP system in simulations, especially under noisy 
conditions.  
Each of these ways to make POMDPs tractable differs in how they approximate the 
state space and how they perform policy optimization. Research is still ongoing to 
improve and refine these methods and there is no consensus as to which method is 
superior to another. 
2.4 Active Learning 
In this thesis, we take another statistical approach by using active learning in a dialog 
manager, specifically, a form filling dialog manager.  





Active learning is a form of machine learning in which a learning algorithm 
interactively queries the user to obtain the desired outputs at new data points. There are 
many situations where unlabeled data is plentiful but labeling them is expensive. In 
such situations, the active learner chooses the examples to ask the user to label. This can 
reduce the number of examples required as compared to conventional supervised 
learning. 
In our example, the dialog manager is trying to learn the value of five slots: bus route, 
origin location, destination, date and time. It can either ask the user for the value of each 
slot or ask for confirmation of a particular value for a slot. We implement two 
commonly used greedy active learning criteria: least confidence criterion [Cuong, N. V. 
et al. (2014)] and maximum Gibbs error criterion [Cuong, N. V. et al. (2013)].  
[Cuong, N. V. et al. (2013)] showed that using the maximum Gibbs error criterion 
achieves at least (1 − ଵ
௘
) of the optimal policy Gibbs error while [Cuong, N.V. et al. 
(2014)] showed that the least confidence criterion achieves at least (1 − ଵ
௘
) of the worst-
case version space reduction. However, both results assume that the sensor is noiseless, 
i.e. it senses the true value. 
The least confidence criterion selects the action whose most probable value has the 
lowest probability value and the maximum Gibbs error criterion generalizes it to handle 
arbitrary loss functions. We also implement the strategy which selects the action that 
maximizes the information gain of the slots. We compare the results of these methods 






Dialog System Model 
In our algorithm, we use a Bayesian network to represent the state and the observations. 
The dialog manager chooses an action using an active learning criterion such as least 
confidence. Then, the Bayesian network returns a response and updates its states and the 
process repeats. The parameters of the Bayesian network are learned from the dataset 
that has been provided by Microsoft’s 2013 dialog state tracking challenge [Williams, J. 
et al. (2013)]. 
3.1 Dialog State Tracking 
Microsoft’s 2013 dialog state tracking challenge provided three datasets from three 
different dialog systems. The dataset we tested on is from a dialog system called the 
“Let’s Go!” bus information system [Raux, Antoine, et al. (2005)]. This system 
provides bus schedules and routes for the Pittsburgh’s Port Authority Transit buses. 





While the aim of the challenge is different from ours in this thesis, we still implemented 
a dialog state tracking system based on a Bayesian network model. This is the model 
that we use in the dialog manager. 
In dialog systems, state tracking refers to the estimation of the user’s goal as a dialog 
progresses. Accurate state tracking is important as robustness to error is important in 
speech recognition and it also helps in reducing the ambiguity that is inherent in all 
natural languages. 
Microsoft’s goal in creating the challenge was to provide a common test bed for the 
evaluation of the different approaches to dialog state tracking. Nine teams entered the 
challenge and submitted a total of 27 dialog state trackers. 
One of the best performing systems was submitted by [Lee, S., & Eskenazi, M. (2013, 
August)]. They used a Maximum Entropy (MaxEnt) model which is a discriminative 
approach. This allowed them to incorporate a rich set of features without worrying 
about their interdependence.  
We attempted to implement a MaxEnt model as well based on theirs and were able to 
get an accuracy that was reasonably close. However, we needed a generative model 
instead to test out active learning in a dialog manager since we needed the dialog system 
to generate output based on input from the user. Hence, we built a Bayesian network 
instead. Since this is a Bayesian network, we can no longer ignore the interdependence 
of the features. Furthermore, it does not allow for feature sets that are as rich as the 
MaxEnt model. This results in a weaker accuracy. Regardless, we think it is still a 





sufficient model to use for comparing the differences between different active learning 
algorithms. The accuracies are shown below. 





Schedule 1 0.9656 0.9530 0.9492 
Schedule 2 0.7601 0.7081 0.6540 
Schedule 3 0.8794 0.8391 0.8347 
 
In this test, the state tracking system is trying to determine the values of five slots: bus 
route, origin location, destination, date and time. For each slot, if the system’s highest 
probability hypothesis agrees with the true value, then that slot receives a score of 1, 
otherwise, it receives a score of 0.The accuracies shown in the table above is the 
average accuracy across these five slots.  
The different schedules refer to when the accuracy is scored. 
 Schedule 1: Score all slots at every turn. 
 Schedule 2: At each turn, for each slot, only score the slot if the system 
references it that turn or has referenced it before. For example, if the system asks 
for the bus route during the first turn and the user replies, only bus route is 
scored on that turn and the other slots (origin location, destination, date and time) 
are ignored. 
 Schedule 3: Score at the end of the whole conversation. 
At each turn, the dialog manager can request the user for one of the slots (e.g. where do 
you want to go?) or it can ask for a confirmation (e.g. did you say Pittsburgh?). In our 





model, we assumed that the slots are independent from each other. Thus, we can build a 
separate Bayesian network for each slot.  
When a dialog system receives an answer from the user, the natural language 
understanding module returns multiple hypotheses, each with a different confidence 
score. This is because spoken dialog systems often have to operate in noisy 
environments and natural language is inherently ambiguous. In our Bayesian network, 
we discretize the scores into five bins: 
 Bin 1: [0.0 – 0.2) 
 Bin 2: [0.2 – 0.4) 
 Bin 3: [0.4 – 0.6) 
 Bin 4: [0.6 – 0.8) 
 Bin 5: [0.8 – 1.0]  
Figure 3.1 below shows the structure of the Bayesian network with an example of the 
network for the bus route slot. To simplify the graph, we show a Bayesian Network with 























Figure 3.1: Bus Route Bayesian Network. 
The structure of the Bayesian network for the other slots (origin location, destination 










Route Request Route Prob 
A (A, bin 1) 0.05 
A (A, bin 2) 0.05 
A (A, bin 3) 0.1 
A (A, bin 4) 0.3 
A (A, bin 5) 0.3 
A (B, bin 1) 0.05 
A (B, bin 2) 0.05 
A (B, bin 3) 0.04 
A (B, bin 4) 0.03 
A (B, bin 5) 0.03 
B (A, bin 1) 0.05 
B (A, bin 2) 0.05 
B (A, bin 3) 0.04 
B (A, bin 4) 0.03 
B (A, bin 5) 0.03 
B (B, bin 1) 0.05 
B (B, bin 2) 0.05 
B (B, bin 3) 0.1 
B (B, bin 4) 0.3 




Route Confirm Route A Prob 
A (Yes, bin 1) 0.03 
A (Yes, bin 2) 0.07 
A (Yes, bin 3) 0.1 
A (Yes, bin 4) 0.4 
A (Yes, bin 5) 0.3 
A (No, bin 1) 0.03 
A (No, bin 2) 0.02 
A (No, bin 3) 0.02 
A (No, bin 4) 0.02 
A (No, bin 5) 0.01 
B (Yes, bin 1) 0.03 
B (Yes, bin 2) 0.02 
B (Yes, bin 3) 0.01 
B (Yes, bin 4) 0.03 
B (Yes, bin 5) 0.01 
B (No, bin 1) 0.02 
B (No, bin 2) 0.08 
B (No, bin 3) 0.1 
B (No, bin 4) 0.4 
B (No, bin 5) 0.3 
 
Route Confirm Route B Prob 
A (Yes, bin 1) 0.03 
A (Yes, bin 2) 0.02 
A (Yes, bin 3) 0.01 
A (Yes, bin 4) 0.03 
A (Yes, bin 5) 0.01 
A (No, bin 1) 0.02 
A (No, bin 2) 0.08 
A (No, bin 3) 0.1 
A (No, bin 4) 0.4 
A (No, bin 5) 0.3 
B (Yes, bin 1) 0.03 
B (Yes, bin 2) 0.07 
B (Yes, bin 3) 0.1 
B (Yes, bin 4) 0.4 
B (Yes, bin 5) 0.3 
B (No, bin 1) 0.03 
B (No, bin 2) 0.02 
B (No, bin 3) 0.02 
B (No, bin 4) 0.02 











































































The parameters for the network are learned from the dataset provided. We used simple 
maximum likelihood to estimate the parameters. However, one problem we encountered 
was that the dataset is too sparse. For example, many of the routes, origin location and 
destination location are seldom requested by the users. This makes the counts very low 
and we cannot obtain accurate parameters for such a network using this approach. 
Let us consider the bus route Bayesian network shown in figure 3.1. The node “Request 
Route” encodes the probability distribution of the user response if the system requests 
for the bus route. Suppose we look at the 10th row [A, (B, bin 5), 0.03]. If we used the 
straightforward approach of maximum likelihood, it is possible that the pair [A, (B, bin 
5)] is not in the training data, i.e. the system has never observed (B, bin 5) from the user 
response when the system requests for the route and the true value is A. This might not 
be obvious from the example since we only have two routes in it. However, this could 
easily happen when we have more than a hundred routes and only a few hundred 
training dialogs, i.e. when the dataset is sparse. 
In these cases, naïve maximum likelihood would not be able to estimate the probability 
value. In order to solve this problem, we use parameter sharing in the Bayesian network. 
3.3 Parameter Sharing 
If we estimate the parameters naively, then for each value in a slot, we need to count 
how many times we observe all possible values of each bin for that slot. In other words, 
for a slot, if there are ݊ values and ݉ bins, we need to estimate ݊ ∗  ݊ ∗  ݉ parameters 





for that slot. However, the dataset is too sparse for that which is why we use parameter 
sharing instead.  
Instead of counting the number of occurrences of a specific value, we view the problem 
as observing the same value as the true value or observing a different value from the 
true value.  
Let us consider the “Request Route” node which has ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ | ܴ݋ݑݐ݁).  
We share the parameters where the route in “Request Route” = the route in “Route” 
    ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܣ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܣ) 
= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܤ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܤ) 
= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܥ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܥ) 
݁ݐܿ. 
This applies to the other bins as well. Let us take bin 2 for example. 
    ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܣ, ܾ݅݊ 2) | ܴ݋ݑݐ݁ = ܣ) 
= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܤ, ܾ݅݊ 2) | ܴ݋ݑݐ݁ = ܤ) 
= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܥ, ܾ݅݊ 2) | ܴ݋ݑݐ݁ = ܥ) 
݁ݐܿ. 
The same applies for bins 3, 4 and 5. 
We also share the parameters where the route in “Request Route” ≠ the route in “Route”. 
    ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (̅ܣ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܣ) 
= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܤത, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܤ) 





= ܲ(ܴ݁ݍݑ݁ݏݐ ܴ݋ݑݐ݁ = (ܥ̅, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܥ) 
݁ݐܿ. 
ݓℎ݁ݎ݁  ̅ܣ ݅ݏ ܽ݊ݕ ݎ݋ݑݐ݁ ݋ݐℎ݁ݎ ݐℎܽ݊ ܣ 
ܽ݊݀  ܤത ݅ݏ ܽ݊ݕ ݎ݋ݑݐ݁ ݋ݐℎ݁ݎ ݐℎܽ݊ ܤ  
ܽ݊݀ ܥ̅ ݅ݏ ܽ݊ݕ ݎ݋ݑݐ݁ ݋ݐℎ݁ݎ ݐℎܽ݊ ܥ 
ܽ݊݀ ݏ݋ ݋݊. 
Again, this applies for bins 2, 3, 4 and 5. 
Now, we consider the “Confirm Route A” node and “Confirm Route B” node. 
We share the parameters of 
ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܺ = (ܻ݁ݏ, ܾ݅݊ ݕ) | ܴ݋ݑݐ݁ = ܺ) for any ܺ. 
In other words, 
    ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܣ = (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܣ)  
= ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܤ = (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܤ) 
= ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܥ = (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܥ) 
݁ݐܿ. 
The same applies for bins 2, 3, 4 and 5. 
The same also applies when confirm route returns no. 
In other words, we share the parameters of 
 ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܺ = (ܰ݋, ܾ݅݊ ݕ) | ܴ݋ݑݐ݁ = ܺ) for any ܺ. 





Furthermore, we also share parameters where  
ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܺ = (ܻ݁ݏ, ܾ݅݊ ݕ) | ܴ݋ݑݐ݁ = തܺ) where തܺ is anything other than ܺ. 
In other words, 
    ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܣ =  (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ̅ܣ) 
= ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܤ = (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܤത) 
= ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܥ = (ܻ݁ݏ, ܾ݅݊ 1) | ܴ݋ݑݐ݁ = ܥ̅) 
݁ݐܿ. 
And again, this applies when confirm route returns no. 
We share the parameters of 
 ܲ(ܥ݋݂݊݅ݎ݉ ܴ݋ݑݐ݁ ܺ = (ܰ݋, ܾ݅݊ ݕ) | ܴ݋ݑݐ݁ = തܺ) for any തܺ. 
This approach is still pretty straightforward to implement while solving the problem of 
training from a sparse dataset. 
If you look at the “Request Route” node in figure 3.1, you can see that  
A (A, bin 1) 0.05 
share the same parameters with 
B (B, bin 1) 0.05 
A (A, bin 2) 0.05 B (B, bin 2) 0.05 
A (A, bin 3) 0.1 B (B, bin 3) 0.1 
A (A, bin 4) 0.3 B (B, bin 4) 0.3 
A (A, bin 5) 0.3 B (B, bin 5) 0.3 
 





A (B, bin 1) 0.05 
share the same parameters with 
B (A, bin 1) 0.05 
A (B, bin 2) 0.05 B (A, bin 2) 0.05 
A (B, bin 3) 0.04 B (A, bin 3) 0.04 
A (B, bin 4) 0.03 B (A, bin 4) 0.03 
A (B, bin 5) 0.03 B (A, bin 5) 0.03 
 
You can also look at nodes “Confirm Route A” and “Confirm Route B”. The top half of 
“Confirm Route A” shares the same parameter as the bottom half of “Confirm Route B”, 
i.e. 
A (Yes, bin 1) 0.03 
share the same parameters with 
B (Yes, bin 1) 0.03 
A (Yes, bin 2) 0.07 B (Yes, bin 2) 0.07 
A (Yes, bin 3) 0.1 B (Yes, bin 3) 0.1 
A (Yes, bin 4) 0.4 B (Yes, bin 4) 0.4 
A (Yes, bin 5) 0.3 B (Yes, bin 5) 0.3 
A (No, bin 1) 0.03 B (No, bin 1) 0.03 
A (No, bin 2) 0.02 B (No, bin 2) 0.02 
A (No, bin 3) 0.02 B (No, bin 3) 0.02 
A (No, bin 4) 0.02 B (No, bin 4) 0.02 
A (No, bin 5) 0.01 B (No, bin 5) 0.01 
The bottom half of “Confirm Route A” shares the same parameters with the top half of 
“Confirm Route B”, i.e. 





B (Yes, bin 1) 0.03 
share the same parameters with 
A (Yes, bin 1) 0.03 
B (Yes, bin 2) 0.02 A (Yes, bin 2) 0.02 
B (Yes, bin 3) 0.01 A (Yes, bin 3) 0.01 
B (Yes, bin 4) 0.03 A (Yes, bin 4) 0.03 
B (Yes, bin 5) 0.01 A (Yes, bin 5) 0.01 
B (No, bin 1) 0.02 A (No, bin 1) 0.02 
B (No, bin 2) 0.08 A (No, bin 2) 0.08 
B (No, bin 3) 0.1 A (No, bin 3) 0.1 
B (No, bin 4) 0.4 A (No, bin 4) 0.4 
B (No, bin 5) 0.3 A (No, bin 5) 0.3 
 
We also tried to incorporate the bus schedule in to the Bayesian network by connecting 





The parameters are learned from the bus schedule. If a location can be reached by a 
route, we assign a probability of one. Otherwise, we assign a probability of zero. Then, 
we normalize. This approach however, did not offer a significant improvement over the 
original model, in which the Route node does not connect to the From and To nodes. 
Route 
From To 





 Original Bayesnet Bayesnet that connects “Route” to “From” and “To” 
Schedule 1 0.9492 0.9497 
Schedule 2 0.6540 0.6554 
Schedule 3 0.8347 0.8257 
 
Hence, we decided to use the original model where the “Route” does not connect to 
“From” and “To” since it is usually better to pick the simpler model when if the 







In the previous chapter, we described the Bayesian network that we used in our 
experiments. In this chapter, we will describe the active learning criteria that are used to 
select the action at each turn. 
The dialog manager’s task is to determine what action to take at each turn. Its goal is to 
determine the user’s needs in as few turns as possible. The dialog system is a bus 
information system and its goal is to provide the user with the time of the next bus.  
This requires the user to specify five slots: bus route, from location, to location, date 
and time. 
At each turn, the dialog manager may request for a slot (e.g. where do you want to go?) 
or ask for a confirmation of a specific value (e.g. did you say Highland Avenue?). 





4.1 Baseline Algorithm 
We programmed two baseline algorithms which are somewhat similar. 
In the first baseline algorithm, the dialog manager simply requests for each slot in 
sequence and goes back to the first slot if there are more turns, i.e.  
 Turn 1: Request route 
 Turn 2: Request from where 
 Turn 3: Request to where 
 Turn 4: Request date 
 Turn 5: Request time 
 Turn 6: Request route (repeat from turn 1) 
 Etc. 
In the second baseline algorithm, the dialog manager alternates between the request and 
confirm action and also goes back to the first slot if there are more turns. 
 Turn 1: Request route 
 Turn 2: Confirm route  
 Turn 3: Request from where 
 Turn 4: Confirm from where 
 Turn 5: Request to where 
 Turn 6: Confirm to where 
 Turn 7: Request date 
 Turn 8: Confirm date 





 Turn 9: Request time 
 Turn 10: Confirm time 
 Turn 11: Request route (repeat from turn 1) 
 Etc. 
4.2 Overall Program Structure 
There are two different Bayesian networks used in our programs.  
The first Bayesian network is used by the dialog manager to track its current state and 
incorporate all the observations as the dialog progresses. Its parameters are learned from 
the dataset and the process is described in the previous chapter. We will refer to this 
Bayesian Network as the DM Bayesian network. 
The second one is what we call the ground Bayesian network. This Bayesian network 
encodes the ground truth of each slot. For each of these nodes: “Route”, “From”, “To”, 
“Date” and “Time”, the probability values are zero everywhere, except the truth value 
which has a probability of one. This is the Bayesian network that the dialog manager 
will sample from after choosing an action at each turn. 
At the start of the program, the dialog manager may choose to request for any of the 
slots but may not ask for a confirmation since it has not received any specific values yet. 
At the subsequent turns as the dialog progresses, the dialog manager can either choose 
to request for a slot or ask for a confirmation of a previously observed value. 





The action that the dialog manager chooses depends on the current state of the DM 
Bayesian network and the active learning criterion (e.g. least confidence) which will be 
discussed in the next section.  
After choosing an action (e.g. request bus route), the system will query the ground 
Bayesian network which will return a response. This is done simply by sampling from 
the ground Bayesian network. For example, if the dialog manager requested for a bus 
route, we can obtain multiple samples from the ground Bayesian network. This 
represents the different route hypotheses that could have been returned by the natural 
language understanding unit. Recall that these route hypotheses each come with a 
confidence score (which we have discretized into bins) and they depend on the ground 
truth of the “Route” node. 
Then, the dialog manager will use the junction tree algorithm and update the state of the 
DM Bayesian network based on these observations and the process repeats. 
This continues until either the dialog manager is confident enough or in the case of our 
experiments, after a fixed number of turns. 
4.3 Active Learning Criteria 
4.3.1 Least Confidence 
In active learning, the least confidence criterion selects the example whose most likely 
label has the lowest probability. 





In a dialog system, at each turn and for each of the n possible actions, we look at the 
value with the highest probability; we call these highest probabilities ݌ଵ, ݌ଶ … ݌௡. Then, 
we take the action with the lowest probability among these n probabilities.  
For example, on any particular turn, the system can take one of the following actions:  
 Request route 
 Confirm route 1 
 Confirm route 2 
 Confirm route 3 
 … 
 Request origin location 
 Confirm origin location 1 
 Confirm origin location 2 
 Confirm origin location 3 
 … 
 Request destination location 
 Confirm destination location 1 
 Confirm destination location 2 
 Confirm destination location 3 
 … 
 Request date 
 Confirm date 1 
 Confirm date 2 





 Confirm date 3 
 … 
 Request time 
 Confirm time 1 
 Confirm time 2 
 Confirm time 3 
 … 
Each of these actions (ܽ) corresponds to a node in the graph. For each of these nodes, 
we have a probability distribution over ݒ values and a probability distribution ݌(ݒ) over 
these possible values.  
In other words, 
 ܽܿݐ݅݋݊ ܽ = ݉݅݊௔ max௩ ݌(ݒ), where ܽ are actions which are nodes in a graph 
and ݒ are the probability values in the probability distribution over the node. 
Intuitively, the algorithm is selecting the action that it is least confident about. 
4.3.2 Maximum Gibbs Error 
The maximum Gibbs Error criterion [Cuong, N. V., et al. (2013)] selects the example 
with the largest Gibbs error. The Gibbs error is the expected error of the Gibbs classifier.  
The Gibbs classifier is an ensemble classifier. To classify a new example, it draws a 
single sample ݕ from the posterior distribution of the class label and uses that ݕ as its 
prediction. 





The expected error of a Gibbs classifier is 
݁ݔ݌݁ܿݐ݁݀ ݁ݎݎ݋ݎ = ෍ ݌(1 − ݌)
௣
 , 
 ݓℎ݁ݎ݁ (1 − ݌) ݅ݏ ݐℎ݁ ݁ݎݎ݋ݎ ܽ݊݀ ݌ ݅ݏ ݐℎ݁ ݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ ݋݂ ݃݁ݐݐ݅݊݃ ݐℎܽݐ ݁ݎݎ݋ݎ. 
If we expand the equation, we get 
݁ݔ݌݁ܿݐ݁݀ ݁ݎݎ݋ݎ = ෍ ݌(1 − ݌)
௣
=  ෍ ݌ − ݌ଶ
௣
= 1 −  ෍ ݌ଶ
௣
 
In the dialog system, at each turn and for each of the n possible actions, we calculate a 
value by taking the sum of square of the probability values and subtracting it from one. 
Then, we take the action with the highest final value. In other words,  
ܽܿݐ݅݋݊ ܽ = ݉ܽݔ௔(1 − ෍ ݌(ݒ)ଶ
௩
) 
4.3.3 Information Gain 
In general, the expected information gain is the reduction in entropy ܪ from a prior state 
to another state after taking some information ݒ. 
ܫܩ(ܺ, ݒ) = ܪ(ܺ) −  ܪ(ܺ | ݒ) 
With this algorithm, instead of looking at the action node, it looks at the root node itself, 
e.g. instead of looking at the “Request Route” or the “Confirm Route” nodes, it looks at 
the “Route” node itself.  





At each turn, the algorithm tries each action and simulates the reply from the system by 
sampling from the ground Bayesian network. For each action, it calculates the reduction 
in entropy for the root nodes, Route, From, To, Date and Time. Then, it chooses the 
action that causes the largest reduction in entropy, i.e. the largest information gain.  
4.4 Action Costs 
We also explore how incorporating action cost can change the behavior of the different 
active learning criteria. 
Thus far, we have treated each action as having the same cost. However, we might want 
to consider assigning different costs to different actions. In our case, we tried making 
confirmation actions cheaper than request actions. 
We fixed the cost of the request action as 1 and tried different costs for the confirmation: 
0.25, 0.5, 0.75 and 1.  
It is rather straightforward to modify the actions costs in the active learning criteria. 
4.4.1 Action Cost in the Least Confidence Criterion 






4.4.2 Action Cost in the Maximum Gibbs Error Criterion 
ܽܿݐ݅݋݊ ܽ = ݉ܽݔ௔
1 − ∑ ݌(ݒ)ଶ௩
ܿ݋ݏݐ(ܽ)
 





4.4.3 Action Cost in Information Gain 
To include the action cost in the information gain approach, we just divide the reduction 
in entropy of the root node by the cost of whatever action the dialog manager was 
considering. Then, the dialog manager chooses the maximum among those values as in 
the original method. 
4.5 Effects of a Noisy Sensor 
In this section, we will compare the effects of a noisy sensor on the least confidence and 
maximum Gibbs error criteria vs. the information gain approach. 



















Belief Noisy Sensor Prob 
A A 0.5 
A B 0.5 
B A 0.5 
B B 0.5 
 
Belief Noisy Sensor Prob 
A A 1 
A B 0 
B A 0 
B B 1 
 





As we can see, the current belief has uniform probability, meaning that the system has 
no idea if it is in state A or state B. 
In the network above, the noisy sensor is completely random. It is effectively a useless 
sensor. The perfect sensor is the opposite. It is completely reliable and tells the system 
exactly which state it is in.  
In this example, it is obvious that we should pick the perfect sensor since it tells us 
exactly which state we are in. 
Let us consider the least confidence criterion: ܽܿݐ݅݋݊ ܽ = ݉݅݊௔ max௩ ݌(ݒ). For the 
noisy sensor, max௩ ݌(ݒ) = 0.5. For the perfect sensor, max௩ ݌(ݒ) = 1. Since 
min(0.5, 1) = 0.5, it will choose the noisy sensor. 
Next, we look at the maximum Gibbs error criterion: ܽܿݐ݅݋݊ ܽ = ݉ܽݔ௔(1 − ∑ ݌(ݒ)ଶ௩ ). 
For the noisy sensor, 1 − ∑ ݌(ݒ)ଶ௩ = 1 − (0.5ଶ + 0.5ଶ + 0.5ଶ + 0.5ଶ) = 0. For the 
perfect sensor, 1 − ∑ ݌(ݒ)ଶ௩ = 1 − (1ଶ + 0ଶ + 0ଶ + 1ଶ) =  −1. Since max(0, −1) =
0, it will also choose the noisy sensor. 
Finally, we consider the information gain approach. For the noisy sensor, since it is 
completely random, the posterior of the belief will be same as the prior, meaning that 
the difference in entropy is 0.  
On the other hand, the perfect sensor will reveal exactly which state the system is in, 
meaning that the posterior of the belief will be [0, 1] or [1, 0], both of which have 
entropy of 0. Since the entropy of the prior = −0.5 logଶ 0.5 − 0.5 logଶ 0.5 = 1 and the 
entropy of the posterior is 0, the difference of the entropy is -1.  





This means that the perfect sensor reduces the entropy more, and will be chosen over 
the noisy sensor by the information gain approach. 
The information gain approach is the only one that behaves correctly in the example 









Microsoft’s 2013 dialog state tracking challenge provided three datasets from three 
different dialog systems. The dataset we tested on is from a dialog system called the 
“Let’s Go!” bus information system [Raux, Antoine, et al. (2005)]. This system 
provides bus schedules and routes for the Pittsburgh’s Port Authority Transit buses. 
This is a sample dialog with nine turns: 
1. Sys : East Pittsburg Bus Schedules. Say a bus route, like 28X, or say I'm not sure. 
User: sixty one c 
2. Sys : Okay, 61C. To change, say go back. Where are you leaving from? 
User: mckeesport 
3. Sys : Okay, mckeesport. You can always say go back. And where are you going 
to? 





User: pittsburgh downtown pittsburgh 
4. Sys : Okay, to pittsburgh downtown. Do you want times for the next few buses? 
Say yes or no. 
User: no 
5. Sys : Ok, say just the DAY you want, like today, tomorrow, or June 15th. 
User: tomorrow 
6. Sys : tomorrow. Is that right? 
User: yes 
7. Sys : Say just the TIME you want, like DEPART AT 8 AM or ARRIVE BY 
5:30 PM. 
User: nine o'clock a m 
8. Sys : depart at nine o'clock a.m.. Is that right? 
User: yes 
9. Sys : At 9:28 AM tomorrow, there is a 61 C, from Mckeesport Transportation 
Center Bay Number 3, arriving Sixth Avenue And Smithfield Street, Downtown, 
at 10:37 AM. Say repeat, next, previous, or start over. 
User:  
For each turn, we are provided with the slu-hypotheses and the labels for each. For 
example, on turn 1, the slu-hypotheses and labels are: 
 Inform route 61c. Score: 0.889146. Label: true. 
 Inform route 61. Score: 0.075146. Label: false. 
 Inform route 61b: Score: 0.000261. Label: false. 





 Inform route 61d: Score: 0.0. Label: false. 
On turn 4, the slu-hypotheses and labels are: 
 Confirm date tomorrow = yes. Score: 0.992055. Label: true. 
In our experiments, we were able to collect 60 dialog sessions in which the truth values 
for all the slots are known. We did not do any manual annotations on the dataset and did 
not collect any additional dataset. 
We run each algorithm for 22 turns and measure the accuracies of each slot at each turn. 
We also measured the joint accuracy which is counts as one only when all the slots are 
correct. 
5.2 Accuracy over Turn 
We first show the average and joint accuracy over every slot. The actions costs for both 
request and confirm equals 1. 
The average slot accuracy against turn. Request cost = Confirm cost = 1. 





The joint accuracy against turn. Request cost = Confirm cost = 1. 
There is a clear difference in the average accuracies of the different approaches. First, 
there is a clear difference between both baseline methods. The baseline which always 
chooses the request action performs significantly better than the baseline method that 
alternates between request and confirm. 
This result suggests that the request action provides more information compared to 
asking for confirmations which is somewhat intuitive. This also explains why the active 
learning algorithms choose the request action most of the time. In fact, if we do not 
make the cost of confirm cheaper, our experiments show that the least confidence and 
maximum Gibbs Error criteria will pick the request action every turn. 
We also notice that information gain approach performs the best as compared to the 
other methods. This is even more obvious when we look at the joint accuracies. We 
think that this is because the information gain approach is able to handle noise better 
since the information gain approach looks at the difference of entropy in the root nodes 





instead of the action nodes themselves which contain a lot of noise. This is supported by 
Section 4.5: Effects of a Noisy Sensor. 
Also, the least confidence criterion outperforms the baseline methods in both the 
average and joint accuracies. 
However, the maximum Gibbs error criterion did not perform as well. In fact, it joint 
accuracy remained at zero at every turn. This turned out to be caused by the fact that the 
maximum Gibbs error criterion never picked the action of “Request Date”. 
The accuracy of the Date slot against turn. Request cost = Confirm cost = 1. 
As can be seen above, the accuracy of the maximum Gibbs error criterion for the Date 
slot remains at zero throughout the entire dialog.  
The accuracies for the rest of the slots are shown in the Appendix. 
In every slot, the information gain approach catches up to the other algorithms 
eventually which is not surprising since it has the highest average and joint accuracy.  





5.3 Accuracy over Action Cost (Confirm cost = 0.25) 
We mentioned in chapter 4 that the cost for different actions might be different.  
First we look at the results when we set the cost of the request action = 1 and the cost of 
the confirm action = 0.25. 
The average slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.25. 
The joint accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.25. 





Here we can see that the information gain approach still performs the best in terms of 
both average accuracy and joint accuracy. 
Both baselines do not change since they still choose the same actions regardless of the 
action costs. 
It is interesting to note however that both the least confidence and maximum Gibbs 
error criterion suffered a huge drop in their accuracies.  
When we look at our system log, we discover the reason. When the confirmation cost = 
0.25, the least confidence and maximum Gibbs error criterion will pick the confirm 
actions at every turn other than the first (since the dialog manager cannot pick the 
confirm action on the first turn).  
When the confirmation cost = 0.25, it makes the confirm action cheap enough that the 
least confidence and maximum Gibbs error criterion does not request for the other slots 
after the first turn.  
The information gain approach does not suffer from this problem because it relies on 
the difference of entropy at the root node. If the information gain of the root node is 
zero or close to zero, then it does not matter how cheap the action is since zero divided 
by anything is still zero. 
This result also suggests that the information gain approach is more robust to noise 
which is consistent with what we showed in Section 4.5 Effects of a Noisy Sensor. 
If we look at the rest of the slots which are in the Appendix, we see that in fact, the 
accuracies for both the least confidence and maximum Gibbs error criteria are zero or 





close to it except for the “From” slot. This is only because the dialog manager chose to 
request for “From” on the first turn and spend the rest of the dialog session asking for 
confirmation.  
5.4 Accuracy over Action Cost (Confirm cost = 0.5 and 0.75) 
Below are the average and joint accuracies when we fix the request cost at 1 and set the 
confirmation cost to 0.5 or 0.75. The plots for the other slots are in the Appendix. 
The average accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.5.





 The joint accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.5. 
 
 
The average accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.75. 






The joint accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.75. 
When we fix the request action cost at 1 and the confirmation cost at 0.5 or 0.75, it 
seems that the behaviors and relative accuracies of the active learning algorithms are 
similar to when the confirmation cost = 1. Namely, the information gain approach 
performs the best, followed by least confidence criterion and finally the maximum 
Gibbs error criterion. 
5.5 Results Summary 
Overall, the active learning algorithms using information gain and least confidence 
outperformed the deterministic baseline algorithms in the experiments. The information 
gain approach performed the best out of them regardless of the action costs used.  
Both the information gain approach and the least confidence criterion were able to beat 
the baseline consistently. However, the maximum Gibbs Error criterion performed 





worse than the baseline algorithm that does not take the confirm action since it did not 
request for one of the slots (Date) at all. 
The least confidence and maximum Gibbs Error criteria both assume that the sensor is 
noiseless. This is not the case in our experiments. This might be the reason that the 
maximum Gibbs error criterion did not perform as well. However, our experiments still 
seem to suggest that the least confidence criterion still worked quite well compared to 
the baseline algorithms. 
Even though Cuong demonstrated that the least confidence [Cuong, N. V. et al. (2014)] 
and maximum Gibbs error criteria [Cuong, N. V. et al. (2013)] performed better than 
some entropy-based measure using real-world dataset with noise, there was still the 
assumption that the sensor themselves were noiseless in those experiments. In other 
words, the noise in those experiments was caused by the model uncertainty, not 
measurement noise.  
However, our experiments suggest that in our case, the sensor is noisy which resulted in 
the system taking useless measurements that could result in poor performance. 
We have also seen that when the cost of the confirmation action is too cheap 
(specifically when the confirmation cost = 0.25), the least confidence and maximum 
Gibbs error criteria would pick that action every turn resulting in poor accuracies. 
Our experiments suggest the information gain approach is more robust than the least 
confidence and maximum Gibbs Error criteria. It also supports what we have shown in 








In this thesis, we explored how we can use active learning in a dialog manager. We compared 
various active learning criteria and analyzed their behaviors. We have shown that using active 
learning in a dialog manager can perform better than a deterministic approach.  
However, this approach requires further work to be implemented in practice. The reason is 
that this approach can jump from slot to slot without any connection in between. For example, 
it could request for the location on a turn and ask for a confirmation of the time on the next 
turn. This can be somewhat confusing compared to a deterministic dialog manager that 
always asks for a confirmation that depends on the previous answer. 
Future work might constrain the actions somehow so that the flow of the conversation feels 
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Accuracy plots for Request cost = 1, Confirm cost = 1. 
The average slot accuracy against turn. Request cost = Confirm cost = 1. 






The accuracy of the Route slot against turn. Request cost = Confirm cost = 1. 
 






The accuracy of the To slot against turn. Request cost = Confirm cost = 1. 


























Accuracy plots for Request cost = 1, Confirm cost = 0.25. 
The average slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.25. 
 






The Route slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.25. 








The To slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.25. 
 





























The average accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.5. 






The Route slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.5. 






The To slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.5. 
 



























Accuracy plots for Request cost = 1, Confirm cost = 0.75. 
The average accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.75. 
 






The Route slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.75. 
 








The To slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 0.75. 








The Time slot accuracy against the cumulative action cost. Request cost = 1, Confirm cost = 
0.75. 
