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Abstract. Representing images by compact codes has proven beneficial for many
visual recognition tasks. Most existing techniques, however, perform this cod-
ing step directly in image feature space, where the distributions of the different
classes are typically entangled. In contrast, here, we study the problem of per-
forming coding in a high-dimensional Hilbert space, where the classes are ex-
pected to be more easily separable. To this end, we introduce a general coding
formulation that englobes the most popular techniques, such as bag of words,
sparse coding and locality-based coding, and show how this formulation and its
special cases can be kernelized. Importantly, we address several aspects of learn-
ing in our general formulation, such as kernel learning, dictionary learning and
supervised kernel coding. Our experimental evaluation on several visual recogni-
tion tasks demonstrates the benefits of performing coding in Hilbert space, and in
particular of jointly learning the kernel, the dictionary and the classifier.
Keywords: Kernel methods, sparse coding, visual recognition
1 Introduction
Over the years, coding -in its broadest definition- has proven a crucial step in visual
recognition systems [1,2]. Many techniques have been investigated, such as bag of
words [3,4,5,6,7,8], sparse coding [9,10] and locality-based coding [11,12]. All these
techniques follow a similar flow: Given a dictionary of codewords, a query is associated
to one or multiple dictionary elements with different weights (i.e., binary or real). These
weights, or codes, act as the new representation for the query and serve as input to a
classifier (e.g., Support Vector Machine (SVM)) after an optional pooling step.
From the description above, it is quite clear that the quality of the codes will depend
on the dictionary. Therefore, recent research has focused on learning codebooks that
better reflect the underlying recognition problem from training data [13,14,15]. In par-
ticular, supervised dictionary learning methods have been introduced to directly exploit
the labels of the training samples in the objective function of the coding problem, thus
jointly learning a codebook and a classifier [16,17,18,19].
In most existing techniques, coding is performed directly in image feature space. In
realistic scenarios, the classes are not linearly separable in this space, and thus kernel-
based classifiers are learned on the codes. However, the codes themselves may have
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been affected by the intricate distributions of the classes in feature space. Therefore,
they may be sub-optimal for classification, even when employing a non-linear classifier.
While supervised dictionary learning methods may help computing better-suited codes,
they are currently limited to linear, or bilinear classifiers, which may be ill-suited for
complex visual recognition tasks.
To alleviate the aforementioned issue, a handful of studies have considered per-
forming coding in kernel space [20,21]. It is widely acknowledged that mapping the
data to a high-dimensional Hilbert space should make the classes more easily separable.
Therefore, one can reasonably expect that codes extracted in Hilbert space should better
reflect the classification problem at hand, while still yielding a compact representation
of the data. However, as mentioned earlier, the literature on this topic remains limited,
and exclusively focused on the specific case of sparse coding. In [20], Gao et al. ker-
nelized the Lasso problem and introduced a gradient descend approach to obtaining a
dictionary in kernel space. This approach, however, is restricted to the Gaussian kernel.
In [21], Van Nguyen et al. addressed the problem of unsupervised dictionary learning
in kernel space by kernelizing the KSVD algorithm. While this generalizes kernel dic-
tionary learning beyond the Gaussian kernel case, many questions remain unanswered.
For instance:
1. Is there a principled way to find the best kernel space for the problem at hand?
2. How can a supervised dictionary be learned in kernel space?
3. Can coding schemes other than sparse coding be performed in the kernel space?
Here, we aim to answer such questions and therefore study several aspects of coding
in a possibly infinite-dimensional Hilbert space. To this end, we first introduce a general
formulation to the coding problem, which encompasses bags-of-words, sparse coding
and locality-based coding. We show that, in all these cases, coding in a Hilbert space
can be fully expressed in terms of kernels. We then show how the kernel, the dictionary,
and the classifier can be learned in our general framework. This allows us to find the
Hilbert space, codes and classifier that are jointly best-suited for the task at hand.
We evaluate our general kernel coding formulation on several image recognition
benchmarks and provide a detailed analysis of its different special cases. Our empirical
results evidence the strengths of our kernel coding approach over linear methods. Fur-
thermore, it shows the benefits of jointly learning the kernel, dictionary and classifier
over existing kernel sparse coding methods that only learn the codebook.
2 Kernel Coding
Given a query vector x ∈ Rd, such as an image descriptor, many methods have been
proposed to transform x into a more compact, and hopefully discriminative, representa-
tion, hereafter referred to as code. Popular examples of such an approach include sparse
coding and bag of words. In the following, we introduce a general formulation that en-
globes many different coding techniques, and lets us derive kernelized versions of these
different methods.
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More specifically, given a dictionary Dd×N = [d1|d2| · · · |dN] , di ∈ Rd containing
N elements, coding can be expressed as the solution to the optimization problem
min
y
∥∥∥∥x − N∑
j=1
[y] jd j
∥∥∥∥2
2
+ γr(y; x, D) (1)
s.t. y ∈ C,
where [·] j denotes the jth element of a vector, r(·) is a prior on the codes y, and C is a
set of constraints on y. Note that this formulation allows the prior to be dependent on
both the query x and the dictionary D. Although not explicit, this is also true for C.
Our goal here is to perform nonlinear coding in the hope to obtain a better repre-
sentation. To this end, let φ : Rd → H be a mapping to a Reproducing Kernel Hilbert
Space (RKHS) induced by the kernel k(xi, x j) = φ(xi)Tφ(x j). Then, coding in H can
be formulated as
min
y
∥∥∥∥φ(x) − N∑
j=1
[y] jφ
(
d j)
∥∥∥∥2
2
+ γr(y; φ
(
x), φ
(
D)) (2)
s.t. y ∈ C.
Expanding the first term in (2) yields
∥∥∥∥φ(x) − N∑
j=1
[y] jφ(d j)
∥∥∥∥2
2
= φ(x)Tφ(x) − 2
N∑
j=1
[y] jφ(d j)Tφ(x) +
N∑
i, j=1
[y]i[y] jφ(di)Tφ(d j)
= k(x, x) − 2
N∑
j=1
[y] jk(x, d j) +
N∑
i, j=1
[y]i[y] jk(di, d j)
= k(x, x) − 2yT k(x, D) + yT K(D, D)y, (3)
where k(x, D) ∈ RN×1, and K(D, D) ∈ RN×N . This shows that the reconstruction term
in (1), common to most coding techniques, can be kernelized. More importantly, af-
ter kernelization, this term remains quadratic, convex and similar to its counterpart in
Euclidean space. In the remainder of this section, we discuss the priors r(·) and con-
straint sets C corresponding to specific coding techniques, and show how they can also
be kernelized.
2.1 Kernel Bag of Words
Bag of words [22] is possibly the simplest coding technique, which consists of assigning
the query x to a single dictionary element. In our framework, this can be expressed by
having no prior r(·) and defining the constraint set C as
C =
y | y ∈ {0, 1}N ,∑
i
yi = 1
 . (4)
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Note that this constraint set only depends on the code y. Therefore, kernelizing this
model does not require any other operation than that described in Eq. 3. In other words,
y can be obtained by finding the nearest neighbor to x in kernel space and setting the
corresponding entry in y to 1.
The above-mentioned hard assignment bag of words model was relaxed to soft as-
signments [7], where the query is assigned to multiple dictionary elements, with weights
depending on the distance between these elements and the query. In this soft assignment
bag of words model, a code yi is directly constrained to take the value
yi =
exp
(
−σ‖x − di‖22
)
∑
j exp
(
−σ‖x − d j‖22
) . (5)
Here, σ > 0 is the bandwidth parameter of the algorithm. To kernelize this model, we
note that each exponential term can be written as
exp
(
−σ‖φ(x) − φ(di)‖22
)
= exp (−σ (k(x, x) − 2k(x, di) + k(di, di))) . (6)
Since this only depends on kernel values, so do the resulting codes yi. In practice, soft
assignment bags of words have often proven more effective than hard assignment ones,
especially when a single code is used to represent an entire image.
2.2 Kernel Sparse Coding
Over the years, sparse coding has proven effective at producing compact and discrimi-
native representations of images [23]. From (1), sparse coding can be obtained by em-
ploying the prior
r(y) = ‖y‖1 , (7)
which corresponds to a convex relaxation of the `0-norm encoding sparsity, and not
using any constraints. Since this prior only depends on y, the only step required to
kernelize sparse coding is given in Eq. 3. Note that any structured, or group, sparsity
prior can also be utilized in the same manner.
A solution to kernel sparse coding can be obtained by transforming the resulting
optimization problem into a standard vectorized sparse coding problem. To this end, let
UΣUT be the SVD of K(D, D). Then it can easily be verified that kernel sparse coding
is equivalent to the optimization problem
min
y
‖x˜ − Ay‖22 + γ‖y‖1, (8)
where A = UΣ1/2 and x˜ = UΣ−1/2k(x, D). As a consequence, any efficient sparse solver
such as SLEP [24] or SPAMS [25] can be employed to solve kernel sparse coding.
2.3 Locality-Constrained Kernel Coding
As with bags of words, the notion of locality between the query and the dictionary
elements has also been employed in the sparse coding framework. This was first intro-
duced in the Local Coordinate Coding (LCC) model [11], which was then modified as
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the Locality-Constrained Linear Coding (LLC) model [12], whose solution can be ob-
tained more efficiently. We therefore focus on kernelizing the LLC formulation, though
it can easily be verified that LCC can be kernelized in a similar manner. From our gen-
eral formulation (1), LLC can be obtained by defining
r(y; x, D) = ‖Ey‖22 , with Eii = exp (σ‖x − di‖2) , and Ei j = 0, i , j , (9)
and C = {y | ∑i yi = 1}. Since the constraints only depend on the codes, they do not
require any special care for kernelization. To kernelize the prior, we note that
Eii = exp
(−σ ‖φ(x) − φ(di)‖2) = exp (−σ√k(x, x) − 2k(x, di) + k(di, di)) . (10)
Therefore, E can be expressed solely in terms of kernel values, and so does r(y; x, D).
In [12], the initial LLC formulation was then approximated to improve the speed of
coding. To this end, for each query, the dictionary D was replaced by a local dictionary
B formed by the NB nearest dictionary elements to x. In Hilbert space, we can follow
a similar idea and obtain a local dictionary B by performing kernel nearest neighbor
between the dictionary elements and the query. This lets us write LLC in Hilbert space
as
min
y
‖φ(x) − φ(B)y‖22 (11)
s.t. 1T y = 1,
which has a form similar to (2) with no prior. This can then be directly kernelized by
making use of Eq. 3.
The solution to kernel LLC can be obtained from the Lagrange dual [26] of Eq. (11),
which can be written as
Lkllc(y, λ) = k(x, x) − 2yT k(x, D) + yT K(D, D)y + λ(yT1 − 1) . (12)
The gradient of Lkllc(y, λ) w.r.t. y can then be expressed as
∇yLkllc = −2k(x, D) + 2K(D, D)y + λ1
= −2
∑
j
y jk(x, D) + 2K(D, D)y + λ1
= −2
(
1T ⊗ k(x, D)
)
y + 2K(D, D)y + λ1 , (13)
where the second line was obtained by making use of the constraint on y. By setting this
gradient to 0, y can be obtained as the solution to the linear system
(
K(D, D) − (1T ⊗
k(x, D))
)
y = 1, and then normalized by its `1 norm to satisfy the constraint1.
3 Learning in Kernel Coding
In this section, we discuss the learning of the different components of the kernel cod-
ing methods described in Section 2. In particular, given a set of M training samples
1 Note that the dependency on λ is ignored in the linear system since it would only influence the
global scale of y, which would then be canceled out by the normalization.
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X = {xi}Mi=1, we investigate how the kernel, as well as the dictionary can be learned.
Furthermore, we show how a discriminative classifier can be directly introduced and
learned within our kernel coding framework. While, in the following, we consider the
different learning problems separately, they can of course be solved jointly by employ-
ing the alternating minimization approach commonly used in dictionary learning.
3.1 Kernel Learning
We first tackle the problem of finding the best kernel for the problem at hand. While the
kernel could, in principle, be considered as a completely free entity, this typically yields
an under-constrained formulation and only suits the transductive settings. Here instead,
we assume that the kernel has either a parametric form (e.g., Gaussian kernel with
width as a parameter), or can be represented as a linear combination of fixed kernels
(i.e., multiple kernel learning).
Learning Kernel Parameters
Let us assume that we are given a fixed dictionary D, and that our kernel function
has a parametric form with parameters β. Following our general formulation, β can be
learned by solving the optimization problem
min
β,{yi}
1
M
M∑
i=1
Lφ(β, yi; xi, D) (14)
s.t. yi ∈ C, ∀i ∈ [1,M],
where yi is the vector of sparse codes for the ith training sample xi, and Lφ(·) is the
kernelized objective function defined in (2).
Note that (14) is not jointly convex in β and {yi}Mi=1. Therefore, we follow the stan-
dard alternating minimization strategy that consists of iteratively fixing one variable
(i.e., either β, or the yis) and solving for the other. In general, we cannot expect the ob-
jective function to be convex in β, even with fixed {yi}. Therefore, we utilize a gradient-
based trust-region method to obtain β at each iteration.
While any kernel function could be employed in this framework, in practice, we
make use of the Gaussian kernel k(xi, x j) = exp(−β‖xi, x j‖22). Unfortunately, with this
kernel, (14) is ill-posed in terms of β. More specifically, β = 0 is a minimum of (14).
This is due to the fact that, if β→ 0, all samples in the induced Hilbert spaceH collapse
to one point, i.e., ‖φ(xi) − φ(x j)‖2 = k(xi, xi) − 2k(xi, x j) − k(x j, x j) = 02.
To avoid this trivial solution, we propose to search for a β that not only minimizes
the kernel coding cost, but also maximizes a measure of discrepancy between the dictio-
nary atoms in H . In other words, we search for a Hilbert space H that simultaneously
yields a diverse dictionary and a good representation of the data. To this end, we define
the discrepancy between the dictionary atoms inH as
Jφ(D, β) =
1
N2
N∑
(i, j)=1
‖φ(di) − φ(d j)‖22 =
1
N2
N∑
(i, j)=1
(
k(di, di) − 2k(di, d j) + k(d j, d j)
)
. (15)
2 The same statement holds for polynomial kernels of the form k(xi, x j) = (1 + βxTi x j)
p.
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Given {yi}, this lets us obtain β by solving the optimization problem
min
β
1
M
∑M
i=1 Lφ(β, yi; xi, D)
Jφ(D, β)
. (16)
s.t. yi ∈ C, ∀i ∈ [1,M]
We obtain a local minimum to this problem using a gradient-based trust-region method.
Note that, in most of the special cases discussed in Section 2, the prior r(·) does not de-
pend on the kernel and can thus be omitted when updating β. This is also the case of the
constraint set C, except for soft assignment kernel bag of words where the constraints
directly define the codes. In this case, however, the codes can be replaced by the form
in Eq. 6 in the objective function, which then becomes a function of β solely.
Multiple Kernel Coding
In various applications, combining multiple kernels has often proven more effective
than using a single kernel [27]. Following this idea, we propose to model our kernel
k(·, ·) as a linear combination of a set of kernels, i.e., k(xi, x j) = ∑Ll=1 αlkl(xi, x j). Kernel
learning then boils down to finding the best coefficients α. In our context, this can be
done by solving the optimization problem
min
α,{yi}
1
M
∑M
i=1 Lφ(α, yi; xi, D)
Jφ(D,α)
, (17)
s.t. yi ∈ C, ∀i ∈ [1,M],
where Lφ(·) and Jφ(·) are defined as before, but in terms of a kernel given as the linear
combination of multiple base kernels with weights α. As in the parametric case, we
obtain α using a gradient-based trust-region method.
3.2 Dictionary Learning
In many cases, it is beneficial to not only learn codes for a given dictionary, but optimize
the dictionary to best suit the problem at hand. Here, we show how this can be done in
our general formulation. Given fixed kernel parameters and codes for the training data,
learning the dictionary can be expressed as solving the optimization problem
min
D
1
M
M∑
i=1
Lφ(D; yi, xi) . (18)
s.t. yi ∈ C, ∀i ∈ [1,M].
Here, we make use of the Representer theorem [28] which enables us to express the
dictionary as a linear combination of the training samples in RKHS. That is
φ(dr) =
M∑
i=1
ar,iφ(xi), (19)
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where {ar,i} is the set of weights, now corresponding to our new unknowns. By stacking
these weights for the N dictionary elements and the M training samples in a matrix
AM×N = [a1|a2| · · · |aN], with ar = [ar,1, ar,2, · · · , ar,M]T , we have
Φ(D) = Φ(X)A . (20)
For most of the algorithms presented in Section 2, i.e., kernel bag of words, kernel
sparse coding and approximate kernel LLC, the only term that depends on the dictionary
is the reconstruction error (the first term in the objective of (2)). Given the matrix of
sparse codes YN×M , this term can be expressed as
R(A) =
∥∥∥Φ(X) −Φ(X)AY∥∥∥2F
= Tr
(
Φ(X)(IM − AY)(Im − AY)TΦ(X)T
)
= Tr
(
K(X, X)(IM − AY − YT AT + AYYT AT )
)
.
(21)
The new dictionary can then be obtained by zeroing out the gradient of this term w.r.t.
A. This yields
∇R(A) = 0⇒ 2Y = 2YYT A
⇒ A = (YYT )−1Y = Y† . (22)
In the case of approximate kernel LLC, we update the full dictionary at once. To this
end, for each training sample i, we simply set to 0 the codes corresponding to the ele-
ments that do not belong to the local dictionary Bi. For soft-assignment kernel bag of
words, where the constraints depend on the dictionary, the update of Eq. 22 is not valid
and one must resort to an iterative gradient-based update of A.
3.3 Supervised Kernel Coding
In the context of sparse coding, several works have studied the idea of making the
sparse codes discriminative, and thus jointly learn a classifier with the codes and the
dictionary [16,19]. Here, we introduce two formulations that also make use of super-
vised data in our general kernel coding framework. To this end, given data belonging
to S different classes, let li be the S -dimensional binary vector encoding the label of
training sample xi, i.e., [li] j = 1 is sample i belongs to class j.
In our first formulation, we make use of a linear classifier acting on the codes. The
prediction of such a classifier takes the form lˆ = Wy. By employing the square loss,
learning in Hilbert space can then be written as
min
W,D,{yi}
1
M
M∑
i=1
Lφ(D, yi; xi) +
η
M
M∑
i=1
∥∥∥li −Wyi∥∥∥22 + ρ‖W‖2F , (23)
s.t. yi ∈ C, ∀i ∈ [1,M],
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where we utilize a simple regularizer on the parameters W. Following an alternating
minimization approach, given D and {yi}, the classifier parameters W can be obtained
by solving a linear system arising from zeroing out the gradient of the second and third
terms in the objective function. While the update for the dictionary is unaffected by the
discriminative term, computing the codes must be modified accordingly. However, the
least-squares form of this term makes it easy to introduce into the solutions of kernel
sparse coding and approximate kernel LLC.
For our second formulation, we employ a bilinear classifier, as suggested in [16].
For a single class j, the prediction of this classifier is given by lˆ j = φ(xi)TW jyi, which
requires one parameter matrix per class. Using the same loss as before, learning can
then be expressed as
min
{W j},D,{yi}
1
M
M∑
i=1
Lφ(D, yi; xi) +
η
M
M∑
i=1
S∑
j=1
(
[li] j − φ(xi)TW jyi
)2
+
ρ
S
S∑
j=1
‖W j‖2F (24)
s.t. yi ∈ S, ∀i ∈ [1,M].
By making use of the Representer theorem, we can express each parameter matrix W j
as a linear combination of the training samples in Hilbert space, which yields
W j = Φ(X)A j . (25)
With this form, the prediction of the classifier is now given by
lˆ j = φ(xi)TΦ(X)A jyi = k(xi, X)A jyi , (26)
which depends on the kernel function. Similarly, it can easily be checked that the reg-
ularizer on the parameters W j can be expressed in terms of kernel values. Learning
can then be formulated as a function of the matrices {A j}, which appear in two convex
quadratic terms, and can thus be computed as the solution to a linear system obtained
by zeroing out the gradient of the objective function. Similarly to our first formulation,
the dictionary update is unaffected by the discriminative terms, and the computation of
the codes must account for the additional quadratic terms.
For both formulations, at test time, given a new sample x∗, we first compute the
codes y∗ using the chosen coding approach from Section 2, and then predict the label
of the sample by applying the learned classifier.
4 Experimental Evaluation
In this section, we demonstrate the strength of kernel coding on the tasks of material
categorization, scene classification, and object and face recognition. We also demon-
strate the ability of kernel coding to performing recognition on a Riemannian manifold
whose non-linear geometry makes linear coding techniques inapplicable.
Throughout our experiments, we refer to the different coding techniques as
– kBOW: kernel (soft-assignment) bag of words,
– kSC: kernel sparse coding (8),
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– kLLC: (approximate) kernel LLC (11),
– l-SkSC: supervised kernel sparse coding with the linear classifier from (23),
– l-SkLLC: supervised (approximate) kernel LLC with the linear classifier from (23),
– bi-SkSC: supervised kernel sparse coding with the bilinear classifier from (24), and
– bi-SkLLC: supervised (approximate) kernel LLC with the bilinear classifier from (24).
When not learning a dictionary, classification is performed as proposed in [32].
More specifically, given a query x and its code y, let y(s) = ([y]1δ(γ1 − s), [y]2δ(γ2 −
s), · · · , [y]Nδ(γN − s))T be the class-specific sparse codes for class s, where γ j ∈ S is
the class label of atom d j and δ(·) is the discrete Dirac function. The residual error of
query x for class s can be defined as
εs(x) =
∥∥∥∥φ(x) − N∑
j=1
[y] jφ(d j)δ(γ j − s)
∥∥∥∥2 = −2yT(s)k(x, D) + yT(s)K(D, D)y(s) , (27)
where the term k(x, x) was dropped since it does not depend on the class label. The
label of x is then chosen as the class with minimum residual error εs(x). In the case
of unsupervised dictionary learning, since the dictionary elements do not have any as-
sociated labels anymore, we make use of a simple nearest-neighbor classifier based on
the learned codes. Finally, in the supervised scenario, we first obtain the codes and then
employ the learned classifier to obtain the labels.
In the following, we used the Gaussian kernel as base kernel, unless stated other-
wise. The width of the Gaussian was learned using the method described in Section 3.1
except for the multiple kernel learning experiments. We emphasize that, throughout
this section, coding is performed at image level, as in, e.g., [19]. In other words, we
represent each image with one descriptor to which a coding technique is applied.
4.1 Flicker Material
As a first experiment, we tackled the problem of material recognition using the Flicker
Material Database (FMD) [29], which contains ten categories of materials (i.e., fab-
ric, foliage, glass, leather,metal, paper, plastic, stone, water and wood). Each category
comprises 100 images, split into 50 close-up views and 50 object-scale views (see Fig-
ure. 1). To describe each image, we used a bag of words model with 800 atoms com-
puted from RootSIFT features [31] sampled every 4 pixels. Following the protocol used
in [30], half of the images from each category was randomly chosen for training and
the rest was used for testing. We report the average classification accuracy over 10 such
random partitions.
We first compare the performance of kBOW, kSC, kLLC and linear coding tech-
niques (SC and LLC) without dictionary learning. To this end, we employed all the
training samples as dictionary atoms. In Table 1, we report the performance of the
different methods on FMD. Note that, with the exception of kBOW, kernel coding tech-
niques significantly outperform the linear ones. In particular, the gap between LLC and
its kernel version reaches 4%.
Using the same data, and still without learning a dictionary, we evaluated the perfor-
mance of multiple kernel coding as described in Section 3.1. To this end, we combined
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Fig. 1: Examples from the FMD dataset [29]
Method SC LLC kBOW kSC kLLC
Accuracy 51.6% ± 2.2 48.8% ± 1.3 46.1% ± 2.0 53.4% ± 1.7 52.8% ± 1.6
Table 1: Comparison of different coding techniques on FMD without dictionary learning.
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Fig. 2: Recognition accuracies of dictionary learning for unsupervised and supervised kernel
coding on FMD.
4 different kernels: a linear kernel, a Gaussian kernel, a second order polynomial kernel
and a Sigmoid kernel. After learning the combination, kSC and kLLC achieved 59.1%
and 58.5%, respectively. This shows that combining kernels can even further improve
the results of kernel coding techniques. Note that, in this manner, multiple kernel coding
also allows us to nicely combine different features.
We then turn to the cases of dictionary learning for unsupervised and supervised
kernel coding. In the unsupervised cases, the dictionary was obtained using the method
described in Section 3.2. For the supervised methods, we made us of the technique
described in Section 3.3. Fig. 2 depicts the accuracy of the different coding methods as a
function of the number of dictionary elements on the FMD dataset. Note that supervised
coding consistently improves the classification accuracy for both sparse coding and
LLC. Note also that the bilinear classifier outperforms the linear one in most cases.
The best recognition accuracy of 61.8% is achieved by supervised kernel sparse coding
using a bilinear classifier. To the best of our knowledge, this constitutes the state-of-the-
art performance on FMD (Sharan et al. [29] reported 60.6% with feature combination).
Note that the best performance reported in [29] using only SIFT features is 41.2%,
which is significantly lower than kernel coding with ultimately the same features.
4.2 MIT Indoor
As a second experiment, we performed scene classification using the challenging MIT
Indoor dataset [33]. MIT Indoor contains 67 scene categories with images collected
from online sources such as Flicker and Google. We used a bag of words model with
12 Harandi et al.
35%
37%
39%
41%
43%
45%
47%
49%
51%
100 200 300 400 500
R
e
c
o
g
n
it
io
n
 a
c
c
u
ra
c
y
 (
%
) 
Number of dictionary atoms 
bi-SkSC
l-SkSC
kSC
SC
35%
37%
39%
41%
43%
45%
47%
49%
51%
100 200 300 400 500
R
e
c
o
g
n
it
io
n
 a
c
c
u
ra
c
y
 (
%
) 
Number of dictionary atoms 
bi-SkLLC
l-SkLLC
kLLC
LLC
Fig. 3: mAP curves for dictionary learning with unsupervised and supervised kernel coding on
MIT Indoor.
8000 visual words computed from dense RootSIFT [31] as initial image descriptor. The
final descriptor was obtained by whitening and reducing the dimensionality of the initial
descriptor to 4000. We followed the test protocol used in [33], where each category
contains about 80 training images and 20 test images, and report the mean Average
Precision (mAP).
In Fig. 3, we compare the performance of linear coding against kernel coding (su-
pervised and unsupervised). Several observations can be made from Fig. 3. First, kernel
coding, i.e., kSC and kLLC, significantly outperform the linear methods, SC and LLC.
For example, kLLC with a dictionary of size 500 reaches a mAP of 49.2% while LLC
yields 46.6%. Second, supervised learning consistently improves the performance. The
maximum mAP of 50.4% is achieved by l-SkLLC. Importantly, the results obtained
here are competitive to several state-of-the-art techniques. For example, the mAP re-
ported in [34] and [35] are of 49.4% and 50.15%, respectively. Given the simplicity of
the image descriptor employed here, one could expect higher performance if more dis-
criminative features (e.g., Fisher vectors [36]) were used. This, however, goes beyond
the scope of the paper, which rather aims to assess the performance of kernel coding
against linear coding.
4.3 Pascal VOC2007
As a third experiment, we evaluated the proposed kernel coding methods on the PAS-
CAL Visual Object Classes Challenge (VOC2007) [37]. This dataset contains 9963
images from 20 classes, including people, animals, vehicles and indoor objects, and
is considered as a realistic and difficult dataset for object classification. We used the
same descriptors as for the MIT Indoor dataset to represent the images. The dataset is
split into training (2501 images), validation (2501 images) and test (4952 images) sets.
We used the validation set to obtain the bandwidth of the Gaussian kernels used in our
experiments.
In Fig. 4, we compare the performance of linear coding against kernel coding (su-
pervised and unsupervised) for VOC2007. This figure reveals that
1. Kernel coding is superior to linear methods for all dictionary sizes. For example,
kSC outperforms SC by almost 5% using 500 atoms.
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Fig. 4: Recognition accuracies of dictionary learning for unsupervised and supervised kernel
coding VOC2007.
2. Supervised coding boosts the performance even further. For example, with the lin-
ear classifier from (23), the performance of kLLC can be improved from 50.7% to
54.3% with 400 atoms.
3. In the majority of cases, the bilinear supervised model outperforms the linear clas-
sifier. This, however, is not always the case. For example, with 300 atoms, the
performance of l-SkSC is 52.6% while bi-SkSC yields 51.8%.
4.4 Extended YaleB
As a fourth experiment, we evaluated kernel coding against SRC [32] and the state-
of-the-art LC-kSVD [19], which can be considered as a supervised extension of linear
sparse coding and dictionary learning. To provide a fair comparison, we used the data
provided by the authors of [19] for the extended YALE-B dataset [38]. The extended
YaleB database contains 2,414 frontal face images of 38 people (i.e., about 64 images
for each person). We used half of the images per category as training data and the other
half for testing purpose using the partition provided by [19].
We performed two tests on YALEB. In the first one, we evaluated the performance
of kSC and kLLC by learning a dictionary of size 570 in an unsupervised manner. The
results of this test are shown at the top of Table 2. We observe that both kSC and kLLC,
without supervised learning, outperform the state-of-the-art LC-KSVD method. The
maximum accuracy of 97.2% is achieved by kLLC which outperforms LC-KSVD by
more than 2%. For the second test, we considered all training data as dictionary atoms
and employed the classification method described in Eq.27. The results of this test are
shown in the bottom part of Table 2. Again we see that kLLC achieves the highest
accuracy of 98.4% and thus outperforms LC-KSVD.
4.5 Virus
Finally, to illustrate the ability of kernel coding methods at handling manifold data, we
performed coding on a Riemannian manifold using the virus dataset [39]. The virus
dataset contains 15 different virus classes. Each class comprises 100 images of size
41 × 41 that were automatically segmented [39]. We used the 10 splits provided with
the dataset in a leave one out manner, i.e., 10 experiments with 9 splits for training and
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Method Recognition Accuracy
SRC-(570 atoms) 80.5%
LC-KSVD-(570 atoms) 95.0%
kSC-(570 atoms) 96.9%
kLLC-(570 atoms) 97.2%
SRC-(all training samples) 97.2%
LC-KSVD-(all training samples) 96.7%
kSC-(all training samples) 98.2%
kLLC-(all training samples) 98.4%
Table 2: Recognition accuracies for the extended YaleB dataset [38].
1 split as query. In this experiment, we used Region Covariance Matrices (RCM) as
image descriptors. To generate the RCM descriptor of an image, at each pixel (u, v) of
the image, we computed the 25-dimensional feature vector
xu,v =
[
Iu,v,
∣∣∣∣∣ ∂I∂u
∣∣∣∣∣ , ∣∣∣∣∣∂I∂v
∣∣∣∣∣ ,
∣∣∣∣∣∣ ∂2I∂u2
∣∣∣∣∣∣ ,
∣∣∣∣∣∣∂2I∂v2
∣∣∣∣∣∣ , ∣∣∣G0,0u,v ∣∣∣, · · · , ∣∣∣G4,5u,v ∣∣∣ ]T ,
where Iu,v is the intensity value, Go,su,v is the response of a 2D Gabor wavelet [40] with
orientation o and scale s, and | · | denotes the magnitude of a complex value. Here, we
generated 20 Gabor filters at 4 orientations and 5 scales. RCM descriptors are symmet-
ric positive definite matrices, and thus lie on a Riemannian manifold where Euclidean
methods do not apply. Our framework, however, lets us employ the log-Euclidean RBF
kernel recently proposed in [41]. With this kernel, kSC and kLLC achieved 79.1% and
80.0, respectively. In [39], the performance of various features, specifically designed
for the task of virus classification, was studied. The state-of-the-art accuracy reported
in [39] was 54.5%, which both of kernel coding methods clearly outperform. Aside
from showing the power of kernel coding, this experiment also demonstrates that ker-
nel coding can be employed in scenarios where linear coding is not applicable.
5 Conclusions and Future Work
In this paper, we have introduced a general formulation for coding in possibly infi-
nite dimensional Reproducing Kernel Hilbert Spaces (RKHS). Among others, we have
studied the kernelization of two popular coding schemes, namely sparse coding and
locality-constrained linear coding, and have introduce several extensions such as su-
pervised coding using linear or bilinear classifiers. Furthermore, we have proposed two
ways to identify a discriminative RKHS for coding. Our experimental evaluation on
several recognition tasks has demonstrated the benefits of the proposed kernel coding
schemes over conventional linear coding solutions. In the future, we plan to investigate
the notion of max-margin for supervised kernel coding. We are also interested in devis-
ing kernel extensions of other coding schemes such as Vector of Locally Aggregated
Descriptors (VLAD) [42] and Fisher vectors [36].
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