In the last years, automatic classification of variable stars has received substantial attention. Using machine learning techniques for this task has proven to be quite useful. Typically, machine learning classifiers used for this task require to have a fixed training set, and the training process is performed offline. Upcoming surveys such as the Large Synoptic Survey Telescope (LSST) will generate new observations daily, where an automatic classification system able to create alerts online will be mandatory. A system with those characteristics must be able to update itself incrementally. Unfortunately, after training, most machine learning classifiers do not support the inclusion of new observations in light curves, they need to re-train from scratch. Naively retraining from scratch is not an option in streaming settings, mainly because of the expensive pre-processing routines required to obtain a vector representation of light curves (features) each time we include new observations. In this work, we propose a streaming probabilistic classification model; it uses a set of newly designed features that work incrementally. With this model, we can have a machine learning classifier that updates itself in real time with new observations. To test our approach, we simulate a streaming scenario with light curves from CoRot, OGLE and MACHO catalogs. Results show that our model achieves high classification performance, staying an order of magnitude faster than traditional classification approaches.
INTRODUCTION
In the last years, automatic classification of variable stars has been heavily studied (Debosscher et al. 2007; Richards et al. 2011; Kim et al. 2011; Bloom & Richards 2012; Pichara et al. 2012; Pichara & Protopapas 2013; Nun et al. 2014; Huijse et al. 2014; Nun et al. 2015; Pichara et al. 2016; Mackenzie et al. 2016; Benavente et al. 2017; Valenzuela & Pichara 2017; Cabrera-Vives et al. 2017) . Machine learning techniques applied to photometric datasets has proven to be quite effective at this task. Commonly, these methods work by first extracting a vector of features from the light curve, which are statistical descriptors that represent different aspects of them; such as the light curve mean brightness, periodicity, and color, among others (Nun et al. 2015) . After the feature extraction step, comes the learning stage -or training-where machine learning classifiers learn patterns from the feature vectors having the classes -or labels-of omy can produce high accuracy results (Kremer et al. 2017 ). However, these classification methods still work in an offline fashion. One of the most utilized sets of features used in variable stars classification are FATS features (Feature Analysis of Time Series) (Nun et al. 2015) , which contains more than 65 features available for the community in a Python library 1 . Using FATS in a streaming setting would mean a quadratic time complexity in the feature extraction stage, because every time new observations for a light curve arrives,all previous observations need to be processed again in order to update the light curve features with the new observations. On the other hand, for variable stars classification, the classifier of choice is usually the Random Forest (Breiman 2001) . Similarly, if we want to keep our classifier trained with the latest data, we would need to continuously train the Random Forest with the whole dataset every time new observations arrive. That is not a problem if the amount of data we are handling is small, but as we mentioned earlier, future surveys will generate terabytes of data daily.
The problem of how to efficiently maintain a classifier up to date with new data arises in many fields that deal with a continuous stream of information (Bifet et al. 2018) . In many areas of science and technology, massive streaming data is increasingly the norm (Doctorow 2008; Brumfiel 2011; Reichman et al. 2011) . The machine learning community has proposed several streaming models to deal with this issue (Losing et al. 2018) . While approaches vary in nature, the purpose in most works is similar. Lakshminarayanan et al. (2014) uses Mondrian processes (Roy & Teh 2009) to build an ensemble of random streaming decision trees, (Broderick et al. 2013 ) proposes a framework for streaming, distributed and asynchronous Bayesian posterior inference, while uses Bayesian moment matching to update a Gaussian mixture model in an streaming fashion. Concerning streaming feature extraction algorithms for astronomical light curves, to the best of our knowledge little to no effort has been made.
In this work, we build on some of the features compiled in FATS, modifying them so their computation we can be updated in an streaming fashion. In addition, we present an incremental Bayesian Classification model, inspired by the work done in Broderick et al. (2013) and . Our Bayesian model can be efficiently updated, has a consistent treatment of uncertainty, and is generative, meaning that we can produce synthetic examples from it once it is trained.
The objective of this work is to introduce an end-to-end streaming method, from feature extraction to a probabilistic model, to classify variable stars in a streaming setting. The incremental light curve features proposed show competitive predictive performance comparable with traditional features used for variable stars classification, while being faster to compute in a normal setting, and an order of magnitude faster in a streaming setting. We also compared our approach with an streaming version of the Random Forest classifier Lakshminarayanan et al. (2014) , where our method shows an improvement in the results.
The reminder of this paper is organized as follows: Section 2 gives an account of previous work on variable stars 1 https://github.com/isadoranun/FATS classification, light curve representation and streaming classification. Section 3 introduces the relevant background theory. Section 4 describes the proposed method in detail. In section 5, the datasets used in this work are described. Section 6 gives an account of the implementation details of the method, and in section 7 we present our main results. Finally, in section 8, we present the main conclusions of our work.
RELATED WORK
Most machine learning approaches used for automatic variable stars classification in astronomy work by first summarizing each light curve in a vector of statistical descriptors called features, and then training a classifier that learns patterns in these features (Bishop 2006) . Many years of research effort has been applied in the development of the features for light curve representation. Debosscher et al. (2007) proposed 28 features extracted from photometric analysis to represent each light curve. Kim et al. (2009) Richards et al. (2011) introduced features derived from periodicity analysis using the Lomb-Scargle periodogram, as well as features like amplitude, standard deviation, kurtosis, skewness among others. Kim et al. (2011) introduced features related to variability and dispersion. Pichara et al. (2012) proposed using a continuous auto-regressive model to improve quasar detection. (Kim 2014) introduced features related to quartile analysis. Nun et al. (2015) developed an open source library to help in the extraction of most features used in recent literature. Mackenzie et al. (2016) proposed an unsupervised method for automatically learning light curve features that work as good as traditional features. However, to the best of our knowledge, most of the published work use offline algorithms for feature extraction, which does not match the streaming context.
After the feature extraction stage, machine learning models learn class-separation patterns relying on the feature vectors from labeled data. The machine learning community has proposed several classification models throughout the years: decision trees (Quinlan 1993) , naive Bayes (Duda & Hart 1973) , Neural Networks (Rumelhart et al. 1986 ), support vector machines (Cortes & Vapnik 1995) , logistic regression (Cox 1958) and Random Forest (Breiman 2001) . Gaussian Mixture models (Murphy 2012) have also been used for classification, as well as other probabilistic models like Bayesian Networks (Friedman et al. 1997) , Latent Dirichlet Allocation (Blei et al. 2003) , and Gaussian processes (Rasmussen & Williams 2005) , among others. Several of these models have been used to classify variable stars. Debosscher et al. (2007) used a combination of Gaussian Mixture model, Support Vector Machines, Bayesian Networks and an artificial neural network to classify variable stars in OGLE (Udalski et al. 2008) and Hipparcos (Perryman et al. 1997) . Richards et al. (2011) used a Random Forest, while Pichara & Protopapas (2013) combined it with Bayesian Networks to learn from catalogs with missing data. Also, in Pichara et al. (2016) they presented a Meta-Classifier that learns how to re-use previously trained models to solve new variable stars classification scenarios without re-training from scratch.
Since in many areas of science and technology vast datasets of streaming data are increasingly the norm, lots of efforts have been made in the development of efficient streaming algorithms for this context, specially in the Bayesian paradigm. Hoffman et al. (2010) introduced streaming learning for Latent Dirichlet Allocation model using a streaming variational Bayes (Wainwright & Jordan 2008) algorithm, based on online stochastic optimization. Broderick et al. (2013) presented SDA-Bayes, a framework for making streaming updates to the Bayesian posterior in a distributed and asynchronous fashion. In the same fashion, Campbell et al. (2015) introduced a framework for doing streaming and distributed inference in Bayesian nonparametric models. McInerney et al. (2015) proposed inferring a new type of posterior, the population posterior, which results from the application of Bayesian inference to a population distribution. introduced the Bayesian moment matching algorithm for learning a Gaussian mixture model in a streaming fashion. Similarly, Hsu & Poupart (2016) also used streaming Bayesian moment matching algorithm for topic modeling with unknown number of topics in a streaming context.
To the best of our knowledge, the only work that tries to solve the problem of streaming classification of variable stars is Lo et al. (2013) . Unfortunately, in their method they use traditional light curve features that are calculated in batch, and not incrementally. We view this as undesirable in a streaming context for variable stars classification, since when new observations arrive for a light curve, their features would need to be recalculated again. Given the immense amount of streaming data to be generated by future surveys, the development of an end-to-end efficient streaming classification pipeline for variable stars classification is a priority.
BACKGROUND THEORY
In this section, we briefly introduce the central concepts that are vital to understanding how our method works. First, we review the binary search tree data structure, which is key in the incremental feature extraction step of our method. Then we introduce the Gaussian mixture model, which is the primary building block of our streaming model. Finally, we explain why a Bayesian model naturally lends itself to a streaming setting, and how we can approximate the posterior of a Gaussian mixture model online using the Bayesian moment matching technique.
Binary Search Tree
A binary search tree (Cormen et al. 2009 ) is a tree data structure in which each node has at most two children that satisfy the binary search tree property: all children in the left subtree of a node must hold a value smaller than its own, and all children in the right subtree of a node must hold a value larger than its own.
For example, in Fig. 1 , the value of the root node is 11. The nodes with values 5, 1, 9, 7 and 10 in its left subtree are no larger than 11, and the nodes with values 14, 12 and 16 in its right subtree are no smaller than 11. This property is satisfied for every node in the tree, and it enables a fast lookup of a node in the tree. In fact, searching for a specific node is on average an O(logn) process. This is done by traversing the tree from root to leaf, comparing the value of the node we are searching for to the value of the current node to decide if we continue searching the left or right subtree. Similarly, inserting a new node also takes O(logn) operations on average.
Gaussian Mixture Model
A Gaussian mixture model (Murphy 2012 ) is a linear combination of Gaussian distributions. In Figure 2 shows an illustration of a mixture of two Gaussians. We call each Gaussian a component. Let K be the number of components in the mixture, and let w i be 1-of-K binary vector where w ik is equal to 1 if x i was generated by component k and 0 otherwise. Let π k be the prior probability of a component assignment. We denote the observed data set as X = {x 1 , . . . , x N } and the latent variables Z = {z 1 , . . . , z N }. With this, we can write the marginal distribution of Z as
Similarly, we can write the conditional distribution of X given the latent variables Z and the component parameters as
is the probability density function for the multivariate Gaussian distribution with mean vector µ k and precision matrix Λ k . With equations (1) and (2) we can marginalize over Z to obtain the mixture's density function
(3) Figure 2 . Example of 800 points drawn by the marginal distribution P(x) of a mixture of 2 Gaussians. In this case, F1 and F2 can be any light curve feature. Figure 3 . The plate notation for the Gaussian mixture model. The gray node denotes observed data. In this case, each data point x i is observed and is generated by the component indicated by z i . There are K components, each of them with mean vector µ k and precision matrix Λ k . Nodes without a circle indicate prior hyperparameters. Figure 3 shows the plate notation for the Gaussian mixture model. In our method, we use a mixture of Gaussians to model the light curve features.
Streaming Bayesian inference and Bayesian
Moment Matching for Gaussian mixture model
Consider a stream of data x 1 , x 2 , . . . generated independent and identically distributed (iid ) by a distribution p(x | Θ).
In the context of our work, the data x i corresponds to astronomical light curve features. Also, assume that Θ has the prior p(Θ) defined. Then, after given the first data point x 1 , Bayes theorem gives us the posterior distribution
When given the second data point x 2 , the posterior distribution becomes
As we can see, the streaming posterior p(Θ | x n , x n−1 , . . . , x 1 , can be computed recursively using the posterior p(Θ | x n−1 , . . . , x 1 ) as a prior. However, in our context, we need to estimate the streaming posterior of a Gaussian mixture model. In fact, if we expand p(Θ | x 2 , x 1 ), we have that
As a result, if we compute the posterior p(Θ | x N , x N −1 , . . . x 1 ) recursively, because of the summation over the number of components (K), the number of terms in the posterior grows exponentially. In fact, there will be K N terms in the posterior after N data points, which is intractable. To circumvent this problem, the Bayesian moment matching (BMM) algorithm for Gaussian mixture model was proposed by ; . BMM approximates the exact posterior p(Θ | x N , x N −1 , . . . , x 1 ) by a distributionp(Θ) by matching a set of sufficient moments. The advantage of BMM is that it lends itself naturally online, thus the Gaussian mixture model posterior can be updated after each data point x of the stream arrives. If we choose a Dirichlet prior over the weights π and a Normal-Wishart prior over the parameters (µ, Λ −1 ), the posterior distribution after the first data point x 1 arrives is
Since the Dirichlet and Normal-Wishart distribution are conjugate priors for the likelihood, the posterior p(Θ | x 1 ) has the same form as the family of distributions of the prior p(Θ). Then, the Bayesian moment matching method approximates the posterior p(Θ | x 1 ) by a distributionp(Θ | x 1 ), which is of the same family of the prior p(Θ) by matching all the sufficients moments of p(Θ | x 1 ) withp(Θ | x 1 ). The approximate posteriorp(Θ | x 1 ) contains a single product of Dirichlet and K Normal-Wishart distributions
The parameters γ 1 0 , δ 1 , κ 1 , W 1 , ν 1 are evaluated by matching the set of sufficient moments of p
where Λ jkm is the (k, m) element of Λ j . Figure 4 shows an illustration of the BMM algorithm. For an more in depth explanation of the method, see .
METHODOLOGY
Our method consists of two steps: the streaming feature extraction step, and the streaming classifier. We use a subset of the features compiled in Nun et al. (2015) and re-design them to work in a streaming fashion. This results in some of the features being an approximation of the offline ones. The second stage consists of a streaming Bayesian classifier based on Gaussian Mixture models, explained in Section 3.2. We use the Bayesian Moment Matching algorithm, explained in Section 3.3, to update the classifier incrementally. The method process is illustrated in Figure 5 .
Incremental feature extraction
The first step of our method consists of the incremental light curves feature extraction. Because this is a streaming process, we don't know the real number of observations the light curve has. From now on, N is the current number of observations we have for a light curve.
Mean
The light curve mean magnitude is calculated using the equation
Ifm N is the mean magnitude when the first N observations have been seen, then, when a new observation m N +1 arrives, the new magnitude is calculated as
Standard deviation
The sample standard deviation is defined as
If σ N is the standard deviation calculated with the first N observations, then, we can approximate the standard deviation when observation m N +1 arrives as
Mean variance
The mean variance is a variability index and can be calculated as mv =m σ .
When a new observation arrives, the new approximate mean variance is updated using the new meanm N +1 and standard deviation σ N +1 .
Range of a cumulative sum
The range of cumulative sum (Ellaway 1978) of a lightcurve is defined as
where,
For incrementally update this feature, we need to keep track of the maximum S and the minimum S. With this intention, for every l = 1, 2, . . . , N we keep the sum w l = l i=1 m i and the index l as node in a binary search tree using w l as key. When the new observation m N +1 arrives, we add a new node to the binary search tree with key w l+1 = w l + m N +1 and index l + 1. Obtaining the new minS and maxS, is identically to obtaining the minimum and maximum −
remains constant for all l = 1, 2, . . . , N + 1. Then, we can follow a greedy search algorithm (Cormen et al. 2009 ) using the binary search tree. We start from the root of the tree, and compare the value of −(l + 1)m N +1 + w l+1 with the left child and the right child. When we want to find the minimum, if the root has the smallest value, then return the value of the root; in the case that the left child or the right child has the smallest value, set that child as the root and repeat the process; and lastly, if the tree has no more children, then the minimum has been found. For finding the maximum, the process is similar, but instead of guiding the search to the smallest value, we use the largest value. The algorithm for finding the minimum is shown in Algorithm 1.
Once we find the minimum and maximum, we subtract the minimum to the maximum to obtain the updated R cs . The whole process takes O(logn) time. Although the algorithm is not fully online, it is fast enough for our purposes.
Period (Analysis of Variance)
In Kim et al. (2011) the Lomb-Scargle (Scargle 1982) algorithm for period estimation is proposed. The problem is that the time complexity of the fast algorithm is O(nlog(n)) (Press & Rybicki 1989) . With the intention of incrementally update the period of the light curve, we propose using the analysis of variance (Schwarzenberg-Czerny 1989) as a period search method.
This method tests the significance of a trial period using a standard statistical method in the light curve folded and grouped into bins. The two statistics used are 
where r is the number of bins, b i is the number of observations in the ith bin,m i is the average of the observations in the ith bin and m i j is the jth observation of the ith bin. As a result, the period of the light curve is the trial period with the maximum s 1 s 2 . In the case of s 1 , when a new observation arrives, we need to determine to which of the bins it corresponds, and update b i ,m i andm accordingly. The variablesm i andm can be updated using the formula shown in Section 4.1.1.
On the other hand, s 2 can be rewritten as
Algorithm 1 Gets the minimum of −(l + 1)m N +1 + w l+1 , which corresponds to the value that minimizes S. root refers to the current tree node, root.left is the left child of the root node and root.right is the right child of the root node. The algorithm first checks if the current node is a leaf node. If the current node is not a leaf node, then it searches for the smallest value in its left or right child. if rightsum < rootsum then 12:
return GetMin(root.right,m N +1 )
13:
return root Then, if we maintain the sum b i j=1 m i j and b i j=1 m 2 i j , we can calculate s 2 in an incremental way.
As a result, the time complexity of updating the light curve period when a new observation arrives is constant with respect to the number of observations of the light curve. It only depends on the number of bins and the number of periods we try.
Color
The light curve color (Kim et al. 2011) is the difference between the mean magnitude of two different bands. When a new observation arrives, we update the mean magnitude of each band and then take the difference between them.
Stetson K
Stetson K, Stetson J and Stetson L features (Kim et al. 2011) , which are in Section 4.1.8 and 4.1.9 respectively, are based on the Welch/Stetson variability index I (Stetson 1996) . In particular, Stetson K is a a robust kurtosis measure, and is defined as
where δ i is the relative error, and is defined as
where i is the standard error of the magnitude m i .
If we maintain the sum ψ
(1)
, when a new observation arrives, we can
Similarly, we can update
With the updates of N +1 i=1 | δ i | and N i=1 δ 2 i , we can update Stetson K of the light curve in a streaming manner.
Stetson J
Stetson J is calculated using two bands of the same light curve and is defined as
where P i is the product between δ i , defined in Section 4.1.7, of the two different bands. That is,
i . Because we can calculate δ i incrementally, when a new observation arrives we can update J with the following equation
Stetson L
Stetson L is defined as
It represents the synchronous variability of different bands. Since we already know how to update J and K in a streaming manner, updating L is straightforward. 
• Flux percentile ratio mid 80: F 10,90 /F 5,95
In order to incrementally update these features, we use a binary search tree to keep the light curve magnitudes sorted. When a new observation arrives, we insert it in a binary search tree. Then, we use Algorithm 2 to get the element at position (N +1) p 100 , where p is the percentile value we want. The runtime complexity of updating the flux percentile ratio feature takes O(lgN) time.
Algorithm 2 Gets element at position (N + 1) p 100 . root refers to the current tree node, root.left is the left child of the root node and root.right is the right child of the root node. The algorithm checks if the element k is in the left or right subtree, depending in the number of elements in each subtree. If k is in neither subtree, then it returns the current node. 
i } with F as the number of features that are going to be used for classification. This features can come from either a new light curve, or a light curve which their features were updated because new observations arrived. Also, consider that the light curve features come with an already known label. We represent the class of x i as a 1-of-M representation, z i , where z im = 1 if x i is of class m, and z im = 0 otherwise. This is similar to what was defined in 3.2, but in this case x i represents the light curve features, and z i represents the light curve class.
Provided that it is well known that a finite mixture of Gaussian densities can approximate arbitrarily any continuous distribution (Lindsay 1995; McLachlan & Peel 2000) , we use a mixture of Gaussians to model the data in the feature space. We use one Gaussian mixture model per class, with K components each mixture. In other words, there are M Gaussian mixtures, with M the number of light curve variability classes. As an example, in the Figure 6 we can see 5 different classes where each one is modeled with a Gaussian mixture of two components, thus in the case of the Figure, M = 5.
Then, given that x i is of class m, and that it was generated by the component k of the Gaussian mixture of class m, we have that
where µ = {{µ mk }} and Λ = {{Λ mk }}, for m = 1, . . . , M and k = 1, . . . , K. The random variables µ mk and Λ mk are the mean and precision matrix for the k-th component from the m-th Gaussian mixture. We use a Normal-Wishart prior for µ mk and Λ mk
The responsibility 2 of each Gaussian component of class m is defined as
The random variable w im is a 1-of-K vector which represents from which of the k components x i of class m was generated from. It is modeled as a categorical variable P(w im | ρ m ) = Cat(w im | ρ m ), where ρ m are the weights of the different components of the mixture, and it has a Dirichlet prior P(ρ m | γ 0 ) = Dir(ρ m | γ 0 ). Similarly, the light curve class z i also is generated from a categorical distribution P(z i | π) = Cat(z i | π) with a Dirichlet prior P(π | α 0 ) = Dir(π | α 0 ).
The graphical model can be seen in Figure 7 . Figure 7 . Plate notation for the proposed model. Gray nodes denote observed data. In this case, each data point x i is observed and is generated by the Gaussian mixture indicated by the observed class z i . There are M Gaussian mixtures, one per class. Each of them has K components with mean vector µ k and precision matrix Λ k . Nodes without a circle indicate prior hyperparameters.
Streaming model inference
Given the stream x 1 , x 2 , . . . and z 1 , z 2 , . . ., we are interested in inferring the posterior distribution of the model in a streaming manner, where the posterior is given by P(π, ρ, µ, Λ | X, Z) ∝ P(X, Z | π, ρ, µ, Λ)P(π, ρ, µ, Λ)
where X = {x 1 , x 2 , . . .}, Z = {z 1 , z 2 , . . .}, ρ = {ρ m }, for m = 1, . . . , M and P(X, Z | π, ρ, µ, Λ) is the model likelihood defined by
Because the class z i is observed, the latent variable π is dseparated (Geiger et al. 1990 ) from the rest of the model given z i . Hence, we can separate the inference of P(π | Z), from the inference of P(ρ, µ, Λ | X, Z).
Since the Dirichlet distribution is the conjugate prior for the categorical distribution (Minka 2003), the exact posterior of P(π | Z) can be obtained analytically and is given by
where C = (c 1 , . . . , c M ), c m = N i I(z im = 1) and I(z im = 1) is the indicator function that has the value 1 if z i is of class m, and 0 otherwise. In the case a feature of a new light curve arrives, we can obtain the new posterior by updating the variable C depending on the class z N +1 . On the other hand, since x i is restricted to have been generated by the Gaussian mixture of class m, we can infer the posterior of each Gaussian mixture independently. We make use of the Bayesian Moment Matching algorithm , explained in Section 3.3, in order to infer the posterior of each Gaussian mixture in a streaming setting. 
Classification
We can use the Bayes theorem to find the probability that a light curve with features x belong to the variability class m
Hence, the light curve is assigned to the class with highest posterior probability.
DATA
For our experiments we use photometric data from three different catalogs: MACHO, OGLE-III and CoRoT.
MACHO Catalog
The Massive Compact Halo Object (MACHO) (Alcock et al. 1997) project is a survey which started on 1992 and ended on 1999. Its primary objective is to detect microlensing events produced by the Galactic Bulge, the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC). Light curves were obtained in the blue and red band. For our experiments, we use a set of 2,092 previously labeled light curves. The class distribution of the data is shown Table 2 .
OGLE-III Catalog of Variable Stars
The Optical Gravitational Lensing Experiment (OGLE) (Szymanski et al. 1996) started in 1992 with the objective of finding microlensing events on the Magellanic Clouds and Galactic Bulge. In 2001, the third phase, OGLE-III Catalog of Variable Stars (OIII-CSV) (Udalski et al. 2008) , began, collecting a significant amount of labeled data. We use 414, 360 labeled light curves from OIII-CSV in our experiments. Despite that the photometric data produced by this survey are in two bands, the I-band and the V-band, light curves in the V-band do not have enough observations for our purpose. Hence, for our experiments, we only use the I-band. The class distribution of the data is shown in Table 3 . 
CoRoT Catalog
The Convection, Rotation, and Transit (CoRot) (Baglin et al. 2002; Bordé et al. 2003) satellite was launched in 2006 with the objective of searching for exoplanets using transit photometry. It continuously observes the milky way for periods up to 6 months with a cadence that can be more than 100 observations per object per day. These observations are in the red, green and blue bands.
For our experiments, we use 1,311 labeled light curves from CoRoT. We combine the red, green and blue bands to form a white band, and use this four our experiments. Table  4 shows the class distribution for this dataset.
IMPLEMENTATION
Our method is implemented in Python 3.5 using numpy (van der Walt et al. 2011) for efficient numerical computation, pandas (McKinney 2010) for data manipulation and scipy (Oliphant 2007) for probability distributions. We also use cython (Behnel et al. 2011) for an efficient AOV periodogram implementation. The code is available at https://github.com/lezorich/variational-gmm.
The parameters used in our experiments are detailed in Table 5 . The number of Gaussians K per mixture is optimized using cross-validation on the MACHO training set.
EXPERIMENTAL RESULTS
In this section, we present the results from the application of the proposed method on the two catalogs described in Section 5. First, in Section 7.1, we present the results of the feature extraction step of our method, where we show that in a streaming setting our method is considerably more scalable than FATS features (Nun et al. 2015) . Then, in Section 7.2, we present the classification results on the three training sets described before using three different classifiers: the standard Random Forest (Breiman 2001) , the streaming Mondrian Forest (Lakshminarayanan et al. 2014 ) and our approach. The intention is showing the difference in classification performance when using our incremental features instead of traditional FATS, and using a streaming model against conventional non-incremental classifiers.
Analysis of Incremental features
Given that the incremental features are proposed as a replacement for non-incremental FATS features in the streaming setting, one would expect that: the time to calculate them grows linearly with the number of observations and that they achieve comparable classification results as FATS. The latter will be shown in Section 7.2. To show the results of the former, in Figure 8 we show the cumulated time it takes to calculate the features shown in Table 1 with our method and FATS. We can see in that Figure that the time it takes to calculate FATS grows quadratically with the number of observations. That is because when new observations arrive, FATS features are re-calculate with all observations again. Hence, FATS in a streaming setting takes O(N 2 ) time, where N is the number of observations in the light curve. On the other hand, our proposed features only take O(N) to be processed.
The effects of the difference in time between both methods can be better seen when calculating the features in more than one light curve. In Table 6 we see the approximated computational runtime when extracting the features in MACHO, OGLE-III and CoRoT datasets in three different ways: first, using our incremental features (IF); second, using FATS in a standard setting (no streaming) with the entire light curve (FATS-B); lastly, using FATS simulating a streaming scenario )FATS-I). All execution times are calculated using 32 cores. As we can see in that Table, our method is significantly faster than using FATS, including the case when using FATS in a no streaming setting. It is important to note that when the number of light curves increases, the difference in times is more noticeable. For instance, in the case of OGLE-III, we could not even extract the features in a streaming way using FATS because the time it took was excessively long.
Another result worthy of mention is that most incremental features converge, or get very close, to the real value of the feature (the one calculated offline with the whole light curve), with a relatively low number of observations. In Figure 9 shows the value of all the incremental features while new observations arrive (in batches of 20), each for a light curve of the MACHO dataset. As we can see from the figure, with just 200 observations, almost all features get very close to the ground-truth value. The period, for example, converges entirely in the 10th batch. In Figure 10 we can see how the periodogram of a Eclipsing-Binary changes as new observations appear. With this previous fact, one would expect that the classification results using the incremental features should converge with a low number of observations too. As we will see in the following section, that is indeed what happens. 
Classification results
To perform an initial test to check the correctness of our incremental approach, we simulate data in a streaming scenario. First, for each dataset, we randomly select in a stratified fashion 10% of the light curves for the test set and left the rest as the training set. For the training set, we randomly select a set of L 1 light curves and train an initial model with them having their first 20 observations. Then, we simulate that 20 new observations arrive for a subset of L 2 light curves of the initial set of L 1 light curves. We call this a new batch. We simulate that several of those batches arrive and we update our model with each of those batches. We measure the classifier performance using F-Score with 10-fold 3 stratified by class cross-validation on each class on each training set and average the results to obtain the final F-Score. We use F-Score as the classification metric because it is a balance between both exactness (precision) and completeness (recall) and it is better suited than other metrics for imbalanced data like in this case. To classify light curve data by using time series features, the classifier of choice is usually the Random Forest (Richards et al. 2011; Pichara et al. 2012 ). Hence, we compare our streaming Bayesian classifier against a traditional Random Forest and a streaming Random Forest (Mondrian Forest) (Lakshminarayanan et al. 2014) using the incremental features. For our streaming classifier and the streaming Random Forest, we choose L 1 as 1000 in MACHO dataset, as 100000 in the OGLE dataset and 400 in CoRoT dataset. In addition, we choose L 2 as 100, 1000 and 100 respectively. Because the traditional Random Forest does not work with streaming data, instead of training the model with the light curves selected for that batch, we retrain the model with the entire dataset again. Additionally, we also compare the proposed method against a Random Forest trained on all FATS with the intention of showing how much accuracy in classification is lost using our method. Figure 10 . Change in the periodogram of an Eclipsing Binary as new observations arrive. The true period is shaded with a green line while the maximum of the periodogram is shaded with an orange line. We can appreciate that the real period is found with around 225 observations, that is around 19% of this star total observations. Tables 7, 8 and 9 show the F-Score achieved for each training set. The acronym IF refers to incremental features, SBM refers to our streaming Bayesian classifier, RF refers to the Random Forest and oRF refers to the streaming Random Forest. Results show that although being only 14 features versus the 47 features of FATS, and with some of the proposed features being an approximation of the real feature, incremental features are a good alternative when looking for scalability when doing variable stars classification. We can see the F-Score obtained with FATS+RF as the base line to have an intuition of the F-Score we get with the incremental (approximated) methods. Concerning the proposed SBM, it performs close to the RF, but the RF has better F-Score in general. It must be remembered that the RF is entirely retrained with every batch, while our SBM is updated online with new data only. As a result, it is expected that the SBM loses accuracy while being much more scalable. However, we can see that our model performs better than the streaming Random Forest in almost all classes. Also, Figure  11 shows the cumulated time of training both models with a different number of batches in the OGLE-III dataset. In every batch shown in the Figure, a fixed amount of 30 light curves changed. As we can see, when the number of batches grows, the cumulated time of training the RF grows more than the cumulated time of training the SBM. That is be-cause the SBM is updated with just the 30 light curves with new observations, while the RF needs to be retrained with the whole dataset again. Figure 12 and 13 shows the evolution of the F-Score while new batches arrive. In the case of OGLE-III, we can see that less than five batches are needed for the models to converge to the final F-Score. In the case of MACHO, with only 20 batches both models get very close to their final F-Score. This result confirms what we obtained in Section 7.1, where we could see that the incremental features converged to their final value with a lower number of observations.
CONCLUSIONS
In this work, we present a novel end-to-end streaming model for variable stars classification. Our streaming feature extraction together with the streaming classification model constitutes a significant step towards an efficient real-time classification pipeline to analyze upcoming surveys data. These types of pipelines are a must in scenarios where early detection of alerts are mandatory, such as the upcoming LSST brokers (Borne et al. 2007) .
Our results show that the incremental features have competitive performance compared to the traditional features while being an order of magnitude faster in a stream- ing setting. We show how the incremental features get close to their real value with few observations. For example, the incremental period needs around 20% of the light curve observations to converge to the value we get with 100% of the observations. We also can see this in the classification results, where the F-Score stabilizes with few observations. Meanwhile, our classification model performs as good and sometimes better than the streaming Random Forest. As future work, it would be interesting to modify the model in order to be semi-supervised, since in a streaming setting the labels are not always known. We hope this work can help the research community to improve the efficiency in the discovery of new objects of interest in future surveys. Figure 13 . The evolution of the F-Score in OGLE as new observations arrives.
We have a Python implementation and it is openly available at https://github.com/lezorich/variational-gmm.
