We present a method for quantifying the energy efficiency gap between market and technoeconomical energy savings potentials. For this purpose, useful energy demand for space and water heating in the Swedish residential sector up to 2030 is used. The market potential is based on topdown (econometric) modelling of energy demand using data from the period 1970-2005. The technoeconomical estimates are made using a bottom-up building stock model (ECCABS), to assess the effects and costs of various energy efficiency measures. Common to these two modelling approaches are two scenarios of energy prices, which differ only with respect to the carbon tax component. 
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Introduction
The achievement of long-term climate targets relies heavily on energy efficiency improvements. For example, the IEA's Energy Technology Perspectives study, which explores the technological options needed to limit the global temperature increase to 2°C, proposes that energy efficiency will have to contribute to reducing the energy intensity (measured as energy input per unit of GDP) of the global economy by two-thirds by 2050 (IEA, 2010) . While energy use in buildings accounts for a large proportion of global CO 2 emissions, it also holds significant potential for reducing these same emissions. A review of more than eighty bottom-up estimates of national and regional technoeconomical savings potentials in buildings has suggested that approximately 30% of the projected baseline CO 2 emissions by 2020 could be avoided in a cost-effective manner (IPCC, 2007) . As energy prices increase, these potentials are augmented due to the fact that more energy saving technologies become economically feasible. Such estimates based on techno-economic factors are presented in policy documents, such as the EU Action Plan for Energy Efficiency, which states that the largest cost-effective savings potential is in the buildings sector (savings potentials of 27% for residential Eoin Ó Broin, Érika Mata, Jonas Nässén, Filip Johnsson buildings and 30% for commercial buildings), as compared to the corresponding potentials in the industrial and transport sectors (EC, 2006) .
At the same time, the realisation of the stated cost-effective energy efficiency potentials has often proved challenging. Even if a bottom-up study indicates that, for example, the installation of quadruple-glazed windows in all dwellings in Sweden would lower energy demand substantially and save money for homeowners, these measures would be implemented only if those homeowners had the same values, priorities, and information as those persons who carried out the study. In addition, market-based estimates of price elasticities have been shown to be low in this sector (e.g. Haas & Schipper ,1998; Nässén et al, 2008) , which suggests that reducing demand would require greater increases in energy prices than those predicted by techno-economic analyses. Such issues have caused some economists to question the existence of any significant techno-economical savings potential (Joskow, 1996) .
From the perspective of policy makers, the method of choice for measuring energy savings potential, i.e., choosing between techno-economical and market potentials, is relevant to decisions as to which policy to pursue. In this context, the definitions of techno-economical and market potentials are crucial. Based on the report of Ürge-Vorsatz and Novikova (2008), who described different economic potentials for GHG mitigation based on IPCC definitions, it can be stated that:
The market potential is the level of reduction in energy demand that occurs under forecasted market conditions; typically, it is estimated using "top-down" modelling.
The techno-economical potential is a cost-effective potential for energy demand reduction when market costs at social discount rates are considered, with social discount rates being equal to the opportunity costs of funds available in credit markets; typically, it is derived from "bottom-up" modeling.
The difference between market and techno-economical potentials is one description of the so-called 'energy efficiency gap', with the techno-economical savings potential usually being larger than the market potential. The existence of an efficiency gap has been discussed in the literature, and it has been pointed out that techno-economical estimates do not take into account the cost of collecting the information needed by a consumer (transaction costs), principal-agent problems, bounded rationality, and high implicit discount rates being applied by consumers 1 [for examples, see Wilson and Swisher (1993) , Jaffe and Stavins (1994) , Jaffe et al. (2004) , Sorrell et al (2004) , IEA (2007) , EC (2008) , and Persson et al. (2008) ]. Implicit discount rates reflect how individuals who make decisions that involve discounting over time behave in a manner that implies a much higher discount rate than the abovementioned social discount rates. These discount rates range from 3% to 108% (Train 1985) . For energy conservation programs, private rates are used to predict the penetration rates of the programs or the levels of energy conservation investments.
The existence of a gap between the results of top-down and bottom-up assessments is also a consequence of the nature of the modelling. Top-down econometric models assume that efficient market conditions exist in a 'behaviourally, institutionally and technologically fixed world' (Wilson and Swisher, 1993) . Thus, demand changes, primarily as a result of changes in energy prices. The results derived from such models have an empirical basis, given that the modelling is rooted in the economy at large (Kavgic et al, 2010) . However, as non-price-induced reductions in energy intensity have been non-linear since at least the oil crisis of the 1970's, they are not explicitly captured in topdown models (Wilson and Swisher, 1993) . Furthermore, Mundaca et al (2011) have stated that the statistically derived relationships embedded in the historical data are precisely those that policymakers aim to change. Therefore, the usefulness of top-down models for addressing energy and climate challenges remains a topic for debate. Bottom-up models meet these challenges directly by calculating the cost and savings potentials of meeting energy and climate goals using specific technologies. However, the results obtained from bottom-up models are dependent upon assumptions made regarding the penetration, availability, and future development of technologies. In addition, the impact on energy prices of reduced demand achieved through efficiency improvements is not accounted for, which means that bottom-up modelling is not rooted in the economy at large (Wilson and Swisher, 1993) . These issues are problematic in the sense that when implementing substantial technological changes towards environmental objectives, policy makers need to know the extents to which their policies influence the characteristics and financial costs of future technologies, as well as the willingness of consumers and businesses to adopt these changes (Jaccard, 2009 ).
The choice is not necessarily between a top-down approach and a bottom-up approach. A third, socalled hybrid, approach combines the element of bottom-up technological explicitness with estimations of the behaviours of consumers and firms, which are components of the top-down modelling approach (Jaccard 2004) . Some examples of hybrid methodologies applied to the building sector have been reported (Jacobsen, 1998; Koopmans and te Velde, 2001; Rivers and Jaccard 2005; Yang and Kohler 2008, Giraudet et al., 2012) , and these have focused on understanding the possibilities for changing the energy consumption of the building stock (e.g., consumer behaviour, rebounds, and policy effects) without taking into account the different end-uses or technologies or the interactions between these factors; only discrete levels of improvement are assumed. In contrast, Wilson and Swisher (1993) It is crucial to have a clear understanding of the limitations and assumptions of the different modelling techniques and the corresponding results, so that the results of the research can be transmitted to both practitioners and policy makers (Booth et al. 2012 , Summerfield & Lowe, 2012 . While the criticism of Wilson and Swisher (1993) regarding the use in tandem of top-down and bottom-up models is reasonable, there are two reasons why it is considered in the present work. First, no particular approach is favoured in this work; instead, the design and advantages of each approach are used to measure the energy efficiency gap and to generate conclusions for policy makers. Second, the time trend used in the top-down model, which includes autonomous technical progress, is derived for the same case as that to which it is applied, i.e., space and water heating energy demand in the Swedish residential sector. This is in contrast to the practise Wilson and Swisher (1993) 
Methodology
This work compares estimates of the market potentials for energy savings derived using a top-down model that employs decomposition and econometrics with estimates of the techno-economical savings potentials obtained using a bottom-up strategy comprising a building physics-based model (Energy, Carbon and Costs Assessment for Building Stocks [ECCABS]; Mata et al., 2013a ) that applies a social discount rate. In the above-mentioned taxonomy described by Swan and Ugursal (2009) that the addition of new dwellings would take many years to have a large effect on energy demand. In addition, the present work involves estimations of the useful energy demand savings potentials in both models, rather than the final (delivered) energy demand savings potentials. This is the case because the influence of fuel switching on energy demand for space and water heating observed in Sweden between 1970 and 2005 is not expected to continue at the same pace, and for a study that has more of a methodological focus, it is desirable to have one less parameter of uncertainty.
Top-down econometric model
The market potential for energy savings for the existing stock to Year 2030 is calculated using decomposition and econometrics. Thus, energy demand for space and water heating, E t, is decomposed into three sub-components (IEA,1997; Appendix 1): Changes in future useful energy demand for space and water heating in the existing stock will occur due to changes in unit consumption 3 , I. The factor I is an established indicator of progress with energy efficiency, although the effects of conservation, changing habits, and the climate will also obviously cause it to change. Increases in energy prices (P), regardless of whether they are due to market developments or the imposition of carbon taxes, should in theory lead to decreases in unit consumption. In practice, this means that if energy prices increase and a home owner or tenant wants to reduce their energy bill, they can decrease the indoor temperature, shorten the duration of home heating or reduce their use of hot water. These are short-term responses to price changes and are captured by the short term price elasticity (α). Increases in income, as captured by term β, can at the same time lead to increased use of energy services, e.g., higher indoor temperatures, and may even offset the effect of price increases. Combining the coefficient of the lag operator I t-1 , γ, with α produces the long-term price elasticity [α/(1-γ)], and combining γ with β produces the long-term income elasticity [β/(1-γ)], which reflects these effects. Coefficient δ accounts for the historic influence of climate (as represented by HDD) on demand. This is important to capture in the case of space heating, as colder winters inevitably lead to higher demand for space heating as can be seen in in Figure 2c .
In the long run, there are also technical improvements that improve the efficiency of energy use, regardless of price and income dynamics. These technical improvements may occur as a result of stricter efficiency standards and/or due to autonomous technical breakthroughs. As these improvements are typically implemented during the renovation cycle of a building, they only occur in a fraction of the building stock in any given year. Nonetheless, these trends may be important in the long term, and therefore they are incorporated into Equation (2) using the term ε. In practice, longterm technical trends are represented by the time variable t, and this variable also includes the influence of other variables that are not captured by prices, income, lagged demand, and HDD.
To calculate I t for Year 2006, I t-1 , which is I t for Year 2005, should be used. However, as the I t for 2005 acts as a seed for Equation (2) and influences future outputs, the space heating component of this value is first normalised for climatic influences. For the scenarios, the coefficient of HDD, δ, is suppressed, since its role is to establish realistic price and income elasticities rather than to influence future demand patterns. For these two reasons and to ensure that the first data-point estimated (2006) from the model is aligned with measured climate-corrected useful energy demand data (2005), the model constants are adjusted accordingly. Future estimations of energy price levels are also needed to calculate the unit consumption, I, in Equation (2). These estimations are described in Section 2.3. Income per capita is set to increase by 1.98% per annum (EC, 2008) . The time series were tested for stationarity and cointegration using the Augmented Dickey-Fuller test (ADF). The tests revealed that the time series for HDD were stationary, whereas the time series for price and income were non-stationary. It was also found that the time series for demand, price, income, HDD, and time trend were cointegrated, which means that the coefficients obtained from an Autoregressive Distributed Lag (ARDL) regression model (as in Equation (2)) should be valid. The multicollinearity of the explanatory variables used in Equation (2) 
Bottom-up engineering building stock model
The ECCABS model (Mata et al., 2013a ) applies a portfolio of technical energy saving measures (ESMs), which are chosen to exploit the savings potential, to a set of sample buildings, i.e., the energy demand of individual buildings is calculated based on the physical properties of the buildings and their levels of energy use. In all, 1400 sample buildings, representing the Swedish residential building stock that existed in Year 2005, are modelled in this paper. Data for the sample buildings were obtained from the so-called BETSI program (Tolstoy, 2011 ), in which NBHBP (2009 (Hjortsberg, 2011) . In addition, the average power demand for hot water production and the average electricity demand for lighting and appliances (in W/m 2 ), which are required in the model as an input (in W/m 2 ), were taken respectively from the Swedish Energy Agency (2009, 2011) . See Mata et al. (2013b) for further details of the model inputs used to describe the Swedish residential building stock.
The results for the sample buildings are scaled-up to represent the entire building stock of a region or country. The calculated net energy for end-uses for the building stock is converted into final energy using conversion efficiency factors for the fuels used. The potential reductions in energy demand are calculated with respect to a baseline or reference year (Year 2005 in this work), which represents the current state of the existing building stock (the energy use in this reference year is described in Section 2.3). The energy demand reduction shown to be profitable relative to the reference year is the technoeconomical energy savings potential.
In the model, an ESM is considered to be cost-effective when the cost saving obtained through applying the ESM exceeds the total cost for the ESM. The cost of the ESM includes the direct costs,
i.e., initial investment costs for materials, labour, and installation required to apply the measure over its entire life, as well as the maintenance and operational costs. Indirect costs, such as the costs for policy implementation and the costs for consumer information programmes, are not considered.
Regarding the cost saving obtained by applying the ESM, this is the cost of the unused (conserved) energy based on the energy prices scenarios used as input to the model, and is discounted to the starting Year 2005. A discount rate of 4% has been assumed (Mattsson, 2011) , which is a typical social return rate for business. The total energy saving potential per ESM is the same in both scenarios examined, and is listed in Table 3 based on the findings of Mata et al., (2013b) . See Mata et al. (2014) for further details on the cost calculations within the ECCABS model.
In total, nine types of ESMs 5 , outlined in Table 3 and in Section 3.2, are assessed, and they can be assigned to four categories:
and water heating is assumed to be 1.35-times the level of input electricity (Profu, 2013) . 5 As useful energy use is examined in this paper the terms energy saving measure and energy conservation measure have the same meaning. Since the aim is to calculate techno-economical potential savings, we assume that the ESMs are fully applied, i.e., that the technology is installed and operated correctly in each case. Direct or indirect rebound effects from the implementation of ESMs are not taken into consideration. These two assumptions are of course a simplification, as the ESMs are dependent upon correct operation by the occupants and in some cases, behavioural changes, for instance that occupants are willing to cope with reduced indoor temperatures.
Future energy prices
Two scenarios of future energy prices from Year 2006 to Year 2030 (Table 1) chosen is to distinguish between the case in which no price-induced efforts towards CO 2 mitigation occur (low-price scenario) and the case in which they do occur (high-price scenario). Although such a distinction is not necessary for the main purpose of the paper, i.e., comparing the results from two alternative models, it nonetheless ensures the robustness of the results.
For the bottom-up model, the price scenarios needed as model inputs are the full price including taxes paid by householders for each of five common energy carriers used for space and water heating. Coal is excluded, as it is rarely used for home heating in Sweden. For the top-down model, a weighted average price (WAP) for the same five energy carriers is generated. This is done by combining the prices for the five energy carriers with the IIASA GAINS baseline projection for demand (IIASA, 2010) for the same energy carriers.
The only difference between the two scenarios is that in the low-price scenario, carbon taxes are assumed to continue at the Year 2005 rate, while in the high-price scenario, carbon prices rise to €80 per tonne CO 2 by 2030. This means that the commodity prices for oil, coal, and gas are the same in both scenarios. The justification for making this assumption is that although oil prices fall in the high-price scenario as a result of demand, in the low-price scenario a ceiling is placed on oil price rises by the increased supply of coal to liquids. The basis for the prices is the IEA WEO 2009 "450 6 " scenario (IEA, 2009) for future oil, natural gas, and coal prices for Years 2020 and 2030 7 . In the WAP, for the low-price scenario shown in Table 1 , the price actually falls. This is a result of the influence of the falling electricity price in the low-price scenario and is a similar development to that used in the reference price scenario of a recent EC analysis of energy prices and costs in Europe (EC, 2014). A two-step process is used to transform the IEA prices, which are those for the energy carriers as traded commodities, to household prices. First, a price model, ENPAC (Axelsson and Harvey, 2010) , takes the commodity prices for oil, natural gas, and coal and calculates the industrial wholesale prices for the same energy carriers, as well as for electricity, DH, and biomass. Second, carbon tax, distribution charges, excise tax, and VAT are added, to obtain the household prices. The data for the latter three parameters are obtained from historical price data available from the IEA (2009a), which are assumed to continue along historical lines after Year 2010. In the case of distribution charges, these are assumed to be the average historical difference between the industrial wholesale prices without taxes and the household prices without taxes, and they are found to increase costs by 10%-60%, depending on the energy carrier in question. Thereafter, the two carbon prices are applied to differentiate the scenarios. These variable CO 2 charges are adopted from Axelsson and Harvey (2010) , who have designated these levels as representing a business-as-usual approach in the low-price scenario and a high mitigation policy framework in the high-price scenario. It can be argued that a carbon tax of €80 per tonne CO 2 by 2030 is still low, given that the carbon tax in Sweden in 2005 was >€100 per tonne CO 2 . However, due to exemptions, this tax in Sweden is for the most part applied to the use of home heating oil. An investigation of the effect on the results for oil of a carbon tax of €100 per tonne CO 2 in Year 2005 revealed a negligible effect due to the limited use of home heating oil.
Thus, the current level of CO 2 tax in Sweden was not taken into consideration; instead, the prices 6 As the name suggests, the 450 scenario is one in which the concentrations of greenhouse gases in the atmosphere are stabilised at 450 ppm of CO 2 equivalent by Year 2030. 7 As the WEO data are given in US dollars, it is first converted to Euro for use in the ENPAC model and then to SEK for modelling purposes using the exchange rates for Year 2005.
derived from modelling focused on the EU Emission Trading Scheme (ETS) were used (Axelsson and Harvey, 2010) .
In addition to the use of the low-price and high-price scenarios, a sensitivity analysis was carried out in which prices were maintained at Year 2005 levels up to Year 2030 and in which prices were increased by annual increments of 0% to 5% to Year 2030. Although more extreme annual price changes than those in the studied range have been observed between 1970 and 2005, e.g., 46%
increase between 1974 and 1975, 23% increase between 1979 and to 1980, and 12% decrease between 1985 and 1986 , such changes have not re-occurred over the period studied, which means that a sustained 5% annual increase in prices between 2010 and 2030 is an extreme scenario in itself.
Calibrating modelling methodologies
Both models were used to estimate the demand for space and water heating for 
Results
In Section 3.1, an estimation of the market potential made using top-down modelling is presented.
Section 3.2 does the same for the techno-economical potential estimated by bottom-up modelling. The difference between the results from the two models, i.e., the energy efficiency gap, is presented in Section 3.3. This is followed by a description of the role of a number of key modelling parameters.
Market potentials
Results for the market based potential are predicated on the model coefficients α to ε and the constant calculated from Equation (2). These values are listed in Table 2 . All the coefficients are found to have the expected sign. The coefficients of price, HDD, and lag (α, γ, ε) are significant at the 5% level, the coefficient of the time trend trend (β) is significant at the 10% level, while that of income (γ) is not significant. The R 2 and F statistics confirm the joint significance of the five explanatory variables. The residuals from the model, e t , in Equation (2), are found to be cointegrated at the 5% level, which indicates that the model is a valid representation of demand. The value for α (short-term price elasticity) of -0.15 is relatively low and inelastic. The long-term price elasticity is -0.29, which is calculated by taking the effect of the lag (β) into consideration, and it is also inelastic. VIF tests show multicollinearity between the lag and time trend, suggesting that their coefficients are biased.
However, this is not considered to affect the forecasts of unit consumption (Gujarati, 2006) . The calculated elasticities are similar to those obtained by Haas and Schipper (1998) -3.46, and -3.2447, respectively (Gujarati, 2006) . The 1%, 5%, and 10% Engle and Granger Critical tau values for the ADF test of cointegration are -2.5899, -1.9493, and -1.6177, respectively (Gujarati, 2006) .
Techno-economical potentials
The results for the techno-economical potentials derived from the implementation of the nine measures are listed in Table 3 . The right-most column shows the total technical potential Energy Saved (ES) for space heating and hot water for each measure (% of the baseline demand). Of note is the large contribution to the overall savings potential of two measures: ventilation with heat recovery in SFDs and the use of thermostats to reduce indoor temperatures down to 20ºC. One qualification of the potential shown in the latter measure is that decreasing the indoor temperature, despite its great potential for savings, is difficult to implement in less-energy-efficient houses owing to the requirement for a higher air temperature to compensate for other factors in the operative temperature (i.e., high air velocity due to infiltrations or low radiation temperatures from the envelope surfaces). In addition, the installation of heat recovery systems usually requires improvement of the air-tightness of the building envelope (which has not been taken into account in this work), so as to maximise its efficiency. Thus, these two high-impact measures are best combined with other measures, such as changes in U-Values and replacement of windows, which increase efficiency and reduce infiltration. Figure 2 shows that 24 TWh of the potential listed in Table 3 It is clear from the data in Figure 3a 
Key modelling parameters
The results from the two models are heavily influenced by the key modelling parameters, which include energy prices, the time trend, the number of ESMs considered, and the discount rates applied.
The role that energy price changes play in the models has been examined in a sensitivity analysis It might be argued that the use of a WAP for energy in the top-down model, in contrast to the use of prices for individual energy carriers in the bottom-up model, creates a calibration issue of relevance to any comparison of the results from the two models. However, when different future weights for the energy carriers were tested the results were not changed by more than 0.5 TWh, which means that this is not an issue.
The coefficient of the time trend variable of the top-down model, γ in Equation (2) and in Table 2, shows historic savings of 0.44% per annum, regardless of the dynamics of price and income and the other explanatory variables (see Table 2 ). In the low-price scenario, for example, it is the magnitude of γ that causes demand to fall, despite the fact that prices also fall in this scenario. However, the market the gap between the results from the top-down and bottom-up models may also be slightly underestimated.
For the techno-economical estimates, the cost-effectiveness of the ESMs is very sensitive to the discount rates used in the calculations, even for values considered to be within the meaning of a 'social discount rate'. Applying discount rates in the range of 1% to 6%, in which the lower rates represent policy actions that facilitate investments in ESMs by offering low interest loans, while 6% is the additional discount rate that the EC recommends for the financial calculations in the EPBD-related reporting of the cost-optimal levels of energy performance (NBHBP, 2013) , has significant effects on the net annual costs of the ESMs (cf. Figure 4 in Mata et al., 2014) . 
Discussion
The results obtained from the two models are of relevance to policy makers, with the caveat that there Table 3 , and could occur at a planned pace though the introduction of compulsory renovation rates. Furthermore, it could be facilitated by tackling the market failures component of an energy efficiency gap of 8 TWh. In this context, Karlsson (2013) shows that the Swedish Energy Agency has adopted a strategy for addressing market failures in terms of educating key stakeholders, such as property owners and banks, as to the benefits of energy-efficient building renovations. Koomey (2000) however criticises the heavy reliance on statistically-derived historical parameters for modelling, e.g., γ in Equation (2) and in Table 2 . He writes that 'creating a world with vastly lower carbon emissions presupposes massive behavioural and institutional changes that render past relationships between energy use and economic activity largely irrelevant (just like after 1973)'.
Related to this view, Sanstad and Greening (1997) write that, 'economic models (e.g., the market potential estimated in this paper) at their best are probably only good representations of economic conditions five to ten years into the future'. With this in mind, the policy measures in place in Sweden that have resulted in the value of γ in Equation (2) have been examined. These are obtained from the MURE Policy Database (Isis, 2014) which lists twelve policies for the household sector in Sweden and includes a semi-quantitative impact assessment of their impacts (i.e., whether they are expected to have a low, medium or high impact). Of these twelve policies, eight include in their focus reducing useful energy demand for space and water heating .These eight can be divided into two groups: 1) three policies that were introduced between 1970 and 2005, i.e., the time period used for calculating the value of γ ; and 2) five policies that were or will be introduced post 2005. Whether or not the post-2005 policy measures listed amount to a doubling of the historical efficiency-focused legislation, as prescribed in this paper is unclear. In terms of the numbers of pieces of legislation in place, this doubling has occurred, although the same cannot be stated in regard to the impact of such legislation,
given that no high-impact policy measures are included. At the same time, the two post-2006 EPBDrelated measures have yet to be assessed. The extent to which these two policy packages lead to significant demand reductions is crucial to the achievement of the techno-economical potential described in the present paper.
Similar to the matching of the time trend parameter to the techno-economical savings potential, we can also elaborate on how much the discount rate would have to increase in the bottom-up model for the potential it generates to equal the market savings potential seen in the top-down model. The purpose of this exercise is to calculate the implicit discount rate for the case of useful energy demand for space heating in the Swedish residential sector. We show that if the discount rate used in the calculation of the annuities in the bottom-up model of 4% (social discount rate) is increased to 10 % ceteris paribus, then the techno-economical savings potential available in the bottom-up model would be equal to that of the market savings potential shown in the top-down model (17 TWh). This is shown in Figure 5 , where the savings potential is plotted for discount rates of between 4% and 20%. The value of 10%
can be interpreted as the implicit discount rate for energy efficiency improvements, and we can reformulate the energy efficiency gap as a "discount gap" of 6%.
These findings can be compared to older estimates in the literature. Train (1985) summarised various earlier studies of implicit discount rates and found that for energy-related investments in home retrofitting, the average values ranged from 10% to 30%. In a bottom-up modelling exercise, Nyboer (1997) used discount rates of 50% for space heating and 80% for a space heating retrofit based on a literature review, although he had also reported values as low as 6% for a shell conservation retrofit.
Therefore, while the energy efficiency gap in the Swedish residential sector certainly raises some concerns regarding unutilised potentials, this discount gap is modest in comparison to the findings of these earlier studies. Once again, this may be the result of efforts implemented since the oil crises to promote energy efficiency in the Swedish residential sector, and it means that there is strong awareness among the Swedish population of the benefits of energy efficiency. 
Conclusions
In the present work, we calculated the market and techno-economical energy demands to Year 2030 for space and water heating in the existing Swedish residential buildings using a top-down and a bottom-up model, respectively. The differences between the results from the two alternative models in Year 2030 are 8 TWh and 11 TWh for a low-price scenario and a high-price scenario, respectively, and this is an ex-ante quantification of the so-called energy efficiency gap. The use of the two models calibrated to the same reference year and energy demand allows calculations of both the implicit discount rate (which was found to be 10%) and the annual rate of implementation of the combined effect of support for technology diffusion, legislation, and regulations needed to realise the technoeconomical potential by Year 2030 (which was found to require a doubling of the historic implementation rate). Increasing energy prices per se do not lead to significant savings. These results support a policy approach that involves a portfolio of measures that address not only the price mechanism, but also support for the diffusion of key technologies, and stronger regulations and information to narrow further the energy efficiency gap. 
