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Zusammenfassung
Messverfahren der ra¨umlich aufgelo¨sten kernmagnetischen Resonanz (NMR,
”Nuclear Magnetic Resonance”) bzw. der NMR-Bildgebung (MRI, ”Mag-
netic Resonance Imaging”) ermo¨glichen die Messung von Transportprozessen,
die z.B. bei Trocknungs- oder Flussprozessen in opaken poro¨sen Materialien
von Bedeutung sind. Solche NMR-Messverfahren ko¨nnen eine wichtige Rolle
zum besseren Versta¨ndnis der Mechanismen spielen, die diesen dynamischen
Prozessen zugrunde liegen und dadurch zur Verbesserung des Designs het-
erogener Systeme beitragen. Derartige Anwendungen ortsaufgelo¨ster NMR-
Messverfahren werden jedoch durch nicht-vernachla¨ssigbare Magnetfeldin-
homogenita¨ten in poro¨sen Strukturen, den schnellen Abfall der transver-
salen Magnetisierung durch Relaxationsprozesse, die Forderung nach hoher
ra¨umlicher und angemessener zeitlicher Auﬂo¨sung sowie anwendungsspezi-
ﬁsche Nachteile wie z.B. die geringe NMR-Empﬁndlichkeit bei Messungen
von Gasen erschwert. In der vorliegenden Arbeit wurden ra¨umlich aufgelo¨ste
NMR-Messverfahren verbessert und optimiert, um diese Einschra¨nkungen
insbesondere in Studien von Trocknungsprozessen, Geschwindigkeitsmessun-
gen langsam ﬂießender Flu¨ssigkeiten sowie ﬂießender Gase in poro¨sen Mate-
rialen zu reduzieren.
Fu¨r die Messung von Trocknungsprozessen wurde ein MRI-Verfahren
mit ultrakurzer Echozeit eingesetzt, welches den dominierenden Spindichte-
Kontrast und die vernachla¨ssigbare transversale Relaxation ausnutzt. Die
Untersuchung der beobachteten wellenartigen Bildartefakte ergab, dass diese
durch unerwu¨nschte Hintergrundsignale verwendeter Hardwarekomponenten,
insbesondere der Hochfrequenzspule (HF-Spule), verursacht wurden. Eine
wirkungsvolle Unterdru¨ckung dieser Hintergrundsignale wurde sowohl durch
den Einsatz von Sa¨ttigungsschichten als Pra¨paration der Magnetisierung vor
der Signalanregung als auch durch optimierte HF-Spulen aus 1H-freiem Ma-
terial erreicht.
Fu¨r die Messung der Geschwindigkeit langsam ﬂießender Flu¨ssigkeiten,
insbesondere fu¨r Studien zur Tiefenﬁltration, wurde ein optimiertes Multiecho-
MRI-Messverfahren zur Beschleunigung der Messung vorgeschlagen, um eine
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schnelle und genaue Messung der Geschwindigkeitsfelder in poro¨sen Mate-
rialen zu ermo¨glichen. Dazu wurde eine dedizierte HF-Spule mit hohem
Fu¨llfaktor unter Beachtung der geometrischen Einschra¨nkungen beim Be-
trieb einer vertikalen Filtrationszelle in einem Magneten mit horizontaler
Bohrung entwickelt, wenngleich bei dieser HF-Spule die ra¨umlichen Inho-
mogenita¨ten der HF-Felder nicht vernachla¨ssigbar sind. Durch verschiedene
Modiﬁkationen der NMR-Pulssequenz sowie der Programme zur Datenver-
arbeitung und -analyse gelang es, systematische Fehler bei der Messung der
Geschwindigkeitsfelder zu minimieren. Dies wurde insbesondere durch Kor-
rekturen von Oﬀsets, die durch nicht-perfekte Hardwarekomponenten verur-
sacht werden, sowie die Kombination von ungeraden und geraden Echos im
beschleunigten Akquisitionsschema erreicht.
Messungen an thermisch polarisierten, ﬂießenden Gasen weisen den Nach-
teil einer geringen NMR-Empﬁndlichkeit infolge geringer Spindichte, schneller
transversaler Relaxation und starker molekularer Diﬀusion auf. Daher wur-
den standardisierte Verfahren zur Optimierung des Messprotokolls fu¨r ra¨um-
lich aufgelo¨ste Geschwindigkeitsmessungen an Gasen vorgeschlagen (Kom-
promiss zwischen Messparametern und Einsatz eines geeigneten Phasenzyk-
lus), um ein optimales Signal-zu-Rausch-Verha¨ltnis zu erreichen. Dieses
Vorgehen wurde durch Experimente an Methan in einem Gasreaktor vali-
diert.
Die vorgeschlagenen Methoden, durch welche NMR-Bilder mit einem
gewu¨nschten Kontrast, insbesondere Spindichte oder Geschwindigkeit, ge-
messen werden ko¨nnen, werden verbesserte quantitative Untersuchungen des
Massentransports in poro¨sen Materialien ermo¨glichen und auch fu¨r andere
Anwendungsgebiete von Interesse sein.
Abstract
Spatially resolved Nuclear Magnetic Resonance (NMR) or Magnetic Reso-
nance Imaging (MRI) techniques can measure the mass transport processes
including drying and ﬂow in opaque porous materials, and thus may play
an important role in better understanding the mechanisms underlying the
corresponding dynamic processes. This might help improving the designs of
heterogeneous systems. However, these applications are challenging due to
the non-negligible magnetic ﬁeld inhomogeneities in porous structures, the
signiﬁcant signal decay by transversal relaxation of magnetization, the de-
mand for high spatial resolution and adequate temporal resolution, as well as
additional drawbacks in speciﬁc applications like low NMR sensitivity in gas
measurements. In this work, spatially resolved NMR methods were improved
and optimized to mitigate these limitations for studies on drying, slow liquid
ﬂow, and gas ﬂow in porous materials.
For drying studies, MRI with an ultrashort echo time was used exploiting
its predominant spin density contrast and negligible signal decay by transver-
sal relaxation of magnetization. Investigations on associated wave-pattern
image artifacts indicated that these artifacts originate from background sig-
nals of NMR hardware, mainly the radio-frequency coil. An eﬃcient sup-
pression of such background signals was achieved by saturating slices in the
outer volume for magnetization preparation as well as using an optimized
coil made of 1H-free material.
For slow liquid ﬂow studies, particularly studies on deep bed ﬁltration, an
optimized spatially resolved NMR velocimetry method using multiple echoes
for accelerating the measurement was proposed to achieve fast and accurate
velocity mapping in porous materials. A dedicated coil with a high ﬁlling
factor was constructed considering the limited space available for a vertical ﬁl-
tration cell in a horizontal NMR scanner, however, introducing non-negligible
inhomogeneity of the radio-frequency magnetic ﬁeld. Several modiﬁcations
of the NMR pulse sequence and the data post-processing procedures were
applied for suppressing systematic errors in the measured velocity ﬁelds, par-
ticularly correcting oﬀsets due to hardware imperfection as well as combining
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signals of odd and even echoes in the accelerated acquisition scheme.
Studies on thermally polarized gas ﬂow exhibit the drawback of low NMR
sensitivity due to low spin density, rapid transversal relaxation, and strong
molecular diﬀusion. Therefore, standardized procedures for the adjustment
of the measurement protocol, including ﬁnding a compromise between mea-
surement parameters and employing an appropriate phase cycling scheme,
were proposed to achieve an optimal signal-to-noise ratio in spatially re-
solved NMR velocimetry of gas ﬂow. These procedures were validated in
experiments on methane in a gas reactor.
The proposed methods, by which NMR images with a desired image con-
trast like spin density or velocity can be obtained, will support quantitative
research on mass transport in porous materials and are also of interest for
further applications.
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Preface
With the topic approved in June 2014 by the Dissertation Board of Faculty
02 (Biology/Chemistry), University of Bremen, this doctoral thesis entitled
”Nuclear magnetic resonance methods for characterization of mass transport
in porous materials” is a contribution describing my work from October
2013 to May 2017 within a research project of the same title (funded by the
German Research Foundation from October 2013 to September 2016). The
project aims at methodological improvements and optimization on spatially
resolved Nuclear Magnetic Resonance (NMR) for characterizing the mass
transport processes including drying and ﬂow in opaque porous materials.
The project is divided into three subprojects, and the corresponding struc-
ture of the thesis is as follows:
1. Chapter 1 is the general introduction of the thesis, containing principles
of NMR techniques, general challenges for studies on porous materials
by spatially resolved NMR, and NMR facilities used in this work.
2. Described in Chapter 2, the ﬁrst subproject for imaging drying in
porous materials focuses on suppressing image artifacts originating
from background signals of NMR hardware.
3. Summarized in Chapter 3, the second and the major subproject for
measuring slow liquid ﬂow in porous materials concentrates on devel-
oping fast and accurate velocimetry by NMR tolerant to magnetic ﬁeld
inhomogeneities.
4. Demonstrated in Chapter 4, the third and the last subproject for mea-
suring gas ﬂow in porous materials focuses on optimizing the signal-to-
noise ratio in velocimetry by NMR.
5. Chapter 5 is the general conclusion of the thesis.
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Chapter 1
General Introduction
1.1 Fundamentals of NMR
The NMR eﬀect can be described by concepts of quantum physics, but many
aspects of NMR can be conveniently considered in classical electromagnetic
physics. The NMR phenomenon occurs in the case that certain atomic nu-
clei in a static magnetic ﬁeld are radiated by an oscillating magnetic ﬁeld.
This section introduces brieﬂy the fundamentals of NMR. Further detailed
descriptions can be found in many NMR textbooks, e.g. [1, 2, 3, 4].
1.1.1 Nuclear Spin and Magnetic Moment
As an intrinsic basic property of elementary and composite particles, the
spin exists with either positive or negative polarity, and can be described by
a spin quantum number, which is an integer multiple of 1
2
. Every individual
unpaired proton, neutron, and electron has a spin quantum number of 1
2
. An
atomic nucleus has then a nuclear spin quantum number I determined by
the coupling between the compositing protons and neutrons, and thus such
a nuclear spin has an angular momentum L with the magnitude given by
L =
√
I(I + 1) (1.1)
with the reduced Planck constant  = 6.5821 · 10−16 eV · s and I = 0, 1
2
, 1, 3
2
,
· · · .
In a static magnetic ﬁeld B0, which is often deﬁned in the z-direction
without losing generality, the nuclear spin has a preferred direction along
the z-axis due to the torque exerted by B0, which causes Larmor precession
of the nuclear spin about the z-axis. The nuclear spin has then a magnetic
moment μ deﬁned by
μ = γL (1.2)
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with the gyromagnetic ratio γ, which is speciﬁc for each nucleus. The Larmor
precession of the angular momentum L can be described by
dL
dt
= μ×B0. (1.3)
By substituting Equation 1.2 into 1.3, the Larmor precession of the magnetic
moment can then be described by
dμ
dt
= γμ×B0 = μ× ω0 (1.4)
with the angular resonance frequency ω0 given by
ω0 = γB0, (1.5)
and is illustrated in Figure 1.1.
y
μ = γ L
z
ω0 = γ B0
x
Figure 1.1: Larmor precession (red curve) of the magnetic moment μ (blue
vector) alongB0 (parallel to the z-axis) with the angular resonance frequency
ω0 proportional to B0.
Lz as the azimuthal angular momentum of a nuclear spin is given by
Lz = m (1.6)
with a magnetic quantum number m = −I, −I+1, · · · , I−1, I. This nuclear
spin has an azimuthal magnetic moment μz deﬁned by
μz = γLz. (1.7)
According to Equation 1.6 and 1.7, the nuclear spin’s magnetic energy E is
given by
E = −μ ·B0 = −μzB0 = −γmB0. (1.8)
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For simplicity, the following descriptions of the NMR eﬀect focuses on
the 1H nucleus with one single proton, which is most widely used in NMR
studies and was used in this work. A 1H nucleus has a nuclear spin quantum
number I = 1
2
and only two possible azimuthal magnetic quantum numbers
m = ±1
2
. Hence, it can be regarded as a simple two-energy-level system with
the energy diﬀerence
ΔE = γB0. (1.9)
Transition between two energy levels can occur when the 1H nucleus is ra-
diated by photons, which have the resonance frequency ν0 given by
ν0 =
ΔE
2π
=
γ
2π
B0 =
ω0
2π
. (1.10)
For the 1H nucleus, γ
2π
= 42.577MHz/T . The NMR eﬀect is a physical
phenomenon, in which nuclear spins polarized by a static magnetic ﬁeld B0
absorb and re-emit photons when radiated by an oscillating magnetic ﬁeld
B1 near the resonance frequency.
1.1.2 Magnetization
Under the thermal equilibrium of the nuclear spin polarization, the spin
populations of these two energy levels N− (m = −12 , higher energy level) and
N+ (m =
1
2
, lower energy level) satisfy the Maxwell-Boltzmann distribution
N−
N+
= e
− ΔE
kBT = e
− γB0
kBT = e
− hν0
kBT (1.11)
with the Boltzmann constant kB = 8.6173 · 10−5 eV/K and the temperature
T . In most situations, γB0  kBT , then
N−
N+
 1− γB0
kBT
, (1.12)
and the population diﬀerence ΔN± can be given by
ΔN± = N+ −N− = N+ · (1− N−
N+
) ∝ γB0
kBT
. (1.13)
Nuclear spins in a certain spatial position establish a macroscopic mag-
netization M with its magnitude proportional to ΔN±. Note that according
to Equation 1.2 and 1.13, the macroscopic magnetization under the thermal
equilibrium M0 is in the z-direction (i.e. parallel to B0), and its magnitude
can be described by
M0 = ΔN± · μ ∝ L
kBT
γ2B0. (1.14)
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The NMR eﬀect can be elaborated by the precession of the macroscopic mag-
netization, which is positioned in the static magnetic ﬁeld B0 and exposed
to the oscillating magnetic ﬁeld B1 near the resonance frequency. The de-
scription of this precession is often more convenient in the rotating frame of
reference (x′-, y′-, and z′-axes), which is rotating lefthandedly about the z-
axis in the laboratory frame of reference (x-, y-, and z-axes) with the angular
resonance frequency ω0.
In this work, only pulsed B1 was used, just as in most NMR studies
nowadays. As a result of a transversal B1 (i.e. in the xy- or x
′y′-plane),
the macroscopic magnetization will ﬂip lefthandedly about a transversal axis
along the B1 direction. The Flip Angle (FA) α is given by
α = γ
∫
tp
B1(t)dt (1.15)
with the pulse duration tp, which ranges from microseconds to seconds and is
typically milliseconds. Such excitation of macroscopic magnetization by B1
pulse in the laboratory frame and rotating frame of reference is illustrated in
Figure 1.2.
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Figure 1.2: Macroscopic magnetization M (blue vector) excited by a B1
pulse (α = 90 ◦) in the laboratory frame (a) and rotating frame (b) of refer-
ence.
1.1.3 Bloch-Purcell Equation
In the rest of the thesis, nuclear spin and macroscopic magnetization are
called spin and magnetization for short. As a vector sum of the magnetic
moments of spins, the magnetization is described by the Bloch-Purcell equa-
tion
dM
dt
= γM ×B0 − Mz −M0
T1
− Mx +My
T2
, (1.16)
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according to the Larmor precession and two additional relaxation mecha-
nisms. The ﬁrst relaxation is called spin-lattice relaxation with the charac-
teristic time T1, and represents energy transfer from spins to the surrounding
lattice (usually condensed matter). The second relaxation is called spin-spin
relaxation with the characteristic time T2, and represents irreversible phase
decoherence due to ﬂuctuating microscopic magnetic ﬁelds in molecular in-
teractions. According to Equation 1.16, the longitudinal component of the
magnetization Mz can be described by
Mz(t) = Mz(0)e
−t/T1 +M0(1− e−t/T1), (1.17)
and the transversal component of the magnetization Mxy as
Mxy = Mx + i ·My (1.18)
can be described by
Mxy(t) = Mxy(0)e
−t/T2−i2πν0t. (1.19)
T1 relaxation of Mz and T2 relaxation of Mxy are illustrated in Figure 1.3.
The spin-lattice relaxation is not faster than the spin-spin relaxation, and
thus T1  T2. Typically T1 and T2 of diﬀerent matter range from milliseconds
to seconds, and are B0-dependent in diﬀerent ways.
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Figure 1.3: Relaxation of magnetization. (a) T1 relaxation of Mz (cf. Equa-
tion 1.17). (b) T2 relaxation of Mxy (cf. Equation 1.19).
1.1.4 NMR Signals
NMR signals can be received by detecting the voltages induced by the transver-
sal component of the precessing magnetization Mxy into a resonator (coil),
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e.g. as a Free Induction Decay (FID) after an excitation pulse. T1 and
T2 spectra of the magnetization can be characterized by single- and multi-
component exponential ﬁtting of the FID signals and reveal microstructural
and molecular information of the measured matter. This technique is referred
to as NMR Relaxometry.
Additionally, further dephasing of magnetization will occur due to spa-
tially inhomogeneous B0 and result in an additional signal decay with the
characteristic time T ′2. In such cases, the eﬀective transversal relaxation time
T ∗2 is given by
1
T ∗2
=
1
T2
+
1
T ′2
. (1.20)
T ∗2 can be slightly or severely shorter than T2. A refocusing pulse can be
used after the preceding excitation pulse for rephasing of the magnetization
dephased by B0 inhomogeneity (i.e. related to T
′
2 relaxation), leading to the
so-called Spin Echo (SE) signals (cf. Figure 1.4). The Echo Time (TE) is
deﬁned as the delay between the excitation pulse (typically the time point
of the pulse peak) and the time point of the phase recoherence, and is twice
the delay between the excitation pulse and the subsequent refocusing pulse
τ (i.e. TE = 2τ).
tτ τ
 
 
NMR Signals
T2 Relaxtion (∝ e
−t/T
2)
RF Excitation
RF Refocusing
Figure 1.4: Formation of a single SE at TE = 2τ by an excitation pulse (red
bar) and a subsequent refocusing pulse (green bar).
It is noteworthy that NMR signals can often be estimated based on the
induction of Mxy. According to Equation 1.10 and 1.14, the estimated NMR
signals are given by
S ∝ 2πν0 ·Mxy = γB0 ·M0sinα ∝ L
kBT
γ3B20sinα. (1.21)
This indicates the superiority of the 1H nucleus to others because of its
high gyromagnetic ratio γ and natural abundance 99.985% (cf. Table 1.1).
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On the other hand, NMR at higher B0 is superior to lower B0 regarding to
the Signal-to-Noise Ratio (SNR), however with several drawbacks like more
extensive image artifacts in some applications. With a range from 0.05mT
(earth magnetic ﬁeld strength) to 23.5T (which may still be higher in the
future), the resonance frequency ν0 of the
1H nucleus varies from 2KHz to
1GHz, and is most often in the Radio-Frequency (RF) range.
Table 1.1: Gyromagnetic ratios and natural abundances of some nuclei.
nucleus γ
2π
[MHz/T ] natural abundance [%]
1H 42.577 99.985
3He −32.434 0.000137
13C 10.705 1.11
19F 40.052 100
23Na 11.262 100
31P 17.235 100
129Xe −11.777 26.401
A spin usually experiences mildly varied B0 since it is shielded by sur-
rounding electron clouds in the molecules, and thus has the resulting reso-
nance frequency shift called Chemical Shift (CS) σ. Therefore, its resonance
frequency ν0 is replaced by (1−σ)ν0. By Fourier transform of NMR signals,
CS spectra of the magnetization can be gained for investigation of biochem-
ical information about the measured matter. This technique is called NMR
Spectroscopy, and is widely used in analytical chemistry.
Note that the Fourier spectrum of time-domain NMR signals
S(t) ∝ Mxy(0)e−
t
T∗2
−i2πν0t
(1.22)
is a Lorentzian function with a linewidth LWsignal given by
LWsignal =
1
πT ∗2
, (1.23)
as illustrated in Figure 1.5. For spatial resolution, the acquisition bandwidth
BWacq should satisfy
BWacq  LWsignal = 1
πT ∗2
(1.24)
and the dwell time td for signal sampling is then given by
td =
1
BWacq
 πT ∗2 . (1.25)
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Figure 1.5: Fourier transform pair of exponential decay (a) and Lorentzian
function (b).
In most NMR experiments, a certain recovery delay is used after the
acquisition of NMR signals for magnetization recovering before the next ex-
citation pulse is performed. The term Repetition Time (TR) describes the
period length. With a suﬃciently long TR, the magnetization will recover to
the thermal equilibrium M0. Otherwise, with a shortened TR, it will reach
a steady state after a number of TR-periods. In such cases, NMR signals
within these initial periods before reaching the steady state are regarded as
dummies, and are not considered for acquisition. When excitation pulses
with a large FA are used (e.g. α = 90 ◦), the total duration of the dummy
periods tdummy is typically
tdummy = NdummyTR > 5 · T1. (1.26)
The total measurement can be repeated for a Number of Averages (NA) for
averaging signals, and thus increasing the SNR. The backbone of an NMR
method is the NMR Pulse Sequence, which describes the arrangement of all
RF transmission and reception as well as pulsed magnetic ﬁeld gradients (cf.
Section 1.2) applied in the TR-periods during the NMR measurement.
1.1.5 RF Pulses and Coherence Pathways
The pulse phase θ is deﬁned as the angle between the direction of the pulsed
B1 ﬁeld in the rotating frame of reference and the x
′-axis. By an RF pulse
with an FA of α and θ = 0 ◦ without losing generality (i.e. along the x′-
axis), the transversal and longitudinal components of the magnetization are
changed to
M (+)xy = M
(−)
xy cos
2α
2
+M∗(−)xy sin
2α
2
+ iM (−)z sinα (1.27)
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and
M (+)z = iM
(−)
xy
1
2
sinα− iM∗(−)xy
1
2
sinα +M (−)z cosα, (1.28)
respectively, where (−) and (+) represent the time points just before and
after the RF pulse, respectively.
Each RF pulse can then be considered as a combination of three parts:
a 0 ◦-part for conserving a magnetization component, a 90 ◦-part for trans-
ferring a magnetization component to another orthogonal component, and a
180 ◦-part for transferring the transversal component of the magnetization to
its complex conjugation. The portions of these three parts in each RF pulse
and their corresponding eﬀects on magnetization can be derived according
to Equation 1.27 and 1.28, and are illustrated in Table 1.2.
Table 1.2: Portions of 0 ◦-, 90 ◦-, and 180 ◦-parts in an RF pulse and the
corresponding eﬀects on magnetization.
0 ◦-part 90 ◦-part 180 ◦-part
M
(−)
xy cos2 α2 → M (+)xy 12sinα → M (+)z sin2 α2 → M∗(+)xy
M
∗(−)
xy cos2 α2 → M∗(+)xy 12sinα → M (+)z sin2 α2 → M (+)xy
M
(−)
z cosα → M (+)z sinα → M (+)xy
A coherence pathway, in which the magnetization evolves through a train
of coherence orders by experiencing the corresponding parts of every RF
pulse, can thus be denoted as a train of eﬀective parts of the experiencing
RF pulses. Phase coherence may be achieved in certain coherence pathways,
thus forming an echo. Dephased Mxy can be rephased by identical dephasing
of its complex conjugation, which can be gained by a 180 ◦-part of an RF
pulse, thus forming an SE. For instance, a single SE after two RF pulses
originates from the coherence pathway of 90 ◦ ∼ 180 ◦. Another type of echo,
called STimulated Echo (STE), can be formed by at least three RF pulses.
In such cases, the 90 ◦-part of an RF pulse ﬂips dephased Mxy to Mz, and the
90 ◦-part of another RF pulse ﬂips the preserved Mz back to Mxy for further
rephasing. For example, the single STE after three RF pulses originates from
the coherence pathway of 90 ◦ ∼ 90 ◦ ∼ 90 ◦. Further detailed descriptions
about coherence pathways can be found in [5, 6, 7, 8].
Coherence pathways can be selectively strengthened or weakened by phase
cycling, in which RF pulses and signal acquisition have own phase cycles
within TR periods and/or NA repetitions. A simple bipolar phase cycle for
the refocusing pulse in a single SE pulse sequence can eﬀectively suppress
FID signals from the refocusing pulse. There are several useful phase cycles,
like XY [9, 10] and MLEV [11].
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1.2 NMR Techniques with Gradients
The magnetic ﬁeld gradient or gradient in short, represents an additional
magnetic ﬁeld in the z-direction (Bg) with a certain duration tg. Its mag-
nitude varies in a linear manner in three orthogonal spatial directions, i.e.
the gradient can be described by G = ∇Bg = (Gx, Gy, Gz). During such
a gradient, B0 is replaced by B0 + Bg = B0 + G · r with r = (x, y, z).
Therefore, the angular resonance frequency ω0 is replaced by ω0 + γG · r.
By applying gradients, information regarding to spatial position (distribu-
tion and displacements) can be encoded into the phase of spins, and thus
tomographic imaging as well as measurement of displacements are enabled.
This section introduces brieﬂy the NMR techniques with pulsed gradients.
Further detailed descriptions can be found in many NMR textbooks, e.g.
[1, 2, 3, 4].
1.2.1 Gradient introduced Dephasing and Rephasing
If a gradient is applied, the magnetization will dephase more rapidly due
to considerably higher B0 inhomogeneity. Rephasing of the magnetization
can be achieved by applying a second gradient with opposite polarity. Fully
rephasing occurs when the gradient area of the rephasing gradient is extin-
guished by the gradient area of the dephasing gradient. Here the gradient
area is the integral of the gradient over time
∫
tg
G(t)dt. This phase reco-
herence leads to echo-like signals because of gradient introduced refocusing,
or so-called Gradient Recalled Echo (GRE) signals. In such cases, the term
TE is extended to the delay between the excitation pulse (typically the time
point of the pulse peak) and the time point of phase recoherence.
Without the rephasing gradient, phase decoherence remains and the re-
sulting NMR signals are spoiled. Thus, the dephasing gradient with the
aim to suppress unwanted signals or coherence pathways is termed spoiler
gradient.
1.2.2 Slice Selection
Magnetization in a slice with a ﬁnite thickness can be selectively excited
by applying the slice selection gradient during the excitation pulse. With
such a gradient, spins have linearly varying resonance frequencies in the slice
direction. Only those spins which are in coincidence with the frequency band
of the excitation pulse, i.e. in the selected slice, will be excited (cf. Figure
1.6).
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Figure 1.6: Magnetization in a slice is selectively excited by applying the slice
selection gradient GSS during the excitation pulse. Spins in coincidence (red
dashed lines) with the frequency band (bandwidth δνSS) of the excitation
pulse, i.e. in the selected slice (slice thickness dSS), will be excited.
Given a slice selection gradient in a certain direction with a magnitude
GSS and an RF pulse with a central frequency ν0 +ΔνSS and a bandwidth
δνSS, the slice position rSS and the slice thickness dSS can be described by
rSS =
2π ·ΔνSS
γGSS
, (1.29)
and
dSS =
2π · δνSS
γGSS
, (1.30)
respectively.
Note that in-slice dephasing occurs during the slice-selective excitation
due to gradient introduced oﬀ-resonance. After the excitation, the magne-
tization in the excited slice can be rephased by a subsequent slice rephasing
gradient, which often has half the gradient area of the slice selection gradient
when a symmetric RF pulse is used.
By applying multiple slice-selective RF pulses and spoiler gradients, phase
recoherence can occur only for the magnetization in a chosen single volume.
Such methods are called Localized NMR.
1.2.3 Basics of k-Space
The transversal component of a magnetization at certain spatial position
Mxy(r) will gain additional phase after experiencing a gradient G, as follows
Mxy(r)e
i
∫
tg
γG(t)·rdt
= Mxy(r)e
i2π· γ
2π
∫
tg
G(t)dt·r
= Mxy(r)e
i2π·k·r (1.31)
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with
k =
γ
2π
∫
tg
G(t)dt =
γ
2π
· gradient area. (1.32)
Therefore, the corresponding NMR signal in such a k-space point S(k) is
given by
S(k) ∝
∫
Mxy(r)e
i2πk·rdr. (1.33)
The NMR signals in the k-space can then be Fourier transformed into the
NMR signals in the spatial domain, or the complex-valued NMR images, as
shown in Figure 1.7. In the cases of SE or STE, the resulting NMR signal at
certain spatial position can be described by
s(r) =
∫
S(k)e−i2πk·rdk ∝ Mxy(r) = M0(r) · sinα · e−
TE
T2(r) · w(α, TR
T1(r)
),
(1.34)
which are weighted by spin density contrast M0(r), T2 contrast e
− TE
T2(r) , and
T1 contrast w(α,
TR
T1(r)
). Such k-space NMR technique is termed NMR Tomog-
raphy or NMR Imaging (MRI). Note that additional contrast occurs whenB1
inhomogeneity exists (α = α(r)). On the other hand, T ∗2 contrast e
− TE
T∗2 (r) will
replace T2 contrast if FID or GRE signals instead of echoes (SE or STE) are
acquired. Combined with the k-space concept, spatially resolved NMR Re-
laxometry and Spectroscopy, or named NMR Relaxivity Mapping and NMR
Spectroscopic Imaging, are enabled.
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Figure 1.7: Signals in the k-space (a) and images in the real space (b) of a
Shepp-Logan phantom.
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Traversing the k-space can be performed by frequency encoding and/or
phase encoding. Frequency encoding means that the NMR signals are read
during a read gradient Gr applied with a ﬁxed magnitude, which gives rise
to a resonance frequency spectrum of spins encoding the corresponding 1D
projection in the k-space. Phase encoding means an encoding gradient GPE
(typically with a ﬁxed duration and a varying magnitude in diﬀerent TR-
periods) is applied for movements in the k-space before acquisition. With
non-Cartesian k-space grids, a non-uniform Fourier transform, or a regridding
plus a uniform Fourier transform, can generate NMR images within Cartesian
grids in the real space.
In the discrete Fourier transform between the k-space and spatial grids,
the product of both grid sizes δk and δr satisﬁes
δk · δr = 1
N
(1.35)
with the matrix size N . Given the Field Of View (FOV ) as the measured
spatial range, the spatial grid or volume element (voxel) has a size of δr given
by
δr =
FOV
N
. (1.36)
Thus, by substituting Equation 1.36 into 1.35,
δk =
1
Nδr
=
1
FOV
. (1.37)
According to Equation 1.37, in the read direction,
δkr =
γ
2π
Grtd =
1
FOV r
, (1.38)
and therefore
Gr =
2π
γFOV rtd
=
2πBWacq
γFOV r
. (1.39)
So the voxel size is determined by the acquisition bandwidth BWacq and the
read gradient magnitude Gr. According to Equation 1.24, the point-wise
bandwidth must meet
BWacq
Nr
=
γGrFOV r
2πNr
 1
πT ∗2
, (1.40)
which can be rewritten as
δrr =
FOV r
Nr
=
2π
γGr
· BWacq
Nr
 2
γGrT ∗2
. (1.41)
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This indicates that the spatial resolution is limited by both the encoding
gradient and the point spreading function due to T ∗2 relaxation.
Image artifacts may take place in many situations, e.g. motion of the
measured matter during the measurements, NMR hardware instability, and
distorted k-space. The mismatching points in the k-space can originate from
oﬀ-resonance eﬀects (CS, magnetic susceptibility, and so on) and encoding
gradient imperfections (eddy currents as well as concomitant ﬁelds).
1.2.4 Basics of q-Space
Spatial displacements of spins can take place due to molecular diﬀusion and
ﬂow. The displacements can be described by the propagator P , which is a
probability density function of spin displacements Δr and satisﬁes∫ +∞
−∞
P (Δr)d(Δr) = 1. (1.42)
By applying a pair of bipolar gradients, which are identical to each other
except for opposite polarities, the NMR signals will be modulated by the
propagator with additional displacement related phase∫ +∞
−∞
P (Δr)ei2πq·Δrd(Δr), (1.43)
with
q =
γ
2π
∫
tg
G(t)dt =
γ
2π
· gradient area (1.44)
of one of the displacement encoding gradients. Note that static spins do not
obtain such additional phase.
According to the mathematical description, the deﬁnition of q is identical
to the deﬁnition of k. However, the concept of q-space is still deﬁned here,
extending displacement-based dimensions of NMR signals and thus diﬀeren-
tiating itself from the k-space concept. The propagator revealing diﬀusion
and velocity information can then be extracted by a Fourier transform of
the q-space NMR signals, and the corresponding methods are termed NMR
Diﬀusometry and NMR Velocimetry, respectively.
Combined with the concept of k-space, the q-space NMR is capable of
spatially resolving diﬀusion and velocity, and is termed q-space MRI. Figure
1.8 shows Gaussian diﬀusion (cf. Figure 1.8a and 1.8b) and motion with a
constant velocity (Figure 1.8c and 1.8d) as the two simple examples using the
q-space concept. In such cases, the propagators are assumed as Gaussian (cf.
Figure 1.8a) and Dirac (cf. Figure 1.8c) functions, respectively. The former
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results in an exponential magnitude decay of the NMR signals based on the
q-value and diﬀusion coeﬃcient (cf. Figure 1.8b), and the latter results in a
linear phase shift of the NMR signals based on the q-value and velocity (cf.
Figure 1.8d).
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Figure 1.8: Two simple examples of propagators and corresponding signals
in the q-space as Fourier transform pairs. (a) A propagator as a Gaussian
function. (b) The magnitude of the corresponding signals in the q-space
as a Fourier transform of the Gaussian function in (a) is another Gaussian
function. (c) A propagator as a Dirac function. (d) The phase of the corre-
sponding signals in the q-space as a Fourier transform of the Dirac function
in (c) is a linear function.
The displacement information can then be measured with a substantially
reduced number of q-space encoding steps. The corresponding techniques
are deﬁned as Diﬀusion Weighted MRI (DW-MRI) and Phase Contrast MRI
(PC-MRI), respectively. The former technique can be extended to Diﬀusion
Tensor MRI (DT-MRI) for considering of anisotropic diﬀusion. Speciﬁc data
post-processing procedures other than Fourier transform are often required
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in such simpliﬁed q-space MRI techniques, e.g. exponential ﬁtting for DW-
MRI, phase diﬀerencing for PC-MRI.
1.3 NMR Applications
With the capability of non-invasively revealing physical, chemical, and bio-
logical properties of matter, NMR technology is used in a wide range of areas,
e.g. in clinical areas for diagnostic imaging or MRI-guided interventions, in
biology for the analysis of protein structures, in analytical chemistry for the
analysis of chemical compounds.
Furthermore, NMR technology ﬁnds broad applications for investigations
on porous materials [3, 12] including porous ceramics, cement-based mate-
rials, rocks, coals, packed beds of beads, polymers, pharmaceutical tablets,
as well as thin ﬁlms. One main focus on dynamic processes in such hetero-
geneous systems is the mass transport in the porous structures, particularly
the physical transfer of ﬂuids within the pores, e.g. drying and sorption as
well as ﬂow. Spatially resolving the mass transport can help better under-
standing the mechanisms underlying the corresponding dynamic processes
and improve system designs.
The main challenges of spatially resolved NMR on porous materials are
the strong magnetic susceptibility eﬀects at the interfaces between heteroge-
neous matter [3, 12]. Then B0 is highly inhomogeneous with internal gradi-
ents, and thus T ∗2 is usually much shorter than T2. As a result, conventional
GRE is typically not suitable, and NMR methods using ultrashort TE FID
signals or echoes (SE and/or STE) are backbones. Moreover, an adequate
temporal resolution is also demanded for monitoring the changes of the het-
erogeneous systems, which is particularly diﬃcult to achieve when high 3D
spatial resolution is also required. There will also be additional drawbacks in
speciﬁc applications like low NMR sensitivity in measuring gases in porous
materials.
1.4 NMR Facilities
In general, NMR facilities contain the magnet for providing B0, the gradi-
ent system for generating the gradients, the RF coils for transmitting B1
and/or receiving NMR signals, the gradient and RF ampliﬁers, the digitizer
for Analog-to-Digital Conversion, and the console for controlling the scanner.
In this work, a horizontal-bore 7T NMR scanner (Bruker BioSpec 70/20
USR, Bruker BioSpin MRI, Germany) with a gradient system (B-GA 12S2,
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Bruker BioSpin MRI, Germany) was used (cf. Figure 1.9). The supercon-
ducting magnet with helium cooling has a bore diameter of 200mm, and the
resonance frequency for 1H nucleus is 300MHz. The gradient system with
water cooling has a bore diameter of 114mm. It can generate gradients with
a maximum magnitude of 440mT/m (18.8KHz/mm) and a slew rate of
3440T/m/s (usually 130μs for gradient ramping). It also has room temper-
ature shim coils up to the second order for homogenizing B0. Multiple RF
coils can be used for diﬀerent purposes. The console is a Linux workstation
with ParaVision 5.1 (Bruker BioSpin MRI, Germany), in which pulse se-
quence programming, measurements by protocols with pulse sequences, and
online image reconstruction can be performed. Furthermore, oﬄine image
reconstruction and data post-processing were performed on another Linux
workstation with higher computation power in Matlab R2014a (MathWorks,
USA). Some open-source software was also used for speciﬁc tasks in image
processing, e.g. Slicer 4.4 (National Institute of Health, USA) [13] for image
registration.
Figure 1.9: Photo of the NMR scanner used in this work.
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Chapter 2
Zero Echo Time MRI of Drying
2.1 Introduction
Drying in porous materials [14] is deﬁned as the process in which liquids
(water or solvents) within pores are removed by evaporation over time. The
drying process is often employed in a variety of applications, e.g. hydration
of cement-based materials, moisture removal in foods, and curing of polymer
ﬁlms. The quality of the resulting products is notably aﬀected by the drying
process and the remaining liquids. Sophisticated mechanisms underlying the
drying process include evaporation, capillary and ﬁlm ﬂow, as well as diﬀu-
sion. The drying process can be controlled by tailoring the corresponding
conditions like temperature, pressure, and air stream. By monitoring the
amount and distribution of liquids in porous materials over time, the drying
process can then be characterized for analyzing the material quality and in-
vestigating the drying mechanisms. This can certainly help to ﬁnd improved
production procedures.
The evolution of liquid evaporation in porous materials can be simply
measured by a balance. However, this can only provide macroscopic eval-
uation of the whole sample. Recent advances in non-destructive analytical
imaging technologies open new doors to spatially resolved studies of the dry-
ing process inside porous materials, which are often opaque and thus do not
allow the use of optical imaging technologies.
Among these technologies, X-ray Micro-Tomography (XMT) [15, 16] is
often considered superior to other imaging technologies with its capability of
ultrahigh spatial resolution imaging. The principle of XMT is that an object
can be reconstructed by inverse Radon transform of 1D projections, which
are line integrals of the object and are measured under a lot of diﬀerent
projecting angles. In XMT, such line integrals as signals are acquired from
37
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X-ray radiation that penetrates the measured matter and is attenuated by
absorption. Therefore, the reconstructed XMT images are weighted by X-
ray absorption coeﬃcient contrast. With an array of precise detection units
and a very small increment step of the projecting angles, XMT can achieve
ultrahigh spatial resolution imaging. Note that a high dynamic range in XMT
is demanded for studies involving soft matter, since the X-ray absorption by
soft matter is typically much weaker than by hard matter. Moreover, the
projection-based XMT requires rotation of the measured object or the X-ray
beam source plus the array of detection units. The former implies a change
of the drying conditions and disables in situ imaging, while the latter is often
an unusual setup of an XMT scanner, particularly for material studies.
MRI can provide in situ high spatial resolution images with much more
versatile contrast, e.g. spin density, T1, and T2. For drying studies, moder-
ate measurement time is often demanded for reasonable temporal resolution.
Conventional GRE-based MRI methods are not suitable for drying studies
in porous materials for very fast T ∗2 relaxation. To overcome these eﬀects
of B0 inhomogeneity, RF refocusing resulting in SE or STE signals can be
performed. However, T2 contrast may be large and even evolve during the
experiment, leading to systematic errors in some studies and requesting ad-
ditional calibration. Another choice is pure phase encoding [17, 18], by which
no frequency encoding is applied and minimum TE can be much shorter than
in conventional MRI. However, the drawback of ineﬃcient acquisition in the
k-space limits the temporal resolution, which is particularly important if high
3D spatial resolution is required.
Zero Echo Time (ZTE) MRI [19, 20, 21, 22, 23, 24, 25] is a fast and
robust 3D imaging method, which has been shown to have great potential
for imaging matter with short T ∗2 relaxation, particularly for musculoskele-
tal imaging in biomedical studies. In ZTE MRI, pure frequency encoding
gradients are already switched on before the excitation pulse and the subse-
quent radial center-out k-space acquisition. Using a short excitation pulse
(typically 2μs to 20μs) with a small FA (typically α < 10 ◦) makes the
slice selection eﬀect of an RF pulse negligible and also avoids RF heating.
Since a short TR (< 15ms) is possible, ZTE MRI can yield high 3D spatial
resolution without sacriﬁcing temporal resolution. The dead time tdead [26]
is deﬁned as the delay between the excitation pulse and the beginning of
acquisition. It equals to the sum of one half of the excitation pulse duration,
the transmitter/receiver switching time, and the signal build-up delay of the
digitizer. The dead time tdead can be very short (typically < 20μs), and
therefore T ∗2 contrast can be minimized. ZTE NMR image intensities proved
to yield reasonable estimates for spin density mapping [27, 28].
Compared to the similar Ultrashort Echo Time (UTE) MRI, in which
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the frequency encoding gradient is only switched on after the RF pulse, ZTE
MRI does not require extra compensation of gradient delays [29], which is
necessary when gradients in three orthogonal directions are not perfectly
synchronized and cause radial artifacts in the resulting images. However,
several missing points in the central k-space cannot be acquired in ZTE MRI
due to the dead time tdead.
In this subproject, ZTE MRI was used for characterizing the drying pro-
cess in porous materials. To the best of my knowledge, this topic has never
been described in journals before. Image artifacts, which do not occur in con-
ventional MRI, were investigated and eﬃciently reduced by two strategies.
One was saturating slices in the outer volume for magnetization preparation
in the pulse sequence, and the other was using an optimized 1H-free RF coil.
2.2 Investigation of Wave-pattern Artifacts
Initial experiments measuring water distribution in porous materials by ZTE
MRI yielded images with wave-pattern artifacts, which do not exist in con-
ventional MRI. Such image artifacts were identiﬁed to be related to ultrafast
decaying signals from NMR hardware instead of missing points in the central
k-space.
2.2.1 Sample Preparation, Pulse Sequence, and Image
Reconstruction
In preliminary studies on the evolution of water evaporation in porous ma-
terials, ZTE MRI using a commercial horizontal 72mm-bore birdcage 1H
quadrature transceiver RF coil (Bruker BioSpin MRI, Germany; named Bruker
coil in the rest of the thesis) was performed on water-ceramic-cup samples.
These samples are constituted by 1H-free porous ceramics within distilled
water in a 1H-free PolyTetraFluoroEthylene (PTFE) cup (cf. Figure 2.1).
All the porous ceramics in this subproject were made of aluminum oxide
(Al2O3) and/or silicon dioxide (SiO2), and have mean pore sizes in a range
from submillimeters to millimeters. They were produced according to [30, 31]
by the collaborators (Gesa Hollermann and Benjamin Besser) from the Ad-
vanced Ceramics Group, Faculty 04 (Production Engineering), University of
Bremen. T ∗2 of water in such porous ceramics ranges from microseconds to
submilliseconds.
In the preparation of the water-ceramic-cup samples, the porous ceramics
were saturated by distilled water according to the following steps:
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(a) (b)
Figure 2.1: Photos of a representative water-ceramic-cup sample. (a) The
porous ceramic. (b) The corresponding water-ceramic-cup sample consti-
tuted by the porous ceramic in (a) within distilled water in a PTFE cup.
1. The porous ceramics were placed in the PTFE cup. Distilled water was
ﬁlled into the cup, submerging the porous ceramics for pore presatura-
tion.
2. Pore saturation was achieved by using an ultrasound bath (SONOREX
SUPER RK 100H, BANDELIN electronic, Germany) for 15min.
3. Due to the ultrasound heating of the water, the whole object had to
be cooled down for at least 15min to room temperature.
Figure 2.2 shows the pulse sequence and corresponding k-space trajecto-
ries of the existing ZTE MRI implementation available in ParaVision 5.1. In
ZTE MRI, typically a large BWacq (> 100KHz) is used for imaging mat-
ter with short T ∗2 relaxation, the frequency encoding gradient in each TR
interval is usually prolonged as a spoiler gradient after the acquisition, and
oversampling is necessary for subsequent image reconstruction.
FID signals of each spoke in the k-space were then constructed by combin-
ing both the positive and negative half spokes and algebraically compensated
within the missing points [32]. The trajectories of spokes in the k-space were
calculated according to the frequency encoding gradients applied. The k-
space data points in the spiky trajectories were regridded to data points
in Cartesian grids [33, 34, 35, 36, 37]. Finally the NMR images were re-
constructed by Fourier transform of the regridded k-space data points. All
these procedures were executed as the online image reconstruction part of
the existing ZTE MRI implementation available in ParaVision 5.1.
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Figure 2.2: The pulse sequence (a) and corresponding k-space trajectories
(b) of ZTE MRI.
2.2.2 Wave-pattern Artifacts
In initial experiments on a water-ceramic-cup sample, ZTE MRI was per-
formed with the following protocol: BWacq 150KHz, no undersampling,
number of half spokes 116280, TR 4.0ms, NA 1, measurement time 7.75min,
rectangular pulse for excitation with α 4 ◦ and tp 2μs, number of missing
points per half spoke 1.65, spoiling factor 1.5 cycles/voxel, switching gradi-
ents oﬀ in each TR interval, oversampling factor 2, dead time tdead 6μs, FOV
40×40×40mm3, matrix size 192×192×192, voxel size 208×208×208μm3.
The resulting ZTE NMR images were overlaid by unwanted wave-pattern
image artifacts, which have stripe patterns like 3D propagating waves from
point sources close to the image origin, as shown in Figure 2.3. The inhomo-
geneity of image intensities of voxels within each pore might originate from
T ∗2 contrast. Thus under the consideration of additional T2 relaxation at the
pore surface [38], it should be expected that voxels closer to the pore cen-
ter have higher image intensities than voxels further from the pore center.
However, this explanation was violated for arbitrarily chosen pores, e.g. the
pore in the image center in Figure 2.3. The origin voxel, which was nearly
the pore center, had an image intensity valley instead of a peak compared to
neighboring voxels in the identical pore. Moreover, image intensities of voxels
in the bulk water region outside the porous ceramics were substantially inho-
mogeneous. The wave-pattern image artifacts introduced non-existent object
structures, and were more severe for studies on objects with super-pore-scale
spatial resolution.
Since a whole-image pattern corresponds to the central k-space, it was hy-
pothesized that such wave-pattern artifacts originate from the missing points.
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Figure 2.3: Wave-pattern artifacts in ZTE NMR image of a water-ceramic-
cup sample.
In ZTE MRI, the missing points are algebraically compensated [32] before re-
gridding and Fourier transform. The algebraical compensation is performed
by solving the inverse problem, in which the acquired FID signals in each
spoke are truncated Fourier-transformed projections of the measured object
with a ﬁnite length. In practice, the constraint for solving such an inverse
problem is that the region outside the measured object in the FOV only
provides noise-level signals.
In studies on ultrashort T ∗2 matter, e.g. liquids in porous materials, a very
large BWacq is necessary. However, with such a BWacq, the region outside
the measured object in the FOV may yield non-negligible signals instead
of noise-level signals. Hence, the algebraical compensation of missing points
may be not reliable. Additionally acquiring the missing points with pure
phase encoding proved to be an eﬀective means for rebuilding the central
k-space [39, 40]. In this subproject, additional FID signals without gradients
were acquired and the ﬁrst data point was used to ﬁll the missing point in the
k-space origin. If a large BWacq and a small oversampling factor are used,
the k-space origin will not be the only missing point, and this additional FID
signal acquisition cannot measure the other non-origin missing points in the
central k-space. However, this acquisition would still substantially reduce
the whole-image artifacts by providing a reliable k-space origin according to
the hypothesis.
This modiﬁcation of using the acquired k-space origin was already usable
in the existing ZTE MRI implementation available in ParaVision 5.1. The
hypothesis was examined on another water-ceramic-cup sample. By using
the Bruker coil, ZTE MRI and SE MRI were performed for comparison. The
ZTE MRI method was applied with the following protocol: BWacq 150KHz,
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no undersampling, number of half spokes 51896, TR 3.0ms, NA 1, measure-
ment time 2.59min, rectangular pulse for excitation with α 5 ◦ and tp 2μs,
number of missing points per half spoke 1.09, spoiling factor 1.5 cycles/voxel,
switching gradients oﬀ in each TR interval, oversampling factor 8, dead time
tdead 6μs, FOV 32 × 32 × 32mm3, matrix size 128 × 128 × 128, voxel size
250 × 250 × 250μm3, using the acquired k-space origin. And the SE MRI
method was applied with the following protocol: BWacq 150KHz, TR 0.8 s,
NA 4, measurement time 7.28h, hermite pulse for excitation with α 90 ◦
and tp 0.25ms, hermite pulse for refocusing with α 180
◦ and tp 0.5ms, TE
3.3ms, read direction x, slice direction y, FOV 32 × 32 × 16mm3, matrix
size 128× 128× 64, voxel size 250× 250× 250μm3.
As shown in Figure 2.4, the wave-pattern artifacts dominated the water
distribution contrast in ZTE MRI. The porous structures, which can be re-
solved by SE MRI (cf. Figure 2.4b), are not resolved by ZTE MRI with the
use of acquired k-space origin (cf. Figure 2.4a).
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Figure 2.4: NMR images of a water-ceramic-cup sample measured by ZTE
MRI (a) and SE MRI (b).
Further measurements showed that, even with a reduced BWacq (down to
100KHz) and a large oversampling factor (up to 8), the resulting complete
k-space with the only missing point (i.e. the k-space origin) additionally ac-
quired did not yield images with enhanced or reduced wave-pattern artifacts.
Moreover, the same ﬁnding was observed in experiments on bulk water. This
indicated that the missing points in the central k-space are unrelated to the
wave-pattern artifacts.
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2.3 Suppression of Background Signals
According to [19, 41], such wave-pattern artifacts may originate from back-
ground signals of NMR hardware surrounding the measured object. In most
of the cases, such hardware refers to as the nearby RF coil inside the mag-
net and gradient system. And the background signals of the magnet and
gradient system proved to be insigniﬁcant in this subproject and will be de-
scribed in this section. Such background signals from the 1H-containing RF
coil or parts of it, which are outside the FOV , cause aliasing in the resulting
NMR images. Due to rotational symmetry of the spiky k-space trajectories
and often also of the RF coil, this aliasing results in radial or wave-like pat-
terns. In this case, suppression of the background signals was validated and
optimized. As investigated in preliminary studies and described in Section
2.2.2, the missing points are unrelated to the wave-pattern artifacts, hence
were not additionally acquired but only algebraically compensated in all the
remaining experiments of this subproject.
2.3.1 Saturating Slices in the Outer Volume
According to [19], in biomedical studies, the background signals can be sup-
pressed by a ﬁrst-order binomial preparation pulse (i.e. 90 ◦ ∼ −90 ◦), since
such signals decay with ultrashort T ∗2 , which is typically much shorter than
the measured object (tissues in most of the cases). However, in materials
studies, T ∗2 relaxation of the measured object is often comparably rapid as
the background signals, and thus such separation strategy is ineﬃcient.
Typically the RF coil is spatially separated from the measured object.
Therefore, the Outer Volume Suppression (OVS) strategy [42], by which
magnetization in slices outside the FOV is saturated by RF excitation and
subsequent spoiler gradients, can be performed for background signal sup-
pression. To suppress background signals of short T1 components, such an
OVS module for magnetization preparation is inserted at the beginning of
each TR interval in ZTE MRI. This prolongs the minimum TR and thus
increases the minimum measurement time. The pulse sequence was pro-
grammed in ParaVision 5.1, and implemented using the Bruker coil.
To examine the interpretation of the artifacts and also the feasibility of
the OVS strategy, ZTE MRI was applied without any sample, i.e. ZTE MRI
measurements were performed with only the Bruker coil inside the magnet
and the gradient system. The measurement protocol except for the OVS
module was as follows: BWacq 150KHz, no undersampling, number of half
spokes 13030, TR 15.0ms, NA 1, measurement time 3.26min, rectangular
pulse for excitation with α 4 ◦ and tp 2μs, number of missing points per half
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spoke 1.65, spoiling factor 1.5 cycles/voxel, switching gradients oﬀ in each
TR interval, oversampling factor 2, dead time tdead 6μs, FOV 32 × 32 ×
32mm3, matrix size 64× 64× 64, voxel size 500× 500× 500μm3. 3D OVS
was applied, i.e. two slices on both sides per orthogonal direction (along
x-, y-, or z-axis, respectively) were saturated. Each saturated slice has a
thickness dSS of 80mm and a slice position rSS of ±60mm for suppressing
background signals from all surrounding NMR hardware including part of
the magnet, the gradient system, and the RF coil. The hyperbolic pulse for
saturation has an FA of α = 90 ◦ and a duration of tp = 0.5ms.
When the OVS module was switched oﬀ, the wave-pattern artifacts still
existed even though there was no sample to be measured, as shown in Figure
2.5a. It is noteworthy that the artifacts here appeared as interfering waves
of two point sources. With the OVS module switched on, the wave-pattern
artifacts disappeared and only noise-level signals were detected, as shown in
Figure 2.5b.
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Figure 2.5: NMR images without any sample measured by ZTE MRI without
OVS (a) and with OVS (b).
Experiments on bulk water led to the same ﬁnding. ZTE MRI was per-
formed by the following protocol: BWacq 150KHz, no undersampling, num-
ber of half spokes 51896, TR 15.0ms, NA 1, measurement time 12.97min,
rectangular pulse for excitation with α 4 ◦ and tp 2μs, number of missing
points per half spoke 1.65, spoiling factor 1.5 cycles/voxel, switching gradi-
ents oﬀ in each TR interval, oversampling factor 2, dead time tdead 6μs, FOV
64×64×64mm3, matrix size 128×128×128, voxel size 500×500×500μm3,
3D OVS with dSS 60mm and rSS ±60mm, hyperbolic pulse for OVS with α
90 ◦ and tp 0.5ms. According to Figure 2.6, the wave-pattern artifacts were
substantially suppressed by OVS.
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Figure 2.6: NMR images of bulk water measured by ZTE MRI without OVS
(a) and with OVS (b).
The resulting ZTE NMR images (cf. Figure 2.6) indicate that the back-
ground signals from the surrounding NMR hardware cause the wave-pattern
artifacts in ZTE MRI and can be suppressed by the inserted OVS prepa-
ration module. However, inserting such an OVS preparation module at the
beginning of each TR interval prolongs the minimum TR with the module du-
ration. Moreover, the usage of slice selection and spoiler gradients increases
the gradient duty cycle, thus requesting a further increased TR for safety of
the gradient system. Therefore, the OVS module should be optimized to ﬁnd
a compromise between the background signal suppression eﬃciency and the
inﬂuence of prolonging measurement time, which will decrease the temporal
resolution of serial ZTE MRI measurements.
ZTE MRI measurements with OVS were performed on a rubber sam-
ple (eraser, cf. Figure 2.7), in order to ﬁnd out an OVS optimization rou-
tine. The measurement protocol except for the OVS parameters was as
follows: BWacq 150KHz, no undersampling, number of half spokes 51896,
TR 15.0ms, NA 1, measurement time 12.97min, rectangular pulse for exci-
tation with α 4 ◦ and tp 2μs, number of missing points per half spoke 1.65,
spoiling factor 1.5 cycles/voxel, switching gradients oﬀ in each TR interval,
oversampling factor 2, dead time tdead 6μs, FOV 32× 32× 32mm3, matrix
size 128 × 128 × 128, voxel size 250 × 250 × 250μm3. The applied OVS
parameters for each measurement are displayed in Table 2.1, and the corre-
sponding ZTE NMR images are shown in Figure 2.8. It is noteworthy that
the saturated slices overlaid only most parts of the Bruker coil with the given
slice thickness dSS and slice position rSS in Table 2.1.
According to Figure 2.8b, OVS in the z-direction was regarded unneces-
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Figure 2.7: Photo of the rubber sample (eraser).
Table 2.1: OVS parameters for ZTE MRI measurements corresponding to
NMR images in Figure 2.8.
subﬁgure a b c d e f
dSS [mm]
no OVS
32
rSS [mm] ±36
slice dimension
2D 2D 1D 2D 1D
(x and y) (x and y) (y) (x and y) (y)
α 90 ◦ 45 ◦ 30 ◦
tp [ms] 0.5
sary, since the Bruker coil as a typical hollow cylindrical resonator is hori-
zontal. This can substantially reduce the OVS module duration, e.g. to 2/3
in the cases of isotropic saturation. A reduced saturation FA (α < 90 ◦) can
be used, e.g. 45 ◦ (cf. Figure 2.8c and 2.8d) or 30 ◦ (cf. Figure 2.8e and
2.8f). This allows a shorter OVS module duration and less RF heating. 1D
OVS will decrease the background signal suppression eﬃciency in most of
the cases due to the RF coil geometry (cf. less reduced wave-like patterns in
Figure 2.8d and 2.8f compared to Figure 2.8c and 2.8e).
As shown in Figure 2.8, saturating only most parts of the RF coil can
substantially reduce the wave-pattern artifacts. Note that OVS can even
weaken the image intensities of the sample, particularly at the sample edges
close to the sides of saturated slices (cf. Figure 2.8b). With a reduced
saturation FA (α < 90 ◦), this SNR loss can be decreased (cf. Figure 2.8c
and 2.8e). Thus, such drawback may not result from ineﬃcient saturation of
the magnet and gradient system. Instead, it was interpreted as consequences
of partial saturation due to imperfect slice selection and/or Magnetization
Transfer eﬀects due to oﬀ-resonance saturation.
A practical solution may still be to saturate thick slices with their centers
far away from the sample, not for saturating the magnet and gradient system
but for shifting away the frequency band of the saturation pulse. Moreover,
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Figure 2.8: NMR images of the rubber sample measured by ZTE MRI (cf.
Table 2.1) without OVS (a), with 90 ◦ 2D OVS (b), with 45 ◦ 2D OVS (c),
with 45 ◦ 1D OVS (d), with 30 ◦ 2D OVS (e), and with 30 ◦ 1D OVS (f).
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a large saturation dSS is less demanding on the slice selection gradient mag-
nitude. This scheme was applied in subsequent experiments on the identical
rubber sample. ZTE MRI measurements were then performed with the fol-
lowing protocol: BWacq 150KHz, no undersampling, number of half spokes
13030, TR 15.0ms, NA 1, measurement time 3.26min, rectangular pulse for
excitation with α 4 ◦ and tp 2μs, number of missing points per half spoke
1.65, spoiling factor 1.5 cycles/voxel, switching gradients oﬀ in each TR in-
terval, oversampling factor 2, dead time tdead 6μs, FOV 32× 32× 32mm3,
matrix size 64×64×64, voxel size 500×500×500μm3. The OVS parameters
for each measurement are displayed in Table 2.2, and the corresponding ZTE
NMR images are shown in Figure 2.9.
Table 2.2: OVS parameters for ZTE MRI measurements corresponding to
NMR images in Figure 2.9.
subﬁgure a b c d
dSS [mm]
no OVS
80
rSS [mm] ±60
slice dimension 2D (x and y)
α 90 ◦ 45 ◦ 30 ◦
tp [ms] 0.5
Results (cf. Figure 2.9) showed that when a large region outside the FOV
was saturated, the wave-pattern artifacts were substantially reduced without
aﬀecting the image intensities of the sample. 45 ◦ was then determined as the
optimal saturation FA for a compromise between the saturation eﬃciency
and the shortcomings of the OVS module, which include increased RF heating
and prolonged minimum TR.
With the empirically optimized OVS module, ZTE MRI can eﬃciently
suppress the background signals and the corresponding wave-pattern arti-
facts. An example is given in Figure 2.10, showing results of the mea-
surements on another water-ceramic-cup sample with the following proto-
col: BWacq 150KHz, no undersampling, number of half spokes 13030, TR
15.0ms, NA 1, measurement time 3.26min, rectangular pulse for excitation
with α 4 ◦ and tp 2μs, number of missing points per half spoke 1.65, spoiling
factor 1.5 cycles/voxel, switching gradients oﬀ in each TR interval, oversam-
pling factor 2, dead time tdead 6μs, FOV 32 × 32 × 32mm3, matrix size
64× 64× 64, voxel size 500× 500× 500μm3, 2D OVS with dSS 80mm and
rSS ±60mm, hyperbolic pulse for OVS with α 45 ◦ and tp 0.5ms.
To summarize, the inserted OVS module for magnetization preparation
in ZTE MRI can eﬃciently suppress the background signals from the sur-
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Figure 2.9: NMR images of the rubber sample measured by ZTE MRI (cf.
Table 2.2) without OVS (a), with 90 ◦ 2D OVS (b), with 45 ◦ 2D OVS (c),
and with 30 ◦ 2D OVS (d).
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Figure 2.10: NMR images of a water-ceramic-cup sample measured by ZTE
MRI without OVS (a) and with empirically optimized OVS (b).
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rounding NMR hardware, mainly the RF coil, and thus can reduce the wave-
pattern artifacts. However, the compromise between the suppression eﬃ-
ciency and the drawbacks of the OVS module (including a prolonged mini-
mum TR and increased RF heating) was only empirically achieved. Several
implicit limitations exist in optimizing the OVS module. Firstly, saturation
is expected in the spatial region with inhomogeneous B0 and B1 as well as
nonlinear gradients, and thus systematic optimization of the OVS module
requires corresponding ﬁeld measurements and associated calibrations. Sec-
ondly, substantially increased RF power may result in unwanted heating of
the measured object, which requires additional measures, e.g. temperature,
for systematic optimization of the OVS module. In the future, dual-band RF
pulses can be used in the OVS module to further reduce the module duration,
the deposited RF power, and the gradient duty cycle.
2.3.2 Using an Optimized RF Coil
Due to the limitations of the OVS strategy in ZTE MRI, a 1H-free RF coil
may be a better solution. A dedicated horizontal 38mm-bore LitzCage 1H
quadrature transceiver RF coil (Doty Scientiﬁc, USA) was purchased and
used in this subproject. It is called Doty coil in the rest of the thesis (cf.
Figure 2.11). The most important feature of this RF coil is that the coil body
was made of PTFE and other 1H-free materials, which are NMR-insensitive.
Additionally, compared to the Bruker coil (cf. Figure 2.11), the Doty coil
has a smaller bore and thus higher RF eﬃciency for a better SNR.
ZTE MRI of drying was then applied to water within a porous ceramic as
an exemplary study. The porous ceramic with a mean pore size of 0.56mm
was saturated with distilled water as described in Section 2.2.1, taken out of
the cup, and positioned directly on a PTFE plate inside the Doty coil. A
series of in situ ZTE MRI measurements was performed to observe temporal
changes of water within the pores.
Since the Doty coil is regarded as 1H-free in MRI measurements, the
OVS module was omitted. The measurement protocol was as follows: BWacq
150KHz, no undersampling, number of half spokes 51896, TR 5.0ms, NA
2, measurement time 8.65min, rectangular pulse for excitation with α 5 ◦
and tp 2μs, number of missing points per half spoke 1.65, spoiling factor
1.5 cycles/voxel, switching gradients oﬀ in each TR interval, oversampling
factor 2, dead time tdead 6μs, FOV 25×25×25mm3, matrix size 128×128×
128, voxel size 195 × 195 × 195μm3, ﬁfteen measurements in total with the
ﬁrst inter-measurement delay of 20min and other inter-measurement delays
of 60min.
According to [27, 28], ZTE NMR images are predominantly spin density
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Figure 2.11: Photo of the Doty coil and Bruker coil.
weighted. Hence, image intensity variations in a dataset of ZTE NMR im-
ages were assumed to be dominated by the partial occupation of voxels by
water. The data post-processing procedures including image processing and
quantitative analysis of drying were performed as follows:
1. All datasets of ZTE NMR images were normalized to the maximum
image intensity in the ﬁrst dataset.
2. Binary masking was applied on the ﬁrst dataset of ZTE NMR images by
the Otsu’s thresholding algorithm [43] for selection of the pore regions
and generation of the image threshold.
3. Voxels with image intensities under the image threshold were consid-
ered as water-free, and thus their image intensities were set to be zero.
4. Two types of voxel counts were calculated. The ﬁrst type was the
counts of water-containing voxels in the pore regions deﬁned by the
binary mask. And the second type of voxel counts was the voxel counts
of the ﬁrst type additionally weighted by the image intensities of voxels.
5. Fitting by model functions, e.g. an exponential decay, was used to ﬁnd
out the drying characteristics.
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ZTE NMR images of the ﬁrst twelve datasets with normalization, mask-
ing and hard thresholding (cf. step 1, 2 and 3 in the data post-processing
procedures, respectively) are shown in Figure 2.12. No wave-pattern artifacts
can be observed, reﬂecting that the background signals in previous experi-
ments originated mainly from the Bruker coil. As a consequence, substantial
reduction of water within pores can be measured over time. Water in the
spatially lower region evaporated slower than in the spatially upper region,
because the bottom of the ceramic was blocked by the PTFE plate. It is
revealed that several pores in the spatially upper region adsorbed water for
a longer duration than other pores nearby, and the vast majority of water
has evaporated after about 11h (cf. Figure 2.12l).
As shown in Figure 2.13, both types of voxel counts reveal an exponential
decay. Regression coeﬃcients of both ﬁtting are 0.899 and 0.930, respectively.
The drying characteristic times were tc = 8.0h and t
(w)
c = 6.4h, respectively.
Under the consideration of partial volume eﬀects and the agreement with the
observed total drying after about 11h, the weighted counts were regarded as
more reasonable estimation means. Such a drying rate implies that an NMR
measurement time no longer than several minutes is necessary for appropriate
temporal resolution in drying studies.
This exemplary study indicated the feasibility of monitoring the drying
process in porous materials by ZTE MRI using a 1H-free RF coil for back-
ground signal suppression with promising temporal resolution. In the future,
controllable drying processes can be studied by combining ZTE MRI and
other characterization technologies like weight monitoring for further cross-
validation of the proposed ZTE MRI method.
2.4 Conclusion
In this subproject, the wave-pattern artifacts in ZTE MRI was found to
be unrelated to the missing points in the central k-space, and proved to
originate mainly from the background signals of the 1H-containing RF coil.
Two strategies were applied to suppress the background signals and thus
remove unwanted image artifacts with wave-like patterns. The ﬁrst strategy
was saturating slices in the outer volume for magnetization preparation, and
the second strategy was the use of a 1H-free RF coil. When such an optimized
RF coil is available, the second strategy is preferable for avoiding limitations
of the OVS module, such as increased RF heating and gradient duty cycle,
as well as prolonged measurement time. The OVS part (cf. Section 2.3.1) of
this subproject was published as part of a journal contribution [44], and the
drying studies using the optimized 1H-free RF coil (cf. Section 2.3.2) was
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Figure 2.12: Serial ZTE NMR images of water within pores. Images were
normalized, masked and hard thresholded (cf. step 1, 2 and 3 in the data
post-processing procedures, respectively).
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Figure 2.13: Evolution of water in a porous ceramic.
presented as a conference contribution [45].
In studies on fast drying systems, further acceleration methods, such as
Compressed Sensing [46, 47], may be used for improved temporal resolution.
In the future, ZTE MRI may also be used for other applications, such as
monitoring liquid uptake in porous materials. With certain limitations like a
centered FOV encompassing the whole object to be measured, these studies
can still beneﬁt from the major advantages, particularly: (i) high 3D spa-
tial resolution with short or moderate measurement time; (ii) minimized T ∗2
contrast and predominant spin density contrast.
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Chapter 3
Accelerated PC-MRI of Slow
Liquid Flow
3.1 Introduction
Deep bed ﬁltration [48, 49, 50, 51, 52] is a separation process with the aim
of clarifying a liquid. To this end, the liquid with suspended solid particles
is slowly streaming downwards through the porous ﬁlter with local veloci-
ties of submillimeters to millimeters per second. Two groups of mechanisms
underlie the ﬁltration process, one leads to routes of particles towards inter-
faces between the liquid and the porous ﬁlter (e.g. gravity settling, diﬀusion,
interception), and the other causes immobilization of particles at the ﬁlter
surfaces (Van-der-Waals and electrostatic forces, straining). Due to the large
amount of particles which can be retained and the slow increase of pressure
drop, deep bed ﬁltration is widely used in industrial applications, such as
wastewater treatment and desalination [51, 52].
Recent studies [53, 54, 55, 56, 57, 58, 59, 60, 61] have shown the potential
of XMT for characterizing the particle deposition processes. With 3D spatial
resolution in the micrometer to submillimeter range, serial XMT images of
porous structures and deposited particles can provide microscopic knowledge
of the particle deposition processes.
While the correlation between the particle deposition processes and the
velocity ﬁelds of the ﬂowing liquid has been studied for other ﬁltration pro-
cesses [62, 63, 64], this correlation has not been studied yet for deep bed
ﬁltration. Insights into this correlation will certainly lead to a more profound
understanding of deep bed ﬁltration mechanisms and thus an improved design
of deep bed ﬁlters with regard to ﬁltration eﬃciency. Quantifying the velocity
ﬁelds of the liquid can be achieved by spatially resolved NMR Velocimetry
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[65, 66]. This technique is particularly suitable for opaque structures, for
which optical velocimetry techniques cannot be applied. Spatially resolved
NMR Velocimetry is a highly versatile tool for velocity mapping of ﬂuid ﬂow,
since it contains a variety of adaptable methods for laminar and turbulent,
single-phase and multi-phase, fast and slow ﬂow [65, 66]. For the speciﬁc
case of deep bed ﬁltration, dedicated spatially resolved NMR Velocimetry is
required for measuring slow liquid ﬂow of submillimeters to millimeters per
second in macroporous materials with 3D sub-pore-scale spatial resolution.
Additionally, this spatially resolved NMR Velocimetry method should allow
an adequate measurement time, because the velocity ﬁelds of the liquid can
alter signiﬁcantly due to substantial changes of pore ﬁlling after a few hours
of ﬁltration.
Spatially resolved NMR Velocimetry can be achieved by adding a dis-
placement encoding module to a standard MRI pulse sequence. There are
two main methods, q-space MRI [67] and PC-MRI [68, 69, 70]. In q-space
MRI, the probability distribution of ﬂuid displacements is spatially resolved
as the voxel-wise propagator spectra. In PC-MRI, the voxel-wise average
propagator is directly measured to provide the average ﬂuid displacement
within each voxel. For instance, a simplest implementation of 1D velocime-
try in PC-MRI is performing two measurements with +q and −q, and then
extracting the average displacement in the direction parallel to q using divi-
sion of the displacement introduced phase contrast by 2q. Though inferior
in velocimetry accuracy to q-space MRI, PC-MRI is widely used due to the
much smaller number of required displacement encoding steps, leading to a
shorter minimum measurement time.
In PC-MRI, the SNR of the complex-valued NMR images is not only
a measure of image quality, but also determines the accuracy of measured
velocity maps, because the STandard Deviation (STD) of the velocities is re-
ciprocally proportional to the SNR [71, 72, 73]. Therefore, PC-MRI methods
using an SE based magnetization preparation module for velocity encoding
are superior to those using an STE based magnetization preparation module,
because the latter implies a general signal loss of 50%.
Spatially resolved NMR Velocimetry can be accelerated by diﬀerent meth-
ods, e.g. Compressed Sensing, Bayesian NMR, and Parallel Imaging [66].
Another strategy with respect to MRI pulse sequence design is the use of
Rapid Acquisition with Relaxation Enhancement (RARE) method [74], i.e.
multiple echoes after single excitation for multiple phase encoding steps (usu-
ally with a certain number called RARE factor). RARE is a reasonably fast
spatially resolved NMR Velocimetry approach [75, 76, 77, 78, 79, 80, 81, 82,
83, 84] and has been applied for displacement mapping of liquid in porous
systems like plants [75, 76] and rocks [84].
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A recent study [84] showed that RARE PC-MRI with 3D super-pore-scale
spatial resolution can still be accurate for very slow liquid ﬂow in porous ma-
terials. However, the implementation of the method in [84] was not consid-
ered optimal for this subproject. First, a speciﬁc STE based magnetization
preparation module [85] was used in [84] due to very small velocities of sub-
millimeters per second and strong internal magnetic ﬁeld gradients within
each super-pore-scale voxel, while an SE based magnetization preparation
module can be used in this subproject to improve the SNR because of rel-
atively larger velocities and weaker internal magnetic ﬁeld gradients within
each sub-pore-scale voxel. Second, a rather small RARE factor (2) and thus
a short echo train length were used in that study due to short T2 in rocks,
while longer T2 in deep bed ﬁlters allows a larger RARE factor. However,
several additional strategies need to be considered for velocimetry accuracy
with a relatively longer echo train length, such as RF ﬁlter pulses [81] or
phase cycling [80, 83] for recovering the correct complex-valued signals, as
well as phase encoding winder and rewinder gradients for suppressing motion
artifacts.
In this subproject, an eﬃcient and accurate RARE PC-MRI approach for
slow liquid ﬂow in porous materials was achieved. For SNR reasons and due
to a moderate velocity range to be measured, an SE based velocity encoding
module was used. A two-step phase cycling containing Carr-Purcell (CP)
and Carr-Purcell-Meiboom-Gill (CPMG) pulse trains [80, 83] was applied to
preserve the propagator information within the magnetization in the echo
train. Velocity oﬀsets caused by gradient imperfections [86, 87, 88] were
measured with zero ﬂow for correcting the velocity maps of the ﬂowing liq-
uid. Velocity maps of odd and even echoes in the echo train were combined
to increase velocimetry accuracy. The proposed RARE PC-MRI approach
can be a helpful tool for improving the understanding of deep bed ﬁltration
and may also be of interest for further spatially resolved NMR Velocimetry
applications.
3.2 Methodological Preparation
Before the implementation and optimization of RARE PC-MRI as well as the
desired combination with XMT, three procedures as methodological prepara-
tion were executed. First, a reliable and eﬃcient phase unwrapping algorithm
was selected to unfold possible phase fold-over in PC-MRI. Second, the ex-
perimental setup containing a home-made RF coil for a vertical ﬁltration cell
and a ﬂow system was developed and tested. Third, an empirically optimized
image registration routine was determined for combining the NMR velocity
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maps and XMT images.
3.2.1 Phase Unwrapping
Phase wrapping may take place in PC-MRI where the displacement intro-
duced phase contrast between q-space points exceeds 2π. Phase wrapping
can only be avoided by carefully choosing q-space step length based on prior
knowledge of the measured ﬂow. Therefore, phase unwrapping is necessary
in this subproject, because such prior knowledge of the expected maximum
velocity is not always available.
A phase map (128× 128) with a wrapped phase region (cf. Figure 3.1a)
was used for comparison of three representative phase unwrapping algo-
rithms: the Laplacian method [89] as a whole-image approach, the best-path
method [90] as a voxel-wisingle SE PC-MRI method, and the best-pair-ﬁrst
region merging method [91] as a region-wise method. The ﬁrst two methods
were programmed in Matlab R2014a, while the third method was performed
by directly calling the PRELUDE function in the FSL 5.0 toolbox (Oxford
Center for Functional MRI of the Brain, UK). As shown in Figure 3.1, the
Laplacian method can sometimes produce incorrect phase regions (cf. Fig-
ure 3.1b), while the best-path (cf. Figure 3.1c) and best-pair-ﬁrst region
merging methods (cf. Figure 3.1d) can correctly unwrap the wrapped phase.
The best-pair-ﬁrst region merging method, which can be completed in sev-
eral minutes for 3D images (128 × 128 × 128), proved to have much less
computational cost than the best-path method, which took approximately
1min for a single slice (128 × 128) and more than linearly increasing com-
putation time for multiple slices in 3D images (128× 128× 128). Therefore,
the best-pair-ﬁrst region merging method was selected in this subproject.
Note that the basis of phase unwrapping is edge detection on images, and
therefore high spatial resolution is necessary for correctly solve the problems
of phase fold-over. In this subproject, sub-pore-scale voxel size was always
used, and thus possible edge detection errors were regarded as negligible.
3.2.2 Flow Setup and Home-made RF Coil
Distilled water was used as the liquid ﬂowing through the sample. The sample
was mounted in a dedicated ﬁltration cell made of PTFE (cf. Figure 3.2).
The inlet and outlet in the ﬁltration cell have an inner diameter of about
8mm. The ﬁltration cell was connected to a peristaltic tubing pump (IS-
MATEC REGLO Analog MS-2/6, Cole-Parmer, Germany) by tubes. The
pump permits steady liquid ﬂow through the ﬁltration cell with the lin-
early controllable Volumetric Flow Rate (V FR) between 1.26mm3/s and
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Figure 3.1: A phase map (128 × 128) with a wrapped phase region (a) un-
wrapped by the Laplacian method (b), the best-path method (c), and the
best-pair-ﬁrst region merging method (d).
125mm3/s. The linearity and the V FR range were measured by monitoring
the volume of the distilled water ﬂowing out of the ﬁltration cell. Due to
the long tube length between the pump and the ﬁltration cell (> 3m), the
pulsation eﬀect of the peristaltic pump is regarded as negligible. Note that
the V FR range may diﬀer if the connecting tubes are replaced by tubes of
diﬀerent materials and/or inner diameters. In this subproject, the connect-
ing tubes remained unchanged. Before NMR experiments, the ﬁltration cell
was soaked in the distilled water in the bottom part of a desiccator to achieve
pore pre-saturation, and then the desiccator was sealed and evacuated from
the top by a vacuum pump for pore saturation. Due to the low pressure,
remaining gas within the pores degassed and the pores were eventually sat-
urated.
Due to the vertically orientated ﬁltration in deep bed ﬁlters, a vertical
NMR scanner would certainly be a good choice. However, the drawback of
limited vertical space available in a horizontal NMR scanner with a hori-
zontal RF coil was reduced by using a home-made, vertically orientated RF
coil. This dedicated coil consists of two identical thin rectangular copper
plates ﬁxed on the outer surface of a hollow cylinder resulting in a loop-gap
resonator. A ﬁxed-value capacitor was soldered on one gap and a trimmer
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Figure 3.2: The design of the dedicated ﬁltration cell. Reproduced by the
collaborator (Gerd Mikolajczyk).
capacitor on the other gap to link the two copper plates. A pick-up loop
covering the resonator bore was mounted on a slider, which supports the
movement of the pick-up loop along the longitudinal direction of the loop-
gap resonator. Tuning and matching of this linear transceiver RF coil is
performed by adjusting the trimmer capacitor and sliding the pick-up loop
longitudinally, respectively.
Figure 3.3 and 3.4 shows the ﬁrst and the ﬁnal versions of the home-made
RF coil, respectively. The ﬁrst version (cf. Figure 3.3) was built for feasi-
bility tests of the coil design. In the ﬁrst version, the cylindrical resonator
body and the pick-up loop slider were tailored plastic syringes, and ﬁxed
with tapes and papers. The ﬁrst version proved to have higher transmission
eﬃciency than the Bruker coil by providing about twice the B1 ﬁeld strength
with the same current magnitude. Afterwards, the ﬁnal version (cf. Fig-
ure 3.4) was produced in the Workshop of Faculty 02 (Biology/Chemistry),
University of Bremen. In the ﬁnal version, the cylindrical resonator body
and the pick-up loop slider were made of PTFE. Such 1H-free materials with
suppressed NMR background signals could have been replaced by other 1H-
containing materials for SE based PC-MRI in this subproject, but were still
used in manufacturing so that the mostly 1H-free home-made RF coil will
have better performances in other applications such as ZTE MRI (cf. Chap-
ter 2). Moreover, supporting structures including slots, driving screws, and
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distance rings can increase the mechanical stability of the home-made RF
coil. In order to achieve high RF eﬃciency and SNR, the ﬁlling factor of
the home-made RF coil was maximized by adapting the resonator diameter
to the ﬁltration cell diameter. Figure 3.5 shows how the ﬁltration cell is
mounted in the home-made RF coil and connected to the pump (not shown
in Figure 3.5) by tubes before being inserted into the NMR scanner.
The home-made RF coil used in this subproject has a diameter of 22mm
and a height of 25mm. B1 mapping by the Double Angle Method [92] was
performed on a static water phantom with the maximum ﬁlling factor of the
home-made RF coil. Across the expected FOV , which is the central region in
the ﬁltration cell, the B1 inhomogeneity of the home-made RF coil was shown
to range from −57% to +14% (cf. Figure 3.6). For comparison and initial
methodological developments, some NMR experiments were performed using
the Bruker coil.
Figure 3.3: The ﬁrst version of the home-made RF coil.
3.2.3 Image Registration
For the desired combination with XMT, image registration was tested on a
dedicated sample, which was made by attaching three glass tubes ﬁlled with
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(a) (b)
Figure 3.4: The ﬁnal version of the home-made RF coil in two diﬀerent views
(a) & (b).
Figure 3.5: The ﬁltration cell mounted in the home-made RF coil and con-
nected to the pump (not shown) by tubes before being inserted into the NMR
scanner.
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Figure 3.6: B1 map of the central xy-slice in a static water phantom acquired
by Double Angle Method using the home-made RF coil.
gelatin as registration ﬁducials to the side wall of a porous ceramic cylinder
(cf. Figure 3.7) with tapes. The collaborator (Gerd Mikolajczyk) performed
the XMT measurements on the sample with matrix size 1024×1024×781 and
voxel size of 16.5×16.5×16.5μm3 by using a home-made XMT scanner [93] in
the Chair of Magnetoﬂuiddynamics, Measuring and Automation Technology,
Institute of Fluid Mechanics, Technical University of Dresden. The sample
was then soaked in distilled water, placed vertically (i.e. along the y-axis),
and measured by 3D SE MRI with the following protocol: rectangular RF
pulses, TE 6.0ms, FOV 32×32×32mm3, matrix size 256×256×256, read
direction z, slice direction y, voxel size 125 × 125 × 125μm3, TR 0.3 s, NA
4, measurement time 21.85h.
Image registration was performed in Slicer 4.4, as shown in Figure 3.8.
XMT images highlight hard matter in the sample such as the porous ceramic,
the glass tubes, and the tapes for attaching (cf. Figure 3.8a), while NMR
images highlight soft matter such as the distilled water inside and outside
the porous ceramic, and the gelatin in the glass tubes (cf. Figure 3.8c). Im-
age registration by registering NMR images (low spatial resolution) to XMT
images (high spatial resolution) was performed according to the following
procedures:
1. For reduction of computational cost on the dataset of XMT images
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Figure 3.7: Photo of the sample dedicated for image registration tests. The
sample was made by attaching three glass tubes ﬁlled with gelatin as regis-
tration ﬁducials to the side wall of a porous ceramic cylinder.
with a size of 3.12GBytes, an additional dataset of the XMT images
was generated by subsampling with a factor of 2 in three orthogonal
directions, thus reducing the dataset size to 391MBytes.
2. Binary masks overlaying the sample were generated by the GrowCut
algorithm [94] (cf. Figure 3.8b and 3.8d).
3. An initial transform (translation and rotation) of NMR images was
manually determined by overlapping the corresponding mask on the
mask of subsampled XMT images.
4. In the semi-automated registration module ”BRAINS” with the la-
beled and subsampled XMT images as well as the labeled and initially
transformed NMR images, registration parameters were empirically op-
timized: aﬃne registration, maximum iterations 1500, linear interpo-
lation, minimum step length 0.001.
Two exemplary screenshots of registration results are shown in Figure 3.8e
and 3.8f, respectively. Each screenshot contains manually selected regions of
interest (blue labeled) in identical position in XMT images (left), transformed
NMR images (middle), and registered NMR images (right). Those regions
of interest in the porous ceramic with low image intensities in NMR images
correspond to bounded beads with low local porosities, as revealed in XMT
images. Meanwhile, the regions of interests overlaying the glass tubes agree
with each other in all three datasets of images (cf. Figure 3.8e). The test
veriﬁed the feasibility of image registration with the given ﬁducials and the
empirically optimized software module.
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Figure 3.8: XMT image (a) with a binary mask (b). NMR image (c) with a
binary mask (d). Two exemplary screenshots of image registration results (e)
& (f). NMR images (low spatial reoslution) were registered to XMT images
(high spatial resolution).
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3.3 Accelerated PC-MRI Method
Several means were applied to optimize the RARE PC-MRI pulse sequence
with a long echo train for accurately measuring the phase contrast, even in
the case of a low B1 homogeneity. Two means are of particular importance.
One uses data acquired with zero ﬂow to correct the phase contrast oﬀsets
originating from gradient imperfections, and the other combines the phase
contrast from signals of both odd and even echoes.
3.3.1 Pulse Sequence and Data Post-processing
The proposed pulse sequence, which was implemented in ParaVision 5.1, is
schematically shown in Figure 3.9, where GV E is the magnitude of the veloc-
ity encoding gradient, tδ is the duration of the velocity encoding gradient, and
tΔ is the delay between the velocity encoding gradients. A velocity encoding
module with a pair of unipolar gradients separated by a refocusing pulse is
placed after the excitation pulse for magnetization preparation. The velocity
encoding gradients can be applied in arbitrary direction. By inverting the
polarity of the velocity encoding gradients, displacements are encoded into
the phase of the NMR signals. For 3D velocimetry, an Hadamard scheme
[95, 96] deﬁnes the polarities of velocity encoding gradients in three orthogo-
nal directions, as shown in Table 3.1. The velocity encoding range is deﬁned
as [−V ENC, V ENC], where the Velocity ENCoding (V ENC) is given by
V ENC =
π
NV EγGV EtδtΔ
(3.1)
with the number of velocity encoding steps NV E (2 for 1D velocimetry and
4 for 3D velocimetry with the Hadamard scheme). Note that for velocity
encoding of slow liquid ﬂow a large value of tΔ is required considering the
limited maximum gradient magnitude. The echo after the ﬁrst refocusing
pulse in the preparation module at t = 2τ (not shown in Figure 3.9) will not
be formed if the second velocity encoding gradient is not applied before t =
2τ , and therefore this echo is not acquired. A subsequent RARE MRI module
is used for fast spatial encoding. Pairs of balanced crusher gradients around
all refocusing pulses are used to suppress unwanted coherence pathways.
Within each inter-refocusing interval, zeroth-order gradient moment [2]
nulling is applied by performing spatial decoding after spatial encoding and
acquisition. This scheme suppresses image artifacts due to spin motion in the
echo train, with only slightly increased minimum TE. Centric phase encoding
is used for higher SNR and lower T2 contrast than obtained by linear phase
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Figure 3.9: The RARE PC-MRI pulse sequence for 2D imaging with 1D
velocimetry, applied with centric phase encoding. A pair of an odd echo and
the subsequent even echo experiences identical spatial encoding gradients,
i.e. phase encoding gradients are incremented after every pair of odd and
even echoes. For non-slice-selective 3D imaging, soft RF pulses with slice-
selection and slice-rephasing gradients are replaced by hard RF pulses, and
phase encoding is also performed in the slice direction. The phase graph
shows that an echo in the echo train (black solid circles) is a mixture of
SE based coherence pathways (gray solid lines, only lowest order coherence
pathways are shown) and STE based coherence pathways (gray dashed lines,
only lowest order coherence pathways are shown).
Table 3.1: The Hadamard scheme deﬁning the polarities of velocity ecoding
gradients in 3D velocimetry.
scan number Gx Gy Gz
1 − − −
2 + + −
3 + − +
4 − + +
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encoding. Identical phase encoding gradients are applied within the inter-
refocusing interval of an odd echo and the subsequent even echo, i.e. phase
encoding gradients are incremented after every pair of odd and even echoes,
in order to further compensate phase errors originating from the non-zero
ﬁrst-order gradient moments within each inter-refocusing interval. Detailed
discussion about odd and even echoes will be given later. The eﬀective TE
for the NMR images of the odd and even echoes are 4τ and 6τ , respectively.
The echo train length is deﬁned in this subproject as the delay between the
excitation pulse and the last echo, i.e. a product of number of echoes and
the inter-echo delay 2τ . According to the pulse sequence (cf. Figure 3.9), it
can be given by (2 ·NRARE + 1) · 2τ .
The odd and the even part of the real-valued propagator P (Δr, tΔ)
are the Fourier transform of the real part (Re{S(q)}) and imaginary part
(Im{S(q)}) of the displacement-encoded complex-valued NMR signals in the
q-space, respectively [81]. Therefore, in both q-space MRI and PC-MRI, both
Re{S(q)} and Im{S(q)} have to be preserved and acquired correctly for ve-
locimetry accuracy. However, S(q) will be distorted due toB1 inhomogeneity,
particularly in the RARE echo train. Either Re{S(q)} or Im{S(q)} can be
preserved by a pair of 90 ◦ pulses with the corresponding phase, and the other
part (Im{S(q)} or Re{S(q)} corresponding to the preserved Re{S(q)} or
Im{S(q)}, respectively) can be ﬁltered by spoiler gradients between the pair
of 90 ◦ pulses [81]. With a two-step phase cycle [81], both Re{S(q)} and
Im{S(q)} can be separately measured, respectively, and thus S(q) can be
correctly recovered. However, such STE based ﬁltering will lead to a 50%
signal loss.
Another strategy is to apply a two-step phase cycling, where CPMG and
CP RF pulse trains are used within the ﬁrst and second phase cycling steps,
respectively [80, 83]. In the ﬁrst phase cycling step, Re{S(q)} is preserved
and Im{S(q)} is distorted in the CPMG pulse trains. On the contrary,
in the second phase cycling step, Im{S(q)} is preserved and Re{S(q)} is
distorted in the CP pulse trains. Since Im{S(q)} in the CPMG pulse trains
is distorted with the same factor as Re{S(q)} in the CP pulse trains, the
correct phase of S(q) can be recovered from the averaged signals of the two
phase cycling steps.
One can also apply an imbalance in the read-dephasing gradient to sep-
arate SE based and STE based echoes in each inter-refocusing interval [97].
The mixing of SE and STE based echoes originates from B1 inhomogeneity
and results in a distortion of S(q). With a balanced read-dephasing gradi-
ent, SE and STE based echoes coincide. With an unbalanced read-dephasing
gradient (typically one half of the balanced one), both parity echoes can be
separated in the time domain. The combination of them can recover the
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information loss of the encoded displacements. This strategy does not need
phase cycling and is thus at least twice as fast as the other two strategies
mentioned above, though with the drawbacks of prolonged minimum TE,
additional T ∗2 contrast, and reduced SNR.
In this subproject, the two-step CPMG-CP phase cycling scheme [80, 83]
was used to achieve high SNR and reduced T ∗2 contrast, which is essential
for PC-MRI in porous systems (cf. Figure 3.9). To compensate for B1
inhomogeneity, an additional phase shift of π is applied to the refocusing
pulses for the odd echoes. Unlike in earlier publications [80, 83], both odd and
even echoes are acquired and combined to improve the SNR and velocimetry
accuracy. A detailed discussion about the echo combination will be given
later.
Gradient imperfections, such as eddy currents [86, 87] and concomitant
magnetic ﬁelds [88], can generate additional phase errors, leading to non-
zero phase contrast for static spins as oﬀsets. The velocity oﬀset maps can
be measured with zero ﬂow (i.e with the pump switched oﬀ) for correction
of velocity maps.
Thus, the total measurement time ttotal is given by
ttotal = TR · NPE
NRARE
·Nslice ·NA ·NV E · 2, (3.2)
where NPE is the number of primary phase encoding steps, NRARE is the
RARE factor, Nslice is the number of slices for 2D imaging (1 for multi-slice
scheme) or the number of secondary phase encoding steps for 3D imaging,
NA is at least 2 for phase cycling, and the factor of 2 refers to the measure-
ments performed with the pump switched on and oﬀ. The eﬀective acceler-
ation factor of the pulse sequence is one half of NRARE, which is due to the
used two-step phase cycling. Thus, with an NRARE > 2, the pulse sequence
reduces the minimum ttotal as compared to a single SE pulse sequence.
Data post-processing containing oﬄine image reconstruction and velocity
mapping was performed by home-made programs written in Matlab R2014a:
1. Individual NMR raw datasets of odd and even echoes measured with
the pump switched on and oﬀ in diﬀerent velocity encoding steps were
separately Fourier transformed, yielding complex-valued NMR images.
2. Magnitude maps of the complex-valued NMR images were averaged to
generate the structural images.
3. Gained by performing Otsu’s thresholding algorithm [43] on the NMR
images obtained in step 2, a binary mask was used in step 6 for nulling
velocities in water-free voxels.
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4. Phase contrast maps between the complex-valued NMR images in dif-
ferent velocity encoding steps were calculated by complex conjugation
instead of direct phase diﬀerence, avoiding additional phase wrapping.
5. Phase unwrapping was performed by calling the external function PRE-
LUDE [91] in the FSL 5.0 toolbox for individual phase contrast maps
of odd and even echoes measured with the pump switched on and oﬀ.
6. Phase contrast maps were converted to velocity maps by multiplying
the factor of V ENC/π and the binary mask generated in step 3.
7. Echo combined velocity maps were computed by voxel-wise averaging of
velocity maps of odd and even echoes. Oﬀset corrected velocity maps
were computed by voxel-wise subtraction of velocity maps measured
with the pump switched oﬀ from velocity maps measured with the
pump switched on.
8. Slice-wise V FR along a given direction was computed by integrating
the corresponding velocity components in the direction and then mul-
tiplying by the cross-sectional area of a single voxel. For instance,
slice-wise V FR along the z-axis (V FRz(z)) is given by
V FRz(z) = (δx · δy) ·
∑
x,y
vz(x, y, z), (3.3)
where δx and δy are the voxel sizes in the x- and y-directions, respec-
tively, and vz is the z-component of the velocity.
9. Quantitative assessment of the proposed method, particularly the per-
formance of echo combination and oﬀset correction, was based on statis-
tics of slice-wise V FR. On the one hand, an averaged V FR over slices
closest to the expected value of the pumping rate indicates the most
accurate velocimetry. On the other hand, a least STD between V FR
over slices implies the ﬂow continuity.
3.3.2 Validation on Laminar Tube Flow using the Bruker
Coil
The proposed RARE PC-MRI method, particularly the echo combination
strategy which is diﬀerent from existing literatures (e.g. [81]), was validated
by measurements of a simple sample containing a tube with laminar ﬂow
of distilled water and two neighboring bottles with static distilled water.
The pumping rate was set to 63.0mm3/s according to the linear dependency
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of formerly measured V FR, yielding laminar ﬂow with velocities of up to
approximately 5mm/s through the tube with a diameter of about 6mm.
However, this time the V FR, which was measured by monitoring the out-
ﬂowing water again, was slightly lower (60.7mm3/s) than expected. The
Bruker RF coil with high B1 homogeneity was used for these measurements.
Multi-slice 2D imaging with 1D velocimetry by the proposed RARE PC-
MRI method was performed with the following protocol: hermite RF pulses,
τ 5.0ms, eﬀective TE 20.0ms / 30.0ms (odd / even echo), FOV 20 ×
20mm2, matrix size 160×160, read direction x, NRARE 16, echo train length
330.0ms, dSS 0.5mm, Nslice 5, inter-slice distance 6.0mm, slice direction z,
voxel size 125 × 125 × 500μm3, tΔ 10.0ms, V ENC 7.5mm/s, 1D velocity
encoding in the z-direction, NV E 2, TR 5.0 s, NA 2, ttotal 6.67min.
For comparison, 2D imaging with 1D velocimetry by a single SE PC-MRI
pulse sequence was performed using a mostly identical protocol to the one
described above: hermite RF pulses, TE 10.0ms, FOV 20×20mm2, matrix
size 160 × 160, read direction x, dSS 0.5mm, Nslice 5, inter-slice distance
6.0mm, slice direction z, voxel size 125×125×500μm3, tΔ 10.0ms, V ENC
7.5mm/s, 1D velocity encoding in the z-direction, NV E 2, TR 5.0 s, NA 2,
ttotal 1.78h.
Additionally, 3D imaging with 1D velocimetry was performed by the pro-
posed RARE PC-MRI method with the following protocol: rectangular RF
pulses, τ 4.0ms, eﬀective TE 16.0ms / 24.0ms (odd / even echo), FOV
32×16×16mm3, matrix size 200×100×100, voxel size 160×160×160μm3,
read direction z, RARE phase encoding in the y-direction, NRARE 10, echo
train length 168.0ms, tΔ 4.0ms, V ENC 15.0mm/s, 1D velocity encoding
in the z-direction, NV E 2, TR 1.0 s, NA 2, ttotal 2.22h.
Figure 3.10 shows the NMR image of a representative slice in the sample,
which was measured by the proposed RARE PC-MRI method as 2D imag-
ing with 1D velocimetry. Nine velocity maps of the corresponding slice are
shown in Figure 3.11, representing intermediate post-processing results with
echo combination and/or oﬀset correction (cf. step 7 in the post-processing
procedures). Non-negligible velocity oﬀsets of static water were observed in
the bottles (bottom) and also in the tube (top) with the pump switched oﬀ,
indicating the necessity of oﬀset correction. Such oﬀset correction by diﬀer-
encing velocity maps with the pump switched on and oﬀ was also applied in
the single SE PC-MRI method, as shown in Figure 3.12a, 3.12b, and 3.12c.
An extra oﬀset as a base value remaining in the resulting velocity maps (Fig-
ure 3.12c) was then estimated by averaging velocities of static water, and was
subsequently corrected. The ﬁnal velocity maps without substantial velocity
oﬀsets are displayed in Figure 3.12d. Due to the necessity of oﬀset correction,
results in the rest of this subsection focus on the echo combination strategy.
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Figure 3.10: NMR image of a representative slice in the sample with laminar
ﬂow of water in a tube (top) and static water in bottles (bottom). The white
dashed line represents the horizontal line crossing the tube center and was
selected for subsequent comparison between velocity proﬁles.
According to the Hagen-Poisueille ﬂow, parabolic ﬁtting was performed
on the oﬀset corrected velocity maps (cf. Figure 3.11c, 3.11f, and 3.11i, and
3.12d). The corresponding longitudinal velocity (vz) values of the selected
line (cf. Figure 3.10, white dashed line) were then compared, as shown
in Figure 3.13. Good agreement between the ﬂow patterns obtained in both
PC-MRI methods was found only if echo combination in the proposed RARE
PC-MRI method was used (cf. Figure 3.13, solid green and black lines).
Further quantitative analysis using diﬀerent V FR computation ways sup-
ported this ﬁnding. In Figure 3.14 slice-wise longitudinal V FR (V FRz) val-
ues in 2D imaging with 1D velocimetry measured by both PC-MRI methods
are compared. Figure 3.15 shows a comparison between slice-wise longitu-
dinal V FR (V FRz) values from intermediate post-processing results in 3D
imaging with 1D velocimetry by the proposed RARE PC-MRI method. The
statistics of longitudinal V FR (V FRz) values over xy-slices corresponding
to Figure 3.14 and 3.15 is summarized in Table 3.2. In 2D imaging with 1D
velocimetry, the V FR values measured by both PC-MRI methods and com-
puted by parabolic ﬁtting, as well as the expected V FR value of 63.0mm3/s,
agree with each other only if echo combination in the proposed RARE PC-
MRI method was used. In 3D imaging with 1D velocimetry, the coincidence
between the expected V FR value of 63.0mm3/s and the V FR values mea-
sured by the proposed RARE PC-MRI method and computed by parabolic
ﬁtting was again found only when both odd and even echoes were combined.
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Figure 3.11: Velocity maps of the corresponding slice in Figure 3.10 measured
by the proposed RARE PC-MRI method as 2D imaging with 1D velocimetry,
representing intermediate post-processing results (cf. step 7 in the post-
processing procedures) with: (a) odd echo alone, pump on; (b) odd echo
alone, pump oﬀ; (c) odd echo alone, oﬀset corrected; (d) even echo alone,
pump on; (e) even echo alone, pump oﬀ; (f) even echo alone, oﬀset corrected;
(g) echo combined, pump on; (h) echo combined, pump oﬀ; (i) echo combined,
oﬀset corrected.
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Figure 3.12: Velocity maps of the corresponding slice in Figure 3.10 measured
by the single SE PC-MRI method as 2D imaging with 1D velocimetry, rep-
resenting intermediate post-processing results with: (a) pump on; (b) pump
oﬀ; (c) oﬀset preliminarily corrected by diﬀerencing (a) and (b); (d) oﬀset
corrected.
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Figure 3.13: Comparison between longitudinal velocity (vz) values of the
selected line (cf. Figure 3.10, white dashed line) in oﬀset corrected velocity
maps measured and regressed by parabolic ﬁtting in both PC-MRI methods
as 2D imaging with 1D velocimetry.
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Figure 3.14: Bar graph of slice-wise longitudinal V FR (V FRz) values ob-
tained by both PC-MRI methods as 2D imaging with 1D velocimetry and
diﬀerent computation ways: integration (cf. step 8 in the post-processing
procedures) and parabolic ﬁtting. The baseline of the bar graph is the ex-
pected pumping rate 63.0mm3/s.
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Figure 3.15: Plots of slice-wise longitudinal V FR (V FRz) values obtained
by the proposed RARE PC-MRI method as 3D imaging with 1D velocimetry
and diﬀerent computation ways: integration (cf. step 8 in the post-processing
procedures) and parabolic ﬁtting.
Both the datasets of the odd echo alone and the echo combined have slice-
wise V FR values comparably close to another expected V FR of 60.7mm3/s
(measured by monitoring outgoing water) in 3D imaging with 1D velocimetry
by the proposed RARE PC-MRI method (cf. Table 3.2a). However, still
only the echo combination yielded the V FR closest to this expected V FR of
60.7mm3/s in 2D imaging with 1D velocimetry (cf. Table 3.2b). The echo
combination strategy proved to improve the velocimetry accuracy.
Note that a greater improvement on velocimetry accuracy was found in
2D imaging with 1D velocimetry than in 3D imaging with 1D velocimetry.
Odd or even echo alone generated incorrect V FR in the former experiment
(cf. Figure 3.14 and Table 3.2a), and yielded approximately correct V FR in
the latter experiment (cf. Figure 3.15 and Table 3.2b). The same ﬁnding was
observed in succeeding experiments on the ﬁltration cell and will be discussed
later.
In this subproject, the quantitative analysis of ﬂow was based on slice-wise
V FR values, which were obtained by integrating velocities within voxels in
the same slices (cf. step 8 in the proposed data post-processing procedures).
The consistency between results from the integration and parabolic ﬁtting
methods (cf. Figure 3.14 and 3.15, as well as Table 3.2) indicated the feasi-
bility of the integration method.
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Table 3.2: Statistics (average ± STD, cf. step 9 in the post-processing
procedures) of V FRz over xy-slices in the laminar tube ﬂow sample.
V FRz [mm
3/s]
RARE RARE RARE
SE
odd echo even echo combined
integration 75.2± 4.31 53.8± 3.37 64.5± 3.77 64.0± 1.79
parabolic ﬁtting 75.9± 4.47 54.1± 3.26 64.5± 3.81 64.0± 1.81
(a) 2D imaging with 1D velocimetry.
V FRz [mm
3/s]
RARE RARE RARE
odd echo even echo combined
integration 58.0± 1.47 67.6± 2.23 62.8± 1.81
parabolic ﬁtting 58.2± 1.12 68.6± 1.55 63.2± 1.27
(b) 3D imaging with 1D velocimetry.
It is also noteworthy that the additional velocity oﬀsets in the single SE
PC-MRI method may be interpreted as propagator distortion in the imple-
mented single SE PC-MRI method. In the future, an improved scheme of
phase cycling may compensate this propagator distortion.
3.3.3 Results on Porous Filter using the Bruker Coil
The proposed RARE PC-MRI method was subsequently examined on the
ﬁltration cell using the Bruker coil. The mounted porous ﬁlter was a tem-
plated foam derived from polysiloxane and produced as a cylindrical ﬁlter
sample (diameter 9mm, height 18mm) with spherical pores with a mean
diameter of about 2mm by the collaborator (Michaela Wilhelm) according
to [98]. Due to limited vertical space available in the scanner bore, the ﬁl-
tration cell was placed horizontally at the coil center. The pumping rate
was 12.6mm3/s, yielding a longitudinal ﬂow through the ﬁltration cell with
velocities of up to 5mm/s. Multi-slice 2D imaging with 1D velocimetry was
performed. The measurement protocol was as follows: hermite RF pulses, τ
5.0ms, eﬀective TE 20.0ms / 30.0ms (odd / even echo), FOV 20×20mm2,
matrix size 160×160, read direction x, NRARE 16, echo train length 330.0ms,
dSS 0.5mm, Nslice 5, inter-slice distance 6.0mm, slice direction z, voxel size
125× 125× 500μm3, tΔ 10.0ms, V ENC 7.5mm/s, 1D velocity encoding in
the z-direction, NV E 2, TR 5.0 s, NA 2, ttotal 6.7min.
NMR images of distilled water in the sample (slice 2 to 4) and also in
the outlet (slice 1) and inlet (slice 5) are shown in Figure 3.16. The half
ring structure outside the outlet in slice 1 is due to static water within the
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sealing of the ﬁltration cell. The static water settled accidentally during the
installation of the sample into the ﬁltration cell or during pore saturation.
Since the sealing has no connection to the internal part of the ﬁltration cell,
the static water was considered to have no inﬂuences on the velocimetry
results.
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Figure 3.16: NMR images of 5 slices from the 2D imaging with 1D velocime-
try measurement. Slice 1 is in the outlet, slice 2 to 4 in the sample, and slice
5 in the inlet.
Nine velocity maps of the central slice (slice 3 in Figure 3.16) are shown
in Figure 3.17, representing intermediate post-processing results with echo
combination and/or oﬀset correction (cf. step 7 in the post-processing proce-
dures). In the middle column (cf. Figure 3.17b, 3.17e, and 3.17h), non-zero
velocity maps of odd and even echoes alone and echo combination measured
with the pump switched oﬀ can be observed, again demonstrating the neces-
sity for oﬀset correction.
These nine velocity maps (cf. Figure 3.17) were compared by investigating
the slice-wise longitudinal V FR (V FRz) (cf. step 8 in the post-processing
procedures). The best agreement with the expected V FRz (the pumping
rate as the baseline in Figure 3.18) was found if both echo combination and
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Figure 3.17: Velocity maps of the central slice (slice 3 in Figure 3.16) in
the 2D imaging with 1D velocimetry measurement as intermediate post-
processing results (cf. step 7 in the post-processing procedures) with: (a)
odd echo alone, pump on; (b) odd echo alone, pump oﬀ; (c) odd echo alone,
oﬀset corrected; (d) even echo alone, pump on; (e) even echo alone, pump
oﬀ; (f) even echo alone, oﬀset corrected; (g) echo combined, pump on; (h)
echo combined, pump oﬀ; (i) echo combined, oﬀset corrected.
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oﬀset correction (dark red bars as the smallest ones in Figure 3.18) were
applied. Statistics of V FRz over xy-slices (cf. step 9 in the post-processing
procedures), as shown in Table 3.3, also support this ﬁnding: with both echo
combination and oﬀset correction, the averaged V FRz over xy-slices has the
most accurate value (13.1mm3/s compared to 12.6mm3/s corresponding to
the pumping rate, relative error about 4%) and the STD between V FRz
over xy-slices has the least value (1.00mm3/s).
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Figure 3.18: Bar graph of slice-wise longitudinal V FR (V FRz) values ob-
tained by the proposed RARE PC-MRI method, representing intermediate
post-processing results with echo combination and/or oﬀset correction (cf.
step 7 in the post-processing procedures). The baseline of the bar graph is
the expected pumping rate 12.6mm3/s.
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Table 3.3: Statistics (average ± STD, cf. step 9 in the post-processing
procedures) of V FRz over xy-slices in the ﬁltration cell using the Bruker
coil.
V FRz [mm
3/s] pump on pump oﬀ corrected
odd echo 6.59± 3.03 −15.1± 4.71 21.7± 1.81
even echo 13.3± 3.62 8.63± 2.49 4.65± 2.57
combined 9.93± 3.08 −3.22± 3.00 13.1± 1.00
3.3.4 Results on Porous Filter using the Home-made
RF Coil
After the above examination, the proposed RARE pulse sequence was used
in combination with the home-made RF coil. The ﬁltration cell with the
same porous ﬁlter mounted was placed vertically, with the sample at the coil
center. The pumping rate was set to 37.8mm3/s, providing a vertical ﬂow
through the ﬁltration cell with velocities of up to 15mm/s. 3D imaging with
1D velocimetry was performed. The measurement protocol was as follows:
rectangular RF pulses, τ 4.0ms, eﬀective TE 16.0ms / 24.0ms (odd / even
echo), FOV 32× 16× 16mm3, matrix size 200× 100× 100, voxel size 160×
160 × 160μm3, read direction y, RARE phase encoding in the z-direction,
NRARE 10, echo train length 168.0ms, tΔ 4.0ms, V ENC 15.0mm/s, 1D
velocity encoding in the y-direction, NV E 2, TR 1.0 s, NA 2, ttotal 2.2h.
An NMR image of distilled water in the ﬁltration cell is shown in Figure
3.19a. Reduced image intensities were observed in the inlet (top region) and
outlet (bottom region), resulting from the B1 inhomogeneity of the home-
made RF coil (cf. Figure 3.6). In the bottom right region in Figure 3.19a,
again some static water within the sealing of the ﬁltration cell is visible again.
The map of vertical velocity (vy) after echo combination and oﬀset cor-
rection (cf. Figure 3.19b) shows several main streaming paths of the distilled
water through the sample. The negative values stand for velocities in the −y
direction, i.e. vertically downwards.
Vertical V FR (V FRy) values versus xz-slice position are plotted in Fig-
ure 3.19c. Large linear ramps of V FR and thus velocities are found in the
datasets measured with the pump switched on (magenta, cyan, and yellow
solid lines in Figure 3.19c) and oﬀ (magenta, cyan, and yellow dashed lines
in Figure 3.19c), respectively. With oﬀset correction, these ramps are sub-
stantially compensated (red, and blue solid lines in Figure 3.19c). The later
applied echo combination (green solid line in Figure 3.19c) yields a V FRy
which is in better agreement with the pumping rate (black solid line in Figure
3.19c) than those obtained from odd (red solid line in Figure 3.19c) or even
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(blue solid line in Figure 3.19c) echo analyzed individually.
Statistics of V FRy over xz-slices (cf. step 9 in the post-processing pro-
cedures) are shown in Table 3.4. Fluctuations of velocities can be strongly
reduced by oﬀset correction. Additionally, systematic errors are substan-
tially reduced by echo combination, yielding an accurate averaged V FRy
of −36.6mm3/s compared to −37.8mm3/s (relative error about 3%) corre-
sponding to the pumping rate, although with slightly higher STD of 1.62mm3/s
than for the dataset of the odd echo alone of 1.02mm3/s (cf. fourth column
in Table 3.4).
Table 3.4: Statistics (average ± STD, cf. step 9 in the proposed data post-
processing procedures) of vertical V FR (V FRy) over xz-slices in the 3D
imaging with 1D velocimetry measurement.
V FRz [mm
3/s] pump on pump oﬀ corrected
odd echo −42.9± 33.5 −9.36± 32.9 −33.6± 1.02
even echo −51.3± 33.7 −11.6± 31.7 −40.0± 2.39
combined −47.1± 33.6 −10.5± 32.3 −36.6± 1.62
3.3.5 Towards Applications: 3D Imaging with 3D Ve-
locimetry on Porous Filter using the Home-made
RF Coil
3D velocity maps of slow water ﬂow through the ﬁltration cell with the same
porous ﬁlter mounted were acquired by using the home-made RF coil, mim-
icking the desired PC-MRI application for deep bed ﬁltration. The pumping
rate was 12.6mm3/s, yielding a vertical ﬂow through the ﬁltration cell with
velocities of up to 5mm/s. The measurement protocol of the 3D imaging
with 3D velocimetry was as follows: rectangular RF pulses, τ 4.0ms, ef-
fective TE 16.0ms / 24.0ms (odd / even echo), FOV 32 × 16 × 16mm3,
matrix size 200 × 100 × 100, voxel size 160 × 160 × 160μm3, read direction
y, RARE phase encoding in the z-direction, NRARE 10, echo train length
168.0ms, tΔ 8.0ms, V ENC 5.0mm/s, 3D velocity encoding in the x-, y-
and z-directions, NV E 4, TR 1.0 s, NA 2, ttotal 4.4h.
An NMR image of the central xy-slice with overlaid velocity vector ﬁelds
and enlarged view of an image section (blue rectangle) are shown in Figure
3.20a. The vertical V FR (V FRy) values versus xz-slice position are plotted
in Figure 3.20b, yielding consistent V FRy (red solid line in Figure 3.20b)
which is slightly lower than expected (blue dashed line in Figure 3.20b).
Similarly, Figure 3.20c shows an NMR image of the central xz-slice with
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Figure 3.19: Results of 3D imaging with 1D velocimetry on the ﬁltration cell
using the home-made RF coil. (a) NMR image of the central yz-slice. (b)
Map of vertical velocity (vy) of the central yz-slice. (c) Plot of vertical V FR
(V FRy) values of diﬀerent intermediate post-processing datasets versus xz-
slice position.
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overlaid velocity vector ﬁelds, and enlarged view of an image section (blue
rectangle). As an example of the transversal V FR, the V FR along the x-axis
(V FRx) versus yz-slice position are plotted in Figure 3.20d. The ﬂuctuations
of the slice-wise V FRx around zero (cf. Figure 3.20d) reﬂect that no net
transversal ﬂow or leakage was taking place during the measurement. The
averaged V FRy with STD over xz-slices is −12.0 ± 0.524mm3/s compared
to −12.6mm3/s (relative error about 5%) the independently measured the
pumping rate, while the averaged V FRx with STD over yz-slices is 0.139±
0.780mm3/s comes very close to the expected zero value.
3.4 Discussion of the Proposed RARE PC-
MRI Method
In this subproject, both the experimental setup and existing PC-MRI meth-
ods were optimized for velocimetry of slow liquid ﬂow in porous materials.
First, a dedicated RF coil was constructed and adjusted to the speciﬁc re-
quirements of a ﬁltration cell used to study deep bed ﬁltration. Second, a
RARE PC-MRI pulse sequence was modiﬁed for fast and accurate velocime-
try in porous materials despite B1 inhomogeneity, particularly by means of
oﬀset correction and echo combination. Third, a set of customized routines
for data post-processing was used to quantify and verify velocity ﬁelds mea-
sured in a porous sample.
3.4.1 Pulse Sequence Acceleration
Acceleration of the pulse sequence is determined by the factorNRARE that de-
pends on the inter-echo delay and the maximum echo train length, which is in
turn restricted by the T2 signal decaying. The pulse sequence proved to be in-
sensitive to phase errors introduced within the echo train by certain intra- and
inter-pore displacements, resulting in accurate velocity maps and suppressed
displacement related blurring and ghosting artifacts. This can be examined
particularly in the experiment on the porous ﬁlter by performing 3D imaging
with 1D velocimetry with a pumping rate of 37.8mm3/s, where the maxi-
mum velocity value (slightly smaller than 15mm/s) was higher than in other
experiments. The moving spins with the velocity range of [−15, 15]mm/s
had displacements of up to 2.52mm after the echo train, which are equivalent
to up to 15.75 voxels with the voxel size of 160μm and 1.26 pores with the
mean pore size of about 2mm.
Under the assumption of negligible velocity changes of moving spins in the
echo train, suppression of the displacement related phase errors is achieved
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Figure 3.20: Results of 3D imaging with 3D velocimetry on the ﬁltration cell
using the home-made RF coil. (a) NMR image of the central xy-slice with
overlaid velocity vector ﬁelds, and enlarged view of an image section (blue
rectangle). (b) Plot of vertical V FR (V FRy) versus xz-slice position. (d)
NMR image of the central xz-slice with overlaid velocity vector ﬁelds , and
enlarged view of an image section (blue rectangle). (d) Plot of transveral
V FR in the x-direction (V FRx) versus yz-slice position.
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by four means: (i) read dephasing, acquisition and read rephasing within
each inter-refocusing interval, suppressing phase errors in read direction; (ii)
identical pairs of phase encoding winder and rewinder gradients for each pair
of odd and even echoes, compensating phase errors in phase encoding di-
rection after an even number of echoes; (iii) balanced crusher gradient pairs,
canceling out phase errors introduced by displacements in slice direction after
an even number of echoes; (iv) centric phase encoding, minimizing displace-
ments during the delay between velocity encoding and the subsequent ﬁrst
pair of odd and even echoes, when the central k-space is acquired (24ms and
thus displacements of up to 0.18 pores in the 3D imaging with 1D velocimetry
experiment).
However, for very fast ﬂow, even during the delay between velocity en-
coding and the subsequent acquisition of the central k-space, moving spins
will have very large inter-pore displacements and altered velocities, thus pre-
venting accurate velocimetry by this pulse sequence.
For systems with negligible changes in B0 ﬁelds during a series of in situ
NMR measurements with a ﬁxed protocol, each NMR measurement only
takes ttotal/2 as the real measurement time, since the velocity oﬀset maps
can be regarded as consistent and require only one additional in situ NMR
measurement with the identical protocol.
3.4.2 Oﬀset Correction
The necessity of the applied oﬀset correction for accurate velocimetry was rec-
ognized when investigating the non-zero velocities measured with the pump
switched oﬀ in all experiments. As shown in velocity maps (cf. Figure 3.11,
3.12, and 3.17) and quantitative analysis of V FR (cf. Figure 3.18 and 3.19,
as well as Table 3.3 and 3.4), phase contrast was introduced for static spins by
inverting the polarity of velocity encoding gradients. This additional phase
contrast most likely originates from gradient imperfections, such as eddy cur-
rents [86, 87] and concomitant ﬁelds [88]. Therefore, for ﬁxed B0 ﬁelds and
a given measurement protocol, it will remain unchanged when performing
measurements with the pump switched either on or oﬀ, thus enabling precise
velocity maps by oﬀset correction.
3.4.3 Echo Combination
The velocimetry results using odd or even echoes alone, and echo combina-
tion were compared for the assessment of echo combination strategy. First,
the comparison was applied in the NMR experiment on laminar tube ﬂow of
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distilled water using the Bruker coil with high B1 homogeneity. The mea-
sured ﬂow patterns, which were acquired by the proposed RARE PC-MRI
method and a single SE PC-MRI method, show good agreement with each
other and also coincide with the parabolic ﬂow pattern expected for the given
pumping rate, as illustrated in Figure 3.13. Moreover, slice-wise longitudi-
nal V FR (V FRz) and averaged V FRz with STD over xy-slices have good
agreement with the expected V FR, as shown in Figure 3.14 and 3.15 as well
as Table 3.2. Second, such strategy assessment in the NMR experiments on
the porous ﬁlter was performed by comparing slice-wise longitudinal V FR
(V FRz) and averaged V FRz with STD over xy-slices in the 2D imaging with
1D velocimetry experiment (cf. Figure 3.18 and Table 3.3), and also slice-
wise vertical V FR (V FRy) and averaged V FRy with STD over xz-slices in
the 3D imaging with 1D velocimetry experiment (cf. Figure 3.19c and Table
3.4). Echo combination was superior in velocimetry accuracy to using odd or
even echo alone, giving best agreement with the expected V FR (63.0mm3/s
in the experiment on laminar ﬂow, 12.6mm3/s in the experiment on the
porous ﬁlter using the Bruker coil, and 37.8mm3/s in the experiment on the
porous ﬁlter using the home-made RF coil.
The mechanisms of echo combination may be explained as follows. Due to
the balanced pairs of crusher gradients, free induction decays are suppressed
and each detected echo is a mixture of SE based and STE based coherence
pathways (cf. Figure 3.9, phase graph). The discussion here focuses on the
lowest order SE based coherence pathway CPSE and STE based coherence
pathway CPSTE, which are main contributors to the echoes. CPSE represents
the pulse train of
90 ◦ ∼ 180 ◦ ∼ {180 ◦}n−1 ∼ 180 ◦, (3.4)
while CPSTE represents the pulse train of
90 ◦ ∼ 180 ◦ ∼ {180 ◦}n−2 ∼ 90 ◦ ∼ 90 ◦. (3.5)
Details of describing NMR experiments by considering coherence pathways
can be found in [5, 6, 7, 8]. The main diﬀerence between both coherence
pathways is that CPSTE experiences no gradients in the preceding inter-
refocusing interval, while CPSE does. For an odd echo, CPSE experiences
both zeroth- and ﬁrst-order gradient moment nulling, due to an even number
of pairs of phase encoding winder and rewinder gradients, an even number of
pairs of crusher gradients, and an even number of refocusing pulses, with re-
spect to internal magnetic ﬁeld gradients. Therefore, CPSE has no additional
displacement introduced phase contrast. However, without experiencing gra-
dients in the preceding inter-refocusing interval, CPSTE has additional phase
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contrast due to non-zero ﬁrst-order gradient moments. The opposite situ-
ation is found for the subsequent even echo, while only CPSTE instead of
CPSE experiences ﬁrst-order gradient moment nulling. The additional phase
contrast due to non-zero ﬁrst-order gradient moments occur only in CPSE in-
stead of CPSTE. The combination of odd and even echoes is used to suppress
the additional phase contrast of both coherence pathways.
It is noteworthy that velocimetry accuracy was far more improved by echo
combination in 2D imaging with 1D velocimetry than in 3D imaging with
1D velocimetry. Odd or even echo alone generated incorrect V FR in the for-
mer experiments (cf. Figure 3.13, 3.14, and 3.18, as well as Table 3.2a and
3.3), and yielded approximately correct V FR in the latter experiments (cf.
Figure 3.15 and 3.19c, as well as Table 3.2b and 3.4). This diﬀerence may
be due to additional phase contrast originating from the slice-selection and
slice-rephasing gradients, which were not discussed above. These gradients
were not applied in the non-slice-selective 3D imaging experiment, but had
high magnitudes in the 2D imaging experiment in order to achieve thin slices.
Two types of undesired additional phase contrast were then introduced into
odd and even echoes. Except for the ﬁrst slice-selection gradient with the
excitation pulse, the other slice-selection gradients produced the ﬁrst type of
additional phase contrast. Similar to the discussion for crusher gradients and
internal magnetic ﬁeld gradients above, this additional phase contrast can be
suppressed by echo combination. The second type of additional phase con-
trast resulted from the ﬁrst slice-selection and slice-rephasing gradients. This
phase contrast had inverse polarity within the odd and even echoes in both
SE and STE based coherence pathways, and thus can also be compensated
by echo combination. As a result, in both 2D and 3D imaging experiments,
consistent and correct V FR were obtained from oﬀset corrected and echo
combined velocity maps.
3.4.4 Data Post-processing
Because of the velocity oﬀsets, phase wrapping can still occur even if the real
velocity value is within the velocity encoding range. A considerably large
V ENC, particularly with small velocity encoding gradient magnitude, can
eliminate phase wrapping. However, since the velocity STD is proportional to
V ENC [71, 72, 73], an appropriate V ENC, which is only slightly larger than
the maximum real velocity value, is preferable. Therefore, phase unwrapping
will be required if slightly higher velocities occur than expected. Moreover, it
can rescue measurements for which detailed prior knowledge of the velocity
distribution in tortuous structures is not available.
In this subproject, the quantitative analysis of ﬂow was based on slice-wise
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V FR values, which were obtained by integrating velocities within voxels in
the same slices (cf. step 8 in the proposed data post-processing procedures).
Errors may occur within voxels at interfaces between liquid and porous ma-
terials, since these voxels are only partially ﬁlled with liquid. However, the
spatial resolution was very high (1252 × 500μm3 in 2D and 1603 μm3 in 3D
imaging experiments), i.e. the voxel size was much smaller than the mean
pore size of about 2mm. Thus, the partial volume eﬀects were regarded
as negligible. This integration was examined by NMR measurements of the
simple laminar ﬂow of distilled water in a tube using the Bruker coil. The
V FR values calculated by integration agree with the V FR values calculated
by parabolic ﬁtting (cf. Figure 3.13, 3.14, and 3.15, as well as Table 3.2).
In the future, Computational Fluid Dynamics (CFD) studies can be per-
formed based on the detailed knowledge on the porous structures, which can
be acquired by MRI or XMT. This will allow a cross-validation between the
simulated velocity ﬁelds and the velocity maps measured by the proposed
RARE PC-MRI method.
3.5 Further Investigations using the Proposed
RARE PC-MRI Method
The proposed RARE PC-MRI method was applied to further investigations.
First, a preliminary combination with XMT on a similar porous ﬁlter for
the desired deep bed ﬁltration studies was performed. Second, feasibility of
the proposed RARE PC-MRI method was surveyed on similarly templated
small-pore ﬁlters, in which higher B0 inhomogeneity will be introduced and
larger inter-pore displacements of spins within the echo train will take place
than in the large-pore ﬁlter.
3.5.1 Preliminary Combination with XMT
Together with the collaborator (Gerd Mikolajczyk) from the Chair of Mag-
netoﬂuiddynamics, Measuring and Automation Technology, Institute of Fluid
Mechanics, Technical University of Dresden, preliminary studies on deep bed
ﬁltration were performed according to the following procedures:
1. A clean porous ﬁlter sample was installed into the ﬁltration cell and
saturated by distilled water for NMR measurements.
2. Velocity maps of the slow distilled water ﬂow through the ﬁltration cell
with a predeﬁned pumping rate were measured by the proposed RARE
PC-MRI method before deep bed ﬁltration.
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3. A series of XMT measurements were performed at discrete time points
during deep bed ﬁltration.
4. Image registration was used to combine XMT images and NMR velocity
maps for further quantitative analysis of correlation between particle
deposition and ﬂow ﬁelds.
An exemplary study with a pumping rate of 63.0mm3/s is illustrated in
Figure 3.21 and 3.22. Figure 3.21 shows the evolution of particle deposition
acquired by XMT, and Figure 3.22 shows the NMR velocity maps combined
with the XMT images by the image registration procedures described before.
Pore-wise evaluation of deep bed ﬁltration, e.g. discovering pore ﬁlling fac-
tor changes versus Reynolds numbers of each pore, can then be applied to
discover correlation between particle deposition and velocity ﬁelds.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.21: Cross-sectional rendered XMT images of the porous ﬁlter (blue)
and deposited particles (red) in the deep bed ﬁltration process at t = 0
(a), 7.5min (b), 15min (c), 30min (d), 60min (e), 120min (f), 240min
(g), and 360min (h). Reproduced by the collaborator (Gerd Mikolajczyk)
from a manuscript entitled ”Colloid deposition in monolithic porous media
- Experimental investigations using X-ray computed microtomography and
magnetic resonance velocimetry” submitted to J. Chem. Eng. Sci..
3.5. FURTHER INVESTIGATIONS USING THE PROPOSED RARE PC-MRI METHOD93
Figure 3.22: Combined XMT images and NMR velocity maps. Reproduced
by the collaborator (Gerd Mikolajczyk). Deep red and deep blue regions
represent deposited particles and pores, respectively.
Note that the combination of both technologies described above neglected
the ﬂow ﬁeld changes during the deep bed ﬁltration process, which is only
valid when the ﬁltration time is relatively short and no signiﬁcant block
of pores exists. This design of experiments was due to the fact that the
collaborator with the home-made XMT scanner is not on-site. However, in
the future, an additional NMR experiment may be performed at the end of
the deep bed ﬁltration process for calibration.
3.5.2 Preliminary Results on Small-pore Porous Fil-
ters using the Bruker Coil
A similarly templated porous ﬁlter with a substantially smaller mean pore
size (about 0.8mm) than the porous ﬁlter desired for deep bed ﬁltration
studies was used for investigating the limits of the proposed RARE PC-MRI
method in the case of more inhomogeneous B0 and larger displacements of
spins within the echo train. In these preliminary experiments, the Bruker
coil was used to exclude further errors originating from B1 inhomogeneity.
With a certain pumping rate, the maximum velocity value inside this
small-pore ﬁlter was estimated by multiplying the expected value inside the
large-pore ﬁlter with the factor of (2.0/0.8)2 = 6.25 as the square of the ratio
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between the mean pore sizes of these two ﬁlters. Thus, with a pumping rate
set to 12.6mm3/s, the expected maximum velocity value inside this small-
pore ﬁlter was 6.25 · 5 = 31.25mm/s. Therefore, much shorter echo train
length should be used for velocimetry on this small-pore ﬁlter.
As a starting point, 3D imaging with 1D velocimetry was still performed
with a protocol similar to the protocol in studies of the large-pore sample
as follows: rectangular RF pulses, τ 4.0ms, eﬀective TE 16.0ms / 24.0ms
(odd / even echo), FOV 30 × 20 × 20mm3, matrix size 192 × 128 × 128,
voxel size 156 × 156 × 156μm3, read direction z, RARE phase encoding in
the y-direction, NRARE 16, echo train length 264.0ms, tΔ 4.0ms, V ENC
5.0mm/s, 1D velocity encoding in the z-direction, NV E 2, TR 1.0 s, NA 2,
ttotal 2.28h.
Before the measurement, several issues were expected in acquired veloci-
ties inside the small-pore ﬁlter: (i) phase wrapping due to a V ENC smaller
than the expected maximum velocity value; (ii) erroneous velocity values be-
cause of large displacements of spins within the echo train (up to 8.25mm
through the whole echo train and 0.75mm between the excitation and acqui-
sition of the central k-space). Results of the measurement, as shown in Figure
3.23, indicate that: (i) large velocity values, which are expected inside the
porous ﬁlter according to the mass conservation law, were not obtained by
the proposed RARE PC-MRI method; (ii) velocity values outside the porous
ﬁlter were correctly acquired only when both means of oﬀset correction and
echo combination were used (averaged V FRz = 12.5± 1.54mm3/s).
In further measurements, the velocimetry accuracy inside the small-pore
ﬁlter was not reproduced by using diﬀerent voxel size (78μm and 156μm),
NRARE (4 and 8), V ENC (2.5mm/s, 7.5mm/s, 10mm/s, 20mm/s, and
40mm/s), and pumping rate (6.3mm3/s). Velocity errors originating from
phase wrapping and partial volume eﬀects were already excluded by mea-
surements using high 3D spatial resolution and large V ENC. However, even
with a decreased echo train length and thus reduced displacements in the
echo train (e.g. an echo train length of 72ms with an NRARE of 4, leading to
displacements up to 2.25mm through the whole echo train and 0.75mm be-
tween the excitation and acquisition of the central k-space, which are close to
the values in the measurement on the large-pore sample described in Section
3.3.4), the measured velocities inside the small-pore ﬁlter were still incorrect.
This inaccuracy was not surprising since the inter-pore displacements in the
echo train were still large (up to 2.81 pores through the whole echo train and
0.94 pores between the excitation and acquisition of the central k-space).
However, when the proposed RARE PC-MRI method was applied on
another similar small-pore porous ﬁlter (mean pore size about 0.7mm) after
pore saturation by a stronger vacuum pump than before, the velocity maps
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Figure 3.23: Results of 3D imaging with 1D velocimetry on a small-pore
sample. (a) NMR image of the central xz-slice. (b) Longitudinal velocity
(vz) map of the central xz-slice. (c) Plot of longitudinal V FR (V FRz) values
versus xy-slice position.
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can be correctly measured again. With a pumping rate of 47.9mm3/s, 3D
imaging with 3D velocimetry was performed with the following protocol:
rectangular RF pulses, τ 4.0ms, eﬀective TE 16.0ms / 24.0ms (odd / even
echo), FOV 40× 20× 20mm3, matrix size 200× 100× 100, voxel size 200×
200 × 200μm3, read direction z, RARE phase encoding in the y-direction,
NRARE 10, echo train length 168.0ms, tΔ 8.0ms, V ENC 15.0mm/s, 3D
velocity encoding in the x-, y- and z-directions, NV E 4, TR 1.0 s, NA 2, ttotal
4.44h. The expected maximum velocity was 155.1mm/s, leading to very
large displacements of spins in the echo train.
The corresponding results are shown in Figure 3.24. The averaged longi-
tudinal V FR (V FRz) is 49.7± 11.4mm3/s, and the representative averaged
transversal V FR (V FRy) is −6.78 ± 9.67mm3/s. As observed, the ﬂuc-
tuations in velocimetry on this small-pore sample were higher than on the
large-pore sample. Surprisingly, however, the velocimetry accuracy was par-
tially restored. This implies that: (i) estimation method for the maximum
velocity value may be not applicable; (ii) thin ﬁlm ﬂow may exist as a bypass
at the wall of the small-pore ﬁlters, which require higher pressure for pore
saturation than the large-pore ﬁler and thus will be saturated only with suﬃ-
ciently strong vacuum pump. The reduced velocimetry accuracy may at least
result from increased inter-pore displacements, particularly with more signif-
icant velocity changes in more heterogeneous systems. Experiments may be
performed in the future to further validate the method on small-pore samples
and investigate the inﬂuences of enhanced T2 relaxation.
3.6 Conclusion
In this subproject, an optimized RARE PC-MRI method was proposed to
achieve fast, robust and accurate velocity mapping for slow liquid ﬂow in
porous materials. NMR measurements of slow liquid ﬂow in porous materi-
als within a horizontal magnet are enabled by using pulse sequence modiﬁca-
tions, particularly the combined use of odd and even echoes and an adjusted
RF coil. The achievement without further investigations in Section 3.5 (i.e.,
the combination with XMT and the experiments on small-pore samples) was
published as a journal article [99], and the combination with XMT described
in Section 3.5.2 was already submitted as a journal contribution. While this
approach was primarily developed for studies on deep bed ﬁltration, it may
also be of interest for other NMR Velocimetry studies. In the future, the
proposed method may also play an important role in studying slow liquid
ﬂow in other heterogeneous systems, such as the dissolution of pharmaceu-
tical tablets. By modifying the SE based velocity encoding module in the
3.6. CONCLUSION 97
x [mm]
z 
[m
m]
−10  −5   0   5  10−20
−10
  0
 10
 20
x [mm]
z 
[m
m]
−2 −1 0 1 2
−5
−4
−3
−2
−1
0
1
2
3
4
(a)
0 20 40 60 80−20
−10
  0
 10
 20
xy
−S
lic
e 
Po
sit
io
n 
[m
m]
VFR
z
 [mm3/s]
 
 
Measured
Expected
(b)
x [mm]
y 
[m
m]
−10  −5   0   5  10−10
 −5
  0
  5
 10
x [mm]
y 
[m
m]
−2 −1 0 1 2
−3
−2
−1
0
1
(c)
−10  −5   0   5  10−20
−10
0
10
20
xz−Slice Position [mm]
VF
R
y 
[m
m3
/s
]
 
 
Measured
Expected
(d)
Figure 3.24: Results of 3D imaging with 3D velocimetry on another small-
pore sample. (a) NMR image of the central xz-slice with overlaid velocity
vector ﬁelds, and enlarged view of an image section (blue rectangle). (b)
Plot of longitudinal V FR (V FRz) versus xy-slice position. (d) NMR image
of the central xy-slice with overlaid velocity vector ﬁelds, and enlarged view
of an image section (blue rectangle). (d) Plot of transversal V FR in the
y-direction (V FRy) versus xz-slice position.
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pulse sequence to contain velocity encoding gradients separated by multiple
refocusing pulses or using STE based velocity encoding module, a relatively
long tΔ can be obtained with increased T2 contrast for velocimetry of very
slow ﬂow, such as water uptake in porous materials.
Chapter 4
PC-MRI of Gas Flow
4.1 Introduction
Reactions in gas ﬂow through heterogeneous catalytic reactors are used in a
wide range of industrial applications, for instance reforming of natural gases
and other hydrocarbons as well as air pollution prevention [100]. Studies of
heat and mass transport during such processes can indicate the inﬂuences
of porous structure designs (e.g. porosity, morphology, pore size, strut or
pellet sizes) on reaction eﬃciency. Therefore, knowledge of gas ﬂow patterns
indicating dispersion, channeling, and dead zones in porous structures is
highly desirable. This can be measured by spatially resolved NMR methods,
especially spatially resolved NMR Velocimetry for measuring gas ﬂow ﬁelds
[101]. Moreover, the resulting velocity maps can be used for validation of
CFD simulation on gas ﬂow ﬁelds in heterogeneous systems.
However, MRI methods of gas ﬂow are often restricted by the low SNR
due to the low spin density, the fast transversal relaxation and the strong
molecular diﬀusion. NMR measurements of hyperpolarized gas ﬂow can over-
come the SNR limitation by polarizing spins to states far beyond thermal
equilibrium conditions [102, 103, 104, 105, 106, 107, 108]. In practice, hy-
perpolarization of gas nuclei is generally implemented on 3He, 129Xe, and
83Kr by Spin Exchange Optical Pumping (SEOP) [102, 103, 104, 105, 106,
107, 108]. Such processes include laser induced polarization and subsequent
transfer of the polarized states by exchange eﬀects, and require dedicated de-
vices and experimental setups such as a laser system for pumping and alkali
metal for exchange. Moreover, in many cases, additional controlling of tem-
perature and gas pressure is necessary after hyperpolarization and before the
desired gas ﬂow applications. On the other hand, these gases with such nu-
clei, particularly 3He, have much narrower applications than the gases which
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are easy to gain and prepare. Therefore, spatially resolved NMR methods of
thermally polarized gas ﬂow are still of great interest in many applications.
The feasibility of spatially resolved NMR Velocimetry of thermally polar-
ized gas ﬂow was ﬁrst proven by ﬂow studies of 1H-containing acetylene
(C2H2), propane (C3H8), and butane (C4H10) in monolithic catalysts at
B0 = 7T [100]. Subsequently further ﬂow studies of thermally polarized
1H-
containing gases in heterogeneous systems were published [109, 110]. More
recently, the thermally polarized 19F -containing sulfur hexaﬂuoride (SF6) at-
tracted interest due to several NMR characteristics: high gyromagnetic ratio
and large natural abundance of 19F (cf. Table 1.1), large number of 19F
nuclei per molecule, and relatively slow molecular diﬀusion. Thus, several
studies using spatially resolved NMR Velocimetry on SF6 in porous mate-
rials were published [111, 112, 113, 114]. All these applications show the
feasibility of characterization of the thermally polarized gas ﬂow ﬁelds, the
porous structures, as well as the heat and mass transport properties. Though
inferior to the chemically inert sulfur hexaﬂuoride in the NMR characteris-
tics described above, 1H-containing gases such as hydrocarbons are much
more widely used in catalytic reactions. Therefore, spatially resolved NMR
Velocimetry of thermally polarized 1H-containing gas ﬂow is still valuable.
In the literatures mentioned above [100, 109, 110, 111, 112, 113, 114],
single- or multi-slice 2D imaging with velocimetry was usually performed,
and sub-pore-scale to pore-scale anisotropic spatial resolution with small in-
plane voxel size and moderate voxel size in the slice direction was achieved.
In studies aiming at isotropic information of ﬂow ﬁelds and porous structures,
3D imaging with sub-pore-scale to pore-scale isotropic spatial resolution may
be more valuable. This increases the challenges of obtaining suﬃciently high
SNR, which can be achieved by optimizing the measurement protocols. More-
over, in previous publications [100, 109, 110, 111, 112, 113, 114], there was
still no structured routine for this optimization. In this subproject, such
standardized procedures were developed and applied in studies on a gas re-
actor.
4.2 Methods and Results
In this subproject, SE based velocity encoding was preferred over STE based
velocity encoding, in order to avoid the general signal loss of 50% in STE
based pulse sequences, and PC-MRI was considered superior to q-space MRI
with respect to the number of required displacement encoding steps and
thus minimum measurement time. Three means were used in the proposed
procedures: (i) adjusting TR and excitation FA; (ii) adjusting TE based on
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T2 and the diﬀusion coeﬃcient D; (iii) phase cycling.
4.2.1 Pulse Sequence and Experimental Setup
An SE PC-MRI pulse sequence was used in this subproject. Figure 4.1 shows
a diagram for non-slice-selective 3D imaging with 1D velocimetry by applying
linear phase encoding in two orthogonal directions. For slice-selective 2D
imaging, soft RF pulses with slice-selection and slice-rephasing gradients were
used instead of hard RF pulses, and linear phase encoding was only performed
in one direction. Velocity encoding gradients before and after the refocusing
pulse also acted as crusher gradients, and dedicated crusher gradients could
be omitted resulting in less diﬀusion-associated signal loss. Since strong
velocity encoding gradients will lead to strong diﬀusion-associated signal loss,
they have typically relatively small magnitudes, constraining the capability of
the pulse sequence to measuring slow gas ﬂow. In such cases, velocity oﬀsets
originating from gradient imperfections were neglected in this subproject.
For more eﬃcient suppression of the FID signals, RF phase cycling can be
used as discussed later.
Figure 4.1: The SE PC-MRI pulse sequence for 3D imaging with 1D ve-
locimetry, applied with linear phase encoding in two orthogonal directions.
For slice-selective 2D imaging, soft RF pulses with slice-selection and slice-
rephasing gradients in the slice direction are used instead of hard RF pulses,
and linear phase encoding is only performed in one direction.
102 CHAPTER 4. PC-MRI OF GAS FLOW
In this subproject, a horizontal gas reactor compatible for NMR experi-
ments [115, 116] was used. This reactor was designed and customized by the
collaborator (Ju¨rgen Ulpts) from the Department of Chemical Engineering
- Recovery and Recycling, Center for Environmental Research and Sustain-
able Technology, Faculty 04 (Production Engineering), University of Bremen.
Porous materials, e.g. packed beds or porous sponges, can be mounted into
the reactor bore, which has a diameter of 30mm. In this subproject, the
mounted materials were three cylindrical porous sponges (Hofmann Ceram-
ics, Germany) bounded by a heat shrink tube. The sponges have a diameter
of 25mm, a height of 24mm, an open porosity of 0.75, and a mean pore sizes
of about 1.3mm (cf. Figure 4.2a). Gas ﬂow can be supplied by the mass
ﬂow controllers (F-201CV, Bronkhorst, Netherlands; FMA-2618-A, Omega
Engineering, USA) connected. Figure 4.2 shows the porous sponges and the
gas reactor for the measurements. Nitrogen was used for system initializa-
tion before each NMR experiment and clean-up after each NMR experiment.
Methane (CH4) was used as the measured thermally polarized gas. The
pressure was 1.5 bar and the V FR was 2.5 × 104mm3/s, supporting gas
ﬂow through the mounted porous sponges with expected maximum velocity
of 250mm/s. The Bruker coil was used for all NMR experiments in this
subproject.
4.2.2 Optimization Procedures
Before PC-MRI, an NMR experiment for T2 measurement was performed
on a dedicated sample, which was a glass tube ﬁlled with porous sponges
similar to those described above and methane with a pressure of 1.5 bar.
The measured T2 value was about 9.2 ± 3.1ms. The diﬀusion coeﬃcient D
value is 14.5mm2/s according to literatures [117, 118].
Initially the imaging geometry was determined according to the reactor
structure: FOV 96 × 64 × 64mm3, matrix size 120 × 80 × 80, voxel size
800 × 800 × 800μm3, read direction z. And V ENC (cf. Equation 3.1) was
set to 300mm/s, which is moderately higher than the expected maximum
velocity of 250mm/s to avoid phase wrapping. The other parameters will
be derived as described in the following.
In NMR measurements, full recovery of the magnetization (i.e. → M0)
after the signal acquisition can be achieved by using a very long TR (typically
TR > 5T1). In practice, a much shorter TR (smaller than or comparable to
T1) is used for the demand of minimum temporal resolution. In such cases,
an optimal SNR will be yielded, if the excitation FA equals to the Ernst
Angle αE (typically αE 	= 90 ◦) [119]. Compared to an excitation FA of 90 ◦,
certain longitudinal component of the magnetization is preserved through
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(a) (b)
(c)
Figure 4.2: (a) Photo of the porous sponges. (b) Photo of the gas reactor
with mounted porous sponges. (c) Design of the gas reactor in the NMR
scanner. Reproduced by the collaborator (Ju¨rgen Ulpts).
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the excitation-acquisition period with an excitation FA of αE, resulting in
a larger magnetization after the recovery delay and thus a larger transversal
component of the magnetization during the signal acquisition.
In single SE NMR methods, αE > 90
◦, i.e. Mz is negative after the exci-
tation pulse with an FA of αE and is subsequently inverted by the refocusing
pulse with an FA of 180 ◦, and thus positive. The theoretical dependency of
signals in single SE NMR on TR and excitation FA α is given by
S(TR, α) ∝ sinα · 1− e
−TR/T1
1 + cosα · e−TR/T1 . (4.1)
With the Ernst Angle αE,
∂S(TR, α)
∂α
|α=αE = 0. (4.2)
Thus, the Ernst Angle αE given by
αE = arc cos(−e−TR/T1) (4.3)
is larger than 90 ◦ when TR is not much longer than T1. As a consequence,
the optimal signals are given by
S(TR, α)|α=αE ∝
√
1− e−TR/T1
1 + e−TR/T1
. (4.4)
Before performing single SE PC-MRI measurements, the NMR signals in
the spatial domain was estimated as follows:
1. The proposed SE PC-MRI pulse sequence was executed with only the
read gradient switched on, and the resulting time-domain NMR signals
were 1D projections of the measured object.
2. Magnitudes of the NMR signals were accumulated in the time domain,
and the result was regarded as an estimate of NMR signals in the spatial
domain.
This way of estimation is directly available in ParaVision 5.1.
The estimates of NMR signals in the spatial domain versus TR from
25ms to 250ms were measured with diﬀerent excitation FA (90 ◦, 120 ◦, and
150 ◦), as plotted in Figure 4.3. Such limits of TR was determined due to the
minimum TR and the demanded measurement time. According to Equation
4.1, the NMR signal estimate as a function of TR with an excitation FA of
90 ◦ can be simpliﬁed as
S(TR, α = 90 ◦) ∝ (1− e−TR/T1). (4.5)
4.2. METHODS AND RESULTS 105
Thus, exponential ﬁtting was performed on the data points measured with
an excitation FA of 90 ◦, and the resulting T1 value was about 122ms (cf.
Figure 4.3, blue dashed line). According to Equation 4.1, such T1 value
agrees with the observed ﬁnding in Figure 4.3: signals with an excitation
FA of 120 ◦ were stronger than signals with an excitation FA of either 90 ◦
or 150 ◦ in the TR range of [25, 250]ms; and signals with an excitation FA
of 150 ◦ were only stronger than signals with an excitation FA of 90 ◦ when
TR < 100ms.
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Figure 4.3: Measured estimates of NMR signals in the spatial domain versus
TR with diﬀerent excitation FA. Blue dashed line represents exponential
ﬁtting of the data points measured with an excitation FA of 90 ◦, and the
resulting T1 value was about 122ms.
Equation 4.4 and Figure 4.3 indicate that, no matter how large an ex-
citation FA is, a prolonged TR will lead to an improved SNR in a single
measurement. In practice, signal averaging of repetitive measurements can
be applied, i.e. NA > 1, to increase the SNR. The measurement time will
then certainly be prolonged, but the temporal resolution can still be main-
tained when a moderate NA is used. The signal eﬃciency St, deﬁned as the
NMR signals obtained per unit measurement time, was used as a measure of
SNR improvement by signal averaging of repetitive measurements. It can be
given by
St(TR, α) ∝ S(TR, α)√
TR
∝ sinα · (1− e
−TR/T1)√
TR · (1 + cosα · e−TR/T1) . (4.6)
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The corresponding simulation of the signal eﬃciency St versus TR with
diﬀerent excitation FA is illustrated in Figure 4.4. An optimal SNR can be
gained when a large excitation FA ( 120 ◦) and a short TR (< 100ms)
are used. Moreover, with an increased excitation FA, the TR should be
shortened for an optimal SNR (cf. Equation 4.3).
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Figure 4.4: Simulated eﬃciency of NMR signals in the spatial domain versus
TR with diﬀerent excitation FA.
According to Equation 4.6, the signal eﬃciency was then calculated based
on the measured data (cf. Figure 4.3). The results are plotted as the solid
markers in Figure 4.5. On the other hand, the simulated signal eﬃciency
versus TR with the same excitation FA (90 ◦, 120 ◦, and 150 ◦) are plotted
as dashed lines in Figure 4.5. They are the same as solid lines in Figure 4.4
with identical colors. With an excitation FA of 90 ◦ or 120 ◦, the measured
signal eﬃciency generally agree with the simulated values. However, with an
excitation FA of 150 ◦, the predicated signals deviated from the measured
data. This may be explained as consequences of diﬀerent T1 values in bulk
volume and at surfaces [38], B1 inhomogeneity (particularly severe with a
large FA for such a large FOV ), or signal oﬀsets due to noise from electronics.
Based on both measured and simulated signal eﬃciency values (cf. Figure
4.5), to achieve the optimal SNR, the excitation FA should be about 120 ◦,
and the corresponding TR values could be between 50ms and 75ms. In this
subproject, TR was determined as 50ms. Simulated according to Equation
4.1, the signal estimates also proportional to the signal eﬃciency are plotted
4.2. METHODS AND RESULTS 107
  0  50 100 150 200 250 3000
50
100
150
200
250
TR [ms]
Si
gn
al
 E
ffi
cie
nc
y
 
 
α=90°, measured
α=90°, simulated
α=120°, measured
α=120°, simulated
α=150°, measured
α=150°, simulated
Figure 4.5: Measured and simulated eﬃciency of NMR signals in the spatial
domain versus TR with diﬀerent excitation FA. Dashed lines represent
simulation results and are the same as solid lines in Figure 4.4 with identical
colors.
in Figure 4.6 as a function of the excitation FA with such TR (50ms) and
given T1 (122ms). The corresponding Ernst Angle is αE = 132
◦ according to
Equation 4.3. In practice, further signal estimation as described above was
performed with diﬀerent excitation FA by changing the RF transmission
power with a step length of 0.5 dB and an initial value for an excitation
FA of 90 ◦. Finally, maximum signals were found at +3.0 dB, resulting in
an excitation FA of 127 ◦ close to αE = 132 ◦ and thus leading to an SNR
improvement of about 33% compared to the SNR with an excitation FA of
90 ◦ (cf. Figure 4.6).
The next step for optimization was to ﬁnd a compromise between signal
decays by T2 relaxation (∝ e−TE/T2) and diﬀusion (∝ e−b·D), i.e.
S(TE, b) ∝ e−TET2 −b·D. (4.7)
The signal decay by T2 relaxation can be reduced with a shortened TE, which
decreases the upper limit of the delay between velocity encoding gradients
tΔ. With a shorter tΔ, a stronger velocity encoding gradient magnitude GV E
is required for maintaining the V ENC (cf. Equation 3.1), thus leading to
the larger signal decay by diﬀusion. Vice versa, a prolonged tΔ allows a
weakened GV E for the reduced signal decay by diﬀusion, but increases the
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Figure 4.6: Simulated estimates of NMR signals in the spatial domain versus
excitation FA with TR = 50ms and T1 = 122ms according to Equation 4.1.
The values are normalized to the maximum. Red dashed lines indicate the
Ernst Angle αE = 132
◦.
lower limit of TE, thus resulting in the larger signal decay by T2 relaxation.
A simpliﬁed relation between TE and tΔ was assumed for further discussion,
and will be described in the following.
Except for the mandatory gradients for spatial encoding (i.e. frequency
encoding and phase encoding gradients), the signal decay by diﬀusion orig-
inates from the diﬀusion-sensitizing velocity encoding gradients. Therefore,
the b value [120] is given by
b  (NV E − 1) · (γGV Etδ)2 · (tΔ − tδ
3
), (4.8)
with the factor (NV E − 1) indicating that velocity encoding gradients are
applied in one direction for 1D velocimetry or in three orthogonal directions
for 3D velocimetry (cf. Subsection 3.3.1). Thus, for minimizing the b value,
reducing tδ is more eﬃcient than reducing tΔ. In this subproject, tδ was at
least four times smaller than tΔ, so that tΔ  tδ3 . The b value can then be
simpliﬁed as
b  (NV E − 1) · (γGV Etδ)2 · tΔ. (4.9)
With a certain V ENC (cf. Equation 3.1), the b value can then be given by
b  (NV E − 1) · ( π
NV E · V ENC )
2 · 1
tΔ
. (4.10)
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On the other hand, tΔ should be maximized if a certain TE is used.
Therefore, in the pulse sequence, the ﬁrst velocity encoding gradient was
switched on immediately after the end of the excitation pulse, and dephas-
ing in the read direction was applied immediately after the second velocity
encoding gradient was switched oﬀ. The simpliﬁed relation between tΔ and
TE can then be given by
TE = tΔ + tother (4.11)
with tother equals to the sum of all other durations and delays. tother was
regarded as constant, when the excitation pulse duration, tδ, frequency en-
coding parameters (i.e. FOV , matrix size and BWacq) and thus dephasing
and frequency encoding gradients in the read direction were determined.
Therefore, TE was approximately proportional to tΔ, i.e.
TE ∝ tΔ (4.12)
According to Equation 4.7, 4.10, and 4.12, the NMR signals with decays
by T2 relaxation and diﬀusion can be described as a function of tΔ, given by
S(tΔ) ∝
√
NV E · e−
tΔ
T2
−(NV E−1)·( πNV E ·V ENC )
2· D
tΔ (4.13)
with the factor
√
NV E representing the SNR improvement due to signal av-
eraging of NV E measurements. The signals will have the minimum loss if
∂S(tΔ)
∂tΔ
|
tΔ=t
(opt)
Δ
= 0, (4.14)
i.e.
t
(opt)
Δ =
√
NV E − 1 · π
NV E · V ENC ·
√
D · T2. (4.15)
The signals with the minimum loss can be given by
S(tΔ)|tΔ=t(opt)Δ ∝
√
NV E · e−
√
NV E−1· 2πNV E ·V ENC ·
√
D
T2 , (4.16)
With V ENC = 300mm/s, D = 14.5mm2/s, and T2 = 9.2ms, the sim-
ulated signals (cf. Equation 4.13) are plotted versus tΔ simulated according
to Equation 4.13 are plotted in Figure 4.7. The t
(opt)
Δ value calculated accord-
ing to Equation 4.16 was 1.65ms. As shown in Figure 4.7, the attenuation
of signals with an increasing tΔ in the range of tΔ > t
(opt)
Δ is less signiﬁ-
cant than the attenuation of signals with an decreasing tΔ in the range of
tΔ < t
(opt)
Δ . For instance, if tΔ = 0.65ms, which is 1ms shorter than t
(opt)
Δ ,
the signal loss compared to the optimal signals will then be about 15%, while
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Figure 4.7: NMR signals versus tΔ simulated according to Equation 4.13 with
tother = const and normalized to the maximum. Red dashed lines represent
the minimum signal loss when tΔ = t
(opt)
Δ .
if tΔ = 2.65ms, which is 1ms longer than t
(opt)
Δ , the signal loss compared to
the optimal signals will only be about 4%.
After the two procedures described above, the excitation FA, TR, and
tΔ were determined in the measurement protocol: excitation FA 127
◦, TR
50ms, tΔ 1.65ms. The rest of measurement parameters were: TE 3.15ms,
NA 8, measurement time 2.84h.
The last optimization procedure was improving phase cycling. A simple
two-step phase cycle for the excitation pulse was initially used(cf. Table
4.1a), however, leading to image artifacts (cf. Figure 4.8a). This was inter-
preted as ineﬃcient suppression of FID signals of the excitation pulse due
to the refocusing pulse whose FA was not exactly 180 ◦ because of B1 inho-
mogeneity. Therefore, a simple four-step phase cycle (cf. Table 4.1b) was
used instead, and the image artifacts with stripe patterns (cf. Figure 4.8a,
particularly in the bulk volume regions at the edges in the z-direction) were
eﬃciently suppressed (cf. Figure 4.8b). Note that the curved regions at
the edges in the z-direction do not represent the real structures in the gas
reactor but are due to the nonlinearity of gradients. The bright regions at
the edges in the x- and y-directions as a hollow cylinder surrounding the gas
reactor, represent the sealing cord made of glass ﬁber and used between the
gas reactor and the Bruker coil.
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Table 4.1: Phase cycling schemes in this subproject.
step excitation refocusing acquisition
1 0 ◦ 90 ◦ 0 ◦
2 180 ◦ 90 ◦ 180 ◦
(a) A simple two-step phase cycle for the excitation pulse, corresponding
NMR images in Figure 4.8a.
step excitation refocusing acquisition
1 0 ◦ 90 ◦ 0 ◦
2 180 ◦ 90 ◦ 180 ◦
3 180 ◦ 180 ◦ 0 ◦
4 0 ◦ 180 ◦ 180 ◦
(b) A simple four-step phase cycle for both the excitation and refocusing
pulses, corresponding NMR images in Figure 4.8b.
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Figure 4.8: NMR images of methane in the gas reactor with the two-step
phase cycle illustrated in Table 4.1a (a) and with the four-step phase cycle
illustrated in Table 4.1b (b). Image artifacts with stripe patterns (particu-
larly in the bulk volume regions at the edges in the z-direction) can only be
found in (a).
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Applying all of the above optimization procedures, 3D imaging with 3D
velocimetry can yield moderate SNR and is able to measure the velocity maps
of thermally polarized methane ﬂow in porous sponges. Results are displayed
in Figure 4.9, in which only the central region of the images (48×32×32mm3)
is displayed.
Otsu’s thresholding algorithm [43] was applied for binary masking of the
NMR images. Voxels within the mask were regarded as methane-containing
voxels, through which methane was ﬂowing. The SNR, which was estimated
by comparing the mean image intensities of methane-containing voxels in the
central region of the gas reactor and the STD of image intensities of voxels
outside the gas reactor, was about 23.
Due to the pore-scale spatial resolution, the quantitative analysis of ve-
locimetry accuracy was not based on slice-wise V FR. Instead, it was based
on statistics of averaged velocities of methane-containing voxels in two re-
gions: the porous sponges (a horizontal cylinder with a diameter of 25mm),
and the sealing cord between the porous sponges and the inner surface of the
reactor bore (a hollow horizontal cylinder with a wall thickness of 2.5mm).
They form the whole region of the gas reactor (a horizontal cylinder with a
diameter of 30mm). These two cylindrical regions as well as the Bruker coil
were assumed as coaxial in the following quantitative analysis. Additionally,
for compensating partial volume eﬀects, voxel-wise weighting based on NMR
image intensities was performed when calculating the averaged velocities.
The corresponding results are summarized in Table 4.2.
Table 4.2: Statistics results of averaged velocities in diﬀerent regions.
region v¯x [mm/s] v¯y [mm/s] v¯z [mm/s]
porous sponges −0.875± 1.45 −1.71± 0.795 56.6± 4.19
sealing cord −1.47± 2.37 −2.28± 1.78 5.33± 9.47
(a) Results of non-weighted calculation.
region v¯x [mm/s] v¯y [mm/s] v¯z [mm/s]
porous sponges −0.840± 1.35 −1.72± 0.721 60.8± 3.87
sealing cord −1.31± 2.14 −2.19± 1.58 6.15± 9.96
(b) Results of weighted calculation.
No transversal net ﬂow in the porous sponges and the sealing cord was
observed corresponding to the low averaged velocity components in the x- and
y-directions. Compared to the averaged velocity component in z-direction
in the region of the porous sponges, the averaged velocity component in z-
direction in the region of the sealing cord was non-negligible, implying a
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Figure 4.9: Results of 3D imaging with 3D velocimetry. (a) NMR image of
the central xz-slice with overlaid velocity vector ﬁelds and enlarged view of
an image section (blue rectangle). (b) NMR image of the central xy-slice
with overlaid velocity vector ﬁelds and enlarged view of an image section
(blue rectangle).
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possible bypass of methane ﬂow through this region.
With the open porosity (0.75) of the porous sponges, the V FR through
the region of porous sponges can be calculated by
V FR = v¯ · π(diameter
2
)2 · open porosity. (4.17)
The calculated V FR through this region was (2.08±0.154) ·104mm3/s using
non-weighted averaged velocity, and (2.24±0.142)·104mm3/s using weighted
averaged velocity. While the latter value is closer to the expected V FR of
2.5 · 104mm3/s, there was still a loss of about 10%, indicating a bypass
of methane ﬂow through the region of the sealing cord. However, without
knowledge of porosity of the sealing cord, the calculation of V FR through
the corresponding region is not possible.
The velocimetry accuracy of the proposed method was examined later by
performing the pulse sequence with the same measurement protocol on a ded-
icated sample, which is a glass tube ﬁlled with methane of the same pressure
(1.5 bar) as in the experiment mentioned above. Based on quantitative analy-
sis, very small averaged velocities in three directions (v¯x = 1.96±1.72mm/s,
v¯x = −0.830±1.59mm/s, and v¯z = 1.32±0.847mm/s) show that there was
no net ﬂow in the sealed sample.
4.3 Conclusion
In this subproject, standardized procedures for adjusting the measurement
protocol in single SE PC-MRI of thermally polarized gas ﬂow through porous
materials were proposed. With such structured routines, velocity maps of
gas ﬂow can be obtained with moderate SNR, supporting studies of porous
structures in reactors as well as mass transport in catalytic reactions involving
thermally polarized 1H-containing gas ﬂow. A manuscript as an expected
journal contribution on this subproject is in preparation. In the future, CFD
simulation on gas ﬂow ﬁelds in heterogeneous systems may be combined for
cross-validation of both technologies as well as more profound knowledge of
catalytic gas reactions.
Chapter 5
General Conclusion
In this work, spatially resolved NMR methods at B0 = 7T were improved
and optimized for the characterization of mass transport processes including
drying and ﬂow in porous materials, which are often opaque and thus do
not allow the use of optical imaging technologies. The general challenges for
measuring ﬂuids in such heterogeneous systems by NMR techniques are the
strong magnetic susceptibility eﬀects at the interfaces between heterogeneous
matter, the non-negligible B0 inhomogeneity, and the signiﬁcant signal decay
due to transversal relaxation of magnetization. Adequate temporal resolution
is also demanded for monitoring the changes of the heterogeneous systems,
which is particularly diﬃcult to achieve when high 3D spatial resolution is
also required. The measured NMR images with the desired contrast not
only can provide information of the porous structures, but also will lead to
deeper understanding of mechanisms underlying the corresponding dynamic
processes in porous materials, thus allowing improvements on system designs.
Employed in a variety of applications, drying in porous materials repre-
sents liquid removal by evaporation and notably inﬂuences the ﬁnal product
quality. Measured by MRI, the information of the evolution of liquids in
such materials can help to improve production procedures. In this work,
ZTE MRI with predominant spin density contrast and negligible signal de-
cay by T ∗2 relaxation was used for drying studies. The existing wave-pattern
image artifacts in ZTE MRI, which do not occur in conventional MRI, were
investigated. Such artifacts proved to be unrelated to missing points in ZTE
MRI, but mainly originate from the background signals of the 1H-containing
RF coil, which due to short T ∗2 are not measured in conventional MRI. Two
strategies were used for an eﬃcient suppression of the background signals.
The ﬁrst strategy was saturating slices in the outer volume for magnetization
preparation, and the second strategy was the use of a 1H-free RF coil. When
such an optimized RF coil is available, the second strategy is preferable for
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avoiding limitations of the OVS module, such as increased RF heating and
gradient duty cycle, as well as prolonged measurement time. In the future,
ZTE MRI may also be used for other applications, such as monitoring liquid
uptake in porous materials. With certain limitations like a centered FOV
encompassing the whole object to be measured, these studies can still beneﬁt
from advantages including high 3D spatial resolution with short or moderate
measurement time, as well as minimized T ∗2 contrast and predominant spin
density contrast.
Deep bed ﬁltration is widely applied for clarifying suspensions, which are
slowly streaming downwards through the porous ﬁlter. Spatially resolved
NMR Velocimetry of the associated liquid ﬂow can help to understand the
movement and immobilization of the particles, thus leading to an improved
ﬁlter design with regard to ﬁltration eﬃciency. In this work, an optimized
RARE PC-MRI method was proposed to achieve fast and accurate velocity
mapping for slow liquid ﬂow in porous materials. A dedicated RF coil with a
high ﬁlling factor was constructed considering the limited space available for a
vertical ﬁltration cell in a horizontal NMR scanner, however, introducing non-
negligible B1 inhomogeneity. Several means including phase cycling, centric
phase encoding, and an Hadamard scheme for velocity encoding were applied
to optimize the RARE PC-MRI pulse sequence for accurately measuring the
displacement introduced phase contrast in a long echo train, even in the case
of a low B1 homogeneity. Two means were of particular importance. One
was the use of data acquired with zero ﬂow to correct the phase contrast
oﬀsets from gradient imperfections, and the other was the combination of
the phase contrast from signals of both odd and even echoes. The proposed
RARE PC-MRI method was combined with XMT for studies on deep bed
ﬁltration to investigate the correlation between particle deposition and liquid
ﬂow ﬁelds, and may play an important role in studying liquid ﬂow in other
heterogeneous systems, such as the dissolution of pharmaceutical tablets.
Gas ﬂow patterns in heterogeneous catalytic reactors may help to indicate
the inﬂuences of porous structure designs on reaction eﬃciency, and can be
measured by MRI. Though having broad applications, thermally polarized
gases exhibit several drawbacks in MRI experiments: low spin density, rapid
transversal relaxation, and strong molecular diﬀusion. They all restrict the
use of MRI because of low SNR. In this work, standardized procedures for
adjusting the measurement protocol in single SE PC-MRI of thermally po-
larized gas ﬂow through porous materials were proposed. Three means were
used in the proposed procedures: adjusting TR and excitation FA; adjusting
TE based on T2 and D; and employing phase cycling. With such structured
routines, velocity maps of the gas ﬂow can be measured with moderate SNR,
supporting studies of porous structures in gas reactors as well as mass trans-
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port in the associated catalytic gas reactions.
In the future, some acceleration strategies like Compressed Sensing may
further improve the temporal resolution. Moreover, CFD simulation may be
used for cross-validation between the simulation and the proposed PC-MRI
methods for ﬂow studies.
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Glossary
1D / 2D / 3D = One- / Two- / Three-Dimensional
CP / CPMG = Carr-Purcell / Carr-Purcell-Meiboom-Gill
CFD = Computational Fluid Dynamics
FID = Free Induction Decay
GRE = Gradient Recalled Echo
NMR / MRI = Nuclear Magnetic Resonance / Magnetic Resonance Imaging
DW-MRI / DT-MRI = Diﬀusion Weighted / Diﬀusion Tensor MRI
PC-MRI = Phase Contrast MRI
OVS = Outer Volume Suppression
RARE = Rapid Acquisition with Relaxation Enhancement
RF = Radio-Frequency
PTFE = PolyTetraFluoroEthylene
SE / STE = Spin Echo / STimulated Echo
SNR = Signal-to-Noise Ratio
STD = STandard Deviation
UTE / ZTE = Ultrashort / Zero Echo Time
XMT = X-ray Micro-Tomography
b b value used for describing NMR signal decay by diﬀusion [s/m2]
B0 / B0 longitudinal static magnetic ﬁeld / its magnitude [T ]
B1 / B1 transversal oscillating magnetic ﬁeld / its magnitude [T ]
BW (δν) / Δν BandWidth [Hz] / frequency shift [Hz]
CS (σ) Chemical Shift
D diﬀusion coeﬃcient [m2/s]
E magnetic energy [eV ]
FA (α) / αE Flip Angle / Ernst Angle
FOV Field-Of-View [m]
G / G magnetic ﬁeld gradient / its magnitude [T/m]
GPE phase encoding gradient [T/m]
Gr read gradient [T/m]
GSS slice selection gradient [T/m]
GV E velocity encoding gradient [T/m]
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γ gyromagnetic ratio (2π · 42.577MHz/T for 1H nucleus)
 reduced Planck constant (6.5821 · 10−16 eV · s)
I nuclear spin quantum number
k / k k-space vector / its magnitude [m−1]
kB Boltzmann constant (8.6173 · 10−5 eV/K)
L / L angular momentum of nuclear spin / its magnitude [eV · s]
Lz azimuthal angular momentum of nuclear spin [eV · s]
M (macroscopic) magnetization
M0 magnitude of magnetization in thermal equilibrium [eV/T ]
Mxy / Mz transversal / longitudinal component of magnetization [eV/T ]
m magnetic quantum number
μ magnetic moment [eV/T ]
N matrix size
N− / N+ spin population of higher / lower energy level
NA Number of Averages
NPE number of phase encoding steps
NRARE RARE factor
Nslice number of slices or secondary phase encoding steps
NV E number of velocity encoding steps
ν0 / ω0 resonance frequency [Hz] / angular resonance frequency [Rad/s]
P propagator [m−1]
q / q q-space vector / its magnitude [m−1]
r / r real space vector / its magnitude [m]
dSS / rSS slice thickness / position [m]
T temperature [K]
T1 spin-lattice relaxation time [s]
T2 / T
∗
2 spin-spin relaxation time [s] / eﬀective transversal relaxation time [s]
TE Echo Time [s]
TR Repetition Time [s]
td dwell time [s]
tdead dead time [s]
tΔ delay between velocity encoding gradients [s]
tδ duration of velocity encoding gradient [s]
tg gradient duration [s]
tp pulse duration [s]
ttotal total measurement time
θ pulse phase
v velocity [m/s]
V ENC Velocity ENCoding range [m/s]
V FR Volumetric Flow Rate [m3/s]
x, y, z / x′, y′, z′ Cartesian coordinates in the laboratory / rotating frame of reference [m]
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