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El congreso que se celebra dentro del Máster en Sistemas Inteligentes 
de la Universidad de Salamanca proporciona la oportunidad ideal para 
que sus estudiantes  presenten las principales aportaciones del trabajo 
de Tesis de Máster y obtengan una realimentación del interés de sus 
trabajos de investigación. Esta segunda edición, correspondiente al 
bienio 2008 - 2009, será un encuentro interdisciplinar, supervisado por 
un grupo de investigadores de reconocido prestigio, pertenecientes a la 
Universidad de Salamanca. 
 
Entre los principales objetivos del congreso se encuentran: 
 
• Ofrecer a los estudiantes un marco donde exponer sus primeros 
trabajos de investigación. 
• Proporcionar a los participantes un foro donde discutir ideas y 
encontrar nuevas sugerencias de compañeros, investigadores y 
otros asistentes a la reunión. 
• Permitir a cada estudiante una realimentación de los 
participantes sobre su trabajo y una orientación sobre las futuras 
direcciones de investigación. 
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Resumen En el presente trabajo se hace uso de una red neuronal Per-
ceptro´n Multicapa con el algoritmo de aprendizaje de retropropagacio´n
de errores, para su aplicacio´n en el reconocimiento de huellas dactilares,
teniendo como objetivo el medir la eficiencia de la red neuronal variando
los datos de prueba, observando el comportamiento de la red en el ca-
so especial de obtener solamente parte de una huella dactilar, donde no
existan las caracter´ısticas que dependen del centro de la huella.
Una vez disen˜ada la estructura general de la red despue´s de varias prue-
bas y debidamente entrenada, se procedio´ a realizar las pruebas variando
los puntos caracter´ısticos y las caracter´ısticas de dichos puntos. Los re-
sultados en general, muestran un mejor reconocimiento al tener todos
los puntos caracter´ısticos de la huella y se va reduciendo el porcentaje
de reconocimiento al disminuir el nu´mero de puntos caracter´ısticos a 12,
mas sin embargo recupera el nivel de porcentaje cuando el nu´mero de
puntos son de 10, 8 y 5. En cuanto al nu´mero de caracter´ısticas disminui-
das, se tiene en general un menor nivel de porcentaje de reconocimiento,
al quitar 2 caracter´ısticas.Se obtuvo un buen porcentaje de aciertos al
quitar las caracter´ısticas que depend´ıan del centro de la huella, as´ı como
el co´digo de la huella, llegando de esta manera al objetivo deseado.
1. Introduccio´n
Existen numerosas te´cnicas para la identificacio´n de las personas que van des-
de claves que son identificadas por procesos informa´ticos, tarjetas con co´digos
de barras o chips integrados, hasta me´todos biome´tricos. La seleccio´n de alguna
de estas te´cnicas dependera´ de la seguridad requerida en el sistema, as´ı como de
los recursos con los que cuente la empresa.
Se debe de tomar en cuenta que los sistemas tradicionales de identificacio´n como
los de clave y tarjetas, entre otros, tienen ciertas deficiencias que hacen ma´s vul-
nerables a las personas y a las empresas, frente a dan˜os de diversas ı´ndoles, como
robos financieros o de informacio´n, etc. Esto ha provocado un gran desarrollo en
la identificacio´n con sistemas biome´tricos[1][2][3].
Los sistemas de identificacio´n biome´trica, basan sus caracter´ısticas de deteccio´n
en rasgos personales f´ısicos que son medibles. Estos rasgos son captados por un
sistema que automa´ticamente realiza el reconocimiento de la persona y deben
2 Griselda Cobos Estrada y Ange´lica Gonza´lez Arrieta
de cumplir con las siguientes caracter´ısticas: Universalidad.- significa que todo
individuo debe de poseer dicha caracter´ıstica. Unicidad.- la caracter´ıstica debe
de ser u´nica para cada individuo. Permanencia.- debe de ser invariable a trave´s
del tiempo. Cuantificable.- debe de ser medible de una manera cuantitativa.
El uso de la huella dactilar como te´cnica de identificacio´n biome´trica, es acepta-
da ampliamente debido a que cumple con las caracter´ısticas antes mencionadas,
adema´s de contar con altos valores de fiabilidad, facilidad de uso, contra pre-
vencio´n de ataques, aceptacio´n en general, estabilidad, autenticacio´n, precio y
esta´ndares[4].
En el presente trabajo, se hace uso de una red neuronal artificial para la iden-
tificacio´n de individuos mediante la huella dactilar. Se hara´ uso de un conjunto
de datos que incluyen los puntos caracter´ısticos que son extra´ıdos de las huellas
dactilares de varias personas mediante un sistema especializado en ello.
Se pretende valorar la efectividad de la red neuronal artificial en la deteccio´n de
la huella dactilar variando el nu´mero de caracter´ısticas de los puntos de la huella
dactilar a identificar. Estas caracter´ısticas incluyen: la distancia de crestas entre
los diferentes puntos, el a´ngulo de acuerdo al centro de la huella, la posicio´n del
punto respecto al centro de la huella, el tipo de punto caracter´ıstico (abrupta,
fusio´n), entre otros. El hecho de ir disminuyendo las caracter´ısticas de las prue-
bas realizadas, se debe a que en la realidad se pueden presentar casos especiales
en los que se tendra´ que identificar alguna huella incompleta debido a mu´ltiples
razones.
El buen funcionamiento de la red neuronal depende, en gran manera de un
adecuado entrenamiento, para lo cual se realizaron varias pruebas de donde se
selecciono´ el entrenamiento que obtuvo un rendimiento del 86.8% tomando en
cuenta todas las caracter´ısticas y todos los puntos caracter´ısticos de una huella.
Y en base a este entrenamiento, se hicieron otras pruebas variando el nu´mero de
puntos caracter´ısticos y de caracter´ısticas de la huella.
2. Conceptos Teo´ricos
2.1. Huellas Dactilares
Biometr´ıa Identificativa Se llama biometr´ıa al estudio mensurativo o es-
tad´ıstico de los feno´menos o procesos biolo´gicos [RaE]. Si hablamos de biometr´ıa
identificativa queremos estudiar como feno´menos o procesos biolo´gicos nos pue-
den ayudar a la identificacio´n de individuos por medio de medidas.
La biometr´ıa identificativa busca un rasgo f´ısico, dactilograma, iris, etc. que per-
dure en el tiempo, ya que un atributo que dependa del comportamiento de la
persona puede cambiar con mayor facilidad.
Para que una caracter´ıstica f´ısica o anato´mica sea utilizada por un sistema
biome´trico debe cumplir varias propiedades:
1. Universalidad: todo individuo debe poseer dicha caracter´ıstica.
Redes Neuronales aplicadas al Reconocimiento de Huellas Dactilares 3
2. Unicidad: la caracter´ıstica en u´nica para una persona dada.
3. Permanencia: debe ser perdurable en el tiempo.
4. Cuantificable: debe ser posible su medicio´n de forma cuantitativa.
Dactiloscop´ıa Es el estudio y observacio´n de las crestas y dibujos papilares
que se encuentran en la cara interna de las manos y las plantas de los pies. Un
dactilograma se diferencia de otro en las crestas, l´ıneas de las yemas de los dedos,
y los surcos, espacio entre dichas l´ıneas.
Morfolog´ıa general de las crestas capilares Para determinar si una huella es igual
a otra se tiene que observar los puntos caracter´ısticos de ambas, si en las dos
huellas existen los mismos puntos en los mismos lugares podremos asegurar que
las dos huellas son de la misma persona. Se puede definir punto caracter´ıstico
como: la circunstancia particular o individual que presenta las crestas papilares
en un lugar exacto, otros autores recurren a las palabras variedades o anomalias.
Lo normal, estad´ısticamente hablando, es que se encuentre un nu´mero mı´nimo
de treinta puntos caracter´ısticos por cada huella de un dedo. Dependiendo del
pa´ıs se utiliza un nu´mero u otro para acordar la identidad, en Espan˜a se estima
como suficiente de diez a doce puntos caracter´ısticos.
En los sistemas de identificacio´n digitales, se suele buscar por dos clases de pun-
tos, las abruptas y las bifurcadas, tambie´n llamadas fusiones[5][6][7].
2.2. Redes Neuronales
Una red neuronal artificial (RNa) es un modelo computacional o un sistema
de procesamiento de informacio´n disen˜ado en base a las redes neuronales biolo´gi-
cas, que es capaz de aprender mediante ejemplos de adaptabilidad y que tiene
caracter´ısticas de robustez, manejo de fallos y capacidad de generalizacio´n[8].
Las redes neuronales artificiales son estructuras distribuidas, de procesamiento
paralelo y que se encuentran formadas por neuronas o elementos de procesa-
miento, los cuales se encuentran interconectados entre s´ı mediante conexiones o
sinapsis, en los cuales se almacenara´ conocimiento.
Las RNa generalmente son usadas en procesos de clasificacio´n, identificcio´n de
patrones, predicciones y modelacio´n matema´tica [9][10][11][12]. Entre las venta-
jas existentes de una RNa esta´ su capacidad de manejar cambios no importantes
en la informacio´n de entrada, como sen˜ales con ruido.
Tomando en cuenta las ventajas de las RNa, en el presente trabajo se utilizan
para implementar una clasificacio´n y reconocimiento de huellas dactilares.
3. Redes Neuronales aplicadas a la deteccio´n de Huellas
Dactilares
A continuacio´n se explicara´ la manera en que se aplico´ la RNa en la deteccio´n
de las huellas dactilares, los diferentes experimentos realizados y los resultados
obtenidos.
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3.1. Disen˜o de los datos
Existen me´todos de deteccio´n de huellas dactilares por medio de redes neuro-
nales artificiales[13][14][15][16], pero en este estudio se enfocara´ la atencio´n a la
deteccio´n de las huellas teniendo como base cantidades cada vez ma´s pequen˜as
de puntos caracter´ısticos. Hay que recordar que los puntos caracter´ısticos son
ciertas caracter´ısticas que tienen las huellas dactilares que las hacen u´nicas en-
tre todas las dema´s[17]. Por lo general existen como mı´nimo, 30 de ellos en las
huellas dactilares. Entre ellos se pueden mencionar a los siguientes: abruptas y
bifurcadas.
Es importante mencionar que se toma en cuenta un aproximado de 18 puntos
caracter´ısticos que coincidan con otra imagen de huella dactilar para poder de-
terminar si pertenece a la misma persona.
En el presente estudio se tomo´ en cuenta un conjunto de datos de puntos carac-
ter´ısticos de diversas huellas de individuos. Para esto, cabe hacer mencio´n de que
el procesamiento de la imagen de la huella ya se llevo´ a cabo y ya se obtuvieron
los datos importantes de dicha imagen.
Para el apropiado uso de la informacio´n contenida en la base de datos en la
red neuronal artificial, se realizo´ primeramente un ana´lisis para determinar los
campos que ser´ıan importantes. Se tomaron en cuenta dos tablas: Malla y Pun-
to caracter´ıstico. La tabla de Malla es aquella donde se tiene el detalle de todos
los puntos caracter´ısticos que hacen referencia a otros cercanos, as´ı como el
nu´mero de crestas que existen entre los dos puntos. En esta tabla, los puntos
caracter´ısticos pueden repetirse pues el mismo punto puede apuntar a 1 o´ ma´s
puntos cercanos a e´l. La tabla Punto caracteristico es aquella donde se enlistan
los puntos caracter´ısticos con todos sus detalles, es decir, su a´ngulo, posicio´n,
etc.
De esta manera se realizo´ una relacio´n entre las dos tablas, dejando solamente
un archivo csv, el cual se tomo´ de referencia para realizar el entrenamiento de la
red neuronal. Este archivo de entrenamiento, contiene todos los datos de todas
las personas, con una o todas sus huellas.
Para una mejor comprensio´n de los resultados obtenidos es necesario resaltar los
dos te´rminos principales que se usara´n, los cuales comprenden los siguientes:
Puntos caracter´ısticos.- su significado ya ha sido explicado, mas sin embargo,
f´ısicamente en el archivo csv se refiere a los registros de la tabla.
Caracter´ısticas.- son los campos propiamente dichos de la tabla o archivo csv, y
se enlistaron en los pa´rrafos anteriores (dis, ang direccion, etc).
Posteriormente, para determinar los datos de entrenamiento, se tomo´ en cuenta
el hacer pruebas para identificar una huella con todos sus puntos y con todas sus
caracter´ısticas y una huella con menos puntos y con todas sus caracter´ısticas,
as´ı como otras pruebas para identificar huellas con todos sus puntos caracter´ısti-
cos y con 5 caracter´ısticas, adema´s de pruebas con menos puntos caracter´ısticos
y las mismas 5 caracter´ısticas.
Las caracter´ısticas que se dejaron para las pruebas donde se tomaron en cuenta
menos datos, son las siguientes: Dis, Posicion x,Posicion y, Tipo punto, Codi-
go huella.
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Matlab requiere que los datos sean introducidos a manera de matrices. En el ca-
so de las tablas, las caracter´ısticas se encuentran en forma de vectores columna,
sin embargo, Matlab las requiere en forma de vectores fila, por lo que hay que
aplicarles una transpuesta. Lo que significa que las columnas se convierten en fi-
las. subsectionDisen˜o Red Neuronal Se utilizara´ una arquitectura de Perceptro´n
Multicapa[18][19]. El algoritmo de entrenamiento usado es el de retropropaga-
cio´n de errores[20].
La funcio´n de transferencia o de activacio´n utilizada en las capas ocultas es la
sigmoidea. Esta funcio´n proporciona el estado de activacio´n actual partir del
potencial sina´ptico o peso y del propio estado de activacio´n anterior. Dado que
la funcio´n de salida es la funcio´n identidad (es decir f(x)=x), por tanto el estado
de activacio´n es igual a la salida de la neurona.
Las redes multicapa se forman por un conjunto de redes de capa simple en cas-
cada unidas por pesos, donde la salida de una capa es la entrada de la siguiente
capa. Generalmente son capaces de aprender funciones que una red de capa sim-
ple no puede aprender, por lo que ofrecen mejores capacidades computacionales.
Para que este incremento en poder computacional sea tal, tiene que existir una
funcio´n de activacio´n no lineal entre las capas, por lo que generalmente se utili-
zara´ una funcio´n de activacio´n sigmoidea en detrimento de la lineal o umbral.
La funcio´n usada para la capa de salida es la lineal. La eleccio´n de las funciones
de las capas ocultas y de salida, es el resultado de diversas pruebas realizadas. En
los resultados obtenidos se pudo observar que las pruebas hechas con la funcio´n
sigmoidea en las capas ocultas y la funcio´n lineal en la capa de salida tienen un
mayor porcentaje de aciertos.
La estructura general de la red implementada se conforma de la siguiente ma-
nera: 10 neuronas en la capa de entrada, dos capas ocultas de 11 neuronas cada
una y una capa de salida de 11 neuronas.
Capa de entrada.- esta´ conformada por 10 neuronas que representan las ca-










La capa de salida esta´ compuesta por 11 neuronas, que son las personas que se
encuentran en la base de datos. Cada neurona de la capa de salida, entregara´ el
valor de 0 o´ 1, dependiendo del usuario elegido como el duen˜o de la huella.
Capas ocultas.- la red cuenta con dos capas ocultas de 11 neuronas cada una.
Para determinar el nu´mero de capas y de neuronas asignadas, se realizaron 22
pruebas diferentes desde 1 hasta 3 capas y con combinaciones desde 5 a 20 neuro-
nas. Se observo´ que los resultados perd´ıan efectividad al aumentar a 3 las capas
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ocultas y al asignar a ma´s de 15 las neuronas en dichas capas. Se hicieron prue-
bas con dos capas y con 11 neuronas en cada una y se observo´ que mejoraban
los resultados.
Los pesos usados en la red neuronal, son los que inicializa automa´ticamente
Matlab. Una matriz de pesos de entrada (es decir, entre la capa de entrada y la
primer capa oculta)tiene las siguientes dimensiones: M x N, done M corresponde
al taman˜o de la matriz oculta (11 en este caso) y N se obtiene como el producto
entre el taman˜o de la entrada (10 en este caso) y el nu´mero de retardos asociados
a los pesos.
La dimensio´n de la matriz de pesos de las capas ocultas es M x N, donde M
corresponde al taman˜o de la segunda capa oculta y N al producto entre el ta-
man˜o de la primer capa (11 en este caso) y el nu´mero de retardos asociados a
los pesos.
Finalmente se presenta la matriz de pesos de salida, es decir, entre la u´ltima
capa oculta y la capa de salida, donde el taman˜o de la matriz es M x N, donde
M corresponde al taman˜o de la capa de salida y N al producto entre el taman˜o
de la segunda capa (11 en este caso) y el nu´mero de retardos asociados a los pesos.
4. Pruebas y Resultados
Primeramente se entreno´ la red neuronal con el conjunto de datos completo
de los puntos caracter´ısticos de las huellas de los usuarios.
El primer para´metro que se considero´ para entrenar la red neuronal fue el valor
del error cuadra´tico medio, para no realizar un sub-entrenamiento, ni un sobre-
entrenamiento en detrimento del desempen˜o de la red neuronal.
Para lo anterior, se realizaron diferentes pruebas modificando el para´metro MSE.
La red que tiene un mejor desempen˜o es a la que se le ha asignado un valor MSE
de cero. a partir de este resultado las pruebas posteriores se implementaron usan-
do un error MSE igual a cero.
Como se pudo observar en los resultados anteriores, el error cuadra´tico medio
no llega a ser 0, pues el entrenamiento se detiene a los 81 epochs. Se alcanza
un error cuadra´tico medio de 0.0163885. Sin embargo, el error de generalizacio´n
nos indica lo inadecuado de tener errores muy pequen˜os, por lo que este error se
considera aceptable para la realizacio´n de las pruebas.
Posteriormente se realizaron otros entrenamientos sobre el mismo conjunto de
datos, con la finalidad de obtener el mejor comportamiento de la red neuronal.
Para ello se generaron cuatro entrenamientos, net, net1, net2 y net3. De esta
forma se obtuvieron cuatro redes neuronales entrenadas de manera diferente,
sobre el mismo conjunto de datos.
Posteriormente se pusieron a prueba las cuatro diferentes redes neuronales, va-
riando el nu´mero de puntos.
antes de empezar a realizar la mayor parte de las pruebas y en base a varias prue-
bas, se planteo´ una hipo´tesis, basada en el hecho de que algunas caracter´ısticas
estaban introduciendo ruido a los resultados. Debido a ello se realizaron diversas
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pruebas que permitieran identificar la caracter´ıstica que introduce dicho ruido.
El experimento se realizo´ con el mismo nu´mero de puntos, siendo estos 121, y
las caracter´ısticas que se tomaron en cuenta para todas las pruebas fueron: dis,
posicion x, posicion y, tipo punto y codigo huella; ya que el desempen˜o con di-
chas caracter´ısticas fue del 100%. Para cada experimento se an˜adieron cuatro
de las cinco caracter´ısticas restantes (ang direccion, n crestas, cuad x, cuad y y
contabilizarComo) dejando una fuera para identificar la caracter´ıstica producto-
ra del ruido.
Se noto´ que la caracter´ıstica “contabilizarComo” era un dato de entrada “no
u´til”, pues era exactamente igual para todos los casos, con valor igual a uno. Por
tal motivo se decidio´ eliminar dicha caracter´ıstica.
a partir de la eliminacio´n de la caracter´ıstica anteriormente mencionada, se
realizo´ nuevamente el entrenamiento de la red neuronal, siendo en este caso
tres diferentes entrenamientos.
Como se pudo observar en los resultados, el desempen˜o de la red neuronal sin la
caracter´ıstica “contabilizarComo” es mucho mejor que cuando es considerada.
Teniendo en cuenta este hecho, se procedio´ a realizar las pruebas siguientes sin
considerar la caracter´ıstica “contabilizar como”. as´ı mismo, la red neuronal que
se considero´ para continuar las pruebas fue Net5, debido a que presento´ el mejor
porcentaje de desempen˜o, 79.21%. De esta forma, las pruebas se realizaron con
una red neuronal entrenada que presenta un desempen˜o del 79.21%.Tomando
como base este entrenamiento se empezo´ a variar el nu´mero de puntos y poste-
riormente el nu´mero de caracter´ısticas.
Dados los resultados anteriores podemos decir que, a medida que se reducen los
Cuadro 1. Detalle de pruebas (porcentaje de desempen˜o)
Caracter´ısticas 121 20 18 16 14 12 10 8 5 %
Todas 86.77 75.00 72.22 75.00 71.43 75.00 90.00 87.50 80.00 79.21
Sin ang direccion 86.77 75.00 72.22 75.00 71.43 75.00 90.00 87.50 80.00 79.21
Sin ang direccion y
sin N crestas 86.77 75.00 72.22 100 71.43 75.00 90.00 87.50 80.00 81.99
Sin ang direccion,
sin N crestas, sin
Cuad x, sin Cuad y 77.68 70.00 66.67 68.75 64.29 58.33 80.00 62.50 80.00 69.80
Sin ang direccion,
sin N crestas, sin
Cuad x, sin Cuad y,
sin codigo huella 86.77 80.00 77.78 81.25 78.57 75.00 90.00 75.00 80.00 80.48
puntos caracter´ısticos de 20 a 5, el desempen˜o se ve afectado. Sin embargo, eso
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no es del todo exacto pues, podemos apreciar como en los resultados con puntos
caracter´ısticos 10, 8 y 5, el porcentaje de rendimiento es sumamente elevado.
No obstante son muy parecidos al desempen˜o cuando se tienen todos los puntos
caracter´ısticos totales.
Por otro lado, tambie´n se puede ver que al ir disminuyendo el nu´mero de carac-
ter´ısticas el comportamiento de la red neuronal se mantiene constante, alrededor
del 80%, salvo en el caso en que se suprime las caracter´ısticas cuad x y cuad y.
Sin embargo, cuando se suprime la caracter´ıstica codigo huella, se observa una
mejora en el rendimiento de la red. Concluyendo de esta manera que quitando
el conjunto de dichas caracter´ısticas en la prueba final, mejora el rendimiento
de la red, pues no las esta´ considerando como un aspecto de suma importancia
para la clasificacio´n de las clases.
Podemos concluir que la red neuronal quedo´ entrenada bajo un desempen˜o
gene´rico del 79.21% y que al ir disminuyendo sus puntos caracter´ısticos (caso
en que la captura de la huella no fuera correcto) el desempen˜o tambie´n disminu-
ye. Tambie´n podemos decir que al ir eliminando caracter´ısticas, la red neuronal
se mantiene sin alteraciones importantes, salvo que se eliminen caracter´ısticas
fundamentales, como el caso de cuad x y cuad y, y en el que el desempen˜o de
la red neuronal se decrementa de manera sustancial. Finalmente, podemos men-
cionar tambie´n la existencia de caracter´ısticas que no son tan fundamentales y
que incluso se puede prescindir de ellas, como el caso de contabilizarComo, evi-
denciando de esta forma la hipo´tesis declarada al inicio de las pruebas.
5. Conclusiones
Las redes neuronales artificiales en el campo de la deteccio´n de las huellas
dactilares son de amplio uso y en el presente trabajo se ha implementado al
caso espec´ıfico de tener solamente unos puntos caracter´ısticos cuyas especifica-
ciones o caracter´ısticas especiales no dependan del centro de la huella, pues se
esta´ suponiendo que la red neuronal vaya a detectar una huella incompleta. Los
resultados obtenidos, tomando en cuenta lo anteriormente mencionado, fueron
satisfactorios, ya que se logro´ un porcentaje general de acierto del 80.48% en
todas las pruebas donde se retiraron las cuatro caracter´ısticas que depend´ıan del
centro de la huella y donde se vario´ el nu´mero de puntos caracter´ısticos, ignoran-
do tambie´n la caracter´ıstica del co´digo de la huella, con lo que se logro´ mejorar la
eficiencia de la red en comparacio´n con las pruebas donde solamente se retiraron
las 4 caracter´ısticas dependientes del centro de la huella.
Particularizando el punto anterior, se pudo observar el comportamiento que tuvo
la red neuronal artificial en su entrenamiento y posteriormente en las pruebas
realizadas en cuanto al patro´n de aprendizaje generado con y sin ciertas carac-
ter´ısticas, como fue el caso especial de: “contabilizarComo”. Caracter´ıstica que
tuvo que retirarse del entrenamiento para poder generar mejores resultados. Y
despue´s el caso especial de la caracter´ıstica: codigo huella, a la cual la red no
necesito´ para dar un mejor rendimiento en la deteccio´n de la huella, au´n toman-
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do en cuenta que ya se hab´ıan ignorado las cuatro caracter´ısticas relacionadas
con el centro de la huella. De esta manera se tiene que la red neuronal fue ca-
paz de generar un patro´n de aprendizaje lo suficientemente estable tomando en
cuenta ciertas caracter´ısticas que determino´ ser las ma´s importantes de manera
automa´tica. Siendo e´stas, realmente, las caracter´ısticas que se requer´ıan para la
deteccio´n de la huella.
La red neuronal requirio´ de varias pruebas para concretizar su estructura general.
Para determinar las capas ocultas, se realizaron pruebas con diferente nu´mero
de capas y neuronas. Y se vio´ que con dos capas ocultas de once neuronas cada
una, era suficiente para el buen funcionamiento de la red con nueve entradas.
Con esto se confirma el hecho de que un perceptro´n con dos capas ocultas es
suficiente para la representacio´n de regiones de desicio´n complejas.
Se determino´ el uso de una red perceptro´n multicapa con el algoritmo de apren-
dizaje de retropropagacio´n. El uso de esta red fue debido al extensivo uso que
tiene en tareas similares donde se requiere el reconocimiento de clases en base a
patrones de aprendizaje que es capaz de generar con los datos de entrenamiento
que se le asignen.
Los pesos iniciales deben de ser aleatorios, por eso, se tomaron los que asigna por
default la red dentro de Matlab. Tambie´n para determinar el error cuadra´tico
medio, se hicieron diferentes pruebas, donde se determino´ dejarlo en valor de
cero, pues proporciono´ el mejor porcentaje en el entrenamiento y sobre esa red,
se realizaron las pruebas necesarias.
Es necesario recordar que para la seleccio´n de la arquitectura de la red, se requie-
re de un proceso de aprendizaje con experimentacio´n, es decir, no hay una regla
que determine con exactitud la mejor opcio´n, y debido a esto se puede dejar co-
mo objeto de estudio posterior el realizar ma´s combinaciones en las pruebas para
llegar a mejores resultados e incluso hacer uso de otro tipo de red que de´ una
mejor opcio´n para el caso de estudio planteado en el presente trabajo.
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Resumen El campo de la recuperacio´n de la informacio´n en la actua-
lidad se orienta hacia esquemas colaborativos de recuperacio´n, teniendo
como foco de intere´s al usuario en su dimensio´n de consumidor de in-
formacio´n y generador de la misma. Los sistemas de social bookmarking
emergentes de la Web 2.0, Delicious(http://delicious.com/) como caso
de estudio, brinda al usuario de bu´squedas espec´ıficas y avanzadas una
gamma de herramientas que faciliten la bu´squeda, organizacio´n y ca-
tegorizacio´n de la informacio´n. Se desarrollan las te´cnicas de bookmar-
king, que por medio de tags o etiquetas identifican recursos y enlaces
de intere´s individual y colectivo. Surgen las folksonomı´as que clasifican
la informacio´n de manera flexible puesto que se dejan de lado las es-
tructuras jera´rquicas de clasificacio´n antes usadas. Esta nueva clase de
esquema le da al usuario poder en el manejo de informacio´n, selecciona
sus fuentes y filtra sus resultados con criterios humanos apoyados en el
proceso algor´ıtmicos previos, sustentando la base social de Internet. El
art´ıculo consta de dos partes, la descripcio´n del Esquema Cla´sico RI y
el Esquema RI emergente, cuya base es la web social con los servicios
interactivos de la Web 2.0.
Palabras Claves: Recuperacio´n de la Informacio´n, Web 2.0, Social Bookmar-
king, Folksonomı´as.
1. Introduccio´n
La actividad de la recuperacio´n de la informacio´n desde sus comienzos ha
ido en continuo desarrollo de te´cnicas y me´todos efectivos de bu´squeda y de
obtencio´n de resultados satisfactorios para el usuario. La recuperacio´n de la
informacio´n, en su concepcio´n actual, es un sistema de extraccio´n de documentos
en formato electro´nico relevantes a una tema´tica espec´ıfica. En un sistema cla´sico
RI el proceso es a partir de una necesidad informativa que se convierte en una
consulta compuesta de palabras claves y consultas en lenguaje natural, la cual
es utilizada como entrada en un Sistema de recuperacio´n tradicional (figura
1)[1] y procesadas por los motores de bu´squeda que despliegan una lista con los
resultados ma´s relevantes de la busqueda, son dos las medidas consideradas en
12 Beatriz Fort´ınez and Carlos G. Figuerola
Figura 1. Esquema Cla´sico RI.
este esquema: exhaustividad y presicio´n. El ideal es que ambas caracter´ısticas
sean alcanzadas por los algoritmos encargados de este proceso.
Hoy en d´ıa, los sistemas de recuperacio´n se apoyan en la contribucio´n huma-
na, agregando criterios ma´s complejos:
Intuicio´n
Razonamiento
Conocimientos y Dominio de temas
Experiencia
A partir de los criterios anteriores, la RI se dirige hacia el desarrollo de algo-
ritmos que apliquen los comportamientos del usuario en el proceso de bu´squeda,
siendo la fundamentacio´n y filosof´ıa de los servicios colaborativos que se van
introduciendo gradualmente en el actual world wide web.
De lo anterior surge el te´rmino de inteligencia colectiva. La inteligencia co-
lectiva descansa en el intercambio de opiniones y juicios del pu´blico miembros
de la comunidad de internautas que posee Internet en el punto dina´mico de la
Web 2.0. actualmente la Web ofrece servicios de orden social, promueven la for-
macio´n de redes sociales, enciclopedias de conocimiento abierto y portales para
compartir multimedia y enlaces. Figura 2.
Son los servicios de Social Bookmarking a los cuales dirigimos nuestra aten-
cio´n en este documento, definimos su funcio´n social y mecanismos de almacena-
miento, recuperacio´n y bu´squeda de informacio´n, como ejemplo de estos servicios
tomaremos a Delicious uno de los pioneros en las anotaciones sociales.
2. Esquema Cla´sico de la Recuperacio´n de la Informacio´n
El objetivo de un Sistema RI, es proveer al usuario de la existencia de do-
cumentos relacionados a su consulta. Sin embargo dicha tarea se lleva a cabo
teniendo en consideracio´n la bu´squeda, organizacio´n y seleccio´n de material re-
levante adema´s del tiempo de bu´squeda. De estos se derivan 3 a´reas en RI:
Ana´lisis de Contenido
Estructura de la informacio´n
Evaluacio´n
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Figura 2. Servicios Web 2.0.
El ana´lisis de contenido y la estructura de la informacio´n esta´n estrechamente
vinculados, puesto que las te´cnicas de crawler se encargan de rastrear informa-
cio´n en la web identificando los contenidos de las pa´ginas web a trave´s de las
etiquetas de co´digo HTML( HyperText Markup Language), a partir de este ana´li-
sis se deriva la necesidad de una estructura de la informacio´n, lo cual dicho sea
de paso es el principal problema de la RI, la pobre estructura de la informacio´n.
De ah´ı que el estudio de la organizacio´n de los contenidos de las pa´ginas web,
aplicando tecnolog´ıas de descripcio´n de contenidos tales como: RDF (Resorce
Description Framework), XML(Extensible Markup Language); las cuales contri-
buyen a convertir el contenido de la web eb algo entendible y procesable para los
agentes de software involucrados en el proceso de clasificacio´n de informacio´n.
La sema´ntica de la web representa un punto clave en el desarrollo y evolucio´n
de mejores sistemas RI. Se necesita cubrir la organizacio´n lo´gica de la informacio´n
y manejar variables descriptivas de los contenidos de las pa´ginas web que faciliten
el proceso de localizacio´n, categorizacio´n y seleccio´n de informacio´n. Sin embargo
hay variables que van ma´s alla´ del control sistema´tico, exigen el factor humano.
Las herramientas de bu´squeda en el esquema cla´sico esta´n basadas en pala-
bras claves e ı´ndices, localizados por crawlers o robots que navegan la web en
busca de contenidos para una consulta dada. Se distinguen tres modelos cla´sicos
de bu´squeda: El modelo Booleano, Probabil´ıstico y el Vectorial[2]. Este u´ltimo
es ampliamente utilizado por su desempen˜o en la recuperacio´n de informacio´n.
Tanto la taxonomı´a y la sema´ntica de la informacio´n son dos de los elementos
de los cuales depende que el proceso de extraccio´n y recuperacio´n de informa-
cio´n sea ma´s fa´cil de realizar.Estos modelos son aplicados a las herramientas de
bu´squeda convencionales: Motores de bu´squeda, Directorios y Meta buscadores,
los cuales a nivel de usuario no representan ninguna complejidad de uso, sin
embargo la evaluacio´n de resultados reposa en el usuario que es al final el que
decide si su necesidad informativa se ha cumplido.
14 Beatriz Fort´ınez and Carlos G. Figuerola
Las nuevas tendencias en la web orientan el paradigma de bu´squeda en di-
reccio´n al usuario, da´ndole un valor agregado a los sistemas RI actuales, que
ampl´ıan sus fronteras a la contribucio´n colectiva de la red de usuarios de Inter-
net.
3. Tendencias y Paradigmas en la Recuperacio´n de la
informacio´n
Es a partir de la Web 2.0 que los servicios de connotacio´n social emergen de
los paradigmas tradicionales de Internet. La valoracio´n de las colecciones docu-
mentales recuperadas por el usuario, adquieren relevancia gracias a la votacio´n
popular de la comunidad virtual, estableciendo funciones intermediarias de los
usuarios en los Sistemas RI. Nacen as´ı las folksonomı´as derivadas de las taxono-
mı´as, solo que en este caso son los usuarios los que establecen la categorizacio´n
y estructuracio´n no formal de la informacio´n. Internet se encuentra en el punto
de evolucio´n adquiriendo un rol dina´mico y participativo del pu´blico. La idea
ba´sica es la conexio´n entre las diferentes comunidades web. Este nuevo enfo-
que promueve la inteligencia colectiva por medio del intercambio de recursos,
opiniones y portales de conocimiento abierto. De pronto el usuario se convierte
en un agente activo en la produccio´n de la informacio´n, adquiriendo al mismo
tiempo la administracio´n de la categorizacio´n y clasificacio´n de los recursos. Lo
que busca este esquema es la sinergia entre hombre - ma´quina, desarrollando el
potencial para obtener informacio´n con diversidad de perspectivas. Figura 3.
Figura 3. Web 2.0
En materia RI contamos con servicios que permiten la organizacio´n y clasifi-
cacio´n de material en formato electro´nico por medio de los siguientes me´todos:
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Bookmarking de URL’s(Etiquetado de enlaces).
Catergorizacio´n de multimedia y datos (portales como: Flickr y Technorati).
Sin embargo dirigimos nuestra discusio´n a los servicios de Bookmarking, pa-
ra explorar los mecanismos colaborativos de categorizacio´n y clasificacio´n de
informacio´n a trave´s del etiquetado de enlaces bajo el criterio y juicio de los
usuarios.
4. Social Bookmarking
Al hablar de social bookmarking nos referimos a las anotaciones sociales
realizadas en portales de intercambio de recursos y enlaces. Se trata del almace-
namiento en l´ınea de enlaces de intere´s, en primera instancia a nivel individual,
el cual trasciende a lo social y pu´blico una vez que son consultados y comparti-
dos por el resto de usuarios del servicio. Un Sistema Social Bookmarking trata
de un trabajo de cooperacio´n, la suma del esfuerzo individual para aumentar la
efectividad de la RI.
La vinculacio´n de los servicios de Social bookmarking y los motores de
bu´squeda as´ı como tambien los directorios tradicionales, es en ambas direcciones
puesto que es a partir de los sistemas previos que extraemos los enlaces para
almacenarlos y administrarlos dentro de los servicios colaborativos. Figura 4.
Figura 4. Esquema Social Bookmarking.
Un Sistema de Social Bookmarking trata de un trabajo de cooperacio´n al
sumar el esfuerzo individual al de otros, para el intercambio de informacio´n.
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Mencionamos algunas de las caracter´ısticas de los Servicios de Social Bookmar-
king:
Presencia de un buen volumen de usuarios, que hacen relevante el aspecto
social.
El servicio posee una extensiva documentacio´n del mismo.
Posibilidades de importacio´n y exportacio´n de bookmarks.
Un buen servicio de bookmarking debera´ tener feeds, agregadores tal como:
RSS(Really Simple Syndication), nueva tecnolog´ıa que permite actualizacio´n
de la informacio´n suscrita.
El mecanismo de estos servicios esta basado en etiquetas, palabras que orga-
nizan la informacio´n, categorizando y clasificando un enlace. La tarea de catego-
rizacio´n y clasificacio´n de material es realizada por la comunidad de usuarios que
comparten una jerga comu´n en un tema determinado. Dentro de estos servicios
se simplifica la distribucio´n de material, listas bibliogra´ficas, enlaces, referencias,
para un grupo de usuarios con intereses comunes. El valor agregado de estos ser-
vicios radica en el juicio humano, de ah´ı que la red de usuarios es para un grupo
de usuarios avanzados y grupos acade´micos e investigadores que tienen definido
temas de intere´s y que buscan una constante actualizacio´n del material. La con-
tribucio´n participativa del usuario es base de la web social, la cual pretende ser
flexible y enriquecedora a nivel de contenidos y de oferta informativa.
5. Papel de las Folksonomı´as
El poder descriptivo de las Folksonomı´as representa una ventaja en la adop-
cio´n del esquema participativo de la recuperacio´n de la informacio´n. Las folk-
sonomı´as describen estructuras parecidas a las taxonomı´as, definen estructuras
conceptuales de bajo peso las cuales emergen de comunidades de usuarios que co-
lectan recursos, reflejando la visio´n de las comunidades, de atributos asociados
supliendo la categorizacio´n formal de los recursos[3,4]. Enriquecen el conoci-
miento base con descripciones y categorizacio´n de intereses, recursos y enlaces
compartidos a trave´s de los Sistemas de social Bookmarking.
Las ventajas se sintetizan en dos: la conexio´n estrecha entre los te´rminos y
los recursos descritos; son menos costosos en cuanto desarrollo, dado que sur-
gen de los mismos usuarios[5]. La flexibilidad estructural de estas Folksonomı´as
demanda un control de vocabulario y el establecer determinados para´metros de
etiquetado, que son acordados en consenso por el grupo o comunidad de usuarios.
Los Sistemas RI basados en el etiquetado de enlaces, sugieren etiquetas popu-
lares y frecuentes en la comunidad, hay una relacio´n entre etiquetas marcadas con
anterioridad que facilitan el manejo y asignacio´n de las mismas, que permiten
al usuario an˜adir un significado expl´ıcito y propio entendimiento, expresando
opiniones y perspectivas de los bookmarks almacenados.
El objetivo es disminuir la ambigedad de te´rminos fuera del contexto as´ı como
tambie´n la inconsistencia entre los contenidos y etiquetas, nos planteamos pues
la interrogante ¿Co´mo controlar o estandarizar el vocabulario colectivo?, son
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estructuras no formales que necesitan una parametrizacio´n de uso sin dejar la
flexibilidad de compresio´n cognitiva de lado, al parecer tratariamos de crear
patrones de asignacio´n y clasificacio´n ma´s o menos comu´nes que se presten a la
comprensio´n hombre- ma´quina y que en un futuro se extiendan a entradas de
sistemas de recomendacio´n y sugerencias de contenidos, por el momento, de este
mecanismo destacamos sus bondades, el valor descriptivo, la posibilidad de un
sumario de contenidos, intercambio de recursos y caracter´ısticas de uso como la
flexibilidad y comprensio´n de parte de la comunidad de usuarios.
Cuadro 1. Taxonomı´as vs Folksonomı´as
Taxonomı´as Ontolog´ıas formales y
clasificacio´n jera´rquica
de la informacio´n
Proceso algor´ıtmico. Relevancia de informa-






la comunidad de usua-
rios.
Sistema de ranking por
pupularidad de etique-
tas
6. Caso de Estudio, Delicious
Delicious[6] es considerado dentro de la categor´ıa de software social, el que
facilita la interaccio´n social, intercambio de colaboraciones y de informacio´n,
promueven las comunidades, basadas en actividades de grupos de usuarios. Social
bookmarking permite tecnolo´gicamente compartir recursos a trave´s de enlaces
almacenados o de hiperlinks para conectar personas con una base comu´n de
intereses. Delicious es un sitio para compartir enlaces y recursos con un grupo
de la comunidad de usuarios de Internet que realizan bu´squedas ma´s avanzadas
y espec´ıficas segu´n el intere´s y la necesidad informativa.
Delicious provee de tags que identifican los recursos, las cuales pueden ser
marcadas mediante etiquetas populares, sugeridas o ciegas (asignadas por los
usuarios tomando criterios individuales de categorizacio´n).Las etiquetas ma´s po-
pulares, utilizadas por la comunidad web, muestra el nu´mero de personas que
han etiquetado el enlace as´ı como tambie´n muestra las etiquetas que le identifi-
can para el grupo. Creando as´ı un tesauro, que facilitara´ la bu´squeda de temas
relacionados con el enlace de intere´s. a partir de estos para´metros de popularidad
el usuario ha de realizar el filtro en la bu´squeda de informacio´n y explorar en-
laces indirectos.La bu´squeda de informacio´n esta basada en el uso de etiquetas,
asignadas por los diferentes miembros de la comunidad de usuarios del servi-
cio. Delicious facilita la exploracio´n de las etiquetas ma´s populares y las del
intere´s del usuario. La mayor de las ventajas de Delicious es la accesibilidad
de los recursos, tanto para los usuarios como para la comunidad web. El fil-
tro humano representa uno de los mayores capitales de la base de conocimiento
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creada con la participacio´n colaborativa de la comunidad. La connotacio´n so-
cial de Delicious, lo incluye en el top de la lista de herramientas de aprendizaje
para el 2008(http://www.c4lpt.co.uk/recommended/top100.html, consultado en
septiembre 2008). Por sus caracter´ısticas de eficiencia y productividad en la or-
ganizacio´n de etiquetas proporcionando soluciones a los que los utilizan en el
a´mbito acade´mico.
Figura 5. Delicious
7. Aportaciones del Documento
La revisio´n bibliogra´fica realizada sobre los Sistemas de Recuperacio´n de In-
formacio´n con base social, en espec´ıfico los Servicios de Social Bookmarking,
representan un cambio en el esquema tradicional de almacenamiento y recupe-
racio´n de informacio´n. a nivel de usuario se tiene a disposicio´n herramientas
y recursos para realizar bu´squedas efectivas y satisfactorias[7]. El nuevo para-
digma descansa en la etapa social de Internet con el advenimiento de servicios
interactivos derivados de la Web 2.0[8], actualmente observamos en Internet el
intercambio y generacio´n de informacio´n a partir de las comunidades de usuarios
y pu´blico en general que hace uso de la red de redes. El crecimiento de Inter-
net se justifica con el desarrollo de tecnolog´ıas y el dinamismo de los servicios
ofrecidos. Podemos comparar las caracteristicas de cada esquema con la tabla 2.
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Cuadro 2. Comparacio´n de Esquemas



































Ahora con los nuevos esquemas y paradigmas cognitivos en los Sistemas RI,
Delicious se nos presenta como una herramienta, en principio de propo´sito in-
dividual, que permite marcar y etiquetar enlaces y tenerlos disponibles desde
cualquier ordenador. Sin embargo esta idea alcanza la dimensio´n social de com-
partir e intercambiar informacio´n desde este portal de marcado. Cambiamos
me´todos de almacenamiento, administracio´n y recuperacio´n de informacio´n a
partir de categorizaciones y clasificaciones manuales con el valor agregado del
juicio humano, desde este punto podemos considerar el proceso de filtro y cate-
gorizacio´n de recursos como un proceso de connotacio´n cognitiva y orientado al
usuario. Utilizamos patrones de bu´squedas flexibles y entendibles tanto para el
humano como para la ma´quina.
La organizacio´n y clasificacio´n previa de la informacio´n realizada por los Sis-
temas RI tradicionales realizan procesos automa´ticos de bu´squeda y seleccio´n de
documentos que satisfagan ma´s o menos la consulta del usuario, se establecen
paradigmas de efectividad y medidas de presicio´n que evalu´an el desempen˜o de
estos sistemas, sin embargo la naturaleza social de los servicios interactivos de la
web 2.0 atraen a ma´s usuarios y por ende ma´s contribuciones que facilitan el ras-
treo de informacio´n convirtiendo la Web en algo ma´s dina´mico y personalizado.
El valor agregado de la web social es la cobertura de perspectivas individuales
y colectivas, las cuales generan una independencia de organizaciones y de enti-
dades influyentes en el World Wide Web, es el poder del pu´blico el que produce
y demanda conocimiento en blogs, Wikis y servicios bookmarking.
El individuo se especializa en temas puntuales, descentralizando las fuentes
generadoras de informacio´n tradicionales. No hemos de desvincular el uso de los
motores de bu´squeda tradicionales, pues son a partir de ellos que localizamos
la informacio´n y posteriormente la marcamos con etiquetas sugeridas por la
comunidad de usuarios y por el contenido de la pa´gina web seleccionada.
Trabajos futuros en esta l´ınea de investigacio´n apuntan a la colaboracio´n con-
junta de Sistemas RI tradicionales y alternos, dada la interrelacio´n que guardan
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entre s´ı. Sistemas de recomendacio´n que combinan lo mejor de ambos esquemas,
de los Sistemas RI tradicionales conservamos la base cient´ıfica para la bu´squeda
algor´ıtmica de colecciones de documentos que son seleccionados y clasificados
de acuerdo a consultas lanzadas por los usuarios y de los sistemas de marcado
colaborativo las ventajas de una clasificacio´n previa del material realizado por
humanos, sin costo computacional adicional y sin l´ımites en cuanto cantidad de
informacio´n; desventajas presentes en los Directorios que son ma´s o menos el
modelo previo al esquema de categorizacio´n de informacio´n en la que participa
el humano.
aunque la iniciativa de estos Sistemas de Recomendacio´n basados en el filtro
colaborativo datan de la an˜os noventa, investigaciones y trabajos en desarrollo
maduran en concepto y te´cnica; incorporan matrices de similitud y algoritmos
de solucio´n derivados de la inteligencia artificial que permitira´n la actualizacio´n
en tiempo real de perfiles y sugerencias[9].
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Resumen The aim of this work is to give a mathematical model, esti-
mate and control a biological wastewater treatment process. The paper
illustrates the use of a complex nonlinear model in the design of a soft-
ware sensor and two predictive control techniques. Process modelling
describes the complete dynamics of autotrophic and heterotrophic bio-
masses, biodegradable organic matters. The control approach structure
is combined with the estimation algorithm, for the on-line reconstruc-
tion of unmeasured biological states and unknown parameters of the
bioprocess. The efficiency of both the control and estimation schemes
are demonstrated via computer simulations.
Keywords: Predictive control; Activated sludge process; Estimation; Optimization;
Filtering; Dissolved oxygen control.
1. Introduction
Wastewater treatment is just one component in the urban water cycle; however,
it is an important component since it ensures that the environmental impact of
human usage of water is significantly reduced. It consists of several processes:
biological, chemical and physical processes. Wastewater treatment aims to redu-
ce: nitrogen, phosphorous, organic matter and suspended solids. To reduce the
amount of these substances, wastewater treatment plants (WWTP) consisting
of (in general) four treatment steps, have been designed. The steps are: a pri-
marily mechanical pre-treatment step, a biological treatment step, a chemical
treatment step and a sludge treatment step.
The purpose of the mechanical pre-treatment step is to remove various types
of suspended solids from the incoming wastewater. To a large extent this step
is meant to protect the following steps from various types of grits and larger
particles. Typically, the step consists of grids that remove larger objects in the
wastewater, an aerated sand filter that removes sand and a primary sedimen-
tation unit that reduces the content of suspended solids in the wastewater by
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means of sedimentation. The primary sedimentation may also remove conside-
rable amounts of organic matter in the particulate form and, hence, reduce the
need for aeration later in the process.
The aim of the biological treatment step has originally been solely to remove
organic matter. However, today many wastewater treatment plants are also de-
signed for the biological removal of nitrogen and phosphorous. The most common
type of biological treatment step is based on the activated sludge process. The
biological reactor contains a mixture of microorganisms suspended in wastewa-
ter; called activated sludge. The microorganisms degrade the content of organic
matter in the wastewater aerobically, i.e. when air is supplied to the biological
reactor. To retain the sludge in the system, the biological reactor is followed by a
sedimentation unit that separates the clean effluent wastewater from the sludge.
The sludge is then recycled into the biological reactor. Due to the growth of the
microorganisms, sludge has to be removed from the system c¸ontinuously”via the
sludge outtake. In this simple system, the main control handles are: aeration,
sludge outtake and sludge recirculation. These variables should be controlled to
ensure a suitable treatment efficiency of the process, which includes maintaining
a correct amount of sludge in the system.
In the biological treatment of wastewater, the sedimentation process enables
to separate the treated wastewater from the biomass sludge and produces a
clear treated effluent. In addition to clarification, secondary settler tanks or
clarifiers have the function of thickening the activated sludge for returning to
the bioreactor and even, as storage tank. The settling process can take place
in the same reactor or in a secondary settler. By all these reasons, secondary
settling tanks have been considered essential and often they can be limiting
factors for good removal efficiencies of the activated sludge system. Tkacs and
assistants developed the first model of settling process that can consider or not
possible biological reactions in the clarifier [1].
For the chemical precipitation process to function, two reactors are needed: a
flocculation chamber where the chemicals are added and the flocs are formed and
a sedimentation unit, which separates the flocs from the water. The precipitation
process may take place at several locations in the wastewater treatment plant.
In pre-precipitation plants, the process is carried out in the mechanical pre-
treatment step. In simultaneous precipitation the precipitation is performed in
the biological step and in post-precipitation plants the process is carried out in a
separate chemical step following the biological step. These are the basic options,
but others exist. Often a combination of two of these structures is used.
The purpose of the sludge treatment step is to prepare the sludge for end
disposal. Anaerobic digestion is probably one of the most used processes for
reducing the amount of sludge. At the same time, the digestion process produ-
ces gas, providing a significant source of energy, which is usually used at the
WWTP. Sludge treatment also includes various dewatering processes, which re-
duce weight and volume of the sludge. Sludge treatment is gaining in importance
as it becomes increasingly difficult to dispose of the sludge. Sludge disposal is in
many countries becoming one of the large costs of wastewater treatment.
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In this paper, we are concerned with the problem of regulating the residual
pollutant substrate and the dissolved oxygen concentrations around prespecified
levels inside an activated sludge for wastewater treatment process. The purpose is
two-fold field of the first control action is to provide an acceptable pollutant level
in the effluent while the second is to provide the biomass with the necessary and
sufficient amount of energy to carry on the oxidation. As a fact, proper aeration
is crucial to process efficiency, since an insufficient dissolved oxygen level would
impair the oxidation process and eventually lead to biomass death, whereas a too
high dissolved oxygen may cause the sludge to settle poorly. Excessive aeration
is also undesirable from an economic point of view, since the oxygen in excess is
simply lost to the atmosphere.
The control law is based on one step ahead prediction of the controlled va-
riables and optimization of an appropriate quadratic cost function with fmincon
in matlab, and is associated to an estimator for on-line tracking of unavailable
states and unknown parameters of the bioprocess. The estimator uses process
physics in a more direct manner to develop a nonlinear observer applicable to
the estimation problem of activated sludge process.
The wastewater treatment process is modeled by differential equations deri-
ved from mass-balance considerations, which involve nonlinear terms. The most
important parameter is the specific growth rate which is a complex nonlinear
function of plant states and several uncertain biological parameters. In the esti-
mation scheme the specific growth rate is considered as an unknown time varying
quantity and is estimated without a priori knowledge about its kinetic model
structure. In [3] the specific growth rate was reconstructed on the basis of its
analytical expression via the estimation of the kinetic parameters appearing in
this expression.
The proposed control scheme presents several basic features. It is based on the
well-known nonlinearities of the process, it is adaptive in order to deal with the
parameter uncertainty and it allows reliable information about the current state
of the biochemical reaction by simultaneous states and parameter estimation.
The paper is organized as follows. The modeling of the continuous wastewater
treatment is detailed in Section 2. Section 3 is dedicated to the extended Kalma
filtre and the asymptotic estimator presentations. The predictive control laws
are then described in Section 4. In Section 5 the efficiency of the control scheme
is illustrated via simulation studies. Finally Section 6 ends the paper.
2. Process modeling
The activated sludge process [5] is usually constituted by a bioreactor and a
settler. The aerator is taken to be a well-stirred tank in which suspended micro-
organisms biochemically degrade the dissolved substrate. The suspended micro-
organisms are separated completely in the settler. A portion of the concentrated
biomass is recycled to the bioreactor. The remainder is wasted to maintain a
bounded organism level in the system. The energy required is supplied by dis-
solved oxygen and carbon dioxide is released in turn. We assume that no bio-
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reaction takes place in the settler and the aerator is considered to be perfectly
mixed so that the concentration of each component is spatially homogeneous.
The mass-balance around the aerator and the settler give the following equa-
tions:
X˙ = µ (.)X − (1 + qr(t)D(t))X + qr(t)D(t)Xr (1)
S˙ = −µ (.)Ys
X − (1 + qr(t)D(t))S +D(t)Sin(t) (2)
C˙ = −µ (.)YC
x− (1 + qr(t)D(t))C +KLa(Cs − C) (3)
X˙r = (1 + qr(t)D(t))X − (1 + qr(t)D(t))Xr (4)
Where:
X(t), S(t),Xr(t) and C(t) are, respectively, the biomass, the substrate, the
recycled biomass and the dissolved oxygen concentrations.








where µmax is the maximum specific growth rate, KS is the affinity constant
and KC is saturation constant.
D(t) is the dilution rate.
qr and qp represent the ratio of recycled flow to influent flow and the ratio
of waste flow to influent flow.
KLa represents the oxygen mass transfer coefficient. We assume that this
quantity is in a linear relationship with the air flow rate W (t)
KLa = αW(t), α ≻ 0. (6)
Sin corresponds to the influent substrate concentration.
CS is the maximum dissolved oxygen concentration.
YS and YC are constants yields coefficients.
The objective in this work, we have investigated the problem of regulating
the process states (S,C) around a specified setpoints (S∗, C∗) under the five
assumptions:
A1: The dilution rate D(t) and the aeration flow W (t) are the two control
variables.
A2: The yields coefficients YS and YC are knowns.
A3: The biomass, substrate and recycled biomass concentrations (X(t), S(t),Xr)
are unavaible on-line.
A4: A noisy measure of the dissolved oxygen concentration C is avaible.
A5: The control variables are bounded.
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3. Estimation
The implementation of efficient modern control strategies in bioprocesses [7][9][10],
highly depends on the availability of on-line information about the key biological
process components like biomass and substrate. But due to lack or prohibitive
cost, in many instances, of on-line sensors for these components and due to ex-
pense and duration (several days or hours) of laboratory analyses, there is a
need to develop and implement algorithms which are capable of reconstructing
the time evolution of the unmeasured state variables on the base of the available
on-line data. However, because of the nonlinear feature of the biological pro-
cesses dynamics and the usually large uncertainty of some process parameters,
mainly the process kinetics, the implementation of extended versions of classi-
cal observers proves to be difficult in practical applications, and the design of
new methods is undoubtedly an important research matter nowadays. In that
context, Extended Kalman Filter (EKF) and the Asymptotic Estimator (AE)
procedures are presented in this work.
The aim of the estimation procedure is to compute estimated values of the
unavailable state variables of the process (X(t), S(t),Xr(t)) and the specific
growth rate µ(t) using the dissolved oxygen concentration C(t) as a unique
measurable variable.
3.1. Extended Kalman filter
The EKF estimator uses a non-linear mathematical model of the process and a
number of measures for estimating the states and parameters not measurable.
The estimation is realised in three stages: prediction, observation and registra-
tion.
Let a dynamic non-linear system be characterised by a model in the state
space form as following:
dX(t)
dt = f (X(t), u(t), t) + v(t) (7)
where:
X(t) represents the state vector.
f(.) non-linear function of X(t), u(t).
u(t) represents the input vector.
v(t) Vector of noise on the state equation of dimension n, assumed Gaussian
white noise, medium null and covariance matrix known q(t) = V ar(v(t)).
The state of the system is observed by m discrete measures related to the state
X(t) by the following equation of observation:
Z(tk) = h(X(tk), tk) + ω(tk) (8)
where:
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h(.) the observation matrix.
tk the observation instant.
ω(tk) Vector of noise on the measure, of dimension m, independent of v(t)
, assumed Gaussian white noise, medium null and covariance matrix known
r(t) = V ar(ω(t)).
The EKF algorithm corresponding to the continuous process in discreet obser-
vation, where the measurements are acquired at regular intervals, is given by
[4]:
1. Initialisation filtre t = t0:
X(t0) = E(X(t0)) (9)
L(t0) = V ar(X(t0)) (10)
2. Between two instant of observation:
The estimated state X̂(t) and its associated covariance matrix L(t) are in-
tegrated by the equations:
dX̂(t)
dt = f(X̂(t), u(t), t) (11)
dL(t)
dt = F (t)L(t) + L(t)F
T (t) + q(t) (12)
F (t) = ∂f(X̂(t), u(t), t)
∂X̂
(13)
Then we have, before the observation at t = tk− , an estimated of X̂(tk−)
and its covariance matrix L(tk−).
3. Updating the gain:
K(tk) = L(tk−)HT (X̂(tk−), tk)
[
H(X̂(tk−), tk)L(tk−)HT (X̂(tk−), tk) + r(tk)
]−1
(14)
4. Update of the estiamted state:





5. Update of the covariance matrix:
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3.2. Asymptotic estimator
The estimator proposed by Bastin and Dochain [11] is based on reasoning sta-
bility first. It was developed for a particular class of nonlinear systems and
especially suitable for biotechnological processes. It allows partial or complete
estimation of the bioprocess state.
The asymptotic estimator (AE) [11] deals with state and parameter esti-
mation in activated sludge process. It consists of an adaptive observer which
combines a priori knowledge of the physical bioprocess with the experimental
data.




































(1 + qr(t))D(t) 0 −qrD(t) 0
0 (1 + qr(t))D(t) 0 0
−(1 + qr(t))D(t) 0 0 (qp + qr(t))D(t)
0 0 0 KLa + (1 + qr)D(t)

 ξ(t) re-
presents the state vector, ϕ(t) is the vector of reaction kinetics, K corresponds
to yield coefficients matrix and U(t) is the feed rate vector.





with the corresponding ma-
trices and vectors (D∗a,Ka, Ua) and (D∗b ,Kb, Ub) and such that Ka is full rank.
ξa = S, Ka = [−1YS ], Ua = DSin, D
∗




















D(1 + qr) −qrD 0
−D(1 + qr) D(qp + qr) 0
0 0 D(1 + qr) +KLa

.








b ξb + Ub (20)
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We can introduce the following state transformation:
Z(t) = A0ξa(t) + ξb(t) (21)
Where A0 is the solution of the matrix equation:
A0Ka +Kb = 0 (22)
The auxiliary state vector obtained is:
Z = [Z1Z2Z3]T = [Y S +XXr −K0S + C]T




aξa +A0Ua −D∗b (Z −A0ξa) + Ub (23)
The bioprocess dynamics can then be equivalently represented by Equations
(19) and(23).
The vector Z can explicitly be rewritten as a linear combination of the vec-
tor ξm(t) = C(t) and ξe = [X(t)S(t)Xr(t)] of respectively measured and no
measured state variables in the following manner:
Z(t) = A1ξm(t) +A2ξe(t) (24)
Then an asymptotic observer for the reconstruction of the unmeasured state









µ(ξ̂a)Ẑ1 + µ(ξ̂a)ξ̂a −D∗aξ̂a +DSin (26)
ξ̂e = A+2 (Ẑ −A1ξm) (27)
4. Control
The control objective is to make the residual substrate concentration and the
dissolved oxygen concentration to track the states of a given referance model
despite the disturbances and system parameter uncertainties by acting on the
dilution rate and the aeration flow rate.
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4.1. One step predictive control method
Using the Euler formula with a sampling time period Ts,the model equation (2)
(3) are descretized to yield a one-step-ahead predictor as follows:
Sp(k + 1) = Ŝ(k)[1− TsD(k)(1 + r)] + (−µ(k)/YS)X̂(k) + TsD(k)Sin (28)
Cp(k+1) = C(k)[1− TsD(k)(1 + r)] + Ts(−µ(k)/YC)X̂(k) + Ts(D(k)Cin (29)
−αW (k)(CS − Cm(k)))
where Ŝ(k), X̂(k) and µ̂(k) are estimated values of S,X, µ.They are updated by
the estmator algorithm and provided to the controller according to the certainty
equivalence principale. Cm(k) is the measurement value of the dissolved oxygen
concentration.
let the reference model squaring with asymptotic attenuation of the regula-
tion error at a rate defined by the control gain parameters gs and gc be:
Smdr(k+1) = S∗+(1−gs)[Ŝ(k)−S∗], Cmdr(k+1) = C∗+(1−gc)[C(k)−C∗] (30)
with 0 ≺ gs ≺ 1 and 0 ≺ gc ≺ 1



























where Π and Λ are weighting diagonal matrices.
4.2. Predictive control
As in the paragraph below [12], the control objective is to make the dissolved
oxygen and the residual substrate concentration to track the states o a given
set point. Using the Euler formula with a sampling period Ts, all the model
equations following are discretized :








+ (1− Ts(1 + qr(k))D(k))C(k) + TsKLa(CS −C(k))
(34)
Xr(k +Hp) = Ts(1 + qr(k))D(k))X(k) + Ts(qp(k) + qr(k))D(k))Xr(k) (35)
Where: Hp Is the horizon of prediction.
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Let Ssp and Csp are the reference concentrations of the substrate and the
dissolved oxygen respectively. Where:
Ssp = [rs(k + 1), ..., rs(k +Hp)]T , Csp = [rc(k + 1), ..., rc(k +Hp)]T (36)
The control objective is to minimize the squared deviation between the predictor
output (32-35) and the reference model output (36).


















D(k)D(k + 1)...D(k +Hc)




D(k − 1)D(k)...D(k +Hc − 1)






Hc is the control horizon.
D = [D(k)D(k + 1)...D(k +Hc)] input (dilution rate) increment vector.
W = [W (k)W (k + 1)...W (k +Hc)] input (Air flow rate) increment vector.
Sp = [S(k)S(k + 1)...S(k +Hp)] output (substrate) increment vector.
Cp = [C(k)C(k+1)...C(k+Hp)] output (dissolved oxygen) increment vector.
Π and Λ are weighting diagonal matrices.
5. Simulation and results
The simulation results are obtained by using a fourth order Runge-Kutta with
the same typical values of process and kinetic parameters YS = 0,65, YC = 1,3,
qr = 0,6, qp = 0,2, α = 0,018m−3, Cs = 10mgl−1, Sin = 200mgl−1. The design
parameters of the control law parameters are:Dmin = 0,02h−1, Dmax = 0,15h−1,
Wmax = 300m3h−1, Wmin = 0m3h−1, Ts = 1min, gs = 0,7, gc = 0,85, Π = I,
Λ = diag(0,8e−6). Simulation of the first algorithm without estimation (figure 1)
but the (figure 2) with the EKF estimator. Simulation of the second algorithm
without estimation (figure 3) but the (figure 4) with the EKF estimator.
Simulation with the EKF estimator.
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Figura 1. evolution of the substrate and the dissolved oxygen concentrations with a
variables set point.
Figura 2. evolution of the substrate and the dissolved oxygen concentrations.
6. Conclusion
This study is concerned with the design of evaluating a suitable controller and
obtaining real time information about the biological activity in an activated
sludge wastewater treatment process. The controls laws are based on direct ex-
ploitation of the nonlinear model of the wastewater treatment process and are
coupled with an EKF estimator for on-line tracking of unavailable states and
time varying parameters. The predictive controllers are used to maintain the re-
sidual substrate concentration and the dissolved oxygen concentration by acting
on the dilution rate and the air flow rate. The performances of the control and
estimation strategies are evaluated by simulation studies.
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Figura 3. evolution of the dissolved oxygen and the substrate concentrations with a
variable references.
Figura 4. evolution of the dissolved oxygen with the reference 7 and the substrate
with reference 40 concentrations.
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Abstract This report presents an architecture of agents for the process of
incidents management. This architecture allows the automatic classification of
incidents taking into account its category and priority. It also provides a meeting
point for the different actors involved in resolving incidents. This way we intend
to maximize the number of incidents handled by each operator and minimize
the resolution time, increasing customer satisfaction. The architechtural design
has been based upon the methodology oreinted by GORMA organizations.
Keywords: Incidents Management, architectura, multiagent, GORMA
Resumen En este art´ıculo se presenta una arquitectura de agentes para el
proceso de gestio´n de incidencias microinforma´ticas. Esta arquitectura permite
la clasificacio´n automa´tica de las incidencias teniendo en cuenta su categor´ıa
y prioridad, y proporciona un punto de encuentro entre los diferentes actores
que intervienen en la resolucio´n de las incidencias. De esta forma se pretende
maximizar el nu´mero de incidencias resueltas por cada operador y minimizar el
tiempo de resolucio´n, aumentando la satisfaccio´n de los clientes. Para el disen˜o
de la arquitectura se ha tomado como base la metodolog´ıa orientada a organi-
zaciones GORMA.
Palabras claves: Gestio´n de incidencias, arquitectura, multiagentes, GORMA
1. Introduccio´n
MAIM se presenta como una arquitectura multiagente para la Gestio´n de
Incidencias microinforma´ticas, que permita mejorar los tiempos de resolucio´n de
las mismas y por tanto, la satisfaccio´n de los clientes.
Tanto los individuos como las organizaciones dependen cada vez ma´s de la In-
forma´tica para alcanzar sus objetivos. Esta dependencia en aumento ha dado
como resultado una necesidad creciente de servicios informa´ticos de calidad, que
se correspondan con los objetivos del negocio y que satisfagan los requisitos y
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las expectativas del cliente. a trave´s de los an˜os, el e´nfasis ha pasado de estar
sobre el desarrollo de las aplicaciones a la gestio´n de servicios. Las aplicaciones
y elementos hardware de comunicacio´n contribuyen a que sus usuarios alcancen
sus objetivos, y en caso de fallos, e´stos son soportados por los procesos de man-
tenimiento y operaciones.
En este contexto, nace la necesidad de gestionar los fallos o incidencias de una
forma eficiente, para que se minimice el tiempo en el que los elementos que die-
ron fallo se encuentren sin dar servicio y por tanto, aumente la satisfaccio´n de
los usuarios.
Normalmente, cuando se produce una incidencia se acaba resolviendo, de una u
otra forma, pero este proceso suele ser largo y tedioso, sin ser un proceso formal,
ni documentado y no suele resolverse siempre de la misma manera. Los usuarios
cada vez con ma´s frecuencia demandan un mantenimiento de alta calidad, efi-
ciente y continuo e independiente de su localizacio´n geogra´fica.
La Gestio´n de Incidencias es responsable de tratar la incidencia, registrarla, cla-
sificarla, identificar los roles necesarios para resolverla e informar al cliente /
usuario sobre el progreso de la misma. actualmente, para este proceso se uti-
lizan herramientas de gestio´n de incidencias que requieren de la intervencio´n
manual de los operadores, la incidencia se registra, clasifica y se asigna al ope-
rador correspondiente de forma manual, interviniendo la subjetividad, lo que
puede producir errores que alargan la vida de la incidencia.
La resolucio´n de las incidencias normalmente se lleva a cabo a trave´s de empre-
sas privadas que realizan el mantenimiento remoto, in-situ, de la conectividad y
la sustitucio´n de hardware cuando este se estropea. Por tanto, para cada centro
esta´n implicados una gran variedad de operarios y de empresas de mantenimien-
to.
La investigacio´n en este tema surge a raiz de la relacio´n del autor con el proceso
de Gestio´n de Incidencias de los programas de fomento de la sociedad de la in-
formacio´n de Red.es. Teniendo en cuenta la experiencia del autor junto con un
ana´lisis inicial de los indicadores de resolucio´n de incidencias por parte de los
operadores, se deduce que existe un retardo considerable en su resolucio´n debido
a errores provocados por una gestio´n manual, lo que provoca una insatisfaccio´n
de los clientes.
Si una incidencia se clasifica mal y se escala de forma erro´nea, provoca que un
operador que no tiene los medios suficientes para solucionarla, dedique tiem-
po a esa incidencia. En este caso se esta´ retrasando su resolucio´n y ocupando
un recurso que podr´ıa ser utilizado para resolver otra incidencia, por tanto, se
esta´ perdiendo el dinero asociado a las horas de ese operador.
adema´s de los errores manuales, existen otros dos elementos que provocan el
retraso en la resolucio´n de las incidencias. El primero de ellos es la deficiencia
de la planificacio´n de los operarios. a la hora de planificar los recursos hay que
tener en cuenta el nu´mero de operadores, la prioridad de las incidencias y la
localizacio´n de las mismas en el caso de que se tengan que desplazar.
El segundo elemento que influye en el retraso es el tener que contactar con el
usuario despue´s de escalada la incidencia al operador. El centro de atencio´n a
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usuarios recoge la incidencia y es el operador el que se pone en contacto con el
usuario para concertar una cita en la que se solucionara´ la incidencia.
Por otra parte, la insatisfacio´n de los clientes puede aumentar por la falta de
informacio´n sobre el tiempo que se tardara´ en resolver la incidencia y el estado
de la misma en cada momento.
Teniendo en cuenta esta problema´tica se decide centrar la investigacio´n en el
estudio de una arquitectura de agentes que permita automatizar el proceso de
gestio´n de incidencias, reduciendo el tiempo de resolucio´n y por tanto aumen-
tando la satisfacio´n de los clientes
2. Gestio´n de Incidencias
Se puede definir una incidencia como cualquier suceso que no forma parte
del funcionamiento esta´ndar de un servicio y que causa o puede causar una
interrupcio´n o degradacio´n de la calidad de ese servicio [1]
Gestio´n de incidencias es el proceso responsable de la gestio´n del ciclo de vida
de todos los incidentes. El objetivo de este proceso es recuperar el servicio de TI
(Tecnolog´ıas de la Informacio´n) para los usuarios afectados lo antes posible. [4]
Las actividades principales de la gestio´n de incidencias son las siguientes:
Deteccio´n y registro de las incidencias. Todas las incidencias deben de regis-
trarse, siendo la automatizacio´n el me´todo ido´neo
Clasificacio´n. Proceso de identificacio´n de la razo´n de la incidencia y la co-
rrespondiente accio´n de resolucio´n
Comparacio´n. Bu´squeda de la incidencia en la base de datos de conocimiento
(KDB) para determinar la solucio´n definitiva o temporal
Escalado. Una vez clasificada la incidencia se determina co´mo resolverla y si
es necesario se escala al operador adecuado
Resolucio´n y recuperacio´n. Se resuelve la incidencia y se recupera el servicio.
Cierre de la incidencia. Confirmacio´n de la resolucio´n de la incidencia y cierre
de la misma.
2.1. Mejores pra´cticas para la gestio´n de incidencias
Tanto ITIL (Information Technology Infrastructure Library) como COBIT
(Control OBjectives for Information and related Technology) se definen como
las mejores pra´cticas para la gestio´n de Servicios Informa´ticos, dentro de esta
gestio´n se encuentra la Gestio´n de Incidencias.
ITIL fue desarrollada a finales de 1980 como gu´ıa para el gobierno de Reino
Unido y se ha convertido en un esta´ndar de facto en la Gestio´n de Servicios
Informa´ticos. ITIL aborda la gestio´n de todos los procesos relacionados con los
servicios de Tecnolog´ıas de la informacio´n, entre los que se encuentra la gestio´n
de incidencias.
COBIT es una gu´ıa para la gestio´n de los Sistemas de Informacio´n en las orga-
nizaciones, desarrollado por la ISaCa (Information Systems audit and Control
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association) y el ITGI (IT Governance Institute).
COBIT es un conjunto de mejores pra´cticas para la seguridad, la calidad, la
eficacia y la eficiencia en TI que permiten alinear TI con el negocio, identificar
riesgos, entregar valor al negocio, gestionar recursos y medir el desempen˜o, el
cumplimiento de metas y el nivel de madurez de los procesos de la organizacio´n.
3. Metodolog´ıas de sistemas multiagentes
El desarrollo de los sistemas multiagentes tradicionalmente se ha realizado
a partir de un disen˜o centrado en el estudio de cada agente de forma aislada
e independiente, orientado hacia su estructura y comportamiento. La integra-
cio´n con otros agentes se llevaba a cabo mediante plataformas de localizacio´n de
agentes a trave´s de servicios de direccionamiento y descripcio´n de los mismos, tal
y como propone el esta´ndar FIPA . Otro sistema utilizado es el que propone la
plataforma RETINSA [6] mediante agentes intermedios que buscan los mejores
proveedores de servicios a los clientes.
Recientemente este enfoque ha cambiado y el disen˜o se esta´ dirigiendo hacia
los aspectos organizativos de los agentes donde empiezan a aparecer conceptos
como grupo, roles, funciones, etc. establecie´ndose dos niveles descriptivos: el de
la organizacio´n y el del agente [5].
Debido a este nuevo enfoque se habla de dos metodolog´ıas de desarrollo diferen-
tes: orientada a la organizacio´n y orientada al agente.
3.1. GORMAS
GORMAS (Guidelines for Organization-based Multiagent Systems) es una
gu´ıa metodolo´gica para el disen˜o de sistemas multiagentes abiertos desde la
perspectiva de las organizaciones humanas [2].
Las organizaciones resultan ser un medio efectivo para la coordinacio´n de las
actividades, no so´lo de los humanos sino tambie´n de los agentes.
El concepto de organizacio´n ha adquirido una gran importancia en el a´rea de los
sistemas multiagente, al facilitar el ana´lisis y disen˜o de mecanismos de coordi-
nacio´n y colaboracio´n en sistemas abiertos.
Esta gu´ıa se basa en la Teor´ıa de Organizacio´n y en el Modelo de Organizacio´n.
Esta teor´ıa aborda las propiedades de las organizaciones humanas y sus aspectos
de disen˜o, mientras que el Modelo de Organizacio´n describe los principales aspec-
tos de las organizaciones: estructura, funcionalidad, normalizacio´n, dinamicidad
y entorno. Este modelo consta de un conjunto de meta-modelos que extienden
las propuestas de INGENIAS y ANEMONA, empleando fundamentalmente los
conceptos de unidad organizativa, servicio, norma y entorno. adema´s, contiene
un conjunto de patrones de disen˜o, con los que facilitar el modelado de la es-
tructura de la organizacio´n.
GORMAS consta de un conjunto de fases que cubren el ana´lisis, el disen˜o de la
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estructura organizativa y el disen˜o de la dina´mica de la organizacio´n. Con estas
fases se especifica cua´les son los servicios que ofrece la organizacio´n, cua´l es su
estructura interna y que´ normas rigen su comportamiento.
4. MAIM: Multiagent architecture for Incedent
Management
En este art´ıculo se propone una arquitectura de agentes para el proceso
de Gestio´n de Incidencias. Esta arquitectura se centra en las organizaciones,
basa´ndose en la metodolog´ıa de GORMAS. Teniendo en cuenta esta arquitectu-
ra, el sistema permitir´ıa registrar una incidencia, clasificarla de forma automa´ti-
ca y buscar el operador que mejor la resolviera. El usuario de forma inmediata
podr´ıa elegir la fecha en la que desea que se resolviera y conocer´ıa el operador
que le ir´ıa a atender.
Por su parte, la unio´n de las diferentes empresas al sistema les permitir´ıa una
mejor planificacio´n de sus recursos, lo que da lugar a un mayor nu´mero de inci-
dencias resueltas, un aumento en la productividad y por tanto, en los beneficios.
Inicialmente se determinan cuales son los servicios y productos que debe ofrecer
el sistema, los objetivos globales que persigue (misio´n), los grupos de intere´s y
la informacio´n que requiere, como se muestra en la figura 1.
CGIS representa la unidad organizativa principal del sistema, sus objetivos prin-
cipales son maximizar la cantidad de incidencias resueltas y minimizar el tiempo
que se tarda en resolverlas. Para ello, se ofrecen cuatro servicios principales: cla-
sificar la incidencia, buscar un operador que la resuelva, reservarlo y facturar la
intervencio´n. Estos servicios requieren de informacio´n que les proporciona cada
uno de los proveedores. El producto obtenido es la reserva de los operadores
necesarios para resolver la incidencia en una fecha determinada(cita).
Para determinar el tipo de organizacio´n de agentes ma´s adecuada se reali-
za un ana´lisis de las dimensiones organizativas que definen las caracter´ısticas
intr´ınsecas de la organizacio´n.Estas dimensiones son las siguientes:
Departamentalizacio´n: Divisional.
La agrupacio´n se realiza principalmente en base a los operadores que in-
tervienen en la resolucio´n de la incidencia (Helpdesk, operadores in-situ,
operadores de conectividad, compan˜´ıas de hardware), teniendo en cuenta
que inicialmente hay que realizar una clasificacio´n de incidencias.
Especializacio´n: ampliacio´n horizontal y vertical.
Los roles proporcionan servicios poco relacionados entre s´ı, con interdepen-
dencia secuencial y recursos compartidos.
Los operadores deciden co´mo implementar sus propios servicios.
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Figura 1. Diagrama del modelo de organizacio´n
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Coordinacio´n y Formalizacio´n: adaptacio´n mutacio´n y normalizacio´n de ta-
reas. Se necesitan mecanismos de negociacio´n para concretar las caracter´ısti-
cas espec´ıficas de la ejecucio´n de las tareas, ya que existe ampliacio´n vertical
y la tecnolog´ıa de produccio´n es de lotes.
La normalizacio´n es necesaria para garantizar un orden preciso en la invo-
cacio´n de los servicios y un orden en la ejecucio´n de las tareas internas.
Teniendo en cuenta estas dimensiones, la congregacio´n se considera el tipo de
organizacio´n ma´s adecuada y sus caracter´ısticas se muestran en la figura 2 de la
vista estructural.
Las congregaciones se forman entre agentes interesados que presentan carac-
ter´ısticas similares o bien complementarias sobre un a´rea de intere´s comu´n. Los
agentes buscan maximizar su utilizad local a largo plazo, en funcio´n de su inter-
accio´n con los agentes de la congregacio´n.Los agentes no tienen el concepto de
grupo como tal y no les importan los objetivos que persigan los otros agentes,
aunque s´ı dependen de otros para satisfacer sus propias necesidades.[2]
La unidad CGIS contiene tantas unidades como tipos de operadores, los roles
cliente y proveedor se refinan dentro de cada nueva unidad. Se identifica un nue-
vo servicio Registrar Unidad.asociado a la unidad principal CGIS, este servicio
permite crear dina´micamente unidades nuevas.
Figura 2. Vista estructural
En cada una de las unidades organizativas relacionadas con los operadores se
incluye un rol propio de GestorUnidad, que proporciona los servicios de adquirir
Rol, Dejar Rol e Informar Unidad.
En la figura 3 se muestra el modelado interno de la unidad Helpdesk, su relacio´n
con la unidad principal CGIS y el resto de unidades.
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Figura 3. Modelado interno de la unidad Helpdesk
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Para realizar la apertura del sistema hay que determinar que funcionalidad
se realiza por agentes internos y cua´l se publicita para que sea proporcionada
por agentes externos.
Los agentes internos se desarrollan por el disen˜ador del sistema y tiene roles
no accesibles, por tanto, su funcionalidad es exactamente la requerida. Por otro
lado, los agentes externos son agentes que participan en la organizacio´n pero
que su procedencia es heteroge´nea, en estos casos es necesario que adopten roles
accesibles a las unidades y que su comportamiento sea controlador a trave´s de
normas.
La funcionalidad a publicar es la de los servicios buscar Operador Helpdesk,
buscar Operador Conectividad, buscar Operador In-situ, buscar Componente
Hardware, reservar Operador Helpdesk, reservar Operador Conectividad, reser-
var Operador In-situ, reservar Componente Hardware.
Para representar la publicacio´n de los servicios es necesario definir la unidad Di-
rectorio de Servicios, del tipo Puerto Servicio, relacionada con la unidad CGIS. a
trave´s de ella se accede a los perfiles de los servicios mediante la relacio´n Iaccede.
De esta forma los agentes externos pueden obtener informacio´n sobre que´ realiza
el servicio para hacer uso del servicio (cliente) o implementar su funcionalidad
(proveedor).
Los roles clientes y proveedores son accesibles por agentes externos (incluidos los
roles relacionados mediante la relacio´n OHerenciaRol), mediante la adquisicio´n
del rol adecuado. Por otro lado, los roles Gestor Unidad y Cobrador se asocian
a agentes internos, por tanto, no son accesibles de forma externa.
En la figura 4 se muestra el modelo de organizacio´n indicando los agentes exter-
nos (a-agentes) y los internos (agentes), junto con los roles que juegan.
4.1. Sistema de penalizaciones/recompensas
Para potenciar los objetivos del sistema se utilizan penalizaciones o recom-
pensas, interesa que los proveedores atiendan las incidencias lo ma´s ra´pido po-
sible y que esa atencio´n este´ asociada con la prioridad de la incidencia. Nor-
malmente con los proveedores de mantenimiento se llegan a acuerdos de nivel
de servicio, estos acuerdos indican el ma´ximo tiempo que se tiene que tardar
en atender un determinado tipo de incidencia. Si este tiempo se supera se debe
penalizar al proveedor.
Por tanto, el sistema debe tener en cuenta el tiempo que se tarda en resolver
una incidencia por cada proveedor (empresa a la que se le asocia la incidencia)
y establecer los SLas (Service Level agrement) para cada uno de ellos. Evidente-
mente los tiempos en resolver una incidencia por un operador remoto deben ser
bastante inferiores a los tiempos de un operador in-situ, ya que en el segundo
caso se tiene que tener en cuenta el desplazamiento.
La forma de penalizar a los proveedores cuando no cumplan los SLas es disminu-
yendo el nu´mero de incidencias asignadas, por tanto, disminuyendo los beneficios
obtenidos. Segu´n recuperen los niveles de servicio se les ira´ asignando un mayor
nu´mero de incidencias, aumentando el beneficio. Por tanto, aquellos proveedores
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Figura 4. Modelo de organizacio´n-agentes
que realicen mejor su trabajo sera´n recompensados.
5. Conclusiones
De acuerdo a los objetivos que se plantearon inicialmente, las principales
aportaciones de este trabajo son:
ana´lisis de los conceptos ba´sicos sobre el proceso de gestio´n de incidencias y
sus principales problemas. En concreto, se ha hecho una revisio´n de sus ca-
racter´ısticas, sus actividades, las gu´ıas existentes para mejorar dicho proceso
y las herramientas que actualmente se utilizan en esta gestio´n.
Revisio´n de las tendencias de las metodolog´ıas de agentes, orientadas al agen-
te o a la organizacio´n, y el estudio de la metodolog´ıa orienta a la organizacio´n
GORMAS.
Disen˜o de una arquitectura basada en agentes para la gestio´n de incidencias,
que minimice el tiempo de resolucio´n de las incidencias y maximice el nu´mero
de incidencias realizadas por cada operador.
El concepto de organizacio´n se ha empleado recientemente para modelar la coor-
dinacio´n de los agentes en los sistemas abiertos y asegurar el orden social en las
aplicaciones de estos sistemas [3]. Las organizaciones de agentes se basan en
las organizaciones humanas, este planteamiento permite controlar los compor-
tamientos de los agentes como miembros de una organizacio´n, que tiene una
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estructura definida y unas normas sociales.
La arquitectura propuesta se basa en la metodolog´ıa de organizaciones GOR-
MAS, lo que permite definir los objetivos de la organizacio´n, su estructura, su
dina´mica y el entorno. Permite disen˜ar un sistema abierto do´nde las empresas
que ofrecen servicios de mantenimiento microinforma´tico se pueden adherir pa-
ra obtener clientes que requieran la resolucio´n de incidencias. Por su parte, los
clientes se benefician de este sistema viendo aumentada su satisfaccio´n al dismi-
nuir el tiempo de resolucio´n de sus incidencias y al conocer de forma inmediata
cua´ndo se van a solucionar.
Si se hace un ana´lisis del gran volumen de incidencias registradas en centros de
acceso a internet durante un an˜o, como se muestra en la figura 5, nos podemos
hacer una idea de la importancia de la investigacio´n en este campo.
Figura 5. Nu´mero de incidencias registradas
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Resumen Este trabajo de investigacio´n esta´ enfocado hacia un tratamiento
bioinspirado de la sen˜al acu´stica y de esta forma, obtener una mejor discrimina-
cio´n frente al ruido en los sistemas automa´ticos de reconocimiento del habla.
En este trabajo ponemos en contacto dos a´reas de investigacio´n que han
seguido habitualmente caminos separados. Por un lado, las investigaciones rela-
cionadas con el desarrollo de modelos computacionales de la fisiolog´ıa auditiva
aplicados en los implantes cocleares, y por otro lado, las investigaciones para el
reconocimiento automa´tico del habla.
actualmente los reconocedores de voz se aplican directamente a la sen˜al per-
cibida por micro´fonos, sin aplicarles las transformaciones no lineales de la sen˜al
que se producen en el o´ıdo humano. Basa´ndonos en el hecho de que personas
con lesiones leves en el o´ıdo reconocen el habla relativamente bien en entornos
limpios de ruido pero tienen problemas auditivos muy superiores al resto de la
poblacio´n en entornos con ruido, queremos demostrar que aplicando modelos
del comportamiento del o´ıdo humano en una fase previa al reconocimiento del
habla, podemos mejorar significativamente su calidad en entornos ruidosos.
Palabras Clave: ASR: Automatic Speech Recognition, Oı´do Computacio-
nal, Entornos con Ruido.
1. Introduccio´n
Los reconocedores de habla se han extendido extraordinariamente en los u´lti-
mos aos para la atencio´n telefo´nica automa´tica. Sin embargo, estos sistemas de
reconocimiento incrementan de forma alarmante la tasa de errores y resultan
ineficaces cuando la relacio´n seal-ruido (SNR) es pobre.
A medida que se ha ido generalizando el uso habitual del tele´fono mo´vil,
cada vez es ma´s normal hacer llamadas a sistemas de reconocimiento automa´tico
desde entornos con ruido (cafeter´ıa, coche, calle, etc.), situaciones muy diferentes
al entorno de laboratorio en el que se han diseado y configurado los algoritmos
de reconocimiento. Debido a esta circunstancia, se han ido enriqueciendo los
algoritmos de reconocimiento con toda una serie de me´todos para filtrar las
seales de ruido, pero con resultados a d´ıa de hoy bastante limitados.
La propuesta que presentamos en este documento se basa en un nuevo en-
foque para resolver este problema. Se ha comprobado que la inteligibilidad del
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habla por parte de personas con dao en el o´ıdo interno se aproxima a lo nor-
mal en ambientes silenciosos, pero sin embargo, esta percepcio´n se deteriora ma´s
ra´pidamente que para las personas con audicio´n normal a medida que el ruido
de fondo aumenta [8]. Del mismo modo, los ı´ndices de inteligibilidad del habla
de los usuarios de implantes cocleares son casi normales para SNR altas pero se
reducen considerablemente al disminuirla [13].
Esto sugiere que las caracter´ısticas del habla sufren importantes transforma-
ciones en co´mo son preprocesadas por el o´ıdo y co´mo son trasladadas al nervio
auditivo. Asimismo, sugiere que la eficacia de los sistemas que utilizan procesa-
dores de voz mejorar´ıan considerablemente, sobre todo en ambientes ruidosos, si
sus procesadores incorporasen caracter´ısticas de procesamiento del sistema audi-
tivo perife´rico. Sobre esta hipo´tesis, el objetivo de esta investigacio´n es producir
un sistema de reconocimiento de vocabularios que incorpore un preprocesado
basado en los modelos computacionales del sistema auditivo [4][5][6].
Para la preparacio´n de este trabajo de Tesis de Ma´ster se ha analizado abun-
dante informacio´n de a´reas tan complejas y extensas como son la f´ısica, la psi-
coacu´stica y los modelos computacionales de reconocimiento del habla. Ha sido
especialmente complejo adquirir los conocimientos base que nos permiten com-
prender la abundante formulacio´n matema´tica que a menudo aparece en las
publicaciones.
Quiero dedicar especial mencio´n al libro ”Signal, Sound and Sensations (Mo-
dern Acoustics and Signal Processing)” de William M. Hartmann [1], por su
extensa y formidable recopilacio´n de conceptos, tambie´n ha sido de gran ayuda
el libro ”An Introduction to the Psychology of Hearing” de Brian C.J. Moore
[7], y como no mencionar ”Speech and Language Processing” de Daniel Jurafsky
y James H. Martin [2], o el cla´sico mejorado ao a ao ”The HTK Book”.
Una vez adquiridos los conocimientos base a trave´s de la documentacio´n
anterior, han sido clave para el planteamiento de este trabajo, las publicaciones
de Enrique Lo´pez Poveda y Ray Meddis sobre modelos computacionales del o´ıdo.
2. Fisiolog´ıa del Habla
El estudio de la pronunciacio´n de las palabras en los distintos lenguajes es
analizado por la fone´tica. La fone´tica modela la pronunciacio´n de las palabras
en una secuencia de s´ımbolos que los representan. Existen principalmente dos
alfabetos para describir los fonemas. El International Phonetic Alphabet (IPA)
y ARPAbet que usa s´ımbolos ASCII para su representacio´n.
El aire al ser expulsado por los pulmones y pasar por la laringe hace vibrar
un par de estructuras ela´sticas llamadas cuerdas vocales, de 15 mm en hombres
y 13 mm en las mujeres. Este sonido generado es posteriormente modificado
al pasar a trave´s del tracto vocal y tracto nasal en funcio´n de la posicio´n que
adopten los o´rganos vocales.
Para el ana´lisis de los fonemas una herramienta fundamental es el espectro-
grama, que nos representa la distribucio´n en frecuencias de la energ´ıa emitida
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Figura 1. Representacio´n Espectral pronunciacio´n palabra [Siete]
en cada instante del tiempo. Cada pico de energ´ıa es llamado formante y corres-
ponde a una frecuencia que es amplificada por la forma del tracto vocal/nasal.
Cada fonema tiene una secuencia de formantes y valles que lo caracterizan.
A estos fonemas iniciales hay que unir toda una serie de feno´menos que com-
plican en gran medida la clasificacio´n y reconocimiento automa´tico del habla.
Entre estos feno´menos esta´n las s´ılabas acentuadas, los alo´fonos de un fonema
(diferentes pronunciaciones debido a la reduccio´n/hiperarticulacio´n o prepara-
cio´n para articular el siguiente fonema), la supresio´n de fonemas, la velocidad
de pronunciacio´n, la prosodia, los dialectos, etc.
Existen diccionarios fone´ticos entre los que cabe destacar CELEX, CMUdict
y PRONLEX para la lengua inglesa, as´ı como otra serie de ellos para otras
lenguas (Espaol, Alema´n, Japone´s, Ara´bico, . . . ) accesibles en el Linguistic Data
Consortium (LDC).
3. Fisiolog´ıa del o´ıdo y su simulacio´n con un modelo o´ıdo
computacional
El o´ıdo humano puede percibir una extensa serie de frecuencias comprendidas
entre 16 Hz y 20,000 Hz. Por regla general, la percepcio´n de las altas frecuencias
es mejor en la infancia y disminuye gradualmente con el tiempo, de manera que
a un adulto normal le es dif´ıcil o´ır frecuencias que pasan de 12,000 Hz.
La intensidad sonora se expresa en decibeles (dB SPL). Una intensidad sonora
de 0 dB es apenas perceptible, 20 dB es equivale a un susurro a 1m de distancia
y es 100 veces ma´s intenso, 60 dB es equivale a una conversacio´n normal y es un
millo´n de veces ma´s intenso, y 100 dB es equivalente a un martillo neuma´tico a
10m de distancia, siendo 10.000 millones de veces ma´s intenso.
3.1. Oı´do externo
El o´ıdo externo adema´s de protegernos de que no se nos introduzcan cuerpos
extraos en el sistema auditivo, tiene la misio´n de concentrar las ondas sonoras,
especialmente las de alta frecuencia y llevarlas al canal auditivo (Figura 2).
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Figura 2. Representacio´n secciones del Oı´do
Del mismo modo que los ojos nos proporcionan visio´n esterosco´pica permi-
tie´ndonos calcular distancias, los o´ıdos nos proporcionan audicio´n esterofo´nica
para determinar la direccio´n del sonido. Resulta destacable que el o´ıdo externo
nos permite determinar la posicio´n en altura de la fuente del sonido, para ello el
cerebro es capaz de determinar las transformaciones que se producen en la seal
acu´stica segu´n el a´ngulo con que nos llega la seal al o´ıdo externo.
El pabello´n auricular se comunica con el conducto auditivo que se extiende
hasta el t´ımpano. En el t´ımpano los cambios de presio´n de las ondas sonoras se
transforman en vibraciones meca´nicas de longitud de onda sumamente pequea.
En una conversacio´n normal el desplazamiento de la membrana es del orden del
dia´metro de una mole´cula de hidro´geno. El o´ıdo externo en su conjunto actu´a
como un elemento resonante que resalta las frecuencias entre 2 Khz y 5.5 Khz.
3.2. Oı´do Medio
El o´ıdo medio esta´ compuesto por la cadena de huesecillos: martillo, yunque
y estribo (Figura 2), que toman las vibraciones proyectadas sobre el t´ımpano y
las conducen a la ventana oval (o´ıdo interno). Valga como curiosidad indicar que
el estribo es el hueso ma´s pequeo del cuerpo humano.
La principal funcio´n del o´ıdo medio es la adaptacio´n de impedancias entre
aire y el fluido que existe en la co´clea, ya que de no existir se provocar´ıa un
rebote de la energ´ıa que se pretende transmitir al o´ıdo interno.
Otra importante funcio´n de la cadena de huesecillos es tener controlada por
mu´sculos y ligamentos la movilidad ma´xima necesaria para la transmisio´n sono-
ra. Los mu´sculos timpa´nicos se combinan de tal manera que se contraen al mismo
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tiempo formando una unidad de defensa ante los ruidos intensos, amortiguando
el sonido a altas intensidades. Su eficiencia en esta tarea depende de la frecuencia
de las vibraciones, transmitiendo o´ptimamente frecuencias medias (1 a 4 Khz),
pero ofreciendo resistencia a las oscilaciones de otras frecuencias. Este feno´meno
determina en buena medida la forma baera invertida de los audiogramas [6].
3.3. Oı´do Interno: la co´clea
En la co´clea es donde ocurre la transformacio´n de energ´ıa meca´nica en ele´ctri-
ca mediante un feno´meno meca´nico-qu´ımico-ele´ctrico. Esta energ´ıa bioele´ctrica
es conducida por los centros nerviosos hasta la corteza cerebral que es donde se
integran las seales y tomamos conciencia de la imagen acu´stica.
La co´clea es un o´rgano en forma de caracol que descompone la seal acu´stica
en las diferentes frecuencias, ya que el cerebro funciona en base a un mapa
tonoto´pico, es decir que diferentes a´reas del cerebro tratan en primera instancia
la interpretacio´n de distintos rangos de frecuencias, para posteriormente otras
a´reas del cerebro ir integrando informacio´n y abstrayendo sensaciones conjuntas.
La co´clea esta´ formada por un sistema de tres rampas paralelas enrolladas:
rampa vestibular, rampa media y rampa timpa´nica. La rampa vestibular y media
se hallan separadas por la membrana de Reissner y la rampa timpa´nica y la
rampa media se hallan separadas por la membrana basilar. Sin entrar en mayores
detalles, la presio´n generada por el estribo en la rampa vestibular se traslada a
movimientos en la membrana basilar.
3.4. Membrana basilar
Tal como demostro´ George von Be´ke´sy, Nobel Medicina 1961, cada zona de
la membrana basilar es ma´s sensible a un estrecho rango de frecuencias. Este
feno´meno nos permite discriminar entre sonidos compuestos por frecuencias muy
parecidas pero con diferente contenido armo´nico.
En el modelo utilizado se simula este comportamiento mediante un banco
de filtros denominados DRNL: Dual-Resonance NonLinear, que representa cada
regio´n de la membrana basilar [4]. Los filtros DRNL reproducen toda una serie
de efectos no lineales que se han comprobado v´ıa experimental como son el hecho
de que la frecuencia central, la anchura y la forma de la funcio´n del filtro var´ıan
con la intensidad del sonido.
Este comportamiento no lineal es el responsable del efecto de supresio´n por el
cual la percepcio´n de un sonido puede disminuir en presencia de seal en bandas
adyacentes.
La Figura 3 muestra de forma simplificada los efectos de supresio´n ante un
est´ımulo de seal una vez aplicado el banco de filtros que representan las sucesivas
zonas de la membrana basilar. El resultado de este efecto de supresio´n es que se
resaltan la amplitud entre picos y valles de frecuencias formantes, lo cual deber´ıa
contribuir a aumentar la SNR en ambientes ruidosos [10].
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Figura 3. Efecto del feno´meno de supresio´n ante un est´ımulo de seal de entrada
Figura 4. Organo de Corti
3.5. O´rgano de Corti
A todo lo largo de la superficie de la membrana basilar se halla una estruc-
tura denominada o´rgano de Corti (Figura 4), que contiene en los humanos unas
16.000 ce´lulas ciliadas, y que son las encargadas de transformar los movimientos
meca´nicos en seales ele´ctricas que facilitan la descargas de neurotransmisores so-
bre el nervio acu´stico. En el modelo desarrollado se ha generado un algoritmo que
simula la amplitud de oscilacio´n de los cilios, genera el valor del potencial intra-
celular, y a partir de ah´ı se simulan el resto de feno´menos hasta la excitacio´n del
nervio auditivo. Para mayor detalle de todos estos mecanismos recomendamos
la lectura (Lo´pez-Poveda 2006 [3]).
Estos comportamientos de las ce´lulas ciliadas son los responsables del efecto
de adaptacio´n, por el cual la actividad de las fibras del nervio auditivo es mayor
al producirse un cambio brusco en un est´ımulo sonoro que una vez transcurrido
un cierto tiempo [11]. Este feno´meno de adaptacio´n se produce por los meca-
nismos de intercambio entre las ce´lulas ciliadas y el nervio auditivo, en los que
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disminuye la respuesta ante un mismo est´ımulo pasados unos milisegundos. Esta
caracter´ıstica facilita la percepcio´n de algunos sonidos consona´nticos como la [t]
o la [k] a pesar de su brevedad. Asimismo, tras el cese de un est´ımulo sonoro se
reduce la actividad del nervio auditivo lo cual dificulta la percepcio´n de sonidos
breves que siguen a un sonido prolongado.
3.6. Modelo Oı´do Artificial
Figura 5. Modelo de Oı´do Artificial [6]
Simular todos estos comportamientos es una tarea compleja que ha llevado
muchos aos de investigacio´n y cuyos resultados se conocen principalmente a
trave´s de sucesivas publicaciones de Enrique Lo´pez Poveda y Ray Meddis.
Aislar y obtener las curvas y para´metros que caracterizan cada una de las
fases del o´ıdo humano nos permiten tener una extraordinaria base de experimen-
tacio´n para simular diferentes patolog´ıas, o como en el objeto de este trabajo de
investigacio´n, para analizar los reconocedores automa´ticos del habla y compren-
der en profundidad que caracter´ısticas influyen de forma ma´s significativa.
Para finalizar en este apartado, la Figura 5 muestra un esquema de bloques de
las diferentes fases que simulan el comportamiento del o´ıdo humano. Este modelo
esta´ implementado en rutinas Matlab y en librer´ıas de co´digo C, disponibles bien
a trave´s del laboratorio de investigacio´n liderado por Enrique Lo´pez Poveda, o
bien desde el proyecto DSAM: Development System for auditory Modelling,
accesible en (http://www.pdn.cam.ac.uk/groups/dsam/).
4. Fases de un Sistema de Reconocimiento de Habla
Para la realizacio´n de nuestro reconocedor del habla se esta usando HTK
(Hidden Markov Model Toolkit). HTK se ha convertido en una herramienta
fundamental en la investigacio´n de las te´cnicas de reconocimiento del habla.
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Dentro de la arquitectura de un reconocedor del habla, podemos distiguir
las siguientes funciones: extraccio´n de caracter´ısticas, algoritmos de bu´squeda,
modelos acu´sticos, diccionarios y modelos del lenguaje.
4.1. Extraccio´n caracter´ısticas
Durante la extraccio´n de caracter´ısticas se obtiene informacio´n relevante de la
seal analo´gica, de forma que nos permita distinguir de forma eficiente los fonemas
que forman las palabras. Los fonemas esta´n caracterizados por su envolvente
espectral y la energ´ıa de la seal.
Un primer paso es digitalizar la seal analo´gica. Para ello debemos determinar
la frecuencia de muestreo de la seal analo´gica (frecuencia Nyquist), y la granu-
laridad o detalle con que medimos cada muestra. Valores t´ıpicos pueden ser un
muestreo de 16 Khz y una granularidad de 8-bits (valores entre ±127).
A continuacio´n se realiza un pre-e´nfasis de la seal para amplificar las frecuen-
cias altas y compensar el efecto de los pulsos glotales y la diferente impedancia
de radiacio´n segu´n la frecuencia. Un siguiente paso es determinar los intervalos
de seal que tomamos para extraer las caracter´ısticas (ej: 25ms), y el desplaza-
mientos entre intervalos (ej: 10ms). Para la obtencio´n de estos intervalos se aplica
una funcio´n coseno (ventana Hamming) que evita ondas laterales en el espectro
de frecuencias.
Un paso final es obtener las caracter´ısticas de la seal de cada ventana por
medio del ana´lisis espectral. Aunque existen distintos me´todos (LPC, MFSC,
PLP, VTLN, MFCC, . . . ), MFCC: Mel Frequency Cepstral Coefficients es el
ma´s usado por su mejor equilibrio entre complejidad y resultados obtenidos.
Figura 6. Ca´lculo del Cepstrum
El nombre Cepstral surge de invertir el orden de las 4 primeras de la palabra
spectral, dado que pasamos del dominio de tiempo al dominio de frecuencias y
luego nuevamente al dominio del tiempo.
El cepstrum es el spectrum del logaritmo del spectrum [2]. En la Figura 5-a
se aprecia el espectro de frecuencias de un fonema y en la Figura 5-b se observa
la seal del cepstrum, en el que se distingue el pulso 120 correspondiente a la seal
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generada por las cuerdas vocales y los pulsos de valores bajos que se correspon-
den a las transformaciones del tracto vocal, que es de donde obtendremos los
coeficientes cepstrales segu´n una escala de percepcio´n humana o escala Mel.
4.2. Modelos Acu´sticos
El modelado de reconocimiento del habla en base a Modelos Ocultos de Mar-
kov (HHM: Hide Markov Model), esta´ siendo aplicado con e´xito en numerosas
soluciones comerciales y acade´micas. En este modelado del habla cada estado del
HMM representa un fragmento de fonema y las observaciones se corresponden
con los coeficientes cepstrales obtenidos anteriormente [9].
Una vez determinada la topolog´ıa del HMM, es siguiente paso es el entrena-
miento (algoritmo Baum-Welch) para obtener los coeficientes de transicio´n entre
estados del HMM y las funciones de densidad probabil´ısticas de los coeficientes
cepstrales para cada uno de los estados. Estas funciones de densidad se modelan
como mezcla de curvas gaussianas.
Existe el problema de que un mismo fonema puede variar mucho debido
a la coarticulacio´n o preparacio´n de los o´rganos vocales para la articulacio´n
del siguiente fonema. Para considerar esta circunstancia se crean HMM’s que
reconocen un fonema dependiendo del contexto (trifonema). Esta evolucio´n nos
hace pasar de 50 fonemas a 100.000 trifonemas en el idioma ingle´s, lo cual obliga
a buscar simplificaciones como es crear para cada fonema, clusters de fonemas
precedentes, que condicionan de forma semejante la coarticulacio´n del mismo.
Una vez entrenado el HMM, se le somete al reconocimiento de fonemas (al-
goritmo Viterbi). Para mejorar la tasa de aciertos, se complementa el resultado
del modelo acu´stico con HMM, con diccionarios de palabras va´lidas y modelos
del lenguaje como son las grama´ticas y los modelos N-gram que representan las
probabilidades en secuencias de palabras de longitud ”N”.
5. Conclusiones
La realizacio´n de este trabajo de Tesis de Ma´ster nos ha permitido un pri-
mer acercamiento al estado del arte de estas tecnolog´ıas, y servir como punto
de arranque para la posterior Tesis Doctoral donde se demuestre formalmente
respuestas a las siguientes preguntas:
1. ¿Mejoran los reconocedores automa´ticos del habla, si se les antepone un
modelo computacional del o´ıdo?
¿En entornos sin ruido?. ¿En entornos de ruido blanco, ruido cafeter´ıa
(bubble speech) y ruido de calle?. ¿Tiene un comportamiento lineal para
diferentes niveles seal-ruido?. ¿Tiene un comportamiento semejante para
diferentes niveles sonoros?
2. ¿Mejoran/empeoran los experimentos anteriores, sustituyendo la estructu-
ra fina de las bandas del modelo computacional del o´ıdo por su frecuencia
caracter´ıstica, pero manteniendo la envolvente de la seal? [12]
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Resumen En este trabajo se aborda el problema de la visualizacio´n de los
resultados de bu´squeda de v´ıdeos en YouTube1 desde tres perspectivas. (1) La
adaptacio´n de una te´cnica de visualizacio´n de informacio´n para dar una vista
general de los v´ıdeos recuperados y facilitar el reconocimiento de relaciones, pa-
trones y tendencias entre ellos. (2) La utilizacio´n de una te´cnica basada en grafos
para motivar la bu´squeda exploratoria de v´ıdeos utilizando las relaciones impl´ıci-
tas entre v´ıdeos, etiquetas y otros v´ıdeos relacionados. (3) La implementacio´n
de te´cnicas de previsualizacio´n de v´ıdeos, que dan informacio´n de su contenido
visual. Como resultado de este trabajo se implemento´ ViRe-YouTube un sistema
para la recuperacio´n de v´ıdeos de YouTube que reemplaza la interaccio´n tradi-
cional (en la cual el usuario env´ıa una consulta y el sistema le muestra una lista
de resultados) con un estilo de interaccio´n similar al de navegacio´n, en el que la
organizacio´n y presentacio´n de los resultados ayudan al usuario a comprender
mejor el conjunto de v´ıdeos recuperados y por ende a hacer una seleccio´n ma´s
adecuada de los v´ıdeos a reproducir.
1. Introduccio´n
El creciente nu´mero de v´ıdeos de YouTube2 ha hecho de este repositorio uno
de los lugares ma´s populares y visitados de Internet. YouTube tiene el potencial
de contener informacio´n de intere´s para muchos tipos usuarios. No obstante, el
disponer de tanta informacio´n genera inconvenietes en el proceso de bu´squeda
y exploracio´n de v´ıdeos, lo que conlleva a que e´ste sea lento, tedioso, y algunas
veces, frustrante.
La bu´queda de v´ıdeos en YouTube, al igual que en otros repositorios de su
tipo, se realiza a trave´s de una interfaz en la que el usuario ingresa los te´rminos
que describen los v´ıdeos a buscar. Cuando se obtienen los resultados, el sistema
muestra en una lista una imagen representativa y la descripcio´n general de los
v´ıdeos recuperados. Este esquema de presentacio´n, que es ampliamente utilizado,
tiene algunas limitaciones: (a) No es fa´cil determinar si existe, o no, una relacio´n
entre los v´ıdeos recuperados; (b) Cuando se hacen bu´squedas exploratorias, en
las que el usuario tiene una vaga, o ninguna, idea de lo que busca, las listas no son
1 http://www.youtube.com/
2 Se estima que hay ma´s de 45’000.000 de v´ıdeos y que el repositorio crece a un ritmo
asombroso, en el que cada minuto los usuarios suben cerca de 7 horas de v´ıdeo [1]
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suficientes, [2] ya que requieren un gran esfuerzo cognitivo para la exploracio´n;
Y (c) una imagen representativa del v´ıdeo no da la suficiente informacio´n de su
contenido para realizar una seleccio´n cuidadosa de los v´ıdeos que son relevantes
para el usuario.
En la literatura hay diferentes trabajos que intentan dar solucio´n a estos y
otros inconvenientes de los sistemas de recuperacio´n de v´ıdeos. algunos auto-
res, por ejemplo, se centran en el proceso de generacio´n de previsualizaciones
del v´ıdeo [3,4,5,6,7,8], otros proponen mecanismos de bu´squeda que involucran
conceptos sema´nticos [9], y otros exploran la posibilidad de realizar bu´squedas
basadas en contenido [10]. Sin embargo, con respecto a la forma en que se visuali-
zan los resultados de dichas bu´squedas, son pocos los trabajos que se encuentran
en la literatura [11].
En este art´ıculo se propone y se describe una herramienta que utiliza di-
ferentes te´cnicas de visualizacio´n de informacio´n para presentar y organizar los
resultados de las bu´squedas de v´ıdeos en YouTube. Las representaciones propues-
tas le permiten al usuario analizar la coleccio´n de v´ıdeos recuperados, detectar
patrones y encontrar relaciones, que en una lista no son evidentes. adema´s, con
el fin de proporcionar elementos de juicio ma´s intuitivos, se propone la utiliza-
cio´n de diferentes mecanismos de previsualizacio´n de v´ıdeos, los cuales dan al
usuario informacio´n del contenido visual , y que por tanto, le permiten hacer
una seleccio´n ma´s cuidadosa de los v´ıdeos que son de su intere´s.
El resto del art´ıculo se organiza como sigue. En la Seccio´n 2, se hace una breve
introduccio´n del estado del arte. En la Seccio´n 3 se describen algunos trabajos
relacionados. En la seccio´n 4 se detalla ViRe-YouTube , la herramienta que se
propone en este trabajo. En la Seccio´n 5 se presentan las conclusiones. Y en la
Seccio´n 6 se describen algunos trabajos futuros.
2. Estado del arte
La aplicacio´n de las te´cnicas de visualizacio´n de informacio´n a los sistemas
de recuperacio´n de v´ıdeos, abre la posibilidad de desarrollar nuevos sistemas de
recuperacio´n que mejoren la experiencia de bu´squeda del usuario. a continuacio´n
se presentan conceptos relacionados con el a´rea de visualizacio´n de informacio´n
y se describen, brevemente, algunas te´cnicas de previsualizacio´n de v´ıdeos.
2.1. Visualizacio´n de Informacio´n
“...los sistemas informa´ticos de Visualizacio´n de Informacio´n, se enfocan
en brindar ayudas para la exploracio´n o la explicacio´n de datos a trave´s
de sistemas que incluyan representaciones visuales, contemplando inter-
venciones interactivas del observador. El principal desaf´ıo en el disen˜o
de visualizaciones, es el de representar el conjunto de datos abstractos,
no necesariamente espaciales, reforzando los aspectos cognitivos...”3
3 http://www.infovis.org/infovis/2005/
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Como se describe en la definicio´n anterior, lo que se busca al aplicar te´cnicas
de visualizacio´n de informacio´n es generar una representacio´n visual de los da-
tos, tal que e´sta optimice la posibilidad de comprensio´n e interiorizacio´n del
conocimiento inherente en ellos.
Para ello, se han propuesto diferentes modelos que permiten llevar un con-
junto de datos en crudo a una representacio´n visual para su interpretacio´n y
ana´lisis [12,13,14]. Ben Fry [12], por ejemplo, propone un modelo que consta
de siete etapas que van desde la adquisicio´n de los datos hasta su presentacio´n
visual, refinamiento e interaccio´n con el usuario. Cualquiera que sea el modelo
seleccionado para crear visualizaciones de los datos, estos involucran la aplica-
cio´n y estudio de diferentes aspectos de miner´ıa de datos, psicolog´ıa cognitiva, y
principios de disen˜o de interfaces gra´ficas de usuario, entre otros.
Dada la importancia de estos aspectos, a continuacio´n se hace una breve
descripcio´n de ciertos elementos de la psicolog´ıa de la percepcio´n, meta´foras de
representacio´n de datos y se presentan algunos elementos de interaccio´n, en los
sistemas de visualizacio´n de informacio´n.
Psicolog´ıa de la Percepcio´n. Co´mo menciona Shneiderman [15], una repre-
sentacio´n visual es ma´s fa´cil de usar y comprender que una descripcio´n textual.
El sistema visual humano es un poderoso sistema de procesamiento capaz de
detectar cambios de forma, color, textura, taman˜o, orientacio´n y posicio´n de los
objetos, lo que favorece la transmisio´n de conocimiento a trave´s de esas carac-
ter´ısticas visuales.
En te´rminos de percepcio´n, el sistema visual esta´ especialmente adaptado
para procesar, ma´s ra´pidamente y con mayor precisio´n, ciertas propiedades vi-
suales. a este conjunto de propiedades se les llama preatentivas, ya que su detec-
cio´n parece preceder al momento de la atencio´n [16]. Parte de la importancia de
los sistemas de visualizacio´n de informacio´n recae en su capacidad para ayudar
a “ver”la informacio´n que se oculta en los datos. La utilizacio´n de propiedades
preantentivas ayuda a los sistemas de visualizacio´n en esa tarea de percepcio´n.
algunas propiedades preatentivas ampliamente utilizadas son:
La Posicio´n: que determina el lugar en el espacio del objeto.
El Taman˜o: que esta´ relacionado con el a´rea del objeto.
El Color : que especifica la longitud de onda de la luz con que se pinta el
objeto.
La Forma: que define el s´ımbolo utilizado para representar el objeto.
Jacques Bert´ın [17] menciona que estas propiedades visuales producen un
impacto sobre cuatro niveles de percepcio´n del usuario:
Asociativo: que permite formar grupos de objetos.
Selectivo: que responde a la percepcio´n de objetos dentro de una grupo que
poseen una particularidad.
Ordinal : que se expresa con la especificacio´n de una variable particular cuan-
titativa y ordenada.
Cuantitativo: que responde a la percepcio´n de la razo´n entre dos o ma´s obje-
tos, permitiendo la comparacio´n con respecto a una o varias caracter´ısticas.
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Me´taforas de Representacio´n de Datos. Una de las decisiones ma´s im-
portantes en el proceso de visualizacio´n de informacio´n, es determinar de que
manera se van a presentar los datos al usuario. Fry [12] sen˜ala que esta selec-
cio´n debe hacerse de tal forma que la representacio´n sea lo ma´s simple posible
pero que trasmita los aspectos ma´s relevantes del conjunto de datos. Esta´s son
algunas de las representaciones ma´s comunes:
Gra´ficos de Dispersio´n: los datos se representan como una nube de puntos
cuya posicio´n horizontal y vertical se determina por los valores en los datos.
Estos gra´ficos pueden ser extendidos a 3 o ma´s dimensiones.
Mapas de Calor : son una representacio´n en la que los datos se codifican como
colores en un mapa de dos dimensiones.
A´rboles: son utilizados para representar datos ordenados con estructuras
jera´rquicas.
Grafos: emplean una coleccio´n de nodos y aristas para representar las rela-
ciones binarias entre los objetos de un conjunto.
TreeMaps: son un tipo de visualizacio´n de jerarqu´ıas que se representan por
el anidamiento recta´ngulos. En este tipo de representacio´n, cada nivel de
anidacio´n se corresponde con un nivel de descomposicio´n de la jera´rquica
Interaccio´n con el Usuario. El mantra de bu´squeda visual de informacio´n de
Shneiderman [15] “Overview first, zoom and filter, then details-on-demand”plantea
el siguiente conjunto de tareas, como las ma´s relevantes a tener en cuenta en el
disen˜o de sistemas de visualizacio´n interactivos:
Vista General (Overview): proporcionar una vista general de la coleccio´n de
datos que permita, al usuario, ver como estos esta´n organizados.
Escala (Zoom): permitir al usuario escalar los datos que son de su intere´s,
por ejemplo, variando la distancia focal de la visualizacio´n.
Filtrado (Filter): proveer un mecanismo que permita eliminar de la visuali-
zacio´n los objetos que no son de intere´s, dandole la posibilidad al usuario de
se centrarse en los objetos que si lo son.
Detalles a Demanda (Details-on-Demand): la idea de este concepto es brin-
dar al usuario la posibilidad de solicitar informacio´n detallada sobre un ele-
mento, o un grupo de elementos, cuando e´l lo requiera.
Relacionar (Relate): permitir al observador reconocer las relaciones entre los
objetos.
Historial (History): mantener la historia de acciones realizadas por los ope-
radores para permitir volver a un estado anterior o repetir una accio´n.
Extraccio´n (Extract): para poder extraer un conjunto de objetos de la visua-
lizacio´n para su ana´lisis posterior.
2.2. Previsualizacio´n de Vı´deos
El intere´s de un usuario al previsualizar un v´ıdeo es evaluar si ese v´ıdeo es
de su intere´s, o no, sin tener que descargarlo y reproducirlo en su totalidad. La
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Figura 1. Me´todos de Organizacio´n Espacial de Frames
previsualizacio´n de un v´ıdeo se realiza disminuyendo la informacio´n redundante
y eliminando el contenido que se puede predecir viendo una parte del mismo
[18].
La mayor´ıa de los autores clasifican la previsualizacio´n en uno de dos tipos:
previsualizacio´n esta´tica, la cual se genera utilizando un conjunto de frames del
v´ıdeo [19,4,20,5,21,22,23], y la previsualizacio´n dina´mica que es una versio´n corta
del v´ıdeo original generada a partir de algunos planos del v´ıdeo [24,7,8,25].
En el caso de las previsualizaciones esta´ticas, un tema de investigacio´n es
como organizar los frames que hacen parte de la previsualizacio´n. La forma ma´s
comu´n de hacerlo es utilizar una tabla a la que se le llama storyboard [11] (1a).
Smoliar et al. proponen en [26] otro manera de organizacio´n llamada micon, que
es un so´lido rectangular en el que los frames se disponen en orden secuencial
(figura 1b). Kim et al. [27] crean mosaicos utilizando frames con caracter´ısticas
de color similar (figura 1c) y Goeau et al. [28] proponen una disposicio´n llamada
Table Of Video Contents que se ilustra en la figura 1d.
3. Trabajos Relacionados
Quiza´ la manera ma´s comu´n de organizar y visualizar los resultados de una
bu´squeda es a trave´s de una lista textual en la que se presenta el t´ıtulo del do-
cumento y otros elementos descriptivos como el autor, el URL y algunas veces
una imagen o screenshot del documento. No obstante, en los sistemas de recu-
peracio´n de v´ıdeos estos elementos descriptivos suelen ser insuficientes para que
el usuario seleccione ra´pidamente los v´ıdeos son relevantes para e´l.
En el proyecto Informedia [11,29,30] se ha desarrollo una interfaz de consulta
y presentacio´n de resultados que´ a trave´s de diferentes te´cnicas de visualizacio´n
de informacio´n (l´ıneas de tiempo, gra´ficos de dispersio´n, etc), proporcionan al
usuario una herramienta para analizar y explorar las relaciones entre los dife-
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rentes segmentos de v´ıdeos que se recuperan en una consulta. No obstante, los
me´todos de representacio´n que se proponen en Informadia esta´n orientados a
colecciones de v´ıdeos estructurados (noticias y entrevistas), que adema´s, pueden
ser complementadas con otros elementos de visualizacio´n de informacio´n.
Con respecto a trabajos que se centran en la visualizacio´n de resultados de
bu´squeda de v´ıdeos en YouTube, el propio YouTube propone una herramienta
visual para la exploracio´n de v´ıdeos, sin embargo, e´sta no cuenta con ninguna
de las iteraciones de las que Shneiderman se refiere en su mantra de bu´squeda
visual de informacio´n [15].
SearchMe4 y DiscoverGalaxi5 son dos aplicaciones que proponen componen-
tes visuales para la bu´squeda de v´ıdeos. SearchMe utiliza una meta´fora basada
en listas llamada cover flow y DiscoverGalaxi proporciona dos vistas basadas
en tablas y una adicional que organiza los v´ıdeos en un espacio tridimensional.
Sin embargo, estas propuestas cuentan con los mismos problemas de las cla´sicas
listas de resultados. Otros dos sistemas de bu´squeda de v´ıdeos en YouTube son
oSkope6 y TimeTube7, los cuales utilizan visualizaciones basadas en gra´ficos de
dispersio´n. No obstante, e´stas se limitan a organizar los v´ıdeos en te´rminos de
dos de sus atributos.
Flookon8 es una aplicacio´n de bu´squeda y exploracio´n que propone una vi-
sualizacio´n basada en grafos para representar las relaciones entre los v´ıdeos re-
cuperados, las etiquetas y otros v´ıdeos relacionados de YouTube. El problema
de esta visualizacio´n, al igual que las anteriores, es que no proporciona detalles
de los v´ıdeos, ni dan informacio´n sobre su contenido visual.
Por otro lado, Blinkx9 y VideoSurf10 si dan informacio´n del contenido visual
de los v´ıdeos recuperados. a pesar de ello, su representacio´n visual esta´ basada
en listas.
4. ViRe-YouTube
La herramienta que se propone en este trabajo, es una primera aproxima-
cio´n de un sistema visual de recuperacio´n de v´ıdeos de YouTube que cuenta con
mu´ltiples vistas para analizar los v´ıdeos recuperados, realizar bu´squedas explo-
ratorias y previsualizar el contenido de los v´ıdeos, esto con el fin de permitir
al usuario hacer una seleccio´n ma´s cuidadosa de los v´ıdeos que son de su in-
tere´s. En las subsecciones siguientes se describen los componentes principales de
ViRe-YouTube y se explica como esos componentes implementan las tareas
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4.1. Un Gra´fico de Dispersio´n para analizar los Vı´deos Recuperados
Una vista general del conjunto de datos recuperados puede dar al usuario
pistas de su organizacio´n, y ma´s au´n, le puede ayudar a seleccionar o eliminar
fuentes de informacio´n [31]. Una de las limitaciones de las listas de documentos
(y en este caso particular, de las listas de v´ıdeos) es que no le dan al usuario esa
vista general que mencionan Baeza y Ribeiro en su libro “Modern Information
Retrieval”[31].
En este trabajo se propone la utilizacio´n de un gra´fico de dispersio´n enrique-
cido con propiedades visuales preatentivas para organizar y presentar los v´ıdeos
recuperados de una consulta. La utilizacio´n de este tipo de visualizacio´n abre la
posibilidad al usuario de identificar, ra´pidamente, con respecto a los diferentes
atributos de los v´ıdeos, grupos, tendencias, comportamientos y outliers. adema´s,
por la naturaleza lineal de su algoritmo de representacio´n, el nu´mero de v´ıdeos
que se pueden representar es casi ilimitado, lo que favorece la vista general que
propone Shniderman en su mantra de bu´squeda de informacio´n visual; y que por
otro lado mencionan Baeza y Ribeiro en [31].
Traduccio´n de atributos Gra´ficos. Cada asignacio´n de caracter´ısticas vi-
suales a los objetos resuelve con diferente grado de efectividad los cuatro niveles
de percepcio´n propuestos Bert´ın en [17]. Por eso es importante determinar que
atributos de los v´ıdeos se van a representar con cada caracter´ıstica visual:
Posicio´n: la posicio´n de los objetos le permite al usuario asociar y agrupar los
videos por proximidad, a dema´s que permite encontrar videos fuera de rango
o que no siguen las tendencias de la mayor´ıa de los videos recuperados. Los
atributos utilizados para determinar la posicio´n de los v´ıdeos son su duracio´n
(eje X) y el nu´mero de visitas (eje Y).
Forma: es una caracter´ıstica visual ideal para el nivel asociativo [17]. Por
esta razo´n, se propone utilizar la forma para representar la antigu¨edad de
los v´ıdeos.
Color : en te´rminos de los niveles de percepcio´n de Bert´ın [17], el color es
ideal para impactar en el nivel asociativo y selectivo, por esta razo´n se utiliza
para representar las categor´ıas de v´ıdeos de YouTube.
Taman˜o: como el taman˜o es adecuado para los niveles ordinal y cuantitativo,
este se utiliza para representar la calificacio´n del video, que es un atributo
de naturaleza ordinal cuyo rango no permite que se desborden los objetos
por su taman˜o.
Esta asignacio´n de caracter´ısticas logra una estructura visual efectiva, en la
que en un espacio limitado se presenta un conjunto amplio de atributos informa-
tivos de la coleccio´n de videos recuperados. La figura 2 muestra un ejemplo para
la consulta “Obama”. En este ejemplo, el usuario puede ra´pidamente observar
en el gra´fico de dispersio´n que todos los videos recuperados tienen una duracio´n
corta, y que la mayor´ıa fueron publicados a finales del 2008, adema´s, se eviden-
cia que los videos se agrupan en tres categor´ıas diferentes y que uno de ellos
ViRe-YouTube 63
Figura 2. Dos Vistas en la que se Visualizan los Vı´deos resultantes de la consulta
“Obama”
esta´ fuera de rango, con respecto a la duracio´n. abstraer esta informacio´n del
gra´fico requiere menor tiempo, procesamiento y esfuerzo cognitivo que cuando
se abstrae de una lista.
Controles e Interaccio´n con el Usuario. Esta visualizacio´n cuenta con un
mecanismo que le permite al usuario ver en la propia visualizacio´n los detalles
de los v´ıdeos, evitando de esta manera, la perdida del contexto de la consulta,
a diferencia de los que sucede en los sistemas presentados en la seccio´n 3. Otro
control prouesto e implementado en ViRe-YouTube permite a los los usuarios
cambiar los atributos que se representan en los ejes del gra´fico, con lo que facilita
el ana´lisis de los v´ıdeos desde diferntes puntos de vista.
4.2. Bu´squeda Exploratoria de Vı´deos a trave´s de Grafos
En este trabajo, se propone un mecanismo de exploracio´n de videos del tipo
Query searching and Browsing [32], similar al utilizado por Flokoon, en el que
se emplean las etiquetas y las listas de v´ıdeos relacionados para explorar otros
v´ıdeos que pueden estar interconectados con los te´rminos de la consulta inicial.
Los grafos, a diferencia de las visualizaciones basadas en listas, ofrecen un
mecanismo de recuperacio´n visual en el que se permite al usuario explorar el
espacio de bu´squeda sin perder el contexto de la consulta inicial. adema´s, es-
ta meta´fora de representacio´n visual, disminuye la carga cognitiva y las tareas
memor´ısticas de la exploracio´n y hace visibles las relaciones, que en las repre-
sentaciones basadas en listas, no se perciben.
En ViRe-YouTube se propone la utilizacio´n de dos tipos de grafos: grafos
dirigidos por fuerzas y grafos radiales. La figura 3 muestra una bu´squeda explo-
ratoria iniciada con los v´ıdeos recuperados de la figura 2 utilizando los dos tipos
de grafos, los cuales se explican a continuacio´n.
Grafos Dirigidos por Fuerzas. Se modelan como sistemas f´ısicos, en los que
se definen fuerzas que actu´an sobre los nodos, tal que su posicio´n se establece
encontrando el equilibrio en el sistema f´ısico [33].
64 Carlos a. Mera B.
Figura 3. Bu´squeda Exploratoria Iniciada con la Consulta “Obama”
Una de las motivaciones para utilizar grafos dirigidos por fuerzas, en este
trabajo, son los buenos resultados este´ticos que se consiguen con ellos. Este tipo
de grafos logra un equilibrio visual que se refleja en aristas de igual taman˜o y
nodos sime´tricamente distribuidos, caracter´ısticas de organizacio´n, que disminu-
yen la carga en el proceso cognitivo del usuario y que facilitan la exploracio´n
de la coleccio´n de v´ıdeos. adema´s, como se basan en analog´ıas f´ısicas de objetos
comunes, su comportamiento es relativamente fa´cil de predecir y entender.
Grafos Radiales. Un grafo organizado en una disposicio´n radial, o “grafo
radial”, es tratado como un a´rbol cuya ra´ız es definida por un nodo foco que
se posiciona en el centro de la visualizacio´n. Los otros ve´rtices se organizan en
anillos conce´ntricos alrededor del nodo foco, dependiendo de su distancia hasta
dicho nodo foco [34].
La propuesta de utilizar dos tipos de grafos en la bu´squeda exploratoria se
sustenta en una anotacio´n de Yee et al. [34] que sugiere que la habilidad para ver
un grafo, interactivamente, desde diferentes perspectivas puede producir nuevo
conocimiento sobre los datos.
Controles e Interaccio´n con el Usuario. Basados en el mantra de bu´squeda
de informacio´n visual de Shneiderman [15], los grafos, al igual que los gra´ficos de
dispersio´n, dan al usuario una vista general de los v´ıdeos recuperados, para ello
cuentan con controles que le permiten al usuario variar la distancia focal de la
visualizacio´n y obtener detalles de los v´ıdeos bajo demanda. Estos grafos tambie´n
cuentan con un control que les permite explorar el espacio de bu´squeda de los
v´ıdeos (explosio´n de nodos) y eliminar de la visualizacio´n aquellos que no son de
su intere´s (eliminacio´n de nodos). Igualmente, tienen mecanismos que le permite
al usuario desplazarse por la visualizacio´n (paneo de ca´mara) y reacomodar los
nodos de la misma (arrastrar y soltar).
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4.3. Filtros para las Visualizaciones de ViRe-YouTube
El filtrado, es una de las te´cnicas ba´sicas de interaccio´n que hace parte de
las tareas que propone Shneiderman [15] en su mantra. Los filtros permiten al
usuario controlar el contenido de la visualizacio´n, de tal manera que estos le
ayudan a centrar su atencio´n eliminando los elementos que no son de su intere´s.
En este trabajo se proponen dos tipos de filtros que, adema´s de dar informa-
cio´n sobre la agrupacio´n de los v´ıdeos en categor´ıas y autores, permiten recuperar
los v´ıdeos que pertenecen a un determinado autor o categor´ıa. Estos criterios son
u´tiles para discernir y seleccionar los v´ıdeos de intere´s que pertenecen a una clase
determinada.
Filtro Basado en un A´rbol Expansible . Un a´rbol expansible es una repre-
sentacio´n visual de un a´rbol en la que los nodos padres se pueden expandir o
contraer con el fin de mostrar u ocultar la rama del a´rbol que se deriva de ellos.
El a´rbol expansible, que se propone en este trabajo, organiza los nodos como
t´ıtulos de una tabla de contenido en la que el espacio de la sangr´ıa, con la que
se separan los nodos del margen izquierdo, depende de la profundidad del nodo
en el a´rbol, como se ilustra en la figura 4a.
Este filtro tiene implementados algunos controles que le permiten al usuario
expandir y contraer las ramas del a´rbol (interaccio´n utilizada para filtrar los
v´ıdeos en las otras visualizaciones); y modificar la estructura del a´rbol a una de
cuatro disponibles (so´lo categor´ıas, so´lo autores, categor´ıas-autores o autores-
categor´ıas).
Filtro Basado en un TreeMap . Un treemap [35] es una te´cnica de visuali-
zacio´n en la que el a´rbol se representa con un conjunto de recta´ngulos anidados
que simbolizan los nodos del a´rbol.
Algunas de las motivaciones por las que se propone un treemap como filtro
son: su idea de representacio´n es relativamente sencilla y por tanto su curva de
aprendizaje es baja; proporcionan al usuario una visio´n de conjunto, de a´rboles
complejos, ma´s ra´pido que una estructura de representacio´n basada en nodos y
aristas; y adema´s, su uso eficiente de espacio disminuye la necesidad de usar con-
troles de desplazamiento y zoom. La figura 4b pone en evidencia estas ventajas,
con respecto al a´rbol expansible.
Con los controles de interaccio´n implementados en el treemap, el usuario
puede seleccionar un nodo tipo categor´ıa y filtrar los datos en la visualizacio´n
que pertenecen a esa categor´ıa, adema´s puede cambiar el atributo que determina
el taman˜o de los recta´ngulos, que por defecto es el nu´mero de calificaciones del
v´ıdeo.
4.4. Me´todos de Previsualizacio´n de Vı´deos
Como se ha mencionado antes, uno de los problemas de la mayor´ıa de sistemas
de recuperacio´n de v´ıdeos de YouTube, es que so´lo muestran al usuario una
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Figura 4. Filtros y su aplicacio´n en la Bu´squeda Exploratoria de la 3
imagen representativa del contenido del v´ıdeo, lo que dificulta y retraza la tarea
de encontrar los v´ıdeos relevantes para el usuario. Para cubrir esa desventaja,
en este trabajo se propone la integracio´n de cuatro me´todos de previsualizacio´n
que ayudan al usuario a identificar de forma ma´s ra´pida los v´ıdeos que son de
su intere´s.
Los me´todos de previsualizacio´n que se explican a continuacio´n utilizan un
conjunto de frames uniformemente seleccionados, por cada segundo de duracio´n
del v´ıdeo. Este tipo de seleccio´n de frames se escogio´ con base en la discusio´n de
que no hay diferencia entre la comprensio´n adquirida al ver un conjunto de frames
cuidadosamente seleccionados, o al ver un conjunto de frames seleccionados a
trave´s de un muestreo uniforme en el tiempo, la cual fue presentada por Simone
Santini en [36].
Previsualizacio´n Dina´mica. La previsualizacio´n dina´mica que integra ViRe-
YouTube consiste en un GIF animado creado a partir de un conjunto de frames
del v´ıdeo obtenidos de una seleccio´n a intervalos uniformemente distribuidos de
tiempo. La utilizacio´n de este tipo de previsualizacio´n da al usuario una idea del
contenido del v´ıdeo a trave´s de una vista ra´pida del mismo. La figura 5a muestra
la previsualizacio´n de uno de los v´ıdeos obtenidos con la consulta “Obama”.
Previsualizacio´n en Espiral. Se propone una previsualizacio´n en la que los
frames del v´ıdeo se organizan en una espiral logar´ıtmica, tal que el taman˜o de los
frames aumenta a medida que el punto en el que se ubican en la espiral se aleja del
centro del grafico. La ecuacio´n polar de la espiral logar´ıtmica esta´ determinada
por la ecuacio´n 1.
r = aebθ (1)
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Figura 5. Tipos de Previsualliazcio´n en ViRe-YouTube
donde, r es la distancia del punto al origen, θ es el a´ngulo formado con el eje X,
y a y b son constantes arbitrarias.
Este tipo previsualizacio´n le permite al usuario formase una idea ra´pida de
la estructura del v´ıdeo, e identificar fa´cilmente los planos del mismo. La previ-
sualizacio´n en espiral le da al usuario informacio´n del contenido del v´ıdeo y le
muestra co´mo cambian los frames de principio a fin o de fin a inicio, como se
ilustra en la figura 5b.
Previsualizacio´n como Paso de Diapositivas. Otra previsualizacio´n pro-
puesta e implementada es la de paso de diapositivas. En este tipo de previsuali-
zacio´n el usuario puede ver como cambia el v´ıdeo frame a frame, como se ilustra
en figura 5c. Esta previsualizacio´n tiene la ventaja de que el usuario puede ver
todos los frames extra´ıdos del v´ıdeo a una velocidad constante de tal manera
que se facilita la tarea de encontrar detalles que no pueden ser vistos ni en la
previsualizacio´n dina´mica, ni en la previsualizacio´n en espiral.
Previsualizacio´n en Tira de Frames Esta es un previsualizacio´n similar a la
que utiliza VideoSurf, en la que los frames se organizan en una lista horizontal y
en la que a demanda del usuario se ampl´ıa uno de los frames en la parte central
de la visualizacio´n, como se ilustra en la figura 5d.
5. Conclusiones
El desarrollo de este trabajo muestra co´mo la aplicacio´n de te´cnicas de vi-
sualizacio´n de informacio´n, en sistemas de recuperacio´n de videos, abre la posi-
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bilidad de explorar la coleccio´n de v´ıdeos, a la vez que provee un mecanismo de
ana´lisis que le facilita al usuario la tarea de descubrir patrones, tendencias y las
relaciones impl´ıcitas entre los v´ıdeos.
Las visualizaciones propuestas e implementadas en este trabajo cuentan con
la habilidad de presentar y organizar un conjunto de v´ıdeos, en un espacio que fa-
cilita la comparacio´n y favorece el ana´lisis y la exploracio´n de v´ıdeos, a diferentes
niveles de detalle. as´ı mismo, toman provecho de las capacidades de procesamien-
to del sistema visual humano para detectar patrones y tendencias de los v´ıdeos
recuperados a trave´s de su representacio´n con propiedades preatentivas.
Finalmente, el uso en conjunto de las diferentes visualizaciones, filtros y me-
canismos de previsualizacio´n proporciona al usuario una poderosa herramienta
que reduce la carga cognitiva y las tareas memor´ısticas involucradas en el proceso
de bu´squeda y exploracio´n de v´ıdeos.
6. Trabajos Futuros
Con el desarrollo de este trabajo se abre la posibilidad de abordar algunos
problemas no contemplados en e´l, algunos de ellos son:
Realizar estudios de impacto, aceptacio´n y efectividad de los diferentes tipos
de visualizacio´n utilizados.
Proponer visualizaciones que soporten la bu´squeda basada en recuperacio´n
sema´ntica y/o caracter´ısticas de bajo nivel de los v´ıdeos.
analizar y mejorar algunos de los algoritmos implementados, con el fin de
disminuir la carga de la memoria y su tiempo de respuesta.
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Resumen La presente investigacio´n tiene como objetivo principal compro-
bar la factibilidad de aplicar metodolog´ıas asociadas al ana´lisis de redes sociales
sobre datos que han sido recolectados a trave´s de un Crawler, como as´ı mis-
mo, obtener resultados concretos sobre dichos datos. Los objetivos espec´ıficos
apuntan a conocer y comprender las metodolog´ıas que componen el ana´lisis de
redes sociales para poder ser aplicadas. Para lograr estos objetivos, es necesario
conocer las herramientas informa´ticas que apoyan el ana´lisis de redes sociales,
sobre todo de grandes redes las cuales sin el apoyo de la velocidad de ca´lculo
que ofrecen los computadores no ser´ıa posible estudiar.
1. Introduccio´n
Para realizar un ana´lisis de las redes es primordial en primera instancia reco-
pilar la informacio´n necesaria. Para generar una red del tipo “social” es necesario
hacerlo a partir de los datos reticulares, los cuales esta´n representados a trave´s
de los actores y sus relaciones mas que de sus atributos.
Las redes resultantes requieren herramientas que apoyen el proceso de obtencio´n
de resultados, digo grandes redes ya que dif´ıcilmente en el a´rea de red social se
trabaja con muestras, en general, es necesario trabajar con un censo completo
de la poblacio´n.
Como herramienta de recopilacio´n de informacio´n se utilizo´ un Crawler para
generar una red, las semillas iniciales corresponden a 110 pa´ginas web relacio-
nadas con la alfabetizacio´n digital y la resultante es una red conformada por
30.779 pa´ginas y sus hiperenlaces entre e´stas, el Crawler rastrea los hiperenlaces
buscando nuevas pa´ginas las cuales analiza buscando otros enlaces existentes y
as´ı sucesivamente, de esta manera es como a sido conformada la red.
El ana´lisis de los datos fue realizado mediante una herramienta de software lla-
mada Pajek, la cual esta´ orientada al ana´lisis de diversos tipos de redes utilizando
algoritmos basados en los me´todos del ana´lisis de las redes sociales, esta herra-
mienta dentro de sus utilidades se caracteriza por ofrecer algoritmos enfocados
a distintos tipos de redes, ya sean del tipo dirigidas, no dirigidas, temporales,
genealo´gicas, de pequen˜o, mediano o gran taman˜o, etce´tera, Esta investigacio´n
se centra principalmente en el estudio de las opciones vinculadas con el ana´lisis
de grandes redes del tipo dirigido que es la caracter´ıstica de la red en estudio.
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2. Ana´lisis de Redes Sociales
El ana´lisis de redes sociales (ARS) se centra en las relaciones entre los acto-
res y no en los actores individuales y sus atributos, entonces los actores no son
muestreados de forma independiente si no que se deben considerar las relaciones
que tiene con otras personas y considerarlos a ellos tambie´n dentro de la obten-
cio´n de datos. [1]
El ARS combina las a´reas de sociolog´ıa, psicolog´ıa, antropolog´ıa, estad´ıstica y
matema´ticas, entre e´stas empezaron a moldear y respaldar las ideas iniciales en
el estudio de las relaciones y los individuos, los grafos comenzaron a jugar un
papel importante y a dar forma a las ideas, posteriormente fueron incorporadas
las matrices las cuales permiten el ana´lisis de grupos mas grandes.
Au´n as´ı, fue necesaria la incorporacio´n de las herramientas tecnolo´gicas para
completar el ciclo, con esto comienzan a desarrollarse programas computaciona-
les para realizar el ana´lisis de grandes volu´menes de datos el cual no era posible
realizar manualmente.
2.1. Teor´ıa de Redes
Algunos de los conceptos asociados a la teor´ıa de redes son los siguientes: [2]
Visio´n Relacional: Ana´lisis construido por medio de los lazos o v´ınculos entre
los actores he intenta explicar como las relaciones crean diferencias de poder y
prestigio entre las personas.
Formalizacio´n: La teor´ıa de los grafos no es el u´nico formalismo utilizado para
modelar las redes aunque si fue uno de los primeros, Otro mecanismo es a trave´s
de la teor´ıa matricial la cual es de gran ayuda para ana´lisis de grandes redes de
datos.
Niveles de Ana´lisis: Existen diversas formas de analizar redes, sin embargo, una
buena estrategia es hacer un ana´lisis de forma conjunta sobre e´stas.
Nivel egoce´ntrico: Se intenta explicar las diferencias entre actores segu´n las diver-
sas posiciones sociales, mostrando a los individuos y a las redes que los rodean.
Se destaca que este me´todo NO conduce a una descripcio´n completa de la es-
tructura social.
Nivel Intermedio: Se analizan las unidades entre si, se hace un ana´lisis entre las
unidades y la red parcial o total. Generalmente el estudio esta basado en d´ıadas
pero puede extenderse a subconjuntos de la red.
Nivel de Estructura Completa: Consiste en comparar entre si estructuras sociales
completas, por lo general se requiere disponer de todos los datos concernientes
a los lazos que vinculan una estructura con otra, la enumeracio´n completa de la
poblacio´n es a su vez esencial.
Perpectiva en el ARS. Se considera no solo un elemento en la red, si no que
se observa como e´ste se coloca dentro del sistema, tambie´n se tienen en cuenta
otros factores como los roles y grupos, estructuralismos v/s individualismo, por
ejemplo el desempen˜o en el grupo, la posicio´n que indica las oportunidades y li-
mitaciones, adema´s considera la hipo´tesis de que el capital social prevalece sobre
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el capital humano. [3]
Relacional: Se basa en conexiones directas e indirectas que existen entre unida-
des de una red y esta´n ma´s focalizados sobre el ana´lisis micro con e´nfasis en
d´ıadas y triadas
Posicional: Se basa sobre la similaridad en las pautas de relaciones de unas uni-
dades con otras. Esta centrado en el ana´lisis macro, describiendo estructuras
sociales globales.
Mundo Pequen˜o: Es el tipo de red donde el ARS ha tenido resultados mas
fruct´ıferos, comenzando por los experimentos de Milgram, donde se indica que
dos personas desconocidas esta´n a una distancia de 5 enlaces. Este feno´meno se
ha difundido a otras redes tales como: redes de artistas de cines, redes tro´ficas
marinas, redes de computadores, redes neuronales, etce´tera, esta´s redes no pe-
quen˜as estar´ıan a una distancia media de 4 pasos.
Las propiedades de una red de mundo pequen˜o es de un dia´metro pequen˜o y una
alta fragmentacio´n al igual que los grafos aleatorios, otra caracter´ıstica de las
redes mundo pequen˜o es que cuando se agregan mas nodos su dia´metro aumenta
lentamente, entendie´ndose por lento un avance del dia´metro de la red de forma
logar´ıtmica con respecto a los nodos agregados. [4]
Formas de Crecimiento de las Redes. Enlace Aleatorio: Consiste en que
cuando se anexa un nuevo nodo, e´ste se enlaza aleatoriamente a otro nodo de la
red. Existen muy pocas redes que tengan realmente este comportamiento.
Enlace Preferencial: Consiste en enlazar un nuevo nodo a un mejor nodo, un
mejor nodo se determina por la cantidad de enlaces que ya tiene y corresponde
a los nodos con un mayor nu´mero de enlaces, por lo que resultar´ıa un modelo
poco equitativo.
Componente Gigante: es una caracter´ıstica de la red en la que un grupo de nodos
agrupa a la mayor´ıa de los nodos en la red, este feno´meno se da en la mayor´ıa
de las redes sociales.
Ley de Potencias: una frase representativa ser´ıa que el “20% de la poblacio´n
tiene el 80% de las riquezas”, esto se da en las redes sociales donde los nodos
que disponen de una mayor cantidad de enlaces son la minor´ıa.
Ley de Zipf: Se aplica sobre las conexiones de nodos, donde el nodo mas enlazado
es un mu´ltiplo fijo del segundo mas enlazado, e´ste a su vez del tercero mas
enlazado y as´ı sucesivamente, por ejemplo, la cantidad de visitas que tienen las
pa´ginas web.
En las redes sociales es posible aplicar leyes de potencias donde habra´ algunos
nodos con muchos enlaces y muchos nodos con ningu´n enlace. Por otro lado se
considera que las redes exponenciales son ma´s vulnerables ya que basta atacar los
nodos centrales para eliminar la conectividad de toda la red. Algunos consideran
que para mantener una red limpia se puede enfocar la desinfeccio´n sobre los nodos
centrales quie´nes tienen la mayor cantidad de enlaces.
Algo a considerar es que los nodos con ma´s enlaces entrantes y salientes podr´ıan
no ser los ma´s importantes, por ejemplo, en una red donde se necesite ir de un
punto a otro sera´n ma´s importantes aquellos nodos que no se pueden “evitar”, a
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esta inevitabilidad se le denomina centralidad o betweenness o la traduccio´n al
castellano como enmediedad, por tanto, es interesante considerar la enmediedad
o betweenness en la red ya que cualquier ataque a un nodo inevitable afectar´ıa
las conexiones con gran parte de la red. [5]
Propiedades de las Redes. La estructura y el comportamiento de las redes
esta´ basado y activado por las interacciones locales entre los nodos.
Las propiedades ba´sicas de las redes sociales tienen importantes consecuencias.
Normalmente, algunos nodos tienen muchas conexiones mientras que otros tie-
nen pocas, especialmente cuando las poblaciones se convierten en grandes y no
todas las conexiones posibles esta´n presentes existen “agujeros estructurales”.
entonces surge el cuestionamiento de ¿Hasta que´ punto los individuos esta´n co-
nectados unos con otros y hasta que´ punto la red en su conjunto esta´ integrada?.
Los nodos individuales pueden tener pocos o muchos lazos. Los individuos pue-
den ser “fuentes”de relaciones, “agujeros” (nodos que reciben pero no emiten) o
ambos. Esas clases de diferencias ba´sicas entre las conexiones inmediatas de los
nodos pueden ser cr´ıticas explicando co´mo ellos ven el mundo y co´mo el mundo
los ve a ellos. El nu´mero y clase de lazos que los nodos tienen son claves para
determinar hasta que´ punto su inclusio´n en la red limita su conducta y el rango
de oportunidades, influencia y poder que tienen. Si no es posible que un grupo
de nodos alcance a otro, querra´ decir que la red esta formada por mas de un
grupo.
La regla de taman˜o existente en redes es: para una red de taman˜o N donde cada
nodo esta conectado a cada uno de los otros nodos incluyendo la conexio´n con-
sigo mismo, entonces se dice que existen N2 conexiones posibles.
Si cada unidad esta´ conectada a cada una de las otras unidades excepto a si
misma entonces el nu´mero de conexiones posibles es N*(N-1).
Algunas caracter´ısticas elementales existentes en las redes ser´ıan: [5], [6]
Distancia: es la longitud entre un punto y otro, podr´ıa por ejemplo expresarse
en kilo´metros.
Enmediedad o Betweeness Cantidad de nodos por los que hay que pasar para
llegar a un destino.
Es interesante considerar la distancia si lo que se pretende es rapidez para entre-
gar una informacio´n, en ese caso se escoge el camino mas corto o geodesia, pero
si lo que se pretende es propagar informacio´n por la red, valdra´ mas tener un
mayor alcance y que se propague por mu´ltiples caminos a que tan ra´pido pueda
llegar la informacio´n.
Conexio´n De´bil: Representa la cantidad de caminos que se disponen para trans-
mitir un mensaje, si existiesen pocas opciones, entonces se dice que la conexio´n
es de´bil.
Hubs y Autoridades: Un Hub es aquel nodo desde donde salen las conexiones y
una autoridad es el nodo que recibe las conexiones.
Media: Indica la cantidad de lazos que esta´n presentes en relacio´n al ma´ximo
posible.
Desviacio´n Esta´ndar: Representa la cantidad de elementos que son diferentes, si
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todos los elementos fueran 1 entonces la desviacio´n ser´ıa de 0.
Accesibilidad: Un nodo es “accesible” por otro si existe un conjunto de conexio-
nes mediante las cuales se pueda trazar un camino.
Centralidad de Grado: Tiene relacio´n con la cantidad de enlaces que posee un
nodo, cuando e´ste tiene muchos lazos de entrada se dice que es un nodo de pres-
tigio y cuando posee muchos enlaces de salida se dice que es un nodo influyente.
Centralidad de Cercan´ıa: Es la distancia de un nodo con los dema´s.
Centralidad por grado de intermediacio´n: son nodos que se encuentran en el ca-
mino geode´sico entre otros pares de nodos, es decir, sirve de intermediario.
Centralidad de Flujo: Se refiere a la cantidad de caminos que se pueden tomar
para llegar a otro nodo sin tener que optar u´nicamente por el camino geode´sico.
¿Que´ define el poder?: la cantidad de conexiones, la cercan´ıa, y el grado de
intermediacio´n, a este conjunto lo denominan centralidad (ha existido debates
de co´mo denominarlos pero varios coinciden en que una posicio´n central es una
posicio´n de poder).
Indice de poder de Bonacich: Hace una modificacio´n a la centralidad de grado,
la cual tiene relacio´n con la cantidad de enlaces que se poseen. Bonacich sostiene
que el tener mas enlaces no necesariamente hace a un nodo mas poderoso, si no
que adema´s deben ser consideradas las conexiones de sus conexiones.
Proximidad: Se refiere a la posibilidad de que un nodo se relacione con otro nodo
pero a trave´s de un nu´mero de pasos dentro de la red. Entre mas central es el
nodo mayor es su grado de cercan´ıa, esto significara´ que necesitara´ en promedio
un menor nu´mero de pasos para llegar a los otros nodos.
El ı´ndice de centralidad-proximidad se puede representar as´ı, donde D es la dis-
tancia es Di+ =
N∑
j=1
Dij De este modo el ı´ndice es mayor cuando aumenta la
proximidad
La centralidad vista como mediacio´n se define como el nivel en que otros actores
deben pasar a trave´s de un actor focal para comunicarse con el resto de los acto-
res. El valor de la mediacio´n para un actor mide la proporcio´n de las geode´sicas








n2 − 3n+ 2
Para todos los puntos no ordenados, i,j,k, donde i < j, n es el nu´mero de nodos
de la red y gij(k) es el nu´mero de geode´sicas (caminos ma´s cortos) entre i y j,
que pasan por k. Por tanto si k esta´ en el camino ma´s corto del par (i,j), K tiene
alta centralidad-mediacio´n.
El grado representa el nivel de la actividad comunicativa (la capacidad de co-
municar directamente con otros); la proximidad (Closeness) representa la in-
dependencia (la capacidad de llegar a muchos de los otros miembros de la red
directamente, esto es sin apoyarse en intermediarios), mientras que la mediacio´n
(Betweenness) representa el control de la comunicacio´n de otros y su capacidad
de restringirla.
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2.2. Trabajando con Redes
“Para los analistas de redes los actores se describen a trave´s de sus relaciones,
no de sus atributos. Y las relaciones en s´ı mismas son tan fundamentales como
los actores que se conectan a trave´s de ellas”. [7]
Cuando se hacen estudios de redes sociales en general se trabaja con un censo
completo y por tanto es muy importante tener en cuenta los l´ımites de la pobla-
cio´n a estudiar y la forma que se seleccionaran dentro de la poblacio´n, adema´s
cuando un nodo es considerado se debe incluir a todos los nodos que tienen
relacio´n con e´l.
Muestreo de Relaciones. Existen diversos me´todos para hacer una recogida
referente a las relaciones que vinculan a los actores, algunos de estos me´todos
son los siguientes: [7]
Me´todo de Redes completas: Consiste en recoger la informacio´n de los lazos que
tiene un actor con los dema´s, esto significa realizar un censo de los lazos que
existen entre los actores, para esto se recolecta la informacio´n sobre los lazos
entre pares o d´ıadas, estos datos aportan una fotograf´ıa completa de los lazos
existentes en una poblacio´n determinada.
Me´todo Bola de Nieve: El nombre es bastante representativo, este me´todo con-
siste en seleccionar un actor o un conjunto de actores y se les consulta sobre los
lazos que tienen con otros actores, posteriormente se le realiza la misma consulta
a los actores que fueron mencionados (pero que no este´n en la lista anterior) y
se les realiza la misma consulta, de esta manera se “hecha a rodar la bola de
nieve”, este proceso se detiene cuando se decida hacerlo o cuando ya no se han
encontrado nuevos actores.
Escala de Medidas. Consiste en asignarle puntuaciones a las relaciones, los
niveles de medicio´n consiste de tres tipos: nominal, ordinal y de intervalo, la
medida nominal puede ser dividida en binario o de categor´ıa mu´ltiple. [8]
Medida Binaria: Consiste en colocar 0 o´ 1, se pone un 1 cuando existe la relacio´n
y un 0 cuando no existe, es uno de los me´todos mas usados, la desventaja es que
no indica que tan fuerte es la relacio´n.
Medida Nominal de Categor´ıa Mu´ltiple: Consiste en una seleccio´n mu´ltiple de
relaciones donde dado un conjunto de relaciones, estas son enumeradas y cada
actor debera´ indicar cual es la relacio´n mas fuerte que posee con los otros actores,
desde luego dentro de las opciones existira´ la alternativa “ninguna relacio´n”. Es
posible despue´s crear conjuntos separados por lazos. La desventaja de este tipo
de escala es que solo se permite seleccionar una relacio´n, por ejemplo, amistad,
parentesco, esto significa que las densidades pudiesen bajar artificialmente.
Medida Ordinal Agrupada por Relaciones: Mide el ı´ndice de agrado, desagra-
do o indiferencia entre actores, usualmente se usan los valores +1, -1 y 0 para
representar esta medida. Este me´todo ayuda a medir la fuerza de los lazos y
la reciprocidad de las relaciones, comu´nmente la reciprocidad y la fuerza esta´n
ligadas, es decir, si la relacio´n es reciproca es posible que el lazo existente sea
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fuerte.
Medida Ordinal de Ranking de Relaciones: El actor debe indicar para cada tipo
de relacio´n la posicio´n que ocupa cada actor en la fuerza de la relacio´n, es decir,
en primer lugar se coloca quie´n agrada ma´s y as´ı sucesivamente, esto reflejar´ıa
la posicio´n de los nodos y la diferencia de intensidad en las relaciones.
Medida de Intervalo de Relaciones: Es la forma mas avanzada y permite discri-
minar lazos, por ejemplo, indicar que el lazo X es dos veces mas fuerte que el
lazo Y. Estos lazos son valorados dentro de escalas, donde la diferencia entre 1 y
2 es la misma diferencia que 15 y 16, caso que no ocurr´ıa con el me´todo anterior.
Co´mo Utilizar los Me´todos del ARS. Las herramientas utilizadas para
trabajar con redes sociales son los grafos y las matrices.
Los grafos se pueden clasificar en orientados, binarios, ponderados o de relaciones
mu´ltiples.
Las matrices aventajan a los grafos cuando se trabaja con grandes volu´menes
de informacio´n ya que con muchos datos los grafos se vuelven ma´s dif´ıciles de
visualizar.
La matriz de adyacencia es la ma´s comu´n para la representacio´n en redes sociales
y esta´ compuesta tanto en sus filas como en sus columnas por la cantidad de
actores existente para el ana´lisis y donde los elementos representan los v´ınculos
entre los actores. La ma´s simple de todas es la matriz binaria donde se representa
con un 1 la existencia de la relacio´n y con un 0 la no existencia. Cabe sen˜alar
adema´s que el actor origen del v´ınculo va en la fila y el actor objeto en la
columna.Se observa adema´s que si todas las relaciones existentes en la matriz
fuesen reciprocas entonces la matriz resultante ser´ıa una matriz sime´trica.
Al igual que en los grafos, las relaciones positivas negativas o nulas se representan
con un +1, -1 o´ 0. Y cuando se miden las relaciones otorga´ndoles un valor ordinal
entonces ese nu´mero es el que se coloca en los elementos de la matriz.
3. Crawler
El Crawler fue la herramienta utilizada para realizar la recoleccio´n de infor-
macio´n, el resultado final entrego´ una red compuesta de 30.779 nodos o pa´ginas.
Los puntos iniciales utilizados sobre el Crawler corresponden a 110 pa´ginas web
relacionadas con la alfabetizacio´n digital, estos puntos de entrada no fueron se-
leccionados al azar, si no que corresponden a un estudio realizado por terceros
y que actualmente se encuentra en proceso, este estudio ha determinado cuales
son las 110 pa´ginas de mejor calidad existentes en el universo web relacionadas
con el tema de alfabetizacio´n digital.
Un Crawler denominado tambie´n como robot o aran˜a es un componente de un
motor de bu´squeda (o un programa independiente) que trabaja bajo el puerto
80, su funcio´n es inspeccionar la web creando copias de las pa´ginas visitadas las
que posteriormente sera´n indexadas por un motor de bu´squeda logrando as´ı un
sistema de bu´squedas ma´s ra´pido.
El trabajo del Crawler consiste en visitar un conjunto de pa´ginas e identificar
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todos los hiperenlaces existentes en e´stas, tanto, dentro del mismo dominio co-
mo fuera de e´l y las an˜ade a una lista de pa´ginas a visitar para posteriormente
analizar los hiperenlaces de e´stas y as´ı sucesivamente hasta que ya no aparezcan
nuevas pa´ginas web o´ haya llegado al te´rmino indicado como ma´ximo de pa´ginas
a analizar.
Hay tres caracter´ısticas importantes de la Web que hacen dificultoso el rastreo:
1. su gran volumen
2. su acelerado ritmo de cambio
3. La generacio´n de pa´ginas dina´micas
Por tanto, dado los problemas descritos anteriormente y sumando a esto el hecho
de que el ancho de banda no es ilimitado ni exclusivo, el comportamiento de un
Crawler es el resultado de una combinacio´n de pol´ıticas tales como:
1. Una pol´ıtica de seleccio´n que indique que pa´ginas descargar
2. Una pol´ıtica sobre los estados de las pa´ginas para comprobar la existencia
de cambios
3. Una pol´ıtica para no recargar los sitios web
4. Una pol´ıtica para distribuir coordinadamente los Crawler en la red
Dado que los Crawler pueden recuperar los datos ma´s ra´pidamente y en mayor
profundidad que las personas, el uso y abuso de ellos podr´ıa provocar un “efecto
paralizante” sobre el desempen˜o de un sitio. El tiempo que un servidor invierte en
atender las mu´ltiples peticiones que un solo Crawler puede realizar por segundo
es considerable, ma´s au´n, si debe atender las peticiones de mu´ltiples Crawler a
la vez.
El uso de los rastreadores web es u´til para una serie de tareas, pero esta´ sujeto
a un precio que debe pagar la comunidad en general. Algunos de los costos a
considerar ser´ıan: [9]
1. Consumo de los recursos de la red, dado el considerable ancho de banda que
requieren los Crawler y el alto grado de paralelismo con que operan
2. Pueden sobrecargar un servidor si la frecuencia de consultas es muy alta
3. Los Crawler mal disen˜ados podr´ıan llegar a “colgar” un servidor o un Router
4. Los Crawler personales utilizados por muchas personas simulta´neamente
podr´ıan llegar a interrumpir los servidores web
4. Ana´lisis de Datos
Como ya se ha descrito anteriormente los datos recolectados a trave´s de un
Crawler corresponden a pa´ginas web relacionadas con la alfabetizacio´n digital,
el resultado obtenido corresponde a una red del tipo dirigida, esta red adema´s
esta´ conformada por relaciones asime´tricas, es decir, donde la relaciones no son
necesariamente correspondidas entre los ve´rtices, en este caso en particular desde
una pa´gina web hacia otra. La herramienta de software seleccionada para realizar
el ana´lisis de esta red fue Pajek.
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Para analizar una red hay que saber desde luego con que tipo de red estamos
tratando, las redes con 10 ve´rtices son llamadas pequen˜as redes, aquellas redes
con mas de 1000 nodos y conexiones son llamadas grandes redes, en nuestro caso
existe un total de 30.779 nodos por lo tanto se esta hablando de una gran red.
Una red es llamada “‘Sparse” cuando el nu´mero de l´ıneas es igual al nu´mero de
ve´rtices, y cuando el nu´mero de l´ıneas es mayor al nu´mero de ve´rtices entonces
la red se denomina “Dens”, para este caso concreto se trata de una red del tipo
“Dense”.
La informacio´n ba´sica que se puede obtener de una red es:[10]
1. Cantidad de ve´rtices
2. Cantidad de l´ıneas dirigida
3. Cantidad de l´ıneas no dirigidas
4. Cantidad de loops dirigidos
5. Cantidad de loops no dirigidos
6. Densidad con y sin loop, en pajek se representan como densidades 1 y 2
La red a analizar contiene 30.779 ve´rtices y 471.212 conexiones entre ve´rtices,
como esta red corresponde al tipo de red dirigida la totalidad de l´ıneas son de
este tipo. El tiempo de carga de la red fue de 5 segundos,la densidad 1 y 2 es de
0,0004974, ambas son iguales ya que no existen loops en la red.
Con 30.779 nodos existentes en la red, el nu´mero ma´ximo de l´ıneas posibles
existentes hubiese sido de 947.316.062, la densidad la puedo determinar divi-
diendo el nu´mero real de l´ıneas por el nu´mero posible de l´ıneas, esto ser´ıa
472.212/947.316.062 lo que me da un total de 0,000497417 correspondiente al
resultado indicado por Pajek.
Tambie´n se observa analizando los componentes strong/weak que existen 36 gru-
pos dentro de las red de los cuales 10 de ellos pertenecen a grupos aislados y
donde uno de ellos posee mas de la mitad de los nodos integrantes de la red con
28.144 pa´ginas vinculadas a este grupo y las cuales esta´n relacionadas de alguna
manera.
Esta red fue sometida a mu´ltiples observaciones los cuales entregaron informa-
cio´n bastante interesante, se destaca dentro de e´stas las siguientes:
1. Existen 28 nodos que no pueden ser accesados desde ningu´n otro nodo, en
el sentido pra´ctico desde ninguna otra pa´gina web.
2. El mayor nu´mero de influencia detectado es de 21.210, la cantidad de nodos
que posee esa influencia es de 140
3. Se observa que la siguiente mayor influencia existente es de 17.716
4. Se observan grandes saltos en el valor de influencia, donde desde una influen-
cia de 17.347 salta a una influencia de 4.558 desde ah´ı disminuye paulatina-
mente hasta 3.720 para posteriormente dar un brinco hasta una influencia de
654 desde ah´ı existe una disminucio´n paulatina con algunos pequen˜os saltos
en los valores de la influencia.
5. Las pa´ginas web que poseen una influencia menor de 12 corresponden a un
total de 89 pa´ginas.
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6. La mayor proporcio´n de influencia corresponde a 0,689 considerando a 1
como el ma´ximo posible, es decir, ma´s de la mitad de la red puede accesar
de algu´n modo a estas pa´ginas.
7. La mı´nima distancia entre una pa´gina y otra es desde luego 1 la cantidad de
pa´ginas que tienen un promedio de distancia de 1 es de 82 pa´ginas.
8. La mayor distancia promedio detectada considera una longitud de 41 y co-
rresponde al ve´rtice 7497
9. El promedio total de distancia entre pa´ginas que existe en la red es de 7
enlaces.
10. La pa´gina con mayor proximidad por prestigio corresponde al ve´rtice 3.381
con una proximidad de 0,35
11. La siguiente pa´gina posee un prestigio de 0,304 y corresponde al ve´rtice 3.199
12. En general observando las 10 pa´ginas con mayores proximidad por prestigio,
e´stas corresponder´ıan a la web de http://portal.unesco.org/ci/en.
13. La menor proximidad por prestigio detectada despue´s de 0 corresponde a
0,0000325 y la poseen 9 ve´rtices
Con respecto a los hubs y autoridades, se determinan que los ve´rtices que cum-
plen estos roles son los siguientes: 4161, 4128, 4121, 4117, 4111, 4104, 4100, 4095,
4081, 3381. Todos estos ve´rtices son los mejores en ser hub y autoridad, estos
corresponden al dominio de: portal.unesco.org/ci/en/
5. Conclusiones
Al inicio de esta investigacio´n se describio´ como uno de los objetivos princi-
pales determinar si era posible aplicar los me´todos del Ana´lisis de Redes Sociales
(ARS) a la recoleccio´n de datos que realiza un Crawler, como tambie´n obtener
resultados concretos al aplicar las metodolog´ıas correspondientes sobre dichos
datos.
Despue´s de haber estudiado y comprendido las te´cnicas del ARS se puede decir
con seguridad que no tan so´lo es posible aplicar estas metodolog´ıas sobre los
datos recolectados a trave´s de un Crawler que era el objetivo en cuestio´n, si no
que adema´s es una herramienta muy u´til para ana´lisis de grandes redes, se de-
be considerar adema´s, que el realizar un ana´lisis manual sobre estas redes ser´ıa
pra´cticamente imposible si se quisiesen obtener resultados en un corto periodo
de tiempo, por lo tanto, las intervenciones de las herramientas computacionales
del ARS resultan tremendamente bene´ficas.
En general, conociendo bien la estructura del archivo con el cual trabajan las
herramientas de redes sociales, es posible capturar los datos desde un Crawler
y transformarlos a un formato legible por el programa de redes sociales a utili-
zar y de este modo generar la red a estudio, una vez que se obtiene el formato
requerido, la tarea de obtener respuestas se vuelve mas simple, o por decirlo de
otra manera, cualquier red que pueda ser representada por una matriz podr´ıa
aplicar te´cnicas del ARS. Desde luego, la utilidad de aplicar esta metodolog´ıa
estara´ vinculada a la conformacio´n de la red, a los objetivos que se persiguen y
a las preguntas que se quieren responder.
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As´ı como los socio´logos utilizan como herramientas de recopilacio´n de datos los
cuestionarios, entrevistas, observaciones, rastreos de llamadas telefo´nicas, etce´te-
ra, las cuales son aplicadas a un conjunto inicial de actores para posteriormente
aplicarlas en cadena sobre los actores sen˜alados por los primeros hasta llegar a un
l´ımite previamente establecido o hasta que no aparezcan nuevos actores. De este
mismo modo, un Crawler recolecta la informacio´n, trabajando con un conjunto
inicial de datos previamente definido y estudiando sus enlaces con otras pa´ginas,
el equivalente a las relaciones en sociolog´ıa, para posteriormente estudiar los en-
laces de las pa´ginas que fueron sen˜aladas por los primeros y as´ı sucesivamente
hasta llegar al l´ımite previamente establecido o hasta que no aparezcan nuevas
pa´ginas, si se realiza una comparacio´n se puede decir que un Crawler tiene un
comportamiento similar a los socio´logos al momento de recopilar la informacio´n
para conformar una red. Por lo tanto, su forma de recopilacio´n lo hace una he-
rramienta capaz de generar una red que pueda ser sometida a ana´lisis a trave´s
de las metodolog´ıas del ARS.
Referente al estudio de la red generada a partir de las 110 pa´ginas web de al-
fabetizacio´n digital cuya resultante despue´s de aplicar el Crawler corresponde a
una red conformada por 30.779 pa´ginas y 471.212 hiperenlaces, se indica que del
ana´lisis de e´sta se desprende una longitud media de 7 hiperenlaces para llegar
desde una pa´gina web hasta casi cualquiera de las 30.779 pa´ginas que componen
esta red, digo casi por que existen algunos grupos aislados a los que no es posible
llegar. Esta longitud media es bastante similar a algunos experimentos que se
han realizado a lo largo de la evolucio´n del ana´lisis de rede sociales, de hecho,
sigue la tendencia de e´stos.
Otro aspecto destacable es que dentro del estudio se observa que quie´nes obtuvie-
ron mayores puntuaciones como nodos (pa´ginas) hubs, autoridades, de prestigio
y en general aquellas que son ma´s centrales dentro de la red, son las pa´ginas
pertenecientes al dominio de http://portal.unesco.org/ci/en
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Resumen El art´ıculo presenta una arquitectura distribuida basada en agen-
tes que permite procesar la informacio´n visual obtenida por ca´maras estereosco´pi-
cas. El sistema esta´ inmerso dentro de un proyecto global que tiene como objetivo
el desarrollo de un entorno inteligente para la localizacio´n e identificacio´n en en-
tornos de dependencia donde confluira´n otra serie de tecnolog´ıas. Los algoritmos
de visio´n son muy costosos y toman tiempos de respuesta muy altos, lo que en
nuestro caso es un gran inconveniente si consideramos que muchas de las apli-
caciones pueden requerir operacio´n en tiempo real. La arquitectura de agentes
pretende automatizar el proceso de ana´lisis de las ima´genes obtenida por las
ca´maras y optimizar su procesamiento.
Palabras clave: estereoscop´ıa, ca´maras estereosco´picas, visio´n artificial, SMA, agen-
tes, ana´lisis correspondencia, identificacio´n, entornos de dependencia.
1. Introduccio´n
Uno de los mayores retos para Europa y su comunidad cient´ıfica es encontrar
v´ıas ma´s efectivas para proveer cuidados al creciente nu´mero de personas que
forman los sectores de discapacitados y ancianos [6] . Los sistemas multi-agente
y las arquitecturas basadas en dispositivos inteligentes han sido recientemente
explorados como sistemas de supervisio´n de cuidado me´dico para ancianos y
personas dependientes, por lo que estos sistemas podr´ıan proveer apoyo constante
en su vida diaria [1] [7].
El problema de la visio´n artificial, en concreto de la visio´n estereosco´pica, ha
recibido una considerable atencio´n en los u´ltimos an˜os en la comunidad cient´ıfica.
Las aplicaciones del procesado de imagen son muy variadas, e incluyen aspectos
como la medicio´n remota, el ana´lisis de ima´genes biome´dicas, la simulacio´n de
cirug´ıa guiada remota, el reconocimiento de caracteres, aplicaciones de realidad
virtual y realidad aumentada en sistemas colaborativos, entre otros.
El tema del presente trabajo se engloba dentro de un proyecto de investiga-
cio´n en el que se viene trabajando dentro del Grupo de Biomedicina, Sistemas
Informa´ticos Inteligentes y Tecnolog´ıa Educativa (BISITE) de la Universidad de
Salamanca y que tiene como objetivo desarrollar un sistema de inteligencia am-
biental [6] para el cuidado y supervisio´n de pacientes en entornos de dependencia,
proporcionando un entorno capaz de realizar tareas de localizacio´n, identifica-
cio´n y monitorizacio´n de pacientes de forma automa´tica. Dicho entorno permite
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adema´s, la supervisio´n de los pacientes y la simulacio´n de situaciones, por parte
del personal me´dico, a trave´s de un entorno virtual. Para alcanzar este objetivo
se utilizan te´cnicas de inteligencia artificial, agentes inteligentes y tecnolog´ıas
inala´mbricas. La infraestructura tecnolo´gica consiste en la utilizacio´n de disposi-
tivos ZigBee [28] para identificar y localizar a los usuarios, ca´maras de vigilancia
y tecnolog´ıa Wi-Fi. Todos estos dispositivos sera´n distribuidos estrate´gicamente
por el entorno de dependencia. Los agentes son capaces de reaccionar de acuerdo
a las caracter´ısticas de una situacio´n determinada del entorno, creando nuevos
comportamientos y fija´ndose nuevas metas.
Figura 1. Entorno Inteligente para la Localizacio´n e Identificacio´n en Entornos de
Dependencia.
En colaboracio´n con las tecnolog´ıas inala´mbricas empleadas, el sistema cuen-
ta con un mo´dulo de video vigilancia que permite extraer una representacio´n
automa´tica en 3D de un entorno a partir de la informacio´n obtenida de ca´maras
estereosco´picas. asumiendo que se desconoce la situacio´n de un paciente en un
entorno en cada momento, sus movimientos, postura o estado, se plantea la po-
sibilidad de unio´n de ambas tecnolog´ıas; complementando as´ı la informacio´n de
localizacio´n obtenida a trave´s de los dispositivos ZigBee con la informacio´n de
las ca´maras. Esta cooperacio´n permite reducir los costes te´cnicos empleados en
la localizacio´n de personas dependientes, as´ı como dar un mayor nivel de detalle
de la misma.
Dentro del proyecto global, el sistema de localizacio´n por radiofrecuencia se
encuentra ya en fase de finalizacio´n de su desarrollo y son los mo´dulos de video-
vigilancia, ana´lisis y representacio´n 3D los que centran actualmente la atencio´n
del grupo. En concreto, el presente trabajo se centra en el desarrollo de una arqui-
tectura distribuida basada en agentes que permita procesar la informacio´n visual
obtenida por las ca´maras estereosco´picas. La arquitectura de agentes pretende
automatizar el proceso de ana´lisis de las ima´genes obtenidas por las ca´maras y
optimizar su procesamiento. Paralelamente a este trabajo se esta´ desarrollando
la parte del proyecto que permite, una vez analizada la informacio´n recogida por
las ca´maras estereosco´picas, representarla en formato tridimensional as´ı como
interpretarla de manera adecuada para el reconocimiento de objetos y posturas
de los personajes de la escena.
La descripcio´n de este proyecto global junto con un resumen de las principales
tecnolog´ıas empleadas son abordados en las secciones 1 y 2 de este art´ıculo. En
la seccio´n 3 se hace hincapie´ en las te´cnicas utilizadas para el ana´lisis de las
ima´genes. Una vez mostradas todas las herramientas, en las secciones 4 y 5 se
mostrara´ la propuesta del sistema en s´ı y los resultados y conclusiones obtenidos.
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2. Estado del arte
Sin duda alguna la visio´n es el ma´s completo y a la vez complejo de los senti-
dos y el que permite al hombre interactuar con su medio ambiente y desenvolverse
en e´l con un alto grado de eficiencia gracias a su adaptabilidad y robustez como
sistema de percepcio´n. Considerando la importancia de la informacio´n visual
como fuente de datos del mundo real, resulta interesante plantear la posibilidad
de proveer a un ordenador de dicho ”sentido”, lo que aunado a otros meca-
nismos tales como razonamiento y aprendizaje hagan de e´ste una herramienta
capaz de interactuar eficientemente con el medio ambiente dina´mico en el que
se desenvuelve. En este apartado haremos hincapie´ en los mecanismos princi-
pales utilizados en nuestro sistema, la estereoscop´ıa y los sistemas multi-agente
(SMA).
Tradicionalmente, la te´cnica de recuperacio´n de forma a partir de estereos-
cop´ıa se ha dividido en dos problemas diferentes. Partiendo de dos ima´genes
bidimensionales en el espacio de coordenadas (u,v), la imagen (I) izquierda y
(D) derecha de la figura 2a, el problema de la correspondencia trata de buscar
que´ dos puntos mI(uI , vI) de la imagen izquierda y mD(uD, vD) de la imagen
derecha corresponden a un mismo punto M del espacio tridimensional (X,Y,Z).
Una vez encontrados estos dos puntos, el problema de la reconstruccio´n trata de
encontrar las coordenadas del punto M. En la figura 2a se observa el eje o´ptico
que es la l´ınea imaginaria ortogonal al plano imagen y que contiene el centro
o´ptico del objetivo.
Figura 2. (a)Geometr´ıa este´reo: Marco de referencia y sistemas de referencia de las
ca´maras.(b)Restriccio´n epipolar. Plano epipolar del punto P de la escena y l´ıneas epi-
polares.
La tarea ma´s dif´ıcil es sin duda responder al problema de la corresponden-
cia. Como en general hay varias posibilidades para escoger el elemento corres-
pondiente en la imagen D de un elemento de la imagen I, el problema de la
correspondencia este´reo se dice que es ambiguo. Debido a esta ambigedad, se
hace necesario averiguar que´ elementos, que´ caracter´ısticas, que´ restricciones y
que´ consideraciones se pueden aplicar para reducirla al ma´ximo. a ello se dedi-
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cara´ una parte importante de este art´ıculo, pero en primer lugar se explicara´ en
este apartado el problema de la reconstruccio´n, que es un problema ma´s cerrado
y determinista.
En la figura 2b, consideramos plano epipolar aquel que forman los dos centros
o´pticos CI y CD de los objetivos de las ca´maras con cualquier punto M del espacio
objeto. Por otra parte, el plano epipolar (CIMCD) corta a las dos superficies
imagen I e imagen D en sendas l´ıneas rectas epI y epD, que se denominan
l´ıneas epipolares. Finalmente, la proyeccio´n del centro o´ptico de cada ca´mara
sobre la otra ca´mara define el llamado epipolo e. Los epipolos de cada una de
las ca´maras (epI y epD) van a ser los puntos por los que van a pasar todas
las l´ıneas epipolares. Utilizando cualquier plano epipolar como base, todos los
puntos de la escena que pertenecen a este plano tendra´n su imagen en cada
una de las l´ıneas epipolares de las dos ima´genes. Si consideramos que los planos
retinales son coincidentes entre s´ı, y paralelos a la l´ınea base (CI, CD) que une
los dos centros o´pticos de las ca´maras, observaremos que los epipolos de ambas
ca´maras se situara´n en el infinito, y por lo tanto, las l´ıneas epipolares sera´n
todas paralelas entre s´ı, y paralelas a su vez a la l´ınea base. Esta configuracio´n
especial se denomina configuracio´n de ca´maras paralelas. Con esta configuracio´n,
y un adecuado posicionamiento de los planos retinales se puede conseguir que las
l´ıneas epipolares coincidan con las filas de las ima´genes digitales tomadas [21].
El objetivo final de la reconstruccio´n es hallar las coordenadas del punto M
(x,y,z) partiendo de las coordenadas de las proyecciones de dicho punto sobre
los planos de imagen (uI ,vI) y (uD,vD). Para ello se necesita la distancia focal
f de las ca´maras y la distancia entre sus dos centros o´pticos o l´ınea base B.
La reconstruccio´n tridimensional puede resolverse, bien mediante geometr´ıa
proyectiva, o bien mediante geometr´ıa eucl´ıdea. En el caso de la geometr´ıa
eucl´ıdea, que es la forma ma´s sencilla y ofrece unos resultados suficientemen-
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Desarrollando estas ecuaciones podemos llegar a las expresiones siguientes:
x = uI ·Bd ; y =
vI ·B
d ; z =
f ·B
d ; d = uD − uI
En estas expresiones el valor d es la denominada disparidad que hace referencia a
la diferencia entre las coordenadas uI y uD respecto del centro de sus ima´genes.
Para la obtencio´n de dichas coordenadas uI y uD se ha tomado como origen de
coordenadas de cada imagen (U,V) el punto de corte del eje o´ptico y el plano
retinal.
Con estas expresiones podemos concluir que, una vez conocidas la distancia
focal de las ca´maras, la l´ınea base y la disparidad entre los p´ıxeles correspon-
dientes, es sencillo calcular las coordenadas (x,y,z) del punto M del espacio para
la configuracio´n de ca´maras paralelas.
La ca´mara elegida para llevar a cabo el proceso de estereoscop´ıa es la Bum-
blebee2, modelo BB2-COL-ICX424 (640x480 Color 3.8mm) del fabricante Point
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Grey [16]. El sistema estereosco´pico incluye dos minica´maras que generan dos
secuencias de v´ıdeo sincronizadas y permiten obtener informacio´n tridimensional
del entorno mediante el estudio de las disparidades entre ellas.
Por otro lado, la utilizacio´n de agentes [4] deliberativos BDI (Belief, Desire,
Intention) es una pieza fundamental en el desarrollo de la plataforma propuesta.
aparentemente el sistema visual humano maneja un alto grado de especializacio´n
al clasificar y procesar la informacio´n visual que recibe, tal es el caso de recupe-
racio´n de forma por textura, sombreado, profundidad etc. Computacionalmente
es muy dif´ıcil competir con esta especializacio´n y discriminar en una imagen so´lo
aquella informacio´n relevante para un propo´sito en particular. En respuesta a
esta problema´tica se ha propuesto implementar estos algoritmos sobre una ar-
quitectura distribuida basada en agentes que permita procesar en tiempo real la
informacio´n visual contenida en una imagen.
Una arquitectura multi-agente distribuida presenta una mejor capacidad de
recuperacio´n ante errores, permitiendo utilizar agentes auto´nomos, capaces de
tomar decisiones y de adaptarse al entorno por separado. Dentro de las arquitec-
turas deliberativas se encuentran las intencionales, y entre ellas el modelo ma´s
utilizado hoy en d´ıa es el BDI , en el cual, la estructura interna de los agentes
y sus capacidades de eleccio´n, se basan en aptitudes mentales: creencias, deseos,
e intenciones [19]. Una arquitectura distribuida basada en agentes, los cuales se
ejecutan bajo demanda, permite mover el co´digo a lugares donde las acciones
son requeridas. Esto permite obtener respuestas en tiempo de ejecucio´n, auto-
nomı´a, continuidad de los servicios, as´ı como mayores niveles de flexibilidad y
escalabilidad que arquitecturas centralizadas [2]. Por otra parte, se reduce el
esfuerzo de programar tareas mu´ltiples, ya que so´lo es necesario especificar obje-
tivos globales para que los agentes cooperen entre ellos y as´ı lograr los objetivos
sen˜alados, siendo el sistema capaz de generar conocimiento y experiencia[15]. La
plataforma presentada en detalle en la seccio´n 5 de este art´ıculo, se basa en un
modelo de arquitectura multi-agente distribuida orientada a servicios [2].
3. Ana´lisis de ima´genes: Fases y Te´cnicas
Dentro de las te´cnicas de recuperacio´n tridimensional de la escena se puede
realizar una primera clasificacio´n en te´cnicas pasivas y activas [18]. Las primeras
se basan en informacio´n captada sin modificar las condiciones de captacio´n de
la escena. Por contra, las te´cnicas activas modifican las condiciones del entorno
con el fin de extraer informacio´n de su estructura tridimensional. Cada una de
ellas presenta caracter´ısticas espec´ıficas en el proceso de interpretacio´n visual,
desde la etapa de formacio´n de la imagen, hasta el ana´lisis e interpretacio´n de
la misma, pero todas presentan unas fases que podr´ıamos considerar comunes
en el ana´lisis. La idea general es que despue´s de procesar la imagen (reducir
ruido, mejorar contraste, realizar ana´lisis de correspondencia, disparidad y otras
te´cnicas que veremos en este apartado), podamos definir la escena como una
representacio´n ico´nica del mundo visible; para que a partir de los datos de es-
ta representacio´n se pueda calcular las acciones correspondientes. Este modelo
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ico´nico no necesitara´ representar todos los detalles de la escena, sino solo los
necesarios para desarrollar la tarea que queramos.
Figura 3. Mo´dulos del sistema de ana´lisis de ima´genes.
En figura 3 podemos ver la secuencia de acciones a seguir (clasificadas en
diferentes mo´dulos) para llevar a cabo el filtrado, procesado y reconstruccio´n de
las ima´genes obtenidas de la escena. Estos mo´dulos esta´n incluidos dentro del
sistema de ana´lisis de ima´genes que pod´ıamos ver en la figura 1.
El primer problema que nos encontramos, antes de llegar a analizar ima´genes
estereosco´picas, es la entrada de datos de la captacio´n de las escenas. El nu´mero
de ca´maras que se van a utilizar (y nu´mero de ima´genes de que podremos dis-
poner para realizar la reconstruccio´n), disposicio´n de las ca´maras, calibracio´n,
y su relacio´n entre s´ı, y con el sistema de coordenadas del espacio tridimensio-
nal y de las ima´genes, posibles defectos de las ca´maras, etc., son cuestiones que
se abordan en este mo´dulo y que nos permitira´n saber co´mo es el proceso de
obtencio´n de las ima´genes.
En el mo´dulo de filtrado se llevan a cabo acciones ma´s directas (o a un nivel
ma´s bajo) sobre las ima´genes obtenidas. Estas acciones sera´n, entre otras, la
reduccio´n de ruido, la mejora del contraste, el realce de bordes o la correccio´n de
distorsiones. algunas de estas acciones podra´n llevarse a cabo a nivel hardware,
es decir, por medio de los recursos proporcionados por las ca´maras [16].
Segu´n el dominio donde actu´en, los filtros podemos dividirlos en filtros de
dominio espacial (convolucio´n) y filtros en el dominio de la frecuencia (multipli-
cacio´n y transformadas de Fourier). Los primeros operan directamente sobre los
p´ıxeles de la imagen y en ellos se utilizan generalmente matrices denominadas
ma´scaras que operan sobre una vecindad de p´ıxeles, centra´ndose en el pixel de
intere´s. Cada pixel de la nueva imagen se obtiene mediante el sumatorio de la
multiplicacio´n de la ma´scara por la vecindad del pixel.
Hoy en d´ıa existe una gran cantidad de algoritmos para la restauracio´n y
mejoramiento de ima´genes: filtros de suavizamiento (mejoran la deteccio´n de
bordes y son u´tiles cuando la imagen presenta por ejemplo ruido causado por
efecto de iluminacio´n deficiente: filtros pasa-baja, filtros gaussianos) [9], filtros de
realce (destacan detalles: filtros pasa-alta, filtros High-Boost.) y filtros de e´nfasis
de altas frecuencias (acentu´an los detalles pero preservan las zonas uniformes).
Cada clase de filtro difiere en los valores utilizados en la ma´scara.
El mo´dulo de procesamiento puede considerarse el corazo´n del sistema ya que
sera´ donde se pongan en pra´ctica los algoritmos para el ana´lisis de disparidad y
correspondencia de los pares estereosco´picos y donde se obtengan las medidas de
distancia a ca´mara. Medidas que nos ayudara´n en la siguiente fase a reconstruir
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la escena. Esta reconstruccio´n consiste en, a partir del modelo ico´nico obtenido
despue´s de las fases anteriores, representar los objetos del entorno. En nuestro
caso, tenemos un entorno interior donde lo que nos interesa representar (a partir
de los datos obtenidos del ana´lisis) son los pacientes y residentes del centro. Para
ello, tendremos un mo´dulo de reconocimiento de postura y otro de representacio´n
3D que modelara´n la escena con los datos que le lleguen.
Segu´n Marr y Poggio [12], existen tres etapas en el proceso de recupera-
cio´n de la estructura de una escena. Estas son, primero, seleccionar un punto
caracter´ıstico de un objeto en una de las ima´genes (preprocesamiento); segun-
do, encontrar el mismo punto caracter´ıstico en la otra imagen complementaria
(ana´lisis de correspondencia); y tercero, medir la diferencia relativa entre la po-
sicio´n de estos dos puntos (ana´lisis de disparidad y obtencio´n de distancia). La
diferencia de posicio´n de esos puntos en cada una de las ima´genes es como ya se
ha nombrado con anterioridad, la disparidad.
El preprocesamiento tiene como objetivo identificar las caracter´ısticas re-
presentativas de cada imagen [14]. Estas caracter´ısticas tendra´n que ser elegidas
cuidadosamente porque con ellas se llevara´n a cabo los ana´lisis. En visio´n arti-
ficial y procesamiento de ima´genes el concepto de caracter´ıstica es usado para
definir una pieza de informacio´n que es relevante para llevar a cabo una tarea
computacional. Una caracter´ıstica puede ser un borde, una esquina o un blob.
Muchos algoritmos de visio´n utilizan la deteccio´n de caracter´ısticas como paso
inicial, y como consecuencia, existe una gran cantidad de detectores ya desa-
rrollados (Canny [5], Sobel [24], Prewitt [18], Marr-Hildreth [13], Harris and
Stephens/Plessey [10], SUSaN [23], Shi and Tomasi [22], FaST [25],Laplaciano
del Gausiano, Determinante del Hessiano[11], MSER, Grey-level blobs[11] ).
En visio´n artificial es la deteccio´n de bordes la te´cnica ma´s comunmente
utilizada y ma´s robusta. Los bordes son causados por una variedad de factores:
discontinuidades en la normal a la superficie, en la profundidad, en el color y/o
en la iluminacio´n. Lo normal es que sean encontrados en zonas de la imagen
donde el nivel de intensidad fluctu´a bruscamente. as´ı, un punto de borde puede
ser visto como un punto en una imagen donde se produce una discontinuidad
en el gradiente. El algoritmo de Canny [5] es usado para detectar todos los
bordes existentes en una imagen. Este algoritmo esta´ considerado como uno de
los mejores me´todos de deteccio´n de contornos.
El problema de la correspondencia descrito en el apartado 2.1 consiste
ba´sicamente,en dadas dos ima´genes de partida, encontrar las parejas de puntos
de ambas ima´genes que se corresponden con un mismo punto de la escena o de la
imagen en 3D. La informacio´n de profundidad (distancia) se obtiene a partir del
hecho de que el mismo punto caracter´ıstico en la escena aparece en una posicio´n
ligeramente distinta en los dos planos de las ima´genes. El desplazamiento entre
las dos ima´genes, es lo que conocemos como disparidad.
Las estrategias de obtencio´n de correspondencia entre dos puntos pueden
clasificarse de varias formas [8]:
Segu´n las primitivas utilizadas podemos clasificarlas en te´cnicas basadas en
a´reas (p.e. Suna de las Diferencias absolutas), te´cnicas basadas en carac-
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ter´ısitcas (p.e. Marr-Poggio[12], Pollard-Mayhew-Frisby[17], Segmentos de
borde o Caracter´ısticas mu´ltiples), y en te´cnicas basadas en programacio´n
dina´mica (p.e. Cox, Otha y Kanade o Bircheld y Tomasi [3]).
Segu´n la geometr´ıa empleada esta´n las que utilizan ejes paralelos y las que
no.
Y segu´n el paradigma en el que se incluyan esta´n las estrategias binoculares,
trinoculares y multioculares.
Las te´cnicas basadas en a´rea consideran las dos ima´genes captadas como una
sen˜al bidimensional trasladada. Tratan de obtener, para cada punto de la imagen,
dicha traslacio´n minimizando un cierto criterio (correlacio´n). Para cada pixel de
una imagen se calcula la correlacio´n entre la distribucio´n de intensidades de una
ventana centrada en dicho pixel y una ventana del mismo taman˜o centrada en
el pixel a analizar de la otra imagen.
Una de las te´cnicas ma´s sencillas a utilizar e implantar es la Suma de Dife-
rencias absolutas (SDA) ya que u´nicamente se realizan operaciones con nu´meros
enteros. Dado un p´ıxel de coordenadas (x, y) en la imagen izquierda, se calcula
un ı´ndice de correlacio´n C(x, y, s) a cada desplazamiento s de la ventana de
correlacio´n en la imagen derecha. Para calcular el ı´ndice de correlacio´n se tiene:
C(x, y, s) =
u=w,v=w∑
u=−w,v=−w
|Il(x+ u, y + v)− Ir(x+ u+ s, y + v)|
donde 2w + 1 es el taman˜o de la ventana centrada en el pixel considerado,
ubicado en la posicio´n (x, y) e Il, Ir son los valores de gris de los pixeles en
las ima´genes izquierda y derecha respectivamente. El co´mputo del ı´ndice de
correlacio´n puede realizarse de forma eficiente evitando las redundancias entre
ventanas sucesivas [9]. La disparidad dl(x, y) entre el pixel de la imagen izquierda
y aquel de la imagen derecha se define como el desplazamiento s que minimiza
el ı´ndice de correlacio´n: dl(x, y) = argminsC(x, y, s).
La librer´ıa utilizada en el trabajo (Triclops SDK[26]) establece la corres-
pondencia entre las ima´genes usando esta te´cnica. Entre las ventajas de estas
te´cnicas esta´n el obtener buenos resultados sobre ima´genes con textura impor-
tante, permitir crear mapas densos de disparidad y su facilidad de paralelizar.
Como inconvenientes decir que presentan problemas con ima´genes con elevadas
discontinuidades de superficie, que son muy sensibles a variaciones fotome´ricas
debidas a sombras, que requieren un proceso posterior de eliminacio´n de falsas
correspondencias y que tiene problemas con las oclusiones.
Las te´cnicas basadas en caracter´ısticas obtienen primitivas de alto nivel (pun-
tos de borde, segmentos, curvas, regiones, etc.) que atesoran un conjunto de
propiedades invariantes a la proyeccio´n en mayor o menor medida. Tienen las
ventajas de que las primitivas de alto nivel proporcionan informacio´n ma´s rica
que los niveles de intensidad, permiten utilizar restricciones geome´tricas entre
las primitivas, son robustas aunque proporcionan informacio´n dispersa.
Entre los me´todos basados en caracter´ısticas nos encontramos unas de las
teor´ıas ma´s famosas e importantes que hemos estudiado dentro de las opciones
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barajadas, la teor´ıa computacional de Marr-Poggio[12]. Tambie´n otras teor´ıas y
te´cnicas entran dentro de los me´todos basados en caracter´ısticas como la teor´ıa
computacional de Pollard-Mayhew-Frisby [17] o las te´cnicas basadas en segmen-
tos borde.
La teor´ıa computacional de Mayhew-Frishby (PMF) esta´ considerada dentro
de la categor´ıa de los algoritmos de correspondencia soportados por vecindad
cuya caracter´ıstica es la de establecer la relacio´n de rasgos entre ima´genes a
partir del ana´lisis de sus posiciones con respecto a los puntos de los rasgos que
los rodean [17]. En la figura 4 se esquematiza la relacio´n de vecindad (Vi,Vd) para
los puntos P y P’ que representan la proyeccio´n de un punto en dos perspectivas
(imagen izquierda y derecha).
Este algoritmo asume dos restricciones fundamentales, la primera esta´ dada
por la arquitectura desde la que fueron adquiridas las ima´genes, en la que como
recordaremos respetaba una disposicio´n paralela entre los dispositivos receptores
ima´genes, particularidad que permite asumir la existencia de una relacio´n directa
entre la informacio´n visual contenida a la misma altura de las ima´genes (raster);
en otras palabras, los rasgos contenidos en la l´ınea n de la imagen izquierda
debera´n aparecer igualmente (conservando cierta disparidad) en la l´ınea n de
la imagen derecha y por lo tanto el proceso de correspondencia entre rasgos
se realizara´ solo entre aquellos que se ubiquen en el mismo raster de ambas
ima´genes. La segunda restriccio´n esta´ dada por el concepto de gradiente de
disparidad (GD). La idea de aplicar el GD a un algoritmo de correspondencia
parte de los trabajos sobre percepcio´n visual con los que se establecio´ que el
l´ımite con el que el sistema visual humano logra fusionar puntos pertenecientes
a un par estereosco´pico de ima´genes esta´ dado por un GD <= 1 el cual es
calculado como se observa en la figura 4.
Figura 4. Relacio´n de vecindad (Vi,Vd) para los puntos P y P’ y ca´lculo de GD
Las te´cnicas de basadas en programacio´n dina´mica plantean la bu´squeda de
correspondencias como un problema de optimizacio´n, descomponiendo el pro-
blema en otros ma´s sencillos; por ello son considerados programacio´n dina´mica.
Una de las ventajas de utilizar estas te´cnicas es la rapidez, debido a la descom-
posicio´n en subtareas que realiza. Otra de las ventajas es que suelen ser me´todos
sencillos de implementar. Entre los inconvenientes, que no calculan muy bien la
disparidad entre puntos de los objetos pequen˜os.
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Rubio de Lemus [20] aplica una metodolog´ıa de comparacio´n y evaluacio´n
de algoritmos de bu´squeda de correspondencias en estereopsis, mostrando los
aspectos relevantes de los mismos.
El ca´lculo de disparidad nos permitira´ obtener la profundidad de cada
uno de los puntos de la escena, obteniendo una u´nica imagen que se denomina
mapa de disparidad. Puesto que existe una relacio´n directa entre la profundidad
relativa de los objetos en una imagen y su disparidad en un par este´reo, podemos
coger como valores relativos de la profundidad de los objetos la informacio´n
extra´ıda del mapa de disparidad, es decir, tomaremos dicha imagen como una
aproximacio´n va´lida del mapa de profundidad. Nuestra reconstruccio´n, puesto
que partimos de ima´genes que son 2D, tomara´ como valor aproximado de la
profundidad relativa de un punto con respecto al observador, el correspondiente
a dicho punto en el mapa de profundidad; para as´ı poder obtener una tercera
coordenada para poder representarlo en un espacio 3D.
4. Propuesta
El proceso de visio´n estereosco´pica es implementado sobre una arquitectura
distribuida construida con agentes la cual permite paralelizar tareas utilizando
cada servicio (distribuido) como una unidad de procesamiento independiente.
Cabe mencionar que inicialmente no todos los procesos realizados por el sistema
son implementados para operar en forma paralela, sino u´nicamente el algorit-
mo de correspondencia por resultar computacionalmente muy costoso. El sistema
esta´ compuesto por un conjunto de agentes, con roles bien definidos que compar-
ten informacio´n y servicios. El ana´lisis de ima´genes implica un proceso complejo
donde cada agente ejecuta su tarea con la informacio´n disponible en cada mo-
mento. En la figura 5a se muestra un esquema de la arquitectura multi-agente
propuesta.
Las aplicaciones consisten en todos aquellos programas que pueden ser utili-
zados para acceder a las funcionalidades del sistema. Las aplicaciones son dina´mi-
cas y adaptables al contexto, reaccionando de forma distinta ante determinadas
situaciones (por ejemplo, si se encuentra en una habitacio´n o en otra, o si el
usuario tiene alguna discapacidad) y el tipo de servicio solicitado. Los servicios
representan el grueso de las funcionalidades del sistema a nivel de procesamien-
to, entrega y adquisicio´n de informacio´n. Se pretende que el sistema cuente con
un directorio flexible de servicios, locales o remotos, de manera que puedan ser
modificados, an˜adidos o eliminados dina´micamente y bajo demanda.
Como se aprecia en la figura 5a, una de las caracter´ısticas es que, al no estar
restringidas las aplicaciones por un determinado lenguaje de programacio´n, se
ampl´ıa el abanico de posibilidades para desarrollar interfaces sobre un mayor
nu´mero de dispositivos y sistemas. Esto es destacable, ya que por ejemplo, esta
caracter´ıstica sera´ vital a la hora de integrar el mo´dulo encargado del ana´lisis de
ima´genes con el de representacio´n 3D, o con el de localizacio´n.
El funcionamiento del sistema multi-agente conlleva la coordinacio´n de agen-
tes que cooperan y comparten entre s´ı la informacio´n necesaria durante el pro-
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Figura 5. (a) Esquema de la arquitectura.(b) Estructura del algoritmo SDA
ceso de ana´lisis. al descomponer el proceso de ana´lisis descrito en los anteriores
apartados, las tareas generadas se distribuyen entre cada uno de los roles del
sistema. Se han obtenido los siguientes roles: Clasificador : encargado de recibir
las ima´genes, comprobar su formato y cambiarlo en el caso de que sea necesa-
rio. Filtrador : encargado de las tareas de filtrado ba´sico. Coordina los filtrados
de las primeras fases ya sea desde las aplicaciones incrustadas en las ca´maras o
desde el propio sistema de ana´lisis. Preprocesador : encargado de la extraccio´n de
caracter´ısticas. Podra´ hacer uso del servicio de extraccio´n que crea conveniente
(Canny, etc.). Monitor : se encarga del control de los procesos. asigna tareas a los
dema´s agentes. Divide en bloques de las ima´genes y asigna las tareas de ana´lisis
a los agentes analizadores. Los agentes analizadores le devolvera´n sus resulta-
dos y e´ste enviara´ la informacio´n concentrada al agente Reconstructor que se
encargara´ de hacer que se represente tridimensionalmente. Interfaz : este tipo de
agente es disen˜ado para ser embebido en las aplicaciones de los usuarios para la
comunicacio´n directa con los agentes de la plataforma. analizador : lleva a cabo
el ana´lisis de correspondencia. Reconstructor : recoge la informacio´n analizada
para enviarla a la aplicacio´n de representacio´n 3D. Comunicador : responsable
de las comunicaciones entre las aplicaciones y la plataforma y los servicios y la
plataforma. Maneja las peticiones de entrada desde las aplicaciones para ser pro-
cesadas por los servicios. Supervisor : analiza la estructura y sintaxis de todos los
mensajes de entrada y salida del sistema y supervisa el correcto funcionamiento
de los otros agentes en el sistema (verifica perio´dicamente el estado de todos
los agentes registrados en la arquitectura enviando mensajes ping). Directorio:
llevara´ un listado activo de todos los servicios que ofrece la arquitectura (locales
o remotos).
En este caso se ha trabajado un prototipo implementando el componente
analizador siguiendo dos de las te´cnicas estudiadas para el ana´lisis de corres-
pondencia: el algoritmo Mayhew-Frisby (PMF), basado en caracter´ısticas y el
algoritmo de emparejamiento de la Suma de Diferencias absolutas (SDA) ba-
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sado en a´reas. En ambos casos se realiza una optimizacio´n aprovechando las
ventajas que nos proporciona la plataforma de agentes, hacie´ndose una distribu-
cio´n de tareas y paralelizacio´n, para conseguir una disminucio´n en el tiempo de
procesado.
PMF : La base que fundamento´ la paralelizacio´n del algoritmo de correspon-
dencia PMF fue la restriccio´n de correspondencia entre l´ıneas, es decir, un punto
ubicado en la l´ınea n de la imagen izquierda solo puede ser correspondido con
algu´n punto de la imagen derecha que se encuentre en la misma l´ınea. Partien-
do de esta premisa se direcciono´ la ejecucio´n del algoritmo de correspondencia
a unidades de procesamiento independientes, pasando como para´metro solo los
dos bloques de datos contenidos en el mismo nu´mero de l´ınea de cada imagen.
El agente Monitor toma el control de los procesos desarrollados por el sistema,
asignando las tareas de aplicacio´n de los filtros, deteccio´n de caracter´ısticas, etc.
Despue´s de que las ima´genes han sido reducidas a sus rasgos principales estas
son segmentadas en 20 bloques de 24 l´ıneas cada uno (por estar trabajando con
ima´genes de 640*480). La longitud de cada bloque esta´ en funcio´n del taman˜o en
filas de la imagen a procesar. Es importante mencionar que la formacio´n de los
bloques se fuerza para que las 24 l´ıneas que integran cada bloque no se encuentren
dispuestas secuencialmente en la imagen, es decir, sean seleccionadas de tal forma
que existan 20 l´ıneas de separacio´n entre ellas. Un ejemplo del contenido de un
bloque ser´ıa: a={0, 20, 40, 60, 80, 100, 120, 140, 160, 180, 200, 220, 240, 260, 280,
300, 320, 340, 360, 380, 400, 420,4 40, 460} y as´ı sucesivamente para los bloques
restantes, esta convencio´n fue adoptada con el fin de uniformizar la distribucio´n
de cargas de trabajo entre los agentes ya que generalmente existen zonas en que
la imagen concentra mayor informacio´n.
Una vez que los bloques han sido formados, e´stos son direccionados por el
agente Monitor para ser procesados paralelamente en agentes independientes
(analizadores). En el momento en que el u´ltimo agente finaliza su proceso, la
informacio´n es concentrada por el Monitor para realizar la reconstruccio´n 3D
con el agente correspondiente.
SDA: El ca´lculo este´reo se realiza con la librer´ıa Triclops [26], que por defecto
utiliza un algoritmo de emparejamiento basado en la Suma de Diferencias abso-
lutas (SDA). La utilizacio´n de esta medida de comparacio´n resulta ma´s ra´pida
que otros algoritmos basados en correlacio´n, aunque es ma´s sensible a los cam-
bios de iluminacio´n. al ser el me´todo utilizado en las librer´ıas proporcionadas
por Point Grey [16] se realiza su implementacio´n y tambie´n una propuesta de
optimizacio´n del mismo mediante la paralelizacio´n de las tareas llevadas a cabo
por el algoritmo.
El algoritmo a implantar debe descomponerse en un conjunto de subfuncio-
nes, las cuales actu´an secuencialmente en el flujo de datos. Estas subfunciones
son asignadas a los agentes analizadores a trave´s del agente Monitor. El agente
Monitor sera´ el encargado de controlar y asignar tareas a los dema´s agentes.
Identifica las subfunciones a realizar en el ana´lisis de correspondencia y asigna
las tareas de cada uno de los agentes analizadores. La estructura del algoritmo
implantado se muestra en la figura 5(b). Para tener acceso a los pixeles vecinos
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de la ventana de correlacio´n una vez que han sido escaneados, se utilizan unas es-
tructuras tipo FIFO (First In, First Out) en el agente Monitor para las ima´genes
izquierda y derecha (Ii, Id), representadas como Di y Dd. La diferencia absoluta
entre los pixeles de la imagen derecha y la imagen izquierda es calculada en los
mo´dulos Dai, donde i = 1, 2, .., dmax, y dmax es el ma´ximo desplazamiento
de la ventana de correlacio´n. El ı´ndice de correlacio´n se calcula en los mo´dulos
ICi. Tanto el ca´lculo de la diferencia absoluta como el ı´ndice de correlacio´n se
realiza en los agentes analizadores de manera paralela. La disparidad dl(x, y) se
determina haciendo una comparacio´n entre todos los ı´ndices de correlacio´n que
corresponden a los dmax desplazamientos. El modulo MI determina la dispari-
dad dl(x, y) as´ı como el mı´nimo ı´ndice de correlacio´n Cmin(x, y, dl(x, y)), el
cual puede utilizarse para calcular un ı´ndice de confianza del emparejamiento.
5. Resultados y Conclusiones
La arquitectura de agentes propuesta nos permite automatizar el ana´lisis des-
crito y optimizar su procesamiento. La utilizacio´n de agentes nos ofrece grandes
niveles de flexibilidad [2] ya que con ellos podemos mover el co´digo a lugares don-
de las acciones son requeridas consiguiendo respuestas en tiempo de ejecucio´n,
autonomı´a y continuidad de los servicios. adema´s, se reduce el esfuerzo de pro-
gramar tareas mu´ltiples, ya que so´lo es necesario especificar objetivos globales
para que los agentes cooperen entre ellos y as´ı lograr los objetivos sen˜alados. Los
algoritmos de visio´n estereosco´pica son implementados sobre esta arquitectura,
la cual permite paralelizar tareas utilizando cada servicio como una unidad de
procesamiento independiente.
Inicialmente, el algoritmo elegido para su optimizacio´n fue el algoritmo de co-
rrespondencia por ser el ma´s costoso computacionalmente. as´ı, se definen dos pro-
puestas de paralelizacio´n de te´cnicas de correspondencia: el algoritmo Mayhew-
Frisby (PMF), basado en caracter´ısticas y el algoritmo de la Suma de Diferencias
absolutas (SDA) basado en a´reas. Para ello se lleva a cabo la implementacio´n de
un prototipo analizador que sea capaz de llevar a cabo este tipo de ana´lisis.
La primera fila de la imagen 6 muestra el procesamiento de una imagen
de muestra. Es una imagen PPM (Portable Pixmap Format) formada por tres
ima´genes este´reo.
Podemos coger como valores relativos de la profundidad de los objetos la
informacio´n extra´ıda del mapa de disparidad. Los valores ma´s oscuros represen-
tan objetos de la escena ma´s alejados y los ma´s claros ma´s cercanos. Con los
primeros resultados pudimos observar que la deteccio´n de bordes es un paso que,
aunque no es necesario, es muy u´til ya que nos ayuda en entornos en los que
las condiciones de iluminacio´n cambian de manera significativa. Por este motivo,
se decidio´ ampliar el prototipo an˜adiendo ma´s funcionalidades. En este caso se
desarrollaron los algoritmos de deteccio´n de bordes de Sobel [24] y Canny[5]. Co-
mo se observa, el mapa de disparidad obtenido utilizando bordes, refleja mucho
mejor la profundidad de los objetos de la imagen original.
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Figura 6. Resultados procesado de imagen. De izquierda a derecha y de arriba a abajo:
imagen original, mapa de disparidad utilizando deteccio´n de bordes , mapa de dispa-
ridad obtenido sin utilizar deteccio´n de bordes, utilizacio´n del me´todo Sobel sobre la
imagen original, mapa de profundidad obtenido utilizando Sobel en lugar de Laplacia-
na (utilizada por defecto en Triclops); imagen original este´reo derecha, extraccio´n de
caracter´ısticas por nu´mero de l´ıneas n sobre la imagen original, extraccio´n de carac-
ter´ısticas por nu´mero de l´ıneas n, deteccio´n de contorno y extraccio´n de caracter´ısticas
por nu´mero de l´ıneas m > n
El siguiente paso fue el desarrollo de la siguiente te´cnica de ana´lisis de co-
rrespondencia basada en caracter´ısticas (PMF). La segunda fila de la imagen 6
muestra la secuencia de resultados obtenidos.
En funcio´n de todo lo expuesto, y a partir de los resultados obtenidos, el
algoritmo SDA es el o´ptimo. Para realizar una comparacio´n objetiva, los algorit-
mos se han aplicado sin mejoras. Para poder perfeccionar los resultados, se han
desarrollado filtros y ma´scaras adaptables a las caracter´ısticas de la imagen (por
ejemplo, un conversor de ima´genes este´reo JPG (Stereo jpg) a PPM y a escala
de grises) cuyos resultados no se presentan en este trabajo. adema´s, se ha pro-
puesto la mejora de ambos algoritmos mediante su paralelizacio´n utilizando la
arquitectura de agentes. Como l´ıneas de trabajo futuro esta´n: (i) continuar con el
desarrollo de las funcionalidades del ana´lisis, comparando los resultados, eligien-
do las mejores te´cnicas y utilizando el hardware Point Grey [16]; (ii)desarrollar
la propuesta de paralelizacio´n de los algoritmos de correspondencia para la opti-
mizacio´n del sistema; (iii) integrar las funcionalidades dentro de la arquitectura
distribuida propuesta (junto con posibles ampliaciones que puedan darse de desa-
rrollos externos); (iv) integrar los mo´dulos del sistema global (mo´dulo de ana´lisis,
mo´dulo de localizacio´n por radiofrecuencia, mo´dulo de reconstruccio´n 3D).
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Resumen. La realidad virtual supone para las personas la opcio´n de intro-
ducirse en un mundo aparentemente real e interactuar con el entorno mediante
dispositivos electro´nicos, existiendo muchas aplicaciones relativas a la realidad
virtual como por ejemplo simuladores de vuelo, simuladores anato´micos para
operaciones, etc. Los sistemas multiagentes han sido empleados en esta realidad
virtual para la representacio´n de objetos dentro de estos mundos virtuales. El
presente art´ıculo describe una arquitectura para proveer estos mundos virtua-
les, MVOSMA, la cual esta´ basada en un disen˜o organizacional derivado de la
teor´ıa de las organizaciones capaz de suministrar mundos virtuales personaliza-
dos basa´ndose en una serie de caracter´ısticas del usuario que solicita este mundo,
introduciendo mecanismos de comunicacio´n entre agentes y servicios Web.
1. Introduccio´n
Se puede definir la realidad virtual como la representacio´n en tiempo real
de un entorno simulado e interactivo generado a trave´s de medios informa´ticos
[14]. Esta realidad virtual puede ser inmersiva cuando el usuario se encuentra
inmerso en un entorno tridimensional y no inmersiva cuando el usuario inter-
actu´a con un entorno representado en su monitor mediante el teclado, el rato´n u
otros dispositivos. La extensio´n de esta realidad virtual a la Web se conoce como
Web 3D. Se dice que el futuro de Internet es crear espacios en 3D accesibles de
forma esta´ndar [11], los cuales son modelados a trave´s de la utilizacio´n de la
especificacio´n [17] la cual describe Virtual Reality Modeling Language (VRML).
La adaptacio´n de los sistemas distribuidos a trave´s de inteligencia artificial
la encontramos a trave´s de la tecnolog´ıa de agentes, pasa´ndose a denominar
estos sistemas distribuidos, Sistemas Multiagente (MAS) [18]. La construccio´n
de MAS integra tecnolog´ıas multidisciplinares como son te´cnicas de ingenier´ıa
del software, inteligencia artificial, programacio´n concurrente y distribuida [5].
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El disen˜o de MAS, generalmente, en lugar de realizarse como un sistema con
componentes que ejecutan me´todos, se ha de pensar en los objetivos que los
componentes deben alcanzar y en las tareas necesarias para que lo consigan, de
este modo se intuye que el proceso es ma´s intuitivo ya que esta forma de modelar
y de razonar se halla ma´s cerca del pensamiento humano que los paradigmas de
programacio´n tradicionales [12].
La Real academia de la Lengua Espan˜ola define el te´rmino organizacio´n como
la “asociacio´n de personas, regulada por un conjunto de normas en funcio´n de
determinados fines. Surgen siempre de una idea previa inspirada por un intere´s
o una necesidad general”. Esto implica que podemos considerar la organizacio´n
como un grupo de entidades que realizan una serie de actividades espec´ıficas y
diferenciadas, el cual, conforma una estructura y cumple una serie de normas
para obtener un fin comu´n y determinado [15]. La aplicacio´n de una estructura
organizacional en un sistema multiagente facilita su desarrollo y prepara al mis-
mo para su crecimiento y consistencia en cuanto a tolerancia a los fallos que se
puedan producir.
El trabajo que aqu´ı se presenta consiste en la definicio´n de una arquitectura
capaz de implementar de forma relacionada los tres conceptos vistos anteriormen-
te: Mundos Virtuales, Sistemas Multiagentes y Organizaciones. La posibilidad
de dotar de inteligencia a un sistema distribuido para proveer mundos virtua-
les a un usuario de forma personalizada a trave´s de una serie de caracter´ısticas
del propio usuario permitira´ acercarnos ma´s a la Web 3D. adema´s si este siste-
ma presenta una composicio´n basada en una de las organizaciones dentro de la
propia “Teor´ıa de Organizaciones”, permitira´ que las comunicaciones entre los
distintos agentes que componen el sistema multiagente, as´ı como su manteni-
miento se realice ma´s fa´cilmente. Todo esto hace que la arquitectura MVOSMA
(Mundos Virtuales a Trave´s de Sistemas Multagente basados en Organizaciones)
se presente como una arquitectura consistente y novedosa para la visualizacio´n
de mundos virtuales personalizados.
2. Conceptos Previos
En este punto se introducira´n una serie de conceptos los cuales son de vital
importancia en la creacio´n de la arquitectura MVOSMA ya que el estudio y
comprensio´n de su estado del arte ha permitido la interrelacio´n de los mismos
para dar lugar a dicha arquitectura.
2.1. Mundos Virtuales y Web 3D
Los or´ıgenes de la Realidad Virtual se remontan a mediados de los an˜os 70 en
el Departamento de Defensa de los Estados Unidos, donde comienza el desarrollo
de este tipo de proyectos con la intencio´n de permitir el adiestramiento de los
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pilotos de aviones de combate sin la necesidad del riesgo que conlleva la pra´cti-
ca real y el coste que supone [14]. En [14] se muestran una serie de principios
que rigen la realidad virtual como son: Simulacio´n; Interaccio´n; Percepcio´n.
Una clasificacio´n de esta realidad virtual se realiza acorde a la base sobre la
que se desarrolla cada uno de los soportes f´ısicos que permiten la inmersio´n en
el mundo virtual, as´ı se puede aludir a la diferenciacio´n entre Realidad Virtual
Inmersiva, y Realidad Virtual no Inmersiva segu´n [14][19].
El esta´ndar para modelos 3D en la red es actualmente VRML (Virtual Reality
Modeling Language) [17]. Este lenguaje tiene como misio´n la misma que HTML
para las pa´ginas Web, pero en este caso para escenarios tridimensionales. En
sus comienzos los mundos virtuales VRML eran ambientes monousuarios, es de-
cir, para ser vistos por todos los usuarios conectados a la red, pero navegando
en forma solitaria. La “Computer Support Cooporative Work”(CSCW) [9] y el
proyecto de mundos virtuales 3D del “Institute for applied Information Tech-
nology”[10] ha enfocado el desarrollo de VRML hacia mecanismos y tecnolog´ıas
colaborativas para entornos virtuales para Internet. Los principales objetivos
son la representacio´n e interaccio´n de mu´ltiples usuarios distribuidos en el mun-
do, mediante la infraestructura de la red. Con este proyecto ha sido realizado
un prototipo de sistema distribuido de Realidad Virtual, mediante el protocolo
DWTP (Distributed Worlds Transfer and Comunication Protocol) [1].
2.2. Agentes y Sistemas Multiagente
Una definicio´n de agente se da en [13], donde se concibe a e´ste como un sis-
tema que reu´ne las caracter´ısticas de: autonomı´a, Reactividad, Pro-actividad y
Habilidad social. adema´s, existen ciertos atributos que los agentes pueden poseer,
estos son: Razonamiento y aprendizaje, mediante los cuales los agentes son capa-
ces de comportarse de manera inteligente. Movilidad, que permite a los agentes
desplazarse entre los nodos de una red y ejecutarse en distintas plataformas.
Un modelo de clasificacio´n de agentes caracter´ıstico es el modelo de clasifi-
cacio´n llamado de las vocales, propuesto por Yves Demazeau [4], donde la a (de
agente) caracteriza sus rasgos individuales: arquitectura, funcionamiento interno,
complejidad, etc. La E (de entorno) caracteriza los requisitos computacionales
para que el agente funcione correctamente; la I (de interaccio´n) tiene en cuenta
las capacidades de comunicacio´n del agente; la O (de organizacio´n) considera el
papel del agente en el sistema; y, la U (de utilidad) referencia a la aplicacio´n de
la que forma parte el agente.
Segu´n las caracter´ısticas individuales, los agentes pueden clasificarse en agen-
tes reactivos y agentes cognitivos [3]. Los primeros realizan tareas sencillas y su
modelo computacional esta´ basado en un ciclo recepcio´n de eventos. Por otra
parte, los agentes cognitivos realizan tareas complejas. De hecho, utilizan algu´n
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tipo de representacio´n expl´ıcita del conocimiento. Para realizar las tareas nece-
sitan llevar a cabo procesos de razonamiento y otros procesos cognitivos, como
por ejemplo la planificacio´n y el aprendizaje. En cuanto al modo de organizacio´n
[3], podemos considerar agentes individuales, que no tienen capacidad de coope-
racio´n, y agentes cooperativos, que pueden realizar tareas solos o colaborando
con otros agentes.
Respecto a los tipos de arquitecturas para la construccio´n de Sistemas Mul-
tiagente, las deliberativas utilizan modelos de representacio´n simbo´lica del co-
nocimiento del conocimiento, y suelen estar basadas en la teor´ıa de planificacio´n
[18][2][13][3]. Estos agentes parten de un estado inicial y tienen la capacidad de
concebir y generar planes para alcanzar sus objetivos. El uso de una representa-
cio´n simbo´lica trae consigo una serie de problemas, y es por lo que se han estu-
diado modelos ma´s efectivos de representacio´n del conocimiento. Es por ello que,
las arquitecturas reactivas se caracterizan por no tener como elemento central
de razonamiento un modelo simbo´lico y por no utilizar razonamiento simbo´lico
complejo. En u´ltimo lugar, contar con la existencia de arquitecturas h´ıbridas
que tratan de solventar las limitaciones que ambas arquitecturas presentan por
separado.
2.3. Las Organizaciones
Las Organizaciones Humanas. La definicio´n de organizacio´n que aparece
en el diccionario de la Real academia de la Lengua Espan˜ola, corresponde con
la de “asociacio´n de personas regulada por un conjunto de normas en funcio´n
de determinados fines”. Por lo tanto, una organizacio´n consiste en una serie de
individuos que realizan unas actividades o funciones espec´ıficas y diferenciadas.
adema´s, estos individuos se estructuran siguiendo unas pautas y reglas deter-
minadas que les permitan alcanzar los fines u objetivos de la organizacio´n. Los
fines deben ser objetos de conocimiento comu´n, que cumplan principalmente
las funciones de guiar los esfuerzos de los miembros en vistas a su consecucio´n
[15]. asimismo, deben proporcionar una fuente de legitimidad que determine las
conductas y acciones adecuadas en el contexto organizacional y establezcan los
niveles mı´nimos que han de conseguirse.
Las Organizaciones de agentes. Dentro de los sistemas multiagente, la or-
ganizacio´n se ha empleado fundamentalmente para describir a un conjunto de
agentes que, mediante una serie de roles y reglas de interaccio´n establecidas, se
coordinan tratando de alcanzar los objetivos globales del sistema. Una defini-
cio´n de organizacio´n en el contexto de los sistemas multiagente es dada por L.
Gasser: “las organizaciones son sistemas estructurados con patrones de activi-
dad, conocimiento, cultura, historia y habilidades distintas de cualquier agente
particular”. Las organizaciones existen a un nivel completamente independiente
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de los agentes individuales que los constituyan, los cuales pueden ser reempla-
zables. adema´s, ocupan alguna regio´n del espacio, bien sea geogra´fico, temporal,
simbo´lico, etc. [8].
3. Arquitectura MVOSMA
Teniendo en cuenta los conceptos anteriores, aqu´ı se muestra el disen˜o de una
arquitectura que engloba los conceptos vistos. Para ello la arquitectura se centra
en dos grupos como contenedores de agentes: la Organizacio´n y los Gremios. La
organizacio´n es la encargada de dar respuesta a las peticiones de los clientes y
es la que dirige y determina el funcionamiento del sistema. Esta organizacio´n
esta´ dividida en departamentos, los cuales tienen las siguientes tareas.
Departamento de Direccio´n: Funcionamiento, coordinacio´n de los dema´s de-
partamentos y comunicaciones externas.
Departamento de Produccio´n: ana´lisis del perfil del solicitante, generacio´n
del mundo virtual y ”subcontratacio´n”de los agentes de los gremios.
Departamento de Mantenimiento: Comprobacio´n del estado de los agentes
de los diferentes departamentos.
Figura 1. arquitectura MVOSMA
En los Gremios se encuentran agentes con alto grado de especializacio´n for-
mando grupos con un fin comu´n, de este modo si desde la organizacio´n se requie-
ren varios agentes que provean servicios para lograr una finalidad determinada,
se facilita la labor de bu´squeda y contratacio´n ya que solamente han de encon-
trar el gremio que persiga ese fin en vez de buscar a los agentes uno por uno.
La “subcontratacio´n” de los agentes pertenecientes a los gremios, llevada a cabo
por el departamento de produccio´n, se realiza de acuerdo a las necesidades en
un momento determinado. Esta subcontratacio´n se realiza mediante una serie
de Servicios Web los cuales esta´n a disposicio´n de los agentes encargados de la
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misma, de este modo los agentes de la organizacio´n se descargan de servicios y
se centran en las tareas productivas.
Tipo Meta-Servicio Descripcio´n
Laboral Contractagent Contrata a un agente existente en un gremio
Dimissagent Despide a un agente que finaliza su tarea
asignTask asigna una tarea a un agente contratado
InformTask Informa acerca de una tarea determinada
Cuadro 1. Meta-Servicios para la Contratacio´n de agentes
Se han propuesto dos grupos como contenedores de agentes, ahora bien, las
otras partes de la arquitectura que proveen los servicios que son utilizados por
los agentes del sistema para las operaciones internas, tanto de los agentes, como
de la organizacio´n en si son: el aMS (agent Management System), OMS (Or-
ganizacio´n Management System) y el DaSF (Directory and Service Facilitator).
El DaSF ofrece un directorio de agentes y de los servicios que e´stos proveen a
modo de pa´ginas amarillas. Este DaSF actu´a de forma que cualquier agente que
ofrezca un determinado servicio ha de registrarse, de este modo cuando fueren
requeridos por algu´n otro agente, ya sea para su contratacio´n o simplemente
para conocimiento, pueda proveer esta informacio´n en el menor tiempo posible
y con la ma´xima exactitud.
Tipo Meta-Servicio Descripcio´n
aBMReg RegisterProfile Crea la descripcio´n de un nuevo servicio (Profile)
RegisterProcess Crea la implementacio´n del servicio (Process)
RegisterGremio Crea un Gremio
ModifyProfile Modifica un Profile Existente
MofifyProcess Modifica un Process Existente
ModifyGremio Modifica un Gremio
DesregProfile Elimina un Profile. Tambie´n su Process asociado
DesregGremio Elimina un Gremio existente y todos sus servicios
asociacion addProvider Enlaza un proveedor con un servicio ya existente
DelProvider Elimina un proveedor de un servicio
Descubrimiento SearchService Busca un servicio determinado
GetProfile Extrae la descripcio´n de un servicio especificado
GetProcess Extrae la implementacio´n de un servicio especificado
GetGremio Extrae el gremio de un servicio especificado
Cuadro 2: Meta-Servicios del DaSF
MVOSMA 105
Otro elemento es la OMS la cual presta servicios que conciernen al manteni-
miento y explotacio´n de la organizacio´n. as´ı pues, los servicios prestados esta´n
orientados al mantenimiento de la misma a trave´s de normas que rigen el funcio-
namiento de la organizacio´n. Tambie´n se incluyen las pol´ıticas de contratacio´n
de agentes las cuales determinan los agentes necesarios en cada momento.
Tipo Meta-Servicio Descripcio´n
Structural RegisterRole Crea un nuevo rol dentro de un departamento
RegisterNorm Crea una nueva norma dentro de un departamento
RegisterDepartment Crea un departamento dentro de la organizacio´n
RegisterDeptNorm Crea una norma de departamento en la organizacio´n
DesregRole Elimina un rol de un departamento
DesregNorm Elimina una norma de un departamento
DesregDepartment Elimina un departamento dentro de una organizacio´n
DesregDeptNorm Elimina una norma de departamento
InformagentRole Informa de que un agente adopta un rol determinado
InformMembers Indica que existen agentes en un departamento
CountMembers Devuelve el nu´mero de agentes de un departamento
InformDepartment Devuelve la descripcio´n de un departamento
InformDepartRoles Muestra los roles existentes en un departamento
InformRoleProfiles Indica los perfiles asociados a un determinado rol
InformRoleNorms Provee las normas asociadas a un determinado rol
Dynamical RegisteragentRole Crea una nueva relacio´n ¡entity, department, rol¿
DesregagentRole Elimina una reacio´n ¡entity, department, rol¿dada
acquireRole Solicita la adopcio´n de un rol en un departamento
LeaveRole Solicita la desvinculacio´n de un rol departamental
Expulse Obliga a un agente a desvincularse de un rol
Duplicateagent Duplica un agente dentro de un departamento
Cuadro 3: Meta-Servicios del OMS
El u´ltimo componente corresponde al aMS, que se encarga de la creacio´n y
destruccio´n de agentes definiendo el ciclo de vida de los mismos. adema´s realiza
diferentes funciones ba´sicas para el mantenimiento de la plataforma. Por u´ltimo
la arquitectura cuenta con la capa de comunicaciones, la cual se encarga del
env´ıo y recepcio´n de mensajes entre distintos agentes y con el exterior de la
plataforma.
Tipo Meta-Servicio Descripcio´n
Registration Register Registra un nuevo agente en la plataforma
Deregister Elimina el registro de un agente ya existente
UpdateRegister Modifica el registro de un agente excepto su nombre
Discovery Searchagent Solicita informacio´n a cerca de un agente registrado
GetDescription Obtiene una descripcio´n de la plataforma
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Management Suspendagent Suspende la ejecucio´n de un agente en activo
activateagent activa la ejecucio´n de un agente suspendido
Communication Send Env´ıa un mensajes dentro y fuera de la plataforma
Cuadro 4: Meta-Servicios del AMS
Para el desarrollo de esta arquitectura se ha decido seguir los esta´ndares que
propone la FIPA (The Foundation for Intelligent Physical agents) [16]. Estas
especificaciones FIPA representan un conjunto de esta´ndares que persiguen el
objetivo de promover la interaccio´n entre agentes heteroge´neos y los servicios
que representan los mismos. FIPA mantiene un ciclo de vida para sus distintas
especificaciones, compuesto por las etapas Preliminary, Experimental, Standard,
Deprecated, y Obsolote. a cada especificacio´n se le asigna un identificador u´ni-
co, en funcio´n del estado en el que se encuentran dentro del ciclo de vida. La
eleccio´n de FIPA como esta´ndar para el desarrollo de la arquitectura MVOSMA
se basa en que es la especificacio´n ma´s seria en lo que a desarrollo de siste-
mas multiagente se refiere, adema´s de ofrecer una alta escalabilidad. Uno de los
principales documentos es el FIPA absctract architecture Specification [6]. Dicho
documento, y las especificaciones derivadas del mismo, definen la arquitectura
abstracta propuesta por FIPA, siendo el propo´sito principal de este documento
el garantizar la interoperabilidad y la reusabilidad. Otro de los documentos que
constituye el pilar principal de FIPA es el documento FIPA agent Management
Specification [7]. Dicho documento contiene especificaciones para la gestio´n de
agentes, incluyendo servicios de gestio´n de agentes, ontolog´ıas, y transporte de
mensajes dentro de la plataforma de agentes.
Figura 2. Detalle de Mundo Virtual Suministrado
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En la Figura 2 se muestra el proceso final en la generacio´n de un mundo vir-
tual personalizado, en este caso, una galer´ıa de arte. Previamente se ha realizado
la peticio´n del cliente del mundo virtual, a partir de este momento se ponen en
funcionamiento los mecanismos necesarios de la arquitectura para ajustar el per-
fil del solicitante, y contratar los agentes necesarios para la correcta visualizacio´n
del mundo virtual solicitado.
4. Conclusiones y Trabajo Futuro
Se observa en la bibliograf´ıa que los agentes se muestran como objetos dentro
de los mundos virtuales, para aquellos objetos que tengan cierta capacidad de
percibir su entorno y actuar de forma auto´noma. En la arquitectura descrita se
pretende que sea el propio sistema multiagente el proveedor de mundos virtuales
solicitados por el cliente de modo que a trave´s de te´cnicas de inteligencia artifi-
cial el sistema sea capaz de personalizar el mundo solicitado.
La organizacio´n que se adopta para el sistema multiagente es sencilla y basa-
da en una jerarqu´ıa. Este tipo de organizacio´n acelera las bu´squedas de servicios
que se demanden por los agentes gracias a la creacio´n de los gremios, o grupo
de agentes que esta´n especializados en la realizacio´n de tareas determinadas,
es decir, cada gremio de agentes provee una serie de servicios los cuales tienen
un mismo fin, de este modo si desde la organizacio´n se requieren varios agentes
que provean servicios para lograr una finalidad determinada, se facilita la labor
de bu´squeda y contratacio´n ya que solamente han de encontrar el gremio que
persiga ese fin en vez de buscar a los agentes uno por uno.
Una de las pretensiones de este trabajo es la relacio´n del sistema multiagente
propuesto con una serie de servicios Web. Estos servicios Web se utilizan para
la contratacio´n de los agentes pertenecientes a los gremios. El acceso a estos
servicios se realiza a trave´s de mensajes XML esta´ndar, lo cual se ha adoptado
como protocolo de comunicacio´n entre las distintas entidades de nuestro sistema
haciendo as´ı totalmente esta´ndar el lenguaje de comunicacio´n dentro y fuera del
sistema.
La organizacio´n del sistema multiagente se compone del departamento de
direccio´n, departamento de produccio´n y departamento de control. Dentro de
cada uno de ellos existen varios agentes que se coordinan y cumplen una serie de
normas para lograr un fin comu´n. Esta organizacio´n viene dada, pero la propia
definicio´n de la arquitectura a trave´s de las ontolog´ıas y parametrizacio´n de las
mismas hace que se pueda adoptar cualquier organizacio´n y por lo tanto abordar
cualquier problema, convirtie´ndola en una arquitectura abierta, y cambiante en
tiempo real.
Como continuidad del presente trabajo y l´ıneas de investigacio´n futuras, se
pretende lograr la definicio´n de un formato determinado para el lenguaje de
comunicaciones preservando la forma de XML esta´ndar, que sea compatible no
solamente con agentes sino con cualquier servicio Web con el que se desee in-
teractuar. Otra l´ınea a seguir es la implementacio´n de esta plataforma en un
lenguaje concreto, lo cual permitira´ probar la misma y medir su efectividad de
forma cuantificable. Esta implantacio´n es laboriosa, lo que implica un trabajo a
medio, largo plazo.
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Resumen. Este trabajo presenta un estudio de te´cnicas para el tratamiento
de ima´genes procedentes de ca´maras estereosco´picas; y de los datos obtenidos
desarrollar un sistema de presentacio´n de dicha informacio´n en un entorno 3D in-
teractivo en tiempo real. El sistema estara´ incluido dentro de un proyecto global
que tiene como objeto el desarrollo de un entorno inteligente para la localizacio´n
e identificacio´n en entornos de dependencia donde confluira´n otra serie de tecno-
log´ıas. Dentro de este proyecto, se encuentra ya en fase de finalizacio´n un sistema
de localizacio´n por radiofrecuencia y son los mo´dulos de videovigilancia, ana´lisis
y representacio´n 3D los que centran actualmente la atencio´n. En concreto, el
presente trabajo se centra en el desarrollo de una arquitectura que permita, una
vez analizada la informacio´n recogida por las ca´maras estereosco´picas, represen-
tarla en formato tridimensional as´ı como interpretarla de manera adecuada para
el reconocimiento de objetos y posturas de una persona en la escena.
1. Introduccio´n
En Europa, durante las u´ltimas tres de´cadas, el nu´mero de personas mayores
de 60 an˜os aumento´ cerca de un 50%, por lo que en la actualidad, el 25% de la
poblacio´n de Europa es mayor de 60 an˜os y se estima que dentro de 20 an˜os este
porcentaje aumente a un 30%, dando como resultado un total de 100 millones
de ciudadanos[2].
La importancia de desarrollar nuevos y ma´s rentables me´todos para suminis-
trar cuidados me´dicos y asistencia a los ancianos se acentu´a al considerar tales
tendencias[2], siendo necesaria para una mejor administracio´n de los servicios,
la creacio´n de entornos seguros, discretos y adaptables para la monitorizacio´n y
fomento de la salud. Las arquitecturas basadas en dispositivos inteligentes esta´n
siendo investigadas como sistemas de supervisio´n de cuidado me´dico para ancia-
nos y personas dependientes, por lo que podr´ıan proporcionar apoyo constante
en su vida diaria[3].
El te´rmino “ambient Intelligence” (amI) define un modelo de interaccio´n[11] en
el que las personas esta´n rodeadas de un entorno inteligente, consciente de su
110 Manuel P. Rubio, Juan M. Corchado
presencia, sensible al contexto y capaz de adaptarse a sus necesidades, a trave´s
de tecnolog´ıa incrustada, no invasiva y transparente para los usuarios con el ob-
jetivo de facilitar sus actividades diarias[1]. La inteligencia ambiental hace uso
de tecnolog´ıas que permiten estas posibilidades: redes de comunicaciones, dis-
positivos de presentacio´n de informacio´n, redes de sensores, sistemas de visio´n
artificial, sistemas adaptativos y sensibles al contexto (inteligentes), etc.
El problema de la visio´n artificial, en general y de la visio´n estereosco´pica en
particular, ha recibido una considerable atencio´n en los u´ltimos an˜os, que ha
llevado a la aparicio´n de nuevos me´todos teo´ricos y desarrollos pra´cticos para el
disen˜o de sistemas de procesado de imagen. Sus aplicaciones son muy variadas, e
incluyen aspectos como el reconocimiento de caracteres, la deteccio´n de blancos,
ana´lisis de ima´genes biome´dicas, sistemas de seguridad y vigilancia, inspeccio´n
automa´tica o medicio´n remota.
Se presenta en este trabajo un sistema basado en amI disen˜ado con el objetivo
de mejorar la eficiencia de los cuidados me´dicos, la atencio´n y la seguridad de
pacientes dependientes. El sistema interactu´a con los usuarios y el ambiente a
trave´s de te´cnicas de visio´n artificial estereosco´pica y proporciona una moni-
torizacio´n en tiempo real de los pacientes mediante un entorno tridimensional
virtual.
La descripcio´n de este proyecto global junto con un resumen de la tecnolog´ıa es-
tereosco´pica empleada sera´n abordados en las secciones 2 y 3 de este art´ıculo. En
la seccio´n 4 se hara´ hincapie´ en las te´cnicas de reconstruccio´n y representacio´n
3D. En las secciones 5 y 6 se mostrara´ la propuesta del sistema y las conclusiones
y l´ıneas futuras.
2. Revisio´n del problema
El presente trabajo se engloba dentro de un proyecto de investigacio´n en el
que se esta´ trabajando dentro del Grupo de Biomedicina, Sistemas Informa´ticos
Inteligentes y Tecnolog´ıa Educativa (BISITE) de la Universidad de Salamanca.
El objetivo del proyecto global es desarrollar un sistema de inteligencia ambien-
tal para el cuidado y supervisio´n de pacientes en entornos de dependencia[4],
proporcionando un entorno capaz de realizar tareas de localizacio´n, identifica-
cio´n y monitorizacio´n de pacientes de forma automa´tica.
Se supervisara´ automa´ticamente la ubicacio´n de los pacientes a trave´s de tecno-
log´ıa ZigBee[12] (sistema de localizacio´n por radiofrecuencia) y ca´maras de v´ıdeo
estereosco´picas. asumiendo que se desconoce la situacio´n de un paciente en un
entorno en cada momento, sus movimientos, postura o estado, se plantea la po-
sibilidad de unio´n de ambas tecnolog´ıas; complementando as´ı la informacio´n de
localizacio´n obtenida a trave´s de los dispositivos ZigBee con la informacio´n de
las ca´maras. Una vez analizada la informacio´n recogida por las ca´maras este-
reosco´picas, se interpreta de manera adecuada para el reconocimiento de objetos
y posturas de los personajes de la escena y se representa en un modelo tridimen-
sional que facilitara´ un seguimiento personalizado de los pacientes por parte del
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personal me´dico y los propios familiares, permitiendo de este modo controlar de
manera ma´s exhaustiva el estado de los enfermos.
La innovacio´n de este concepto reside en la representacio´n en tercera dimensio´n
y en el seguimiento del paciente para representar la escena correspondiente segu´n
su posicio´n en cada instante.
Figura 1. Entorno Inteligente para la Localizacio´n en entornos de dependencia
3. Estereoscop´ıa
La visio´n artificial ha tratado de reproducir las funciones del sistema visual
mediante el ana´lisis y procesamiento de ima´genes obtenidas desde ca´maras de
video. Muchas han sido las te´cnicas propuestas por visio´n artificial para tratar
de alcanzar tan aparentemente simple objetivo y au´n cuando cada una propo-
ne enfoques diferentes todas pueden considerarse complementarias. El presente
trabajo esta´ basado en la te´cnica de recuperacio´n de forma y posicio´n a partir
de la estereoscop´ıa, la cual tiene como modelo funcional la estructura binocular
sobre la que opera el sistema visual humano.
3.1. Principios ba´sicos
La visio´n del hombre es un complejo y sofisticado sistema que abarca proce-
sos fisiolo´gicos, bioqu´ımicos, neurolo´gicos y psicolo´gicos. De manera natural el
mecanismo de visio´n es estereosco´pico, es decir, es capaz de apreciar, a trave´s de
la visio´n binocular, las diferentes distancias y volu´menes del entorno, permitien-
do la observacio´n tridimensional del mismo. Los ojos, debido a su separacio´n,
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obtienen dos ima´genes con pequen˜as diferencias entre ellas, denominadas dis-
paridades. El cerebro las procesa y las interpreta de forma que se percibe la
sensacio´n de profundidad, lejan´ıa o cercan´ıa, formando la imagen tridimensional
de los objetos del entorno. Este proceso se denomina estereopsis y se regula en
funcio´n de 10 sen˜ales, cuatro de las sen˜ales esta´n dentro del campo fisiolo´gico y
seis en el psicolo´gico[6].
La fotograf´ıa estereosco´pica, tambie´n denominada abreviadamente fotograf´ıa 3D,
intenta reproducir la sensacio´n de profundidad de la visio´n estereosco´pica natu-
ral. Si obtenemos dos fotograf´ıas con una separacio´n adecuada, correspondientes
a la visio´n que se obtendr´ıa con cada ojo, y se observan con un visor apropiado,
es posible recrear la sensacio´n de profundidad, de la cual carecen las fotograf´ıas
convencionales. Si se quiere obtener fotograf´ıas 3D en movimiento (v´ıdeo este-
reosco´pico) se puede emplear una ca´mara este´reo especial, una ca´mara conven-
cional dotada de un accesorio especial con espejos o bien dos ca´maras disparadas
sincronizadamente. a este´ u´ltimo tipo pertenece el sistema estereosco´pico elegido
en este trabajo.
3.2. Condicionantes te´cnicos del sistema estereosco´pico elegido
La ca´mara elegida en el sistema de visio´n es la Bumblebee2, modelo BB2-
COL-ICX424 (640x480 Color 3.8mm) del fabricante canadiense Point Grey[5].
Figura 2. Ca´mara Bumblebee2 y esquema
Las principales caracter´ısticas de esta ca´mara son:
Dos CCDs Sony ICX204 de 1/3”, Color progressive scan.
640x480 p´ıxeles cuadrados hasta 48 fotogramas por segundo.
Conversor analo´gico/digital de 12 bit.
L´ınea base (distancia entre ca´maras) 120mm.
Distancia focal de la o´ptica: 3,8mm con 70 de campo de visio´n horizontal.
Taman˜o: 157mm x 36mm x 47.4mm
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Peso: 342gramos.
Interface: 6-pin IEEE-1394 (FireWire) para el control de la ca´mara y trans-
misio´n de los datos de v´ıdeo.
alimentacio´n suministrada a trave´s del puerto IEEE-1394.
Consumo menor de 3W.
Esta ca´mara es ideal para aplicaciones tales como el seguimiento de personas, re-
conocimiento de gestos y posturas, robo´tica mo´vil y otras aplicaciones de visio´n
por computador. Esta´ precalibrada para corregir las distorsiones de las lentes y
los desajustes temporales y espaciales, por lo que no es necesario hacerlo manual-
mente. La informacio´n de calibracio´n esta´ precargada en la ca´mara, permitiendo
que el software recupere la correccio´n de la imagen.
Para el software de control y reconocimiento se empleara´ un sistema dividido en
tres categor´ıas relacionadas entre ellas.
Digiclops proporciona el control de la ca´mara y la transmisio´n v´ıa firewire al
ordenador receptor de las ima´genes. Tambie´n permite configurar la ca´mara ajus-
tando el balance de blancos, la velocidad de obturacio´n, exposicio´n, ganancia,
etc.
Triclops SDK es un conjunto de funciones C++ que permite obtener la informa-
cio´n 3D de las ima´genes. Proporciona una ra´pida y precisa generacio´n del mapa
de profundidad de la escena. Esto se puede lograr aplicando mu´ltiples algoritmos
especificando todas las caracter´ısticas del procesado este´reo. Tanto Digiclops co-
mo Triclops esta´n incluidos con la ca´mara estereosco´pica Bumblebee2.
Por u´ltimo, la tercera parte del software aplicacio´n se basa en las otras dos y
es generada por el usuario. Con el software de usuario se recogen los resultados
y se presentan en el formato adecuado. Se escribe en visual C++ utilizando las
funciones del SDK Triclops y Digiclops. Con ello se puede lograr co´digo muy
optimizado y con la rapidez de ejecucio´n necesaria para la obtencio´n de datos
en tiempo real.
3.3. Justificacio´n de la tecnolog´ıa adoptada
Dentro de un sistema de v´ıdeo vigilancia, como el que se quiere disen˜ar, se
pueden presentar distintas tecnolog´ıas en la parte de hardware y transmisio´n
de datos y distintas te´cnicas y algoritmos en el software de reconocimiento de
imagen.
El para´metro ma´s importante a tener en cuenta al disen˜ar un sistema de vi-
sio´n artificial es el nu´mero de ca´maras a emplear. Habitualmente se utilizan
configuraciones de una ca´mara (monocular), dos ca´maras (formando un par es-
tereosco´pico) y mu´ltiples ca´maras (normalmente entre tres y cinco, dependiendo
del entorno de trabajo). a mayor nu´mero de ca´maras los resultados son ma´s pre-
cisos pero es mayor la potencia de ca´lculo necesaria as´ı como el ancho de banda
en la transmisio´n de las ima´genes. En nuestro caso se planteo´ la utilizacio´n de
una ca´mara, dos ca´maras independientes desde puntos de vista distintos y dos
ca´maras formando un par estereosco´pico.
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Empleando una ca´mara solo se obtiene informacio´n de zonas de la secuencia
de ima´genes y reconocimiento de formas y patrones, esta´ticos o en movimiento;
pero no se logran datos de posicio´n o distancias del entorno tridimensional y de
los elementos del mismo. Salvo que la ca´mara cambie su posicio´n y se desplace
durante el proceso de grabacio´n de ima´genes. Como en nuestro caso la ca´mara
es esta´tica, una no es suficiente para los resultados buscados.
El uso de dos ca´maras desde puntos de vista distintos aporta gran exactitud en
los resultados pero requiere procedimientos de configuracio´n y calibracio´n muy
complejos y cr´ıticos en la precisio´n obtenida.
Un par estereosco´pico desde una posicio´n fija reduce los problemas de calibracio´n
y da muy buenos resultados en la determinacio´n de posiciones y distancias espa-
ciales, tambie´n permite el reconocimiento de formas y patrones. adema´s existen
algoritmos ya muy desarrollados.
En cuanto a la tecnolog´ıa de las ca´maras a emplear son dos principalmente,
analo´gicas y digitales y ambas con dos sistemas de transmisio´n de las ima´ge-
nes, cable y radio. Las ca´maras analo´gicas son las utilizadas habitualmente en
seguridad, esta´n ma´s desarrolladas y son ma´s baratas pero necesitan una etapa
intermedia de digitalizacio´n de las ima´genes para poder ser tratadas informa´ti-
camente y extraer su informacio´n. Las ca´maras digitales utilizan sensores CMOS
o CCD que generan las ima´genes directamente en formato digital, normalmente
en formato de v´ıdeo mpeg4 (lo que evita el uso de la etapa de digitalizacio´n).
Como punto final del hardware se tiene que evaluar y decidir si el ordenador en
e´l que se ejecute el software de tratamiento de las ima´genes se encuentra en el
propio entorno y se transmiten a la central de seguimiento so´lo los resultados
(debera´ ser bastante potente) o se enviara´ el “videostreaming” a la central y se
procesara´ all´ı (se requerira´ un gran ancho de banda).
En el caso concreto de este proyecto se empleara´n ca´maras estereosco´picas di-
gitales para el reconocimiento de situacio´n y postura de los pacientes. Ira´n co-
nectadas a los ordenadores de procesado v´ıa cable con interface IEEE 1394 de
alta velocidad y alimentacio´n incorporada. Cada sistema estereosco´pico incluye
dos minica´maras que generan dos secuencias de v´ıdeo sincronizadas y permiten
obtener informacio´n tridimensional del entorno mediante el estudio de las dispa-
ridades entre ellas. La informacio´n obtenida se complementa con la del sistema
de radiofrecuencia para evitar errores de posicio´n y mejorar los resultados[12].
4. Reconstruccio´n estereosco´pica: fases y te´cnicas
En la figura 3 se presenta el proceso completo disen˜ado para el tratamiento
de las secuencias de ima´genes estereosco´picas, obtencio´n de los datos de posicio´n,
orientacio´n y postura del paciente, y su representacio´n tridimensional en el en-
torno virtual de presentacio´n. Es necesario un mo´dulo de entrada que adecu´e las
ima´genes al formato deseado para realizar el ana´lisis. Un mo´dulo de filtrado que
mejore su calidad, aplicando acciones como la reduccio´n de ruido, la mejora del
contraste, el realce de bordes o la correccio´n de distorsiones[10]. En el mo´dulo
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de procesamiento se ponen en pra´ctica las te´cnicas de ana´lisis estereosco´pico.
Sera´ aqu´ı donde se implementen los algoritmos para el ana´lisis de disparidad y
correspondencia de los pares estereosco´picos y donde se obtengan las medidas de
distancia a ca´mara[7]. Esta reconstruccio´n consiste en representar los objetos del
entorno. En nuestro caso, tenemos un entorno interior donde lo que nos interesa
representar son los pacientes y residentes del centro. Para ello, tendremos un
mo´dulo de reconocimiento de postura y otro de representacio´n 3D que mode-
lara´n la escena con los datos recogidos.
Figura 3. Mo´dulos del sistema
En el resto de este art´ıculo se presentan te´cnicas del mo´dulo de reconoci-
miento y representacio´n 3D. Los otros mo´dulos se muestran en el otro trabajo
paralelo a este.
4.1. Reconocimiento de postura
Los sistemas de reconocimiento de movimiento humano suelen estar compues-
tos por cuatro fases bien diferenciadas, inicializacio´n, seguimiento, estimacio´n de
la pose y reconocimiento[8].
antes de que un sistema este´ listo para procesar datos, necesita ser inicializado,
es decir, debe de crearse un modelo adecuado del sujeto. a continuacio´n se realiza
un seguimiento del movimiento del individuo. Para ello se realiza un proceso de
segmentacio´n de la imagen diferenciando al sujeto del fondo. La pose del sujeto
puede ser estimada ya que puede ser la salida del sistema, p.e. para controlar
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un avatar (representacio´n gra´fica de un humano) en un entorno virtual, o puede
ser procesada posteriormente en la fase de reconocimiento. La u´ltima fase reali-
za un ana´lisis de la pose u otros para´metros para poder reconocer las acciones
realizadas por el sujeto. Evidentemente, no todos los sistemas abarcan o contie-
nen todos estos subsistemas. En aplicaciones de control, como es nuestro caso,
puede ser suficiente con estimar la pose, prescindiendo del u´ltimo subsistema de
reconocimiento.
La inicializacio´n cubre los pasos necesarios para asegurarse de que el sistema
comienza con una correcta interpretacio´n de la escena. Esto incluye calibracio´n
de las ca´maras, adaptacio´n a las caracter´ısticas de la escena e inicializacio´n del
modelo.
En el seguimiento se establecen relaciones coherentes del sujeto y/o extremi-
dades entre fotogramas. El seguimiento puede verse como una fase en la que se
prepara la informacio´n para poder estimar la pose, o una fase donde se prepa-
ran los datos para el reconocimiento. En el primer caso, su propo´sito es extraer
informacio´n espec´ıfica de las ima´genes, ya sea a bajo nivel, como bordes o bien
de alto nivel, como las manos, y la cabeza. En el segundo su tarea normalmente
se limita a representar los datos de forma adecuada.
Como regla general, en el seguimiento se pueden identificar tres fases: segmen-
tacio´n y separacio´n del sujeto y el fondo. a continuacio´n, estas ima´genes seg-
mentadas son transformadas a otra representacio´n que reduzca la cantidad de
informacio´n a procesar, o que se adecue ma´s a un algoritmo concreto. Por ulti-
mo, definen como se deber´ıa hacer un seguimiento del sujeto entre fotogramas.
En lo que respecta a la representacio´n de la informacio´n, podemos encontrar
sistemas que hacen uso de representaciones basadas en objetos (puntos, cajas,
siluetas, blobs), o aque´llos que hacen uso de la propia imagen (Fourier, segmen-
tos y puntos, caracter´ısticas de la escena, etc.). En el skeleton se dibuja la figura
Figura 4. Representacio´n de los objetos. (a) centroide, (b) puntos mu´ltiples, formas
ba´sicas (c) recta´ngulo, (d) elipse, (e) contorno, (f) silueta, (g) formas articuladas, (h)
skeleton
como l´ıneas que representan el eje de cada seccio´n de las figuras. Se logra al lle-
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var la representacio´n con contornos a su eje mayor o principal. Se utilizan sobre
todo en personajes articulados, y pueden ser en 2D o en 3D. Es el equivalente
al esqueleto real en el cuerpo humano y ayuda mucho a definir los movimientos
y poses del entorno virtual de representacio´n 3D.
La estimacio´n de la pose es el proceso de identificar la configuracio´n de un
cuerpo humano y/o de los miembros individuales en una determinada escena.
Puede ser la salida del sistema, como en ciertas aplicaciones de control en en-
tornos virtuales (el caso de este proyecto), o simplemente servir de entrada al
mo´dulo de reconocimiento que seguira´ procesando esta informacio´n. Un aspecto
comu´n en la fase de estimacio´n de la pose es el uso de un modelo que permita
incorporar conocimiento sobre el movimiento humano en el proceso de ana´lisis.
Normalmente se utiliza un modelo geome´trico de un cuerpo humano, que pue-
de ser acompan˜ado de informacio´n sobre el movimiento. El modelo humano es
representado por un nu´mero de articulaciones y “huesos” (segmentos) que los
conectan. Cuanto ma´s complejo es el modelo, mejores son los resultados obteni-
dos, pero se requiere un mayor tiempo de proceso.
La fase de reconocimiento puede verse como un tipo de postproceso. El ob-
jetivo u´ltimo de muchos de los sistemas de captura de movimiento suele ser el
reconocimiento del movimiento. Este reconocimiento normalmente se lleva a ca-
bo clasificando el movimiento capturado como una accio´n de entre un conjunto
de acciones posibles. Tradicionalmente, se han usado dos paradigmas distintos:
reconocimiento mediante reconstruccio´n, o reconocimiento directo. El primero
se basa en el concepto de reconstruir la escena y luego analizarla, el segundo
realiza el ana´lisis directamente sobre los datos de bajo nivel.
4.2. Representacio´n 3D
Un aspecto muy importante en este proyecto es la presentacio´n de datos a los
usuarios del sistema de inteligencia ambiental que deban tomar decisiones o ser
informados. Dichos datos tienen una componente principal relacionada con la
posicio´n y orientacio´n de la persona en entornos tridimensionales y se obtienen
mediante el sistema de radiofrecuencia y e´l de v´ıdeo vigilancia estereosco´pica
inteligente. Pero para obtener una comprensio´n ra´pida y precisa es necesario
visualizarlos en un entorno tridimensional virtual en tiempo real.
Para la representacio´n del paciente en el entorno 3D se utilizara´ un modelo ar-
ticulado (skeleton) construido a partir de componentes que esta´n conectados
entre s´ı mediante articulaciones y conocen la relacio´n que mantienen con los
que esta´n conectados. Se trata de componentes r´ıgidos que u´nicamente admiten
movimientos de rotacio´n entre ellos. La unio´n de las distintas articulaciones da
como resultado la estructura interna del esqueleto. Se trata de una estructura
jera´rquica que puede ser descrita mediante un a´rbol que tambie´n puede inter-
pretarse como un grafo dirigido sin ciclos (figura 5).
El modelo geome´trico se construye situando el esqueleto en el interior de una ma-
lla poligonal cerrada que se deforma adapta´ndose a los movimientos del mismo
y que incluye el aspecto visual del paciente visualizado.
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Figura 5. a´rbol jera´rquico de las articulaciones, estructura interna y modelo geome´tri-
co elegido
Para la programacio´n del entorno tridimensional virtual en tiempo real se
utilizara´ una aplicacio´n espec´ıfica de propo´sito general llamada Quest3D. Es la
conjuncio´n de un Motor gra´fico con una plataforma de desarrollo y se utiliza en
arquitectura, videojuegos, software de entrenamiento y simuladores. Los datos
y animaciones son importados de paquetes CaD tales como Maya o 3D Studio
Max. Es un producto desarrollado por act-3D B.V. en Holanda y su primera
versio´n fue publicada en septiembre del 2001[9].
Una de las caracter´ısticas ma´s importantes de Quest3D es la metodolog´ıa de pro-
gramacio´n, que es totalmente diferente a la de los habituales lenguajes de progra-
macio´n. Su entorno de desarrollo es casi por completo visual. Las aplicaciones se
desarrollan conectando componentes funcionales, denominadas “Channels” que
vinculados componen una estructura de a´rbol, que representa la del programa
que se implementa. El a´rbol se ejecuta por completo una vez (al menos) por
frame, invocando a cada “channel”. Lo que da como resultado una aplicacio´n
3D en tiempo real, permite que el programador pueda modificarla mientras e´sta
se ejecuta y no exista compilacio´n de co´digo como en los lenguajes habituales.
5. Propuesta
El sistema de visio´n y reconstruccio´n 3D que se desarrollara´ en el proyecto
necesita los datos descriptivos de la posicio´n tridimensional del paciente dentro
de la habitacio´n, su orientacio´n espacial respecto a la ca´mara y su postura o pose.
La solucio´n tecnolo´gica la da el sistema de estereovisio´n. adema´s de proporcionar
informacio´n de la distribucio´n de objetos y personas en la escena, permite calcu-
lar tambie´n su distancia respecto al par de observacio´n y por lo tanto respecto
a cualquier sistema de referencia elegido. as´ı mismo con los datos conseguidos se
modelara´ y posicionara´ un esqueleto virtual que representara´ al paciente dentro
de un entorno tridimensional interactivo y en tiempo real de la habitacio´n.
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Figura 6. Pantallas de la aplicacio´n Quest3D
Para el desarrollo del proyecto se elegira´ un entorno lo ma´s parecido posible a
una habitacio´n habitual de una residencia o cl´ınica geria´trica y se situara´ en ella
la ca´mara con su correspondiente ordenador conectados v´ıa cable con interface
IEEE 1394. En e´l se llevara´n a cabo las capturas de secuencias en distintas con-
diciones de iluminacio´n, distancias, movimientos y vestuario del paciente (que
sera´ un voluntario). Las secuencias se almacenara´n y se utilizara´n como pruebas
en la aplicacio´n multiagente generada en el proyecto. Por lo tanto, inicialmente
el sistema no trabajara´ en tiempo real.
Una vez obtenidos los datos de situacio´n, orientacio´n y postura se llevara´n a la
aplicacio´n 3D interactiva donde, ahora s´ı, se podra´n observar en tiempo real,
cambiando el punto de vista y navegando por el entorno. Los datos visuales se
complementara´n con otro tipo de informacio´n aportada por el resto del sistema
de inteligencia permitiendo el control completo del paciente por parte de la per-
sona encargada de su cuidado.
Despue´s de comprobado y optimizado el sistema con secuencias grabadas, es el
momento de pasar a la utilizacio´n del mismo en tiempo real, ello requerira´ gran
capacidad de ca´lculo pues los procesos de bu´squeda de correspondencias, deter-
minacio´n de profundidades, seguimiento y representacio´n 3D son muy costosos.
6. Conclusiones y trabajo futuro
Dentro del proyecto global, el presente trabajo se ha centrado particularmen-
te en el estudio del las te´cnicas empleadas en las tareas de seguimiento, estima-
cio´n de la pose y reconocimiento a partir de la informacio´n visual obtenida por
ca´maras estereosco´picas, as´ı como de la presentacio´n de los datos obtenidos en
el entorno tridimensional interactivo. a lo largo del proceso de formacio´n que su-
pone el estudio de las te´cnicas de ana´lisis visual, se han analizado las diferentes
fases necesarias para construir un mo´dulo basado en visio´n artificial (figura 3).
Una conclusio´n que se obtuvo fue que los algoritmos de visio´n y representacio´n
son muy costosos y toman tiempos de respuesta muy altos, lo que en nuestro
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caso es un gran inconveniente ya que muchas de las aplicaciones requieren ope-
racio´n en tiempo real. En este sentido, en el trabajo paralelo se incorpora un
nuevo enfoque en el que el ana´lisis de ima´genes obtenidas por las ca´maras se hace
mediante agentes inteligentes. La arquitectura de agentes permite automatizar
el ana´lisis y la reconstruccio´n y optimizar su procesamiento, ofreciendo mayo-
res niveles de flexibilidad y escalabilidad que las arquitecturas centralizadas y
consiguiendo respuestas en tiempo de ejecucio´n, autonomı´a y continuidad de los
servicios.
Despue´s del estudio de las te´cnicas en estereoscop´ıa, es necesario elaborar las
distintas aplicaciones correspondientes a las fases involucradas. Podemos dife-
renciar como l´ıneas de trabajo futuro:
Continuacio´n con el desarrollo de las funcionalidades del ana´lisis, comparan-
do los resultados y eligiendo las mejores te´cnicas y utilizando el hardware
Point Grey[5].
Desarrollo de te´cnicas de paralelizacio´n de los algoritmos de seguimiento,
estimacio´n de pose, reconocimiento y representacio´n 3D para la optimizacio´n
del sistema.
Integracio´n de las funcionalidades dentro de la arquitectura distribuida.
Integracio´n de los mo´dulos del sistema global (mo´dulo de ana´lisis, mo´dulo
de localizacio´n por radiofrecuencia y mo´dulo de reconstruccio´n 3D).
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Resumen. Este escrito presenta una librer´ıa Simulink pu´blica para sistemas
de Calentamiento, Ventilacio´n y aire acondicionado (HVAC). Esta´ constitu´ıda
por cuatro bloques principales: un recinto donde se controla la temperatura, una
unidad de tratamiento de aire (UTA), una unidad de produccio´n de energ´ıa y
finalmente un regulador que controla la temperatura y la ventilacio´n del recinto.
Estos bloques son el resultado de su modelacio´n matema´tica, su implementacio´n
en subsistemas Simulink, y su integracio´n en una librer´ıa, llamada ISTempera-
ture. Esta librer´ıa pretende ser una herramienta pu´blica que permita construir
sistemas de manera confiable, sencilla y modular para la implementacio´n de
modelos HVAC. En el presente trabajo se desarrolla un sistema HVAC sencillo,
controlado por un regulador de accio´n proporcional, basa´ndose en componenetes
de la librer´ıa presentada.
1. Introduccio´n
En la actualidad el uso de herramientas de simulacio´n en sistemas de inge-
nier´ıa es de suma importancia, pues nos permite desarrollar sistemas complejos
sin necesidad de su implementacio´n, adema´s de poder realizar diferentes pruebas
con un considerable ahorro de tiempo y de recursos. a pesar de la gran variedad
de herramientas de simulacio´n, Matlab/Simulink sigue siendo la ma´s utilizada
dentro del a´mbito acade´mico, debido, entre otras cosas, a su amplia variedad de
librer´ıas que permiten simular diferentes tipos de sistemas. as´ı, el desarrollo de
librer´ıas de Matlab/Simulink es cada d´ıa mayor, aumentando la gama asociada
a diferentes campos de la ingenier´ıa.
Herramientas de simulacio´n que implementan sistemas de calefaccio´n, refri-
geracio´n, acondicionamiento de aire y ventilacio´n han sido creadas, basa´ndose en
desarrollos propios o en librer´ıas generadas en Simulink [1] [2] [3] [4]. En el pre-
sente trabajo se presenta una librer´ıa pu´blica de Simulink sobre sistemas HVAC.
En ella esta´n desarrollados los bloques de los elementos principales que cons-
tituyen este tipo de sistemas. Dichos elementos constitutivos esta´n disen˜ados a
partir de una modelacio´n matema´tica de diversos subsistemas termodina´micos,
representativos de un sistema HVAC. Finalmente, un modelo HVAC es cons-
truido a partir de la librer´ıa propuesta en la presente investigacio´n. En dicho
sistema, se controla la temperatura y la ventilacio´n del recinto mediante cinco
diferentes sen˜ales de control, que pueden actuar una a la vez o de manera si-
multa´nea para llevar a cabo un control o´ptimo. El desempen˜o de la librer´ıa es
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observado mediante la utilizacio´n de una accio´n de control de tipo proporcio-
nal. El desempen˜o tiene que ver con el comportamiento de la variable a controlar
(temperatura dentro de un recinto) y con el consumo de energ´ıa asociado a dicho
comportamiento.
2. Sistema HVAC
Actualmente, hablar de sistemas de climatizacio´n es hablar de sistemas que
involucren, no so´lo un confort te´rmico, sino adema´s calidad del aire y ahorro
energe´tico [5] [6]. Con calidad de aire se consideran diversas cuestiones, des-
de remocio´n de part´ıculas pato´genas, hasta renovacio´n de aire exahusto, segu´n
esta´ndares y exigencias mı´nimas para el buen desempen˜o de las personas que se
desarrollan en un determinado recinto [7] [8] [9] [10] [11]. Uno de los sistemas
ma´s desarrollados en la actualidad es el HVAC, regulado y estandarizado por
muchas organizaciones tales como ASHRE, SMACNA, ACCA, Uniform Mecha-
nical Code, Internacional Mechanical Code y AMCA.
El desarrollo de los componentes de un sistema HVAC va de la mano con
el desarrollo de procesos te´rmicos y sistemas industriales, donde se involucran
nuevos me´todos de modernizacio´n, eficiencia energe´tica y nuevos paradigmas de
control automa´tico de procesos. Es importante mencionar que u´ltimamente las
investigaciones encaminadas a una mejor eficiencia energe´tica han dado lugar a
sistemas donde el consumo energe´tico es un factor inherente a estos sistemas [5]
[12] [6] [13].
3. Operacio´n del Sistema
Existen diferentes esquemas sobre los que opera un sistema HVAC [14] [15],
sin embargo el diagrama ba´sico es como el que se muestra en la Fig.1. La manera
en que opera es la siguiente:
El aire que entra a la unidad de intercambio aire-agua (UTA) es calentado por
conduccio´n y conveccio´n, adquiriendo de esta forma una temperatura Tas. Este
aire es inyectado al recinto y por conveccio´n el recinto adquiere una temperatura
Tar, que es la temperatura de confort deseada. El aire del recinto, regresa a la
UTA, pero antes es renovado. Para este propo´sito el aire del recinto pasa por una
etapa de ventilacio´n, donde una parte del aire es expulsado del sistema hacia el
exterior y otra parte, proporcional al expulsado, es inyectado desde el exterior.
Una vez renovado (ventilado) el aire, e´ste pasa nuevamente por la unidad de
intercambio aire-agua y el ciclo se repite.
4. Modelacio´n del Sistema
El presente modelo define el comportamiento dina´mico del sistema HVAC
que se muestra en la Fig.1. El sistema esta´ formado ba´sicamente por un recinto,
una unidad de intercambio aire-agua y una unidad de produccio´n (caldera).
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4.1. Recinto
El modelo del recinto esta´ caracterizado por dos variables de estado: la tem-
peratura del recinto Tar y la temperatura de las paredes internas Tpi. El aire en
el recinto se considera totalmente mezclado, de tal forma que la distribucio´n de
temperatura del recinto es uniforme y la dina´mica de la temperatura de la zona
puede ser expresada en un modelo de capacidad te´rmica. adema´s, el efecto que
una pared tiene en la temperatura del recinto es el mismo efecto que tienen el
resto de las paredes. Por otro lado, el piso y el techo no tienen efecto sobre la
temperatura del recinto. La densidad del aire se asume como constante y no se
ve afectada por los cambios en la temperatura y la razo´n de humedad del recin-
to. Las pe´rdidas de presio´n a trave´s del recinto y en la seccio´n de intercambio
aire-agua son despreciables. La gente, las luces y las condiciones extremas de
temperatura son las entradas no controlables. Bajo las suposiciones anteriores,
las ecuaciones de balance de energ´ıa del recinto son las siguientes
Car
dTar
dt = −ρaca(Tar−Tas)u1qar−(UA)v(Tar−Tex)−(UA)pi(Tar−Tpi)+Qp (1)
Cp
dTp
dt = −(UA)pe(Tpe − Tex) + (UA)pi(Tar − Tpi) (2)
La Ecuacio´n (1) establece que la velocidad de cambio de energ´ıa en el recinto
es igual a la diferencia entre la energ´ıa trasferida al recinto, ya sea por conduccio´n
o por conveccio´n y la energ´ıa removida del recinto. En (2) la velocidad de cambio
de energ´ıa en las paredes es igual a la energ´ıa trasferida a trave´s de las paredes,
debido a la diferencia de temperaturas entre el aire interior y exterior.
Figura 1. Diagrama esquema´tico de un sistema HVAC
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4.2. Unidad de Intercambio aire-agua (UTA)
Se considera que la velocidad de flujo de la masa del agua dentro del serpent´ın
es variable, por medio de una va´lvula de tres v´ıas. De esta forma tendremos dos
flujos complementarios, regulados por u2. Por un lado, el caudal de agua sumi-
nistrada por la caldera en la va´lvula de tres v´ıas qwc, a una temperatura de Twc.
Y por otro el caudal de retorno en la va´lvula de tres v´ıas qwr, a una temperatura
de Twr. adema´s, se asume que el material que esta´ hecho el serpent´ın es altamen-
te conductivo, de tal forma que su resistencia te´rmica se considera despreciable.
Por otro lado, se asume que el aire que entra a la zona de intercambio u1qas
esta´ dado por la superposicio´n del caudal de aire de renovacio´n y el caudal de
aire no contaminado, u3qas + (1− u3)qas.










4.3. Unidad de Produccio´n (Caldera)
Considerando la caldera como un recinto a temperatura Twc, podemos mo-
delarla de la siguiente forma
Cc
dTwc
dt = ρwcwu2qwTwr − ρwcwu2qwTwc − (UA)c(Twc − T ) + ηPNu4 (5)
5. Variables del Sistema
Dado el modelo del sistema HVAC, podemos definir las variables que operan
en el mismo de la siguiente manera:
Variables de Estado
x1 = Tar Temperatura del aire del recinto
x2 = Tp Temperatura de las paredes
x3 = Tas Temperatura del aire suministrado (sale de la unidad UTA)
x4 = Twr Temperatura del agua de retorno en la va´lvula de tres v´ıas
x5 = Twc Temperatura del agua suministrada por la caldera en la va´lvula de tres v´ıas
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Variables de Control
u1 % caudal nominal aire recinto
u2 % caudal de agua de caldera en va´lvula 3 v´ıas
u3 % caudal de aire de renovacio´n en la sala
u4 % caudal nominal gas
Perturbaciones
u5 Temperatura exterior
u6 aportacio´n calor´ıfica externa: ocupacio´n, radiacio´n, etc.
Por otro lado, es importante mencionar que el valor de las variables anteriores
esta´ dado en 1%. adema´s los valores de u1 y u3 tienen otros l´ımites inferiores,
impuestos por la renovacio´n reglamentaria del aire interior, en base a condiciones
ambientales y de ocupacio´n. Dichos valores esta´n en funcio´n de u6 y esta´n dados
por (6) y (7).








6. Sistema de Ecuaciones
Una vez planteadas las ecuaciones y las variables, podemos establecer las
ecuaciones en forma de representacio´n de variables de estado, y a su vez en
te´rminos de para´metros y coeficientes.
x˙1 = (a11)nx1u1 + a11x1 + a12x2 + (a13)nx3u1 + b15u5 + b16u6 (8)
x˙2 = a21x1 + a22x2 + b25u5 (9)
x˙3 = a31x1 + (a31)nx1u3 + a33x3 + a34x4 + (b35)nu3u5 (10)
x˙4 = a43x3 + a44x4 + (a44)nx4u2 + (a45)nx5u2 (11)
x˙5 = a51x1 + (a54)nx4u2 + (a55)nx5u2 + a55x5 + b54u4 (12)
Do´nde







b15 = (UA)vCR b16 =
1
CR
Librer´ıa Simulink de Sistemas HVAC 127




a31 = ρacaqaCa (a31)n = −
ρacaqa








a43 = (UA)UTACw a44 = −
(UA)UTA





a51 = (UA)cCc (a54)n =
ρwcwqw
Cc (a55)n = −
ρwcwqw




7. Librer´ıa Simulink ISTemperature
La librer´ıa que se desarrolla en el presente trabajo tiene que ver con los
elementos del sistema HVAC descritos en la Sec.4. Cada elemento desarrollado
en la librer´ıa, hace uso de ma´scaras para la implementacio´n de los para´metros
de entrada, as´ı como su inicializacio´n y la manera en que estos son visualizados.
as´ı mismo, el uso de ma´scaras permite la implementacio´n del soporte de ayuda
“Help” que es muy conocido entre los usuarios de Simulink.
De esta forma, la librer´ıa cuenta con un recinto, una unidad de intercambio
aire-agua, y una unidad de produccio´n (caldera), como bloques primordiales.
adema´s, de existir otros elementos perife´ricos que le dan a la librer´ıa una mayor
completitud para poder construir sistemas modulares y sencillos.
La librer´ıa Simulink de sistemas HVAC, se halla bajo el nombre de ISTem-
perature. Los elementos disponibles para la librer´ıa se encuentran agrupados en
diferentes rubros, segu´n su funcionalidad:
Control de Flujo













• Carga te´rmica (Termal load)
Todos los componentes anteriores tambie´n se encuentran agrupados comple-
tamente bajo el rubro HVAC.
8. Resultados
El control de un sistema HVAC es un tema muy estudiado y desarrollado
en nuestros d´ıas. Desde controles cla´sicos hasta controles inteligentes han sido
implementados para lograr un control o´ptimo que involucre al mismo tiempo,
buen desempen˜o, funcionalidad y ahorro energe´tico [16] [17] [18] [19] [20] [21]
[22].
En el presente trabajo, se realizo´ un control de un sistema HVAC. El sis-
tema es implementado con la librer´ıa ISTemperature. Se realizo´ una simulacio´n
considerando un tiempo de simulacio´n de 30000 segundos.
El primer paso fue´ sintonizar el regulador de la sen˜al de control. Para ello se
selecciono´ la sen˜al u2 como variable y el resto de las sen˜ales como constantes. El




as´ı mismo la accio´n de control elegida fue de tipo proporcional, con un set-
point ubicado en los 25oC, con un tolerancia permisible del 2% con respecto al
valor final. Una temperatura externa de 7oC y una ocupacio´n de 10 personas.
Se realizaron diversas pruebas, variando la ganacia proporcional hasta obte-
ner resultados o´ptimos. Los resultados de estas pruebas son los que se muestran
en la Tabla1.
Se puede ver que al incrementar la ganancia, se va incremenetando el sobre-
impulso, as´ı como el tiempo de estabilizacio´n. Con respecto al sobreimpulso, es
de alrededor del 20%. Con respecto al consumo energe´tico, es igual en todos los
casos, pues la variable que maneja el suministro de combustible, u4, se mantiene
constante en todo momento.
a partir de los resultados anteriores, se sintonizo´ de manera manual el regula-
dor que controla la sen˜al u2, y el resto de las sen˜ales se mantuvieron constantes.
De esta forma y considerando una accio´n de control Proporcional, el valor de la
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Tabla 1. Respuesta de salida con u2 como variable, usando una accio´n de control
Proporcional
Ganancia Tiempo de Sobreimpulso Consumo
Proporcional K estabilizacio´n (segundos) Energe´tico
(oC) (unidades)
-5 29.5477 9840 3.0e+06
-10 29.8845 10560 3.0e+06
-15 29.9694 10770 3.0e+06
-20 30.0083 10890 3.0e+06
-30 30.0453 11040 3.0e+06
-40 30.0615 11220 3.0e+06
-50 30.0728 11310 3.0e+06





a partir de los valores anteriores se realizaron varias pruebas, variando el set-
point, la temperatura externa y la ocupacio´n. En la Fig.2 se muestra la respuesta
del sistema, al variar de manera simulta´nea las siguientes caracter´ısticas:
Un setpoint inicial de 25oC
Una temperatura externa u5 = 5oC con presencia de ruido
Una ocupacio´n u6 = 5 personas
La respuesta es amortiguada, con un sobreimpulso del 10.3% y no tiene error
de offset. as´ı mismo el tiempo de establecimeinto es de 6750 seg. Podemos decir
que los cambios realizados en el sistema fueron compensados de manera correcta
por la sen˜al de control u2 del sistema HVAC.
9. Conclusiones
La necesidad de utilizar herramientas de simulacio´n de sistemas de calefac-
cio´n, acondicionamiento de aire y ventilacio´n, para el disen˜o de edificios susten-
tables se hace cada vez ma´s imperiosa. La librer´ıa presentada en el actual trabajo
pretende ser una respuesta a esta necesidad, presentando bloques constitutivos
de un sistema HVAC, as´ı como elementos perife´ricos que le dan mayor comple-
titud, soporte, flexibilidad y modularidad a la librer´ıa. a trave´s de la presente
librer´ıa se muestra la facilidad de parametrizacio´n y el uso de modelos para un
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Figura 2. Respuesta de un sistema HVAC, con un setpoint de 25oC, una temperatura
externa u5 = 5oC y una ocupacio´n u6 = 5.
sistema HVAC. Mediante la distribucio´n adecuada de entradas y para´metros de
entrada, se construyen bloques que simulan de una manera amigable la estruc-
tura funcional de un sistema HVAC, as´ı como la implementacio´n de un control
o´ptimo. La construccio´n modular de cada elemento constituyente del sistema
permite generar sistemas segu´n necesidades, mediante la introduccio´n adecuada
de los para´metros de cada bloque.
Los resultados obtenidos con la librer´ıa nos demuestra la fiabilidad de la
misma, pues se genera un control cuya respuesta de salida presenta un compor-
tamiento bastante o´ptimo. La respuesta generada, en base a las cuatro sen˜ales
de control, permitio´ ir regulando de manera satisfactoria el control de la tempe-
ratura de un recinto. Por tal motivo, la herramienta presentada en este trabajo
puede ser considerada o´ptima para del disen˜o de sistemas HVAC.
Pero no so´lo la fiabilidad de los resultados del sistema resulto ser o´ptima,
sino que adema´s la manera de construir el sistema resulto´ ser bastante accesible,
simple, ra´pida y modular. La librer´ıa nos porporciona elementos hechos a la
medida, sin necesidad de ir divagando por todas las librer´ıas Simulink en busca
de elementos adecuados para la construccio´n de un sistema HVAC.
Como trabajo futuro se considera el aumento de componentes propios del sis-
tema HVAC que le den mayor riqueza a la librer´ıa, como por ejemplo, conductos
donde se simule las pe´rdidas de energ´ıa por rozamiento con el material conductor,
diferentes tipos de recinto (modelos de diversos ordenes), as´ı como la insercio´n
de diferentes sistemas de ventilacio´n, como un VaV (Variable air Volume). Tam-
bie´n queda como trabajo futuro el desarrollo de controles ma´s inteligentes, que
permitan desarrollar sistemas ma´s complejos, por ejemplo, sistemas de control
predictivo, borroso o neuronal.
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Resumen. Las simulaciones se han convertido en herramientas fundamenta-
les tanto en el aprendizaje del control como en la investigacio´n y experimentacio´n
con el sistema, ya que proporcionan grandes ventajas. En este trabajo se desarro-
llara´n distintas simulaciones y se probara´n diferentes arquitecturas, obteniendo
as´ı las bases para el empleo de las herramientas que en un futuro se pretenden
utilizar en el desarrollo de laboratorios virtuales remotos y que cada d´ıa esta´n
ma´s presentes y toman mayor importancia en las investigaciones que se realizan
en este campo: Matlab, EJS y JIM.
Key words: Simulacio´n; control; Matlab/Simulink; EJS; JIM; simulaciones ba-
sadas en web; laboratorio virtual; laboratorio remoto.
1. Introduccio´n
Las nuevas tecnolog´ıas de la informacio´n y la comunicacio´n (TIC) esta´n trans-
formando muchos los aspectos de la sociedad. El paradigma de la educacio´n
tradicional no es ajeno a ello, pasando de ser una etapa de preparacio´n a un
proceso de constante formacio´n. Un proceso continuo de ensen˜anza sera´ ma´s
exitoso mientras ma´s flexible sea respecto de la hora, el nu´mero de personas y
el lugar en que se realice la instruccio´n. Las TIC y sus novedosas caracter´ısti-
cas de comunicacio´n (como Internet) y de aprendizaje (como la simulacio´n o la
tele-presencia), presentan sin duda un enorme potencial para el desarrollo de la
educacio´n a distancia.
Muchas son las a´reas de conocimiento e investigacio´n en ingenier´ıa que se han
nutrido de los avances de las tecnolog´ıas basadas en Internet y la importancia
que esta ha tenido en la ensen˜anza basada en web. El control automa´tico es una
de las a´reas te´cnicas de la ingenier´ıa en la que el impacto de estas tecnolog´ıas ha
sido especialmente significativo en todo lo relativo al desarrollo de herramientas
para el aprendizaje y experimentacio´n.
Por un lado las simulaciones son herramientas fundamentales tanto en el
aprendizaje del control como en la investigacio´n y experimentacio´n con el sis-
tema. Proporcionan grandes ventajas como la interactividad (ver en tiempo de
ejecucio´n la evolucio´n de los diferentes aspectos y respuestas del sistema ante
cualquier cambio introducido en los para´metros), el poder simular en unos mi-
nutos y cuantas veces se quiera lo que en la realidad podr´ıa tardar semanas,
ahorrar los costes y evitar los riesgos que trabajar con el sistema real supondr´ıa,
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y adema´s poder operar con el sistema simulado como si fuera el real desde cual-
quier punto donde se tenga un ordenador y a cualquier hora.
Por otro lado, Internet proporciona los medios necesarios para el intercambio
de informacio´n entre computadores ubicados en cualquier parte del planeta.
Esta caracter´ıstica permite el desarrollo de simulaciones distribuidas, es decir,
el ca´lculo computacional requerido puede ejecutarse en diferentes computadores
conectados a Internet, consiguiendo con ello una versio´n remota de la simulacio´n.
Parece entonces que la Ingenier´ıa de Control debe aprovechar estas capacida-
des facilitadas por las herramientas de simulacio´n e Internet. En los u´ltimos an˜os
se ha observado un aumento significativo en el desarrollo de proyectos y trabajos
de investigacio´n orientados a la mejora de la educacio´n en automa´tica. Ya son
muchos los ejemplos que se pueden encontrar sobre interactividad, simulacio´n
basada en web, laboratorios virtuales, remotos, etc.
Las ventajas que tiene el trabajo con simulaciones, tanto para fines de expe-
rimentacio´n con el sistema, como para el aprendizaje del control, nos han llevado
a comenzar un trabajo de investigacio´n cuyos inicios y primeros resultados pre-
sentamos en esta memoria. Principalmente se pretende dotar de interaccio´n e
interfaz gra´fica a los modelos de una sala de la biblioteca que se tienen para
simular co´mo var´ıa su temperatura en funcio´n de varios para´metros, a la vez que
se prueban las distintas arquitecturas y se obtienen las bases para el empleo de
las herramientas que en un futuro esperamos utilizar en el desarrollo de labo-
ratorios virtuales remotos y que cada d´ıa esta´n ma´s presentes y toman mayor
importancia en las investigaciones que se realizan en este campo: Matlab, EJS
y JIM.
2. Objetivos
Para este trabajo se han planteado varios objetivos. Unos a corto plazo, que
son los que se pretenden cumplir al finalizar el trabajo de tesis de ma´ster y
presentaremos ahora, y otros a largo plazo, de los que hablaremos en las l´ıneas
de trabajo futuro.
Esta es la primera parte de un trabajo de investigacio´n ma´s amplio en el cual
una de las cosas que se pretende es desarrollar laboratorios virtuales remotos e
incluirlos en la red automatL@bs, de la que hablaremos despue´s. Por lo tanto,
en relacio´n con esto nuestros objetivos son:
Hacer una revisio´n de co´mo esta´ la investigacio´n en este campo para as´ı ver
que´ cosas ser´ıan interesantes de hacer y hacia do´nde se podr´ıa investigar.
adquirir los conocimientos ba´sicos que se necesitan para el desarrollo de estos
laboratorios:
• aprender a utilizar EJS para cosas ma´s complejas y documentar los pro-
blemas que vayan surgiendo y no tengan respuesta en los manuales que
existen en la actualidad.
• intentar conectar EJS con Matlab y al igual que antes ampliar la infor-
macio´n existente con lo aprendido a lo largo de nuestra experiencia.
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• probar las distintas arquitecturas y posibilidades que EJS y Matlab nos
ofrecen para ver si alguna nos puede interesar especialmente.
• comprobar que EJS cumple con los requisitos que de e´l se esperan para
decidir si sera´ la herramienta que se utilizara´ en el desarrollo de estos
laboratorios.
Tambie´n se quiere trabajar con el sistema de climatizacio´n de la Biblioteca
abraham Zacut. Se disponen de unos modelos en Simulink de este sistema, y
adema´s tambie´n tenemos las ecuaciones que lo modelan. Por lo tanto, haciendo
uso de los modelos y las herramientas de las que disponemos, se pretende:
Crear una interfaz gra´fica que represente la evolucio´n de la temperatura en
una sala de la biblioteca para que resulte ma´s visual y cercano al usuario.
an˜adir a los modelos interactividad con el usuario para que e´ste pueda:
• Variar los para´metros y ver co´mo afectan a la temperatura.
• Probar diferentes tipos de control y sintonizar los controladores.
Validar los modelos de los que se dispone utilizando datos reales que se deben
recoger diariamente.
Simular en unos minutos lo que en la realidad tardar´ıa semanas.
ahorrar los costes y evitar los riesgos que trabajar con el sistema real su-
pondr´ıa.
Pretendemos que esto nos sirva para dos cosas. Por un lado se puede desarro-
llar una herramienta para utilizarla con fines educativos, y que as´ı los alumnos
aprendan de una forma interactiva, visual y ma´s sencilla las bases de un sistema
de control.
Por otro lado podemos desarrollar herramientas para fines de investigacio´n y
mejora del sistema de climatizacio´n, ya que si logramos obtener un buen modelo
del sistema y desarrollar una aplicacio´n que nos dote de interactividad y nos
permita utilizar datos reales, podremos realizar simulaciones como si trabaja´ra-
mos con el sistema real, con las ventajas que ya hemos dicho que esto supone.
Haciendo uso de las herramientas que se desarrollen se puede por ejemplo buscar
un buen controlador para luego instalarlo en el sistema real.
Por el momento so´lo pretendemos centrarnos en la parte final del sistema
de calefaccio´n. Trabajaremos con la UTA4, que es una unidad de tratamiento
de aire. Por lo tanto, los para´metros que principalmente manejaremos sera´n la
temperatura y el caudal del aire que es impulsado a la habitacio´n.
3. Herramientas utilizadas
Matlab/Simulink [1], es un paquete de software cla´sico que proporciona faci-
lidades para la construccio´n de modelos de forma gra´fica mediante diagramas de
bloques, por lo que se ha convertido en una herramienta ampliamente utilizado
en la industria y la ensen˜anza de gran parte de las ingenier´ıas. Sin embargo,
la interactividad proporcionada por los modelos Simulink dista bastante de la
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interactividad que se prentende tener en las simulaciones. Es en este aspecto
donde EJS (Easy Java Simulations) [2] puede resultar muy u´til.
EJS es una herramienta software gratuita disen˜ada para el desarrollo de simu-
laciones o laboratorios virtuales interactivos. Proporciona un mecanismo propio
para la descripcio´n de sistemas y modelos dina´micos propios de la Ingenier´ıa de
Control. Tambie´n provee de una enorme cantidad de elementos visuales parame-
trizables e interactivos, que permiten la ra´pida construccio´n de la vista de una
simulacio´n. adema´s permite integrar modelos Simulink en las simulaciones desa-
rrolladas en EJS, an˜adiendo as´ı un alto nivel de interactividad a estos modelos.
JIM (Java Internet Matlab) [3], es un paquete escrito en Java orientado a
extender las capacidades de EJS para manipular modelos Simulink. La extensio´n
permite al usuario de EJS, ejecutar la simulacio´n sin la necesidad de contar con
Matlab/Simulink instalado en su equipo, ya que EJS establece un enlace de
red con un equipo remoto, donde esta´ instalado el servidor JIM, que s´ı posee
Matlab/Simulink.
4. Situacio´n actual de la investigacio´n en este campo
La concepcio´n tradicional de laboratorio conlleva algunos problemas como
altos costes, espacio limitado, desplazamientos del alumno y un horario de ac-
ceso restringido. Debido a las grandes posibilidades que nos ofrece la tecnolog´ıa
actual, en los u´ltimos an˜os se ha trabajado muy intensamente a nivel nacional
en la creacio´n de nuevos entornos de experimentacio´n. Estos entornos se pueden
clasificar en funcio´n de la naturaleza del sistema sobre el que se opera y del
acceso al recurso sobre el que se experimenta de la forma que muestra la Fig.1.
Fig. 1. Clasificacio´n de los nuevos entornos de experimentacio´n.
El Departamento de Informa´tica y automa´tica de la UNED (Universidad
Nacional de Educacio´n a Distancia) esta´ trabajando en el desarrollo de nuevos
paradigmas de laboratorios para la realizacio´n, a trave´s de Internet, de experien-
cias pra´cticas de Control automa´tico sobre plantas y sistemas reales o simulados
[4]. actualmente los esfuerzos en investigacio´n se dirigen hacia la creacio´n de
redes de laboratorios. Hablaremos de ellos ma´s tarde, cuando expliquemos el
proyecto automatL@bs.
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4.1. Sistemas de simulacio´n basados en web
La Simulacio´n Basada en Web (SBW), se puede definir como el empleo de
los recursos y tecnolog´ıas ofertados por la World Wide Web para la interaccio´n
con herramientas de simulacio´n localizadas tanto en el lado del cliente como en
el del servidor. El resultado de esto son los laboratorios virtuales basados en la
WWW.
Se puede realizar una clasificacio´n de estos sistemas en funcio´n de cuatro cri-
terios: la ubicacio´n del motor matema´tico de ca´lculo (local o remoto), la natura-
leza del nu´cleo de simulacio´n (herramientas espec´ıficas o lenguajes de propo´sito
general), las capacidades de disen˜o (modificacio´n de los para´metros o la estruc-
tura del modelo) y el grado de interactividad con la simulacio´n (pseudo-batch u
on-line).
Independientemente de las posibilidades de disen˜o y grado de interactividad,
las SBW ma´s frecuentes son tres:
Configuracio´n monol´ıtica: la interfaz gra´fica y motor de simulacio´n cons-
tituyen una aplicacio´n monol´ıtica ejecuta´ndose dentro del navegador WWW
y residiendo en el ordenador del cliente.
Configuracio´n h´ıbrida: la interfaz gra´fica y el motor son aplicaciones in-
dependientes residiendo ambas en el mismo computador, es decir, en el del
cliente. La interfaz se localiza dentro del navegador WWW, mientras que el
motor habitualmente es un entorno de simulacio´n del tipo Matlab/Simulink.
Configuracio´n distribuida: la interfaz gra´fica y el motor son aplicaciones
independientes y esta´n f´ısicamente separadas. La interfaz se localiza en el
navegador WWW del cliente pero la simulacio´n reside en el servidor remoto,
pudiendo estar constituida por una aplicacio´n desarrollada para tal efecto o
por herramientas de modelado y simulacio´n.
Fig. 2. Configuraciones de SBW.
4.2. Laboratorios virtuales y remotos
Los laboratorios virtuales se basan en el empleo de modelos matema´ticos de
los objetos f´ısicos para la realizacio´n de experiencias pra´cticas desde un punto
de vista docente, formativo o, incluso, con fines de investigacio´n. Su principal
ventaja es que, suponiendo que este´n bien hechos, se comportan como lo har´ıa
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la planta o el experimento real, y por lo tanto se puede trabajar con ellos como
si lo hicieras con el real. Esto los convierte en herramientas de gran utilidad tan-
to para labores de aprendizaje de control como para realizar pruebas y ajustar
algoritmos de control o para´metros de controladores sin tener que actuar direc-
tamente sobre el sistema real, lo cual conllevar´ıa restricciones de tiempo, espacio,
coste, mantenimiento, etc. En el Departamento de Informa´tica y automa´tica de
la UNED se han desarrollado varios, por ejemplo [5] y [6].
En un laboratorio de control basado en web, los estudiantes o investigadores
pueden acceder al laboratorio desde una localizacio´n remota y se les permite
interactuar con el experimento real. Es posible cambiar los para´metros de con-
trol, ejecutar los experimentos, descargar datos y visualizar resultados a trave´s
de Internet. Una de las principales ventajas de los laboratorios remotos es la
optimizacio´n en el aprovechamiento de recursos y la posibilidad de compartirlos.
Estos son los objetivos principales del proyecto automatL@bs [7].
automatL@bs es una red de laboratorios virtuales/remotos para la ensen˜anza
de la automa´tica que se constituye mediante la integracio´n de los recursos que
aportan los grupos que participan en el proyecto. Proporciona un sistema de re-
serva de tiempos para la realizacio´n de los experimentos y un entorno de trabajo
comu´n que facilita su aprendizaje por parte del alumno. La red de laboratorios
remotos en automa´tica automatL@bs es algo ma´s que la suma de las partes que
la constituyen, ya que debe ser percibida por sus usuarios como un laboratorio
con una estructura uniforme independientemente de donde se encuentre la lo-
calizacio´n f´ısica de las plantas. Todo lo que necesita el alumno para conectarse
a automatL@bs es un navegador y estar dado de alta para la realizacio´n de las
pra´cticas. Todos los laboratorios comparten un mismo esquema de trabajo y los
materiales que se proporcionan a los alumnos se han cuidado de forma tal que el
desarrollo de las pra´cticas se pueda hacer de manera auto´noma. actualmente se
ofrecen nueve sistemas: bola y viga, motor de corriente continua, sistema de tres
tanques ([8]), sistema de cuatro tanques, planta de cuatro variables, RobUaLab,
Roto-ima´n, servomotor y sistema heatflow ([9]).
El proyecto automatL@bs esta´ coordinado por el profesor Sebastia´n Dor-
mido Bencomo del Departamento de Informa´tica y automa´tica de la UNED.
En e´l participan grupos del a´rea de Ingenier´ıa de Sistemas y automa´tica de las
siguientes universidades espan˜olas: Universidad Nacional de Educacio´n a Distan-
cia, Universidad de almer´ıa, Universidad de alicante, Universidad Polite´cnica de
Valencia, Universidad Polite´cnica de Catalun˜a, Universidad Miguel Herna´ndez
y Universidad de Leo´n.
5. Resultados
Durante el tiempo dedicado a la realizacio´n de la tesis de ma´ster se han dado
los primeros pasos de lo que en un futuro se espera que sea la tesis doctoral. Hasta
ahora se han ido adquiriendo los conocimientos ma´s ba´sicos que se necesitan, y
aprendiendo a manejar las herramientas que se van a utilizar. Se ha hecho una
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introduccio´n, pequen˜a pero necesaria, enfocada al campo por el que se va a tratar
de investigar en el futuro.
Para ir adquiriendo el manejo y los conocimientos necesarios se han desarro-
llado varias simulaciones con EJS y Simulink, probando las diferentes configura-
ciones explicadas anteriormente (Fig.2), para as´ı poder apreciar mejor cua´les nos
resultan interesantes para el futuro. adema´s se han creado dos versiones de cada
una de las simulaciones. La primera de ellas es para trabajar en local y mientras
desarrollamos. Para que no fuera necesario tener instalado EJS ni Matlab en
el ordenador desde el que se ejecutaran las simulaciones, se decidio´ crear una
versio´n para la web, de manera que se trabaja con un Matlab instalado en un
servidor (que nosotros hemos configurado) y se hace mediante un applet de Java
en el navegador, por lo que tampoco ser´ıa necesario instalar EJS.
Otra labor muy importante ha sido la de aprender a desarrollar simulaciones
avanzadas con EJS, ya que no es una labor trivial. En este aspecto se han encon-
trado varios obsta´culos, debido sobre todo a que hay una falta de documentacio´n
sobre el funcionamiento de la herramienta cuando el grado de dificultad de las
simulaciones que se quieren construir con ellas aumenta. afortunadamente, al
final se ha encontrado solucio´n a todos los problemas que han surgido. Para que
a futuros investigadores no les suceda lo mismo, se ha explicado detalladamente
en la memoria de tesis ([13]) la forma de solucionar todos esos obsta´culos.
5.1. Sistema real
Hemos trabajado con el sistema de climatizacio´n de la Biblioteca abraham
Zacut. Concretamente tenemos las ecuaciones de un modelo que representa la
temperatura de una habitacio´n de la biblioteca, la cual se controla mediante flujo
de aire. En lo que se refiere al sistema de calefaccio´n el modelo so´lo maneja la
parte correspondiente a la UTa4 (unidad de tratamiento de aire), es decir, so´lo
tiene en cuenta la temperatura a la que se impulsa el aire y el caudal de aire
impulsado.
En nuestros ejemplos principalmente vamos a trabajar con el aire impulsado
por la UTA, la temperatura que hay en el exterior y las temperaturas real y
simulada de la sala. Todos los datos utilizados son datos reales que se han ido
almacenando. Debido a que este es un sistema dina´mico pero lento, los datos
siempre son muestreados cada media hora.
5.2. Simulaciones para su ejecucio´n en local
Se han desarrollado cuatro simulaciones. La versio´n local es la que se utiliza
cuando se esta´ trabajando directamente con EJS y se ejecutan desde all´ı. El
Matlab que utilizan puede ser local o remoto.
La primera simulacio´n (Fig.3) ha sido desarrollada por completo con EJS.
En e´l se introducen las ecuaciones del modelo por lo que EJS se encarga tanto de
la parte de simulacio´n como de la interfaz. En ningu´n momento se utiliza Matlab
ni Simulink. En esta simulacio´n se pretende probar distintos tipos de control (lazo
abierto, On/Off, P, PI y PID) para controlar la temperatura de una sala de la
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Biblioteca de abraham Zacut. La variable controlada es la temperatura interior
del recinto (el usuario puede fijar su valor de deseado), y la variable de control
es el porcentaje de apertura de la va´lvula que deja entrar el aire caliente.
El usuario puede cambiar los valores de muchos para´metros del modelo: tem-
peratura y caudal del aire que entra, ocupacio´n, altura y acristalamiento de
la sala, temperatura exterior (fijada manualmente o le´ıda de un fichero), y ver
co´mo afectan a la temperatura de la sala, cuyo color variara´ en funcio´n de su
valor. adema´s puede variar tipo de control empleado y ajustar los para´metros de
los controladores. Todas estas caracter´ısticas hace de esta simulacio´n un buen
ejemplo para la dida´ctica del control o la experimentacio´n durante la eleccio´n y
sintonizacio´n de un buen controlador para el sistema real.
Fig. 3. Primera simulacio´n.
En la segunda simulacio´n que construimos pretend´ıamos aprender a co-
nectar EJS con Simulink, de manera que el modelo del proceso fuera un modelo
Simulink y que EJS simplemente se encargara de mostrar la interfaz gra´fica y
permitiera al usuario modificar algunos de los para´metros. Se dispon´ıa ya del
modelo Simulink, en lazo abierto, que se encarga de simular la temperatura de la
misma sala. En este caso todos los para´metros eran fijos (la temperatura exterior
tambie´n se generaba en el propio diagrama de bloques como una onda sinusoidal
modificada mediante un factor aleatorio). Para an˜adir esa interaccio´n del usuario
con el modelo Simulink decidimos que e´ste pudiera fijar desde la interfaz de EJS
los valores de la temperatura y el caudal de aire impulsado.
Para el funcionamiento de esta simulacio´n es necesario conectar las variables
que se utilizan en la interfaz de EJS con sus respectivas del modelo Simulink.
En la Fig.4 se muestra co´mo se realiza esta conexio´n. al trabajar en local, con
un Matlab instalado en el mismo ordenador, que es el que va a buscar EJS
por defecto, so´lo es necesario especificar la ruta en la que se encuentra nuestro
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modelo Simulink. Ma´s adelante, cuando se utilice un Matlab remoto, veremos
que esto cambia.
Fig. 4. Conexio´n de variables entre EJS y Simulink.
Una vez que conseguimos realizar correctamente las conexiones y que todo
funcionara como deb´ıa, nuestro objetivo principal estaba cumplido, as´ı que deci-
dimos dar el siguiente paso. No nos gustaban los valores que se iban obteniendo
para la temperatura exterior porque se generaban de manera aleatoria y eso no
nos serv´ıa para nada. as´ı que decidimos tomarlos de un fichero .mat con datos
reales que previamente EJS manda cargar en el workspace de Matlab. De esta
manera llegamos a la tercera simulacio´n.
Una vez solventados todos los problemas que se presentaban en las comuni-
caciones entre EJS y Matlab decidimos crear una cuarta simulacio´n que nos
permitiera validar el modelo Simulink. Es decir, ahora utilizamos los datos reales
recogidos durante cuatro d´ıas para los para´metros del modelo que var´ıan en la
realidad, y mientras realizamos la simulacio´n vemos la diferencia entre la tem-
peratura interior real que hay en la sala y la simulada. De esta manera podemos
comprobar si nuestro modelo es adecuado y ma´s o menos se ajusta a la realidad.
El control, en la zona que nos interesa que es la de la habitacio´n, es en
lazo abierto. No se realiza un control sobre la temperatura del aire impulsado,
aunque previamente s´ı que se ha realizado control sobre la temperatura del agua
que calienta ese aire.
En este desarrollo la unidad de tiempo es el minuto. Un paso de la simulacio´n
de Matlab se corresponde con un minuto de tiempo transcurrido en la realidad.
Es importante tener esto en cuenta a la hora de introducir los datos reales para
que la validacio´n sea correcta. Todos los datos son muestreados cada treinta
minutos.
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Trabajamos con cuatro variables de entrada. Es decir, nuestro fichero de da-
tos .mat estara´ compuesto por cuatro variables que se cargara´n en el espacio
de trabajo. Las cuatro son datos reales tomados cada media hora del sistema
de climatizacio´n de la biblioteca: On/Off (encendido y apagado de la calde-
ra/enfriadora), temperatura del aire impulsado por la UTA4 (temperatura del
aire que entra en la sala), temperatura exterior y temperatura interior real (los
valores se toman de un termopar colocado en la sala de la biblioteca que ha sido
modelada). Esta u´ltima variable es la que se va a comparar con la simulada para
validar el modelo.
La otra variable importante que representamos en esta simulacio´n es la tem-
peratura interior simulada, que es la temperatura de la sala que se va obteniendo
segu´n avanza la simulacio´n. Si el modelo es adecuado deber´ıa de ser muy pareci-
da a la real. aqu´ı el usuario no puede interactuar con la simulacio´n. So´lo puede
observar co´mo va evolucionando y con los resultados obtenidos determinar la
validez del modelo. Si observamos las gra´ficas obtenidas (Fig.5) vemos co´mo la
temperatura simulada se ajusta bastante bien a la real, por lo que podemos
concluir que el modelo es suficientemente bueno.
5.3. SBW utilizando un Matlab remoto
Fig. 5. Versio´n web de la cuarta simulacio´n.
Hemos creado una versio´n web para cada una de nuestras simulaciones (ej.
Fig.5). Utilizan un matlab remoto instalado en el servidor. Para ello previamente
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ha sido necesario configurar el servidor adecuadamente instalando todo lo que
necesita para su funcionamiento (servidor web, servidor JIM, Matlab, etc). De
esta manera el usuario no necesita tener instalado ni EJS ni Matlab en su or-
denador. Simplemente a trave´s del navegador (y teniendo instalado Java) puede
ejecutar todas las simulaciones de una manera ra´pida y sencilla.
La primera simulacio´n no utiliza Matlab as´ı que se corresponder´ıa con una
configuracio´n monol´ıtica (Fig.2). Las dema´s s´ı, por lo que tendr´ıan configura-
cio´n distribuida. Si en vez de usar un Matlab remoto instalado en el servidor lo
utilizaran local, la arquitectura ser´ıa h´ıbrida. Para indicar a EJS do´nde esta´ ins-
talado el Matlab que se va a utilizar hay que an˜adir a la ruta del fichero del
modelo Simulik (Fig.4) lo siguiente:
<matlab:IP:Puerto>RutaDelModeloSimulink
donde IP es la direccio´n IP del servidor donde se tiene instalado Matlab, y
Puerto es el nu´mero de puerto por donde JIM escucha [10].
6. Conclusiones
Una vez finalizado el trabajo hemos podido comprobar que los objetivos
que nos hab´ıamos planteado cumplir a corto plazo han sido alcanzados. Por un
lado se han adquirido los conocimientos necesarios para en un futuro realizar
desarrollos bastante complejos con EJS y Matlab/Simulink, y se han resuelto y
documentado los problemas que han ido surgiendo. adema´s se han aprendido los
conceptos clave sobre el control de procesos.
Tambie´n se ha realizado una revisio´n del estado de la investigacio´n en este
momento que nos ha permitido conocer en que´ esta´n trabajando otros grupos
de investigacio´n, que´ proyectos se esta´n llevando a cabo en la actualidad y si nos
interesa entrar a formar parte de alguno, como por ejemplo el de automatL@bs, y
adema´s nos ha dado ideas de l´ıneas de investigacio´n en las que podemos trabajar
en el futuro y que plantearemos en el apartado siguiente.
Se han desarrollado varias simulaciones que en conjunto cumplen los requi-
sitos que nos hab´ıamos planteado. Las diferentes versiones creadas nos han per-
mitido probar las distintas arquitecturas y ver su rendimiento. La configuracio´n
que ma´s nos ha atra´ıdo, y la que probablemente se utilizara´ cuando comencemos
a poner las herramientas a disposicio´n del pu´blico, es la distribuida. Las razones
son dos. Por un lado hemos comprobado que el rendimiento que se obtiene en
una red local es suficientemente bueno, por lo que podr´ıa utilizarse por ejem-
plo con los alumnos de asignaturas de control cuando este´n en las aulas de la
facultad. Si decidie´ramos que las aplicaciones fueran accesibles desde Internet
tendr´ıamos que hacer ma´s pruebas y tal vez plantearnos un cambio en el tipo de
comunicacio´n entre EJS y JIM (utilizar la as´ıncrona). Eso dependera´ tambie´n
de las caracter´ısticas del sistema que pongamos a explotar.
Por otro lado hemos visto que la principal ventaja de esta arquitectura es
que los usuarios que ejecuten las simulaciones no necesitan instalar en sus orde-
nadores ni EJS ni Matlab. Con una conexio´n a Internet, un navegador y Java
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es suficiente. Son requisitos que por defecto cumplen pra´cticamente todos los
usuarios. Esto supone un gran ahorro econo´mico ya que la licencia de Matlab no
es gratuita, adema´s de una gran ventaja porque las simulaciones que se distri-
buyan de esta manera sera´n fa´cilmente accesibles para cualquier usuario lo que
supondra´ que ma´s gente se anime a utilizarlas.
Despue´s de trabajar con EJS podemos concluir que es un entorno muy agra-
dable de trabajo, ya que permite crear simulaciones de una manera bastante
ra´pida, y al utilizar una tecnolog´ıa tan conocida como Java, toda la problema´ti-
ca de la programacio´n esta´ resuelta si se ha utilizado antes ese lenguaje. adema´s
el hecho de que este´ preparado para conectarse con Matlab en local y en remoto
y que sea capaz de generar applets nos ha parecido extremadamente u´til. Es algo
a lo que creemos que se le puede sacar mucho partido y lo que en principio vamos
a utilizar mucho en los desarrollos futuros.
No obstante, tambie´n hemos encontrado varias desventajas. La principal y
ma´s importante, que sobrecarga demasiado el sistema. Si por ejemplo se quiere
ir visualizando las gra´ficas a la vez que se trabaja con la simulacio´n, la ejecucio´n
se ralentiza mucho. En simulaciones sencillas no hay problema, pero cuando se
le empieza a exigir rendimiento puede llegar a resultar demasiado pesado.
Por otro lado, la versio´n con la que hemos trabajado (v3.37) crea varios
problemas con las rutas de los ficheros auxiliares. Muchas veces no los encuentra
y es necesario realizar muchas pruebas hasta llegar a comprender la estructura
de directorios que utiliza cuando se emplean rutas relativas, y lo que considera
como el directorio actual en cada modo de ejecucio´n. En este y otros aspectos
encontramos que falta bastante documentacio´n.
El hecho de poseer conocimientos de avanzados Java ayuda bastante a la
hora de desarrollar, pero tambie´n nos ha hecho darnos cuenta de que, al estar
EJS preparado para usuarios sin muchos conocimientos sobre programacio´n, no
deja mucho lugar a los que s´ı los tienen para modificar ciertas cosas, meterse un
poco ma´s en profundidad y as´ı lograr mejores resultados. En algunos aspectos
el entorno esta´ muy cerrado y hay cierto co´digo que EJS genera y que el desa-
rrollador no puede modificar, aunque sepa co´mo hacerlo y en muchas ocasiones
el realizar estos cambios le simplificara la labor.
6.1. L´ıneas de trabajo futuro
En el futuro se pueden seguir varias l´ıneas de trabajo distintas, todas ellas
relacionas. Por un lado ser´ıa muy interesante el incluir a nuestra universidad en
la red de laboratorios automatL@bs ya que en el laboratorio de automa´tica se
dispone de varios experimentos que se podr´ıan preparar para este fin, permitien-
do su manejo desde un lugar remoto y con ca´maras que permitan visualizar lo
que esta´ ocurriendo en la realidad.
adema´s se pretende seguir trabajando con el sistema de climatizacio´n de
la biblioteca para intentar mejorarlo. Se pueden desarrollar simulaciones ma´s
complejas y que manejen las dema´s partes de este sistema.
Tambie´n incluso se podr´ıa realizar algo parecido con otros modelos de Si-
mulink, en concreto con el de la depuradora con la que se esta´ trabajando en
Simulaciones con EJS y Matlab/Simulink 145
otro proyecto de investigacio´n que se lleva a cabo en el departamento. Es decir,
crear una interfaz gra´fica para ver el proceso, crear simulaciones que permitieran
variar para´metros, probar diferentes sistemas de control, etc.
Por u´ltimo, tambie´n se podr´ıan desarrollar otros sistemas con EJS destinados
a la ensen˜anza del control para utilizarlos tanto en las clases teo´ricas como
pra´cticas de las asignaturas ya que, al ser ejemplos interactivos y muy visuales,
ayudan a comprender mejor los conceptos y permite su aplicacio´n pra´ctica.
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Resumen. La visualizacio´n de estructuras en el campo cient´ıfico es un obje-
to cla´sico de estudio del a´rea Cienciome´trica. Uno de los casos ma´s importantes es
la identificacio´n y manipulacio´n de relaciones entre pares de autores determina-
das a partir de diversos indicadores. Para ello, me´todos tradicionales de Ana´lisis
de Redes Sociales complementados con te´cnicas de Visualizacio´n de Grafos son
utilizados frecuentemente. Dicha representacio´n no siempre es la mejor solucio´n,
ya sea porque muchas veces requiere un tiempo considerable de procesamiento,
o simplemente los resultados obtenidos no reflejan con claridad la potencialidad
de contribucio´n para la toma de decisiones. Algunos de los factores que afectan
a estos resultados son el manejo de grandes cantidades de datos, la calidad de
los datos, y en ocasiones la manipulacio´n de datos multidimensionales. En este
trabajo se propone un prototipo para construir, representar y analizar redes so-
ciales basadas en relaciones de co-autor´ıa. El conjunto de datos es recuperado
de una base de datos digital y gratuita de documentos de literatura Biome´dica
y de Ciencias de la Salud. Se propone una vista dual la cual permite, por un
lado, una fa´cil identificacio´n de las colaboraciones en comunidades cient´ıficas, y
por otro, las a´reas tema´ticas de concentracio´n de dichos grupos.
Abstract. The visualization of scientific field structures is a classic object of
study in the Scientometric area. One of the most important cases is the retrieval
of relationships between author pairs, which is determined by several indicators.
Traditional techniques of Social Network Analysis complemented by Graph Vi-
sualization are used in most of the cases. Unfortunately this is not always the
best solution, mostly because it requires a considerable amount of processing
time, or it just doesn’t accurately reflect the potential contribution of the ob-
tained results. Some of the factors that affect these results are the handling of
great amounts of data, the quality, or even the manipulation of high-dimensional
data. In this work we propose a tool to build, represent and analyse social net-
works based on co-author relationships. The data is gathered from a free digital
archive of Biomedical and Life Sciences journal literature. We propose a dual
visualization that allows not only an easier recognition of collaborations in the
scientific communities but also the identification of concentration areas in each
group.
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1. Introduccio´n
La tecnolog´ıa moderna permite la creacio´n de grandes almacenes de datos
(crudos) que requieren ser explorados mediante bu´squeda de informacio´n refi-
nada (conocimiento). Desarrollar agentes que permitan procesar estos grandes
volu´menes de datos y convertirlos en conocimiento u´til para la toma de decisiones
(inteligencia) constituye un reto colosal.
Tradicionalmente, el ana´lisis de datos consiste en la aplicacio´n de me´todos
matema´ticos con la finalidad de obtener informacio´n u´til para el mejor enten-
dimiento de por ejemplo: un feno´meno natural. En muchas ocasiones es posible
conocer de antemano informacio´n a priori, que puede ser utilizada en el proceso
de ana´lisis de datos. Sin embargo, cuando se cuenta con una gran cantidad de
datos y se conoce poco o nada acerca de las estructuras subyacentes en los da-
tos, el problema se ataca de distinta manera; con la finalidad de explorarlos y
averiguar: si los datos tienen una estructura particular, si existen datos que no
se ajusten al comportamiento de la mayor´ıa, si los datos presentan algu´n tipo
de agrupamiento o si es posible establecer similitudes o diferencias entre dos o
ma´s grupos de datos.
Cuando el ana´lisis de datos esta´ dirigido a responder estas cuestiones se co-
noce como Ana´lisis Exploratorio de Datos (Exploratory Data Analysis, EDA)
[1]. En la respuesta a estas preguntas, no es suficiente la aplicacio´n de las he-
rramientas anal´ıticas. La presentacio´n de los resultados arrojados por el ana´lisis
de datos es de gran importancia, ya que en la mayor´ıa de las ocasiones es nece-
saria la interpretacio´n de los resultados, por lo que es deseable que e´stos sean
presentados de manera resumida y ordenada. Con la finalidad de cumplir estos
requerimientos se aplican una serie de te´cnicas que provee el campo de inves-
tigacio´n denominado Visualizacio´n de Informacio´n (Information Visualization,
IV) [2].
Otra circunstancia de la tecnolog´ıa actual, es la variedad de paradigmas
computacionales que se han desarrollado desde mediados del siglo pasado. Con
principios distintos a los utilizados por modelos secuenciales, algunos de estos
paradigmas parten de la idea de construir modelos computacionales capaces de
adaptarse a distintas situaciones de una manera no predeterminada. En el desa-
rrollo de estos modelos computacionales surge la disciplina denominada Apren-
dizaje Automa´tico (Machine Learning, ML) [3].
Dentro de los distintos paradigmas para el ML destacan las denominadas
Redes Neuronales Artificiales (Artificial Neural Networks, ANN’s) [4]. En este
trabajo, la principal herramienta a considerar para el procesamiento y el ana´lisis
de datos es el modelo de red neuronal propuesto por Teuvo Kohonen nombra-
do Mapas Auto-Organizados (Self-Organizing Maps, SOM) [5]. El SOM es un
algoritmo relativamente nuevo y eficiente para llevar a cabo la visualizacio´n de
grandes conjuntos de datos multidimensionales.
Es as´ı como el campo llamado Ana´lisis Inteligente de Datos (Intelligent Data
Analysis, IDA) [6] surge de la combinacio´n de me´todos tradicionales para el
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ana´lisis de datos, herramientas desarrolladas en el aprendizaje automa´tico y
otros me´todos ma´s espec´ıficos.
Un tipo de aplicacio´n de obtencio´n de estructuras subyacentes en los datos,
recae en el a´rea de investigacio´n denominada Ana´lisis de Redes Sociales (Social
Network Analysis, SNA) [7]. En este caso, las estructuras (redes) son sociales
y su metodolog´ıa atiende dos cuestiones ba´sicas: que´ analiza y co´mo lo analiza.
Para ello centra su estudio en las relaciones (v´ınculos) existentes entre una serie
definida de elementos (individuos, organizaciones). A su vez, se abordan tres
tareas principales: 1. identificacio´n de comunidades, 2. identificacio´n de actores
principales y 3. ana´lisis de roles y posiciones.
Utilizando las metodolog´ıas de SNA, apoyadas por EDA y IV, se pueden ana-
lizar diversos tipos de estructuras, como aquellas donde las relaciones o v´ınculos
son cient´ıficos entre individuos como lo son los investigadores. En [8] se introduce
el problema de visualizar informacio´n asociada a la literatura cient´ıfica, donde se
propone la combinacio´n de dos a´reas de estudio: gra´ficos por computadora (IV)
con recuperacio´n automa´tica de documentos (Informetr´ıa ((Informetric) y Re-
cuperacio´n de Informacio´n (Information Retrieval, IR)). La disciplina de espe-
cializacio´n dedicada al ana´lisis de ese tipo de estructuras y actividades cient´ıficas
es llamada Cienciometr´ıa (Scientometric).
1.1. Problema
La visualizacio´n de redes es un tema muy popular para el campo de IV. En
la mayor´ıa de las ocasiones se utiliza la representacio´n de grafo mediante el uso
de ve´rtices y aristas. Esta representacio´n se adapta correctamente cuando las
redes son dispersas, sin embargo existen aquellas que son globalmente disper-
sas y localmente densas, tal como lo son las redes sociales; por lo que dicha
representacio´n no siempre es la mejor solucio´n. La dificultad es mayor ya que
la percepcio´n y representacio´n de la realidad son tareas complicadas, tal como
Tufte lo expresa en [9] “... el mundo es complejo, dina´mico y multidimensional;
el papel es esta´tico y plano...”
La problema´tica central de este trabajo radica en proponer una visualizacio´n
de estructuras subyacentes, contenidas en un determinado conjunto de datos, que
permita la correcta identificacio´n, manipulacio´n e interpretacio´n de relaciones
entre individuos con mu´ltiples caracter´ısticas.
1.2. Objetivo
En la actualidad existen diversos y grandes repositorios de documentos cient´ıfi-
cos. e´ste es el caso de PubMed, un servicio de la Biblioteca Nacional de Medicina
de los Estados Unidos (U.S. National Library of Medicine, NLM) donde se in-
cluyen alrededor de 16 millones de citas de art´ıculos del a´rea Biome´dica que
datan desde los aos 50’s. Estas referencias son de MedLine y de otras revistas
cient´ıficas en el campo de las Ciencias de la Salud. Adema´s provee un tesauro
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conocido como Medical Subject Headings o MeSH, que es el vocabula-
rio (de ma´s de 33,000 te´rminos) controlado que emplea MedLine y otras bases
biome´dicas para indizar, catalogar y recuperar la informacio´n que se introduce
en cada una de ellas. Una extensio´n de PubMed es GoPubMed [10] [11], un servi-
cio web que permite explorar los resultados de bu´squedas en PubMed basadas en
la Ontolog´ıa Ge´nica (Gene Ontology, GO); el cual es un vocabulario controlado
y jera´rquicamente estructurado para la biolog´ıa molecular.
Una clase particular de red social es aquella donde los individuos son cient´ıfi-
cos y las relaciones son colaboraciones cient´ıficas. Los resultados recuperados
por GoPubMed facilitan la creacio´n de este tipo de redes.
El objetivo de este trabajo es extraer y visualizar de manera oportuna redes
sociales de colaboracio´n cient´ıfica. Primeramente, usando la avanzada metodo-
log´ıa de bu´squeda sema´ntica que provee GoPubMed se recuperan datos rele-
vantes (autores y te´rminos MeSH). Posteriormente, basados en el modelo del
algoritmo SOM se obtiene la distribucio´n de la red social. Finalmente, se apli-
can diversas te´cnicas de IV como grafos complementados con zoom sema´ntico y
filtros para su manipulacio´n e interpretacio´n.
El algoritmo SOM define una funcio´n del espacio de entrada a una red de
neuronas en el plano. A su vez, esta funcio´n define una proyeccio´n del con-
junto de datos multidimensionales (invisible, de los que no se conoce a priori
ningu´n tipo de organizacio´n) a un espacio visible (normalmente bidimensional).
La visualizacio´n del conjunto de datos permite que las relaciones de similitud
que se presentan entre los datos dentro del espacio multidimensional puedan ser
observadas en un despliegue bidimensional denominado mapa.
En este caso, los datos de entrada (autores) que comparten caracter´ısticas
comunes (las colaboraciones y los temas) activan a´reas adyacentes en el mapa con
topolog´ıa hexagonal. Distintas tonalidades de color y diversos tamaos se aplican
a los elementos en el mapa para representar la estructura de la clasificacio´n.
Adema´s, se puede utilizar un zoom para explorar partes espec´ıficas de la red.
En un primer nivel de abstraccio´n se puede construir el grafo correspondiente al
clustering1, en segundo la composicio´n de un determinado cluster, y en el u´ltimo
nivel la informacio´n contenida en una neurona. Las caracter´ısticas (asociadas
al mapa) respecto a un determinado autor o un tema pueden ser analizadas
mediante la visualizacio´n de un mapa de componente. Estad´ısticas generales de
los campos que componen los datos se muestran en un TreeMap2.
Con esta visualizacio´n de vista dual se intenta conseguir una descripcio´n
general sobre la coleccio´n entera de datos (SOM), ya que identifica clusters en
los datos, y al mismo tiempo permite centrarse en nodos particulares (grafo),
para analizar datos espec´ıficos de la red con mayor detalle. Por lo tanto, la
visualizacio´n facilita la comprensio´n de patrones y tendencias contenidas en el
1 extraccio´n de representantes de un conjunto de datos.
2 visualizacio´n que permite representar jerarqu´ıas de forma que se optimiza el llenado
del espacio
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conjunto de datos, tales como: identificacio´n de autores que tienden a trabajar
en conjunto y autores que tienden a trabajar en a´reas de investigacio´n similares.
Este trabajo esta´ compuesto por distintos apartados donde se puntualizan
las ideas generales para que en el u´ltimo de e´stos, el cual aborda el caso de
estudio, se pueda llevar a cabo una interpretacio´n adecuada de los resultados
arrojados por el prototipo. Para un mayor detalle de la perspectiva histo´rica,
nociones ba´sicas, modelos y te´cnicas de los diferentes campos de investigacio´n
revisados para la redaccio´n de este breve documento consu´ltese [12].
2. Ana´lisis Inteligente de Datos
Un dato representa la medicio´n de distintas caracter´ısticas observadas. Al
conjunto U de todas las observaciones se le denomina conjunto universo. En este
trabajo, U es un espacio multidimensional donde cada elemento es representado
como un vector de dimensio´n n (n > 3). As´ı, un conjunto de datos X es un
subconjunto de U. Si X = {x1, x2, ..., xk} el elemento xi ∈ X se representara´ de
manera vectorial como: xi = (xi1, xi2, ..., xin) donde xij representa el valor de la
variable vj observado en el dato xi.
El Ana´lisis Inteligente de Datos es el estudio interdisciplinar concernien-
te al ana´lisis de datos efectivo y eficiente, el cual involucra la aplicacio´n iterada
de algoritmos matema´ticos sobre conjuntos de datos. En IDA las disciplinas que
juegan un papel fundamental son: la Estad´ıstica y el Aprendizaje Automa´ti-
co. En el desarrollo de ML existen distintos paradigmas que surgen o se basan en
diversas ramas de las ciencias, uno es el Conexionista, tambie´n llamadas Redes
Neuronales Artificiales, que emulan la forma en la cual las neuronas del cere-
bro procesan informacio´n a lo largo de una red de neuronas. Las ANN’s pueden
ser vistas como un sistema de procesamiento paralelo y distribuido que consiste
de un gran nu´mero de unidades (neuronas) conectadas entre s´ı, donde cada una
de ellas es un dispositivo simple de ca´lculo que, a partir de un vector de entrada
procedente del exterior o de otras neuronas, proporciona una u´nica respuesta o
salida.
Como oposicio´n a la concepcio´n cla´sica del ana´lisis de datos y por la necesidad
de contar con me´todos para la exploracio´n de grandes conjuntos multidimensio-
nales, surge la escuela de Ana´lisis Exploratorio de Datos. Existen me´todos
cla´sicos u´tiles para ilustrar estructuras o relaciones multivariadas entre los ele-
mentos de conjuntos de datos multidimensionales, uno de ellos es la exploracio´n
visual de informacio´n en espacios complejos, abordada dentro de Visualizacio´n
de Informacio´n
“La Visualizacio´n de Informacio´n puede ser entendida como un proceso
asistido por la computadora, en el cual se busca revelar seales de un
feno´meno abstracto al transformar datos en formas visuales” (C. Chen,
2002) [13]
El proceso para el entendimiento de los datos comienza a partir de un con-
junto de nu´meros y una pregunta. En [14], Ben Fry, propone las siguientes fases
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para revelar una solucio´n a la pregunta correspondiente: Adquisicio´n (Acqui-
re), Ana´lisis (Parse), Filtro (Filter), Miner´ıa de Datos (Mine), Representacio´n
(Represent), Refinamiento (Refine) e Interaccio´n (Interact).
La visualizacio´n favorece la adquisicio´n de nuevo conocimiento. Las aptitudes
y habilidades humanas que se utilizan para el ana´lisis e interpretacio´n de la
informacio´n, esta´n directamente relacionadas con la capacidad cognitiva de los
individuos, y son consideradas como una ma´s de las operaciones que realiza el
cerebro para el procesamiento de informacio´n.
La visualizacio´n de la informacio´n no es el resultado impl´ıcito del acto de ver,
no es un producto esponta´neo del individuo que recibe la informacio´n ya visuali-
zada. La visualizacio´n es una tarea del comunicador visual, que transforma datos
abstractos y feno´menos complejos de la realidad en mensajes visibles, haciendo
posible que los individuos vean con sus propios ojos, datos y feno´menos que son
directamente incomprensibles, y que por tanto comprendan la informacio´n que
yace oculta.
Otra de las principales te´cnicas para EDA es Clustering, que tiene como
objetivo reducir la cantidad de datos mediante el agrupamiento de datos con
caracter´ısticas similares. Se define:
“Los algoritmos de clustering son me´todos para dividir un conjunto X
de k observaciones en K grupos (clusters) de tal manera que miembros
del mismo grupo son ma´s parecidos que miembros de distintos grupos”
(B.D. Ripley, 1996) [4]
3. Red Neuronal de Kohonen (SOM)
“Las Redes Neuronales Artificiales son redes de elementos simples in-
terconectadas masivamente en paralelo (usualmente adaptativos) y con
organizacio´n jera´rquica, las cuales intentan interactuar con los objetos
del mundo real del mismo modo que lo hace el sistema nervioso biolo´gico”
(T. Kohonen, 1998) [5]
Kohonen presento´ en 1982 su modelo de ANN llamado SOM. El algoritmo
de la red SOM esta´ basado en el aprendizaje no supervisado y entrenamiento
competitivo, lo cual quiere decir que no se necesita intervencio´n humana durante
el mismo y que se necesita saber muy poco sobre las caracter´ısticas de la infor-
macio´n de entrada. La idea de entrenamiento competitivo consiste en determinar
cua´l de las neuronas es la que mejor representa a un est´ımulo de entrada dado.
A esta neurona se le considera neurona ganadora y tiene la capacidad de inhibir
a las otras neuronas; es decir, el vector de pesos asociado a estas neuronas no
sera´n ajustados de igual forma que el vector de la neurona ganadora. Existen
dos etapas ba´sicas del proceso durante el entrenamiento:
1. Ordenamiento Global. Durante aproximadamente las primeras 1000 com-
petencias se lleva acabo el ordenamiento de los datos a lo largo y ancho del
152 Mary Carmen Trejo A´vila
mapa. Este ordenamiento consiste en establecer los pesos de cada neurona
para que e´stas sean capaces de identificar cierto subconjunto caracter´ıstico
dentro del conjunto de datos X y para que las relaciones de cercan´ıa entre las
distintas neuronas del mapa reflejen cercan´ıa de los datos correspondientes
en el espacio multidimensional del cual provienen.
2. Refinamiento. Dado que el aprendizaje es un proceso estoca´stico, la preci-
sio´n final del mapa dependera´ del nu´mero de pasos en esta etapa final de la
convergencia.
La representacio´n U-Matrix (Unified distance Matrix) de la red SOM visua-
liza la distancia entre neuronas adyacentes. La misma se calcula y se presenta
con diferentes colores entre los nodos adyacentes. Un color oscuro entre neuronas
corresponde a una distancia grande, que representa un espacio importante entre
los valores de los patrones en el espacio de entrada. Un color claro, significa que
las neuronas esta´n cerca unas de otras. Las a´reas claras pueden pensarse como
clases y las oscuras como separadores.
4. Ana´lisis de Dominios
El Ana´lisis de Dominios (Domain-Analysis, D-A) se basa en el pa-
radigma dominio-anal´ıtico que establece que la mejor forma de comprender la
informacio´n, consiste en estudiar los dominios de conocimiento como parte del
discurso de las comunidades de las que proceden. En el campo de Ciencias
de la Informacio´n (Information Science, IS) el D-A puede llevarse a cabo
mediante estudios bibliome´tricos. Enfocados en el campo de IS, las colabora-
ciones cient´ıficas pueden ser perfectamente utilizadas para: detectar los nuevos
frentes de investigacio´n cient´ıfica, obtener informacio´n etnogra´fica referente a
la presencia y naturaleza de las relaciones sociales, saber co´mo se relaciona un
determinado autor con el resto de la comunidad cient´ıfica en una determinada
a´rea de trabajo, etc.
Las redes son, parado´jicamente, la forma ma´s antigua y ma´s moderna de or-
ganizacio´n social de la actividad humana. Para Barnes, una Red Social (Social
Network, SN) consiste en un conjunto de lazos que vinculan a los miembros
del sistema social a trave´s y ma´s alla´, de las categor´ıas sociales y los grupos
cerrados [15]. Originalmente el medio utilizado para representar las conexiones
entre los actores y en que´ aplicar las medidas con las cuales obtener patrones de
comportamiento, fueron las matrices de coincidencia de datos. La representacio´n
gra´fica de la informacio´n para el ana´lisis de este tipo de patrones fue propuesta
por primera vez por Moreno mediante el sociograma:
“... el Sociograma es ma´s que un mero sistema de representacio´n... es un
me´todo que hace posible la exploracio´n de hechos sociome´tricos, donde el
emplazamiento propio de cada individuo y sus interrelaciones con otros
individuos, puede ser mostrado. Hasta ahora, es el u´nico esquema posible
para realizar el ana´lisis estructural de una comunidad” (J.L. Moreno,
1934) [16]
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La aparicio´n de las SN’s, el sociograma y la aparicio´n de la Teor´ıa de Grafos
no ten´ıan otro objetivo que el realizar de una forma profunda y adecuada el
ana´lisis estructural de las redes sociales.
“El Ana´lisis de Redes Sociales se ocupa del estudio de las relaciones entre
una serie definida de elementos (personas, grupos, organizaciones, pa´ıses
e incluso acontecimientos). A diferencia de los ana´lisis tradicionales que
explican, por ejemplo, la conducta en funcio´n de la clase social y la
profesio´n, el Ana´lisis de Redes Sociales se centra en las relaciones y no
en los atributos de los elementos” (J.L. Molina, 2001) [17]
LaCienciometr´ıa es el conjunto de me´todos cuantitativos y algoritmos cuyo
objetivo es evaluar la calidad cient´ıfica de un investigador, una revista perio´dica,
un pais o regio´n. Los indicadores cienciome´tricos constituyen la herramienta
ma´s utilizada para medir el producto de la investigacio´n cient´ıfica, el manejo
particular de estos indicadores permite determinar cua´nto (volumen) producen
los investigadores, en que´ a´reas adelantan su trabajo cient´ıfico (distribucio´n de
tema´ticas y distribucio´n de autores en cada una de esas a´reas). Para fines de
este trabajo la unidad de ana´lisis sera´ el art´ıculo cient´ıfico.
Las Redes de Co-Autor´ıa (Co-Authorship Networks) son una clase
importante de redes sociales y se han utilizado extensivamente tanto para deter-
minar la estructura de colaboraciones cient´ıficas, as´ı como el estado individual
de los investigadores. Se utiliza el te´rmino co-autor´ıa para hacer referencia a la
firma conjunta de un trabajo cient´ıfico por dos autores. Aunque sea algo similar
a las redes de co-citacio´n en la literatura cient´ıfica [18], la relacio´n de coautor
implica un v´ınculo social mucho ma´s fuerte que la relacio´n de cita.
La IV no es una pra´ctica nueva en el campo de la IS, incluso se le considera
como una de las pioneras en estas problema´ticas. Sugerida hace ma´s de 60 aos
y puesta en pra´ctica hace ahora poco ma´s de cuarenta, la IV ha sido utilizada
para poner al descubierto y divulgar la esencia y estructura de la ciencia.
5. Caso de Estudio: Red Social de premios Nobel en
Medicina de los u´litmos 10 aos
El foco de ana´lisis, son destacados grupos de investigacio´n en el campo de
la Biomedicina de la u´ltima de´cada, vinculados a los investigadores reconocidos
con el premio Nobel en Medicina en el intervalo de aos [1999-2008]. Se realizo´ la
implementacio´n de un prototipo, el cual da soporte a cada una de las fases de la
metodolog´ıa, constituido por diversos mo´dulos utilizando distintas tecnolog´ıas.
5.1. Recuperacio´n de Datos (acquire)
La estrategia de bu´squeda puede llevarse a cabo usando PubMed o GoPub-
Med, e independientemente de la eleccio´n, se preserva el procedimiento de ingreso
de la consulta para cada motor. Se obtuvieron un total de 12,965 registros, esta
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cantidad se logro´ de la unio´n de resultados de bu´squedas individuales de parte
de cada investigador acreedor al premio Nobel. Los campos recuperados son:
afiliacio´n, autores, fecha de creacio´n y de publicacio´n, idioma, nu´mero de refe-
rencias, pa´ginas, pa´ıs, pmid, tipo de publicacio´n, resumen, revista, nombre de
sustancias, te´rminos MeSH, t´ıtulo y volumen.
5.2. Preprocesamiento de Datos (parse)
Se realizaron una serie de acciones manuales (normalizacio´n), con la finalidad
de contar con el menor nu´mero posible de sesgo en el nombre de los investigadores
del conjunto objetivo. Para ello, se emplearon distintas sentencias de Lenguage
de Consulta Estructurado (Structured Query Language, SQL)3.
5.3. Procesamiento de Datos (filter)
Se obtuvo la matriz de co-ocurrencia a partir de conteos e ı´ndices de activi-
dad entre te´rminos MeSH y autores. Si la co-ocurrencia es elevada significa que
hay una proximidad; es decir, que dos elementos tienen relacio´n. En cambio si es
baja quiere decir que no hay relacio´n; es decir, que hay distancia. Cada 50 au-
tores relacionados directamente con alguno de los 24 principales investigadores,
y cada te´rmino MeSH sobresaliente y estrechamente asociado con las a´reas de
investigacio´n de e´stos, son nuestras variables. Por lo que, el conjunto de datos
esta´ compuesto por 528 variables (468 autores y 60 te´rminos MeSH), que a su
vez son de dimensio´n 528.
5.4. Miner´ıa de Datos (mine)
La ejecucio´n del entrenamiento de la red depende de la determinacio´n de los
para´metros ba´sicos del mapa, e´stos esencialmente consisten en la determinacio´n
de su arquitectura y en la forma de las funciones que sera´n utilizadas para
la actualizacio´n de los pesos de los vectores de referencia. La configuracio´n es
una ret´ıcula cuadrada de 225 neuronas, inicializadas de manera aleatoria, con
distancia Euclidiana y vecindad Lineal con un total de 75 iteraciones.
5.5. Visualizacio´n (represent, refine, interact)
Con el SOM se visualiza la preservacio´n de la topolog´ıa y la distribucio´n de
los datos en un despliegue ordenado; basa´ndose en ellas es posible el estableci-
miento de relaciones entre variables, la visualizacio´n de clusters y la inspeccio´n
de relaciones de vecindad entre los nodos en el mapa.
Mapa de Entrenamiento. Revela la evolucio´n del aprendizaje durante el
proceso de entrenamiento por cada iteracio´n (presentacio´n del conjunto de da-
tos) sobre el mapa. Se le asocian dos atributos del algoritmo, el primero son las
3 lenguaje declarativo de acceso a bases de datos relacionales que permite especificar
diversos tipos de operaciones sobre las mismas.
Ana´lisis Visual de Redes de Co-autor´ıa 155
relaciones de proximidad entre los vectores de referencia por medio del me´todo
U-Matrix. Para cada nodo se calculan los promedios de las distancias entre e´ste
y sus vecinos inmediatos en la ret´ıcula. A estos valores se le asocia una escala
croma´tica, para posteriormente asignar un color a cada nodo. La gama de colores
se obtiene de la mezcla de un determinado color con blanco, relacionando valo-
res decrecientes a tonalidades claras y valores crecientes a tonalidades oscuras.
Por lo tanto, un valor pequeo indica cercan´ıa (similitud) mientras que un valor
grande indica lejan´ıa (disimilitud). El segundo atributo es la cardinalidad del
conjunto de Voronoi asociada a cada nodo; es decir, el nu´mero de veces que una
neurona fue ganadora para un dato. El conjunto de estos valores se representa
con el tamao de cada nodo, por lo que un tamao reducido indica que all´ı se
concentran pocas variables mientras que en un tamao extendido indica un au-
mento de variables sedimentadas. Otro elemento u´til para la interpretacio´n es
la asignacio´n de etiquetas sobre los nodos, en este caso un autor o un te´rmino
MeSH.
Mapa de Clustering. Visualiza una divisio´n del mapa en clusters respec-
to a los vectores de referencia de las neuronas. Se implemento´ el algoritmo de
Clustering denominado SOM-Ward. e´ste combina la informacio´n local del or-
denamiento en el mapa con el algoritmo Ward de Clustering jera´rquico, y de
esta manera se garantiza que las regiones definidas sobre el mapa resulten co-
nexas. Como en el algoritmo Ward cla´sico, en el punto de partida del algoritmo
SOM-Ward, cada nodo es considerado un cluster. En cada paso dos clusters son
unidos en uno solo. Estos 2 clusters seleccionados son aquellos que tienen la dis-
tancia mı´nima entre todas las distancias entre clusters, en este caso la distancia
se calcula entre los centroides de las neuronas adyacentes (ve´ase la Figura 1).
Mapas de Componentes. Representa el promedio de los valores de cada
atributo o componente correspondiente a los datos asociados a cada nodo. La
distribucio´n se visualiza por medio de una escala de color, que se asocia al rango
de valores que los datos toman en el componente correspondiente. Los valores
mı´nimos esta´n, nuevamente, representados por tonalidad clara y valores ma´ximos
por tonalidad oscura. La exploracio´n de los mapas de componentes puede ayudar
a establecer relaciones entre las distintas variables (ve´ase la Figura 2).
Grafo de Relaciones. Da soporte al mapa generado por el SOM y/o a
la identificacio´n de otro tipo de indicadores. Espec´ıficamente, en una red social
relacionada a trave´s de co-autor´ıas, se muestran los v´ınculos expl´ıcitos entre los
autores. En la Figura 3 destacan 2 grupos, de 6 y 8 autores respectivamente,
el resto no presentan relacio´n directa. Evans M es quien tiene el mayor nu´mero
de publicaciones (tamao del nodo), y Barre´-Sinoussi F junto con Montagnier L
tienen el mayor nu´mero de art´ıculos (27) en conjunto.
TreeMap. Muestra las estad´ısticas de los campos recuperados. En la Figu-
ra 4 se indican: te´rminos MeSH, autores, paises, idiomas, aos y revistas. Ra´pida-
mente se aprecia que los valores predominantes son: humans, Evans M, Estados
Unidos, ingle´s, 2006 respectivamente. Tambie´n se observa que la revista “Pro-
ceedings of the National Academy of Sciences of the United States of America”
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Fig. 1. Sealamiento del cluster 19 (de 24) donde se ubica el investigador Carlsson A,
premio Nobel en el 2000, al que se le asocian 724 publicaciones. El resto de los 23
autores se encuentran distribu´ıdos en distintos clusters (gama de colores cafe´-verde),
donde un color azul oscuro indica lejan´ıa entre los mismos, as´ı como una regio´n grande
azul indica muchas variables (autores o te´rminos MeSH) en dicha neurona.
tiene una ventaja de 226 publicaciones sobre la revista Nature, e´sta con 321
publicaciones colocada en segundo lugar.
A pesar de que la visualizacio´n provista por los mapas puede ser u´til para
lograr un entendimiento intuitivo, no esta´ claro para que tipo de aplicaciones
esta representacio´n es va´lida. Dado que el SOM trata sobre todo de preservar
estructuras locales, la interpretacio´n de los mapas debe hacerse localmente; es
decir, basa´ndose en las relaciones entre los vectores de referencia dentro de los
conjuntos vecindad de cada nodo. Aunque la interpretacio´n de la estructura glo-
bal puede ser u´til, debe tenerse especial cuidado cuando se infieren propiedades
globales del conjunto de datos a partir de la representacio´n bidimensional hecha
por el SOM. En general, la calidad de un mapa debe ser evaluada por un experto
en el a´rea de aplicacio´n [19]. Existen formas anal´ıticas de medir el desempeo del
mapa; entre ellas figuran: error de cuantizacio´n y distorsio´n normalizada.
En cualquier proyecccio´n de conjuntos complejos de datos, se produce una
pe´rdida de informacio´n respecto a la realidad estructural de los datos originales;
el SOM intenta preservar su topolog´ıa o relaciones de vecindad. La propuesta
de realizar una vista dual es proveer un mecanismo dina´mico e interactivo que
facilite la visualizacio´n del SOM hacia el usuario, a su vez permite exhibir datos
cuantitativos o cualitativos ba´sicos para este tipo de estudios. Cabe sealar que
la eleccio´n de la representacio´n en forma de grafo, como vista secundaria, es
debido a que este tipo de estructuras sema´nticas (redes sociales) resultan de
mayor familiaridad, para el usuario, asociadas en forma de ve´rtice y arista.
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Fig. 2. Comparacio´n de promedios asociados a 9 autores (Barre´-Sinoussi F, Buck L,
Capecchi M, Evans M, Greengard P, Kandel E, Lauterbur P, Montagnier L, Sulston J)
donde los temas contenidos en las neuronas seleccionadas (blancas) son mayormente
abarcados, as´ı como los autores con los que ma´s similitud tienen se localizan en las
neuronas con verde intenso.
Fig. 3. Red de co-autor´ıa entre los 24 investigadores objetivo
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Fig. 4. Estad´ısticas generales del conjunto de registros
6. Conclusiones y Trabajo Futuro
Las te´cnicas cla´sicas de EDA tienen la gran limitante de poseer una alta
complejidad computacional y por lo tanto su aplicacio´n en el ana´lisis de grandes
conjuntos de datos es poco viable.
La alternativa que se implemento´ para resolver esta problema´tica es la utiliza-
cio´n de ANN’s, en particular el algoritmo SOM. Dadas las propiedades expuestas
de este modelo, se puede concluir que efectivamente representa una herramienta
de gran utilidad en el ana´lisis de grande conjuntos de datos multidimensionales.
Una de las propiedades ma´s u´tiles del SOM es que brinda una forma de visuali-
zar las relaciones de similitud subyacentes en el conjunto de datos. Adema´s, se
observo´ que el SOM es una alternativa factible para la realizacio´n de las tareas
de Clustering.
En la propuesta de aplicacio´n al ana´lisis de informacio´n cient´ıfica, a partir
de redes de co-autor´ıa, se mostro´ co´mo el SOM puede ser utilizado con fines de
investigacio´n acade´mica y como una herramienta para el ana´lisis de la actividad
cient´ıfica y tecnolo´gica.
Para poder llevar a cabo una exploracio´n exitosa no basta con la aplicacio´n
del algoritmo, se necesita de una visualizacio´n que respalde un eficiente entendi-
miento de las relaciones en los datos. La animacio´n propuesta para la simulacio´n
del aprendizaje de la red neuronal favorecen la comprensio´n, ana´lisis, e inter-
pretacio´n de la estructura del dominio que se represente, tanto por usuarios no
iniciados como por expertos en el uso del SOM.
La combinacio´n de te´cnicas Detail + Overview y SOM no es por definicio´n
inadecuada, aunque su grado de adecuacio´n depende directamente de la forma
del mapa obtenido y de lo reconocible que resulte su estructura global. Para este
caso espec´ıfico se cumplen los requerimientos de manera positiva y conveniente.
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Los mapas hexagonales generados a partir del SOM aprovecha el espacio visual,
ya que en su representacio´n gra´fica no existen zonas en blanco. El grafo desplie-
ga caracter´ısticas ba´sicas y vitales las cuales se pierden disuelven en el mapa
SOM. Con lo anterior se cubre la necesidad de ofrecer una visio´n global de la
representacio´n para orientar al usuario, y por otro una vista para su exploracio´n
visual en detalle.
6.1. Recomendacio´n para trabajo a futuro
Un objetivo altamente necesario es concluir en su totalidad la funcionalidad
y la correcta integracio´n de las te´cnicas de visualizacio´n empleadas para lograr
con totalidad el objetivo planteado. Ser´ıa de gran aporte poder descender es-
calonadamente a niveles inferiores de tipo geogra´fico, institucional, de autor, e
incluso si se desea, llegar hasta el art´ıculo. Y por otro lado, verificar que cada
una de las operaciones va´lidas desde el enfoque de SNA se puedan realizar de
manera sencilla y apropiadas.
Una propuesta inicial es la implementacio´n de un algoritmo matema´tico que
indique el nu´mero de clusters que mejor represente a un conjunto de datos en
grupos.
Otro objetivo inmediato ser´ıa integrar la lectura de diversos formatos para
los datos de entrada. Debido a la naturaleza de las visualizaciones y algoritmos
planteados, dichos me´todos son aplicables a una amplia gama de ana´lisis con
opcio´n de beneficiarse usuarios con diversos enfoques y en distintos a´mbitos.
Cada una de las fases mostradas en el caso de uso puede ser ampliamente
estudiada. Por ejemplo, para la etapa de preprocesamiento deseable ser´ıa que
la intervencio´n manual se redujera para que fuese mı´nima. Esta es una tarea
engorrosa para la cual se necesita emplear demasiado tiempo; a´reas de investi-
gacio´n como lo son Web Sema´ntica, Algoritmos Gene´ticos, y ANN’s con Lo´gica
Difusa pueden ser un acercamiento de solucio´n. La etapa de procesamiento de
datos puede ser complementada ra´pidamente con la implementacio´n de distintas
funciones matema´ticas para normalizar datos. Es importante que los datos este´n
lo mejor representados, para cada conjunto variara´ el tipo de transformacio´n ne-
cesaria o que mejor se adapte ya sea a los datos objetivo o a los algoritmos por
aplicar en posterioridad y de esto depende la obtencio´n de buenos resultados.
Para este prototipo se implemento´ el algoritmo SOM para la etapa de miner´ıa
de datos y se observa que tiene buenos resultados. Sin embargo, la asignacio´n
de cada para´metro es vital para la obtencio´n de un resultado claro y positivo.
El estudio de este tipo de ANN au´n se encuentra en apogeo existiendo diversas
incertidumbres relacionadas a la misma. Es evidente que un ana´lisis matema´tico
de las propiedades del SOM, requiere la utilizacio´n de diversas ramas de las
Matema´ticas y por lo tanto representa un reto muy interesante de investigacio´n.
Ser´ıa oportuno que usuarios dedicados a la elaboracio´n de estudios bibliome´tri-
cos probaran la herramienta con la finalidad de retroalimentar los indicadores
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usados, as´ı como las te´cnicas de visualizacio´n y formas de interaccio´n. Este pri-
mer prototipo es tan so´lo un bosquejo de una herramienta con amplias posibi-
lidades de extensio´n y mejoramiento. La integracio´n de un grupo de trabajo de
personas tanto del a´rea de visualizacio´n de informacio´n como de parte del a´rea
de ciencias de la informacio´n ser´ıa ido´neo.
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Abstract In this work we combine the human’s ability to interpret and trans-
mit knowledge through visual images, today’s massive amount of data available,
the need of real day to day solutions for researches and developers to share
and test their proposals in the visualization field, and the fact that we are mo-
ving into a collaborative-information era. We identified the need of a common
open solution to be created in this field. a solution that would not only provi-
de the users and researchers with a collaborative environment, but that would
also efficiently solve the architectural and logical challenges that such an ambi-
tious work presents. We take previous researchers contributions and experiences,
and reinterpret them into a new architectural design based on best software de-
sign practices, the well-proven and powerful Entity-Relation data model, current
open source technologies available and the existence of several potential part-
ners, willing to share their ideas and artifacts. The transformation of all these
into a collaborative information visualization online environment is the main
contribution of this work.
1. Introduction
“A picture is worth ten thousand words”. Visualization through visual ima-
gery has been an effective way to communicate both abstract and concrete ideas
since the dawn of man, by excellence the way human knowledge is generated and
shared. as explained by Spence in [15], visualization is the formation in the mind
of the image of an abstract concept. Being a mental phenomenon, vision doesn’t
intervene at that moment, although it could have been involved in the formation
of the symbols and elements that end up composing the mental image.
The image and hence the visualization, is a mental construction that goes
beyond sensorial perception. This mental construction, is directly attached to
the concept of knowledge, the intellectual apprehension of things. To understand
means to surround, to include something, to interiorise it. We can say that the
process of learning is the capacity that we have to create mental images from
something real, abstract or invisible, visualizing and contextualizing the idea of
that “something” in our minds.
It’s important to point here that as Wurman1 explains in [20]: “What diffe-
rentiates knowledge from information is the complexity of the experiences that
1 Considered a pioneer in the practice of making information understandable
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you need to reach it”. This means, knowledge cannot be transferred from one
person to another, it has to be built by the person him/herself and this repre-
sents one of the biggest motivations and objectives of the present work: how to
create visual environments that will not only represent stored data, but that will
facilitate the creation of new information. It will need to provide the opportunity
for the users to have “experiences” with this information leading them to gene-
rate new knowledge. Going beyond, we need to provide the means on which this
new knowledge can be shared and re-built constantly by a community, creating
the so called “collective intelligence”.
1.1. Information visualization
As a subject in computer science, data visualization is the use of interactive,
sensory representations of abstract data to reinforce cognition, hypothesis buil-
ding and reasoning. Today most of the data is stored and shared through the use
of computers, automating the management and access to thousands of resources
specially over the internet. Such a combination of data storage and visualiza-
tion techniques can be integrated into building a larger process of sensemaking
and knowledge creation in today’s collaborative global society, potentiated by
technological tendencies like the semantic web.
Even though there are much more areas where information visualization con-
tributes (scientific visualizations, software visualization, etc.) we will here focus
on displaying quantitative, multivariate information. and there are numerous
different types of graphical elements available for displaying quantitative data,
such as line graphs, bar graphs, sparklines, etc.(Tufte in [17]).
Interactive exploration of multivariate data sets is challenging both from the
user experience and visualization implementation points of view (refer to [11] and
[6]). From a user perspective it’s challenging, because it is difficult to comprehend
patterns in more than three dimensions. From a system design point of view,
visualization systems often are a set of graphical and statistical methods, usually
selected by the programmer who has a high level idea of how the system will be
used, and of what the users goals are. This leaves many researchers uncertain
about how to explore their data in an orderly manner, and more important, how
their users will require to explore it as well.
The discussion on which visualization techniques are best to apply to diffe-
rent data sets and types has being going on within the visualization community
since the beginning. Problem-oriented classifying solutions [19,12], automated
generation of graphic representations [5], best mapping techniques based on ex-
perience [4] and even the dashboard approach, all of them present with pros and
cons to the challenge of choosing the best metaphor to interact with the user.
As well, as the information era keeps developing, data to analyze is not “fo-
cused” anymore. On a daily basis we find struggling engineers, staticians, mar-
keting professionals and lab researches with the same problem: fighting against
the overwhelming wave of multivariate data to obtain a small pattern, hidden
secrets from that data sea. Too often, as [1] stresses out, these analyses and
software systems built to “help”, translate into decision making and analysis
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tools that rely more on coincidences and user experience than in the appropriate
design for the human tasks they try to support.
1.2. Objectives
We are facing two problems: in one side, how to potentiate the human capa-
city to abstract data and images and create knowledge and mental models within
the boundaries of a software visualization system? and on the other side, how
can we create such an environment, overcoming the theoretical and technological
issues that have arised in the past efforts?
This work proposes a flexible approach, in which we will provide the users
with an automated environment, where she/he can navigate through this data
sea and creating an “open” environment where users can “play” with different
options and visualization resources improving their experiences to gain insights
that could lead to significant discoveries. To achieve this we designed a robust
and scalable architecture design, that will provide the means to bring all these
experiences together. Specifically, after an overview of the state of the art, the
Snap [7] project system will be used as the base for our proposal.
Our architecture will enable the system to provide the following features:
1. Plug & Play for data: the user will be able to plug in almost any multivariate
dataset into the system.
2. Plug & Play for visualizations: the system will provide the mechanism to use
different visualization components applied to a selected dataset or subsets.
3. Interaction between components: each component will be a visualization
type, and each of them will have a communication channel with other com-
ponents, allowing them to interact and update based on user interaction.
4. Open free environment: the framework will be an “open” web based system.
This will not only facilitate the opportunities for developers to test their
visualizations but also for the user to build a community of shared knowledge.
We want this to be a “laboratory” environment for researchers and developers
as well, to generate concept proofs or just try new approaches, before getting
into the details of building specific visualization applications. as well we will
create an initial “proof of concept” exercise that will reinforce our initial theory
or point out potential issues in both the technology and architecture proposed.
For this case we will implement a component part of our architecture, and will
focus it in one of the most common ways for analyzing multivariate data: the
parallel coordinates [2].
2. State of the art
The project hypothesis, based on the current literature on information vi-
suallization, is that multiple coordinated visualizations will enable users to ex-
plore complex multivariate information in a faster and easier way than single,
custom-made visualizations. This, combined with the fact that new technology
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and resources are being created around the information visualization field (as
development frameworks and toolkits) inspired the proposal of exploring the
benefits and new features that current tools could offer to a collaborative com-
ponent based approach.
Multiple view systems are highly challenging to design. While designing and
deploying these systems, design decisions are to be made, independently of the
visualization area or goals to pursue. Based on Tang’s work [16] we identify four
of the most common issues to deal with while making design decision for the
system to build:
Data Model: this decision can either simplify the user’s experience, as we can
provide an abstraction of the data to be analyzed, or in the other side, can
really complicate things by creating unnecessary layers or bad abstractions.
Data access: one of the most complex and time-consuming problems of the
visualization systems design, and ironically it belongs to an area that has
little relevance to the final objectives of the visualization process, at least
from a user point of view. The final goal is that the visualization tool should
adapt to the user needs, and make data access not only easy but almost
“invisible” to the user, focusing the efforts on what’s our end goal: providing
insightful visualization tools.
Meta-data generation: in some cases (and specifically in this work) the access
to meta-data and though to additional semantic information of the data set
to be analyzed, can enhance not only the performance of the system, but
the capabilities that it can offer to the user.
Modularization: making the right choices in this area is always a tradeoff.
However often this choices end on hard coded interactions between the mo-
dules chosen, minimizing opportunities for reuse, or limiting the scalability
and extensibility of the system. In the case of a more “open” environment,
the design decision is a major one that needs to ensure that reuse, scalability,
extensibility and interaction mechanisms are provided independently of the
visualization technique chosen.
Addressing these issues requires a balance between performance, flexibility
and the amount of expertise required from both users and developers. In this
work we focus our design proposal to overcome these issues.
2.1. The concept
A similar approach as a collaborative environment was initiated back in 1996
when Shneiderman developed a taxonomy of data types by different domain-
specific tasks types [14]. In 2000 they presented the first proposal Snap [7],
formalizing the conceptual model of visualization coordination based on the
fact that the entity-relation model establishes a direct correspondence between
relational data concepts and user-interface concepts, inspired also by previous
success story of RRM [3].
Following North’s [8] design and theoretical proposal we designed an archi-
tecture that provides a solution to the main issue of the original approach: the
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automation and encapsulation of multiple diverse data sources. at the same ti-
me, we transported the idea back into our current ”future”, which is an open,
diverse and collaborative knowledge sharing environment: open source projects,
collaborative code programming, social web environments for knowledge sharing,
etc.
North’s concept establish a direct correspondence between relational data
concepts and user-interface concepts. This correspondence is shown in Table 1:
Relational Data Model User Interface
Relation Visualization
Tuple Item in a visualization
Primary key Item Id
Join Coordination
Tabla 1. Snap Conceptual Model: relational model concepts mapping
Some important details on the implications of this correspondence are:
A visualization displays a relation (a table or query result) from the database.
Coordination between two visualizations is based on the join relationship
between their relations.
Each tuple in a database table is depicted as an individual item in the
visualization. This requires also the assumption that the table or relation,
must have a primary key attribute to uniquely identify the tuple.
This way of modeling the system behaviors is the key to enable a more
scalable and extensible solution to the collaborative environment proposal. as
extensible and powerful the Entity-Relational model is, as well our system will
inherit the strengths (and manage the well-know weaknesses) of the model. This
is an important part of how can the software architecture provide such flexibility,
and enable the use of independent visualization tools developed by others.
3. A new architecture
After the analyses performed to Snap and it’s later Fusion [9] implementation
(refer to Section 4 from [18], we identified four major contributions that will be
used as baseline for our proposal:
Conceptual model: a formal model of visualization coordination based on
the relational data model that provides a strong underlying theory and a
language for specifying coordinations.
User interface: a user interface for constructing coordinated-visualization
interfaces without programming.
Empirical evaluation: an evaluation of users ability to construct and operate
their own coordinated-visualization interfaces.
Implementation: an implemented system that is giving us important lear-
nings and experiences.
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Probably due to the fact that the project itself was somehow pioneer in the
field, several areas for improvement and opportunities were left behind. Table 2
is a summary of the areas for improvement that were identified as part of the
research.
Negative design decision Why?
User oriented Since Snap places significant design capability in the
hands of users, guidelines are needed to help them de-
sign appropiate coordinated visualization interfaces for
their data
Data sources Database constraints: issues with integrating different da-
tabases technologies, or even other common data sources
Complexity Visualizations are not “simple” to build. Managing fra-
mes, javascript compability concerns, etc. places a road-
block for the system: distribution to users
Independent visualizations
or user centered approach Potentially disparate visualizations can be created
Tabla 2. Snap Conceptual Model areas for improvement
Specially the areas for improvement will take our attention, so that these
will be overcomed, and in particular we are to give a solution to the second and
third issues. Next we present a proposal for an architecture to integrate and inter
operate different visualization components; there are two main features that are
going to be addressed on this proposal: the first one is to allow different types of
data sources and to integrate them in a single data model, the other big feature
will be to make the different visualization components to inter operate based on
an event-listener model.
3.1. Back-End
The back-end or data-layer of an information visualization system has proven
to be one of the most challenging and important features that will determine
the usability and effectiveness of a system of this nature.
Today there are many different possibilities and open access for data storage,
just to mention some of them we can identify: relational databases in all their
different flavors (Oracle, MySQL, Postgres, etc.), hierarchical databases (as JCR
or SVN/CVS repositories), spreadsheets, file systems, XML databases and Web
Services. almost all of these possibilities might come with their own mechanism
for data querying, connectivity and compatibility with other technologies and
platforms (operating systems, virtual machines, programming languages).
Our proposal to overcome these issues is be to have a centralized, single data
source,which can be accesible from different platforms (operating systems, vir-
tual machines and programming languages) and to have a single query language
to access it. Plus, given the fact that it may handle different data sets coming
from several data sources (much more options than a relational database) it has
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to be largely scalable and well performing on data retrieval operations for high
volumes of data. We want to create an “universal” data wrapper that will encap-
sulate all the data related concerns from the user to allow him/her focus on data
visualization and analysis and to provide developers with a robust environment
for further visualization development.
In order to allow access to such a diverse range of data stores a single data
access point is provided in the form of a search index (powered by apache Lu-
cene), a place where all that different data can be integrated in a scalable way
following an Entity-Relationship model and where data can be flexibly accessed
through smart fuzzy-logic-enabled queries.
Using a search index implies that an Indexer component (see Figure 1) has to
be written for each different type of data source. The Indexer will take the data
from the original data source and store it in the global index. Once an Indexer
exists for a given data source type it can be reused for any specific instance of
the data source.
Fig. 1. Data sources exposition
It is the main objective of the Indexer component to provide a generic way
of mapping the original data source to an ER model when it’s not the case that
the data source is already modeled that way.
A service-oriented architecture is provided to encapsulate the access to this
centralized data source. Following the current software trends of ubiquity and
collaboration, this implies that the data source has to be cross-platform inter-
operable and web available. This is accomplished by using a combination of
well-known software engineering practices and design patterns (see Figure 2).
The component to interact directly with the search index will be a Data
access Object (DaO)2, it will encapsulate all the technical details of accessing a




change the data source implementation if necessary without affecting the rest of
the components involved.
The DaO will be exposed to external con-
Fig. 2. Data Source Index
sumers by a Service component using the
Session Fac¸ade design pattern3. The Service
component will provide any logic that goes
beyond the simple data access operations pro-
vided by the DaO. One of the main contri-
butions of the Service is to serve data using
the Data Transfer Object design pattern (DTO)4.
It will provide data in a way that transcends
the technical boundaries of the host langua-
ge (Java in this case) by converting its data
types to XML. This is a major requirement
to allow cross-platform interoperability as al-
most all of the current technology platforms
understand XML as a standard language. In
order to make the logic available across dif-
ferent platforms a WebService component will wrap the logic in the Service and
will work as a transport layer making the Service available through the Internet.
Finally, the Schema Discover Service is responsible of handling the data sche-
ma management, necessary to implement Snap visualization model, based on the
relational model approach. This component performs the meta data analysis of
the chosen data source, and determines all possibilities for data joins, or in this
case, visualization interactions. This component as well implements it’s corres-
ponding web service.
3.2. Front-End
The front-end design is based on Snap project conceptual design. Being this
layer in charge of displaying the visualizations through the visualization compo-
nents, and of interoperating them.
To increase it’s potential though, we selected adobe Flex5 as the implemen-
tation technology. In this case, this decision is specially important even in the
design phase, as it will allow us to easily implement the required functionali-
ties but also to complete the open environment and community concept of this
project, since Flex is becoming a strong and big community supported tool.
From the front-end point of view, and implementing [7] visualization contro-
ller approach, the architecture works based on an Event Manager layer, which
handles data sources and visualization collaborative interactions, following the
3 Core J2EE Patterns, Session Facade http://java.sun.com/blueprints/
corej2eepatterns/Patterns/SessionFacade.html
4 Core J2EE Patterns. Transfer Object http://java.sun.com/blueprints/
corej2eepatterns/Patterns/TransferObject.html
5 http://www.adobe.com/products/flex/
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entity relation model (applied here to visualizations handling and communica-
tion processes) in such a way that visualizations won’t even know they are part of
such an environment (making it easier to include new and different visualization
components as needed -hence empowering tech-savy users to collaborate to the
architecture-), and together potentiate the power of visualization techniques.
The DataProvider Service component will
Fig. 3. Java back-end layer inter-
operating with Flex front-end la-
yer
be the consumer of the WebService compo-
nent defined as part of the back-end and
act as an abstract data source for the rest
of components on the front-end side, as seen
in Figure 3.
The DataProvider component will be the
Flex counter-part of the Data Provider Web
Service, encapsulating all the WebService-
related access details to the rest of the ar-
chitecture. The data exchanged between Ja-
va and Flex will follow the DTO pattern6
and will be formatted using XML.
The Visualization Initializer component, which communicates with the back-
end through the Schema Discover web Service, will start it’s work every time a
new data source is requested. It will get the results of the meta data analyses
(possible joins = possible visualization interactions), initialize the required or
available visualization components and register them within the EventManager
Component. It will also store information of the possible relations from the data
set, (following Snap’s proposal of a Visualization schema model [10]).
The communication between the visualization components will be coordi-
nated by the EventManager component. This will follow the Observer design
pattern7 having the visualization components posting events to the EventMana-
ger and this one in turn, broadcasting these events to all the other visualization
components who will have a listener implemented for that particular event (see
Figure 4).
The EventManager component is in charge of the joins coordination transla-
ted as events between visualizations. This implies that each visualization com-
ponent will have a subcomponent of EventListener that implements listeners for
the particular events that are of interest to the requirements of the visualization
represented by the component.The EventList ner component that each visualization should implement sim-
plifies the Snap’s aPI approach taken, facilitating the “users distribution” weak-
ness from it’s design.Handling events while maintaining the required data struc-
tures will be handled in the EventManager component.
6 Core J2EE Patterns - Transfer Object http://java.sun.com/blueprints/
corej2eepatterns/Patterns/TransferObject.html
7 Observer Pattern definition http://en.wikipedia.org/w/index.php?title=
Observer_pattern&oldid=24969593
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Fig. 4. Event Manager component proposed architecture
3.3. The whole picture
Next we describe a typical flow of conversation in the architecture. Before
starting to visualize a data source the user will have to provide his/her data set
to the back-end, this could be achieved either by providing the user with a web
application where the data can be uploaded, connect to a web service or accessing
a database server directly. Once the data set is provided it will get indexed
by the corresponding Indexer component according to the dataset’s container
technology (meaning whether the data was provided using a spreadsheet, a data
base, xml, etc.).The process of indexing will only happen the first time a data set
is provided, subsequent uses of that particular data set can be achieved without
reindexing.
Once the data is in place, the user can start working on the visualization
interface and specify which data set is going to be used. This will result on an
invocation to the Visualization Initializer component, who will access the Sche-
ma Discover Service using the corresponding web service, the Schema Discover
Service will query the Data Provider Service to obtain the data set’s metadata
and determine the possible join relationships and coordinations between visua-
lizations, reusing the design and algorithm proposed by the Snap project ([10]).
For this, the Data Provider will access the index using the DaO component,
performing a query to obtain the metadata of the data set. The Visualization
Initializer will init the visualization components and store the possible joins or
coordinations between visualizations suggested by the Schema Discover Service.
It will also start the Event Manager and register the Visualizations’ listeners on
it.
All requests from the visualization components to the Data Provider will
access the Data Provider Service in the back-end ending up on requests to the
underlying index through the DaO component.
When the user starts to interact with a visualization component it may start
posting events to the Event Manager which will provoke the manager to broad-
cast the event to the other visualization components suggesting them changes on
their behaviour (according to how they are programmed to deal with that parti-
cular event); this changes may imply reloading data, zooming, filtering, etc. This
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will provide the user with the experience of having integrated and interoperable
visualization components.
The unified diagram of the architecture components and their relationships
with one another is shown in Figure 5.
Fig. 5. architecture proposal
4. First proof of concept
To serve as a proof of concept that Flex was one of the best implementation
technologies options to bring this work to reality, we designed and implemented
one visualization component, that would fit within our architecture proposal.
also, an “Integration layer” was built as well to simulate the external data load
that the components from our architecture need to implement. In this case, a
web service interfaces with the component data manager to load data into the
visualization (for details on implementation and final conclusions please refer to
[18]).
Due to the fact that parallel coordinates are both: a common way of vi-
sualizing multivariate data but a not that popular open source visualization
component, we chose this implementation to be our initial practical proof of
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concept for Flex and actionScript 3 features to easy this type of development. as
well, our implementation includes another visualization technique that intends
to enhance the power of the parallel coordinate analysis. We included a Heatmap
simple component embedded into the coordinates plot.
Figure 6 shows the parallel coordinates component, including the visualiza-
tion of a HeatMap8. For more details refer to [18].
Fig. 6. Parallel Coordinates with Heatmap functionality turned on, presenting data
occlusion issues.
The results of this implementation where successful, not only did we verify
the fact that Flex is a good option for the creation of visual software pieces, but
also it’s own architecture and philosophy supports our goal of creating individual
component-oriented information visualization pieces. as a first experience and
experiment with Flex technology and the design proof of concept we believe we
achieved our main goals of getting the required knowledge on both the technology
and design to be used in the final implementation of our work.
5. Conclusions
This work started as an individual idea of how to provide an easier access
to the information visualization field to common users. after starting the state
of the art overview, we found the idea of this collaborative component based
environment was not only shared among an important part of the informa-
tion visualization community, but that previous implementation work, proofs of
concept and mostly theoretical researches and proposals were being discussed.
However these were never completely implemented, or if so, where not published
and shared effectively beyond the scientific community.
From the Snap work and from the review of other authors previous experien-
ces, we detailed and enhanced our conceptual idea, incorporating the positive
conceptual aspects(as the Entity Relation model metaphor, visualization sche-
mas and collaborative coordination algorithms) into our initial design. as well
8 Graphical representation of data where the values taken by a variable in a two-
dimensional map are represented as colorshttp://www.askdavetaylor.com/whats_
a_google_web_page_heat_map.html.
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we identified the weaknesses and aspects to be improved from these experiences,
and proposed solutions to overcome them.
With the new technology available (both enabled for building visualizations
and handling data access), good architecture practices and a simple, clean de-
sign, this architecture overcomes the issues that previous researchers encounter
in the past 10 years. a collaborative multi-view visualization environment may
help users, researchers, designers, and developers in rapidly obtaining results
and making decisions from diverse data, transforming it into information. This
research and proposal signifies a first step made towards applied information
visualization into the “real world” daily problems our users face. It intends to
bring the visualizations more close to the user, giving him/her the power and
the simplicity to create new knowledge.
6. Future Work
Based both on the analyses of some of the areas for improvement of the tools
and concepts utilized to build our proposal, and on the previous experience of
the Snap creators and other researches reviewed as part of this work, we set
a challenging area for future work to be done. To start, this is a conceptual,
paper based proposal. For this to become as powerful as we want it to be, we
need to take this ideas and put them in reality, implementing the architecture
is obviously our next step. This also implies reviewing and describing all the
details and nuances of the design that our proposal requires to become a reality.
In this version of the proposal we are not getting into the details of the
“user-profile” components of the design. Meaning the implementation details
and structures to support the user preferences to be saved, as well as to be
able to save his/her visualization schemas and sub data sets created. For this
implementation to be successful, a separate design of the front-end user interface
should be carefully evaluated and defined. The user interface design needs not
only to comply with information visualization techniques but as well needs to
be light and well integrated to maintain the performance and easy-to-use goals
that our work included as main objectives.
Two of the more challenging features that would be included in the final
implementation include data mining algorithms integrated into the Schema Dis-
cover Service or as an independent component of our back-end. as well as the
implementation (inspired in Seo and Shneiderman’s work [13]) of a “recommen-
dation” feature, where the system will automate the selection of the best visua-
lization types or components, based on the analysis of the data to be visualized.
This work generated the motivation and investigation field for a much more
major, profound and interesting research and work to be done.
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