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ON EIGENVALUE ACCUMULATION FOR NON-SELF-ADJOINT
MAGNETIC OPERATORS
DIOMBA SAMBOU
Abstract. In this work, we use regularized determinants to study the discrete spectrum
generated by relatively compact non-self-adjoint perturbations of the magnetic Schrödinger
operator (−i∇−A)2 − b in R3, with constant magnetic field of strength b > 0. The distri-
bution of the above discrete spectrum near the Landau levels 2bq, q ∈ N, is more interesting
since they play the role of thresholds of the spectrum of the free operator. First, we obtain
sharp upper bounds on the number of complex eigenvalues near the Landau levels. Un-
der appropriate hypothesis, we then prove the presence of an infinite number of complex
eigenvalues near each Landau level 2bq, q ∈ N, and the existence of sectors free of complex
eigenvalues. We also prove that the eigenvalues are localized in certain sectors adjoining
the Landau levels. In particular, we provide an adequate answer to the open problem from
[34] about the existence of complex eigenvalues accumulating near the Landau levels. Fur-
thermore, we prove that the Landau levels are the only possible accumulation points of the
complex eigenvalues.
1. Introduction and motivations
Presently, there is an increasing interest of mathematical physics community in the spectral
theory of non-self-adjoint differential operators. Several results on the discrete spectrum gen-
erated by non-self-adjoint perturbations have been established for the quantum Hamiltonians.
Still, most of them give Lieb-Thirring type inequalities or upper bounds on certain distribu-
tional characteristics of eigenvalues, [15, 5, 4, 9, 10, 19, 16, 42, 7, 34, 12]
(
for an extensive
reference list on the subject, see for instance the references given in [42, 7]
)
. Otherwise, results
on spectral properties on non-self-adjoint operators can be found in the article by Sjöstrand
[38] and the references given there. In most of the above papers, the non-trivial question of
the existence of complex eigenvalues near the essential spectrum is not treated and stays open.
For instance, in [42], Wang studied −∆ + V in L2(Rn), n ≥ 2, where the potential V is
dissipative. That is,
(1.1) V (x) = V1(x)− iV2(x),
where V1 and V2 are two measurable functions such that V2(x) ≥ 0, and V2(x) > 0 on an open
non empty set. He showed that if the potential decays faster than |x|−2, then the origin is
not an accumulation point of the complex eigenvalues. For more general complex potentials
without sign restriction on the imaginary part, it is still unknown whether the origin can be an
accumulation point of complex eigenvalues or not. In this connection, the author [35] proves
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2 DIOMBA SAMBOU
the existence of complex eigenvalues near the Landau levels together with their localization
property for non-self-adjoint two-dimensional Schrödinger operators with constant magnetic
field.
Motivated by Wang’s work [42], the current paper is devoted to the same type of results
on eigenvalues near the Landau levels for the three-dimensional Schrödinger operator with
constant magnetic field. Now, the essential spectrum of the operator under consideration
equals R+, and the Landau levels play the role of thresholds. Consequently, the situation is
more complicated than the non-self-adjoint case of the two-dimensional Schrödinger operator
studied in [35], where the essential spectrum coincides with the (discrete) set of the Landau
levels.
The magnetic field B is generated by the magnetic potential A = (− bx22 , bx12 , 0). Namely,
B = curl A = (0, 0, b) with constant direction, where b > 0 is a constant giving the strength
of the magnetic field. Then, the magnetic Schrödinger operator is defined by
(1.2) H0 := (−i∇−A)2 − b =
(
−i ∂
∂x1
+
b
2
x2
)2
+
(
−i ∂
∂x2
− b
2
x1
)2
+
(
−i ∂
∂x3
)2
− b,
in L2(R3) with x = (x1, x2, x3) ∈ R3. Actually, H0 is the self-adjoint operator associated with
the closure q of the quadratic form
(1.3) q(u) =
∫
R3
(∣∣(−i∇−A)u(x)∣∣2 − b|u(x)|2) dx,
originally defined on C∞0 (R3). The form domain D(q) of q is the magnetic Sobolev space
H1A(R3) :=
{
u ∈ L2(R3) : (−i∇ − A)u ∈ L2(R3)}, (see for instance [23]). Setting X⊥ :=
(x1, x2) ∈ R2 and L2(R3) = L2(R2X⊥)⊗ L2(Rx3), H0 can be rewritten in the form
(1.4) H0 = HLandau ⊗ I3 + I⊥ ⊗
(
− ∂
2
∂x23
)
.
Here,
(1.5) HLandau :=
(
−i ∂
∂x1
+
b
2
x2
)2
+
(
−i ∂
∂x2
− b
2
x1
)2
− b
is the shifted Landau Hamiltonian, self-adjoint in L2(R2), and I3, I⊥ are the identity operators
in L2(Rx3) and L2(RX⊥) respectively. It is well known
(
see for instance [1, 11]
)
that the
spectrum of HLandau consists of the so-called Landau levels Λq := 2bq, q ∈ N := {0, 1, 2, . . .},
and dim Ker(HLandau − Λq) =∞. Hence,
σ(H0) = σac(H0) = [0,+∞),
and, once again, the Landau levels play the role of thresholds of this spectrum.
Remark 1.1. Looking at (1.4) as well as the structure of the spectrum of HLandau and the
one of − ∂2
∂x23
, one sees that the structure of H0 is quite close to the one of the (free) quantum
waveguide Hamiltonians.
Let us introduce some important definitions. Let M be a closed linear operator acting on
a separable Hilbert space H . If z is an isolated point of σ(M), the spectrum of M , let γ be
a small positively oriented circle centred at z and containing z as the only point of σ(M).
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Definition 1.1 (Discrete eigenvalue). The point z is said to be a discrete eigenvalue of M if
its algebraic multiplicity is finite and
(1.6) mult(z) := rank
(
1
2ipi
∫
γ
(M − ζ)−1dζ
)
.
Note that we have mult(z) ≥ dim(Ker(M − z)), the geometric multiplicity of z. The
inequality becomes an equality if M is self-adjoint.
Definition 1.2 (Discrete spectrum). The discrete spectrum of M is defined by
(1.7) σdisc(M) :=
{
z ∈ C : z is a discrete eigenvalue of M}.
Definition 1.3 (Essential spectrum). The essential spectrum of M is defined by
(1.8) σess(M) :=
{
z ∈ C : M − z is not a Fredholm operator}.
It is a closed subset of σ(M).
The purpose of this paper is to investigate the distribution of the discrete spectrum near
the essential spectrum of the perturbed operator
(1.9) H := H0 +W on Dom(H0),
where W : R3 −→ C is a non-self-adjoint relatively compact perturbation with respect to H0.
In (1.9), W is identified with the multiplication operator by the function (also denoted) W .
In the sequel, W is supposed to satisfy some general assumptions
(
see (1.13)
)
.
To put our results in perspective, let us first discuss known results in the case of self-adjoint
perturbations. It is well known
(
see for instance [1, Theorem 1.5]
)
that if W : R3 −→ R
satisfies
(1.10) W (x) ≤ −C1U (x), x ∈ R3,
for some constant C > 0 and some non-empty open set U ⊂ R3, then the discrete spectrum of
H is infinite. Moreover, if W is axisymmetric (i.e. depends only on |X⊥| and x3) and verifies
(1.10), then it is known
(
see for instance [1, Theorem 1.5]
)
that H has an infinite number
of eigenvalues embedded in the essential spectrum. In the case where W is axisymmetric
verifying
(1.11) W (x) ≤ −C1S(X⊥)(1 + |x3|)−m3 , m3 ∈ (0, 2), x = (X⊥, x3) ∈ R3,
for some constant C > 0 and some non-empty open set S ⊂ R2, it is also proved (see [30, 31])
that below each Landau level 2bq, q ∈ N, there is an infinite sequence of discrete eigenvalues
of H converging to 2bq. In [2, 3], the resonances of the operator H near the Landau levels
have been investigated for self-adjoint potentials W decaying exponentially in the direction of
the magnetic field. Namely,
(1.12) W (x) = O((1 + |X⊥|)−m⊥ exp (−N |x3|), x = (X⊥, x3) ∈ R3,
with m⊥ > 0 and N > 0. Other results on the distribution of discrete spectrum for magnetic
quantum Hamiltonians perturbed by self-adjoint electric potentials can be found in [20, Chap.
11-12], [26, 27, 28, 25, 39, 40, 33] and the references therein.
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Throughout this paper, our minimal assumption on W defined by (1.9) is the following:
(1.13)
Assumption (A1):

•W ∈ L∞(R3,C),W (x) = O(F (X⊥)G(x3)), x = (X⊥, x3) ∈ R3,
•F ∈ (L p2 ∩ L∞)(R2,R∗+) for some p ≥ 2,
•R∗+ 3 G(x3) = O
(〈x3〉−m),m > 3,
where 〈y〉 := √1 + |y|2 for y ∈ Rd.
Remark 1.2. Typical example of potentials satisfying Assumption (A1) is the special case
of potentials W : R3 → C such that
(1.14) W (x) = O(〈X⊥〉−m⊥〈x3〉−m), m⊥ > 0, m > 3.
We can also consider the class of potentials W : R3 → C such that
(1.15) W (x) = O(〈x〉−α), α > 3.
Indeed, condition (1.15) implies that (1.14) holds for any m ∈ (3, α) and m⊥ = α−m > 0.
UnderAssumption (A1), we establish (see Lemma 3.1) that the weighted resolvent |W | 12 (H0−
z)−1 belongs to the Schatten-von Neumann class Sp (see Subsection 3.1 where the classes Sp,
p ≥ 1 are introduced). Consequently, W is relatively compact with respect to H0. Then, from
Weyl’s criterion on the invariance of the essential spectrum, it follows that
(1.16) σess(H) = σess(H0) = [0,+∞).
However, the electric potential W may generate (complex) discrete eigenvalues
(
σdisc(H)
)
that can only accumulate to σess(H), see [18, Theorem 2.1, p. 373]. A natural question is to
sharpen the rate of this accumulation by studying the distribution of σdisc(H) near [0,+∞),
in particular near the spectral thresholds 2bq, q ∈ N. Motivated by this problem, the following
result [34], often called a generalized Lieb-Thirring type inequality
(
see Lieb-Thirring [22] for
original work
)
, is obtained by using complex analysis tools developed by Borichev-Golinskii-
Kupin [4].
Theorem 1.1. [34, Theorem 1.1]
Let H := H0 + W with W : R3 −→ C being bounded and satisfying the inequality W (x) =
O(F (x)G(x3)), where F ∈ (L∞ ∩ Lp)(R3), p ≥ 2, and G ∈ (L∞ ∩ L2)(R). Then, for any
0 < ε < 1, we have
(1.17)
∑
z ∈ σdisc(H)
dist
(
z, [Λ0,+∞)
) p
2+1+ε dist
(
z,∪∞q=0{Λq}
)( p4−1+ε)+
(1 + |z|)γ ≤ C1K,
where γ > d+ 32 , C1 = C(p, b, d, ε) and
K := ‖F‖pLp
(‖G‖L2 + ‖G‖L∞)p(1 + ‖W‖∞)d+ p2+ 32+ε.
Here, r+ := max(r, 0) for r ∈ R.
We give few comments on the above result to make the connection with the present problem
more explicit. Let (z`)` ⊂ σdisc(H) be a sequence of complex eigenvalues that converges non-
tangentially to a Landau level Λq = 2bq, q ∈ N. Namely,
(1.18) |<(z`)− 2bq| ≤ C |=(z`)|,
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for some constant C > 0
(
(iii) of Theorem 2.3 implies that a such sequence exits if W in The-
orem 1.1 satisfies the required conditions
)
. Thus, bound (1.17) implies (taking a subsequence
if necessary), that
(1.19)
∑
`
dist
(
z`,∪∞q=0{Λq}
)( p
2
+1+ε)+( p
4
−1+ε)+ <∞.
Formally, (1.19) means that the sequence (z`)` converges to the Landau level with a rate
convergence larger than 1
( p
2
+1+ε)+( p
4
−1+ε)+ . This means that the “convergence exponent” of
such sequences near the Landau levels is a monotone function of p. However, even if Theorem
1.1 allows to estimate formally the rate accumulation of the complex eigenvalues (near the
Landau levels), it does not prove their existence.
Two important points of the present paper are to be taken into account. First, we prove the
presence of infinite number of complex eigenvalues of H near each Landau level 2bq, q ∈ N, for
certain classes of potentialsW satisfying Assumption (A1). Second, we prove that the Landau
levels are the only possible accumulation points of the discrete eigenvalues, see Theorem 2.4.
It is worth mentioning that we expect this to be a general phenomenon.
Our techniques are close to those from [2] used for the study of the resonances near the
Landau levels for self-adjoint electric potentials. Firstly, we obtain sharp upper bound on
the number of discrete eigenvalues in small annulus around a Landau level 2bq, q ∈ N, for
general complex potentialsW satisfying Assumption (A1) (see Theorem 2.1). Secondly, under
appropriate assumption
(
see Assumption (A2) given by (2.10)
)
, we obtain a special upper
bound on the number of discrete eigenvalues outside a semi-axis in annulus centred at a
Landau level (see Theorem 2.2). Under additional hypothesis,
(
see Assumption (A3) given
by (2.12)
)
, we establish corresponding lower bounds implying the existence of an infinite
number of discrete eigenvalues or the absence of discrete eigenvalues in some sectors adjoining
the Landau levels 2bq, q ∈ N (see Theorem 2.3). In particular, we derive from Theorem 2.3 a
criterion of non-accumulation of complex eigenvalues ofH near the Landau levels, see Corollary
2.1 (see also Conjecture 2.1). Loosely speaking, our methods can be viewed as a Birman-
Schwinger principle applied to the non-self-adjoint perturbed operator H (see Proposition
3.2). By this way, we reduce the study of the discrete eigenvalues near the essential spectrum,
to the analysis of the zeros of a holomorphic regularized determinant.
The paper is organized as follows. Section 2 is devoted to the statement of our main results.
In Section 3, we recall useful properties on regularized determinant defined for operators lying
in the Schatten-von Neumann classes Sp, p ≥ 1. Furthermore, we establish a first reduction of
the study of the complex eigenvalues in a neighbourhood of a fixed Landau level 2bq, q ∈ N,
to that of the zeros of a holomorphic function. In Section 4, we establish a decomposition
of the weighted free resolvent, which is crucial for the proofs of our main results in Sections
5-7. Section 9 is a brief Appendix presenting tools on the index of a finite meromorphic
operator-valued function.
2. Formulation of the main results
We start this section with a list of useful notations and definitions.
We denote Pq the orthogonal projection onto Ker(HLandau − Λq), Λq = 2bq, q ∈ N.
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ForW satisfying Assumption (A1), introduceW the multiplication operator by the function
(also denoted) W : R2 −→ R defined by
(2.1) W(X⊥) :=
1
2
∫
R
|W (X⊥, x3)|dx3.
By [27, Lemma 5.1], if U ∈ Lp(R2), p ≥ 1, then PqUPq ∈ Sp for any q ∈ N. According to
(1.13),W(X⊥) = O
(
F (X⊥)
)
= O(F 12 (X⊥)). Thus, since F 12 ∈ Lp(R2), the Toeplitz operator
PqWPq ∈ Sp for any q ∈ N.
Our results are closely related to the quantity Tr1(r,∞)
(
PqWPq
)
, r > 0. When the function
W = U admits a power-like decay, a exponential decay, or is compactly supported, then
asymptotic expansions of Tr1(r,∞)
(
PqWPq
)
as r ↘ 0 are well known:
(i) If 0 ≤ U ∈ C1(R2) satisfies U(X⊥) = u0
(
X⊥/|X⊥|
)|X⊥|−m(1 + o(1)), |X⊥| → ∞, u0
being a non-negative continuous function on S1 not vanishing identically, and |∇U(X⊥)| ≤
C1〈X⊥〉−m−1 with some constants m > 0 and C1 > 0, then by [27, Theorem 2.6]
(2.2) Tr1(r,∞)
(
PqUPq
)
= Cmr
−2/m(1 + o(1)), r ↘ 0,
where Cm := b4pi
∫
S1 u0(t)
2/mdt. Note that in [27, Theorem 2.6], (2.2) is stated in a more
general version including higher even dimensions n = 2d, d ≥ 1.
(ii) If 0 ≤ U ∈ L∞(R2) satisfies lnU(X⊥) = −µ|X⊥|2β
(
1 + o(1)
)
, |x| → ∞, with some
constants β > 0 and µ > 0, then by [29, Lemma 3.4]
(2.3) Tr1(r,∞)
(
PqUPq
)
= ϕβ(r)
(
1 + o(1)
)
, r ↘ 0,
where we set for 0 < r < e−1
ϕβ(r) :=

1
2bµ
−1/β| ln r|1/β if 0 < β < 1,
1
ln(1+2µ/b) | ln r| if β = 1,
β
β−1
(
ln | ln r|)−1| ln r| if β > 1.
(iii) If 0 ≤ U ∈ L∞(R2) is compactly supported and if there exists a constant C > 0 such
that C ≤ U on an open non-empty subset of R2, then by [29, Lemma 3.5]
(2.4) Tr1(r,∞)
(
PqUPq
)
= ϕ∞(r)
(
1 + o(1)
)
, r ↘ 0,
with ϕ∞(r) :=
(
ln | ln r|)−1| ln r|, 0 < r < e−1. Note that extensions of [29, Lemmas 3.4 and
3.5] in higher even dimensions are established in [25].
Now, introduce respectively the upper and lower half-planes by
(2.5) C± :=
{
z ∈ C : ±=(z) > 0}.
For a fixed Landau level Λq = 2bq, q ∈ N, and 0 ≤ a1 < a2 ≤ 2b, define the ring
(2.6) Ωq(a1, a2) :=
{
z ∈ C : a1 < |Λq − z| < a2
}
,
and the half-rings
(2.7) Ω±q (a1, a2) := Ωq(a1, a2) ∩ C±.
For ν > 0, we introduce the domains
(2.8) Ω±q,ν(a1, a2) := Ω
±
q (a1, a2) ∩
{
z ∈ C : |=(z)| > ν}.
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Our first main result gives an upper bound on the number of discrete eigenvalues in small
half-rings around a Landau level 2bq, q ∈ N.
Theorem 2.1 (Upper bound). Assume that Assumption (A1) holds with 0 < ‖W‖∞ < 2b
small enough. Then, there exists 0 < r0 <
√
2b such that for any r > 0 with r < r0 <
√
5
2r
and any q ∈ N,
(2.9) #
{
z ∈ σdisc(H) ∩ Ω±q,ν(r2, 4r2)
}
= O
(
Tr1(r,∞)
(
PqWPq
)| ln r|),
0 < ν < 2r2. In particular, if the functionW is compactly supported, then Tr1(r,∞)
(
PqWPq
)
=
O
((
ln | ln r|)−1| ln r|) as r ↘ 0.
In order to formulate the rest of our main results, it is necessary to make additional restrictions
on W . Namely,
(2.10)
Assumption (A2):
{
W = eiαV with α ∈ R \ piZ, and V : Dom(H0) −→ L2(R3) is the
multiplication operator by the function V : R3 −→ R.
Note that in Assumption (A2), we can replace eiα by any complex number c = |c|eiArg(c) ∈
C \ R.
Remark 2.1. (i) In (2.10), when V is of definite sign (i.e. ±V ≥ 0), since the change of the
sign consists to replace α by α+ pi, then it is enough to consider only V ≥ 0.
(ii) For ± sin(α) > 0 and V ≥ 0, the discrete eigenvalues z of H satisfy ±=(z) ≥ 0.
The next result gives an upper bound on the number of discrete eigenvalues outside a semi-axis,
in small half-rings around a Landau level.
Theorem 2.2 (Upper bound, special case). LetW satisfy Assumption (A1) with 0 < ‖W‖∞ <
2b small enough, F ∈ L1(R2), and Assumption (A2) with V ≥ 0, α = ±3pi4 . Then, for any
θ > 0 small enough, there exists r0 > 0 such that for any r > 0 with r < r0 <
√
5
2r and any
q ∈ N,
(2.11) #
{
z ∈ σdisc(H) ∩ Ω±q,ν(r2, 4r2) ∩ E±q (α, θ)
}
= O(| ln r|),
0 < ν < 2r2, where E±q (α, θ) := Ωq(0, 2b) \
(
2bq + ei(2α∓pi)ei(−2θ,2θ)(0, 2b)
)
.
Remark 2.2. Notice that in the setting E±q (α, θ) above, we have just excluded an angular
sector of amplitude 4θ around the semi-axis z = 2bq + ei(2α∓pi)(0, 2b).
To get the existence of an infinite number of complex eigenvalues near the Landau levels, we
need to assume at least that the function W defined by (2.1) has an exponential decay:
(2.12) Assumption (A3):
{
W ∈ L∞(R2), lnW(X⊥) ≤ −C〈X⊥〉2
for some constant C > 0.
Theorem 2.3 (Sectors free of complex eigenvalues, upper and lower bounds). Under the
assumptions and the notations of Theorem 2.2 with the condition F ∈ L1(R2) removed, for
any θ > 0 small enough, there exists ε0 > 0 such that:
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(i) For any 0 < ε ≤ ε0, Hε := H0 + εW has no discrete eigenvalues in
(2.13) Ω±q (r
2, r20) ∩ E±q (α, θ), r0  1.
(ii) If moreover F ∈ L1(R2) in Assumption (A1), then there exists r0 > 0 such that for any
0 < r < r0 and 0 < ε ≤ ε0,
(2.14) #
{
z ∈ σdisc(Hε) ∩ Ω±q,ν
(
4r2
9
,
9r2
4
)}
= O
(
Tr1( r2 ,4r)
(
εPqWPq
))
, 0 < ν <
8r2
9
.
(iii) Let W satisfy Assumption (A3). Then, for any 0 < ε ≤ ε0, there is an accumulation
of discrete eigenvalues of Hε near 2bq, q ∈ N, in a sector around the semi-axis z = 2bq +
ei(2α∓pi)]0,+∞), for
(2.15) α ∈ ±
(pi
2
, pi
)
.
More precisely, there exists a decreasing sequence (r`)` of positive numbers r` ↘ 0 such that
(2.16)
#
{
z ∈ σdisc(Hε) ∩ Ω±q (ε2r2`+1, ε2r2` ) ∩
(
2bq + ei(2α∓pi)ei(−2θ,2θ)(0, 2b)
)}
≥ Tr1(r`+1,r`)
(
PqWPq
)
.
2bq r2 r
2
0
eiαR+
pi − α
<(z)
=(z) y = tan(2α− pi) (x− 2bq)
2θ
2θ
Ω+q (r
2, r20) ∩ E+q (α, θ)
××
××××××
××
×××
××
××
×
××
W = eiαV
α ∈ (pi2 , pi), V ≥ 0
× ×
×
×
××
×
×
×
×
×
Figure 2.1. Graphic illustration of the localization of the complex
eigenvalues near a Landau level: In a domain Ω+q,ν(r2, r20) ∩ Ω+q (r2, r20) ∩
E+q (α, θ), the number of complex eigenvalues of H := H0 +eiαV is bounded by
O(| ln r|), see Theorem 2.2. For θ small enough and 0 < ε ≤ ε0 small enough,
Hε := H0 + εe
iαV has no complex eigenvalues in Ω+q (r2, r20) ∩E+q (α, θ). They
are localized around the semi-axis z = 2bq + ei(2α−pi)]0,+∞), see (i) and (iii)
of Theorem 2.3.
Let us mention an important immediate consequence of Theorem 2.3-(i).
Corollary 2.1 (Non-accumulation of complex eigenvalues). Under the assumptions and the
notations of Theorem 2.3, there is no accumulation of discrete eigenvalues of Hε near 2bq,
q ∈ N, for any 0 < ε ≤ ε0, if
(2.17) α ∈ ±
(
0,
pi
2
)
.
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Figure 2.2. Summary of results.
Our results are summarized in Figure 2.2.
About the accumulation of the complex eigenvalues of Hε near the landau levels, our results
hold for each 0 < ε ≤ ε0. Although this topic exceeds the scope of this paper, we expect this
to be a general phenomenon in the sense of the following conjecture:
Conjecture 2.1. Let W = ΦV satisfy Assumption (A1) with Φ ∈ C \ Reik pi2 , k ∈ Z, and
V : R3 −→ R of definite sign. Then, there is no accumulation of complex eigenvalues of H
near 2bq, q ∈ N, if and only if <(W ) > 0.
The next result states that the Landau levels are the only possible accumulation points of the
complex eigenvalues in some particular cases. Notations are those from above.
Theorem 2.4 (Dominated accumulation). Let the assumptions of Theorem 2.3 hold with
α ∈ ± (pi2 , pi). Then, for any 0 < η < √2b and any θ > 0 small enough, there exists ε˜0 > 0
such that for each 0 < ε ≤ ε˜0, Hε has no discrete eigenvalues in
(2.18) Ω±q (0, η
2) \
(
2bq + ei(2α∓pi)ei(−2θ,2θ)(0, η2)
)
.
If α ∈ ± (0, pi2 ), then Hε has no discrete eigenvalues in Ω±q (0, η2). In particular, the Landau
levels 2bq, q ∈ N, are the only possible accumulation points of the discrete eigenvalues of Hε.
Remark 2.3. Since the Landau levels are the only possible accumulation points of the discrete
eigenvalues, then an immediate consequence of Theorem 2.4 is that for α ∈ ± (0, pi2 ) there is
no accumulation of complex eigenvalues of Hε, 0 < ε ≤ ε˜0, near the whole real axis.
Remark 2.4. In higher dimension n ≥ 3, the magnetic self-adjoint Schrödinger operator H0
in L2(Rn) has the form (−i∇−A)2, A := (A1, . . . , An) being a magnetic potential generating
the magnetic field. By introducing the 1-form A := ∑nj=1Ajdxj , the magnetic field B can be
defined as its exterior differential. Namely, B := dA = ∑j<k Bjkdxj ∧ dxk with
(2.19) Bjk :=
∂Ak
∂xj
− ∂Aj
∂xk
, j, k = 1, . . . , n.
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For n = 3, the magnetic field is identified with B = (B1, B2, B3) := curl A, where B1 = B23,
B2 = B31 and B3 = B12. In the case where the Bjk do not depend on x ∈ Rn, the magnetic
field can be viewed as a real antisymmetric matrix B :=
{
Bjk
}n
j,k=1
. Assume that B 6= 0, put
2d := rankB and k := n−2d = dimKerB. Introduce b1 ≥ . . . ≥ bd > 0 the real numbers such
that the non-vanishing eigenvalues of B coincide with ±ibj , j = 1, . . . , d. Consequently, in
appropriate Cartesian coordinates (x1, y1, . . . , xd, yd) ∈ R2d = RanB and λ = (λ1, . . . , λk) ∈
Rk = KerB, k ≥ 1, the operator H0 can be defined as
(2.20) H0 =
d∑
j=1
{(
−i ∂
∂xj
+
bjyj
2
)2
+
(
−i ∂
∂yj
− bjxj
2
)2}
+
k∑
`=1
∂2
∂λ2`
.
The operator H0 given by (1.2) considered in this paper, is just the magnetic Schrödinger
operator defined by (2.20) shifted by −b in the particular case n = 3 (then d = 1, k = 1),
b1 = b2 = b and b3 = 0. However, our results remain valid at least for the case n = 2d + 1
(then k = 1) with d ≥ 1. The general case for the operator (2.20) is an open problem.
3. Preliminaries and first reductions
3.1. Schatten-von Neumann classes and determinants. Recall that H denotes a sep-
arable Hilbert space. Let S∞(H ) be the set of compact linear operators on H . Denote
sk(T ) the k-th singular value of T ∈ S∞(H ). The Schatten-von Neumann classes Sp(H ),
p ∈ [1,+∞), are defined by
(3.1) Sp(H ) :=
{
T ∈ S∞(H ) : ‖T‖pSp :=
∑
k
sk(T )
p < +∞
}
.
We will write simply Sp when no confusion can arise. For T ∈ Sp, the p-regularized determi-
nant is defined by
(3.2) detdpe(I − T ) :=
∏
µ ∈ σ(T )
(1− µ) exp
dpe−1∑
k=1
µk
k
,
where dpe := min{n ∈ N : n ≥ p}. The following properties are well-known about this
determinant
(
see for instance [36]
)
:
a) detdpe(I) = 1.
b) For any bounded operators A, B on H such that AB and BA ∈ Sp, detdpe(I −AB) =
detdpe(I −BA).
c) The operator I − T is invertible if and only if detdpe(I − T ) 6= 0.
d) If T : Ω −→ Sp is a holomorphic operator-valued function on a domain Ω, then so is the
function detdpe
(
I − T (·)) on Ω.
e) If T is a trace-class operator (i.e. T ∈ S1), then
(
see for instance [36, Theorem 6.2]
)
(3.3) detdpe(I − T ) = det (I − T ) exp
dpe−1∑
k=1
Tr(T k)
k
 .
f) For T ∈ Sp, the inequality
(
see for instance [36, Theorem 6.4]
)
(3.4) |detdpe(I − T )| ≤ exp
(
Γp‖T‖pSp
)
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holds, where Γp is a positive constant depending only on p.
g) detdpe(I − T ) is Lipschitz as function on Sp uniformly on balls:
(3.5)
∣∣detdpe(I − T1)− detdpe(I − T2)∣∣ ≤ ‖T1 − T2‖Sp exp(Γp(‖T1‖Sp + ‖T2‖Sp + 1)dpe) ,(
see for instance [36, Theorem 6.5]
)
.
3.2. On the relatively compactness of the potential W with respect to H0.
Lemma 3.1. Let g ∈ Lp(R3), p ≥ 2. Then, g(H0−z)−1 ∈ Sp for any z ∈ ρ(H0) (the resolvent
set of H0), with
(3.6)
∥∥g(H0 − z)−1∥∥pSp ≤ C‖g‖pLpsupps∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣,
where C = C(p) is constant depending on p.
Proof. Constants are generic, i.e. changing from a relation to another.
First, let us show that (3.6) holds when p is even. We have
(3.7)
∥∥g(H0 − z)−1∥∥pSp ≤ ∥∥g(H0 + 1)−1∥∥pSp ∥∥(H0 + 1)(H0 − z)−1∥∥p .
By the Spectral mapping theorem,
(3.8)
∥∥(H0 + 1)(H0 − z)−1∥∥p ≤ supps∈[0,+∞) ∣∣∣∣s+ 1s− z
∣∣∣∣ .
Thanks to the resolvent identity, the diamagnetic inequality
(
see [1, Theorem 2.3]-[37, The-
orem 2.13]
)
(only valid when p is even), and the standard criterion [37, Theorem 4.1], we
have ∥∥∥g(H0 + 1)−1∥∥∥pSp ≤ ∥∥I + (H0 + 1)−1b∥∥p
∥∥∥g((−i∇−A)2 + 1)−1∥∥∥p
Sp
≤ C ∥∥g(−∆ + 1)−1∥∥pSp ≤ C‖g‖pLp
∥∥∥∥(| · |2 + 1)−1∥∥∥∥p
Lp
.
(3.9)
So, for p even, (3.6) follows by combining (3.7), (3.8) and (3.9).
Now, we show that (3.6) happens for any p ≥ 2 by using interpolation method. If p > 2,
there exists even integers p0 < p1 such that p ∈ (p0, p1) with p0 ≥ 2. Let s ∈ (0, 1) satisfy
1
p =
1−s
p0
+ sp1 , and introduce the operator
Lpi
(
R3
) 3 g T7−→ g(H0 − z)−1 ∈ Spi , i = 0, 1.
Denote by Ci = C(pi) the constant appearing in (3.6), i = 0, 1, and set
C(z, pi) := C
1
pi
i sups∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣ .
The inequality (3.6) implies that ‖T‖ ≤ C(z, pi) for i = 0, 1. Now, with the help of the
Riesz-Thorin Theorem
(
see for instance [14, Sub. 5 of Chap. 6], [32, 41], [24, Chap. 2]
)
, we
can interpolate between p0 and p1 to get the extension T : Lp
(
R3
) −→ Sp with
‖T‖ ≤ C(z, p0)1−sC(z, p1)s ≤ C(p)
1
p sups∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣ .
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In particular, for any g ∈ Lp(R3), we have
‖T (g)‖Sp ≤ C(p)
1
p sups∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣ ‖g‖Lp ,
which is equivalent to (3.6). This concludes the proof. 
Lemma 3.1 above applied to the non-self-adjoint electric potential W satisfying Assumption
(A1) gives
(3.10)
∥∥∥|W | 12 (H0 − z)−1∥∥∥pSp ≤ C‖F‖ p2L p2 ‖G‖ p2L p2 supps∈[0,+∞)
∣∣∣∣s+ 1s− z
∣∣∣∣ ,
for p ≥ 2. In particular, W is a relatively compact perturbation with respect H0 since it is
bounded.
3.3. Reduction to zeros of a holomorphic function problem. Throughout this article,
we deal with the following choice of the complex square root:
(3.11) C \ (−∞, 0]
√·−→ C+.
For a fixed Landau level Λq = 2bq, q ∈ N, and 0 < η <
√
2b, let Ω±q (0, η2) be the half-rings
defined by (2.7). Make the change of variables z − Λq = k2 and introduce
(3.12) D∗±(η) :=
{
k ∈ C± : 0 < |k| < η : <(k) > 0
}
.
Remark 3.1. Notice that Ω±q (0, η2) can be parametrized by z = zq(k) := Λq + k2 with
k ∈ D∗±(η) respectively (see Figure 3.1).
Figure 3.1. Images Ω±q (0, η2) of D∗±(η) by the local parametrisation zq(k) =
Λq + k
2.
In this subsection, we show how we can reduce the investigation of the discrete eigenvalues
zq(k) := Λq + k
2 ∈ Ω±q (0, η2), k ∈ D∗±(η), to that of the zeros of a holomorphic function on
Ω±q (0, η2).
Let us recall that Pq, q ∈ N, is the projection onto Ker(HLandau −Λq). Hence, introduce in
L2(R3) the projection pq := Pq ⊗ I3, q ∈ N. With respect to the polar decomposition of W ,
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write W = J˜ |W |. Then, for any z ∈ C \ [0,+∞), we have
J˜ |W | 12 (H0 − z)−1|W | 12
= J˜ |W | 12 pq(H0 − z)−1|W | 12 +
∑
j 6=q
J˜ |W | 12 pj(H0 − z)−1|W | 12 .(3.13)
Since
(H0 − z)−1 =
∑
q∈N
Pq ⊗ (D2x3 + Λq − z)−1, D2x3 := −
∂2
∂x23
,
then for z = zq(k), k ∈ D∗±(η), the identity (3.13) becomes
J˜ |W | 12 (H0 − zq(k))−1|W | 12
= J˜ |W | 12 pq(D2x3 − k2)−1|W |
1
2 +
∑
j 6=q
J˜ |W | 12 pj(D2x3 + Λj − Λq − k2)−1|W |
1
2 .(3.14)
Hence, thanks to Lemma 3.1, we have the following
Proposition 3.1. Suppose that Assumption (A1) holds. Then, the operator-valued functions
D∗±(η) 3 k 7−→ TW
(
zq(k)
)
:= J˜ |W | 12 (H0 − zq(k))−1|W | 12
are analytic with values in Sp.
For z ∈ C \ [0,+∞), on account of Lemma 3.1 and Subsection 3.1, we can introduce the
p-regularized determinant detdpe
(
I +W (H0 − z)−1
)
. The following characterization on the
discrete eigenvalues is well known
(
see for instance [37, Chap. 9]
)
:
(3.15) z ∈ σdisc(H)⇔ f(z) := detdpe
(
I +W (H0 − z)−1
)
= 0,
H being the perturbed operator defined by (1.9). According to Property d) of Subsection 3.1,
if W (H0 − ·)−1 is holomorphic on a domain Ω, then so is the function f on Ω. Moreover, the
algebraic multiplicity of z ∈ σdisc(H) is equal to its order as zero of the function f .
In the next lemma, the notation Indγ(·) in the right hand-side of (3.16) is recalled in the
Appendix.
Proposition 3.2. Let TW
(
zq(k)
)
be defined by Proposition 3.1, k ∈ D∗±(η). Then, the follow-
ing assertions are equivalent:
(i) zq(k0) := Λq + k20 ∈ Ω±q (0, η2) is a discrete eigenvalue of H,
(ii) detdpe
(
I + TW
(
zq(k0)
))
= 0,
(iii) −1 is an eigenvalue of TW
(
zq(k0)
)
.
Moreover,
(3.16) mult
(
zq(k0)
)
= Indγ
(
I + TW
(
zq(·)
))
,
γ being a small contour positively oriented, containing k0 as the unique point k ∈ D∗±(η)
verifying zq(k) ∈ Ω±q (0, η2) is a discrete eigenvalue of H.
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Proof. The equivalence (i)⇔ (ii) is an immediate consequence of the characterization (3.15),
and the equality
detdpe
(
I +W (H0 − z)−1
)
= detdpe
(
I + J˜ |W | 12 (H0 − z)−1|W | 12
)
.
The equivalence (ii) ⇔ (iii) is an obvious consequence of Property c) of Subsection 3.1.
Now, let us prove the equality (3.16). Consider f the function introduced in (3.15). Thanks
to the discussion just after (3.15), if γ′ is a small contour positively oriented containing zq(k0)
as the unique discrete eigenvalue of H, then
(3.17) mult
(
zq(k0)
)
= indγ′f.
The right hand-side of (3.17) being the index defined by (9.1) of the holomorphic function f
with respect to the contour γ′. Then, the equality (3.16) follows directly from the equality
indγ′f = Indγ
(
I + TW
(
zq(·)
))
,
see for instance [3, (2.6)] for more details. This completes the proof. 
4. Decomposition of the sandwiched resolvent
We decompose the operator TW
(
zq(k)
)
, k ∈ D∗±(η), into a singular part at zero (corre-
sponding to the singularity at the Landau level Λq = 2bq), and a holomorphic part in D∗±(η),
continuous on D∗±(η) with values in Sp.
First, note that due to our choice of the complex square root (3.11), we respectively have√
k2 = ±k for k ∈ D∗±(η).
By (3.14), we have
(4.1) TW
(
zq(k)
)
= J˜ |W | 12 pq(D2x3 − k2)−1|W |
1
2 +
∑
j 6=q
J˜ |W | 12 pj(D2x3 + Λj − Λq − k2)−1|W |
1
2 .
Introduce G± the multiplication operators by the functions G±
1
2 (·) respectively. Then, we
have
(4.2) J˜ |W | 12 pq(D2x3 − k2)−1|W |
1
2 = J˜ |W | 12G−Pq ⊗G+(D2x3 − k2)−1G+G−|W |
1
2 .
It follows from the integral kernel
(4.3) Iz(x3, x′3) := −
ei
√
z|x3−x′3|
2i
√
z
of (D2x3 − z)−1, =
(√
z
)
> 0, that G+(D2x3 − k2)−1G+ admits the integral kernel
(4.4) ±G 12 (x3) ie
±ik|x3−x′3|
2k
G
1
2 (x′3), k ∈ D∗±(η).
Then, G+(D2x3 − k2)−1G+ can be decomposed as
(4.5) G+(D2x3 − k2)−1G+ = ±
1
k
a+ b(k), k ∈ D∗±(η),
where a : L2(R) −→ L2(R) is the rank-one operator defined by
(4.6) a(u) :=
i
2
〈
u,G+
〉
G+,
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and b(k) the operator with integral kernel
(4.7) ±G 12 (x3)ie
±ik|x3−x′3| − 1
2k
G
1
2 (x′3).
It can be easily remarked that −2ia = c∗c, where c : L2(R) −→ C is the operator defined by
c(u) := 〈u,G+〉, so that c∗ : C −→ L2(R) is given by c∗(λ) = λG+. This together with (4.5),
(4.6), and (4.7), give for any q ∈ N,
(4.8) Pq ⊗G+(D2x3 − k2)−1G+ = ±
i
2k
Pq ⊗ c∗c+ Pq ⊗ s(k), k ∈ D∗±(η),
where s(k) is the operator acting from G
1
2 (x3)L
2(R) to G−
1
2 (x3)L
2(R) with integral kernel
given by
(4.9) ± 1− e
±ik|x3−x′3|
2ik
.
By combining (4.2) and (4.8), we get for any k ∈ D∗±(η)
J˜ |W | 12 pq(D2x3 − k2)−1|W |
1
2
= ± iJ˜
2k
|W | 12G−(Pq ⊗ c∗c)G−|W | 12 + J˜ |W | 12G−Pq ⊗ s(k)G−|W | 12 .
(4.10)
The operator Pq admits an explicit integral kernel
(4.11) Pq,b(X⊥, X ′⊥) =
b
2pi
Lq
(
b|X⊥ −X ′⊥|2
2
)
exp
(
− b
4
(
|X⊥ −X ′⊥|2 + 2i(x1x′2 − x′1x2)
))
,
where X⊥ = (x1, x2), X ′⊥ = (x
′
1, x
′
2) ∈ R2, and Lq(t) := 1q!et d
q(tqe−t)
dtq are the Laguerre polyno-
mials. Then, (4.10) becomes for any k ∈ D∗±(η)
(4.12) J˜ |W | 12 pq(D2x3 − k2)−1|W |
1
2 = ± iJ˜
k
K∗K + J˜ |W | 12G−Pq ⊗ s(k)G−|W | 12 ,
where the operator K is given by
(4.13) K :=
1√
2
(Pq ⊗ c)G−|W | 12 .
To be more explicit, the operator K : L2(R3) −→ L2(R2) verifies
(Kψ)(X⊥) =
1√
2
∫
R3
Pq,b(X⊥, X ′⊥)|W |
1
2 (X ′⊥, x
′
3)ψ(X
′
⊥, x
′
3)dX
′
⊥dx
′
3,
Pq,b(·, ·) being the integral kernel given by (4.11), while the adjoint operator K∗ : L2(R2) −→
L2(R3) satisfies
(K∗ϕ)(X⊥, x3) =
1√
2
|W | 12 (X⊥, x3)(Pqϕ)(X⊥).
It is easy to check that KK∗ : L2(R2) −→ L2(R2) verifies
(4.14) KK∗ = PqWPq,
where W is the multiplication operator by the function W defined by (2.1).
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For λ ∈ R \ {0}, define (D2x3 − λ)−1 as the operator with integral kernel
(4.15) Iλ(x3, x′3) := lim
δ↓0
Iλ+iδ(x3, x
′
3) =

e−
√−λ|x3−x′3|
2
√−λ if λ < 0,
− ei
√
λ|x3−x′3|
2i
√
λ
if λ > 0,
where Iz(·) is the integral kernel defined by (4.3). For 0 ≤ |λ| <
√
2b, we have∥∥∥∑
j 6=q
J˜ |W | 12 pj(D2x3 + Λj − Λq − λ2)−1|W |
1
2
∥∥∥
S2
≤
∑
j<q
∥∥∥J˜ |W | 12 pj(D2x3 + Λj − Λq − λ2)−1|W | 12∥∥∥S2
+
∥∥∥∑
j>q
J˜ |W | 12 pj(D2x3 + Λj − Λq − λ2)−1|W |
1
2
∥∥∥
S2
.
(4.16)
Since PjP` = δj,`Pj , then∥∥∥∑
j>q
J˜ |W | 12 pj(D2x3 + Λj − Λq − λ2)−1|W |
1
2
∥∥∥2
S2
≤ Const.
∑
j>q
∥∥∥G+(D2x3 + Λj − Λq − λ2)−1G+∥∥∥2S2 .
(4.17)
Using the integral kernel (4.15), we obtain
(4.18)

∥∥G+(D2x3 + Λj − Λq − λ2)−1G+∥∥S2 = O(∣∣2b(q − j) + λ2∣∣− 12) if j < q,∥∥G+(D2x3 + Λj − Λq − λ2)−1G+∥∥2S2 = O(∣∣2b(q − j) + λ2∣∣− 32) if j > q.
This together with (4.17) imply that the left hand-side of (4.16) is convergent in S2. More-
over, arguing as in [13, Proofs of Propositions 2.1-2.2], it can be shown that D∗±(η) 3 k 7→∑
j 6=q J˜ |W |
1
2 pj(D
2
x3 + Λj −Λq − k2)−1|W |
1
2 ∈ S2
(
L2(R)
)
is well defined and continuous. Sim-
ilarly, as in [6, Subsection 4.1], it can be checked that D∗±(η) 3 k 7→ G+s(k)G+ ∈ S2
(
L2(R)
)
is well defined and continuous. Therefore, the following proposition holds:
Proposition 4.1. Assume that Assumption (A1) holds. Then, for k ∈ D∗±(η),
(4.19) TW
(
zq(k)
)
= ± iJ˜
k
Bq +Aq(k), Bq := K
∗K,
where J˜ is defined by the polar decomposition W = J˜ |W |. The operator Aq(k) ∈ Sp given by
Aq(k) := J˜ |W | 12G−Pq ⊗ s(k)G−|W | 12
+
∑
j 6=q
J˜ |W | 12 pj(D2x3 + Λj − Λq − k2)−1|W |
1
2
is holomorphic on D∗±(η) and continuous on D∗±(η), s(k) being defined by (4.8).
Remark 4.1. (i) For any r > 0, we have
(4.20) Tr1(r,∞) (K∗K) = Tr1(r,∞) (KK∗) = Tr1(r,∞)
(
PqWPq
)
.
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(ii) If W satisfies Assumption (A2) given by (2.10), then Proposition 4.1 holds with J˜
replaced by Jeiα, where J = sign(V ).
5. Proof of Theorem 2.1: Upper bound, general case of electric potentials
The proof falls into two parts.
5.1. A preliminary Proposition. We begin by introducing the numerical range of H
N(H) :=
{〈Hf, f〉 : f ∈ Dom(H), ‖f‖L2 = 1}.
It is well known
(
see for instance [8, Lemma 9.3.14]
)
that σ(H) ⊆ N(H).
Proposition 5.1. Fix a Landau level Λq := 2bq, q ∈ N. Let 0 < s0 < η be sufficiently small.
For any k ∈ {0 < s < |k| < s0} ∩ D∗±(η),
(i) zq(k) := Λq + k2 is a discrete eigenvalue of H near Λq if and only if k is a zero of
(5.1) D(k, s) := det
(
I +K (k, s)
)
.
Here, K (k, s) is a finite-rank operator analytic with respect to k verifying
rankK (k, s) = O
(
Tr1(s,∞)
(
PqWPq
)
+ 1
)
,
and ‖K (k, s)‖ = O (s−1) uniformly with respect to s < |k| < s0.
(ii) Further, if zq(k0) := Λq + k20 is a discrete eigenvalue of H near Λq, then
(5.2) mult
(
zq(k0)
)
= Indγ (I +K (·, s)) = m(k0),
γ being chosen as in (3.16) and m(k0) being the multiplicity of k0 as zero of D(k, s).
(iii) If zq(k) verifies dist
(
zq(k), N(H)
)
> ς > 0, ς = O(1), then I +K (k, s) is invertible
and verifies
∥∥∥(I +K (k, s))−1∥∥∥ = O (ς−1) uniformly with respect to s < |k| < s0.
Proof. (i)-(ii) Thanks to Proposition 4.1, k 7→ Aq(k) ∈ Sp is continuous near zero. Thus, for
s0 sufficiently small, there exists a finite-rank operator A0 independent of k and A˜ (k) ∈ Sp
continuous near zero, such that ‖A˜ (k)‖ < 14 , |k| ≤ s0, with
Aq(k) = A0 + A˜ (k).
Decompose Bq defined by (4.19) as
(5.3) Bq = Bq1[0, 1
2
s](Bq) +Bq1] 1
2
s,∞)(Bq).
We have
∥∥∥± iJ˜k Bq1[0, 12 s](Bq) + A˜ (k)∥∥∥ < 34 for 0 < s < |k| < s0 so that
(5.4)
(
I + TW
(
zq(k)
))
=
(
I +K (k, s)
)(
I ± iJ˜
k
Bq1[0, 12 s](Bq) + A˜ (k)
)
,
K (k, s) being given by
K (k, s) :=
(
± iJ˜
k
Bq1] 1
2
s,∞)(Bq) +A0
)(
I ± iJ˜
k
Bq1[0, 1
2
s](Bq) + A˜ (k)
)−1
.
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Note that K (k, s) is a finite-rank operator. Moreover, thanks to (4.20), its rank is of order
O
(
Tr1( 1
2
s,∞)(Bq) + 1
)
= O
(
Tr1(s,∞)
(
PqWPq
)
+ 1
)
.
It is obvious that its norm is of orderO(|k|−1) = O(s−1). Since ‖± iJ˜k Bq1[0, 12 s](Bq)+A˜ (k)‖ <
1 for 0 < s < |k| < s0, then
Indγ
(
I ± iJ˜
k
Bq1[0, 1
2
s](Bq) + A˜ (k)
)
= 0
by [18, Theorem 4.4.3]. Hence, (5.2) follows by applying to (5.4) the properties of the index
of a finite meromorphic operator-valued function given in the Appendix. Thus, Proposition
3.2 together with (5.2) show that zq(k) is a discrete eigenvalue of H if and only if k is a zero
of the determinant D(k, s) defined by (5.1).
(iii) Thanks to (5.4), for 0 < s < |k| < s0, we have
(5.5) I +K (k, s) =
(
I + TW
(
zq(k)
))(
I +
J˜
k
Bq1[0, 12 s](Bq) + A˜ (k)
)−1
.
It is easy to check from the resolvent equation that(
I + J˜ |W |1/2(H0 − z)−1|W |1/2
)(
I − J˜ |W |1/2(H − z)−1|W |1/2
)
= I.
Thus, if zq(k) belongs to the resolvent set of H, then(
I + TW
(
zq(k)
))−1
= I − J˜ |W |1/2(H − zq(k))−1|W |1/2.
Consequently, according to (5.5), the operator I +K (k, s) is invertible for 0 < s < |k| < s0,
and thanks to [8, Lemma 9.3.14], its satisfies for dist
(
zq(k), N(H)
)
> ς > 0, ς = O(1),∥∥∥(I +K (k, s))−1∥∥∥ = O(1 + ∥∥∥|W |1/2(H − zq(k))−1|W |1/2∥∥∥)
= O(1 + dist(zq(k), N(H))−1)
= O (ς−1) .
This concludes the proof. 
5.2. Back to the proof of Theorem 2.1. Thanks to Proposition 5.1, for any 0 < s < |k| <
s0,
(5.6)
D(k, s) =
O
(
Tr1(s,∞)(PqWPq)+1
)∏
j=1
(
1 + λj(k, s)
)
= O(1)exp
(
O(Tr1(s,∞)(PqWPq)+ 1)| ln s|),
where the λj(k, s) are the eigenvalues of the operator K := K (k, s) verifying |λj(k, s)| =
O (s−1). Consider zq(k) satisfying dist(zq(k), N(H)) > ς > 0 and 0 < s < |k| < s0. We have
D(k, s)−1 = det
(
I +K
)−1
= det
(
I −K (I +K )−1),
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and as in (5.6), we can show that
(5.7) |D(k, s)| ≥ C exp
(
− C
(
Tr1(s,∞)
(
PqWPq
)
+ 1
)(
|ln ς|+ |ln s|
))
.
In particular, for s2 < ς < 4s2, 0 < r  1, we deduce from (5.7) that
(5.8) − ln |D(k, s)| ≤ C Tr1(s,∞)
(
PqWPq
)|lns|+O(1).
Now, consider the domains ∆± := k ∈
{
r < |k| < 2r : |<(k)| >√ν2 : |=(k)| >√ν2} ∩ D∗±(η)
with 0 < r <
√‖W‖∞ < √52r and 0 < ν < 2r2. Since the numerical range N(H) the
operator H is such that
(5.9) N(H) ⊆ {z ∈ C : |=(z)| ≤ ‖W‖∞},
then we can find some k0 ∈ ∆±/r such that dist
(
zq(rk0), N(H)
) ≥ ς > r2, ς < 4r2. Applying
the Jensen Lemma 9.1 with the function g(k) := D(rk, r), k ∈ ∆±/r, together with (5.6) and
(5.8), we get immediately Theorem 2.1.
6. Proof of Theorem 2.2: Upper bound, special case of electric potentials
We prove only the case α = 3pi4 ; the case α = −3pi4 follows similarly by replacing k by −k,
according to (ii) of Remark 2.1 together with Remark 3.1 and (ii) of Remark 4.1.
For any θ > 0 small enough, set δ = tan(θ). Introduce the sector
(6.1) Cδ :=
{
k ∈ C : −δ=(k) ≤ |<(k)|}.
Let the assumptions of Theorem 2.2 hold. Then, by Remark 4.1, for any q ∈ N,
(6.2) TW
(
zq(k)
)
=
ieiα
k
Bq +Aq(k), k ∈ D∗+(η),
where Bq is a positive self-adjoint operator which does not depend on k, and Aq(k) ∈ Sp is
continuous near k = 0. Denote r+ := max(r, 0). Since I + ie
iα
k Bq =
ieiα
k (Bq − ike−iα), then
for ike−iα /∈ σ(Bq), the operator I + ieiαk Bq is invertible with
(6.3)
∥∥∥∥∥
(
I +
ieiα
k
Bq
)−1∥∥∥∥∥ ≤ |k|√(=(ke−iα))2
+
+ |<(ke−iα)|2
.
Moreover, for k ∈ eiαCδ, it can be checked that, uniformly with respect to k, 0 < |k| < r0,
(6.4)
∥∥∥∥∥
(
I +
ieiα
k
Bq
)−1∥∥∥∥∥ ≤√1 + δ−2.
Then, according to (6.2), we can write
(6.5) I + TW
(
zq(k)
)
=
(
I +A(k)
)(
I +
ieiα
k
Bq
)
,
where
(6.6) A(k) := Aq(k)
(
I +
ieiα
k
Bq
)−1
∈ Sp.
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An easy computation shows that
TW
(
zq(k)
)−A(k) = (I +A(k)) ieiα
k
Bq ∈ S1,
since Bq is a trace-class operator if the function F in Assumption (A1) satisfies F ∈ L1(R2).
Then, we get for any n ∈ N∗
(6.7) T nW −An = T n−1W (TW −A) +
(T n−1W −An−1)A ∈ S1,
So, by approximating A(k) by a finite rank-operator and using the fact that
detdpe(I + T ) = det(I + T ) exp
dpe−1∑
n=1
(−1)nTr(Tn)
n

for a trace-class operator T
(
see Property e) of Subsection 3.1 given by (3.3)
)
, it can be shown
with the help of (6.5) that
detdpe
(
I+TW
(
zq(k)
))
= det
(
I +
ieiα
k
Bq
)
×detdpe
(
I +A(k)
)
exp
dpe−1∑
n=1
(−1)nTr(T nW −An)
n
.(6.8)
Thus, for 0 < |k| < r0 small enough, k ∈ eiαCδ, the zeros of detdpe
(
I + TW
(
zq(k)
))
are those
of detdpe
(
I +A(k)
)
with the same multiplicities thanks to Proposition 3.2 and Property (9.3)
applied to (6.5).
Since Aq(·) ∈ Sp is continuous near k = 0, this together with (6.4) implies that the Sp-norm
of A(k) is uniformly bounded with respect to 0 < |k| < r0 small enough, k ∈ eiαCδ. Then,
thanks to Property f) of Subsection 3.1 given by (3.4), we have
(6.9) detdpe
(
I +A(k)
)
= O
(
e
O
(
‖A(k)‖pSp
))
= O(1).
Now, let us establish a lower bound of detdpe
(
I +A(k)
)
. Thanks to (6.5), we have
(6.10)
(
I +A(k)
)−1
=
(
I +
ieiα
k
Bq
) (
I + TW
(
zq(k)
)−1
.
Hence, by reasoning as in the proof of (iii)-Proposition 5.1, we obtain for 0 < s < |k| < r0
and dist
(
zq(k), N(H)
)
> ς > 0, ς = O(1), uniformly with respect to (k, s),
(6.11)
∥∥∥(I +A(k))−1∥∥∥ = O(s−1)O(ς−1).
Let (µj)j be the sequence of eigenvalues of A(k). We have
(6.12)
∣∣∣(detdpe(I +A(k)))−1∣∣∣= ∣∣∣∣det((I +A(k))−1e∑dpe−1n=1 (−1)n+1A(k)nn )∣∣∣∣
≤
∏
|µj |≤ 12
∣∣∣∣∣∣e
∑dpe−1
n=1
(−1)n+1µnj
n
1 + µj
∣∣∣∣∣∣×
∏
|µj |> 12
e
∣∣∣∣∣∑dpe−1n=1 (−1)n+1µnjn
∣∣∣∣∣
|1 + µj | .
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Using the fact that A(k) is uniformly bounded in Sp with respect to 0 < |k| < r0 small enough,
k ∈ eiαCδ, it is easy to check that the first product is uniformly bounded. On the other hand,
thanks to (6.11), we have for 0 < s < |k| < r0 and dist
(
zq(k), N(H)
)
> ς > 0, ς = O(1),
(6.13) |1 + µj |−1 = O
(
s−1
)
O
(
ς−1
)
,
uniformly with respect to k, s. Consequently, since there exists a finite number of terms µj
lying in the second product, we deduce from (6.12) that
(6.14)
∣∣∣detdpe(I +A(k))∣∣∣ ≥ Ce−C(| ln ς|+| ln s|),
for some positive constant C > 0. Now, one concludes as in the proof of Theorem 2.1 by using
the Jensen Lemma 9.1.
7. Theorem 2.3: Lower bound, upper bound and sectors free of complex
eigenvalues
As in the previous section, we only prove the case α ∈ (0, pi). For α ∈ −(0, pi), it suffices to
replace k by −k.
(i) Under the assumptions of Theorem 2.3, for any q ∈ N, we have
(7.1) I + TεW
(
zq(k)
)
= I +
iεeiα
k
Bq + εAq(k), k ∈ D∗+(η).
Similarly to the proof of Theorem 2.2, for ike−iα /∈ σ(εBq), the operator I + iεeiαk Bq is
invertible. Further, for k ∈ eiαCδ, δ = tan(θ), we have
(7.2)
∥∥∥∥∥
(
I +
iεeiα
k
Bq
)−1∥∥∥∥∥ ≤√1 + δ−2,
uniformly with respect to k, 0 < |k| < r0. Then, as in (6.5) and (6.6), we have
(7.3) I + TεW
(
zq(k)
)
=
(
I +A(k)
)(
I +
iεeiα
k
Bq
)
,
with
(7.4) A(k) := εAq(k)
(
I +
iεeiα
k
Bq
)−1
∈ Sp.
Since Aq(·) ∈ Sp is continuous near k = 0, then there exists a constant C > 0 such that
‖Aq(k)‖ ≤ C. This together with (7.2) and (7.4) imply that for 0 < ε <
(
C
√
1 + δ−2
)−1,
the operator I + TεW
(
zq(k)
)
is invertible for k ∈ eiαCδ. Consequently, zq(k) is not a discrete
eigenvalue.
(ii) Decompose εBq as εBq = B+ +B−, where B+ and B− are defined by
(7.5) B+ := εBq1[ r
2
,4r](εBq), B− := εBq1]0, r
2
[∪]4r,∞[(εBq).
It is easy to verify that for 2r3 < |k| < 3r2 , we have σ
(
1
|k|B−
) ⊂ [0, 34] ∪ [83 ,∞[. Therefore,
I + ie
iα
k B− is invertible with
(7.6)
∥∥∥∥∥
(
I +
ieiα
k
B−
)−1∥∥∥∥∥ ≤ 4,
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uniformly with respect to 0 < |k| < r0. Thus, for 0 < ε ≤ ε0 small enough, I+ ieiαk B−+εAq(k)
is invertible with a uniformly bounded inverse given by
(7.7)
(
I +
ieiα
k
B− + εAq(k)
)−1
=
(
I +
ieiα
k
B−
)−1(
I + εAq(k)
(
I +
ieiα
k
B−
)−1)−1
.
This together with (7.1) and (7.5) allow to write
(7.8) I + TεW
(
zq(k)
)
=
(
I +
ieiα
k
B− + εAq(k)
)(
I +
(
I +
ieiα
k
B− + εAq(k)
)−1
ieiα
k
B+
)
.
Since I + ie
iα
k B− + εAq(k) is invertible and B+ is a trace-class operator, then by exploiting
Proposition 3.2 and Property (9.3) applied to (7.8), we see that the discrete eigenvalues of Hε
are the zeros of
(7.9) D˜(k, r) := det
(
I +
(
I +
ieiα
k
B− + εAq(k)
)−1
ieiα
k
B+
)
with the same multiplicities. Moreover, since ie
iα
k B+ is uniformly bounded with ‖ ie
iα
k B+‖ ≤ 6,
then as in (5.6) it can be shown that
(7.10) D˜(k, r) = exp
(
O
(
Tr1[ r2 ,4r](εBq)
))
.
Now, establish a lower bound of D˜(ik, r) for 0 < 2r3 < |k| < 3r2 , k ∈ R+e−iβ , β > 0 such that
zq(ik) = 2bq−k2 ∈ Ω+q,ν
(
4r2
9 ,
9r2
4
)
, 0 < ν < 8r
2
9 , is not a discrete eigenvalue of Hε. Under this
condition, thanks to (7.7) and (7.8), I+
(
I + e
iα
k B− + εAq(k)
)−1
eiα
k B+ is invertible. On the
other hand, by exploiting the fact that B+B− = B−B+ = 0, we get(
I +
eiα
k
B− + εAq(k)
)−1 eiα
k
B+
=
[
I −
(
I +
eiα
k
B− + εAq(k)
)−1(
eiα
k
B− + εAq(k)
)]
eiα
k
B+
=
eiα
k
B+ +O(ε).
(7.11)
Then, for f ∈ L2(R3) \Ker (B+), we have∣∣∣∣∣=
(〈(
I +
eiα
k
B− + εAq(k)
)−1 eiα
k
B+f, f
〉)∣∣∣∣∣
=
∣∣∣∣∣=
(〈(eiα
k
B+ +O(ε)
)
f, f
〉)∣∣∣∣∣
=
∣∣∣sin(α+ β)〈B+|k| f, f〉+ =(〈O(ε)f, f〉)∣∣∣ ≥ Const.∣∣ sin(α+ β)∣∣‖f‖2,
(7.12)
for ε small enough and using the fact that σ
(
1
|k|B+
) ⊂ ]13 , 6[. For f ∈ Ker (B+), we have
(7.13) <
(〈(
I +
(
I +
eiα
k
B− + εAq(k)
)−1 eiα
k
B+
)
f, f
〉)
= ‖f‖2.
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Thus,
(7.14)
∥∥∥∥∥∥
(
I +
(
I +
eiα
k
B− + εAq(k)
)−1
eiα
k
B+
)−1∥∥∥∥∥∥ ≤ C(α, β),
where C(α, β) is a constant depending on α and β. Consequently, as in (7.10), it can be shown
that
D˜(ik, r)−1 = det
{
I−
(
I +
eiα
k
B− + εAq(k)
)−1 eiα
k
B+[
I +
(
I +
eiα
k
B− + εAq(k)
)−1 eiα
k
B+
]−1}
≤ exp
(
O
(
Tr1[ r
2
,4r](εBq)
))
.
(7.15)
Namely,
(7.16) D˜(ik, r) ≥ exp
(
−C
(
Tr1[ r2 ,4r](εBq)
))
,
for some constant C > 0. We conclude as in the proof of Theorem 2.1 by using the Jensen
Lemma 9.1.
(iii) Counted with their multiplicity, denote (µj)j the decreasing sequence of the non-
vanishing eigenvalues of the operator PpWPq. Following [2, Lemma 7], there exits a constant
ν > 0 such that
(7.17) #
{
j : µj − µj+1 > νµj
}
=∞.
Since Bq and PpWPq have the same non-vanishing eigenvalues, then there exists a decreasing
sequence of positive numbers (r`)` with r` ↘ 0, satisfying for any ` ∈ N (see Figure 7.1)
(7.18) dist
(
r`, σ(Bq)
) ≥ νr`
2
.
Moreover, for any ` ∈ N, there exists a path Σ˜` := ∂ω` (see Figure 7.1) with
(7.19) ω` :=
{
k˜ ∈ C : 0 < |k˜| < r0 : |=(k˜)| ≤ δ<(k˜) : r`+1 ≤ <(k˜) ≤ r`
}
,
enclosing the eigenvalues of the operator Bq contained in [r`+1, r`].
It can be checked that the invertible operator k˜ −Bq for k˜ ∈ Σ˜` satisfies
(7.20)
∥∥(k˜ −Bq)−1∥∥ ≤ max
(
δ−1
√
1 + δ2, (ν/2)−1
√
1 + δ2
)
|k˜| ,
uniformly with respect to k˜ ∈ Σ˜`. Introduce the path Σ` := −iεeiαΣ˜` and estimate from below
the number of zeros of detdpe
(
I + iεe
iα
k Bq + εAq(k)
)
enclosed in
{
zq(k) ∈ Ω+q (0, η2) : k ∈ ω`
}
,
counted with their multiplicity. It is easy to see that according to the construction of Σ` and
(7.20), I + iεe
iα
k Bq is invertible for k ∈ Σ` and satisfies
(7.21)
∥∥∥∥∥
(
I +
iεeiα
k
Bq
)−1∥∥∥∥∥ ≤ max(δ−1√1 + δ2, (ν/2)−1√1 + δ2) ,
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=(k˜) = δ <(k˜)
Σ˜`
r`+1 r`
•
µj •
µj−1• • •
µj+1••• • •
Figure 7.1. Representation of the path Σ˜` = ∂ω`.
uniformly with respect to k ∈ Σ`. Then, for k ∈ Σ`,
(7.22) I +
iεeiα
k
Bq + εAq(k) =
(
I + εAq(k)
(
I +
iεeiα
k
Bq
)−1)(
I +
iεeiα
k
Bq
)
.
Choosing 0 < ε ≤ ε0 small enough and using Property g) of Subsection 3.1 given by (3.5), we
get for k ∈ Σ`
(7.23)
∣∣∣∣∣detdpe
[
I + εAq(k)
(
I +
iεeiα
k
Bq
)−1]
− 1
∣∣∣∣∣ < 1.
Consequently, by the Rouché Theorem, the number of zeros of detdpe
(
I + iεe
iα
k Bq + εAq(k)
)
enclosed in
{
zq(k) ∈ Ω+q (0, η2) : k ∈ ω`
}
counted with their multiplicity, is equal to that of
detdpe
(
I + iεe
iα
k Bq
)
enclosed in
{
zq(k) ∈ Ω+q (0, η2) : k ∈ ω`
}
counted with their multiplicity.
Thanks to (4.20), this number is equal to Tr1[r`+1,r`]
(
PqWPq
)
. So, we get (2.16) since the zeros
of detdpe
(
I + iεe
iα
k Bq + εAq(k)
)
are the discrete eigenvalues of Hε with the same multiplicity,
thanks to Proposition 3.2 and Property (9.3) applied to (7.22). The infiniteness of the number
of the discrete eigenvalues claimed follows from the fact that the sequence (r`)` is infinite
tending to zero. The proof is complete.
8. Proof of Theorem 2.4: Dominated accumulation
The proof goes as that of item (i) of Theorem 2.3.
Let the assumptions of Theorem 2.4 hold. Then, for any q ∈ N, we have
(8.1) I + TεW
(
zq(k)
)
= I ± iεe
iα
k
Bq + εAq(k), k ∈ D∗±(η).
The operator I ± iεeiαk Bq satisfies the bound (7.2) for k ∈ eiαCδ, uniformly with respect to
0 < |k| < η. Then,
(8.2) I + TεW
(
zq(k)
)
=
(
I +A±(k)
)(
I ± iεe
iα
k
Bq
)
,
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with
(8.3) A±(k) := εAq(k)
(
I ± iεe
iα
k
Bq
)−1
.
From Proposition 4.1, we deduce that there exists a constant C > 0 such that ‖Aq(k)‖ ≤ C
uniformly with respect to 0 ≤ |k| ≤ η. Then, for 0 < ε ≤ ε˜0 small enough, I + TεW
(
zq(k)
)
is invertible for k ∈ eiαCδ. Therefore, zq(k) is not a discrete eigenvalue, which proves the
theorem.
9. Appendix
In this Appendix, we recall the notion of the index (with respect to a positively oriented
contour) of a holomorphic function and a finite meromorphic operator-valued function, see for
instance [3, Definition 2.1].
For f a holomorphic function in a neighbourhood of a contour γ, the index of f with respect
to γ is defined by
(9.1) indγ f :=
1
2ipi
∫
γ
f ′(z)
f(z)
dz.
Noting that if f is holomorphic in a domain Ω with ∂Ω = γ, then the residues theorem implies
that indγ f coincides with the number of zeros of f in Ω, counted with their multiplicity.
Consider D ⊆ C a connected open set, Z ⊂ D being a pure point and closed subset, and
A : D\Z −→ GL(H ) (the class of invertible operators on H ) being a finite meromorphic
operator-valued function and Fredholm at each point of Z. The index of A with respect to
the contour ∂Ω is defined by
(9.2) Ind∂ΩA :=
1
2ipi
Tr
∫
∂Ω
A′(z)A(z)−1dz =
1
2ipi
Tr
∫
∂Ω
A(z)−1A′(z)dz.
We have the following properties:
(9.3) Ind∂ΩA1A2 = Ind∂ΩA1 + Ind∂ΩA2,
and if K(z) lies in the trace class operator, then
(9.4) Ind∂Ω (I +K) = ind∂Ω det (I +K).
For more details, see [18, Chap. 4].
The following lemma contains a version of the well-known Jensen inequality, see for instance
[2, Lemma 6] for a proof.
Lemma 9.1. Let ∆ be a simply connected sub-domain of C and let g be a holomorphic function
in ∆ with continuous extension to ∆. Assume that there exists λ0 ∈ ∆ such that g(λ0) 6= 0
and g(λ) 6= 0 for λ ∈ ∂∆, the boundary of ∆. Let λ1, λ2, . . . , λN ∈ ∆ be the zeros of g
repeated according to their multiplicity. For any domain ∆′ b ∆, there exists C ′ > 0 such that
N(∆′, g), the number of zeros λj of g contained in ∆′, satisfies
(9.5) N(∆′, g) ≤ C ′
(∫
∂∆
ln|g(λ)|dλ− ln|g(λ0)|
)
.
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