We prove the existence and uniqueness of global, classical solutions to the 3D Muskat problem in the stable regime whenever the initial interface has sublinear growth and slope ||∇xf 0 || L ∞ < 5 −1/2 . We show under these assumptions that the equation is fundamentally parabolic, satisfying a comparison principle. Applying the modulus of continuity technique, we show that rough initial data instantly becomes C 1,1 with the curvature decaying like O(t −1 ).
Introduction
We consider the evolution of the interface between two immiscible, incompressible fluids in a three dimensional porous medium, i.e. the 3D Muskat problem. When the fluids are of equal viscosity and the physical constants of the system (viscosity, gravity, permeability of the medium) are normalized, the fluid density, velocity, and pressure (̺, u, P ) satisfy the system of equations (1.1)        ∂ t ̺ + ∇ X · (u̺) = 0, u + ∇ X P + (0, 0, ̺) = 0, ∇ X · u = 0, ̺(t, X) = ̺ 1 1 D(t) (X) + ̺ 2 1 R 3 \D(t) (X),
The stable regime occurs when the fluid domain D(t) is of the form D(t) = {X = (x, x 3 ) ∈ R 3 |x 3 > f (t, x)}, and the heavier fluid is below the lighter fluid (i.e., ̺ 1 < ̺ 2 ). In this case, the dynamics of (1.1) can fully be described by the evolution of the interface f (t, x). Normalizing the mass of the fluids so that ̺ 2 − ̺ 1 = 4π, it can be shown that the interface f solves
See [CG07] for a detailed derivation of this equation. Note that the integral on the right hand side of (1.3) is taken in the principle value sense around y = x and ∞. With a little integration by parts, it can be shown that this equation is equivalent to
y) − f (t, x)) 2 + |y − x| 2 ) 3/2 dy, which will be more useful for our purposes. Linearizing (1.3) around a flat interface gives the fractional heat equation,
showing the parabolic nature of the problem for small data, though for large data the nonlinearity becomes highly nontrivial.
The problem was first proposed by Muskat [Mus34] in a study of the encroachment of water into oil in a tar sand, and in 2D is equivalent to a Hele-Shaw cell [ST58] . The problem was first shown to be locally wellposed in H k for k ≥ 4 in [CG07] . Classical solutions were shown to satisfy maximum principles in both L ∞ [CG09] and L 2 [CCG + 16], though neither of these results imply a direct gain in regularity.
While (1.3) is locally wellposed, global wellposedness is false in general for large initial data. It was shown in [CCF + 12] that wave turning can occur, causing the Rayleigh-Taylor condition to break down in finite time. That is, there is a smooth solution f to (1.3) and time T < ∞ such that
after which the interface between the two fluids is no longer parameterized by the graph of a function. Once the free boundary leaves the stable regime, it remains smooth for small times due to its initial regularity at time T . However it was shown that this regularity can breakdown in [CCFG13] with an example of blowup in C 4 . The behavior of the interface once wave turning occurs is complicated in general, as the interface can shift between the stable and unstable regimes multiple times before any regularity breakdown [CGSZ15a, CGSZ15b] . There has been a large amount of study of what conditions on initial data can guarantee global existence and regularity for solutions to the Muskat problem, particularly in 2D (one dimensional interface). As solutions to the Muskat problem are preserved under the geometric rescaling λ −1 f (λt, λx), this has typically taken the form of "medium-size" upper bounds in scaling invariant norms.
In 2D, [CCGS13] shows a global classical solution exists when the initial data f 0 ∈ H 3 (R) with ||f 0 || 1 = || |ξ|f 0 (ξ)|| L 1 ξ (R) less than some explicit constant, which was improved to ≈ 1/3 in [CCG + 16] . In this case [PS] proves optimal decay estimates on the norms ||f (t, ·)|| s = || |ξ| sf (t, ξ)|| L 1 ξ , matching the estimates for the fractional heat equation. Under the weaker assumption that ||f ′ 0 || L ∞ < 1, [CCGS13] also showed that a maximum principle holds for the slope and global Lipschitz weak solutions exist. The authors of [DLL17] were also able show a maximum principle for the slope and the existence of global weak solutions as well, but under the assumption that the initial data f 0 was monotonic rather than slope less than 1. Using a reformulation of (1.3) and a number of Besov space estimates, [CL18] develops aḢ 3/2 critical theory for the Muskat problem under a bounded slope assumption. The authors of [CGSV17] made great progress towards proving global regularity by improving the existing continuation criteria from the C 2,δ established in [CG07] to C 1 . That is, they proved that if the initial data f 0 ∈ H k (R), then the solution f will exist and remain in H k so long as the slope f ′ (t, ·) remains bounded and uniformly continuous.
In 3D, most of the medium sized data results in critical spaces can be found in [CCG + 16]. They show that global classical solutions exist when the initial data f 0 satisfies || |ξ|f || L 1
is less than some constant k 0 ≈ 1/5. Notably, [GGJPS19] was able to replicate this result even when the viscosity of the two fluids are distinct, which is the first medium sized data result in the viscosity jump case. The authors of [CCG + 16] also prove a maximum principle for the slope and global weak solutions whenever the initial slope ||∇ x f 0 || L ∞ (R 2 ) is suitably bounded. In the paper they state the theorem for ||∇ x f 0 || L ∞ < 1 3 , but a careful reading of their proof of Theorem 4.1 shows that this holds in fact for the improved bound
In our previous work on the 2D case [Cam19b] , we were able to prove global wellposedness whenever the initial data f 0 ∈ W 1,∞ (R) satisfies
which is an angular condition that interpolates between the slope less than 1 assumption of [CCGS13] and the monotonicity assumption of [DLL17] . Under that bound, we showed that the slope satisfied a parabolic equation with maximum principle. Inspired by the proof of global wellposedness for the critical surface quasi-geostraphic (SQG) equation in [AKV07] , we then show that this equation generates a Lipschitz modulus of continuity for the slope.
Using these a priori estimates and the continuation criteria established in [CGSV17] , we were thus able to get global classical solutions.
In this work, we extend our results from 2D to 3D proving
, and assume that f 0 has uniform, integrable sublinear growth. I.e., there exists some nonnegative function Ω :
Then there exists a unique, classical solution f to (1.3) with
For all times t, the solution f satisfies the uniform growth bounds
All directional derivatives ∇ x f (t, x) · e obey the maximum principle, and
Unlike in our previous work [Cam19b] , we are know able to handle solutions f which are unbounded, so long as they only grow sublinearly. These new growth bounds, along with the uniqueness and maximum principle for directional derivatives in Theorem 1.1 are a direct consequence of
x) for all t ≥ 0.
1.1. Proof outline. The main strategy is to prove a priori estimates for sufficiently smooth solutions to the Muskat equation (1.3) on the time interval [0, T ] depending only on ||∇ x f 0 || L ∞ and Ω(R). In particular, the estimates will be independent of the time of existence T . We then use the existing C 2,δ continuation criteria of [CG07] and the vanishing viscosity method from the theory of elliptic equations in order to get global classical solutions for smooth initial data. Approximating rough, unbounded initial data by smooth compactly supported functions, our a priori estimates will guarantee that we have enough compactness to pass to the limit and get a classical solution to (1.3) which exists for all time.
The most important part of Theorem 1.1 is the C 1,1 bounds (1.10), as the rest of the a priori bounds are a consequence of that. Following the proof scheme laid out in [AKV07] proof of global wellposedness for the critical SQG, we do this by showing that the equation (2.3) for the directional derivative ∇ x f · e generates a Lipschitz modulus of continuity. That is, we show that there exists a Lipschitz function ω :
The technique of tailor crafting a modulus of continuity to fit a specific equation was first used in [AKV07] , but it has since been used on a number of active scalar equations [AKS08, Kis11, MDV14] , the 2D Muskat problem [Cam19b] , and even for geometric flows like fractional mean curvature [Cam19a] .
In order to explain the main idea behind the proof scheme, let us first consider a simpler example. Let u :
This equation is translation invariant with a comparison principle. Thus we have that sup x∈R 2
(1.14)
Thus we get propagation of an arbitrary modulus of continuity ω. In particular, this implies (1.15)
This implication though only relies on the nonnegativityK(h) ≥ 0, not the full uniform ellipticity. A more refined argument would in fact prove a strictly negative upper bound
Thus we have a strictly negative, quantitative upperbound depending on the modulus ω, ellipticity constants, and the crossing point ξ. This strict negativity in fact implies that our solution u actually regularizes, allowing us to improve the modulus of continuity ω over time.
The equation (2.3) that our directional derivative f e solves is not nearly as nice as (1.12). However, because the upperbound (1.16) is quantitative, there is hope that we may still be able to prove the same result for f e so long as we can quantitatively bound how far (2.3) is from a translation invariant, symmetric equation with a comparison principle like (1.12), and then choose the modulus ω correctly.
1.2. Organization of the paper. The rest of the paper is organized as follows:
• In Section 2 we differentiate (1.3) to derive the equation for the directional derivatives f e = ∇ x f ·e, showing that they solve a uniformly parabolic equation (2.3) with a maximum principle when ||∇ x f || L ∞ (R 2 ) < 1 √ 5 . • In Section 3 we repeat the breakthrough argument of [AKV07] , reducing the proof of generation of a modulus modulus of continuity for ∇ x f down to proving an inequality. • In Section 4 we derive asymmetry, continuity, and diffusive bounds on our drift term and elliptic kernel K for (2.3) depending on the modulus of continuity of ∇ x f . • In Section 5 we then use these bounds to bound the time derivative of our slope, and then apply them to a specific modulus of continuity, proving propagation of regularity in the process. • In Section 6 we combine the propagation of regularity along with scale invariance to get the generation of the modulus ω such that (1.11) holds. • In Section 7 we prove the comparison principle for the Muskat equation (1.3) along with a number of corollaries arising from that. In particular, we show uniqueness for classical solutions and propagation of sublinear growth bounds when ||∇
• In Section 8 we use our C 1,1 estimates and growth bounds in order to prove a few estimates on regularity in time, guaranteeing compactness in C 1 . • Finally in Section 9 we use the vanishing viscosity method, our a priori estimates, and the C 2,δ continuation criteria of [CG07] in order to prove that there exist global, classical solutions.
1.3. Notation. For h ∈ R 2 , we let δ h denote the partial difference operator
.
For e ∈ S 1 , we let g e denote the directional derivative
We say that a quantity A B if A is bounded above by B, up to a multiplicative constant depending only on the initial slope ||∇ x f || L ∞ . That is,
Maximum Principle for ∇ x f
Let h ∈ R 2 , and δ h denote the finite difference operator
Then making a simple change of variables, the Muskat equation can be written in the form
Taking e ∈ S 1 and differentiating (2.2) with respect to e gives us
Taking advantage of this, under this initial slope bound we get a maximum principle for ∇ x f for sufficiently smooth solutions.
, then the kernel K defined in (2.4) is uniformly elliptic. That is,
with ellipticity constants λ, Λ depending only on ||∇ x f 0 || L ∞ . In particular, directional derivatives obey the maximum principle with
and hence
Defining the time t * by
then we necessarily have that t * > 0, and in fact we shall show that t * = T . For any time t < t * , we have that
Fix e ∈ S 1 , arbitrary. Then for any t < t * and x, h ∈ R 2 , h = 0, we have that
Thus as f e is a classical solution to a uniformly elliptic equation on the time scale [0, t * ], we have that the maximum principle holds:
Taking the supremum in e ∈ S 1 , we thus have
By the definition of the time t * and the continuity of ||∇f || L ∞ (t) as a function of time, we thus have that in fact t * = T . Hence, every directional derivative f e obeys the maximum principle on the time interval [0, T ], and solves a uniformly elliptic equation with ellipticity constants (2.16)
Remark. We note that maximum principle for the directional derivatives f e also follows directly from the comparison principle proven in Section 7. As the uniform ellipticity of the kernel K is vital for our later arguments though, we chose to prove these two results separately.
Breakthrough Argument
Let f : [0, T ] × R 2 → R be a smooth, decaying solution of the Muskat equation (1.3), and fix some concave function ω : [0, ∞) → [0, ∞) with ω(0) = 0. Then since f is smooth and decays at ∞, we then have that (3.1)
for all x = y ∈ R 2 , and for all times t sufficiently small.
Suppose that ∇f (t, ·) has modulus of continuity ω(·/t) for all t < t 0 for some time t 0 < T . Then by continuity,
We first prove that if we have the strict inequality |∇
for some Lipschitz modulus of continuity ω with ω ′′ (0) = −∞. Then
for all ǫ > 0 sufficiently small.
Proof. To begin, note that for any compact compact subset
for ǫ > 0 sufficiently small by uniform continuity. So, we only need to focus on pairs (x, y) that are either close to the diagonal, or that are large.
To handle (x, y) near the diagonal, we start by noting that f (t 0 , ·) ∈ C 3 (R 2 ) and ω ′′ (0) = −∞. Thus for every x we get that
Thus we can take the point where max
By continuity of D 2 x f , we thus have
for ǫ > 0 sufficiently small. Hence,
for ǫ, δ sufficiently small. Now let R 1 , R 2 > 0 be such that
and that |x| > R 2 implies
Thus by the lemma, if ∇ x f was to lose its modulus after time t 0 , we must have that there exist
and hence a direction e ∈ S 1 such that
We will show for a smooth solution f of (1.3) and the correct choice of ω that in this case
contradicting the fact that f e had modulus ω(·/t) for time t < t 0 . Thus we just need to prove (3.15) to complete the proof of the generation of modulus of continuity, completing the C 1,1 estimate (1.10) of Theorem 1.1.
Modulus Estimates
Let f be a sufficiently smooth solution to the 3-dimensional Muskat equation (1.3) with
Our goal is to derive an upper bound on
in terms of the modulus ω and the initial slope ||∇ x f 0 || L ∞ . In order to do this, we first need to derive estimates on the asymmetry and x-dependence of the drift and kernel K from (2.3) in order to bound how far (2.3) is from being a simple drift-diffusion equation like (1.12). We will then use these to bound the difference in diffusions
at the end of this section, and finally give an upper bound on (4.2) in Lemma 5.1.
Asymmetry Bounds.
Lemma 4.1. Let f satisfy (4.1) and the kernel K be as in (2.4). Then the drift and kernel K satisfy the pointwise asymmetry bounds
(4.4)
In particular, integrating over |h| < |ξ|
(4.5)
Proof. To begin, note that as
As we similarly have that |δ
Recalling the equation for K (4.9)
we see by combining (4.7) and (4.8) that
as well.
Continuity Bounds.
Lemma 4.2. Let f satisfy (4.1) and the kernel K be as in (2.4). Then the drift and kernel K satisfy the pointwise continuity bounds
(4.11)
In particular,
Proof. In order to bound the x-dependence of our kernel and drift, we first need to note that (4.13)
and
(4.14)
Hence it follows that (4.15) 1
As we already have that
we get immediately that for |h| ≤ |ξ|
For |h| ≥ |ξ|, we note that
(4.18)
As by assumption ω is concave, the function r → ω(r)
Thus for |h| ≥ |ξ|, we have that (4.20)
Diffusive Bounds.
Lemma 4.3. Let f satisfy (4.1) and the kernel K be as in (2.4) satisfying the uniform ellipticity bounds (2.7). Then
(4.21)
Then our goal is to bound (4.22)
from above. We shall do so by bounded each of the two pieces on the right hand side of (4.22). We shall start by bounding over the integral where |h| > |ξ|. We first note that we can rewrite the sum defining G in two different ways. Namely,
Recall by (4.1) that
for all h ∈ R 2 . Hence as K is uniformly elliptic, we get that
Again by (4.1) we have that
Plugging (4.26) into (4.25), applying Lemma 4.2, and integrating over |h| > |ξ| thus gives us that
for some universal constant A depending only on ||∇ x f 0 || L ∞ . Now we are left to bound the integral of G for |h| < |ξ|. We begin by adding and subtracting a linear term from G to get
(4.28)
Similarly to (4.25) we can then bound
(4.29)
In order to bound the error terms, we use that ω is a concave function of one variable to thus get
Hence, we have that
(4.31)
Applying Lemmas 4.1 and 4.2 and integrating in space, we get
where the last inequality ω(|ξ|) ≤ |ξ| 0 ω(r) r dr is again due to the concavity of ω.
Modulus Inequality
Lemma 5.1. Let f : [0, T ] × R 2 → R be a smooth solution of the Muskat equation satisfy the crossing point assumption (4.1) at some fixed time t 0 ∈ (0, T ). Assume the kernel K defined in (2.4) satisfies the uniform ellipticity bounds (2.7). Then at the crossing point, 
Proof. (Lemma 5.1) To begin, note by our crossing point assumption that
Thus for any h ∈ R 2 , we get the bound
with equality at h = 0. Hence (5.5) ∇f e (ξ/2) = ∇ω(|ξ|) = ω ′ (|ξ|)ξ.
The same argument also tells us
Using that f e solves the equation (2.3) and ∇ x f e (±ξ/2) = ω ′ (|ξ|)ξ, we thus get that
Rewriting the integral of the drift term as
and applying lemmas 4.1 and 4.2, we see that (5.9)
By Lemma 4.3, we can bound the difference in diffusions as
(5.10)
Finally, applying Lemma 5.2 and plugging (5.9), (5.10) into (5.7) gives us (5.1)
We are now nearly ready to complete the breakthrough argument of section 3. If our goal was to prove propagation of a modulus of continuity ω rather than the generation of one ρ, it would suffice to construct some function ω such that
which would give the equivalent contradiction to (3.15). As our goal is generation of a modulus of continuity though, we will need to prove the (marginally) stronger inequality
(5.12)
Luckily, in [AKV07], the authors were able to prove that
Let ω : [0, ∞) → [0, ∞) be the modulus of continuity defined by
, ξ ≥ δ .
Then this modulus satisfies
for all |ξ| > 0, so long as δ is taken sufficiently small depending on A cλ , and γ is sufficiently small depending on δ, A cλ .
Following the proof of Lemma 5.3, we can similarly show that the same modulus of continuity ω satisfies the intero-differential inequality we need.
Lemma 5.4. Let ω be as in (5.13). Then this modulus satisfies
so long as δ is taken sufficiently small depending on A + 1 cλ , and γ is sufficiently small depending on δ, A + 1 cλ .
Proof. To begin, note that ω is concave so long as γ is taken sufficiently small depending on δ. Hence, ω(|ξ|) ≤ |ξ| 0 ω(r) r dr.
Abusing notation and replacing A + 1 by A and cλ 2 by λ, in light of Lemma 5.3 it suffices to prove that (5.16)
Note that as ω is concave, the latter two integrals of (5.16) are necessarily nonpostiive. Depending on the size of |ξ|, we shall rely on one or the other to control the error term. That leaves us with two cases to check.
Case 1: |ξ| ≤ δ
We have that in this case,
We also have the bounds
where the last inequality follows by taking γ < 4δ.
Putting this together, we thus have that
so long as δ is taken sufficiently small. ≤
so long as γ is taken sufficiently small depending on δ. Hence,
Using the same argument, we can also bound
so long as δ, γ are taken sufficiently small. Hence,
(5.23) 6. Our choice for the modulus ω
We've now shown that for the modulus defined in (5.13) that if the assumptions (4.1) hold that
We claim that in fact (6.1) will hold for any rescaling ω R (|ξ|) = ω(R|ξ|) as well.
Lemma 6.1. Let R > 0, and ω R (|ξ|) = ω(R|ξ|), where ω is such that Lemma 5.4 holds. Then Lemma 5.4 holds for ω R as well. That is, for any |ξ| > 0, Hence,
Remark. We note that Lemma 6.1 is a natural consequence of the fact that solutions to the Muskat equation (1.3) are preserved under the geometric rescaling R −1 f (Rt, Rx) and the fact that the constants A, λ appearing in (6.2) depend only on the scale invariant quantity ||∇f 0 || L ∞ and dimension. 
ω(r) = ω(Cr).
(6.6)
If ∇ x f 0 has modulus ω · δ , then ∇ x f (t, ·) has modulus ω · t+δ . In particular taking δ = 0, we for all such solutions f that
Proof. We focus on the case that δ = 0. The case where δ > 0 follows by a simple modification of the breakthrough argument given in Section 3. The constant C defined in (6.6) was chosen so that we have the inequality
Recall the breakthrough argument of section 3. We have that if ∇ x f does not have the modulus ρ · t for all times t, then necessarily we can find a positive time t 0 and points
x, y ∈ R 2 and direction e ∈ S 1 such that (6.9)
By the maximum principle for the slope (see Proposition 2.1), we thus have that at a point of equality
(6.10)
Hence, applying Lemmas 5.1 and 6.1, we have that (6.11)
Thus ∇ x f (t, ·) must have the modulus ω · t for all times t.
Corollary 6.1. Let f : [0, T ] × R 2 → R be as in Lemma 6.2. Then (6.12)
Comparison Principle and Uniqueness
Our goal in this section is to show that under suitable bounds on the slope, classical solutions to the Muskat equation obey the comparison principle. In order to make our exact assumptions and claims clear, we start off with a definition of what precisely we mean by a classical solution. As the comparison principle has not been proven before in any dimension, we perform all calculations here for a general dimension d. (1) f ∈ C 1 ((0, T ) × R d−1 ), and with uniform limits at initial and final times
(2) For any compact subset K ⊆ (0, T )×R d−1 , there exist smooth, nonnegative functions ω, Ω :
, the function f satisfies the integro-differential equality
A function f is a classical sub or super solution if in assumption 3. we replace the equality by the inequalities ≤, ≥ respectively.
We note that assumptions 1. and 2. guarantees that the integral in assumption 3. is well defined in the principle value sense for any (t,
Proof. Differentiating the function, we see that
By our assumption on a, we have that this is true whenever |t| ≤ 1 √ 2d − 1 . 2d − 1 and f (0, x) ≤ g(0, x). Then f (t, x) ≤ g(t, x) for all t ≥ 0.
Proof. By replacing g(t, x) with g(t, x) + η + µt for some η, µ > 0, we can assume without loss of generality that 
Such a function φ necessarily exists by the definition of a classical sub/ super solution. Let ǫ > 0, and g ǫ (t, x) = g(t, x) + ǫφ(x). It suffices to show that
By (7.6) it follows that there is an R ǫ > 0 such that
Similarly as f (0, x) + η ≤ g ǫ (0, x), it follows by continuity of f, g that there is a δ > 0 such that
Thus if f (t, x) > g ǫ (t, x) at some point (t, x), then there must exist a first crossing point point. That is, there must be a point (t 0 ,
At this crossing point, we have that
(7.11) Let ǫ << 1. Then we claim that g ǫ is a strict superoslution of Muskat on
It then follows by the Muskat equation and Lemma 7.1 that
(7.12) contradicting (7.11).
Since ||∇g|| L ∞ < 1 √ 2d − 1 and φ ∈Ẇ 1,∞ is smooth, its clear that for ǫ sufficiently small that ||∇g ǫ || L ∞ < 1 √ 2d − 1 . So now we just need to show that g ǫ is a strict super solution.
Direct calculation gives
As φ is smooth and g is a classical supersolution, for any (t,
Hence taking ǫ < µ 3C(φ,g,δ) we have that (7.15) ǫ
Similarly, since g is a classical supersolution there is a r = r(µ, δ) > 0 such that for any
As we have that
we can similarly bound
for ǫ > 0 sufficiently small. Plugging (7.15), (7.16), (7.18) into (7.13), we get that 
is nonincreasing. In particular, (7.21) sup (t, x) is a solution, then so is (t, x) → f (t, x + h) + C for any fixed h ∈ R d−1 and C ∈ R. Applying Theorem 1.2 to f and g(t, x) = f (t, x + h) + C for appropriately chosen C thus implies (7.20).
Taking the supremum of (7.20) over |h| ≤ R then gives (7.21).
Then if f, g : [0, T ] × R d−1 → R are two classical solutions to the Muskat equation (1.3), then (7.22) sup
In particular, f 0 ≡ g 0 ⇒ f ≡ g.
Proof. Proposition 2.1 implies that if f, g are two classical solutions of the Muskat equation with initial data f 0 .g 0 satisfying (7.23)
then the same is true for later times t > 0. Taking advantage of the fact that solutions to the Muskat equation are closed under the addition of a constant C ∈ R, we thus have by Theorem 1.2 that (7.24) f 0 (x) ≤ g 0 (x) + sup
Under an assumption of uniformly bounded slope, it is possible to extend the proof of the comparison principle Theorem 7.1 to work for test functions with suitably small slope. and f (0, x) ≤ g(0, x), we have
Furthermore, for B sufficiently large, we may take the constant c(B) = B 2(B 2 + 1) d/2 . Proposition 7.1 allows for the possibility of employing barrier arguments to control the long range properties of solutions, so long as we assume an a priori bound on the slope. Taking g(t, x) ≡ max f 0 is one trivial example, implying the L ∞ maximum principle for the interface f .
Proof. For ease of proof, we assume B >> 1. In particular, B > 1 √ 2d − 1 . Following the argument in the proof of Theorem 7.1, it suffices to show that if (t, x) ∈ (0, T ) × R d−1 is a first crossing point, then (7.26)
In particular, it would suffice to show for every h = 0 that the we have
Note that ∇ x f (x) = ∇ x g(x) at the crossing point. Multiplying both sides by |h| d−1 , letting
, it suffices to prove that there exists a constant c(B) such that c(B) ).
We can of course assume that c(B) ≤ 1 √ 2d − 1 . It then follows that whenever |t| < 1 √ 2d − 1 by Lemma 7.1 that c(B) ).
We thus just need to prove the inequality in the case that t ∈ [−B, c(B) ). As B >> 1 by assumption, it suffices to consider the extremal case t = −B, s = −c(B), a = c(b). Thus we just need to take c(B) so that
taking c(B) = B 2(B 2 + 1) d/2 suffices. Thus for this choice of constant c(B), (7.28) holds. Hence, we have (7.26) for any crossing point (t, x) ∈ (0, T ) × R d−1 . Repeating the argument of Theorem 7.1, we can guarantee the existence of a crossing point for an arbitrarily small perturbation of g. Hence, Proposition 7.1 follows.
Regularity over time
With the construction of the modulus ω, we get universal Lipschitz bounds in space for ∇ x f (t, ·). By the structure of (1.3), we also get regularity in space for ∂ t f .
Then
(8.2)
In particular, we have for any such solution f and 0 < t < 1/2 that
In the case that we can take Ω of the form Ω(R) = Ω 0 R α for some 0 ≤ α < 1, then we also get the large time decay
Proof. Note that by Corollary 7.1, we have for all t > 0 that (8.5) sup
We have that
We bound each of the above integrals in two ways. For small h, we use our second derivative bounds to get
Similarly for large h, we can use our growth bounds to get
Hence for any M > 0, plugging in (8.7) for |h| ≤ M and (8.8) for |h| ≥ M into (8.6) gives us
In particular for t < 1 2 , we may take M = t and Ω(R) = ||∇ x f || L ∞ R for R < 1 to get
If Ω(R) is of the form Ω(R) = Ω 0 R α for some 0 ≤ α < 1, then taking M = (Ω 0 t) 1/(2−α) gives
which is useful for large times t.
For regularity in space, fix some time t > 0 and x, y ∈ R 2 with |x − y| ≤ t 2 .
(8.12)
For small |h| ≤ |x − y|, it is best to bound each term separately with our second derivative bounds. Thus similarly to above,
For midsize |x − y| ≤ |h| ≤ t, we split the integral into two pieces:
(8.14)
Using our Lipschitz bounds on ∇ x f , we get the bounds
(8.15) Plugging these into (8.14) gives
Finally, to bound large |h| ≥ t, we split our integral as
Similar to the mid h bound, we can use our Lipschitz bounds on f to get that
For the second integral in (8.17), we use our growth bounds on f to get that Combining the various bounds (8.13), (8.16), (8.20) and using that 1 − log |x − y| t thus gives us
For small times 0 < t ≤ 1, by taking 
Without loss of generality, assume that Ω(R) is concave. Then letting , Ω(R) = Ω(R) R , which is nonincreasing, we have that
In particular, lim
t→∞ ||∇ x f || L ∞ (t) = 0 uniformly depending only on Ω, ||∇ x f 0 || L ∞ , and dimension d. In the case that Ω(R) = Ω 0 R α for some 0 ≤ α < 1, then
Proof. Again by Corollary 7.1 we have for all t > 0 that
Fix some time t > 0 and x ∈ R 2 . Without loss of generality, assume that ∇ x f (t, x) = 0.
, we then have that
Rearranging, we get
Taking the supremum in x ∈ R 2 , we thus have that
Note that since Ω : ||D 2 x f || L ∞ (t) = 0 with a rate only depending on ||∇ x f 0 || L ∞ and dimension, and Ω(R) → 0 as R → ∞ with a rate depending only on Ω, we thus have that
with a rate depending only on those quantities as well.
Finally, in the case that Ω(R) = Ω(R) = Ω 0 R α for some 0 ≤ α < 1, then using that
t and rearranging (8.29) gives
, and growth bounds
where Q r (s, y) = (s − r, s] × B r (y), and α > 0 depends only on ||∇ x f 0 || L ∞ and dimension.
Proof. Let e ∈ S 1 be arbitrary. Then we have that f e satisfies the equation
where K as defined in (2.4).
Since ||∇ x f 0 || L ∞ < 1 √ 5 , it follows by proposition 2.1 that K is uniformly elliptic with ellipticity constants depending only on ||∇ x f 0 || L ∞ . Rewriting this equation slightly, we have that
Let F (t, x) denote the righthand side of (8.35). Then we claim that |F (t, ·)| is bounded uniformly in terms of ||D 2
x f || L ∞ (t) and the growth rate Ω. To see this, note that we can bound the drift term
Similarly, the asymmetry bounds on K proven in Lemma 4.1 combined with the ellipticity bounds give us
Combining (8.36) and (8.37), we thus have that our directional derivative f e solves the equation , we thus have that there is an α > 0 depending only on the ellipticity constants and dimension such that for any (t, x) ∈ (0, T ] × R 2 ,
where Q r (s, y) = (s − r, s] × B r (y). As e ∈ S 1 was arbitrary, we've thus proven the C α bound for ∇ x f .
To get the C α estimate for ∂ t f , we simply rely on the equation our original equation
Doing similar bounds as in Proposition 8.1, control over ||D 2 x f || L ∞ , Ω, and a C α estimate for ∇ x f that is uniform in space similarly gives a C α estimate for ∂ t f .
Existence of solutions for all time
So far, our results and a priori estimates have been for sufficiently regular, classical solutions f : [0, T ] × R 2 → R to the Muskat equation (1.3). While we have formally only derived these for smooth solutions, the estimates only depend quantitatively on ||∇ x f 0 || L ∞ < 1 √ 5 and integrably sublinear growth bounds on f 0 , i.e.
(9.1) sup
Notably, none of these estimates depending on the time of existence T . We shall now show that under these assumptions on the initial data f 0 , there exists a unique classical solution f : [0, ∞) × R 2 → R to (1.3) with initial data f 0 .
To prove this, we first show that the same is true for solutions to an ǫ-viscious Muskat equation, Then solutions to the ǫ-system satisfy the comparison principle and hence the growth bounds of Corollary 7.1,
as well as the a priori estimates of Corollary 6.1, Proposition 8.1, and Proposition 8.3
||D
, ||∇ x f || C α (Q t/4 (t,x)) , ||∂ t f || C α (Q t/4 (t,x)) ≤ C(||∇ x f 0 || L ∞ , Ω, t).
(9.5)
with constants independent of ǫ > 0. with C α norm depending only on δ and f 0 . Thus f solves the heat equation with a uniformly bounded C α source term, so we get that (9.10) ||f || C 2,α ≤ C(f 0 , δ, α, ǫ) < ∞.
Though this C 2,α bound does depend on ǫ > 0, what is important is that the C 2,α norm of f cannot blow up. Thus by the continuation criteria, we have that in fact T = T (f 0 ) = ∞ proving the lemma. Proof. For every ǫ > 0, we have that there exists a global smooth solution f (ǫ) to the ǫregularized Muskat equation (9.2). By the a priori estimates given in Lemma 9.1, we have that the sequence (f (ǫ) ) ǫ>0 is precompact in C 1 loc ([0, ∞) × R 2 ). Hence there is a sequence ǫ k → 0 and f ∈ C([0, ∞)×R 2 )∩C 1,α loc ((0, ∞)×R 2 )∩L ∞ ([0, ∞); C 1,1 (R 2 )) such that f (ǫ k ) → f in C 1 loc . As f (ǫ) solve the ǫ-system (9.2) with initial value f (ǫ) (0, x) = f 0 (x) for all ǫ > 0, we thus have that the limit f . Passing to a subsequence M k → ∞ we can assume that (9.21)
It thus follows by the a priori estimates of Sections 6 and 8 that the sequence (f (M k ) ) k is uniformly bounded in C([0, ∞) × R 2 ) ∩ C 1,α loc ((0, ∞) × R 2 ) ∩ L ∞ loc ((0, ∞); C 1,1 (R 2 )). Hence by passing to a further subsequence, we have that there exists a function f : (0, ∞) × R 2 solving the Muskat equation (1.3) such that (9.22) f (M k ) → f in C 1 loc ((0, ∞) × R 2 ). Furthermore, this solution f will satisfy all the previous a priori estimates. By Proposition 8.1 we have that for k sufficiently large and t < 1/2, (9.23) |f
it follows that 
