Ultracold systems offer an unprecedented level of control of interactions between atoms. An important challenge is to achieve a similar level of control of the interactions between photons. Towards this goal, we propose a realization of a novel Lennard-Jones-like potential between photons coupled to the Rydberg states via electromagnetically induced transparency (EIT). This potential is achieved by tuning Rydberg states to a Förster resonance with other Rydberg states. We consider few-body problems in 1D and 2D geometries and show the existence of self-bound clusters ("molecules") of photons. We demonstrate that for a few-body problem, the multi-body interactions have a significant impact on the geometry of the molecular ground state. This leads to phenomena without counterparts in conventional systems: For example, three photons in 2D preferentially arrange themselves in a line-configuration rather than in an equilateral-triangle configuration. Our result opens a new avenue for studies of many-body phenomena with strongly interacting photons. arXiv:2003.07864v1 [cond-mat.quant-gas] 
Atomic, molecular, and optical platforms allow for precise control and wide-ranging tunability of system parameters using external fields. Interactions between atoms can be controlled via Feshbach resonances enabling studies of the BCS-BEC crossover [1, 2] or via highly-excited Rydberg states giving rise to frustrated magnetism [3] , topological order [4] , and other exotic phases [5] . Interactions between single photons in vacuum or conventional transparent materials are negligible; however, they can be enhanced by strongly coupling photons to specially engineered matter [6] . An open challenge is to achieve a similar level of tunability for strongly interacting photons as has been demonstrated for atoms. Such tunability could lead to applications in photonic quantum information processing, quantum metrology, and sensing, as well as to exotic photonic phases of matter [7] .
An especially promising platform to achieve this goal are Rydberg polaritons, for which strong interactions between Rydberg states are mapped onto photons via electromagnetically induced transparency [8] [9] [10] . The effective interactions between photons are not only strong [11] , but also saturate to a constant value [12] [13] [14] for distances shorter than the blockade radius r b ∼ 10 µm, which usually is much greater than the wavelength of the optical photons. These properties have enabled several theoretical proposals and experimental realizations related to quantum information processing, such as quantum gates [15, 16] , transistors [17] [18] [19] , and nonclassical states of light [20] [21] [22] .
Up to now, the field of dispersive Rydberg-EIT has predominantly concentrated on the effective interactions between polaritons proportional to 1/(r 6 b + r 6 ), which change monotonically as a function of separation r. Additional work has explored: Coulomb bound states [23] , which are based on the singular potentials that lead to significant losses for experimentally relevant parameters; and bound states via interactions mediated by 1D photonic crystals [24] . Here, we propose a novel method to tune the shape of the divergence-free interactions [23] in 1D and 2D between photons propagating through the Rydberg medium. We achieve this by using Förster resonances, which is a useful tool to control interactions between atoms [9, [25] [26] [27] [28] [29] [30] [31] [32] [33] . Application of these resonances to quantum optics with Rydberg polaritons was studied in the context of Rydberg atom imaging [34] [35] [36] and an all-optical transistor [17, 19] giving rise to the enhancement of the single-photon nonlinearities. We demonstrate that with an appropriate choice of states and couplings, we can achieve a Lennard-Jones-like potential between photons, which has a global minimum at a finite distance [see Fig. 1(b) ]. We show the existence of bound states in 1D and 2D for two photons interacting via this molecular potential, and further discuss multiphoton self-bound clusters (molecules) of photons [see Fig. 1 
In the previous studies of shallow [12] and deep [13] bound states, the photons interacted via a soft-core potential and therefore preferred to overlap. This precluded the formation of more complex molecular-like photon structures that is possible in our proposal. The manyphoton clusters studied here resemble photonic crystalline features studied in 1D [37, 38] and 2D [39] . However, the latter proposals are based on strong repulsion and therefore, without the external trapping potential the proposed crystals become unstable, which is in contrast to our work proposing self-bound clusters.
One of the unconventional properties of Rydberg-EIT is strong three-and higher-body interactions between po-
Using magnetic fields, we tune |SS (characterized by principal quantum number n) close to the resonance (deviation from resonance denoted by ∆ d ) with the P1P2 state having n1 = n and n2 = n − 1. (b) This gives rise to the effective molecular potential Ve plotted for ∆ d /Vc = 0.03 used also in Fig. 2 (b). By working with |Vmin| 1/|χ|, this potential around the local minimum is nearly equal to V f (i.e. is not modified byχ), see blue dotted vs green dashed curve. (c) A quasi-2D cloud of atoms placed in the center of a multi-mode cavity. The mode structure of the cavity gives an effective mass for free particles moving in 2D. The inset shows the resulting quadratic photonic dispersion relation. For strong nonlinearities, this setup gives rise to few-and many-body self-bound clusters of light in 2D, e.g arranged on a ring, which is illustrated in (d) for seven photons.
laritons [40] [41] [42] . These strong three-body interactions impact the energies of three-body bound states [43] . Here, we show that Förster resonances in combination with Rydberg-EIT lead to another source of many-body forces. These additional forces, in turn, give rise to new phenomena. For example, it is energetically favorable to have three polaritons in a line, rather than in a triangular configuration.
System.-Throughout, we focus on photons evolving in 1D and 2D multimode cavities [39, [44] [45] [46] [47] , Fig. 1(c) , described by the single-particle Hamiltonian [39, [48] [49] [50] [51] [52] 
whereÊ is the field operator describing the photonic mode, whereasÎ andŜ describe intermediate-and Rydberg-state collective spin excitations, respectively [8] .
2κ is the cavity loss rate, ∆ = δ − iγ I is the complex single-photon detuning, 2γ I is the atomic intermediate state decay rate, 2γ S is the Rydberg level decay rate, g is the single-photon coupling, and Ω is the Rabi frequency of the control drive. The kinetic energy of photons is described in 1D and 2D via T = − ∇ 2 2m ph , where m ph is the photon mass defined by the cavity parameters. Note that our approach can be easily generalized to a 1D freespace geometry, which together with details on m ph we discuss below. The Hamiltonian in Eq. 1 can be diagonalized and leads to two bright and one dark polariton branches [13] . Well within the EIT window [53] and in the limit of Ω g (assumed throughout), the dark-state polaritonD takes the formD ∼Ŝ− Ω gÊ . To leading order, the dark-state polariton losses are Ω 2 g 2 κ + γ S and are negligible for the evolution times considered in this Letter. For simplicity we shall assume |δ| γ I , and therefore neglect the imaginary part of ∆. The dispersion ofD is inherited from the photonic component and therefore described via an enhanced mass equal to m = g 2 Ω 2 m ph . The interactions for conventional dark-state polaritons are inherited from the van der Waals (vdW) interactions between Rydberg states [10, 54] described by the quartic term proportional toŜ † (r)Ŝ † (r )V SS (r−r )Ŝ(r )Ŝ(r). However, close to the Förster resonance, the physics becomes more subtle because at least two stronglyinteracting pairs of states are involved. To build intuition, we first study the two-body problem.
Effective Lennard-Jones-like potential.-In the past, Förster resonances were used in Rydberg-EIT transistor experiments [17, 19] which used two S-states with different principal quantum numbers for the gate and source photons. Here, we are interested in few-and manybody physics and therefore we use a single nS-state [55] . In this case, there is no true Förster resonance at zero external fields [56] , but there is an approximate one nS + nS → nP + (n − 1)P that we use here. We consider J = 1/2, m J = 1/2 S-states and J = 3/2, m J = 3/2 Pstates and tune them to near resonance [19] [see Fig. 1 (a)] using a strong magnetic field (defining the quantization axis) perpendicular to the atomic cloud [57] .
Under these conditions, there are three relevant pairs of Rydberg states {SS, P 1 P 2 , P 2 P 1 } with interactions between them described by
where ∆ d = E P1 + E P2 − 2E S is the Förster defect and V d = C 3 e i2φ12 /r 3 is a dipolar interaction with the polar angle φ 12 describing the direction of the relative distance r = r 1 − r 2 between the first and second excitation, with r = |r|. In general, |V d | could have an additional azimuthal-angle dependence, which however is not present for the 1D and 2D geometries considered here. V SS = C SS /r 6 , V P P = C P P /r 6 are diagonal vdW interactions [58] , whereas V P P,off = C P P,off /r 6 is the off-diagonal vdW interaction between P 1 P 2 and P 2 P 1 . The conventional Rydberg-EIT two-body problem can be described using a set of nine coupled Maxwell-Bloch equations [21, 59, 60] for XY components of the twobody wavefunction, where X, Y ∈ {E, I, S}. Importantly, the P 2 P 1 and P 1 P 2 components are coupled to the conventional equations [21, 61] only via dipolar interactions V d . This enables us to eliminate the P 2 P 1 and P 1 P 2 components (see supplement [61] ) and leads to the standard equations of motion but where V SS is replaced by
with ω the total energy of the pair of polaritons. This potential [see Fig. 1 (b)] can have a local minimum which intuitively comes from the interplay of the diagonal interactions ∼ 1/r 6 and the off-diagonal couplings ∼ 1/r 3 : The latter terms dominate at large seperation causing the potential curve SS to be attractive, whereas at short distances the vdW interaction dominates and the potential is repulsive. This is in contrast to other molecular potentials [62, 63] arising from the avoided crossings between potential curves. Based on V f , using the approach developed in Ref. [13] , we arrive at the soft-core effective potential between polaritons
for the regime considered below. In contrast with conventional Rydberg-EIT, both the strength and shape of V f can be tuned using ∆ d and the choice of principal quantum numbers. In general, the depth V min of the potential V e can be as large as its height equal to −1/χ. However, by assuming henceforth a shallow V e such that V min ω c ≡ 1/|χ|, we can: (i) neglect dependence ofχ on ω because ω ∼ V min [13] ; (ii) neglect the scattering to bright polaritons for a small center-of-mass momentum K k c ≡ g 2 cΩ 2 ω c [13] assumed henceforth; (iii) neglect blockade-induced three-body interactions [40, 41] .
Two-body problem.-The two-body problem can be described using the wavefunction ϕ(r) depending on the relative distance r. ϕ describes two dark-state polaritons, is proportional to EE ∼ ES + SE, and is the solution of the effective Schroedinger equation [13] 
As we discussed, we can neglect dependence ofχ on ω, however, there is still dependence of V f on ω, see Eq. (3), which we take into account in the numerics. The local minimum of V e exists for C SS (ω − ∆ d ) + 2C 2 3 > 0. Considering |ω| ∆ d enables us to define the characteristic energy ν c = 2C 2 3 /C SS quantifying the range of ∆ d for which a bound state could exist. In addition, we define (for details see supplement) the characteristic length
1/6 for the position of the local minimum, as well as V c = 2C 2 3 /C P P quantifying the depth of the potential.
Next, we self-consistently find the solutions of Eq. (5) for different ∆ d . In Fig. 2 , we show solutions for the 1D limit of Eq. (5) for V c m b 2 = 40. The smaller the ratio ∆ d /V c is, the deeper V f is and, therefore, the second (and even the third) bound state can be seen in Fig. 2(a) . The lowest bound state (green in Fig. 2(b) ) has a width smaller than the first excited bound state (orange), the latter having a single node around the local minimum of V e at r ≈ b, Fig. 1(b) . Both wavefunctions are strongly suppressed at short distances due to the strong repulsion for small r. Experimental realization.-Photons in a multi-mode cavity [39] enable us to tune the polariton's mass so that mV e is repulsive at short distances, has local minima at finite distance, and is free of potentially lossy divergences [13, 23, 64] . In general, for multi-mode cavities, the generation of the mass is intertwined with the presence of the trapping potential. However, for a nearplanar cavity (defined as R L, where R is mirror curvature and L distance between mirrors) we have m ph = k c and the trapping frequency ω tr = c √ 2LR . Therefore, the trapping vanishes with increasing LR.
Note that our scheme also works in a free-space quasi-1D geometry [21] for a magnetic field perpendicular to the propagation direction and the transverse mass much greater than the longitudinal one [64] . Then, by working in the regime Ω > |∆|, we can achieve a divergence-free potential that is repulsive at short distances [13, 23] .
Three and more photons.-For conventional few-body problems, it is usually a good approximation to assume that each pair of bodies interacts via a two-body potential. However, Rydberg polaritons are an unconventional platform enabling strong many-body interactions, as was shown for a soft-core potential V e in Refs [40, 41, 65] .
In this Letter, we can neglect these higher-body interactions because states of interest are largely supported outside the repulsive core of the potential, and therefore, the three-body forces are strongly suppressed for |χV min | 1, Refs [40] [41] [42] . However, we show that Förster resonances in combination with Rydberg-EIT lead to another source of many-body forces.
Even though the SS channel is on resonance with two channels P 1 P 2 and P 2 P 1 , the majority of the three-body physics can be well-described by a single effective channel P P ∼ P 1 P 2 + P 2 P 1 [61] (note that all the numerics are performed without this approximation). The dipolar interaction between states {SSS, SP P, P SP , P P S} takes the form
where
with i = j, k and j < k describes all vdW interactions between involved Rydbergs; V S is a sum of vdW interactions between all polaritons in S state. V d,ij = √ 2C 3 e i2φij /|r i − r j | 3 is the effective dipole interaction between SS and P P . Analogously, W ij (r) = − 1 3 C 3 /|r i − r j | 3 describes the dipole interaction between SP and P S. Without off-diagonal W terms, we could eliminate all components containing P -states. However, due to these exchange terms, this is no longer possible, which is one of the reasons for the strong N-body forces.
Low-energy regime.-The low energy assumption, T i |V min | (where T i is the kinetic energy of the ith polariton), together with the already made assumption that |V min | ω c , ensures that the dipolar interactions modify the internal composition of the dark states only weakly [37] . Therefore, we can neglect the blockade effects on the effective interaction V e and dark-state polaritons. In the slow-light regime of g Ω, dark states D have a negligible contribution from E and I and mostly consist of Rydberg states. Hence, the dipolar Hamiltonian Eq. (6) maps directly onto dark-state polaritons D and collective excitations P . That is, the full Hamiltonian describing the evolution of the three polaritons in the {DDD, DP P, P DP , P P D} basis is a sum of Eq. (6) with kinetic terms
Few-body bound states in the large-mass limit.-In order to give additional insights into the role of few-body interactions in the many-body problem, in the following we neglect kinetic energy all together. This requires V c 1/mb 2 and therefore large optical depths OD per b, i.e., OD b ≡ OD b L δ γ I . Next, we numerically solve for the eigenstates of the two-channel version [61] of the Hamiltonian Eq. (6) as a function of separations r ij in a 2D geometry. We find that it is preferable to have three polaritons in a line rather than in an equilateral-triangle configuration. Moreover, the configuration in which one photon is away from the dimer has lower energy than the equilateral-triangle configuration. This is demonstrated in Fig. 3(a-b) where (a) shows total energies for the polaritons being at the corners of an isosceles triangle and (b) shows that regardless of the value of ∆ d /ν c , the lineconfiguration has the lowest energy [66] .
Intuition behind the N-body force.-For the threebody problem, even approximate analytical expressions for eigenstates of Eq. (6) are lengthy for arbitrary separations. Therefore, we use an equilateral-triangle configuration parametrized by edge length r to obtain more intuition on the three-body forces. The energy E being the lowest eigenvalue of Eq. (6) as a function of the separation r, for E ∆ d , takes the form
From comparison of this expression with Eq. (3) , we see that the denominator has two additional terms [67] : (i) the vdW energy shift 2C SP /r 6 , and (ii) the shift due to the off-diagonal dipolar interactions W (r) < 0 [68] . Both lead to the suppression of E, resulting in strong three-body repulsion which prevents configurations with three particles closely spaced. This gives rise to the novel ground state geometries presented in Fig. 3 .
Four-body problem.-The four-body problem features additional exotic phenomena due to the strong four-body interactions. For 87 Rb, the ground state is a configuration consisting of two far-separated dimers [69] , see Fig. 3(c) . However for 133 Cs, which has C SP /C P P ≈ 0.6 (compared with C SP /C P P ≈ 1.4 for 87 Rb) and therefore weaker multi-body forces, the ground state configuration depends on ∆ d , Fig. 3(d) : the ground state is a linear configuration for ∆ d /ν c ≥ 0.3 and two far-
Multiple-body problem.-From Fig. 4(a) , we see that the few-body forces lead to unconventional effect in which many photons prefer to be arranged as independent dimers. For Cs [see Fig. 4 (b)] at large enough N (which depends on ∆ d /ν q , and for ∆ d /ν q = 0.4, happens for N ≥ 7), a regular polygon (ring) is the ground state rather than a linear configuration [see Fig. 1(d) ]. Intuitively, the additional two-body attractive bond for the ring arrangement wins over the additional repulsive many-body forces present in this configuration.
Outlook.-In this work, we concentrated on the strongly interacting regime in 1D and 2D. Another exciting direction is a study of the 3D interacting regime of photons copropagating in free space in the presence of the molecular potential in the transverse directions [64, 71] . Note that our analysis suggests that the strong few-body forces can also be observed in experiments with ultracold Rydberg atoms alone [72, 73] . This can be done in a 2D pancake geometry with or without an additional optical lattice potential. It is an especially promising direction in the light of recent work on the observation of Rydberg macrodimers [62] with P states close to Förster resonances.
Acknowledgments. 
Supplement
Here, we present the derivation of effective interactions between polaritons propagating through Rydberg media close to the Förster resonance (sec. I), derivation of the characteristic energy and length scales in the two-body problem (sec. II), and derivation of the single-channel description used to give intuition behind three-body forces (sec. III).
I. TWO PHOTONS PROPAGATING THROUGH RYDBERG MEDIA CLOSE TO THE FÖRSTER RESONANCE
Here, we give more details related to the effective interactions between Rydberg states described by Eq. (3) in the main text. Our model system is a one-dimensional gas of atoms whose electronic levels are given in Fig. 1(a) in the main text. Following Ref. [13, 19, 21, 59] , we introduce operatorsÎ † (z) andŜ † (z) which generate the atomic excitations into the |I and |S states, respectively, at position z. In addition, comparing to Ref. [13, 19, 21, 59, 74] we include a more complex atomic level structure of the source and the gate excitations by definingP † 1 (z) andP † 2 (z) which create excitations into |P 1 and |P 2 states, respectively. All the operatorsÔ(z) ∈ {Ê(z) ,Î(z) ,Ŝ(z) ,P 1 (z) ,P 2 (z) are bosonic and satisfy the equal time commutation relation, [Ô(z),Ô † (z )] = δ(z − z ).
The microscopic Hamiltonian describing the propagation consists of three parts:Ĥ =Ĥ p +Ĥ ap +Ĥ int . For the sake of simplicity we show the derivation for the 1D massive photons, which straightforwardly applies to the free-space photons within the center of mass frame, and generalizes to a 2D cavity. The first term describes the photon evolution in the medium and is defined asĤ
with the mass defined by the cavity geometry. The atom-photon coupling is described bŷ
where g is the collective coupling of the photons to the matter, and for the sake of brevity we drop the decay rates γ S , γ P1 and γ P2 . The interaction between Rydberg levels is described bŷ
where the notation was explained in the main text. The Schroedinger equation has the form
with the two-excitation wavefunction having the form [21, 74] |ψ(t) = dz dz
The Schroedinger equation [21] in the frequency space reduces to
ωII(z, z ) = 2∆II(z, z ) + g(EI(z, z ) + EI(z , z)) + Ω(IS(z, z ) + IS(z , z)),
ωIS(z, z ) = ∆IS(z, z ) + gES(z, z ) + ΩSS(z, z ),
ωSS(z, z ) = Ω(IS(z, z ) + IS(z , z))
where only the two last equations differ from the conventional one [13, 19, 21, 59] . Next, we eliminate P 1 P 2 component (note that S(z, z ) = S(z , z)) leading to
From which we see that the effective interactions between Rydberg states takes the form shown in Eq. (3).
II. THE CHARACTERISTIC ENERGY AND LENGTHS SCALES IN THE TWO BODY PROBLEM
Let us next comment in more detail on the form of the V f (r) given by Eq. (3) in the main text. Since |V f | ω c , the depth of V e is nearly equal to the depth of V f in the considered regime, and is given by
) 2 /C P P ; note that we consider states for which C P P , C SS >0. The minimum of the potential occurs at the relative distance given by
Therefore, we define V c = 2C 2 3 /C P P , which together with ν c is used as a characteristic energy scale in our results.
III. COMPARISON OF SINGLE-CHANNEL P P VS DOUBLE-CHANNEL P1P2 PHYSICS
We illustrate the relation between the effective P P channel description (i.e., Eq. (6) in the main text) and the two channels P 1 P 2 and P 2 P 1 description for the three-body problem. For the sake of simplicity we neglect weaker off-diagonal vdW interactions V P P,off .
We consider the Hamiltonian in the following basis: |SSS , |SP 1 P 2 , |SP 2 P 1 , |P 1 SP 2 ,|P 1 P 2 S , |P 2 SP 1 , and |P 2 P 1 S . The off-diagonal part of the Hamiltonian: 
whereas the diagonal one 
where C d denotes dipolar interactions between SS and P 1 P 2 , C d,1 between SP 1 and P 1 S, and C d,2 between SP 2 and P 2 S. Terms without index d denote vdW interactions. In order to present the following argument, it is enough to consider only the Hamiltonian elements between five states (out of seven) which we do for the clarity of presentation: We rotate the interaction Hamiltonian into the symmetric and asymmetric basis |SSS , 1 √ 2 (|SP 1 P 2 ± |SP 2 P 1 ), and 1 √ 2 (|P 1 SP 2 ± |P 2 SP 1 ). 
From the off-diagonal terms we see the √ 2 enhancement of the coupling from SS to the symmetric-superposition channel denoted by the P P in the main text. Coefficients C P P , C SP in the main text correspond to the averages of corresponding two-channel quantities.
We see that for the generic geometry with r ij = r jk , decoupling from asymmetric channels requires C SP1 ≈ C SP2 and C d,1 ≈ C d,2 . In our proposal we use n 1 = n and n 2 = n − 1 with n = 120 1 for which C SP1 /C SP2 ≈ 0.98 C d,1 /C d2 ≈ 0.92. This enables us to use the effective single-channel picture to give an intuition behind the multibody forces. Note that all the numerical results presented in the main text are performed without the single-channel approximation. Finally, the single-channel picture is valid only for two-and three-body problem.
