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SUBFACTORS AND QUANTUM INFORMATION THEORY
PIETER NAAIJKENS
Abstract. We consider quantum information tasks in an operator algebraic
setting, where we consider normal states on von Neumann algebras. In partic-
ular, we consider subfactors N ⊂ M, that is, unital inclusions of von Neumann
algebras with trivial center. One can ask the following question: given a nor-
mal state ω on M, how much can one learn by only doing measurements from
N? We argue how the Jones index [M : N] can be used to give a quantitative
answer to this, showing how the rich theory of subfactors can be used in a
quantum information context. As an example we discuss how the Jones index
can be used in the context of wiretap channels.
Subfactors also occur naturally in physics. Here we discuss two examples:
rational conformal field theories and Kitaev’s toric code on the plane, a proto-
typical example of a topologically ordered model. There we can directly relate
aspects of the general setting to physical properties such as the quantum di-
mension of the excitations. In the example of the toric code we also show how
we can calculate the index via an approximation with finite dimensional sys-
tems. This explicit construction sheds more light on the connection between
topological order and the Jones index.
1. Introduction
Quantum information can be defined as the study of information processing in
a quantum setting, and is the quantum analog of classical (Shannon) information
theory. In a typical scenario, Alice encodes classical information in a quantum
state ρ, and sends it in some way to Bob. This transmission is rarely perfect,
so Bob receives a state E(ρ), where E is a completely positive map (a quantum
channel) describing how the state is affected by the transmission. Bob’s task is
then to recover the classical information that Alice wanted to send, and a natural
question is to ask what the rate of information is that can be send in this way
(which depends on the channel E). By now there are multiple textbooks which
provide an introduction to the field, see for example [20, 38, 51].
Usually only finite dimensional systems are considered (or infinitely many copies
of a finite systems, in case one is interested in asymptotics). Comparatively little
work has been done on quantum systems with infinitely many degrees of freedom.
Nevertheless, there are some examples, such as a study of the Holevo capacity [43]
and a discussion of error correction in infinite Hilbert spaces [3] (this list is by
no means complete). See also [39] for an overview of some technical properties of
quantum channels in the operator algebraic picture.
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One of the main goals of this paper is to show that the theory of operator algebras
gives us new tools to study quantum information tasks in infinite systems. It is
our hope that the exposition is accessible to both quantum information theorists
as well as to operator algebraists. We do this by relating more technical operator
algebraic aspects to more familiar tasks in quantum information. Our running
example will be subfactors, unital inclusions N ⊂ M of von Neumann algebras
with trivial center (see the next section for a brief introduction to von Neumann
algebras). Subfactors are extensively studied in the operator algebra community,
and have found applications in other fields as well (see for example [23, 32, 36]).
Rather than focussing on the states of a system, in our infinite dimensional
setting we find it easier and more transparent to work in the Heisenberg picture,
with a focus on the observables of the theory. The duality between the state (or
Schro¨dinger) picture and the Heisenberg picture is of course well-known in quantum
mechanics. So for us a quantum channel will be a normal unital completely positive
map E : M → N. A particular example is a conditional expectation, in which case
E is a “projection” from M onto a subalgebra N. We will give a precise definition
in Section 2. It can be thought of as a generalisation of the partial trace (which
indeed is an example of a conditional expectation) that does not require a bipartite
structure.
The physical interpretation is as follows. We can think of M modelling the ob-
servables in some quantum system. The subalgebra N then describes a subsystem,
in the sense that only a subset of the observables can be measured. In particular,
there may be states on M that can be distinguished with measurements in M, but
now when one is restricted to N. We can then think of a conditional expectation
E : M→ N as describing the quantum operation of restricting observables in M to
the subsystem, or alternatively describing how much of their ability to distinguish
states they lose. In the dual picture, E can be used to extend states on N to the
bigger system M in a canonical way. In fact, ω ◦ E is the unique extension of a
state ω on N that minimizes the relative entropy with respect to any invariant state
ϕ ◦ E = ϕ of M.
The interesting thing about subfactors is that there typically is a natural or
“preferred” conditional expectation. To each such conditional expectation one can
define an “index”. There is a unique conditional expectation E minimizing this
index, and the corresponding index is written as [M : N] [22, 28, 32].1 This is called
the Jones index. We recall the definition in Section 4. The upshot is that this index
can be interpreted as an information quantity related to question discussed above.
This is done through expressing the index in terms of Holevo’s χ-quantity [25],
which gives a bound on the amount of classical information one can recover from an
ensemble of states. Although such normal conditional expectations are important
in the theory of subfactors, applications to quantum information have received little
attention. Here we try to fill this gap, and show how subfactors give rise to examples
of quantum channels, which have a natural operational interpretation.
We also discuss two examples of physical systems where a subfactorN ⊂M arises
naturally: rational conformal field theory [23] and the toric code on the plane [36].
In these systems, the index is related to the superselection sectors (or “charges”)
of the model, providing a physical mechanism with which additional states can be
1For Type II1 factors one should choose the trace-invariant conditional expectation. In general
this is not necessarily the one that minimizes the index.
SUBFACTORS AND QUANTUM INFORMATION THEORY 3
distinguished. Some of these ideas have been discussed earlier in [11, 13]. Here we
provide a more mathematical account of the main ingredients.
The definition of the index is rather technical and in many cases not amenable
to a direct calculation. In particular for models such as the toric code it would
be helpful to have an approximation procedure that gives us the index from (a
sequence of) finite dimensional models. Here we present and work out a new way
to do precisely that in the toric code. This also clarifies the role of the superselection
sectors of the model in the quantum information task described above. It provides
a way to relate a method introduced by Haah [16] to define the charges in a model,
to the definition of superselection sectors that is appropriate for infinite systems.
The paper is organized as follows. We first recall the mathematical setting of
quantum information in infinite systems. Then, in Section 3, we recall the definition
of relative entropy and discuss how it can be used to say something on how well
two states can be distinguished. Section 4 gives a recap of the main definitions in
subfactor theory, and shows how the Jones index is related to the relative entropy.
This is applied in Section 5 to a wiretap scenario. Finally, in the last two sections
we give examples of how such subfactors occur in physical systems, and show how in
the toric code one can use approximations by finite dimensional systems to calculate
the index.
2. Quantum channels and operator algebras
Often in quantum information theory one considers finite dimensional systems.
That is, systems given by (tensor products of) finite dimensional Hilbert spaces.
Let H be such a finite dimensional Hilbert space. The physical operations on H are
described by B(H), with self-adjoint elements corresponding to measurable observ-
ables, and states are given by density operators on H (that is, positive operators
on H with unit trace). A quantum channel Φ is a linear map that sends states on a
system HA to states on a possibly different system HB. Mathematically, it can be
modeled as a trace-preserving completely positive linear map between the bounded
linear operators of each of these systems. Positivity makes sure that positive op-
erators are sent to positive operators, and hence because of the trace-preserving
condition, density operators (or states) to density operators. Complete positivity
implies that we can consider the composite system HA ⊗Cn, and Φ⊗ Idn will still
be a quantum channel.
Physically a quantum channel describes what happens with a state after some
action. Examples range from time evolution over a finite amount of time, restricting
a state to a smaller set of observables, or describing what happens if we sent a
quantum state from one place to another subject to noise induced by interaction
with the environment (a “noisy channel”). Typical questions are then, for example,
what the maximum rate of (classical or quantum) information is that can be sent
through this channel, and if we can improve this by using error correction schemes.
We refer to [51] for an in-depth treatment of many applications and results.
Here we will be interested in infinite quantum systems, which are no longer
described by finite dimensional Hilbert spaces. In addition, the algebra generated
by the observables of the system is no longer B(H), but rather some subalgebra
M ⊂ B(H), in particular those subalgebras that are von Neumann algebras. We
will recall some of the basic definitions and facts of the theory of such operator
algebras, although some familiarity with the theory of von Neumann algebras will
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be helpful. An introduction to von Neumann algebras and their role in physics
can be found in [5]. See also [24] for a brief discussion in the context of quantum
information.
For concreteness, suppose that M ⊂ B(H) is a von Neumann algebra. That is,
M is closed under the ∗-operation (often called the Hermitean conjugate in physics),
and satisfies M = M′′. Here the prime denotes the commutant,
M
′ = {X ∈ B(H) : [A,X ] = 0 ∀A ∈M}.
Hence M is equal to its double commutant. There are different topologies one
can consider on a von Neumann algebra. It is most natural to consider normal
maps. A linear functional ϕ : M → C is normal if there are sequences ξn, ψn ∈ H
with
∑
n ‖ξn‖
2 < ∞ (and similarly for ψn), such that ϕ(X) =
∑
〈ξn, Xψn〉 for all
X ∈ M. A linear map E : M → N is normal if and only if ω ◦ E is a normal state
on M for any normal state ω of N. Equivalently, supλ E(Xλ) = E(supXλ) for any
increasing and bounded (in norm) net Xλ of positive elements in M. We will only
consider normal maps.
A von Neumann algebra is called a factor ifM∩M′ = CI, i.e. its center is trivial.
Every von Neumann algebra can be decomposed as a direct sum (or, more gener-
ally, a direct integral) of factors. As was already known to von Neumann, factors
can be classified into three types, denoted I, II and III (with further subdivisions
possible). Factors of Type I are the most familiar: those are precisely those von
Neumann algebras that are isomorphic to B(H) for some Hilbert space H. They
are completely classified by the dimension of the Hilbert space. For example, a
factor of Type In is isomorphic to Mn(C). Every finite dimensional von Neumann
algebra is a direct sum of Type I factors.
We will be most concerned with infinite dimensional systems. In particular,
in the language of von Neumann algebras, we are primarily interested in systems
where the observables are modeled by a von Neumann algebra that is not of Type I.
This already makes the situation very different from the finite dimensional setting.
Consider for example the case where the observables are given by a Type III factor
M. In such a factor, every projection P is Murray-von Neumann equivalent to I,
that is, there is an isometryW ∈M such that W ∗W = I andWW ∗ = P . A conse-
quence is that there a no normal pure states.2 Let ω be a normal state implemented
by a vector Ω (this can always be achieved in a suitable representation). If M is
Type III, then also M′ is of Type III, and by choosing a non-trivial projection P in
M′ (which always exists), we can find isometries V,W such that V V ∗+WW ∗ = I.
Then, with A ∈M,
ω(A) = 〈V ∗Ω, AV ∗Ω〉+ 〈W ∗Ω, AW ∗Ω〉.
By a suitable choice of V and W the states on the right hand side can be made
distinct and hence ω is not a pure state.
This is not just a mathematical curiosity, but also of physical relevance. For
example, under quite natural assumptions one can show that the local observables
in relativistic quantum field theory are Type III factors. See [53] for a discussion
of some of the consequences this has, for example on the entanglement properties
of the vacuum. It is therefore indeed useful to consider the more general operator
algebraic setting.
2Since M is in particular a C∗-algebra, it does have pure states, but these states cannot be
normal.
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As mentioned an important role is played by quantum channels. In the operator
algebraic picture it is more natural to consider the Heisenberg picture. That is,
rather than viewing a channel as a map of states, we view it as a map between
observable algebras: in the Heisenberg picture a quantum channel is a normal
unital completely positive map E : M → N between von Neumann algebras. Of
course these two notions of a channel are dual, and there is a unique “adjoint”
map E∗ : N∗ → M∗, which sends a normal state ω on N to a normal state ω ◦ E
on N. Conversely, if E∗ is completely positive, it uniquely defines a normal unital
completely positive map E : M→ N.
A fundamental result of Stinespring says that any completely positive map
E : M→ B(H) is of the form E(X) = V ∗pi(X)V , where pi : M→ B(K) is a repre-
sentation of M on some Hilbert space K, and bounded linear map V : H → K [45].
If E is unital, V is an isometry. If E is normal, then pi can also be chosen to be
normal. If all Hilbert spaces are finite dimensional, a consequence of Stinespring’s
theorem is that E(X) =
∑N
i=1 ViXV
∗
i , where the Vi are called the Kraus operators.
For infinite systems this is more subtle, but see for example [21].
A particular example of a quantum channel is a conditional expectation E :
M → N from a von Neumann algebra M onto a subalgebra N (more generally,
one could also consider inclusions of C∗-algebras). Conditional expectations play
a fundamental role in subfactor theory. One can find different (but equivalent)
definitions in the literature. We will use the following one:
Definition 2.1. A conditional expectation from a von Neumann algebra (or, more
generally, a C∗-algebra) M onto N is a positive linear map E : M → N such that
E(ABC) = AE(B)C and E(A) = A for all A,C ∈ N and B ∈M.
We will only consider unital conditional expectations between von Neumann
algebras, and assume that they are normal. Note that if E is unital, the condition
that E(A) = A for A ∈ N already follows from E(ABC) = AE(B)C.
Conditional expectations were introduced by Umegaki [48] and Dixmier [10] as a
non-commutative generalization of conditional expectations in probability theory.
An important result by Tomiyama says that every projection of norm one, that is,
a linear map E from a C∗-algebraM onto a C∗-subalgebra ofM such that E ◦E = E
and ‖E‖ = 1, is in fact a conditional expectation [47]. The converse is also true:
every conditional expectation is a projection of norm one. Finally, it can be shown
that E is in fact completely positive. In particular, E is a quantum channel. Proofs
of all these statements can be found in [46, §9] or section II.6.10 of [4].
Example 2.2. Consider a bipartite system H = H1 ⊗ H2 = Cm ⊗ Cn. Let τ
be the normalized trace on H2. Then we can define a map TrB by demanding
Tr2(A ⊗ B) = Aτ(B) for all A ∈ B(H1) and B ∈ B(H2). By identifying A with
A ⊗ I, this defines a linear map Tr2 : M → N, with M = B(H1 ⊗ H2) and
N = B(H1) ⊗H2. It is easy to check that Tr2 is a conditional expectation. Note
that up to a normalization factor, this is the partial trace of the second system.
The existence of a conditional expectation is not guaranteed and implies some
conditions on N. For example, if E : M → N is a normal conditional expectation,
and M is of Type I, then so is N. Similarly, if M is semi-finite, so is N (cf. [46,
§10]).
6 PIETER NAAIJKENS
3. Distinguishing states and relative entropy
Entropies and relative entropies play an essential role in quantum (and indeed,
also classical) information theory. Many tasks, such as determining the amount of
information one can send through a channel, ultimately boil down to calculation of
certain entropies. Another such task that will be relevant for us is distinguishing
states. Before we recall how entropies play a role here, we recall the definition of the
relative entropy in the context of von Neumann algebras. This was first introduced
by Araki [1, 2]. A more modern treatment as well as an overview of subsequent
results can be found in [39].
Let M be a von Neumann algebra and suppose that ω, ϕ are two positive normal
functionals on M. Moreover, suppose that ω is implemented by a vector ξ, which
can always be realized by switching to the Haagerup standard form if necessary [15].
The vector ξ induces a positive functional ω′ξ on the commutant M
′, and it is pos-
sible to define the spatial derivative ∆(ϕ/ω′ξ) [8], which generally is an unbounded
operator. The relative entropy is then defined as3
(3.1) S(ω, ϕ) :=
{
−〈ξ, log∆(ϕ/ω′ξ)ξ〉 if suppω ≤ suppϕ
+∞ otherwise
.
Here suppω is the support projection of ω, that is, the smallest projection P such
that ω(P ) = ω(I). Note that we do not restrict to states, but consider all positive
normal linear functionals.
For the remainder of this paper the precise technical details of this definition are
not important. We will however frequently use that for finite dimensional systems,
the definition reduces to the following equation, which will be more familiar to the
quantum information community:
(3.2) S(ρ, σ) = Tr(ρ log(ρ)− ρ log(σ))
if supp(ρ) ≤ supp(σ), and +∞ otherwise. Here we identify the positive linear
functionals ρ and σ with the corresponding positive matrices, i.e. ρ(A) = Tr(ρA).
This notion of relative entropy was first studied by Umegaki [49].
A fundamental result is that for normal states S(ω, ϕ) ≥ 0, with equality if and
only if ω = ϕ. So even though S(ω, ϕ) is not a metric, it tells us something on
how distinct the two states are. It can sometimes tell us more than just being
distinct. Suppose that we have a normal state ϕ. Then we can consider a finite
probability distribution {px} and a corresponding set of normal states {ϕx} such
that ϕ =
∑
x pxϕx. Physically this corresponds to a procedure where we prepare a
state by choosing one of the states ϕx with probability px. Suppose now that after
preparing the state we give it to Bob, who is allowed to know from which ensemble
of states the state is selected, but does not know the probability distribution {px}.
Bob’s task is to recover the probability distribution. If the states ϕx have orthogonal
support, Bob can recover the distribution arbitrarily well, given enough copies of
the state ϕ.
This is no longer true if the states do not have orthogonal support. Nevertheless,
it is still possible to give a bound on the amount of information that can be obtained.
3The reader should be warned that in the literature sometimes the order of the arguments is
reversed in the definition.
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To this end, define the Holevo χ-quantity for such a decomposition as [25]
(3.3) χ({px}, {ϕx}) :=
∑
x
pxS(ϕx, ϕ).
It can also be written in terms of entropies (rather than relative entropies), but
for infinite systems the relative entropy formulation is preferred (since entropies
are often infinite in that case). The χ-quantity gives a bound on the amount
of classical information that can be recovered from an ensemble, and appears in
many different places in quantum information. For example, a fundamental result
is the coding theorem, which says that max{px,ϕx} χ({px}, {ϕx}) is equal to the
classical capacity of the classical-quantum channel x 7→ ϕx [19, 41]. That is, the
rate of classical information that can be transmitted without error in the limit of
asymptotically many uses of the channel.
For infinite systems, however, the quantity (3.3) is not that useful in itself: for
faithful normal states ϕ of von Neumann algebras of Type II or Type III, we can
make this quantity as large as we want by choosing an appropriate decomposition
of ϕ (this follows from [39, Lemma 6.10]). Hence while for a given decomposition
this is still a meaningful quantity, one has to take care when optimizing over all
possible decompositions.
Here we will consider a slightly different scenario. Suppose we have a unital
inclusion of von Neumann algebras N ⊂ M. We will think of M as describing
“full” set of observables, while N is a more limited set of observables, for example
describing the situation where a third party has only access to a limited part of the
whole quantum system. Then if ω is a normal state on M, we can again consider a
decomposition ω =
∑
pxωx as before. Since M contains more operations than N,
one would expect that in general an observer who has access to all operations in M
would do a better job of recovering {px} than an observer who only has access to
operations in N. That is, an observer who has to work with the restricted states
ωx|N. From the discussion above it is reasonable to stipulate that the advantage
that M has over N can be quantified by
(3.4) SM|N({px}, {ϕx}) := χ({px}, {ϕx})− χ({px}, {ϕx|N}).
This quantity is also called the entropic disturbance of the quantum channel that
restricts normal states onM toN and will play a central role in the remainder of this
article. Some properties and applications of this quantity in infinite dimensional
systems are discussed in [44]. For other applications, see Section 5 below.
4. Subfactors, conditional expectations, and Jones index
We now restrict to a particularly interesting class of examples of inclusions N ⊂
M: the subfactors. There are many aspects to such subfactors, but for our purposes
one of the most important features is that one can define an index [M : N] which,
heuristically speaking, gives a measure of how much bigger M is compared to N. It
can be seen as the generalization of the index of a subgroup in a group. Subfactors
and the index were first studied by Jones in the Type II1 case [22]. Many of the
results were later extended to general factors by Kosaki [28] and Longo [32, 33],
among others.
We first recall the definition of a subfactor.
Definition 4.1. A subfactor is a unital inclusion of factorial von Neumann algebras
N ⊂M. It is called irreducible if N′ ∩M = CI.
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The theory of subfactors is very rich and examples come up in many different
contexts, some of which we will discuss in Section 6.
Example 4.2. Let M = B(H1 ⊗ H2) and N = B(H1) ⊗ I. Then N ⊂ M is a
subfactor. It is not irreducible (unless dimH2 = 1), since N′∩M = (B(H1)⊗I)′ =
I ⊗B(H2).
A key role in the theory is played by the conditional expectations introduced in
Section 2. We will mainly consider irreducible subfactors. In that case, if there is
a faithful conditional expectation E : M → N, it is unique [32, Sect. 5]. We are
now in a position to define the index of a subfactor N ⊂ M. This is the quantity
that will allow us to connect an inclusion of von Neumann algebras to a quantum
information quantity.
Definition 4.3. Let N ⊂M be an irreducible subfactor with both algebras not of
Type I. Let E : M→ N be the unique faithful conditional expectation (if it exists).
Then we define the Jones (or Jones-Kosaki-Longo) index by
[M : N] := (sup{λ > 0 : E(x) ≥ λx for all x ∈M+})
−1.
If such a conditional expectation does not exist, we set [M : N] =∞.
The index measures how much bigger M is compared to N. One can show that
[M : N] ≥ 1, with equality if and only if M = N. It also gives a bound on the
dimension of M seen as a module over N (see for example [29, Sect. 3.4]).
This is not the original definition of Jones, but coincides with his if E is the
trace-preserving conditional expectation of a Type II1 subfactor. The equivalence
to the definition given here is due to Pimsner and Popa in the Type II1 case [40].
For general subactors, one can define Ind(E) for a conditional expectation E : M→
N, either through a Pimsner-Popa type inequality or using modular theory (the
definition there is quite technical, so we will not repeat it here). It can be shown
that there is a unique conditional expectation E0 minimizing the index, and one
can define [M : N] using this expectation. It should be noted, however, that for
Type II1 factors this minimal conditional expectation need not coincide with the
trace-preserving conditional expectation that Jones uses for his index. Since for
irreducible subfactors the faithful conditional expectation is unique (if it exists),
this is not an issue. We refer to [29] for details on the index theory.
A simple argument relates the index to the entropic quantity SM|N (c.f. [40, Cor.
4.1] or [37, Prop. 10.2.2]4).
Lemma 4.4. Let N ⊂ M be a finite index irreducible subfactor and E the corre-
sponding conditional expectation. Then for any normal state ϕ = ϕ ◦ E of M we
have
SM|N({px}, {ϕx}) ≤ log [M : N] ,
where ϕ =
∑
x pxϕx.
Proof. Since E is a faithful conditional expectation, by Theorem 5.15 of [39] S(ω, ϕ◦
E) = S(ω|N, ϕ|N) + S(ω, ω ◦ E) for any normal state ω on M. Using this we can
rewrite equation (3.4) as
SM|N({px}, {ϕx}) =
∑
x
pxS (ϕx, ϕx ◦ E) .
4The author would like to thank Ben Hayes for pointing out this reference.
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From Definition 4.3 it follows that ω ◦E ≥ [M : N]−1ω for any normal state ω. This
implies that∑
x
pxS(ϕx, ϕx ◦ E) ≤
∑
x
pxS(ϕx, [M : N]
−1ϕx) =
∑
px log[M : N],
where in the first step we used Corollary 5.12 of [39], and in the second step the
scaling properties of the relative entropy. 
The following key result, due to Pimsner and Popa for Type II1 factors and Hiai
for the general case show that the bound can actually be attained. It is in fact
sufficient to consider only faithful states ϕ ◦ E = ϕ, but since for the applications
we are interested in this restriction is not very natural, we consider the general
case.
Theorem 4.5 (Pimsner-Popa [40], Hiai [17, 18]). Let N ⊂ M be an irreducible
subfactor with finite index. Then we have
log[M : N] = sup
ϕ:ϕ◦E=ϕ
sup
{px},{ϕx}
SM|N({px}, {ϕx}).
Here E : M→ N is the conditional expectation associated to the subfactor. The first
supremum is over all normal states on M that leave E invariant, and the second is
over all finite decompositions of such a ϕ.
The condition that the subfactor is irreducible is not essential, but simplifies the
statement (and is enough for our purposes). The reason is that in this case there
is a unique conditional expectation E : M → N. In the general case, one has to
consider the minimal conditional expectation.
The use of entropies in subfactor theory was motivated by work of Connes and
Størmer, who were interested in a non-commutative generalization of entropies as
they are used in classical dynamical systems (see [37] for a review). Their relative
entropy of two operator algebras provides the connection between the algebraic
definition of the index in Definition 4.3 to the formula in terms of relative entropies
of states given in the theorem above. Our motivation is different: we are mainly
interested in the application of these results to quantum information theory, in
particular to channel capacities, as discussed in the next section. This concludes
our brief discussion of subfactors.
5. Wiretap channels and private classical capacity
There are various quantum information tasks that can be described in the sub-
factor setting. For example, an application to secret sharing was discussed in [13].
Here we outline how we can interpret the subfactor in the context of wiretap-
ping channels. This provides a new application of entropies in subfactors, and
the first in quantum information. Classical wiretap channels were introduced by
Wyner [52]. Their quantum counterparts were first studied by Schumacher and
Westmoreland [42].
Let us first consider, following [20, Sect. 10.4], the typical setup for a quantum
wiretap channel. Consider finite dimensional Hilbert spaces HA (controlled by
Alice), HB (controlled by Bob) and HE (controlled by an eavesdropper Eve). Alice
uses an isometry V : HA → HB ⊗ HE to encode states ρA in the target Hilbert
space consisting of Bob’s and Eve’s parts. Since Bob and Eve can only control
their respective parts, they will have access to the states ρB := TrE(V ρAV
∗) and
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ρE := TrB(V ρAV
∗), respectively. Note that we can describe this by two quantum
channels ΦB and ΦE .
Bob can obtain some information on the initial state ρA that Alice sent through
the channel by doing measurements on his part of the system. But since Eve also
has access to part of the system, she can also gain some knowledge. A natural
question is to ask how much information Alice can send to Bob in such a way
that Eve cannot learn anything about the message Alice wants to send to Bob by
measurements on her part of the system. From the discussion in Section 3 this can
be bounded by
χ({px}, {ΦB(ρ
x
A)})− χ({px}, {ΦE(ρ
x
A)}),
where ρA =
∑
x pxρ
x
A. This quantity is sometimes called the quantum privacy. If
each ρxA is a pure state, it can be shown to be equal to a quantity called the coherent
information [42].
We now come back to our subfactor setting, withN ⊂M a subfactor, and want to
relate it to the wiretapping scenario above. In the Heisenberg picture we can model
Bob and Eve with two observable algebras that mutually commute. However, in
the general von Neumann algebra setting, there need not be a corresponding tensor
product decomposition as above, so it is not clear how to define the channels ΦB
and ΦE as before. Nevertheless, we can consider a scenario that is similar: we
suppose that Eve has control over all observables in N. Bob, on the other hand, is
more powerful, and can accessM. Again Alice wants to encode information for Bob
that Eve cannot recover. We consider the simplest scenario possible, where Alice
encodes the information directly in normal states ω on M and does not send them
through a channel first. Then a bound on the amount that Bob can hide from Eve
is given by equation (3.4). Note that the restriction to N is a quantum channel: it
is the adjoint of the channel (in the Heisenberg picture) ι : N → M, the inclusion
homomorphism. This channel plays the role of ΦE . But using subfactor theory we
can say more: if Alice is restricted to ensembles ω = ω ◦ E , the optimum value is
given by the (log of the) index [M : N] by Theorem 4.5! Again, it is not necessary
that the individual states in the ensemble are also invariant with respect to E .
Let us also briefly comment on the condition that the ensembles are invariant
with respect to E . Let ω ◦ E = ω be a normal state. If ϕN is a normal state on
N, we can extend it to a normal state on M by ϕN ◦ E . But there can be (and in
general, are) many extensions of ϕN to M. Then ϕN ◦ E is the unique extension
ϕ that minimizes S(ω, ϕ) (under the condition that S(ω, ϕ) < ∞ for at least one
extension), see the discussion after [39, Lemma 5.18]. So be restricting to such
states, we isolate the contribution that is due to Bob being able to distinguish
individual states in the ensemble, that cannot be distinguished from the ensemble
itself.
What if we consider n copies of the system, can we do better? Alice can send
states ρ(n) =
∑
x p
(n)
x ρ
(n)
x , with ρ
(n)
x states on H
⊗n
A for some integer n. The states
that Bob receive are described by the channels ΦB ⊗ · · · ⊗ ΦB, and similarly for
Eve. Note that the states ρ(n) need not be product states (or even separable states),
and neither do the allowed measurements have to be of product form. The private
capacity is then defined as the (average) amount of information that Alice can send
to Bob using n channels, in the limit n→∞, such that the amount of information
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Eve can recover is negligible. It turns out that this is in fact equal to
lim
n→∞
1
n
max
{p
(n)
x ,ρ
(n)
x }
[
χ({p(n)x }, {Φ
⊗n
B (ρ
(n)
x )}))− χ({p
(n)
x }, {Φ
⊗n
E (ρ
(n)
x )})
]
,
a result proven by Devetak [9] and Cai, Winter and Young [6]. Note that this can
also be interpreted as a coding theorem.
In the operator algebraic setting we can consider the von Neumann algebra
M1⊗M2 generated by the algebraic tensor product M1 ⊙M2. If Φi : Mi → Ni,
i = 1, 2 are normal maps, there is a normal map Φ1 ⊗ Φ2 : M1⊗M2 → N1⊗N2
defined in the natural way. Hence we can ask the same question as before, but not
with M⊗n and N⊗n, respectively:
Theorem 5.1. Let N ⊂ M be an irreducible subfactor. Then for each n ∈ N we
have
sup
ϕ:ϕ◦E⊗n=ϕ
sup
{p
(n)
x ,ϕ
(n)
x }
[
χ({p(n)x }, {ϕ
(n)
x })− χ({p
(n)
x }, {ϕ
(n)
x |N
⊗n})
]
= n log[M : N].
A similar statement is true for reducible subfactors if one takes E to be the condi-
tional expectation minimizing the index.
Proof. First note that N⊗n ⊂ M⊗n is again a subfactor. Hence we can apply
Theorem 4.5 with E(n) : M⊗n → N⊗n the minimal conditional expectation for this
subfactor. But it turns out that E(n) = E⊗n, see the proof of Corollary 5.6 of [32].
The claim then follows since [M⊗n : N⊗n] = [M : N]n, by the same corollary. 
This shows that we do not gain any advantage from allowing the use of multi-
ple copies of the system simultaneously, not even when we allow states which are
entangled along these copies.
In general the private capacity is not additive, in the sense that the capacity of
Φ⊗ Φ is not twice the capacity of Φ [31]. Here on the other hand it appears that
it is additive, and it is interesting to see that we can use the special structure of
subfactors to explicitly calculate the quantum privacy. It should be noted however
that this does not quite prove the private classical capacity of the channel, since
it would require an analog of the results in [6, 9] (in particular on how to encode
information) that is valid in this operator algebraic setting. It nevertheless suggests
that using subfactor theory can be very powerful to study certain quantum channels,
which warrants further study.
6. Examples: abelian quantum double models and CFT
Examples of subfactors arise naturally in physical systems. Here we recall how
they appear in the study of superselection sectors in local quantum physics. A more
detailed introduction to sector theory and local quantum physics can be found
in [14]. The goal of the theory is to describe all properties of the charges (or
superselection sectors). We will consider two examples here: rational conformal
field theory on the circle [23], and a class of topologically ordered quantum spin
systems, known as Kitaev’s quantum double [26]. The connection between the latter
and the Jones index, together with some applications, was discussed before in [13].
The interesting thing is that there is a direct physical interpretation of the index
in these models. In particular, in both cases the different superselection sectors can
be described by a braided tensor C∗-category. This category encodes all physical
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properties of the superselection sectors (or charges, anyons), such as fusion and
braiding rules. To each such anyon i one can assign a quantum dimension (or just
dimension) di. The total quantum dimension, an invariant of the tensor category,
is then defined via D2 =
∑
i d
2
i , where the sum is over a set of representatives of the
anyons (or in the language of category theory, of irreducible objects). It plays an
important role in topologically ordered systems, where it is believed to be related
to an area law for the ground states of such systems [27, 30].
The starting point is a net of local algebras, representing the observables that
can be measured in finite parts of the system of interest. More precisely, let Γ
be the space on which the model is defined (for example Minkowksi space for
relativistic theories or a discrete lattice for spin systems). Then to suitable subsets
Λ ⊂ Γ we assign a C∗-algebra A(Λ), representing all observables in the region
Λ. There are two natural properties that we require, the first being isotony: if
Λ1 ⊂ Λ2, there should be a unital inclusion A(Λ1) ⊂ A(Λ2). The second is locality:
if Λ1 ⊥ Λ2 then A(Λ1) and A(Λ2) commute. Here the meaning of Λ1 ⊥ Λ2 depends
on the context: for our purposes it is enough for this to mean that Λ1 and Λ2 are
disjoint. In relativistic theories we require that they are spacelike separated. We
also introduce the notation Λc := Γ \ Λ (again, in relativistic theories one would
take the spacelike complement). The assignment Λ 7→ A(Λ) defines a local net of
C∗-algebras. The quasi-local algebra A is the inductive limit of this net (in the
category of C∗-algebras). It can be interpreted as the set of all observables that
can be approximated arbitrarily well by strictly local observables. We also require
that A is represented on some Hilbert space H using a representation pi0 (typically
the vacuum representation).
The type of charges that we want to describe are localized, in the sense that
outside of the localization region the system looks like the vacuum or ground state.
Hence we need a set C of localization regions. The elements of C are subsets of the
space Γ. The choice of admissible regions depends on the type of charges that we
want to describe. For example, using Gauss’ law we can always detect an electrical
charge from arbitrarily far away by measuring the flux through a sphere. Hence
such charges cannot be localized in a compact region. Once the set C is fixed,
we consider irreducible representations pi that look like pi0 outside the localization
region. More precisely, we demand that
(6.1) pi|A(Cc) ∼= pi0|A(C
c)
for all C ∈ C. Here ∼= means unitary equivalence of representations. Note that
they only have to be unitary equivalent when restricted to observables outside
of C. Nevertheless, this is quite a strong condition, since it has to hold for all
regions C. Physically this means that we are able to move charges from one region
C1 ∈ C to another region C2. A sector is then an equivalence class of irreducible
representations satisfying equation (6.1).
The set of such representations has a surprisingly rich structure, which can be
analyzed with an additional technical assumption: Haag duality. This says that for
each C ∈ C we have pi0(A(C))′′ = pi0(A(Cc))′. One inclusion follows from locality,
but the other is non-trivial. The main utility of Haag duality is that it allows one
to pass from representations to endomorphisms of A. That is, each representation
pi as above is equivalent to pi0 ◦ ρ, where ρ is an endomorphism of A. Moreover, it
follows that ρ(A) = A for all A ∈ A(Cc) for some C ∈ C. That is, it only acts non-
trivially in the localization region C. These endomorphisms can be endowed with
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the structure of a braided tensor category, which encodes all physical properties of
the charges. For example, it is possible to define a braiding, which tells us what
happens if we interchange to charges. For bosons and fermions, interchanging two
particles twice is always trivial, but in lower dimensional systems there are other
possibilities. This happens in fact in both of the examples discussed below.
The final piece of structure that we need is a set of double localization regions
C2, which consists of pairs CA, CB of regions in C, with the condition that CA
and CB are sufficiently far apart (the precise notion of which is model dependent).
We will also write AB ∈ C2. With such a choice we can define the von Neumann
algebra RAB := pi0(A(CA ∪ CB))′′, that is, the von Neumann algebra generated
by pi0(A(CA))
′′ and pi0(A(CB))
′′. Our final assumption is that the split property
holds. This says that RAB ≃ pi0(A(CA))′′⊗pi0(A(CB))′′. Here ≃ means that the
two algebras are naturally isomorphic, in the sense that the map A ⊗ B 7→ AB
extends to an isomorphism of von Neumann algebras.5 Finally, we can define an
algebra R̂AB := pi0(A((CA ∪ CB)c))′. Note that by locality we have RAB ⊂ R̂AB .
It will become clear in a moment why this is an interesting inclusion of algebras
to study, but first we give two examples of physical theories that satisfy all the
conditions.
Example 6.1 (Rational conformal field theory [23]). Consider Γ = S1, the circle.
To each interval we associate a local algebra A(I) in such a way that if I ⊂ J , then
A(I) ⊂ A(J) and all algebras are represented on the same Hilbert space H. In
addition we assume that the net is local, in the sense that A(I) and A(J) commute
if I ∩ J = ∅ and that the net is irreducible, in the sense that the algebra generated
by all A(I) is equal to B(H). The representation pi0 is the identity representation
and will be omitted. We also assume that the net is conformal, in the sense that it is
covariant with respect to a positive energy representation of the Mo¨bius group and
there is a cyclic vacuum vector. In that case, Haag duality holds for intervals, and so
does the split property under a mild additional assumption. Hence all prerequisites
to analyze the sectors of the theory are fulfilled.
The localization regions are the open intervals on the circle. Let IA and IB be
two intervals with disjoint closure. Then we get a subfactor RAB = A(IA ∪ IB)′′ ⊂
R̂AB = A((IA ∪ IB)c)′. If this subfactor has finite index, we call the conformal
field theory rational. One can show that the index does not depend on the choice
of intervals.
Example 6.2 (Kitaev’s quantum double model for abelian groups in the thermo-
dynamic limit [34]). Consider the space Γ to be the edges of a square Z2 lattice and
let G be a finite abelian group. At each edge we have a |G|-dimensional system.
The local algebras are given by A(Λ) :=
⊗
x∈ΛM|G|(C) with Λ ⊂ Γ a finite subset.
This gives a local net as before.
Dynamics on the system can be introduced by defining local Hamiltonians. For
the quantum double model these were first introduced in [26]. Once these are
defined it is possible to talk about ground states. The model has many ground
states, but only one of them is translation invariant [7], which we will denote by ω0.
The corresponding GNS representation will be denoted by pi0. This will be taken
as the reference representation. As localization regions C we consider cones. They
can be obtained by taking a point in the plane and draw two straight lines from this
5This is not automatic if the algebras are not Type I.
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point going to infinity. Then we identify C ⊂ Γ with all edges that are contained in
the region bounded by the two lines (corresponding to the smallest angle between
them), or intersect the two lines. See Figure 1 for an example of two cones. For
the double localization regions C2 we consider all pairs of disjoint cones such that
their distance is at least two. With this choice of localization regions Haag duality
and the split property hold [11, 12, 35].
We come back to the inclusions RAB ⊂ R̂AB. As mentioned before, a represen-
tation pi satisfying the criterion (6.1) can be represented by a localized endomor-
phism. That is, we can find an endomorphism ρ1 of A such that ρ1(A) = A for all
A ∈ A(CcA) and pi0 ◦ ρ1
∼= pi. But using again (6.1), the same is true for some ρ2
localized in CB, and there is a unitary V such that V pi0 ◦ ρ1(A) = pi0 ◦ ρ2(A)V .
Such a V is called a charge transporter, since it moves a charge from CA to CB.
Moreover, using locality it follows that V ∈ R̂AB. However, unless ρ1 is trivial,
V is not in RAB. Hence it is reasonable to conjecture that R̂AB is bigger than
RAB precisely because of the charge transporters, and that we can learn something
about the charges if we can see how much “bigger” it is.
This is the motivation behind the following definition.
Definition 6.3. Consider a local theory as described above, together with a suit-
able choice of double localization regions C2 such that RAB ⊂ R̂AB is a subfac-
tor for every choice of two localization regions AB ∈ C2. The we define µpi0 :=
infAB∈C2 [R̂AB : RAB].
Typically the index does not depend on the choice of the two localization regions,
and one can forget about the infimum.
With this notation we can make the connection between the inclusion RAB ⊂
R̂AB and the sectors of the theory.
Theorem 6.4 ([23, 36]). If the category of superselection sectors comes from a
rational conformal net as in Example 6.1 we have D2 = µpi0 . In the case of Exam-
ple 6.2, we have D2 ≤ µpi0 . Here D
2 is the total quantum dimension of the tensor
category of the sectors of the theory, as before.
Even though the statement for the cone-localized charges in quantum spin sys-
tems is somewhat weaker, in practice it turns out that the bound is actually satu-
rated and we have an equality. For example one can consider the class of models
defined by Kitaev [26] for a finite abelian group G. This can be considered in the
setting of Example 6.2, where pi0 is the GNS representation of the translation in-
variant ground state (which is unique). The index can be calculated explicitly in
these models, and is equal to |G|2, which is equal to D2 for these models [11, 36].
Let us consider the case G = Z2 in more detail [34]. Recall that it is defined
on the edges of Z2. An important role in the theory is played by path or string
operators. To a finite path ξ of edges we can associate an operator Fξ, by acting
with σz on each edge. Similarly, we can take a path on the dual lattice ξ̂ and
identify it with all the edges it crosses. To such a dual path we assign the path
operator F
ξ̂
by acting with σx on the edges of the dual path. Note that both
operators are self-adjoint and square to the identity (since the Pauli matrices do).
These operators play a fundamental role because they create excitations: if Ω is
the ground state vector, FξΩ is a state with two excitations, which can be thought
of as being located at the end of the string. A similar statement is true for F
ξ̂
.
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C1
C2
ξ1X(n) ξ
2
X(n)
Figure 1. Two cones C1 and C2. The shaded part is an example
of all sites in Rn for some n. Also shown are semi-infinite strings
used in the definition of VX . The paths ξ
1
X(n) and ξ
2
X(n) are the
finite parts of these paths obtained by taking the intersection with
the shaded parts.
To get examples of representations satisfying (6.1), we can choose a semi-infinite
string ξ. If ξ(n) is the finite path consisting of the first n edges, one can show that
ρ(A) = limn→∞ Fξ(n)AFξ(n) defined an automorphism of A, and pi0 ◦ ρ satisfies
equation (6.1). The charge transporters can be constructed explicitly as well.
With notation as before, it can be shown that R̂AB is generated by RAB and
two charge transporters VX and VZ , which both square to the identity and can be
chosen to commute. We set V0 := I and VY := VXVZ , so that we get a unitary
representation g 7→ Vg of Z2 × Z2 in a natural way. With this notation, it can
be shown that every element X ∈ R̂AB can be uniquely written as X =
∑
iAiVi
with Ai ∈ RAB. The conditional expectation E : R̂AB → RAB is then given by
E (
∑
iAiVi) = A0. As mentioned, the index is equal to |G|
2 = 4 [36].
7. Finite dimensional approximation
Consider again the setting of the toric code in the thermodynamic limit. We will
continue to use the notation of Section 6. Recall that we are interested in relative
entropies S(ω, ϕ), where ω and ϕ are both normal states of RAB or R̂AB. Unfor-
tunately, in this setting the definition of the relative entropy is rather technical,
making it difficult to do concrete calculations. In addition, for the toric code and
similar systems on finite lattices we have a much better understanding of, for ex-
ample, the entanglement entropy in ground states. Hence it is desirable to be able
to at least find an approximation of S(ω, ϕ) in terms of finite dimensional systems.
We show how this can be done in our standing example of the toric code.
Consider two cones Ck as before, and write xk for the tips of the cones. De-
fine Λn =
⋃
k=1,2 Ck ∩Bn(xk). That is, the set of all spins in one of the cones with
distance at most i from the tip. We define the algebra Rn := pi0(A(Λn)).
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We also choose two semi-infinite paths to infinity, one in each cone. We write
ξiX(n) for the intersection with Λn (see also Figure 1). Then we can define the
charge transporter VX as the weak-operator limit of the sequence of path operators
Fξ1
X
(n)Fξ2
X
(n)Fξ′n , where ξ
′
n is a path connecting the far ends of ξ
1
X(n) and ξ
2
X(n)
using the shortest path completely outside of the shaded region Λn (see [34] for a
proof of convergence and that this indeed is a charge transporter). Similarly, we
choose two semi-infinite dual paths ξiZ , one in each cone. We choose them in such a
way that the shortest (dual) path between any two points (with one on each path)
never crosses ξ1X or ξ
2
X . For example, in Figure 1 we could choose a path to the
right of ξ1X , and one to the left of ξ
2
X . We can then define VZ analogously to the
definition of VX . There are some properties of this construction that we will need
later: with the choices we made it follows that VXVZ = VZVX . We also have that
V 2X = V
2
Z = I. Finally, note that Fξ1X (n)Fξ2X (n)VX commutes with all operators in
Rn, since the two string operators effectively cancel the action of VX in the shaded
region. A similar statement is true for VZ .
With this notation we then define R̂n := pi0(A(Λn)) ∨ {VX , VZ}. Together with
Rn these two algebras will be used to approximate the index for RAB ⊂ R̂AB,
using the following lemma.
Lemma 7.1. The sequence Ri is an increasing net of finite dimensional von Neu-
mann algebras such that (
⋃
iRi)
′′
= RAB, and similarly the weak∗ closure of the
union of R̂i is equal to R̂AB . Moreover, E restricts to a conditional expectation
Ei : R̂i →Ri.
Proof. Note that Ri is by definition the tensor product of finitely many spin-
1
2
algebras, and hence finite dimensional. By definition
⋃
iRi is dense in pi(A(C1∪C2))
in the norm topology. This algebra in turn is by definition weak∗-dense in RAB.
Recall that R̂AB is equal to RAB ∨ {VX , VZ} (by [36, Lemma 4.1]), from which
the claim that
⋃
R̂i is weak∗ dense in R̂AB follows. In addition, since VX and
VZ square to the identity and mutually commute, the algebra that they generate
is finite dimensional. Also note that if X is a product of path operators, we have
XVX = ±VXX , and similarly for VZ (see the proof of [36, Lemma 4.4]). It follows
that R̂i is finite dimensional.
The claim on the conditional expectations is clear from the definition of E . 
The key point is that Lemma 7.1 gives us a way, through the relation of the
index to an entropic quantity, to obtain an approximation in terms of finite dimen-
sional systems. More precisely, under these conditions we have that the sequence
S(ω|Ri, ϕ|Ri) converges to S(ω, ϕ) by Corollary 5.12(iv) of [39].
The advantage of using a finite dimensional approximation is that it is possible to
use density matrix techniques instead of spatial derivatives. In general this makes
the problem much more amenable to direct calculation. To this end it will be useful
to have a more explicit description of R̂i. Since it is a finite dimensional C∗-algebra,
it is isomorphic to an algebra of the form
⊕
kMnk(C) for some integers nk. The
next lemma gives this decomposition. As we will see later, this decomposition is
related to the superselection sectors of the model.
Lemma 7.2. For each i there is an integer ni such that Ri ∼= Mni(C) and
R̂i ∼=
⊕4
j=1Mni(C). In this representation the algebra Ri is embedded into R̂i
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via A 7→ diag(A,A,A,A). Together with V̂X = diag(I,−I, I,−I) and V̂Z =
diag(I, I,−I,−I) they generate the whole algebra.
Proof. The algebra Ri is a tensor product of finitely many matrix algebrasM2(C),
and hence is isomorphic to Mni(C) for some ni. As for R̂i, first write FX :=
Fξ1
X
(i)Fξ2
X
(i), and similarly for FZ . Note that FXVX and FZVZ , together with Ri,
still generate R̂i. But using the discussion before Lemma 7.1,
1
2 (I ± FXVX) and
1
2 (I ± FZVZ) are easily checked to be projections with mutually orthogonal ranges
in the center of R̂i. Hence we have four central projections that we can use to
decompose R̂i into four blocks.
This can be done explicitly: setting pi(A) = diag(A,A,A,A) and pi(FXVX) =
V̂X for k = X,Z we obtain an injective map from R̂i into
⊕4
i=1Mn(C). It is
straightforward to check that it preserves the algebraic relations of Ri. We also
note that 14pi((I +FXVX)(I +FZVZ)) = diag(I, 0, 0, 0), that is, the projection onto
the first block. With similar expressions we obtain the projections onto the other
blocks, and we see that pi is also surjective. This completes the proof. 
Remark 7.3. Note that the lemma in particular shows that R̂i is not a factor. The
reason is that we can conjugate the charge transporters Vk with a unitary inRi, such
that this conjugated operator commutes with all operators in R̂i, hence the center
is non-trivial. This is no longer true for the infinite algebra R̂AB. Hence Ri ⊂ R̂i is
not a subfactor, and even though we have a conditional expectation between them,
we therefore cannot apply the theory of subfactors directly. In addition, for finite
Type I factors the theory behaves a bit differently (see for example [29, Thm 3.8]).
We now come to the definition of a state ω = ω ◦ E that will be used to approx-
imate the index. First define projections P± :=
1
2 (I ± VX) and Q± :=
1
2 (I ± VZ).
Note that they all mutually commute. Moreover, P+P− = Q+Q− = 0.
It will be useful to calculate expectation values ω0(PjQkAPjQk) with A ∈ Ri.
To this end, first note that ω0(VjAVk) = 0 if j 6= k. Heuristically this can be
understood in terms of superselection sectors: the operators Vj create a pair of
excitations, one in each of the cones Ci. Hence they can interpolate between the
different sectors in each cone. The local operators A, on the other hand, can only
create pairs of excitations in each cone individually, i.e. after acting with A you
stay in the same sector. It follows that 〈V ∗j Ω, AVkΩ〉 = 0, where Ω is the GNS
vector of ω0. A rigorous argument can be distilled from the results in [7]. With
this observation, we find
ω0(PiQjAVkPiQj) =
c(i, j, k)
16
(ω0(A) + ω0(VXAVX) + ω0(VY AVY ) + ω0(VZAVZ )) ,
(7.1)
for A ∈ A(C1 ∪ C2). Here c(i, j, k) is given by
c(i, j, 0) = 1, c(i, j,X) = i, c(i, j, Y ) = i · j, c(i, j, Z) = j,
where i, j ∈ {+,−} and we identify ± with ±1.
We can now define a state ω on R̂AB that will be used to estimate the relative
entropy of RAB and R̂AB:
(7.2) ω(X) :=
∑
j,k∈{+,−}
ω0(PjQkXPjQk).
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From the previous calculation it follows that ω(I) = 1, and hence it is a state.
Moreover, by collecting terms one sees that ω(AVk) = 0 if k 6= 0, and hence ω ◦E =
ω. Importantly, this is not true for the individual states in the decomposition (7.2).
Lemma 7.4. The state ω defined in equation is a normal state on R̂AB such that
ω ◦E = ω. It can be written as an equal weight superposition of four distinct states,
but whose restrictions to RAB are equal. The same is true when we restrict ω to
R̂i.
Proof. Since ω0 is implemented as a vector state for R̂AB (the GNS vector for pi0),
normality is clear. Using equation (7.1) we see that the states are distinct, and that
the observables Vk can be used to distinguish them. However, the same equation
shows that when restricted to RAB, all states have the same expectation values.
The last claim follows directly from the construction. 
By Lemma 7.2, the algebra R̂i is a direct sum of four copies of Mn(C). To
calculate the relative entropies that we need, it will be useful to explicitly find the
density operators in this representation. First define ωjk(X) := 4ω0(PjQkXQkPj)
with j, k = ±. The factor of four ensures that ωjk(I) = 1, so that it is in fact a
state. The corresponding density matrices can then be written as:
Lemma 7.5. The density matrix for ω++ is given by
ρ++ =
1
16

F++ρ0F++
F−+ρ0F−+
F+−ρ0F+−
F−−ρ0F−−
 .
Here ρ0 is the density matrix of ω0 restricted to Ri and F±± = (I ± FX)(I ± FZ)
(the first ± in the subscript corresponds to the first ± in the product, and similarly
for the second). The same is true for the other combinations of P± and Q± by
flipping the appropriate signs.
Proof. Let ρ0 be as in the statement. Then ρ :=
1
4 (ρ0⊕ ρ0⊕ ρ0⊕ ρ0) is the density
matrix of ω0 restricted to R̂i in the representation of Lemma 7.2: it is easy to check
that Tr(ρ diag(A,A,A,A)) = ω0(A) for allA ∈ Ri, while Tr(ρ diag(A,A,A,A)V̂k) =
0 for k 6= 0. Hence 4P+Q+ρP+Q+ is the density operator for ω++. By writing
again VX = FX V̂X as in the proof of Lemma 7.2 we can write P+ and Q+ in the
representation of Lemma 7.2, from which we obtain ρ++.
Alternatively the correctness can be be verified directly using equation (7.1).
The other choices of ± are shown in the same way. 
We are now in a position to approximate [R̂AB : RAB ] via a limiting procedure.
The result below coincides with the value of the index [R̂AB : RAB] which has been
obtained before using different methods [36]. The main interest is in providing a
specific state that realizes the equality, as well as in the proof method of taking
the limit of finite dimensional systems. This concrete procedure provides an insight
into the physical mechanisms behind the equality.
Theorem 7.6. Let E : R̂AB → RAB be the conditional expectation given above.
Then
sup
ϕ:ϕ◦E=ϕ
sup
{px},{ϕx}
SR̂AB |RAB ({px}, {ϕx}) = 2 log 2 = logD
2.
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The supremum is over all normal states leaving E invariant. It is attained on the
state ω defined in equation (7.2), decomposed as an equal-weight convex combination
of all four possibilities for ω±±.
Proof. For the toric code there are precisely four abelian sectors, soD2 =
∑4
i=1 d
2
i =
4 [34, 36], from which the second equality follows. To show the first equality, we will
calculate SR̂AB |RAB ({px}, {ϕx}) for suitable decompositions. We do this by first
restricting all states to R̂i (and Ri, respectively) and using the limiting procedure
of [39, Corollary 5.12(iv)].
We first do this for ϕ = ω defined earlier, to show that the value 2 log 2 can be
attained. Set px = 1/4 for x = 1, . . . , 4 and choose each corresponding ωi to be a
distinct ωjk, j, k = ±, as above. We have already observed that ω(A) = ωjk(A)
for all A ∈ Ri and j, k ∈ {+,−}, hence S(ωx|Ri, ω|Ri) = 0. To calculate S(ωx, ω),
write ρx and ρ for the corresponding density matrices in the representation of
Lemma 7.2. Since (I + FX)(I − FX) = (I + FZ)(I − FZ) = 0, Lemma 7.5 implies
that the density matrices ρx have mutually disjoint support projections. Because
ρ = 14
∑
ρx by definition, it follows that
S(ρx, ρ) = S
(
ρx,
1
4
ρx
)
= − log
(
1
4
)
+ S(ρx, ρx) = 2 log 2,
independent of x. This gives a lower bound on the supremum.
To complete the proof we will show that 2 log 2 is the maximum value that
equation (3.4) can attain, with the extra condition that ϕ :=
∑
x pxϕx satisfies
ϕ ◦ E = ϕ. We first characterize such states. By Lemma 7.2 the density operator
ρϕ for ϕ can be written in the form ρ
1
ϕ ⊕ · · · ⊕ ρ
4
ϕ, with each component a positive
operator in Rn. Since ϕ ◦ E = ϕ, we must have that ϕ(AVi) = 0 for i 6= 0 and
A ∈ Ri. But this implies that Tr(ρϕ diag(A,A,A,A)V̂X ) = 0 for all A ∈ Ri and
V̂X as in Lemma 7.2. This can only be true if
ρ1ϕ − ρ
2
ϕ + ρ
3
ϕ − ρ
4
ϕ = 0.
A similar argument for V̂Z and V̂Y := V̂X V̂Z gives a system of linear equations,
which has as only solution ρiϕ = ρ
1
ϕ for i = 1, . . . , 4.
Similarly as for the state ϕ, the density operators for the states ϕx can be
decomposed as ρϕx =: ρ
1
x ⊕ · · · ⊕ ρ
4
x. With this notation we find
S(ϕx|Ri, ϕ|Ri) =
4∑
i=1
Tr0
[
ρix
(
log
(∑
i
ρix
)
− log
(
4ρ1ϕ
))]
,
where Tr0 is the canonical trace on Ri. Note that log(4ρ1ϕ) = 2 log 2 + log(4ρ
1
ϕ).
Again using that the density operators for ϕx and ϕ are block-diagonal, this leads
to
S(ϕx, ϕ)− S(ϕx|Ri, ϕ|Ri)
=
4∑
i=1
Tr0
[
ρix
(
log
(
ρix
)
− log
(∑
i
ρix
)
+ 2 log 2
)]
= 2 log 2 +
∑
i
S0
(
ρix,
∑
i
ρix
)
.
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To conclude the argument it is enough to show that the summands are always less
than or equal to zero (note that ρix is not a state since it is not normalized, so this
is not a contradiction with the relative entropy of two states always being positive).
Clearly ρix ≤
∑
k ρ
k
x, since each term is a positive operator. We may assume that
ρix > 0 since otherwise S0(ρ
i
x,
∑
k ρ
k
x) = 0. Because log is operator monotone it
follows that log(ρix) ≤ log
(∑
k ρ
k
x
)
, so that
S0
(
ρix,
∑
k
ρkx
)
= Tr0
[
ρix
(
log
(
ρix
)
− log
(∑
k
ρkx
))]
≤ 0
Taking the sum over px gives the desired result. The proof is complete by noting
that Theorem 6.4 gives an upper bound to logD2, but from the remark at the
beginning of the proof and the calculation here, the bound is an equality. 
Remark 7.7. In the proof we directly calculated the relative entropies, since they
have a clear physical meaning in quantum information theory. Since Ri ⊂ R̂i is
an inclusion of C∗-algebras, and we have a faithful conditional expectation Ei, it is
interesting to compare this with Watatani’s index theory for C∗-algebras [50]. Note
that the inclusion maps Mn(C) onto four copies of itself. Moreover, the standard
trace on R̂i satisfies Tr(E(A)B) = Tr(AB) for all A ∈ R̂i and B ∈ Ri. It follows
from the analysis in Section 2.4 of [50] that Index Ei = 4(I ⊕ I ⊕ I ⊕ I) ∈ R̂i.
For quantum double models for general finite abelian groups G (the toric code
corresponds to G = Z2) the structure is very similar [11, 12], and with the ap-
propriate modifications the same proof goes through with D2 = |G|2, although
carrying it out explicitly is much more involved. For non-abelian G we expect the
structure to be a bit different: there the irreducible representations of the quantum
double D(G), the symmetry algebra behind the model, are no longer one dimen-
sional. These irreducible representations are in correspondence with the different
charges of the model. As a consequence, we expect that R̂i no longer decomposes
into blocks of equal size, but rather dependent on the dimension of the irreducible
representations of D(G).
We conclude with a discussion of the properties that made the finite dimensional
approximation work. First of all, Lemma 7.2 is a direct manifestation of supers-
election sectors, in the sense that local operators cannot interpolate between the
different sectors. Such a structure is expected for all topologically ordered models.
To do the explicit computation here, it was helpful that the sequence of approxi-
mating algebras is essentially the same for each n. This is due to the convenient
choice of VX and VZ , in such a way that we can easily cancel their action inside
the shaded regions in Figure 1. It seems reasonable to conjecture that as long as
excitations are created by string-like operators, a similar structure is true. Finally,
one needs to find a suitable state ω = ω ◦ E . In particular, it is useful if E easily re-
stricts to the finite dimensional algebras. Indeed, this was necessary to characterize
all invariant states in the theorem.
We also note that the structure compares closely to a construction due to
Haah [16]. He characterizes operators that do not change the charge within an
annulus, while here we consider the dual viewpoint: we take those operators that
create a pair of excitations, one in each annulus. Indeed, the operators VX , VY and
VZ play that role. In the finite setting we can replace these by suitable string op-
erators. These are precisely characterized by the condition that they do not create
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any excitations outside of the two parts of the cone (the path outside the cone is not
important, and any choice will generate the same algebra R̂i). This is reminiscent
of Haah’s condition that certain operators should commute with the projections
in the Hamiltonians he considers. As a matter of fact, in the end Haah obtains a
similar algebraic structure as we do (in particular, equation (3) of [16]).
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