Next generation EUV optical systems are moving to higher resolution optics to accommodate the smaller length scales targeted by the semiconductor industry. As the numerical apertures (NA) of the optics become larger, it becomes increasingly difficult to characterize aberrations, which broaden the point-spread function and thus limit the ultimate resolution of an optical system. Lateral shearing interferometry (LSI) provides an attractive alternative to conventional interferometric techniques such as point diffraction interferometry due to its experimental simplicity, stability, relaxed coherence requirements, and its ability to scale to high numerical apertures. In this paper we present an analytical solution to the LSI interferogram in various NA regimes. We demonstrate that systematic aberrations present in high NA interferograms due to grating distortion of the diffracted order angular spectrum are measurable and must be compensated for in the reconstruction algorithm.
INTRODUCTION
Due to increasing demands for higher resolution optical systems for EUV lithography, it is becoming more important to have a simple and reliable procedure for characterizing the aberrations present in the optics. Point diffraction interferometry which has been used previously to characterize EUV optical systems becomes difficult to perform as the resolution of the optical system increases.
1 This is because of the many factors that complicate the fabrication and experimental implementation of small pinholes that are required to create a spherical reference wave of suitable quality.
From a fabrication standpoint, it is difficult to manufacture pinholes once the aspect ratio of the structure is much larger than unity. At a wavelength of 13.5 nm, a gold absorption layer would need to be over 100 nm thick in order to block 98% of the incident light in the opaque regions of the filter.
2 To create a reference wave to measure an optic with a 16-nm resolution, the aperture would have to be 7 times as tall as it is wide.
Experimentally, small apertures are difficult to locate, since the usable area decreases as the square of the critical dimension. This problem is exacerbated by the fact that small apertures operating in vacuum (as is the case for EUV systems) are prone to collecting contamination buildup, which renders the filter unusable.
1
Achieving a adequate amount of light flux through the small apertures is already difficult, but reduced depth of focus from high NA systems makes alignment even more challenging. Low flux throughput decreases the intensity of the reference wave which can make the experiment more susceptible to noise.
LSI eliminates the need for a high quality reference wave by interfering the test wavefront, W (x, y), with a shifted (sheared) copy of itself, W (x + s, y). The interferogram is thus a representation of the derivative of the test wavefront in the direction of the shear, where W (x, y) can be subsequently reconstructed using numerical methods.
3
In addition to operating without a small spatial filter, LSI enjoys many other benefits over other types of interferometers. Unlike point diffraction interferometry which requires full spatial coherence over then entire wavefront, LSI requires only that the width of the coherence function is as large as the shear. LSI is a commonpath interferometer, and so it is less sensitive to system vibrations. Finally, LSI can in principle scale to high numerical apertures, a key factor for EUV optical systems.
SYSTEMATIC ABERRATIONS DUE TO GRATING DISTORTION
When performing LSI at EUV wavelengths, there are limited options for the optical setup to create sheared copies of the wave on the detector. Beamsplitters, for instance are not a viable solution for short wavelength systems due to the lack of materials with suitable reflection and transmission properties. Consequently, LSI setups for EUV optical systems generally use diffractive elements such as diffraction gratings to create the sheared waves.
When a plane wave is incident on a diffraction grating at an angle θ i , its nth order diffraction angle θ f is given by the grating equation: where T is the period of the grating. Since θ f and θ i are not linearly related, diffracted plane waves experience a different angular shift Δθ depending on their incident angle. As a consequence, diffracted wavefronts do not, in general, preserve their shape. In particular, the diffracted spherical wave in the LSI setup can gain significant aberrations which invalidate the approximation in (1). It is therefore necessary to know these aberrations a priori and subtract them out in the interferogram analysis.
Analytic solution to LSI systematic aberrations at low to medium NA
A simple model can be used to solve for the systematic aberrations due to the grating analytically at low to medium numerical apertures (NA < 0.35). In this model, a grating with two diffraction orders,
is constructed holographically by interfering a spherical reference wave with an unknown object beam that originates at a virtual source point laterally displaced by a distance d = λz 1 /T , where z 1 is the distance from the virtual sources to the grating plane. Due to the uniqueness of the hologram, this scenario is equivalent to diffracting a single spherical wave off of the grating in (3).
The object beam wavefront can be written as the sum of an unknown phase function kΦ g (x, y) with the phase of a displaced sphere kr(x − λz 1 /T, y, z 1 ), where k = 2π/λ. We can then solve for the unknown phase function by requiring that the interference between the object beam and the reference beam equal to the grating in (3): 
and solving for the phase error,
Equation (5) represents the additional phase that must be added to the interference between two spheres to recreate the phase of the wave at the grating plane. We then approximate the phase error at the detector plane by shifting Φ g (x, y) along the propagation angle θ f and scaling it by a factor z 1 /z 2 .
This approximation is valid at medium NA, (NA < 0.35), but breaks down at larger NAs as deviations in the angular spectrum of the phase error term in (5) create a distortion of Φ d (x, y) at the detector plane; this case will be handled in the next section.
We can then write down the total systematic error measured in the detector. After some simplification and standard interferogram analysis, and converting Φ to polynomial form, the aberrations present in the null interferogram are revealed as:
where Z i is the ith fringe Zernike polynomial. From (7) we see that there is an astigmatism term that scales as the square of the numerical aperture. For z 1 = 70 μm, T = 500 nm, λ = 13.5 nm, and NA = 0.25, this term is nearly 112 mWaves, corresponding to 1.5 nm of wavefront error in the interferogram.
SYSTEMATIC ABERRATIONS AT HIGH NA
At high NA (> 0.35), the holographic analysis breaks down due to angular distortion of the phase error function in (5) upon propagation to the detector plane which invalidates the approximation in (6). However, we can still arrive at a mathematical representation for the phase error at the detector by back-tracing the geometrical paths of the rays that interfere at the detector. For purposes of clarity, the analysis will be presented in 1-D, however the extension to 2-D is straightforward. Figure 3 shows a schematic of the geometrical paths taken by a 0th order ray (red) and a 1st order diffracted ray (purple) interfering at the detector at a position x. To figure out the value of the systematic aberrations A(x), we must solve for the phase difference between the interfering rays. Letting Φ 0 and Φ 1 represent the phases of the 0th and 1st order rays at the detector respectively, we have: Where the L 0 and L 1 are the respective path lengths of the rays, and the term 2πz 1 /T accounts for the phase acquired by the 1st order ray as it diffracts off of the grating. L 0 and L 1 are determined geometrically to be:
I I φ and θ 2 are unknown, but they can be determined by noting that:
1. The lateral position of the two rays must coincide at the detector:
2. φ and θ 2 must satisfy the grating equation:
The system of equations consisting of (10) and (11) cannot be simultaneously solved in closed form. However, a solution can be found numerically, given the input parameters: z 1 , z 2 , T , λ and NA.
RESULTS AND DISCUSSION
The systematic aberrations present in LSI setups for various numerical apertures is shown in Figure 4 . The distances z 1 , z 2 and T were chosen to form 50 fringes on a 1" format detector, with a 5% shear. The results in these cases were confirmed by a simulation of the full Huygens-Fresnel propagation integral. The relevant systematic aberrations in LSI scale as powers of the numerical aperture. Astigmatism for example, the most prevalent aberration, scales as NA 2 . For low numerical apertures less than 0.025, the systematic aberrations are less than λ/100 RMS, which means that LSI can be performed with high accuracy without correcting for the systematic aberrations. In the medium numerical aperture regime (0.025 < NA < 0.35), the systematic aberrations begin to create significant errors in the interferogram. In this regime the holographic solution given in (7) can be used to subtract out the aberrations. For high numerical apertures (NA > 0.35), the full geometrical back-trace method represented by equations (10) (11) and (8) must be used to accurately determine the systematic aberrations.
Once the systematic errors are removed, LSI provides a robust method for characterizing the aberrations in EUV optical systems. Due to its many advantages over conventional methods and its scalability to high NA, it is a promising candidate for next-generation EUV optical metrology.
