Abstract-Mobility is one of the greatest contributors to the personal carbon footprint and to pollution and noise in urban areas. Still, these factors are not yet easily quantifiable in personal or urban scale, e.g. impact of each car trip or areas most exposed to CO2 emissions. In this article, we propose an innovative solution for estimating fuel consumption and emissions leveraging the opportunities generated by the ubiquitous availability of mobile devices.
I. INTRODUCTION
Transportation was responsible for 31.7% of the total European final energy consumption of 2009 [1] , and 71.7% of that energy was consumed in road transportation, causing 878. 4 Million Tons of greenhouse gas emissions (GHG). According to the same source, households across Europe spent almost 500 billion Euro on the operation of personal transport equipment, i.e. in fuel costs in that year. These figures show that road mobility based on personal vehicles has high environmental and monetary costs.
Providing more accurate information in a more intuitive way and more related to the personal context increases user's awareness about the environmental impact of car transportation, and this awareness impacts the acceptance of transport policy measures [2] . Information like the per trip duration, fuel/emissions or monetary can raise awareness about energy consumption and mobility efficiency. Further, logging and comparing historical data for different people enables creative measures for more efficient resource usage, for example emission reduction games like who consumes less fuel in the same route and vehicle. From a business perspective, detailed information about fuel consumption can be used to improve processes and reduce costs.
However, information about individual mobility costs is still naive or experts-only to a great extent. Mobile applications that allow tracking average fuel consumption based on manual input about tank re-fills are an example of the first. Applications like Torque 1 resource to OBD and knowledge about motor functionality to enable logging and tracking fuel consumption are examples of the latter. Neither option is intuitive for the majority of the population.
Smartphones penetration in Europe has recently exceeded 50% 2 , and they are widely distributed technology that is empowered with a large amount of sensors and provides intuitive interaction to the users. Hence, it has the potential to be a key enabler of behavioral change, as well as a much more accessible sensor than a specific technology, like OBD. However, the tools to enable this are not yet available, specifically, it is not yet clear how a smartphone alone can be used to estimate the fuel consumption, or how accurately.
In this article, we propose to use smartphones alone, specifically the embedded GPS sensor, to estimate the fuel consumption of a vehicle. The proposed methodology consists in using an OBD to obtain the ground truth of the actual fuel consumption in an initial data gathering phase. That data is later used to train a regression model that estimates the per second fuel consumption using the geographic position data measured by the GPS receiver alone. This model can be applied in applications that provide information to drivers or companies about the fuel consumption of their cars or fleets, in real-time or as historic data, as well as providing information about GHG emissions to urban planning when used in aggregate form.
The contributions of this article are: 1) a systematization of fuel consumption models based on different sets of OBD sensor information; and 2) a data-based fuel consumption model that uses as input the GPS location data, trained using OBD fuel consumption as the ground truth. The rest of the paper is organized as follows: the next section reviews related work and Section III describes how to calculate the fuel consumption from vehicle internal sensors; Section IV describes the data gathering process and Section V shows how we extract information from GPS data. Finally, Section VI shows the results of the regression and Section VII concludes the paper. By connecting an OBD-II interface 3 , it is possible to monitor a vehicle's emissions system and status of some of the vehicle's sensors, even in real-time. Even though the standard defines the access to hundreds of sensors, called Parameter IDs (PIDs), manufacturers can choose which to implement, with only a small set of them being mandatory. This, and the significant differences in speed between the allowed communication protocols and devices, creates a disparity of data availability across vehicles.
To compensate this fragmentation, in Section III we developed multiple formulas for fuel consumption estimation from various combinations of OBD variables (PIDs).
B. Fuel Consumption Models and Applications
Applications that provide fuel efficiency information exist, like Crew Chief 4 , Garmin Mechanic with ecoRoute HD 5 or DashCommand 6 , though they are not free and the first two use proprietary, undisclosed models. Moreover, the last two depend on the OBD technology, and not all users want to or know how to use OBD.
A few emission models have been compared in [3] , such as CMEM [4] and MOVES 7 . The first model is vehicle oriented while the second is more suited for wide scale emission monitoring, and it is not the best for individual vehicle dynamics. Both models require user input that can be confusing and time consuming for users not familiar with vehicle specifications.
The solution that we propose can overcome these limitations by estimating fuel consumption from GPS data, using fuel consumption estimation from OBD data only as the ground truth for model fitting.The SAE J1979 [5] 
III. FUEL CONSUMPTION CALCULATION
In this section we give a brief overview of which sensors or parameters are available through the OBD protocol for gasoline and diesel engines, and how they can be used to estimate fuel consumption. A more in-depth explanation on OBD and its parameters is available in [5] .
Our algorithm should work for both gasoline and diesel four-stroke engines, which compose the large majority of commercial vehicles. Both of these types of engine work in a similar fashion, putting fuel in a combustion chamber to generate kinetic energy from the expanding gas [6] . The Fuel Consumption is calculated as the ratio of Fuel Flow (FF), measured in liters per hour, to speed, in kilometers per hour, as shown in Equation 1. The Fuel Flow is a function of the Corrected Air to Fuel Ratio (CAFR), the Corrected Mass Air Flow (CMAF), and the Fuel Density (FD), which is a constant for each vehicle depending on the type of fuel, related as shown in Equation 2. Next, we explain how to calculate CAFR and CMAF for both types of engine.
In gasoline engines the fuel is mixed with air in a controllable ratio before being injected in the pistons, and is ignited by a spark plug at the right time. The Air to Fuel Ratio (AFR) in this mixture is tightly controlled in gasoline engines, in order to improve power and efficiency, and reduce emissions and engine wear. The optimum ratio is close to the ideal gasoline combustion stoichiometric ratio -14.7 g of air to 1 g of fuel (14.7:1) -but is automatically compensated for additives and fuel impurities, or even engine defects, via feedback from exhaust systems. We call Corrected Air to Fuel Ratio (CAFR) to this compensated ratio. The correction to the base stoichiometric ratio (14.7) is sometimes available in the OBD as the Long Term Fuel Trim (LTFT) parameter, which is a positive or negative percentage for extra air or extra fuel in the ratio, respectively. The controlled ratio in gasoline engines makes it feasible to estimate fuel consumption from air sensors, and improving the results if the LTFT value is available, according to Equation 3 .
In a diesel engine the air is first compressed in the cylinders, which causes it to heat up to the point that when fuel is injected it ignites. These engines needs a high volume of air and pressure in the cylinders to ensure combustion of the fuel, even under very low load, resulting in air to fuel ratios between +100:1 and 14.6:1. To obtain fuel flow we require either a fuel sensor, or air sensors together with an instantaneous indicator of the amount of air used in the combustion, such as Calculated Load 9 (explained below). The LTFT value in diesel engines is the correction to the optimum AFR when peak torque is requested, and can be used to increase the accuracy of fuel consumption calculation.
In both types of engines, LTFT is very close to 0% under normal operation, and an absolute value higher than 10% typically indicates a defect. Also common to both engine types is the estimation of the mass of air in the cylinders, which in some vehicles may not be directly available from the OBD sensors. In those cases, it is possible to estimate it using the Ideal Gas Law, taking into account the absolute or calculated load, ambient pressure, air temperature, engine displacement and its volumetric efficiency. Both diesel and gasoline engines can support Absolute and Calculated Engine Load PIDs. The Absolute Load is a percentage indicating the current air mass in the cylinders divided by the maximum air mass at standard temperature and atmospheric pressure 10 . This sensor takes into consideration the actual temperature and pressure, going up to 400% in a turbo charged engine, and is a good indicator of the amount of air in the cylinder. Calculated Load gives a similar measure, but does not take into account the current temperature, pressure, nor the engine volumetric efficiency, so the algorithm needs to compensate for those parameters. In diesel engines, both these values represent the ratio between applied torque and peak torque, instead of air mass to peak air mass, and so are essential to estimate the amount of air that was actually used in the combustion [7] , which we call Corrected Mass Air Flow (CMAF). CMAF can be calculated in multiple manners, depending on the available sensors, and expressions are shown in Equation 4 .
If necessary, the engine displacement, volumetric efficiency and fuel type should be obtained from the user. However, the MAF parameter is available in most vehicles, so the only needed variable is the fuel type, which can be predicted from the available OBD sensors: diesel vehicles are required to support Calculated Load and rarely provide the Absolute Load, and gasoline vehicles are required to provide Absolute Load. Regarding the Volumetric Efficiency, we use a predefined value of 80% if not provided. Using these equations, we are capable of estimating the fuel consumption of a wide range of vehicles. Of the vehicles we tested (see Table II 
IV. DATA GATHERING
We proposed an architecture for massive urban scanning in [8] , which we extended to enable smartphones as data gathering units for this work. These devices are equipped with GPS receivers, as well as multiple other sensors, and have the capability to connect to external sensors, e.g. using Bluetooth. Furthermore, we integrated a module that collects vehicle data over Bluetooth from an OBD device plugged in the vehicle. The application has play and stop buttons to start and stop sensing sessions, and we also added the possibility to mark events through a button in the user interface. Data from GPS is collected at a frequency of 1 Hz.
The application runs in the background and was designed to have minimal energy consumption, avoiding hindering the normal operation of the smartphone. The data is temporarily stored in a local database on the smartphone until the user requests its synchronization with the back office server, to avoid using the mobile data plans of volunteers. All datamining and processing operations are performed a posteriori in the back office.
The data gathering process involved eight volunteers with different smartphones and vehicles. Each driver signed an informed consent form acknowledging that their data was being collected and would later be processed for the purpose of this research.
V. DATA PROCESSING Table II describes the population used in this study, along with engine displacement, fuel type, and amount of collected points for each participant vehicle. Although this was not intentional, all volunteers drove diesel vehicles, so the data collected only enables training a diesel fuel consumption model. Our goal is to estimate a regression model that uses GPS information alone, but we do not use GPS positions directly. Instead, we use the GPS trace to estimate predictor variables, namely vehicle speed and acceleration, and road steepness. In the next sections, we describe how we estimate the predictor variables from the GPS data, and then we show calibration results for the fuel consumption estimation from OBD parameters. At the end of the section, we analyze the relationships between each predictor variable and the fuel consumption estimates.
A. Estimating Acceleration And Steepness
A GPS receiver provides time, latitude, longitude, altitude, speed and azimuth values for each second, and we use them to estimate vehicle acceleration and road steepness applying least square estimation in time and space. Since the speed provided by the GPS has a very low error, we estimate the acceleration for each GPS point as the slope of a least square estimation of three values consecutive in time.
We estimate steepness through least square estimation in space, using the altitude and distance traveled. However, to account for the low accuracy of the altitude information, we consider all GPS points that lie within a spatial neighborhood of the GPS point being considered. Specifically, we use all the points inside a radius that is gradually increased to include at least 5 neighbor GPS points. A maximum radius is also defined, in this case 80 m, to allow for highway speeds, where 3 points are sufficient since steepness variations are more easily captured with greater traveled distances.
The distance traveled is estimated for the spatial neighborhood thus defined. We use speed due to its higher precision [9] , [10] , [11] , instead of using position to calculate the distance, like the Inverse formula used by Android [12] . Specifically, we sum the speeds at each instant, since the speed (in m/s) is obtained at a fixed sampling rate of 1 second.
B. OBD Data Interpolation
Every OBD parameter received is stored with millisecond time precision. However, different OBD devices and vehicles have different response times and sampling speeds, so there is no guarantee that a sample of all OBD parameters required to estimate fuel consumption (see Section III) are available every second. Moreover, the OBD and GPS data sets must be synchronized, since the OBD derived fuel consumption is used to train the regression model based solely on GPS data.
We use linear interpolations to re-sample the vehicle status -OBD parameters -at the precise GPS timestamps. Values are only interpolated between data points that are at most 2 seconds apart. Hence, large data gaps are not used, since interpolating these gaps would possibly result in noisy data and negatively impact the accuracy of the model.
C. Validation
We validated the fuel consumption formulas shown in Section III with the trip-information available in the display panel of some vehicles, namely V1 and V14. These vehicles provide instantaneous and per trip average fuel consumption, and we used them to validate the accuracy of the fuel consumption values calculated from the OBD parameters. At the beginning of a trip, the user defined an event, such as 'Consumption at 6l/100km', in the mobile application used for collecting data. While driving, every time the vehicle's interface showed 6 liters per 100 kilometers the driver recorded the event by tapping the smartphone's screen. At the end, the vehicle's on-board computer values and values calculated using Equation 1 are compared using the timestamps from the event and the timestamps from the calculated value. Table III shows that the average of the calculated values match the values showed on the interface, validating the fuel consumption expressions shown in Section III. 
D. Data Filtering
The data set used in the rest of the paper includes only data from vehicles V1, V14, V23, V42 and V45, because the others had less than 25% of the consumption points of these vehicles. Moreover, to reduce bias due to the very large differences in amount of data available for each vehicle, we decided to use only 20 000 points from each, resulting in a training data set of 100 000 measurements of instantaneous fuel consumption. Finally, we only used position information with an accuracy higher than 50m, having an inclination between -15 and 15 degrees, and a maximum of 2 m/s of difference between GPS and OBD reported speeds. Overall, this corresponds to removing less than 10% of the data points.
E. Exploring Data Relations
In order to understand the relationship of fuel consumption with speed, acceleration and inclination, each was individually plotted and analyzed. The units used for the variables are liters per 100 kilometers for fuel consumption, meters per second for speed, meters per second squared for acceleration and degrees for inclination. Figure 1 shows the mean fuel consumption versus the estimated predictor variables speed, acceleration, or inclination, respectively, for all data points. Observing these plots, we see that the dependence of fuel consumption on the predictor variables is not linear, in general. However, in the selected ranges, fuel consumption varies approximately linearly with acceleration and steepness, and non-linearly with speed.
VI. REGRESSION AND PERFORMANCE
We experiment with multivariate regression models using two sets of predictor variables. In the first set, FC 1 , we take the GPS derived predictor variables Speed, Acceleration, and Inclination, and also Speed 2 and Speed 3 , since we observed that this relation is non-linear. The second set of predictor variables, FC 2 , consists of FC 1 plus the crossproduct terms of the linear variables: Speed * Acceleration, Speed * Inclination, and Acceleration * Inclination. We performed feature selection on each set using a greedy forward selection algorithm.
At each step, a multivariate regression was performed on the training data set using the previous set of predictor variables combined with each yet unused feature. The resulting coefficients were then used to estimate the instantaneous fuel consumption for every data point of the data set. The fitness metric used was the standard deviation of the residuals (std. dev.) of the instantaneous fuel consumption estimation. The fitness metric for the instantaneous fuel consumption evolves as shown in Figure 2 with the number of features used. In both sets of predictor variables there is practically no improvement in the instantaneous residuals (0.3%) from increasing from 3 to the maximum number of features (5 or 8) .
We performed the remaining regression analysis using the best 3 predictor variables from each set: Acceleration, Inclination and Speed 2 for FC 1 , and Acceleration, where S is the vehicle speed, A is the acceleration, and I is the road steepness or inclination. Table IV presents the residuals' standard deviation obtained by using the generic models above to calculate the fuel consumption of each vehicle, compared against the models trained individually for each vehicle with their own data. It also shows the 1 minute average fuel consumption, obtained from performing a moving average for every 60 s of sequential data points.For reference, the average fuel consumption of the whole data set is 6.7 l/100km.
We observe that by choosing the best predictor set (FC 2 ) we improve the residuals' std. dev. for the global model by 2.7% on average in the instantaneous case, and 15.7% in the 1 min average. For a specific vehicle, using FC 2 improves the 1 min average results up to 24%.
By individually training the models with each vehicle's data, we can improve the instantaneous accuracy by up to 9%, with an average of 4%. The 1 min average results can be improved on average 7%, though for one vehicle the improvement was 30% and for another one the accuracy decreased 10%, showing a large variability across vehicles.
The global model prediction using the best 3 predictor variables has an instantaneous accuracy with a standard deviation between 3.01 and 4.06 for the tested vehicles (average of 3.58), which can be considered high, resulting in a somewhat inaccurate instantaneous fuel consumption. However, the residuals' standard deviation for the 1 min average for the model are between 0.89 and 2.10 (average of 1.58), showing that our model is a more accurate estimator for the average fuel consumption, as the errors average out over short periods.
VII. CONCLUSIONS
We have analyzed and processed spread out information on OBD sensors and their usage for fuel consumption calculation, providing a systematized way to calculate fuel consumption from OBD sensor readings for a large variety of vehicles. Moreover, we validated the expressions presented on two vehicles. We used a smartphone application to simultaneously collect GPS and OBD data from 5 volunteers during daily trips, extracted speed, acceleration and road steepness from the GPS data, and used them as predictor variables to fit a fuel consumption model.
The proposed model shows a standard residual of about 3.6 liters per 100 kilometers when estimating instantaneous fuel consumption, and 1.6 liters per 100 kilometers when estimating the average fuel consumption of a 1 minute block. This and the normal distribution of the residuals indicate it is a good model to estimate average fuel consumption or produce fuel consumption maps aggregating a large number of vehicles.
Future work will focus on reducing the estimation errors for the predictor variables, by improving the methods used for their calculation from the GPS data. Further, we will search for other predictor variables that may improve the accuracy of the models. Finally, we will collect more data and experiment more advanced regression techniques, including well-known machine learning regression models, working towards a more accurate model.
