Abstract. Given the Hilbert space compression of two groups, we find bounds on the Hilbert space compression of their free product. We also investigate the Hilbert space compression of an HNN-extension of a group relative to a finite normal subgroup or a finite index subgroup.
Introduction
Gromov introduced in [1] the notion of uniform embeddability of a metric space into a Hilbert space. Since uniform embeddability is a quasi-isometric invariant and since the word length metric on a finitely generated group is unique up to quasi-isometry, we obtain the notion of uniformly embeddable finitely generated group. Gromov believed that such groups would satisfy the Novikov Conjecture [2] . Six years later, Yu came up with a formal proof of this claim [3] . Moreover, together with Skandalis and Tu, he also proved that uniformly embeddable groups satisfy the coarse Baum-Connes Conjecture [4] . Assume for a moment that (G, d) is a finitely generated group, equipped with the word length metric (always relative to some finite symmetric generating subset). This implies that G is geodesic and uniformly discrete, and so given a uniform embedding f : G → H, one can always assume that it is Lipschitz ( [5] , Proposition 2.9). On the other hand, one can not always assume that ρ − is of the form ρ − : t → (1/C)t − D for some C > 0, D ≥ 0. Indeed, the free group on two generators is uniformly embeddable in a Hilbert space, but a theorem of Bourgain [6] implies that it cannot be quasi-isometrically embedded in a Hilbert space.
More generally, fixing a uniform embedding f : G → H, Guentner and Kaminker [5] introduced the notion of compression to measure how close this embedding is to being quasi-isometric. More precisely, the compression of a uniform embedding f , denoted R(f ), is defined as the supremum of all ǫ ∈ [0, 1] for which there exist C > 0, D ≥ 0 with the property that d(f (x), f (y)) ≥ (1/C)d(x, y) ǫ − D ∀x, y ∈ G.
Taking the supremum of R(f ) over all Hilbert spaces H and all uniform embeddings f : G → H, we obtain the Hilbert space compression, or shortly, the compression of G. We say that a uniform embedding f : G → H is G-equivariant if there exists an affine isometric action A from G on H such that f (xy) = x · A f (y) ∀x, y ∈ G. We obtain the equivariant Hilbert space compression of G as the supremum of R(f ), taken over all Hilbert spaces H and all equivariant uniform embeddings f : G → H. We remark that the (equivariant) compression is invariant under the choice of finite symmetric generating subset.
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The above definitions for (equivariant) compression generalize naturally from the case of finitely generated groups equipped with the word length metric to the case of discrete groups whose metric is induced by some proper length function (see Definition 2.2) . In this case, it is no longer true that uniform embeddings are always Lipschitz and so we demand this explicitly in the definition for (equivariant) compression, i.e. we only take into account those (equivariant) uniform embeddings which are Lipschitz.
It is known that for every α ∈ [0, 1], there exists an infinite, finitely generated group with compression α (see [7] ). Much less is known about the range of values of the equivariant compression. In fact, at the time of writing, the only known values for the equivariant compression are 0, 1/2 and 1 2−2 1−k with k ≥ 1 (see also [8] ). In [5] , Guentner and Kaminker prove that the compression of a direct product of two groups G 1 and G 2 equals the minimum of the compressions of G 1 and G 2 . Moreover, their proof also holds for the equivariant Hilbert space compression. In this article, we ask ourselves a similar question. Concretely, given the Hilbert space compressions of groups G 1 and G 2 , we ask what can be said about the compression of the free product G 1 * G 2 and what can be said about the compression of an HNN-extension of G 1 . We formulate a first result (see Theorem 2.3 below). Theorem 1.2. Assume that G 1 and G 2 are finitely generated groups equipped with the word length metric. Denoting their Hilbert space compressions by α 1 and α 2 respectively, the Hilbert space compression α of the free product G = G 1 * G 2 , equipped with the word length metric, satisfies
The result is generalized for free products of more general metric spaces, for free products, amalgamated over finite groups, and for HNN-extensions HNN(H, F, θ) =< H, t | t −1 f t = θ(f ) ∀f ∈ F > where F is a finite subgroup of H. We refer the reader to the end of Section 2 for details.
In Section 3, we investigate the compression of an HNN-extension HNN(H, F, θ) where both F and θ(F ) are finite index subgroups of H. We obtain the following bounds (See Theorem 3.5). Theorem 1.3. Consider G := HNN(H, F, θ) where both F and θ(F ) are finite index subgroups of the finitely generated group H. Equip G with the word length distance d and H with the induced metric d in from G. Then, α 1 /3 ≤ α ≤ α 1 , where α 1 and α denote the Hilbert space compressions of (H, d in ) and (G, d) respectively.
We will give a generalization to the case where H is a group equipped with a proper length function (see Remark 3.14) . Regarding the equivariant Hilbert space compression, we obtain the following results in Section 4 (see Theorem 4.7 and Theorem 4.9 respectively). Theorem 1.4. Let G 1 and G 2 be finitely generated groups equipped with the word length metric. Denote the equivariant Hilbert space compressions by α 1 and α 2 respectively. Denote G = G 1 * F G 2 an amalgamated free product where F is a finite subgroup of both G 1 and G 2 . If α denotes the equivariant Hilbert space compression of G, when equipped with the word length metric, then
Although condition 2. above is rather trivial, we have added it for completeness. For HNNextensions over a finite group, we show Theorem 1.5. Let H be a finitely generated group with equivariant Hilbert space compression α 1 . Assume that F is a finite subgroup of H and that θ : F → H is a group monomorphism such that the group generated by θ(F ) ∪ F is finite. Denote G = HN N (H, F, θ) and equip it with the word length metric. The equivariant Hilbert space compression α of G satisfies
Here, the first statement is rather trivial, but we have added it for completeness. Both of the above theorems generalize naturally to the case where G 1 , G 2 (for the former result) and H (for the latter result) are groups whose metrics are induced by proper length functions.
Hilbert space compression of a free product of groups
We start with a general lemma.
Lemma 2.1. Let H be a Hilbert space and let X be a uniformly discrete metric space, i.e. B := inf{d(x, y) | x, y ∈ X} > 0. If f : X → H is a map such that
for some ǫ > 0, C > 0, D ≥ 0 and ∀x, y ∈ X, then there existf : X → H ⊕ l 2 (X) and a real number C > 0 such that
Proof. Definef :
where δ x is the Dirac function at x. Then for every two distinct elements x, y of X, we have that
and so we obtain an upper bound like the one in equation (1) by setting
B . With respect to the lower bound, we obtain that
We say that l is proper, whenever
A length function on G induces a metric on G by setting d(x, y) = l(x −1 y), ∀x, y ∈ G. If G is finitely generated and S is a finite symmetric generating subset for G, then we can define the length of an element x ∈ G as the length of the shortest path between 1 and x on the Cayley graph of (G, S). Here, the length of every edge is counted as 1. The so obtained length function is called the word length function and the associated metric is called the word length distance on G relative to S. The (equivariant) Hilbert space compression is invariant under the choice of finite symmetric generating subset.
In this section, let us fix two finitely generated groups G 1 and G 2 . We denote the chosen finite symmetric generating subset, the word length function, the word length distance and the Hilbert space compression of G 1 by S 1 , l 1 , d 1 and α 1 respectively. We use similar notations (S 2 , l 2 , d 2 and α 2 ) for G 2 . We denote the generating subset S 1 ∪ S 2 on G := G 1 * G 2 by S and equip G with the word length metric relative to S. Given α 1 and α 2 , we would like to find bounds on the Hilbert space compression α of G. In order to do so, let us introduce some standard notations regarding free products of groups (see for example [9] ).
Two non-trivial elements x, y of G 1 * G 2 can always be written in reduced form as
where m, n are natural numbers and where the a i , b j are elements of G 1 \ {1} G 2 \ {1} such that no two consecutive elements a i , a i+1 or b j , b j+1 both belong to G 1 or both belong to G 2 . If i 0 is the highest index such that a 1 , a 2 , . . . , a i0−1 and a i0 are equal to b 1 , b 2 , . . . , b i0−1 and b i0 respectively, then h := a 1 a 2 . . . a i0 is called the common part of x and y. This way, we write
where h is the common part of x and y. If g x ∈ G 1 \ {1}, and g y ∈ G 2 \ {1} (which can happen when h = e), then redefine y m+1 := y m , y m := y m−1 , . . . y 2 := y 1 , y 1 := g y , g y := 1 G1 , in order that g x , g y both belong to G 1 . Similar remarks hold when g x ∈ G 2 \ {1} and g y ∈ G 1 \ {1}. With the convention that empty sums are zero, we obtain
where l 1,2 stands for l 1 or l 2 as appropriate and similarly for d 1,2 .
We prove the following theorem.
Theorem 2.3. Assume that G 1 and G 2 are finitely generated groups equipped with the word length metric. Denoting their Hilbert space compressions by α 1 and α 2 respectively, the Hilbert space compression α of the free product G = G 1 * G 2 , equipped with the word length metric, satisfies
Remark 2.4. The main part of the proof is based on Section 3 of [9] , where given uniform embeddings of the factor groups G 1 and G 2 , an explicit uniform embedding of the free product
Proof. It is not hard to find the desired upper bound for α since G 1 and G 2 are metric subspaces of G and so α ≤ min(α 1 , α 2 ). Next, choose a number 0 ≤ ǫ < min(α 1 , α 2 , 1/2) and let us take for each i ∈ {1, 2} a map f i : G i → H := l 2 (Z) which maps the identity element to 0 and such that
Denote by W i (i = 1, 2) the set of those elements of G whose expression as a reduced word begins with an element of G i . Notice that W 1 ∩ W 2 = {1}. Define a Hilbert space H by
Consider a map f : G → H defined as follows: set f (e) = 0. Next, choose any element x ∈ G \ {1} and write it as a reduced word x = x 1 x 2 . . . x n where the x i are alternately elements of G 1 and
otherwise , using the convention that an empty product is 1. In particular, (f (
. .. A similar formula is used when the reduced word expression of x begins with an element of G 2 . Let us show that
Choose x, y ∈ G and write x = hg x x 1 x 2 . . . x n and y = hg y y 1 y 2 . . . y m , where we use the same notations as in (3) . With the convention that empty sums are 0, we obtain:
By Equation (5), we obtain the upper bound
and making use of Equation (4) and the fact that
On the other hand, we have that
and since
which concludes the proof of the Theorem.
Until now, we have only considered uniform embeddings of groups into Hilbert spaces, i.e. into L 2 −spaces. By slightly modifying the definitions in the Introduction, one can choose any p ≥ 1 and replace the class of L 2 −spaces by the class of L p -spaces. The proof of Theorem 2.3 can easily be adapted to provide information about the L p -compression of a free product of groups. Explicitly, we obtain Corollary 2.5. Assume that G 1 and G 2 are finitely generated groups equipped with the word length metric. If we denote their L p -compressions by α 1 and α 2 respectively, then the L p -compression α of the free product G = G 1 * G 2 , when equipped with the word length metric, satisfies
It is particularly interesting to notice that for p = 1, we obtain that the L 1 -compression of the free product G 1 * G 2 equals the minimum of the L 1 -compressions of G 1 and G 2 . Moreover, the same result holds when we replace the class of L 1 -spaces, with a class C of Banach spaces which is stable under l 1 −direct sum.
Remark 2.6. Given two metric spaces (X 1 , d 1 ), (X 2 , d 2 ) and pointsx 1 ∈ X 1 ,x 2 ∈ X 2 , let us define the free product of (X 1 , d 1 ,x 1 ) and (X 2 , d 2 ,x 2 ). As a set, this space is equal to the collection of all words whose letters are alternately elements from X 1 \ {x 1 } and X 2 \ {x 2 }. We also include the wordx 1 which we identify withx 2 (the idea being thatx 1 andx 2 play the role of " the identity elements" of X 1 and X 2 ). Using d 1 and d 2 , we define the distance between two elements
written similarly as in Equation (3), by
where d 1,2 stands for d 1 or d 2 andx 1,2 stands forx 1 orx 2 as appropriate. We remark that Corollary 2.5 generalizes to the context of free products of metric spaces under the assumption that the spaces X i are uniformly discrete, i.e. satisfy
We end this section by a remark regarding the L p -compression (p ≥ 1) of G 1 * F G 2 and HNN(H, F ) where F is a finite subgroup and where G 1 and G 2 are finitely generated groups. Our claim is that the L p -compressions of G 1 * F G 2 and HNN(H, F ) are equal to that of G 1 * G 2 and G 1 * Z respectively. We distinguish two cases. First, assume that G 1 , G 2 and H are finite (or more generally are hyperbolic). It follows from [10] that G 1 * F G 2 , G 1 * G 2 , H * Z and HNN(H, F ) are also hyperbolic and thus all have L p -compression 1 [11] . Secondly, assume that at least one of G 1 and G 2 is infinite. Then our claim regarding amalgamated products follows from Theorem 0.2 in [12] , where it is shown that G 1 * F G 2 is quasi-isometric to G 1 * G 2 . Our claim regarding HNN-extensions follows from the same result, where it is proven that HNN(H, F ) and H * Z are quasi-isometric for infinite H.
Hilbert space compression of an HNN-extension over a finite index subgroup
In [13] , Guentner and Dadarlat give a definition of uniform embeddability of a quasi-geodesic metric space into a Hilbert space using the existence of certain families of unit vectors (see Proposition 3.2 below). Definition 3.1. A metric space (X, d) is said to be quasi-geodesic if there exist δ > 0 and λ ≥ 1 such that for every two points x, y ∈ X, there exists n ∈ N and a chain of elements x 1 , x 2 , . . . , x n such that
Note that any finitely generated group is quasi-geodesic when equipped with the word length metric relative to some finite symmetric generating subset. Proposition 3.2. Let (X, d) be a quasi-geodesic metric space. Then X is uniformly embeddable in a Hilbert space if and only if for every R > 0 and ǫ > 0 there exists a Hilbert space valued map ξ : X → H, x → ξ x , such that ξ x = 1 for all x ∈ X and such that
Note that the second condition is equivalent to
Remark 3.3. The details of the proof of Proposition 3.2 will be important to us and so we include a slightly modified version of Guentner and Dadarlat's ( [13] , Proposition 2.1) proof here. In fact, the above proposition holds for any, not necessarily quasi-geodesic, metric space. However, we give the proof for quasi-geodesic spaces because it will provide us with better lower bounds on the compression of G later.
Proof. Assume that X is uniformly embeddable and let f : X → H be a uniform embedding of X in a real Hilbert space H. Let
It is easily verified that ξ x , ξ y = e −t f (x)−f (y)
2 . Consequently, for all x, y ∈ X we have ξ x = 1, and
2 .
ρ+(R) 2 , it is easy to verify conditions 1. and 2. above. Conversely, assume that X satisfies the conditions in the statement and choose p > 0. There exist a sequence of maps η n : X → H n and a sequence of numbers S 0 = 0 < S 1 < S 2 < . . . increasing to infinity, such that for every n ≥ 1 and every x, y ∈ X,
It is not hard to verify that f is well defined and
, and the χ [Sn−1,Sn) are the characteristic functions of the sets [S n−1 , S n ).
Indeed, let x, y ∈ X. If n is such that ln(n − 1) ≤ d(x, y) < ln(n), we have
Since X is a quasi-geodesic space, we conclude from Proposition 2.9 in [5] that
Remark 3.4. Note that we did not use the fact that (X, d) is quasi-geodesic in the first part of the proof.
From now on, let H be a finitely generated group and fix a finite symmetric generating subset S. Assume that G := HNN(H, F, θ) where both F and θ(F ) are of finite index in H. We equip G with the word length metric relative to S ∪ {t} where t is the stable letter of the HNN-extension. Adapting an idea of Guentner and Dadarlat (see the proof of Theorem 5.3 in [13] ), we obtain a lower bound on the Hilbert space compression of G.
Theorem 3.5. Consider G := HNN(H, F, θ) where both F and θ(F ) are finite index subgroups of the finitely generated group H. Equip G with the word length metric d relative to some finite symmetric generating subset of G. Equip H with the induced metric d in from G. Then,
where α 1 and α denote the Hilbert space compressions of (H, d in ) and (G, d) respectively.
To prove the above result, let us introduce some notations and definitions as in [13] .
Given an HNN-extension G := HNN(H, F, θ), we can use Bass-Serre theory to associate a tree T to it as follows. As the set V of vertices we take G/H, the collection of left cosets of H in G.
As the set E of edges we take G/F , the left cosets of F in G. Given x ∈ G, the edge xF connects xH and xtH.
Notice that the vertices and edges of the above tree are actually subsets of G, so we can equip them as metric subspaces of G. Next, we can define structural maps σ xF,xH : xF ֒→ xH by inclusion and σ xF,xtH : xF → xtH by xf → xf t = xtθ(f ). This way, we obtain a tree of metric spaces which is called the tree of metric spaces associated to the HNN-extension G = HNN(H, F, θ) . Notice that the union of the vertex spaces equals G.
Remark 3.6. There is a connection between the distance on G and the distance on the underlying Bass-Serre tree. Given x, y ∈ G = HNN(H, F, θ), remark that the distance d(x, y) in G equals
where d T is the distance on the underlying tree T (i.e. the number of edges in the shortest path connecting xH and yH) and where the infimum is taken over all sequences x 0 , x 1 , . . . , x p , where p = 2d T (xH, yH) + 1 and
Let us fix some notations. For a given vertex v ∈ V , we denote by α(v) ∈ V the unique vertex such that [v, α(v)] points towards the infinite geodesic H, tH, t 2 H, . . .. Here, just for this once, [v, α(v)] was considered as an oriented edge. Given vertices v, v ′ ∈ V , we denote by (k, l) the unique pair of integers such that α
Finally, let Z > 0 be a real number such that every right coset of F and θ(F ) in H contains a representative whose length is strictly smaller than Z. Definition 3.7. Given x 0 ∈ G, an s-chain starting in x 0 is a sequence x = (x 0 , x 1 , . . . , x s−1 )
Lemma 3.8. Assume that R is a strictly positive real number, let x 0 ∈ X v and x ′ 0 ∈ X v ′ with d(x 0 , x ′ 0 ) < R and let k, l and Z be as just described. Then, any chains (x 0 , x 1 , . . . ,
and take a ∈ G such that X e = aF . This implies either that X vi = aH and X α(vi) = atH or that X vi = atH and X α(vi) = aH. We only prove the second case, leaving the first case as an exercise to the reader.
The elements of Y vi are of the form af t = atθ(f ) where f ∈ F . Writing x i = ath for some h ∈ H, take b a representative of θ(F )h whose length is smaller than Z. Then clearly d(
) < Z + 1 < (Z + 2)R for j ∈ {0, 1, . . . , l − 1}. For the case i = k, we use the triangle inequality to get that
Notation 3.9. Given R > 0 and ǫ > 0, choose and fix s, n ∈ N 0 such that
, n ≥ (Z + 2)R.
Next, using Proposition 3.2, find a Hilbert space H and unit vectors {ξ x | x ∈ H} ⊂ H satisfying the conditions
lim
For each v ∈ V , denote H v := H. Since G is the disjoint union of the vertex spaces X v , we can take unit vectors {ξ x | x ∈ G} ⊂ H := ⊕ v∈V H v such that ξ x ∈ H v whenever x ∈ X v and such that
Finally, for every s-chain x = (x 0 , x 1 , . . . , x s−1 ), define the unit vector η x ∈ H by
Our initial goal is to prove Proposition 3.13, namely that the vectors η x satisfy properties similar to those of Proposition 3.2.
Lemma 3.10. Let x = (x 0 , x 1 , . . . , x s−1 ) and
Since by the triangle inequality d(x i , x ′ i ) ≤ n + 2i(Z + 1) ≤ n + 2s(Z + 1), we can bound (13) by sup
,
Lemma 3.11. Let x = (x 1 , . . . , x s ) and
v (x 1 ) and set x = (x 0 , x 1 , . . . , x s−1 ). Then
, where the final inequality comes from the choice of s in Equation (7). Since d(x 0 , x 0 ) = d(x 0 , x 1 )− 1 ≤ n, we can apply Lemma 3.10 to the chains x ′ and x to conclude that
Lemma 3.12. For any 2 s-chains x = (x 0 , x 1 , . . . , x s−1 ) and
Proof. Assume that x 0 ∈ Xṽ and x ′ 0 ∈ X v ′ . As before, denote (k, l) the unique pair of natural numbers such that
. By symmetry, we will assume that k ≥ l. Further, we will assume that k < s, because k ≥ s implies that η x , η
We obtain by definition that
where Ω = {(y, y
Proposition 3.13. Given R > 0 and ǫ > 0, let s and (ξ x ) x∈G be constructed as in Definition 3.9.
For each x 0 ∈ G, choose and fix an s-chain x = (x 0 , x 1 , . . . , x s−1 ) and consider the corresponding vector η x = η (x0,x1,...xs−1) . Then
Proof. Condition (15) was proven in Lemma 3.12. To prove (14) , let us choose 
where the last inequality follows from Equation (7) . Consequently, we can apply Lemma 3.10 and Lemma 3.11 repeatedly to chains x(i) and x ′ (j) whose initial elements are x i , i = 0 . . . k and x ′ j , j = 0 . . . l , respectively. We obtain
We are now ready to conclude the proof of Theorem 3.5. Proof of Theorem 3.5.
Conversely, assume that α 1 > 0 and fix any real number 0 < p < α 1 . Next, choose C > 0 and D ≥ 0 such that there exists a uniform embedding f of (H, d in ) in a Hilbert space satisfying
For each m ∈ N 0 , define ǫ m = 1 m 1/2+p , R m = ln(m) and define n m = m p and s m = m 1+6p . Clearly then
, whenever m is larger than some natural number r p . Next, find a collection of unit vectors {ξ y | y ∈ H} in some Hilbert space H such that
(CRm+D) 2 in the proof of Proposition 3.2. We should denote these vectors by ξ m y , but we drop the upper index to lighten notation. Notice that the so obtained vectors also satisfy
Therefore, | ξ y , ξ y ′ |≤ 1/2 whenever
and so whenever
Using the fact that lim m→∞
8m 1+3p = 0, we see that for m larger than some natural numberr p , the above inequality is true if
We conclude that for m larger than δ(p) := max(r p ,r p ), Equation (16) holds and
Denote S m = m respectively. Moreover, sup{ η
. Following the proof of Proposition 3.2, we get the existence of a uniform embedding of G into a Hilbert space, whose compression map ρ − is greater or equal to
The compression of G is greater than β, whenever (S α 1 −p ≤ m 1/2 for m large enough, which amounts to saying that
Recalling that p > 0 can be taken arbitrarly small, we can let p go to 0 and obtain that the compression of G is at least α 1 /3. Remark 3.14. Assume that H is a group equipped with a proper length function l 1 . Once again, we let G : = HNN(H, F, θ) be an HNN-extension of H such that both F and θ(F ) are of finite index in H. There is a natural way to equip G with a length function. Indeed, each element g ∈  HNN(H, F, θ) can be represented by a collection of words (a 1 , t i1 , a 2 , t i2 , . . . , a n−1 , t in−1 , a n ) where n runs over the natural numbers, where g = a 1 t i1 a 2 t i2 · . . . · a n , where the a i belong to H and where i 1 , i 2 , . . . i n−1 ∈ {1, −1}. We define the length of such a word as the sum l 1 (a n ) +
We define the length of g as the infimum of the lengths of all words representing g. It is easy to see that this defines a proper length function on G. The crucial difference with the previous case of finitely generated groups equipped with the word length metric, is the fact that G need no longer be quasi-geodesic. We are therefore obliged to replace R m = ln(m) by √ m in the proof of Proposition 3.2. Without many changes to the proofs of the lemmas, but with straightforward adaptations made to the proof of Theorem 3.5, we obtain the following result: Let H and G be as just described. Then,
where α denotes the Hilbert space compressions of G and where α 1 denotes the Hilbert space compression of H, when equipped with the induced metric from G.
Equivariant Hilbert space compression for a free product of finitely generated groups
Let us begin this section by recalling some elementary facts about affine isometric actions. Any affine isometric action χ of a group H on a Hilbert space H can be written as
where π : H → O(H) is a group homomorphism from H to the orthogonal group of H and where b : H → H is a map satisfying the 1-cocycle inequality, i.e.
We summarize some standard properties of 1−cocyles in the lemma below.
Lemma 4.1. Let H be a group. Assume as above that χ is an affine isometric action with associated 1-cocycle b : H → H. Then,
2) if f : H → H is a H−equivariant map relative to χ and the left multiplication action by H on itself, then the compression of b equals the compression of f .
Proof. We leave the proof as an exercise to the reader.
for all n ∈ N 0 , x 1 , x 2 , . . . , x n ∈ H and all a 1 , a 2 , . . . , a n ∈ R with n i=1 a i = 0. The proofs of the following results can be found in [14] (p.63) and [15] (Lemma 6.2.1) respectively.
Theorem 4.3. Assume that ψ : H → R
+ is a conditionally negative definite function on a topological group H. There exists a real Hilbert space H ψ , an orthogonal representation π ψ : H → O(H) and a 1−cocycle b ψ associated to π ψ such that
for every x ∈ H. Conversely, if b is a 1−cocycle relative to some affine isometric action of H on a Hilbert space, then the map ψ : x → b(x) 2 is conditionally negative definite.
Lemma 4.4. Let F be an open compact subgroup of the locally compact group H. If ψ is a continuous, conditionally negative definite function on H, then there exists a continuous conditionally negative definite function ψ ′ on H such that
Notice that from (2) in Lemma 4.1, Theorem 4.3 and (2), (3) of Lemma 4.4 (take F = {1}), it follows that the equivariant compression of a locally compact group H is the supremum of all ǫ ∈ [0, 1] such that there exist C > 0 and a 1-cocycle b, satisfying (17) (
The following is standard.
Lemma 4.5. Denote H any topological group equipped with some length function l and let F be a finite normal subgroup of H. If we define the length of an element x of H/F as the minimum of l(y) where y ∈ xH, then the equivariant Hilbert space compressions of H and H/F are equal.
Proof. Given a 1-cocycle b : H → H which is Lipschitz, we get a conditionally negative definite map ψ : x → b(x) 2 . By Lemma 4.4, there exists a conditionally negative definite function, ψ ′ , at bounded distance from ψ such that
This implies that the map ψ ′ is in fact a conditionally negative definite function on H/F . The 1−cocycle b ′ associated to ψ ′ by Theorem 4.3 has the same compression as b and is again a Lipschitz map.
Conversely, starting with a Lipschitz 1−cocycle b ′ : H/F → H, we obtain a conditionally negative definite function ψ
. This map is clearly conditionally negative definite and so Theorem 4.3 associates a 1−cocycle b to it. It is clear that the compressions of b and b ′ are again equal and that b is Lipschitz.
Remark 4.6. Assume that G 1 and G 2 are countable groups equipped with proper length functions l 1 and l 2 respectively. There is a natural way to equip an amalgamated free product G := G 1 * C G 2 with a proper length function. Indeed, each element g ∈ G can be represented by a collection of words (a 1 , a 2 , a 3 , . . . , a n ) where n runs over the natural numbers, where g = n i=1 a i and where the a i belong alternately to G 1 and G 2 . We define the length of a word as the sum l 1 (a 1 ) + l 2 (a 2 ) + l 1 (1 3 ) + . . . + l 1,2 (a n ) where l 1,2 is l 1 or l 2 as appropriate. We define the length of g as the minimum of the lengths of all words representing g. It is easy to check that this defines a proper length function on G.
We are ready to prove the following theorem.
Theorem 4.7. Let G 1 and G 2 be countable groups equipped with proper length functions l 1 and l 2 respectively. Denote the equivariant Hilbert space compressions of G 1 and G 2 by α 1 and α 2 . Denote G = G 1 * F G 2 an amalgamated free product where F is a finite subgroup of both G 1 and G 2 and equip G with a proper length function as in Remark 4.6. If α denotes the equivariant Hilbert space compression of G, then
Proof. Let us first focus our attention to the easy case where F is of index 2 in both G 1 and G 2 . These assumptions imply that F is a normal subgroup of both G 1 and G 2 and so it is a normal subgroup of G with quotient G 1 /F * G 2 /F = Z 2 * Z 2 . Lemma 4.5 implies that α = 1.
Using the normal form theorem for amalgamated free products (see for example pg. 187 of [16] ), it is easy to prove that the inclusion maps of the factors G 1 and G 2 into G are quasi-isometric embeddings. This proves case (2) .
To prove (3), one notices that G cannot be amenable since it contains free subgroups. Consequently, its equivariant compression is bounded from above by 1/2 (See Theorem 5.3 of [5] ). Using the fact that the inclusion maps of the factors G 1 and G 2 into G are quasi-isometric embeddings, we conclude that α ≤ min(α 1 , α 2 , 1/2).
Conversely, assume 0 ≤ ǫ < min(α 1 , α 2 , 1/2). There exist C > 0 and conditionally negative definite functions ψ i :
Let R and S be sets of representatives for the left cosets of F in G 1 and G 2 respectively. Assume 1 G1 ∈ R, 1 G2 ∈ S and denote elements of R, S and F by α i , β j and f respectively. According to [17] , every element x ∈ G has a unique normal form:
such that none of the α i and β j , except maybe for α 1 or β k , are equal to 1. In [15] (see the proof of Proposition 6.2.3), it is shown that the map ψ : G → R + , defined by
is a conditionally negative definite function on G. Application of Theorem 4.3 gives an affine isometric action of G on a Hilbert space H with 1−cocycle b satisfying b(x) 2 = ψ(x). Choose x ∈ G, and write x = α 1 β 1 α 2 β 2 . . . α l β l f in normal form as above. We obtain that
Denote l SB (x) the shortest blocklength of x, meaning that it is the minimum of the lengths of all words representing x which are of the form (γ 1 , δ 1 , γ 2 , . . . , γ k , δ k ) where k is as in Equation (18) and where the γ i and δ i belong to G 1 and G 2 respectively. Take such a word, say (γ 1 , δ 1 , γ 2 , . . . , γ k , δ k ), representing x. It follows from Bass-Serre theory that γ i ∈ Cα i C and δ i ∈ Cβ i C for all i ∈ {1, 2, . . . , k}. Using Equation (19), we obtain
, ∀x ∈ G, and so b is Lipschitz.
Conversely, we have
It follows that the equivariant compression of G is greater or equal than min(α 1 , α 2 , 1/2).
We continue by proving a similar result for HNN-extensions HNN(H, F, θ) where F is such that < F, θ(F ) > is a finite subgroup of H. Notice that this condition is satisfied whenever F is finite and normal in H. We will need the following lemma; a proof can be found in [15] , page 92.
Lemma 4.8. Let G be a discrete group acting (on the left) on a set X; let H be a group, and let c : X × G → H be a map verifying the cocycle relation
x, g 2 ) for all x ∈ X and g 1 , g 2 ∈ G. Let ψ be a conditionally negative definite function on H, vanishing on a subset A of H. Assume that for every g ∈ G, the set {x ∈ X : c(x, g) / ∈ A} is finite; then the functionψ on G may be defined byψ
andψ is conditionally negative definite on G.
Using similar ideas as in the previous proof, we prove the following result.
Theorem 4.9. Let H be a countable group equipped with a proper length function and denote its equivariant Hilbert space compression by α 1 . Assume that F is a subgroup of H and that θ : F → H is a group monomorphism such that the group generated by θ(F ) ∪ F is finite. Denote G := HNN(H, F, θ) and equip it with a proper length function as in Remark 3.14. Then, the equivariant Hilbert space compression α of G := HNN(H, F, θ) satisfies (1) α = 1 whenever F = H, (2) α = min(α 1 , 1/2) otherwise. The first claim follows trivially from Lemma 4.5, but we have added it for completeness.
Proof. The fact that F is a proper subset of H, implies that G is not amenable and this forces α ≤ 1/2. It follows from Britton's lemma (see pg. 181 of [16] ) that the inclusion i : H ֒→ G is quasi-isometric whenever F is finite. Consequently, the equivariant compression of H is another upper bound for α. We obtain α ≤ min(1/2, α 1 ) and proceed by showing that min(1/2, α 1 ) is also a lower bound. Denote the subgroup generated by F ∪ θ(F ) by A. Let R and S be sets of representatives for the left cosets of F in H and θ(F ) in H respectively, such that 1 ∈ R and 1 ∈ S. We denote elements of R, S, R ∪ S, F and A by α i , β i , γ i , f and a respectively. We denote the length on H by l H . From Bass-Serre theory, we know that every element g ∈ G = HNN(H, F, θ) can be uniquely written in a normal form
where i j = 1 whenever γ j ∈ R, i j = −1 whenever γ j ∈ S and no two subwords of the form γ 1 t i1 γ 2 t i2 · . . . · γ l t i l with l ≤ k belong to the same left coset of H in G. If α 1 = 0, then choose 0 ≤ ǫ < min(α 1 , 1/2) and take an A-bi-invariant conditionally negative definite map ψ on H such that the associated 1−cocycle b on H satisfies
We show thatψ
where g is written as in (22), is a conditionally negative definite function on G. To prove this, we remark that G/H, the collection of left cosets of H in G, can be identified with the elements whose normal form as in (22) is of the form
This provides a section σ : G/H → G for the canonical projection map π : G → G/H. Define c : G/H × G → H by setting c(x, g) = σ(x) −1 gσ(g −1 x), where g −1 x stands for π(g −1 σ(x)). It is easy to check that c satisfies Equation (21). We will apply Lemma 4.8 on c to obtainψ. Therefore, choose any elements g ∈ G and x ∈ G/H. Assume first that g, when written as in (22), does not start with the word σ(x). We write σ(x) = x 0 x 1 and g = x 0 y 1 α 1 f where x 0 is the subword common to σ(x) and g, and where x 1 ends with some non-zero power of t. Then and so that c(x, g) = a −1 ∈ A. This already shows that for any g ∈ G, the set {x ∈ G/H | c(x, g) / ∈ A} contains only a finite number of elements. Assume next that g begins with the word σ(x). Let us write g = σ(x)γ l t i l γ l+1 t i l+1 · . . . · γ k t i k α k+1 f as in (22). Then
l , where a ′ ∈ A and so
Therefore c(x, g) = γ lã ′ −1 and ψ(c(x, g)) = ψ(γ lã ′ −1 ) = ψ(γ l ). By Lemma 4.8, we conclude that ψ is conditionally negative definite. Next, consider the Bass-Serre tree T associated to the HNN-extension G. The vertex set is G/H. Let d T (g 1 H, g 2 H) be the tree distance between vertices g 1 H, g 2 H. It is known that, on a tree, the distance is a conditionally negative definite kernel ( [14] , Proposition 2 in §6.a), so that ψ ′ (g) = d T (H, gH) defines a conditionally negative definite function on G. Set ψ =ψ + ψ ′ . Theorem 4.3 associates to ψ a 1−cocycle b relative to some affine isometric action of G on a Hilbert space H. Let us start by proving that b is Lipschitz. Choose any g ∈ G and write
