We introduce two properties: strong R-property and C(q)-property, describing a special way of divergence of nearby trajectories for an abstract measure preserving system. We show that systems satisfying the strong Rproperty are disjoint (in the sense of Furstenberg) with systems satisfying the C(q)-property. Moreover, we show that if u t is a unipotent flow on G/Γ with Γ irreducible, then u t satisfies the C(q)-property provided that u t is not of the form h t × id, where h t is the classical horocycle flow. Finally, we show that the strong R-property holds for all (smooth) time changes of horocycle flows and non-trivial time changes of bounded type Heisenberg nilflows.
Introduction
In this paper we study rigidity of joinings of measure preserving systems. The most classical class of systems for which spectacular results on rigidity of joinings were established, comes from the algebraic world: unipotent systems on (finite volume) quotients of semisimple Lie groups by M. Ratner in her seminal works [17] , [18] and [20] . From the aforementioned work of Ratner it follows in particular that all joinings between unipotent systems have to be algebraic. In particular, unless there is an algebraic reason, different unipotent systems are disjoint.
The main goal of this paper is to try to generalize the phenomena established by Ratner to more general class of measure preserving systems. One of the main feature of unipotent systems, established by M. Ratner for horocycle flows [18] , and generalized by D. Witte [22] to general unipotent systems is a polynomial way of divergence of nearby orbits in well understood directions. For horocycle flows the aforementioned directions is just the flow direction and, for general unipotent systems, the divergence happens always along some direction from the centralizer of the flow. It is important to notice that even though first discovered in the algebraic world, the above notions of divergence make sense for an arbitrary measure preserving system. The (divergence) property observed by Ratner for horocycle flows is now called Ratner's property (see [21] ), and it has been established for certain parabolic systems outside the algebraic world (see [3] , [6] , [7] , [9] , [10] ). In this paper we formulate an abstract version of Witte's property (called C(q)-property) on divergence of unipotent orbits (see Definition 3.4) . We also introduce a stronger version of Ratner's property, strong R-property 1 (Definition 3.1). Our main disjointness theorem (Theorem 3.5) states that any flow with strong R-property is disjoint from any flow enjoying the C(q)-property. This theorem can be understood as an abstract version of Ratner's joinings rigidity theorem for unipotent flows. Moreover we show that if u t is a unipotent flow acting on G/Γ, where Γ is irreducible then u t satisfies the C(q)-property unless u t is generated by 0 1 0 0 ⊕ id ∈ sl(2, R) ⊕ g ′ .
Finally, we establish the strong R-property for all (smooth) time changes of horocycle flows, for horocycle flows acting on tangent spaces of surfaces with variable negative curvature (with uniform parametrization) and for (smooth) time changes of bounded type Heisenberg nilflows.
Definitions
In this section we will state some basic definitions that will be used throughout the paper.
Joinings, time changes of flows, special flows
Let ϕ t : (X, B, µ) → (X, B, µ) and ψ t : (Y, C, ν) → (Y, C, ν) be two ergodic flows on probability standard Borel spaces.
Definition 2.1 (Joinings).
A joining ρ of ϕ t and ψ t is a ϕ t × ψ t −invariant measure such that ρ(X × B) = ν(B) and ρ(C × Y ) = µ(C). The set of joinings of ϕ t and ψ t is denoted by J(ϕ t , ψ t ) and the set of ergodic joinings is denoted by J e (ϕ t , ψ t ).
Definition 2.2 (Disjointness).
We say that ϕ t and ψ t are disjoint, denoted ϕ t ⊥ψ t , if J(ϕ t , ψ t ) = {µ ⊗ ν} (equivalently J e (ϕ t , ψ t ) = {µ ⊗ ν}).
Let τ ∈ L 1 (X, µ), τ > 0.
Definition 2.3 (Time change). The flow ϕ τ t is called a time change (or a reparameterization) of the flow
where the cocycle α(x, ·) is uniquely defined by the condition that
The flow ϕ τ t preserves the measure dµ
Special flows. Let λ be the Lebesgue measure on R. Let T : (X, B, µ) → (X, B, µ) and let τ ∈ L 1 (X, B, µ), τ > 0. We define the Z-cocycle for τ , by
Then we define the special flow
where N(x, s, t) ∈ Z is unique such that
The flow T τ t preserves the measure µ τ := µ ⊗ λ restricted to X τ . Moreover, if X is a metric space with metric d, then so is X τ with the product metric which we denote
Homogeneous flows
Let G be a Lie group with Lie algebra g and let µ be the Haar measure on G. Let exp : g → G denote the exponential mapping of the Lie algebra g onto G. Let Γ ⊂ G be a lattice. We define the homogeneous space, M := G/Γ. For W ∈ g, the homogeneous flow on M is given by
The flow φ W t preserves the Haar measure on M (locally given by µ). In this paper, we will study unipotent flows and Heisenberg nilflows.
Unipotent flows
We now assume additionally that G is a semisimple and that W ∈ g is unipotent, i.e. the operator ad W : g → g given by ad W (X) = [W, X] satisfies ad k W = 0 for some k ∈ N. Then the flow φ 
The above basis is called a chain basis for W . We also associate the following number with a unipotent element W :
By Jakobson-Morozov theorem, GR(U) ≥ 3 for any unipotent U (there always exists one chain of length 3 coming from the sl(2, R)-triple).
Heisenberg flows
The three dimensional Heisenberg group G is given by
Suppose W is an element of the Lie algebra
The Heisenberg nilflow generated by W is given by (3) for a lattice Γ ⊂ G. We will be mostly interested in smooth time changes of Heisenberg nilflows. For this, it will be convenient to work with a special flow representation of Heisenberg nilflows. As shown in [1] , every ergodic nilflow φ W t can be represented as a special flow, where the base transformation T α,β : T 2 → T 2 is given by T α,β (x, y) = (x+α, y+x+β) for α ∈ [0, 1) \ Q, β ∈ R and under a constant roof function f (x, y) = C W > 0.
Let (q n ) +∞ n=1 denote the sequence of denominators of α ∈ [0, 1) \ Q. An element W ∈ g is of bounded type if and only if α is of bounded type, i.e. there exists
denote the special flow over T α,β and under f . It follows (see e.g. [1] ) that for every τ ∈ L 1 (M), τ > 0, the time change T W,τ t of the Heisenberg nilflow generated by W ∈ g is isomorphic to a special flow T fτ ,α,β t , where the roof function f τ is as smooth as τ . Throughout the paper we will consider the flow T fτ ,α,β t where α is of bounded type. To shorten the notation, we will for simplicity denote such flows by T τ t and call them flows of bounded type. In fact, we will concentrate on the case that τ ∈ W s (T 2 ) with s > , where W s (T 2 ) is the standard Sobolev space.
Horocycle flows, variable negative curvature.
Let S be a compact, negatively curved, oriented surface, and g s be the corresponding geodesic flow on its unit tangent bundle, M. There exists a 1-dimensional unstable foliation W u (x) and 1-dimensional stable foliation W s (x) for any x ∈ M. Since S is oriented, the leaves W u (x) and W s (x) can be given an orientation. We wish to define a continuous flow u t whose orbits are exactly W u (x), but such a flow will depend on the way we parameterize each leaf. We will study a very special parameterization (called Margulis parametrization [16] , or uniform parametrization). Such parametrization was first studied by B. Marcus in [15] and later by J. Feldman and D. Ornstein in [4] . Namely, let v t , k t be two flows along respectively W u and W s such that g s v t x = v e s t g s x for every t, s ∈ R and x ∈ M. and g s k t x = k e −s t g s x for every t, s ∈ R and x ∈ M.
It then follows that there exists a measure (Margulis measure) µ on M which is preserved by both v t and k t . We remark that in most cases, this action of v t is only Hölder, and is not even generated by a vector field (and the measure µ is singular with respect to the volume).
Disjointness criterion
In this section we introduce our main disjointness criterion. In what follows, we consider measure preserving flows T t on (X, B, µ, d), where X is a σ-compact metric space (with the metric d), B is the Borel σ-algebra and µ is a probability measure on X. We make the following standing assumption for all flows that we consider:
Notice that the above condition is satisfied for any continuous flow if the space X is additionally compact. First we introduce a strong version of Ratner's property. In the following definition λ denotes the Lebesgue measure on R. 
and moreover
The flow T t is said to have the strong R-property, if it has the strong R(p)-property for some p > 0. Remark 3.3. Analogously to [3] , one can define a switchable version of the strong R-property by introducing the following condition (as an alternative to R1): 
might be used for flows satisfying the SWR-property (such as Arnol'd flows or von Neumann flows).
We now introduce one of the main new definitions in the paper which describes a (parabolic) divergence for special directions. For a probability space
) be compact in the uniform topology 2 and let q > 0. The flow R t has the
We say that R t has the C(q)-property if it has the C(D, q)-property for some
We will now state our main disjointness criterion: Some parts of the proof of Theorem 3.5 follow similar steps to the proof of Theorem 5.9. in [7] and Theorem 3.1. in [11] . We will provide a full proof for completeness. For B ∈ C and ǫ > 0 let V ǫ (B) = {y ∈ Y : d 2 (y, B) < ǫ}. First, we need the following lemma: Lemma 3.6 (Lemma 5.6. in [7] ). For every B ∈ C, we have {ǫ > 0 : ν(∂V ǫ (B)) > 0} is at most countable.
We will also use the following remark.
Remark 3.7 (Remark 5.7. in [7] ). Let (X, d) be a Polish space and let µ be a (regular) probability measure on (X, B). There exists a dense family
The main lemma in the proof of Theorem 3.5 is the following 4 :
Lemma 3.8. Let T t and R t be two ergodic flows on respectively (X, B, µ, d 1 ) and
be compact in the uniform topology. Take ρ ∈ J e (T t , R t ) and let A ∈ B and B ∈ C with ν(∂B) = 0. Then for every ǫ, κ, δ > 0 there exists N = N(ǫ, δ, κ) ∈ R and a set U ∈ B ⊗ C,
and
Notice that existence of Q × D ′ follows from (6) and compactness of D (in uniform topology): we first pick a finite set
. Then, using (6), we can pick a finite set
With this choice of parameters, we have
This finishes the proof of existence of (9) is satisfied. By the construction of D ′ and (9), for every y ∈ Y ,
(and analogous inequality holds for S ′ and S switched). Therefore
and analogously
The two above inclusion together with (7) imply that
Reasoning analogously and using (8), we also get
We apply the ergodic theorem to (finitely many) functions
). Therefore by (14) and (11), we have
Indeed, by (13), the above follows by showing
Which is a straightforward consequence of (10) . Therefore by (15) and (12), we have
Summarizing, (16) and (17) together imply that
and this finishes the proof.
We will now prove Theorem 3.5
Proof of Theorem 3.5. Let ρ ∈ J e (T t , R t ) and ρ = µ ⊗ ν. Let p > 0 be such that T t satisfies the R(p) property (see Definition 3.1) and fix q = p. Let D = D(q) ⊂ Aut(Y, C, ν) be such that R t satisfies the C(D, p) property (the existence of D follows from the assumptions of Theorem 3.5 and Definition 3.4). Let {A i } i≥1 and {B i } i≥1 be dense families in B and C respectively such that µ(∂A i ) = ν(∂B i ) = 0 for every i ≥ 1 (see Remark 3.7). Let
and let
We consider the following function Ψ :
Notice that Ψ is a continuous function 5 . Recall that by the definition of E, for every
for every A ∈ B and B ∈ C. This however contradicts to the ergodicity of (S • R r ) −1 and ρ = µ ⊗ ν (recall that every ergodic transformation is disjoint from Id). By compactness of E it follows that there exists ǫ 0 > 0 such that inf (r,S)∈E Ψ(r, S) > ǫ 0 . This in turn implies that there exists H ∈ N such that for every (r, S) ∈ E,
Summarizing, for every (r, S) ∈ E there exists i, j ∈ {1, . . . , H} such that
By Lemma 3.6 for B = B j , j ∈ {1, . . . , H} it follows that there exists 0 < ǫ 1 < ǫ 0 /16 such that ν(V ǫ 1 (B j ) \ B j ) < ǫ 0 /20 for j ∈ {1, . . . , H}.
Moreover using Lemma 3.6 again, by taking a smaller ǫ 1 if necessary, we can also assume that
Since ρ is a joining, this implies that
Let moreover
Indeed, it remains to notice that ρ(
By Lemma 3.8 for A i and B j with i, j ∈ {1, . . . , H} and for ǫ 1 , δ = ǫ 1 /10 and κ, we get that there exists N 2 ∈ R and Z 2 ∈ B ⊗ C with ρ(
where Z is the set from the strong R-property (for
Moreover, since ρ is regular and X ×Y is σ-compact, we can assume additionally that Z ′ is compact. Consider the projection π : X ×Y → Y , π(x, y) = y. Since Z ′ is compact it follows that the fibers of the map π |Z ′ : Z ′ → π(Z ′ ) are also σ-compact and π(Z ′ ) is compact. Therefore, by Kunugui's selection theorem, [8] , it follows that there exists a measurable selection x : π(Z ′ ) → X such that (x(y), y) ∈ Z ′ . Applying Egorov theorem to the function x, it follows that there exists N) )(where δ 1 comes from the strong R-property and δ 2 comes from the C(q)-property) there exists δ ′ > 0 such that for y, y
be the sequence of automorphisms coming from the C(q)-property. There exists
This, by the strong R-property implies that there exists M = M(x, x ′ ) such that R1 holds for x, x ′ and similarly there exists
For simplicity, denote p 0 = pM (coming from R1) and S = SM (coming from C1). Recall that by the definition of N, we haveM ≥ κ −2 = max(κ
2 ). SinceM is the minimum of M and M ′ by R1 and C2 it follows that either p ≥ |p 0 | ≥ p/2 and S ∈ D or p 0 ∈ [−p, p] and S ∈D.
This implies that
Notice that in the interval
Moreover by C1, there exists I 2 ⊂ I with λ(
By (24), for
Moreover, if
By (22) (for r = −p 0 and S), (26) and (21) (for
where the last inequality comes from (19) and we also used
Analogously, by (21), (22) and (27), we have
the last inequality by (20) . Consequently, (28) and (29) imply that for every i, j ∈ {1, . . . H},
This together with (23) contradicts (18) (since ǫ 1 < ǫ 0 /16).
Disjointness of unipotent flows and flows with strong R-property
In this section we will prove that flows with strong R-property are disjoint from unipotent flows u t generated by U acting on (G/Γ, µ) where Γ is irreducible, µ is the Haar measure and GR(U) > 3 (see (5) ). This result, by Theorem 3.5, is an immediate consequence of the following: Proposition 4.1. Let u t be a unipotent flow generated by U ∈ g on G/Γ where Γ is irreducible. If GR(U) > 3, then u t satisfies the C(q)-property for every q > 0. Lemma 3.9 . in [13] that the only unipotent flows that satisfy GR(U) ≤ 3 are of the form h t × id on (SL(2, R) × G ′ )/Γ where G ′ is a subgroup of semisimple Lie group G, Γ is an irreducible lattice in SL(2, R) × G ′ and h t is the classical horocycle flow.
Remark 4.2. It follows by
In order to prove Proposition 4.1, we need the following lemma. Proof. Let {U, V, X} be an sl(2, R) triple. Let g t be the flow generated by X on G/Γ. Since [X, U] = 2U, the vector field generated by U lies in the unstable bundle of g t for t > 0, hence g t is a partially hyperbolic flow. Moreover (see e.g. [14] Theorem 5.6) it follows that [X, X 0 ] = λX 0 for some λ > 0. Therefore, X 0 is also a g t invariant vector field belonging to the unstable bundle of g t .
By definition of the chain basis (and since ψ t is generated by X 0 ) it follows that the automorphisms ψ t 0 and u s 0 commute. Let H ∆ := {exp(ℓ[t 0 X 0 + s 0 U]) : ℓ ∈ ∆} for ∆ ∈ {Z, R}. It follows that H R is a proper subgroup of G, and H Z is a discrete subgroup. So by Moore's ergodicity theorem, to prove ergodicity of ψ t 0 u s 0 it is enough to show that the subgroup H Z is not compact.
Since
suffices to prove H R is not compact. To that end, we will argue by contradiction. Assume that H R is compact, then for any x ∈ G/Γ, H x := {h · x : h ∈ H R } is an immersed compact submanifold inside the unstable manifold of g t in G/Γ. Moreover, H x depends continuously on x, and the family {H x } x∈G/Γ is a g t invariant foliation (with compact leaves), and g t (H x ) = H gt(x) for any x ∈ G/Γ and t ∈ R. Since g t is ergodic, almost every point is recurrent, then pick a point x such that, there exists a decreasing sequence {t i : i ∈ N, t i → −∞ as i → ∞} with g t i (x) → x as i → ∞. By continuity of H x on x, we have g t i (H x ) = H gt i (x) → H x in the Hausdorff topology as i → ∞. Since H x lies in the unstable submanifold and by the choice of x and t i , g t i (H x ) → {x} as t i → −∞. This implies that H x = {x}. Moreover this equality holds for almost every x (by the choice of x), hence by continuity again, H x = {x} for any x. It follows that H R = Id, a contradiction to the fact that X 0 = 0 and t Proof of Proposition 4.1. Fix q > 0. Notice that by the definition of GR(U) it follows that chains of length 1 (i.e. trivial chains) do not contribute to the number GR(U) (see Lemma 2.4). Moreover the chain coming from the sl 2 triple, i.e. V → X → U contributes 3 to the number GR(U). Since, by assumuptions, GR(U) > 3 it follows that there exists a chain X n → X n−1 → · · · → X 1 → X 0 of length at least 2 different from the chain V → X → U, i.e. U = X 0 . Let ψ t be the flow on G/Γ generated by X 0 ; and let ϕ t be the flow generated by X 1 . Notice that for every t 0 ∈ [−2, 2] the automorphism ψ t 0 is uniformly continuous on G/Γ (for the right invariant metric d). Set
and letD := {ψ 1 , ψ −1 } ⊂ D \ {Id}. Notice thatD is compact in the uniform topology. We now define Let . Notice that by Lemma 4.3 it follows that for every t 0 , s 0 ∈ R, with t For y ∈ G/Γ, let y ′ = A k (y). By Lemma 2.4, we get:
Let M := k. Then we have
Analogously we show that
, then by the above bound we have that S M ′′ ∈ D and moreover
where the last inequality follows from
) < ǫ and hence in particular that the measure estimate in C1 holds. This finishes the proof.
Proposition 4.1 motivates the following remark:
Remark 4.4. In a recent paper, [13] , the authors showed that if u t is a unipotent flow on G/Γ (compact) with GR(U) > 3, then u t is not standard (without the irreducibility assumption on the lattice). From [19] it follows that every factor v t of u t is also unipotent on G ′ /Γ ′ . Let V ∈ Lie(G ′ ) be the generator of v t . If Γ is additionally irreducible, then GR(V ) > 3 (there are no SL(2, R) factors). In this case, by [13] it follows that every factor of u t is not standard. Up to now, all flows satisfying the strong R-property (see Section 5) are standard. The above reasoning shows that any flow as in Section 5 does not have a common factor with u t = exp(tU), where GR(U) > 3 (and Γ is irreducible). However, as shown in [2] , disjointness (which we prove in this setting) is strictly stronger than not having a common factor. The following natural questions arise: 5 Flows with strong R-property
In this section we will prove strong R-property for certain parabolic flows. We will focus on three classes of flows: horocycle flows in constant curvature case and their smooth time changes, horocycle flows in variable curvature and (non-trivial) time changes of bounded type Heisenberg nilflows. A version of Ratner's property was established for other classes of parabolic flows (see [4] , [6] , [7] , [9] , [3] , [10] , [11] , [5] ). Moreover, one can construct rank one systems satisfying Ratner's property (the Chacon transformation being a classical example). It seems that in fact all systems considered in the above quoted papers satisfy the strong R-property. We focus here only on the three classes mentioned above. We will prove the strong R-property for each class in a separate subsection.
Horocycle flows and their smooth time changes
We will first consider time changes of horocycle flows acting on unit tangent bundle of a surface of constant negative curvature (including horocycle flows by taking trivial time changes). Next, we will consider horocycle flows on unit tangent bundle of a surface of variable negative curvature.
Time changes of horocycle flows, constant curvature.
Let h t denote the horocycle flow on SL(2, R)/Γ and, for τ ∈ C 1 (M), τ > 0, let h τ t denote the time change of h t given by τ . We will show that strong R-property holds for h 
Proof. Let K = D and pick ǫ 2 instead of ǫ in Proposition 4.1 in [11] , then there exists N ǫ 2 > 0 and δ ′ > 0 such that for |a|, |b|, |c| ≤ δ ′ and |t| ∈ [N ǫ 2 , D · |c|
where A x (t) is defined as χ x,y (α(x, t)) = α(y, χ x,y (t)+A x (t)) (Here, α(x, t) is defined in (1)).
By Remark 4.2 in [11] , we also have the following estimate:
Combining (33) and the above estimate, we have for |t| ∈ [N ǫ 2 , D · |c|
At the end we let N ǫ := N ǫ 2 . This finishes the proof.
We will need also the following classical lemma, which is based on the fact that any two norms on finite dimensional space are equivalent: 
From the above lemmas we deduce the following: 10 ≤ δ ′10 < δ ′ it follows that we can use Lemma 5.1 for x, x ′ to get that for |t| ∈ κ −2 , min(|b|
Define
2 )]. We will show the following:
2 )] and every s ∈ [0, κt], we have
WLOG we can assume that t 0 is the smallest number satisfying this property. Notice that the strong R-property is then a straightforward consequence of f1 and f2. Indeed, it is enough to define
This finishes the proof of the strong R-property. So it only remains to show f1 and f2. By definition,
Moreover, |(e −2b − 1)s| ≤ 3|b|κt ≤ 3κ < ǫ 3 and similarly |e
This finishes the proof of f1. For f2 notice first that for every
2 )], then by Lemma 5.2, the coefficients of f have to satisfy |c|. This finishes the proof.
Horocycle flows, variable curvature.
In this subsection we assume that v t is the horocycle flow with the uniform parametrization on the tangent space of a negatively curved surface (with variable curvature), see Section 2.3. We state here several crucial lemmas which are based on [4] : Lemma 5.4. There exists γ ∈ (0, 1/2) and C 0 > 0 such that for every ǫ > 0, there exists κ ′ = κ ′ (ǫ) > 0 and δ ′ = δ ′ (ǫ) > 0 such that for every x ∈ M and every y = g a v b k c x with |a|, |b|, |c| < δ ′ , we have
where σ(·, ·, ·) : M × R × R → R satisfies the following:
(i) scaling property: for every r ∈ R, σ(x, e r s, e −r t) = e r σ(g −r x, s, t);
(ii) for every |κ ′′ | < κ ′ , we have
(iii) if |sc| is small enough, then σ(x, s, c) − s is monotone in s.
(iv) σ(x, 0, c) = 0.
Proof. The first part of the above lemma, i.e. (36) follows from Lemma 3.8. in [4] , (i) follows from geometric definition of σ in [4] and renormalization property of the flow u t , (ii) follows from Lemma 3.7 in [4] , (iii) follows from Corollary 3.5. in [4] and (iv) also follows from geometric definition of σ in [4] . 
Moreover, if N is the smallest number satisfying (39), then N satisfies:
Proof. The proof of this lemma is similar to the proof of Lemma 3.9. in [4] , we give a full proof here for completeness. Denote r(t) = |e a σ(x, t, c) − t|, A(t) = σ(x, t, c) − t, then we have
Notice that by (38), since γ < 1/2 and by the definition of A(t) it follows that A(t) ≥ 1 1/2−γ A(t/2). Therefore if δ is small enough we can guarantee that for |c| < δ, we have |A(
to simplify the notation. Notice that by (38) and the definition of A(t) if r(B) ≤ 1, then we have
This implies that there is some number N ∈ [0, B] such that r(N) = 1. We WLOG assume that N is the smallest number satisfying r(N) = 1. Notice that reasoning analogously to (42) with B = N, we get
Therefore,
which gives (40) by the definition is A(t).
Then the definition of r(t) and above inequality imply
which gives (41). Finally, notice that:
Since 0 < γ < 1/2, we have N ≥ 1 |a| .
Using the above lemmas, we have the following: Proposition 5.6. v t has the strong R-property.
Proof. We will show that the strong R-property holds with p = 1. Fix ǫ ∈ (0, 1) and let κ := ) where δ ′ comes from from Lemma 5.4). By taking smaller δ if necessary, we can WLOG assume that for every x ∈ M and every x ′ = g a v b k c x if d(x, x ′ ) < δ then |a|, |b|, |c| < min(δ ′ , κ 10 ). Take any x, x ′ ∈ M so that d(x, x ′ ) < δ and x ′ is not in the orbit of x (which implies that a 2 + c 2 > 0). First case: c = 0. In this case, the proof is similar to Lemma 3.9. in [4] , we give a full proof here for completeness. If c = 0, then a = 0 and x ′ = g a v b x. Applying v e a t to both sides and also using the renormalization property of uniform parametrization, we have v e a t x ′ = g a v b+t x.
Since δ is small enough (and so |a|, |b| < δ ′ ), we get 
and |(t − L)(e a − 1)| ≤ κL|1 − e a | ≤ 2κ. 
Define g(t) = g x,x ′ (t) := e a σ(x, t, c) − t for t ∈ [κ −2 ,
]. We will show the following:
g1. there exists t 0 ∈ [κ −2 ,
] such that |g(t 0 )| = 1. . Moreover, by g1 and (47), for every L ∈ [κ −2 , M] and every t ∈ [L, L + κL], we get
This finishes the proof of strong R-property when c = 0. So it only remains to show g1 and g2. In fact, notice that g1 directly follows from Lemma 5.5. Therefore we only need to show g2.
As for g2, due to κ −2 ≤ t ≤ M and M ≤ 
