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We obtain results for two distinct dynamical models: the Kuramoto model, a general model for coupled
oscillator systems, and a model for opinion formation in social networks. Our main focus is on understanding
the fixed points of these systems and their stability. For many models the stability of such fixed points can
be studied with a Laplacian matrix. We give a formula for the inertia of these matrices, characterizing the
real parts of the spectrum, by relating them to another matrix depending on the network topology. We then
study the Kuramoto model, and in particular, the phenomena of synchronization, when all oscillators rotate
at a common frequency, which corresponds to a fixed point. This phenomenon is well-known to depend on
the natural frequencies of the oscillators and, more specifically, that the chance of synchronization increases
if the natural frequencies are more similar. We then give upper and lower bounds for the volume of the set
such frequencies in frequency space. Our bounds can be formulated in terms of sums over spanning trees
which we further use to deduce that the volume is intimately related to the number of spanning trees for
dense networks. We also characterize the structure of fixed points of the Kuramoto model by showing that
every fixed point corresponds to a lattice point in a certain set which records how the phase-angles wrap
around cycles in the network. As a consequence, under mild conditions, we derive the rate of growth of
the number of fixed points as we consider increasingly large graphs with fixed topology. We also consider a
model for opinion formation in social networks. More specifically, we characterize the global minima of an
energy functional, intuitively the “most stable” configurations, when the network is “balanced” as well as
show that the number of stable configurations can increase as we increase the strengths of the relationships in
the network. Finally, we describe an algorithm for generating certain random networks. These networks are
generalizations of Erdős-Rényi graphs with correlations between pairs of edges depending on the particular
pattern they create. We then use this algorithm to study the effect on fixed points of network properties
and therefore the dynamics of the Kuramoto model.
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1.1 Dynamical Systems and Networks
The main topic of this thesis is dynamical systems on networks. Roughly speaking, a dynamical system
is any system which evolves in time independent of its past. In other words, its present state is all that
matters and not its past. A dynamical system on a network is one in which the objects evolving in time can
be coupled to each other in a way that allows one to influence the other. The network then represents all
of the couplings between the evolving objects. There is a wide range of phenomena that can be modeled by
dynamical systems on networks. Examples include the competition between species in an ecosystem [32],
neural networks in the brain [14], traffic in cities [34], and spread of information or disease in social networks
and populations [57]. For a more compete list see [84].
We now give a more rigorous description of a dynamical system. See [92] for a more complete treatment.
First, a dynamical system has a state space which we will denote by X and represents all possible states of
the system. Next, there is a time set T which consists of all times at which we will consider our dynamical
system. And finally, there are evolution maps φt : X → X for each t ∈ T such that φt(x) ∈ X represents
the state to which the system evolves after time t ∈ T starting from the state x ∈ X. Furthermore, all
dynamical systems satisfy the composition property φs+t = φs ◦ φt. Physically this represents the fact that
if we evolve for time t and then for time s we have ultimately evolved for time s+ t. More intuitively, this
holds since the system is memoryless.
Dynamical systems can be divided into two broad categories based on their dependence on time, namely,
discrete or continuous. For example, for a discrete dynamical system the time set T is discrete set such as
the non-negative integers T = N or the integers T = Z. On the other hand, a continuous dynamical system
will have a time set such as the non-negative real numbers T = [0,∞) or all real numbers T = R. The
prototypical example of a discrete dynamical system is iteration under a fixed map. More specifically, give
a map f : X → X we define the evolution maps by φt = f ◦ · · · ◦ f consisting of t compositions of our
map f . The most common type of continuous dynamical systems are systems of autonomous differential
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equations. Famous examples include the logistic map and Lorenz system respectively. Notice that if the
time set contains negative numbers, then by the composition property in the preceding the paragraph the
evolution maps are invertible. In other words, we can also evolve our system backwards in time. In the
discrete case this is equivalent to our function f being invertible. In this thesis we will focus on continuous
dynamical systems, particularly ones that are represented by systems of ordinary differential equations.
There are many approaches in the study of the dynamics of dynamical systems. This is often done by
considering the orbits of states where the orbit of a state x ∈ X is the set {φt(x) : t ∈ T}. In other words
the orbit of a state is the set of all states which can be reached by the dynamical system starting from that
initial state. The properties of these orbits are crucial to understanding the overall dynamics of the system.
Specific examples include fixed points as well as periodic orbits. A fixed point is any state which satisfies
φt(x) = x for all sufficiently large t ∈ T while a periodic orbit is one for which there exists an s ∈ T such
that φs+t(x) = φt(x) for all sufficiently large t ∈ T . In many cases orbits which aren’t fixed or periodic will
approach these types of orbits. For example, in a gradient descent system the orbits will generally approach
a stable fixed point (a point to which the system will return under all sufficiently small perturbations).
Physically, this means that our system is relatively unaffected by slight disturbances.
Now we discuss networks which are weighted graphs. Essentially, a graph is a collection of objects called
vertices for which pairs of vertices can be connected to each other by what is called an edge. We will let V and
E denote the set of vertices and edges respectively. There are many types of edges that can be considered.
The most basic is that of an undirected edge connecting two vertices. More generally, we can give an edge a
direction so that it points from a vertex to another vertex. In these cases we call the graph an undirected or
directed graph respectively. To help differentiate these two cases we will use a hat, for example Ê, to indicate
that we are working with directed edges rather than undirected ones. Other possibilities include self loops
(edges from a vertex to itself) and multiple edges which we will not consider in this thesis. Furthermore we
can assign weights to the edges. We will let Γ = {γe}e∈E denote the set of edge weights and γij = γe for the
edge e = (i, j).
We now give a concrete example of the type of system we consider, the Kuramoto model. This is a model








sin(θj − θi) for i ∈ {1, . . . , N}. (1.1)
(We discuss generalizations of (1.1) below.) Here θi and ωi are the phase-angle and natural frequency of the
ith oscillator and K is a parameter determining the strength of the coupling between the oscillators. Since all
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oscillators are coupled to all other oscillators the induced network is the complete graph KN . Furthermore,
since the oscillators are coupled identically we can consider the network to be an undirected network. In
Section 1.3 we will consider cases where pairs of oscillators do not affect each other symmetrically in which
case the network is directed.
One of the main goals in studying dynamical systems on networks is to understand the dependence of the
dynamics on the underlying network. For example, in [108] Zhao, Beverlin, Netoff, and Nykamp numerically
investigated the dependence of synchronization of coupled oscillator models on the second order statistics
of the network. Also, these problems can be closely related to statistical physics [81, 1]. Other examples
include [63, 2, 68, 26, 28]. In some cases one can even use the dynamics to recover information about the
network topology [89]. In the remaining sections we outline the results of this thesis all of which in some
way link the dynamics of a system to its network.
1.2 The Laplacian Matrix
The Laplacian matrix appears in the study of the stability of fixed points of many dynamical systems. This
is the case for the Kuramoto model (1.1) and its generalizations in Section 1.3. One example of such a










γij sin(θj − θi) for i ∈ V, (1.2)
given in [3] to model a network of coupled generators and loads. (The sum in (1.2) is over vertices j for
which (i, j) ∈ E. We will use this notation throughout the thesis.) Further references to the study of fixed
points and stability of various systems include [41, 99, 78, 42].




γij(f(i)− f(j)) for i ∈ V (1.3)
for functions f : V → R. As such, it is analogous to the second derivative operator on the network. For
example, on a ring network with unit edge weights we have that L(f)(i) = f(i+ 1)− 2f(i) + f(i− 1) (the
discrete analog of the second derivative in single variable calculus). As a result, in some cases the Laplacian
is related to the Hessian of a system. For such a system the eigenvalues of the Hessian characterize the
dimensions of the stable and unstable manifolds of the system at a fixed point. This is due to the Hartman-
Grobman Theorem [52] which states that the solutions of an autonomous ordinary differential equation are
3
topologically conjugate to the solutions of its linearization at any fixed point where all eigenvalues have





(i,k)∈E γik if i = j,
−γij if (i, j) ∈ E,
0 otherwise.
(1.4)
Since we are typically concerned with the signs of the real parts of the eigenvalues, we define the inertia
In(L) = (n+, n0, n−), where n+, n0, and n− count the number of eigenvalues with positive, zero, and negative
real parts. (Always, n0 ≥ 1 since the vector 1 = (1, . . . , 1)> always belongs to the null space of L.) In fact,
n0 is the number of connected components of the network if all edge weights are positive.
The inertia In(L) = (0, 1, N − 1) corresponds to a stable fixed point for many models. For example, in
the swing equations (1.2) the trivial zero eigenvalue mentioned above corresponds to translation invariance
and therefore is not an issue for stability. It is now well-known that In(L) = (0, 1, N − 1) when the
network is connected and all edge weights are positive [97]. Furthermore, one can allow some edges to be
zero provided that the resulting network with positive edge weights is still connected [45]. Unfortunately,
negative edge weights can appear in various ways. For example, in the swing equations (1.2) the effective
edge weight γij sin(θj − θi) can become negative if there exists a long link which is a phase-angle difference
between adjacent oscillators such that |θj − θi| > π/2 modulo 2π. In [15] Bronski, DeVille, and Koutsaki
give condition on the negative edge weights for a Laplacian matrix to be positive semi-definite given fixed
positive edge weights. They also study Laplacians with several zero eigenvalues and show that they are
non-generic. Furthermore, in [104] Zelazo and Bürger study the robustness of networks with negative edge
weights.
In [17] Bronski and DeVille give tight bounds for n+, n−, and n0 in terms of the two subgraphs of the
network consisting of edges with positive and negative edge weights respectively. Their bounds are tight in
the sense that given any network there exists choices of edge weights for which the extremes of their bounds
are obtained. In some cases their bounds completely determine the inertia while in other cases they provide
no additional information.
In Chapter 2 we relate the inertia of the Laplacian matrix to the inertia of a “cycle intersection matrix”
which arises from the cycle structure of the network. In addition, we derive a determinant form of our inertia
identity which implies that the determinant of our cycle intersection matrix is a sum over the complements
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of spanning trees of the network. A simple consequence is that for some networks In(L) = (0, 1, N − 1) if
and only if every edge weight is positive. In an example in Chapter 5 we exploit this fact to show that a
stable fixed point of the Kuramoto model cannot have long links as described above. This work is based on
[18] by Bronski, DeVille, and the author.
1.3 The Kuramoto Model
A particular network dynamical system that we consider is the Kuramoto model (defined by Kuramoto in
[69] in 1984) as a means to model the long time behavior of oscillatory systems such as coupled oscillator
networks. For many systems understanding the long term behavior is crucial. For example, one can determine
whether or not the system synchronizes or phase-locks. By this we mean that all of the oscillators pulsate
at a common frequency, perhaps different from their natural frequencies, and maintain fixed phase-angle
differences. The applications of these models are numerous and include phase synchronization of multi-
laser arrays [65], neural networks in the brain [59], the coherent beat of cells in the heart [83], and even
synchronous flashing of fire flies [21]. For a more complete review of applications of the Kuramoto model
see [93].






Γij(θj − θi) for i ∈ V (1.5)
where as before θi and ωi are the phase-angles and natural frequencies of the ith oscillator and Γij is
any 2π-periodic function which models how the jth oscillator affects the ith oscillator. In most cases this
model is too general and so Kuramoto replaced the interaction functions Γij by their first order Fourier












γij sin(θj − θi) for i ∈ V. (1.6)
The difference between these two models is that the first is a dynamical system on an undirected network
where any pair of oscillators affect each other in the same way. In other words the edge weights are symmetric
γij = γji. The second model is on a directed network where two oscillators may affect the other differently.
We refer to these two models as the symmetric and asymmetric models. The symmetric model is easier to
study due to the much simpler network structure as a result of the additional symmetry. Furthermore, it is
a gradient system. For example, in Chapter 3 we obtain better bounds for the volume of the phase-locking
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regions, discussed in the next section, for the symmetric case than for the asymmetric case in Chapter 4.
However, the asymmetric case has a wider range of applications. An example of which is neurobiology since
neurons don’t generally affect each other identically.
Of course there are other versions of the Kuramoto model with many applications. We list only four,
but refer the reader to [85]. One possibility to consider is that there may be a phase-lag in the response of






γij sin(θj − θi − αij) for i ∈ V. (1.7)
Systems exhibiting phase-lags include electrical generators in power grids [41] as well as neural networks in
the brain [87] where the shifts are related to transfer conductance and synaptic properties. For an analysis
of these systems see [88, 105, 82]. In the same vein we could also consider a system with a time-lag in the






γij sin(θj(t− τ)− θi(t)) for i ∈ V. (1.8)
This situation arises can whenever finite transmission times are involved such as in neural networks [72].
For a mathematical analysis of this system, including the stability of fixed points and the dependence of the
dynamics on the magnitude of the time-lag, see [61, 80]. As can be seen in many of these papers, we can






γij sin(θj − θi) + ξi(t) for i ∈ V (1.9)
where the ξi(t) are uncorrelated random sources of noise which can, for example, be differentials of indepen-
dent Wiener processes. This model can be applied to many systems including the biochemical fluctuations
driving circadian behavior in animals [86]. For a discussion of the synchronization properties of this model
[43, 10, 51]. We won’t study the stochastic Kuramoto model in this thesis, but in Chapter 8 we give a
potential application of our first main result in Chapter 5 to the study of random transitions between states
in this model. This was done by DeVille in [38] for a ring network. Finally, we note that there are discrete
versions of the Kuramoto model [60, 71, 64]
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1.4 Volume of the Phase-Locking Region
As mentioned at the beginning of the previous section, there is a lot of interest in understanding when the
Kuramoto model has a phase-locked or stable phase-locked solution. Also, it has been observed that these
solutions tend to exist if the natural frequencies of the oscillators are very similar and not to exist if they are
very dissimilar. This then leads to the definition of two regions in frequency space, namely, the sets of natural
frequencies for which the system has a phase-locked or stable phase-locked solution respectively. We denote
these sets by Ωlocked and Ωstable respectively. In general, Ωlocked and Ωstable are complicated and there has been
a lot of research to approximate these regions. For example, in the symmetric model Dörfler, Cherkov, and
Bullo in [40] give a sufficient condition for a stable phase-locked solution to exist. This results in a polytope
which is contained in Ωstable and therefore acts as an approximation from below. In particular, in the
highly symmetric “all-to-all” case (1.1) their condition simplifies to the inequality K > max1≤i,j≤N |ωi−ωj |
originally given by Dörfler and Bullo in [39]. This then results in a bound for the critical coupling which
is the smallest value of K for which the system synchronizes. Furthermore, their result is sharp in the
sense that the polytope cannot be enlarged while still being contained in Ωstable. On the other hand, for
the complete graph in the symmetric model Chopra and Spong in [31] give a necessary condition for the
existence of a phase-locked solution. Similar to before, this again results in a polytope which contains Ωlocked
and therefore acts as an approximation from above. In addition, in [100] Verwoerd and Mason give necessary
and sufficient conditions for the existence of phase-locked solution for the complete graph. From this they
obtain bounds for the critical coupling. Furthermore, in [101] they extend their analysis of the critical
coupling to bipartite graphs. Our main observation is that the critical coupling is intimately related to the
measures of the phase-locking regions which is the focus of Chapters 3 and 4.
Many results even give rigorous estimates on the rate of convergence a synchronous solution. For example,
this was done for the all-to-all case in [30] by Choi, Ha, Jung, and Kim and for general networks in [58] by
Jadbabaie, Motee, and Barahona.
A lot of research has also been done on the related problem when the natural frequencies are chosen
from a probability distribution. For example, in [94] Strogatz and Mirollo showed the the probability
of synchronization of the “all-to-all” system (1.1) with independent identically distributed (iid) natural
frequencies decreases to zero as the size of the network increases. Furthermore, they showed that if K
is scaled like
√
N , then the probability approaches the Kolmogorov-Smirnov distribution. Later Bronski,
DeVille, and Park [19] considered the case when the natural frequencies are iid Gaussian random variables
and found the natural scaling of K as the size of the network increases. In addition, they gave an algebraic
description of the stable phase-locking region.
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Due to the complexity of the regions Ωlocked and Ωstable we consider the problem of estimating their
volume. Of course the necessary and sufficient conditions mentioned above immediately lead to upper and
lower bounds for these volumes. We also point out that these volumes relate to the problem when the
natural frequencies are chosen randomly from a probability distribution. For example, if they are mean zero
iid Gaussian random variables with large standard deviation σ, then the probability of synchronization is
roughly (2πσ2)−
N−1
2 |Ωlocked|. (Note that (2πσ2)
N−1
2 is the volume of the region in frequency space for which
each ωi is within one standard deviation of the mean.)
In Chapters 3 and 4 we derive new upper and lower bounds for the symmetric and asymmetric models
and compare them with those mentioned above. In particular, our bounds are stronger for dense networks
where as the lower bound in [40] is better for sparse networks. Furthermore our bounds are sums over
spanning trees of the network with summands which have bounded exponential growth in the size of the
network. This allows us to show that the volumes of the phase-locking and stable phase-locking regions
are well approximated by the number of spanning trees for dense networks, namely, networks with super-
exponentially many spanning trees. These results can be found in [20] by Bronski and the author.
1.5 Topological Characterization of Phase-Locked Solutions
In Chapter 5 we turn our attention to the structure of phase-locked solutions. In particular, we will be
concerned with estimating the number of phase-locked solutions as well as understanding how the phase-
angles revolve around cycles in underlying the network.
Twisted states are a particularly simple class of phase-locked solutions which have been studied exten-
sively and possess a lot of structure. These states have been studied for the symmetric Kuramoto model
with the additional assumption that ωi = 0 for each vertex i. The simplest example of a twisted state is
for a ring network with unit edge weights. In this case, for any integer q we have the phase-locked solution
θi = 2πiq/N , and the phase-angle difference between any two adjacent vertices is 2πq/N . This is called a
q-twisted state since the phase-angles revolve around the unit circle q times. In general we call a phase-locked
solution a q-twisted state if the phase-angle differences of consecutive vertices are 2πq/N . Twisted states
then refer to the more general class of phase-locked solutions for which the phase-angles revolve around
each cycle in the network in this way. Two particularly important questions that have been considered are
the existence and stability of such solutions. Furthermore, in [76] Medvedev and Wright proved that linear
stability of the continuum model in fact guarantees stability under perturbations by weakly differentiable
and bounded variation periodic functions.
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In [103] Wiley, Strogatz, and Girvan found a sufficient condition for the linear stability of q-twisted
states in the continuum Kuramoto model for k-nearest neighbor graphs. Later [50] Girnyk, Hasler, and
Maistrenko showed that stability of q-twisted states in the continuum model for k-nearest neighbor graphs
implies stability for all sufficiently large N . In addition, they introduced a new class of phase-locked solutions
which they called multi-twisted states. Unlike q-twisted states which require that phase-angle differences of
consecutive vertices are always 2πq/N , the differences are allowed to take different values depending on their
position in the network. More specifically, we consider two disjoint sectors of our network, and on one sector
we require that the phase-angle differences of consecutive vertices are close two 2πq/N while we require
them to be close to −2πq/N on the remaining sector. In between these sectors the phase-angle differences
are allowed to take intermediate values.
In [74] Medvedev considered a different network, namely small world graphs, and proved existence of
q-twisted states. Furthermore he introduced a parameter allowing him to study the affects of long range
connections on the existence and stability of q-twisted states. He showed that increasing the probability of
long range connections resulted in an increased probability of synchronization but a decreased probability
of stability of any fixed q-twisted state. Then in [75] Medvedev and Tang studied existence and stability
of q-twisted states in Cayley graphs and found that many network properties, such as the distribution of
edges, cannot characterize the stability of q-twisted states. They did this by constructing various examples
with the same properties but different stability.
In Chapter 5, based on [46] by the author, we give a topological characterization of phase-locked solutions
of the general Kuramoto model (1.5). We show that to any phase-locked solution we can associate a lattice
point in some set C(X) which depends on the underlying network, the natural frequencies, and the phase-
angle differences of consecutive vertices. Furthermore, the integral components of the lattice point records
how the phase-angles revolve around cycles in the network. In particular, this allows us to determine all of
the possible ways that phase-locked solutions can revolve the cycles in the network. In [36, 37] Delabays,
Coletta, and Jacquod describe a similar situation for planar networks.
In addition we estimate the number of phase-locked solutions which we do by expanding our network
while fixing its topological structure. We then show, under mild assumptions, that the rate of growth of the
number of phase-locked solutions is N c where c counts the number of cycles in the network. We further note
that, again under mild assumptions, that the rate of growth of the number of stable phase-locked solutions
also has rate of growth N c.
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1.6 Social Networks
A lot of work has been done studying social networks [79] as well as their dynamics [4]. Furthermore, their
study is intimately related with statistical physics [27]. A particular problem to consider is opinion formation
in a social network. An example of this is the voter model which was studied by Sood, Antal, and Redner in
[91] for various networks. In particular, they found that consensus tends to occur quickly when the degree
distributions of the network are broad. In [96] Sznajd-Weron and Sznajd consider the evolutions of opinions
in a closed community and conclude that the only two possible outcomes are a dictatorship and a stalemate.
Furthermore, models have been studied which allow for individuals who won’t change their opinoin [22] as
well as relationships between individuals which can be categorized as either “friendly” or “unfriendly” [67].
In Chapter 6 we consider a model for opinion formation and study its stable configurations. In this
model there are a collection of individuals who have relationships with each other, namely, they “like” or
“dislike” each other. Note that we don’t assume that these feelings are mutual meaning that one individual
could like another without being liked back or even disliked. In other words, we do not require our model to
be symmetric. Now each individual, if left to themselves, will tend two choose one of two possible opinions
which is measured by a scalar quantity. However, if an individual has a “friend” who has one of the two
opinions they are more likely to adjust their opinion to agree with their friend. Similarly, they are more
likely to choose the opposite opinion of an “enemy”. The is leads to dyamical system on the social network
which consists of a system of ordinary differential equations consisting of individual and interaction terms.
In the symmetric case where pairs of individual have mutual feelings the system reduces to a gradient
system of an energy functional. In particular, it is similar to the models studied by Ashwin, Creaer, and
Tsaneva-Atanasova in [5] and Berglund, Bastien, and Gentz in [8, 9].
Following the work in [16] by Bronski, DeVille, Livesay, and the author we demonstrate two main results.
First, we characterize the global minima of the energy functional in the symmetric case when the network is
balance, namely, has a bipartite structure with two cliques where members like other members of the same
clique but dislike members of the other clique. Note that there may be additional local minima, this is in
fact a consequence of our next main result, but the global minima are in a sense the “most stable”. Next
we show that the number of stable configurations can always increase as we increase the relative strengths
of the interaction term over the individual term as described above. This is counterintuitive since social
interactions tend to place restrictions on the long term behavior of the social network and hence its stable
configurations. This is the case for a ring network where everybody likes their neighbors as shown in [8].
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1.7 Generating Random Networks
In this section we consider the problem of generating random networks. As mentioned at the beginning of
the introduction one of the main tasks in studying dynamical systems on networks is understanding how
the dynamics depend on the network topology. One fruitful approach is to create numerical simulations
with random networks that depend on some parameters. For example, one could define a parameter which
determines the probability of any two vertices being connected by an edge. Similarly, one could also define
a parameter which determines the probability that any pair of edges share a vertex. Once these parameters
are defined, one can numerically simulate how the dynamics of the system depends on them. Also, it is useful
to generate random networks with certain statistical properties since different physical situations, such as
the World Wide Web or food webs in an ecosystem, tend to have networks with a particular structure [77].
In [108, 107] Zhao, Liqiong, Netoff, and Nykamp considered how synchronization of various coupled
oscillator models depend on second order network statistics in the underlying directed network. To do this
they considered certain patterns of edges called motifs. In total they considered the statistics of four distinct
motifs, all possible unordered relationships between two edges, leading to four parameters. However, the first
order statistics were kept the same as the Erdős-Rényi graph [44] where all edges are included independently
with the same probability. They found that synchronization seemed to be unaffected by two of the parameters
while the other two increased and decreased the level of synchronization respectively. In Chapters 3 and 4
we numerically simulate how the number of undirected and directed spanning trees in a network depends
on its second order network statistics since our lower bounds for the volume of the synchronization region
are sums over these spanning trees.
There method for generating these random networks is based on properties of the Gaussian distribution
and depends heavily on computing the square root of the needed covariance matrix C. In Chapter 7 we show
that C actually belongs to an algebra whose dimension is independent of the size of the network. Furthermore
C1/2 also belongs to this algebra causing its computational complexity to be also be independent of the size
of the network. We show that this setup is the result of an algebraic structure called a coherent configuration
[55, 23]. Furthermore this method generalizes to any networks with an underlying coherent configuration
such as strongly distance-regular directed graphs [35]. This is based on current work by Bronski and the
author.
We note that this setup is fundamentally different from some other types of algorithms for generating
random networks. More specifically, the random variables which determine whether or not an edge is included
in the network are all computed uniformly in a single step. This results in every vertex having the same in
and out degree statistics. In contrast, some other algorithms construct these networks inductively which can
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result in preferential attachment, namely, where new nodes are more likely to be attached to pre-existing
nodes which already have above average connections. For example, this is the case for the Barabási-Albert
model in [1]. Of course, uniform networks aren’t inherently better than ones with preferential attachment
or vice versa since different models require different types of networks. For a thorough review of random
network models see [13].
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Chapter 2
Inertia of Laplacian Matrices
2.1 Introduction
In this chapter we we study Laplacian matrices, in particular their inertia, as well as introduce graph theoretic
definitions and theorems which will be referenced throughout the thesis. Recall that the inertia of a square
matrix is the ordered triple In = (n+, n0, n−) where n+, n0, and n− denote the number of eigenvalues with
positive, zero, and negative real parts respectively. This is based on the work in [18] by Bronski, DeVille,
and the author. For a more complete discussion of the origin of the Laplacian matrix as well as results in
the literature see Section 1.2.
We start by defining the networks that we will consider as well as some matrices associated to them.
Definition 2.1. Let G = (V,E,Γ) denote a connected weighted undirected graph with vertex set V =
{1, . . . , N}, edge set E ⊆ {{i, j} : i 6= j ∈ V }, and non-zero edge weights Γ = {γe}e∈E. For an edge
e = {i, j} we let γij = γji = γe.
Definition 2.2. Let G be a graph described in Definition 2.1 and fix a labeling of the vertices and edges as
well as an orientation of the edges. Then the |V | × |E| incidence and |V | × |V | Laplacian matrices B = BG
and L = LG are defined by
Bie :=

1 if i is the head of e,





{i,k}∈E γik if i = j,
−γij if {i, j} ∈ E,
0 otherwise.
These two matrices are related by L = BDB> where D = DG is the |E| × |E| diagonal matrix with entries
γe. Notice however that L is independent of the choice of orientation of the edges.
1
Throughout we will refer to B as the incidence matrix as is done in graph theory. However, in algebraic
topology it is referred to as the boundary map from 1-chains to 0-chains. This follows from the observation
1The Laplacian matrix used in Theorem 2.10 of [17] and Theorems 2.9 and 2.12 of [18] are the negative of our definition.
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that the integral vectors in the null space of B, the cycle space, are in one-to-one correspondence with the
cycles in the graph G. Therefore the cycle space is an additive Abelian group whose dimension, c, is the rank
of the first homology group of G, or equivalently, the first Betti number of G. A basis for the cycle space
then consists of a set of cycles from which all others can be obtained via linear combinations. This allows us
to interpret the dimension c as the number of loops that would remain if we collapse all vertices to a single
vertex. Since we are assuming that G is connected we in fact have the simple formula c = |E|− |V |+ 1. It is
easy to see that the group of unimodular matrices defines a canonical transitive group action on the set of
cycle bases i.e. any two cycle bases can be obtained from the other by multiplication by a unimodular matrix.
Note that this holds even if the two bases were constructed for two different labelings and orientations of
the edges of G.
As mentioned in Section 1.2 L is the matrix representative of the discrete Laplace operator, second
derivative operator, on a network. Therefore we are interested in the inertia In(L) = (n+, n0, n−) where n+,
n0, and n− denote the number of eigenvalues of L with positive, zero, and negative real parts respectively.
In [17] Bronski and DeVille obtained restrictions on the inertia of L in terms of just the signs of the edge
weights.
Theorem 2.1 (Bronski, DeVille). Let G+ and G− denote the subgraphs of G containing positive and
negative edge weights respectively with con(G+) and con(G−) connected components. Then the following
three inequalities hold:
con(G−)− 1 ≤ n+ ≤ N − con(G+),
1 ≤ n0 ≤ N − con(G+)− con(G−) + 2,
con(G+)− 1 ≤ n− ≤ N − con(G−).
Furthermore, these inequalities are tight in the sense that for any graph G there exists open sets of edge
weights on which n+ and n− achieve their upper bounds.
Here the gap in all three inequalities is the flexibility of the graph, τ = τG = N−con(G+)−con(G−)+1.
They showed that the flexibility is a non-negative integer which counts cycles in G which cannot be reduced
to cycles completely contained in either G+ or G−. For some graphs, referred to as rigid graphs, this
flexibility is zero which completely determines the inertia of L. For example, every tree graph is rigid. This
follows from the observation that con(G+) = #{e ∈ E : γe < 0}+ 1 and con(G−) = #{e ∈ E : γe > 0}+ 1
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which implies that τ = 0 and
n+(L) = #{e ∈ E : γe > 0},
n0(L) = 1,
n−(L) = #{e ∈ E : γe < 0}.
For another example, let H+ and H− be two connected graphs with positive and negative edge weights
respectively. Then let G be the graph formed by identifying a vertex of H+ with a vertex of H−. In this
case con(G+) = |VH− | and con(G−) = |VH+ | so that
n+(L) = |VH+ | − 1,
n0(L) = 1,
n−(L) = |VH− | − 1.
This example can be generalized to the case of several subgraphs identified to each other at a single vertex
where each subgraph contains edge weights with a fixed sign.
However, for other graphs we obtain little to no new information. For example, if we consider any graph
G for which G+ and G− are connected i.e. con(G+) = 1 = con(G−), then our inequalities become
0 ≤ n+(L) ≤ N − 1,
1 ≤ n0(L) ≤ N,
0 ≤ n−(L) ≤ N − 1,
which gives us no new information since L has N eigenvalues and L1 = 0 guarantees that zero is one of
them. Therefore if we hope to completely understand the inertia of L we must consider the magnitudes of
the edge weights as well as their sign.
2.2 Statement and Proof of First Main Theorem
In [18] Bronski, DeVille, and the author reduce the problem of computing the inertia of L to computing the
inertia of a “cycle intersection matrix” defined below.
Definition 2.3. Let v1, . . . ,vc denote a cycle basis for G and define the c × c cycle intersection matrix
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Z = ZG by





where 〈·, ·〉 denotes the indicated weighted inner product where each edge has weight γ−1e .
Now we can state our first main result.
Theorem 2.2 (Bronski, DeVille, Ferguson). For any graph G,
n−(L) = #{e ∈ E : γe > 0} − n−(Z).
The cycle intersection matrix clearly depends on both the labeling and orientation of the edges as well
as the choice of cycle basis. However, the inertia is invariant to these choices as must be the case for our
theorem to make sense. For example, consider the two cycle bases for the graph in Figure 2.1,
v1 = (0, 1,−1, 0, 1), v2 = (−1, 1, 0,−1, 0) and v′1 = (0, 1,−1, 0, 1), v′2 = (1, 0,−1, 1, 1),




































































Therefore by Sylvester’s Law of Inertia, discussed later, we know that Z and Z′ have the same inertia. As
mentioned before we know that any two cycle bases are related by a non-singular matrix hence the inertia
of Z is in general independent of the choice of cycle basis as we desired to demonstrate.
Now that we have demonstrated that the main quantity in Theorem 2.2 is well-defined, we proceed to
discussing its proof which at its core is an application of Haynsworth’s Theorem [56].
Theorem 2.3 (Haynsworth’s Theorem). Let M be a non-singular N×N Hermitian matrix. For a subspace
S of RN let PS denote an orthogonal projection onto S and set M|S = PSMP>S . Further let S⊥ denote the
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orthogonal complement of S in RN . If M|S is nonsingular, then
In(M) = In(M|S) + In(M−1|S⊥).
Unfortunately, it may be inconvenient to compute M|S . However, it turns out that the inertia is inde-
pendent of the particular projection used, as a result of Sylvester’s Law of Inertia [95].
Theorem 2.4 (Sylvester’s Law of Inertia). Let M be an N×N Hermitian matrix. Then for any nonsingular
N ×N matrix U,
In(M) = In(U>MU).
In particular, if S is a subspace of RN with basis v1, . . . ,vn and V is the N × n matrix with columns
v1, . . . ,vn, then
In(M|S) = In(V>MV).
(Note that the first statement follows from the second since any non-orthonormal projection V is related to
an orthonormal projection by a nonsingular matrix.)
Now we give some Lemmas which we will use to construct our matrix M and subspace S. But first we
need some definitions.
Definition 2.4. A connected acyclic subgraph of G is called a tree T . If the vertex set of T is the same as
that of G then it is called a spanning tree. We let TG and ST G denote the sets of trees and spanning trees
of G respectively.
Lemma 2.1. For every connected graph G there exists a covering tree T along with a map ϕ : T → G which
is a bijection between the edges of T and G and a surjection between their vertices.
The basic idea is to start with the universal covering tree of G which we will denote by UG. This is
constructed by first arbitrarily choosing a vertex of G to be the root vertex. We then define the vertices of
UG to be the set of words (v1, . . . , vn) where each vi is a vertex of G, v1 is the root vertex, and each pair of
consecutive vertices vi and vi+1 are connected by an edge in G. The edges of UG connect vertices of the form
(v1, . . . , vn) and (v1, . . . , vn, vn+1) i.e. one vertex is obtained from the other by appending another vertex of
G. We then define the map ϕ : UG → G by ϕ(v1, . . . , vn) = vn choose T to be a finite connected subgraph
of UG. With this definition ϕ is a graph homomorphism i.e. it maps adjacent vertices in UG to adjacent
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vertices in G. Finally, we choose T to be a connected subgraph of UG so that the conclusions of the lemma










Figure 2.1: A graph and one of its covering trees.
Notice that we obtain the covering tree by splitting vertices in order to remove cycles. Of course, we can
undo this process to recover the original graph from the covering tree by identifying vertices.
Now that we have a covering tree for our graph we can define two important matrices in the following
two lemmas.
Lemma 2.2. Given ϕ : T → G define the |VT | × |VG| matrix X by
Xij =

1 if ϕ(i) = j,
0 if ϕ(i) 6= j.
Then LG = X
>LTX.
For the graph and covering tree in Figure 2.1 this is equivalent to the matrix identity
LG =

3 −1 1 1
−1 2 −1 0
−1 −1 3 −1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 1 0
0 0 1 0

>
3 −1 −1 −1 0 0
−1 2 0 0 −1 0
−1 0 1 0 0 0
−1 0 0 2 0 −1
0 −1 0 0 1 0
0 0 0 −1 0 1


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 1 0
0 0 1 0

= X>LTX.
Geometrically, the jth column vector of X identifies vertices in T which map to the same vertex in G,
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namely, the jth vertex. This results in the edges of T being mapped to the edges in G as shown rigorously
in the proof of Lemma 2.2. Again referring to Figure 2.1 we see that X> maps R6 to R4 where six and four
are the number of vertices in the covering tree of G and G itself respectively.






Now since ϕ is a graph isomorphism we know that (i, j) ∈ EG if and only if there exists a unique such
pair (k, `) ∈ ET and (i, j) /∈ EG if and only if there does not exist such a pair (k, `) ∈ ET . In the first
case (LG)ij = −γij = −γk` = (LT )k` and (LG)ij = 0 = (LT )k` in the second case. This accounts for the
off-diagonal entires. For the diagonal entries it suffices to notice that X>LTX has mean zero rows which
holds since X1G = 1T .
Lemma 2.3. For each vertex j ∈ VG choose a vertex prim(j) ∈ ϕ−1(j) and define the |VT | × |{i ∈ VT : i 6=
prim(ϕ(i))}| matrix Q by
Qij =

−1 if i = prim(j),
1 if i = j,
0 otherwise.









Proof. Let qj be the jth column of Q. Since T is a tree let j = v1 → · · · → vn = prim(j) be the unique
shortest path in T connecting j to prim(j) and define the path vector pj of length |EG| by
(pj)e =

1 if e = (vi, vi+1) for some i,
−1 if e = (vi+1, vi) for some i,
0 otherwise.
Notice that when viewed in the graph G it represents a cycle since j and prim(j) get mapped by ϕ to the
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same vertex.
Now we claim that BTpj = qj . First we note that (BTpj)i = 0 if i is not contained in the path from j
to prim(j) since the ith row of BT and pj have disjoint support. Next, if i is in the interior of the path from
j to prim(j), then (BTpj)i = 1 − 1 = 0 where the first and terms are from the edges in the path leading
from j to i and from i to prim(j) respectively independent of the orientation of the edges. By the same
reasoning, one can check that if if i = j or i = prim(j) that (BTpj)i has only one non-zero term which is
one or minus one respectively.
Since the image of BT is mean zero the identity BTpj = 1j is equivalent to PTBTpj = PTqj . By
generalizing the above argument we can show that the image of B>T contains every vector with a single
one and minus one by considering the path in T between these two vertices. Therefore the image of BT
is precisely 1⊥T implying by dimensional considerations that it has trivial null space. Therefore PTBT is
invertible. This allows us to conclude both that pj = (PTBT )
−1PTqj and that PTLTP
>
T is invertible since
LT = BTDTB
>
T . Since the p’s are clearly linearly independent we get that the columns of (PTBT )
−1PTQ
form a basis for the cycle space hence




















which is what we desired to show.
For example, for the graph and tree in Figure 2.1 we have that
BG =

−1 −1 −1 0 0
1 0 0 −1 0
0 1 0 1 −1




−1 −1 −1 0 0
1 0 0 −1 0
0 1 0 0 0
0 0 1 0 −1
0 0 0 1 0








































We note that Q is not unique and depends on both the ordering of the vertices as well as the choices of





























where Qi is computed for the choice prim(3) = i with i ∈ ϕ−1(3) = {3, 5, 6}. Note that ϕ−1(1), ϕ−1(2), and
ϕ−1(4) are all singletons leading to unique choices for prim(1), prim(2), and prim(4). Geometrically, each
column of Q represents a cycle in G which is represented by the unique path in T from j to prim(j). For
example, if we choose prim(3) = 3, then the path 5→ 2→ 1→ 3 in T leads to the cycle 3→ 2→ 1→ 3 in
G. Furthermore, each column of Q is mean zero.
Finally, we need an orthogonal decomposition of the space RNT−1.
Lemma 2.4. The column spaces of PTXP
>
G and PTQ form an orthogonal decomposition of RNT−1.
Proof. We start by showing that the column spaces of X and Q form an orthogonal decomposition of RNT .
Clearly the columns of X and Q form two linearly independent sets with NT total vectors. Therefore
it suffices to show orthogonality. To do this let xi and qj denote the ith and jth columns of X and Q
respectively. If ϕ(j) 6= i, then 〈xi, qj〉 = 0 since the vectors have disjoint support. If ϕ(i) = j, then qj has a
plus one and minus one at j and prim(j) respectively while xi has ones at both. Therefore again 〈xi, qj〉 = 0.
Now we show that rank(PTXP
>
G) = rank(X)− 1 and rank(PTQ) = rank(Q). The first follows from the
fact that PTXP
>
G is full rank which can be seen from the three observations that the null space of PT is
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G. The second follows
from the observation that the columns of Q are mean zero. Since rank(X) + rank(Q) = NT as shown above,
it again remains to prove orthogonality. This however easily follows from the orthogonality of X and Q, in







where again we have used that the columns of Q are mean zero.
Now we are finally ready to prove Theorem 2.2.
Proof of Theorem 2.2. In Haynsworth’s theorem we choose M = PTLTP
>
T , which is invertible by Lemma
2.3, and choose S to be the column space of PTXP
>
G by Lemma 2.4. We start by noting that
i(M) = i(PTLTP
>
T ) = i(LT )− (0, 1, 0).
This is essentially a result of the fact that LT has a one-dimensional null space spanned by 1T . As a result
the eigenvalue PTLTP
>
T v = λv is equivalent to LT (P
>
T v) = λ(P
>
T v). Moreover this accounts for all possible
eigenvectors since every other eigenvector lies in 1⊥T which is precisely the image of P
>
T . Finally, we know
i(LT ) from Theorem 2.1 and the ensuing discussion since trees are rigid.











since the rows and columns of LT are mean zero. Therefore by Sylvester’s theorem and similar reasoning as
before we have that
i(M|S) = i(PGLGP>G) = i(LG)− (0, 1, 0).
Finally, Sylvester’s Law of Inertia and Lemma 2.3 show that i(M−1|S⊥) = i(Z). Therefore pulling it all
together with Haynsworth’s Theorem we arrive at the desired result.
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2.3 Statement and Proof of Second Main Theorem
There is also a determinant version of Theorem 2.2. Before we state it however we need the following
definition.
Definition 2.5. Define the reduced determinant of L, detRed(L), by the following three equivalent means:
1. The product of all eigenvalues of L except for the zero eigenvalue with eigenvector 1.
2. The determinant of the induced map L : 1⊥ → 1⊥. In particular, det(PLP>) = detRed(L) where P is
an orthonormal projection onto 1⊥.
3. Any minor of L i.e. detRed(L) =
(−1)i+j
N det(Lij).
All three definitions are useful and their equivalence is not hard to see. For example, the equivalence of 1
and 2 follows from the fact that every eigenvector other that 1 is orthogonal to it, hence in the image of P>,
so that PLP> has all of the eigenvalues and eigenvectors of L except for the zero eigenvalue with eigenvector
1. To see that 2 and 3 are equivalent we note that the minors of L, (−1)i+j det(Lij), are independent of
i and j since the row and column sums of L are zero. This allows any row or column to be replaced by a
linear combination of the others with all but one of them not affecting the determinant due to properties of
the determinant. Therefore by the Cauchy–Binet formula
det
Red
(L) = det(PLP>) =
N∑
i,j=1






which completes the argument. We recall the general statement of the Cauchy–Binet formula which will be
used later on.






where AS and BS are the m×m submatrices with columns and rows specified by S respectively.
It turns out that the reduced determinant is intimately related to the topology of the underlying network
via spanning trees. This is given in the Matrix Tree Theorem [29].
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Theorem 2.6 (Matrix Tree Theorem). For a spanning tree T of G let γ(T ) denote the product of the edge









Our second main result is yet another formula for the reduced determinant in terms of the cycle inter-
section matrix.



















The proof of our second result is similar to the previous one and is an application of a determinant form
of Haynworth’s Theorem.
Lemma 2.5. Let M be a nonsingular N ×N Hermitian matrix. For a subspace S of RN let PS denote an
orthogonal projection onto S and set M|S = PSMP>S . Further let S⊥ denote the orthogonal complement of





In order to prove Theorem 2.7 we will choose our matrix M = U>(LT + 1T ⊗ 1T )U where U is defined
in Lemma 2.6 and the subspace S to again be the column space of X.
Lemma 2.6. Define U to be the |VT |×|VT | matrix whose first |VG| columns are the columns of X and whose
remaining columns are the standard basis vectors ei for i ∈ VT \VG. Then U is a lower triangular matrix with
unit diagonal and determinant. Then U>LTU|S = LG. Furthermore if one chooses prim(j) = min(ϕ−1(j))
in the definition of Q, then Q> is the bottom |VT \ VG| rows of U−1.
Proof. The first statement follows from Lemma 2.2 since the first |VG| columns of U are the columns of X.
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By our choice of prim(j) we know that the bottom |VT \ VG| block of Q is an identity matrix. Therefore
Q>U = Q>
(











We give one last lemma that we will need before we can prove our result.
Lemma 2.7. Let M be a symmetric matrix with a one-dimensional null space spanned by x. Then for any
vectors y and z,






We save the details of the proof for the appendix. Essentially, by properties of the determinant we can
expand this determinant as a sum over matrices formed by choosing rows from M and yz>. Since yz> is
rank one and M has a one dimensional null space only one of the matrices can make a non-zero contribution.












For the first identity we use that U has unit determinant and Lemma 2.7 to get that
det(M) = det(LT + 1T ⊗ 1T ) =




(LT ) = NT det
Red



























by Lemma 2.7. For the third identity we have that




Volume Bounds for the Phase-Locking
Region in the Symmetric Case
3.1 Introduction






γij sin(θj − θi). (3.1)
where θi and ωi are the phase-angles and natural frequency of the ith oscillator and γij measures how the
jth oscillator influences the ith oscillator. We will assume in this chapter that γij = γji, namely, that the
jth oscillator affects the ith oscillator in the same way that the ith oscillator affects the jth oscillator. In
the next chapter we will remove this assumption.
As mentioned in Section 1.4, we want to determine for which ω does there exist a phase-locked solution,
namely, a solution for which all of the oscillators choose a common frequency ω and oscillate at that frequency
with fixed phase-angle differences. These solutions have the form θ(t) = ωt1+θ0 which leads to the equation
ω1 = ω + g(θ0) where g(θ)i :=
∑
{i,j}∈E
γij sin(θj − θi) for i ∈ V. (3.2)
One can show that ω = 1N
∑N
i=1 ωi is the average of the individual natural frequencies. However, by rotating
the reference frame we can assume that ω = 0, namely, that ω is mean zero. In this case a phase-locked
solution of (3.1) is a fixed point of (3.1) which is further equivalent to the projected equation Pω = −Pg(θ)
by (3.2) where P is an orthonormal projection onto 1⊥. Also, we note that the fixed point is stable if and
only if J, the Jacobian of g, is positive definite on 1⊥.
Definition 3.1. Let Ωlocked and Ωstable denote the set of projections of mean zero frequencies ω for which
(3.1) has a phase-locked or stable phase-locked solution respectively. Then
Ωlocked = −Pg(Θlocked) where Θlocked := RN (3.3)
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and
Ωstable = −Pg(Θstable) where Θstable := {θ ∈ RN : J(θ) is positive definite on 1⊥}. (3.4)
Clearly Θstable ⊆ Θlocked and Ωstable ⊆ Ωlocked.
We give an example of these sets in Figure 3.1.








Figure 3.1: The regions Ωlocked = Ωstable for the complete graph on three vertices with unit edge weights.
This is in fact the projection of these regions onto the mean zero hyperplane. Although it is similar to a
circle it has hexagonal structure.
As mentioned in Section 1.4 the measures of these sets give the likelihood of phase-locking, and therefore
we consider the problem of estimating their volume.
Definition 3.2. Define
Vollocked := |Ωlocked| and Volstable := |Ωstable| (3.5)
where the measure is the usual (N − 1)-dimensional Lebesgue measure.
The main result of this chapter is the derivation of upper and lower bounds, Volupper and Vollower, such
27
that
Vollower ≤ Volstable ≤ Vollocked ≤ Volupper . (3.6)
Both of our upper and lower bounds are sums over spanning trees. Therefore we recall some basic notation
regarding spanning trees.
Definition 3.3. A tree is a connected acyclic graph, and a spanning tree of G is a subgraph of G which is
a tree with the same vertex set as G. We let ST G denote the set of all spanning trees of G and tG = |ST G|





namely, the product of all edge weights of the edges in T .


















where I(x) := 12
∫ π/2
0
(cos θ+ sin θ)xdθ and degi(T ) is the degree of the vertex i in T , namely, the number of
edges in T with one vertex i.
In the next section, Section 3.2, we introduce notation as well as introduce the sets we use to define
our upper and lower bounds. We also introduce two other sets corresponding to necessary and sufficient
conditions for the existence of phase-locked solutions respectively due to Chopra and Spong [31] and Dörfler,
Chertkov, and Bullo in [40]. In Section 3.3 we compute the volumes of these regions for various graphs
and compare their sizes as well as show that the number of spanning trees in a dense network is intimately
related to the volumes of Vollocked and Volstable. In Section 3.4 we discuss our volume formulas stated in
Section 3.3 as well as prove our general formulas for our upper and lower bounds in Theorem 3.1. Finally, in
Section 3.5 we numerically simulate how the number of spanning trees, hence volume of the phase-locking
regions, depends on the statistical properties of the network.
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3.2 Preliminaries and Notation
In this chapter we establish definitions and notation and introduce the two sets giving rise to our upper and
lower bounds as well as two other sets defined in [31] and [40].
Definition 3.4. Let G = (V,E,Γ) be a weighted connected undirected graph with vertex set V = {1, . . . , N},
edge set E ⊆ {{i, j} : 1 ≤ i 6= j ≤ N}, and positive edge weights Γ = {γe}e∈E. The edge e = {i, j}
represents an undirected edge connecting i and j and we set γij = γji = γe. Furthermore, we fix a labeling
and orientation of the edges.
As before we define the associated incidence and Laplacian matrices.
Definition 3.5. For a graph G in Definition 3.4, define the |V |×|E| incidence matrix B = BG and |V |×|V |
Laplacian matrix L = LG by
Bie =

1 if i is the head of e,





{k,i}∈E γik if i = j,
−γij if {i, j} ∈ E,
0 otherwise.
In particular, these two matrices are related by L = BDγB
> where Dγ is the |E|× |E| diagonal matrix with
diagonal entries the edge weights γe.
Now we can define our two sets.
Definition 3.6. Define the sets
Ωupper := PBγ [−1, 1]|E|
and
Ωlower := Pg(Θlower) where Θlower := {θ ∈ RN : |θi − θj | < π/2 for all 1 ≤ i < j ≤ N}.
Further define the corresponding volumes
Volupper := |Ωupper| and Vollower := |Ωlower|.
With this definition (3.6) follows from the set containments in Proposition 3.1.
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Proposition 3.1. We have the set inclusions
Ωlower ⊆ Ωstable ⊆ Ωlocked ⊆ Ωupper.
Proof. To see this note first note that Ωlocked ⊆ Ωupper follows directly from the inequality −1 ≤ sinx ≤ 1.
The other containment Ωlower ⊆ Ωstable follows from the observation that J(θ) is a Laplacian matrix as
defined in the previous chapter with edge weights γji cos(θj − θi) which are positive for θ ∈ Θlower. Then
it is a general fact that the Laplacian matrix of a connected undirected graph with positive edge weights is
positive definite on 1⊥.
Next we define the sets in [31] and [40].
Definition 3.7. Define the sets
ΩCS := {ω ∈ 1⊥ : max
1≤i<j≤N
|ωi − ωj | ≤ ΓN} where ΓN = max
y∈R
{(N − 2) sin y + sin 2y}
and
ΩDCB := {ω ∈ 1⊥ : B>L−1ω ∈ [−1, 1]|E|}
as in [31] and [40] respectively. Again, define the corresponding volumes
VolCS = |ΩCS| and VolDCB = |ΩDCB|
where the measure is the (N − 1)-dimensional Lebesgue measure on 1⊥.
Proposition 3.2. We have that Ωlocked ⊆ ΩCS and ΩDCB ⊆ Ωstable since they are necessary and sufficient
conditions for the existence of a phase-locked and stable phase-locked solution respectively.
We end this section by comparing these sets in Figures 3.2 as well as their volumes for the complete
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Figure 3.2: In the left subfigure we compare the necessary conditions for the existence of a phase-locked
solution corresponding to our upper bound and that in [31]. Notice that the two regions seem to differ by
only a rotation and that neither strictly contains the other. In the right subfigure we compare sufficient
conditions for the existence of a stable phase-locked solution corresponding to that in [40] and our lower
bound. Notice that whole our region strictly contains the other. This is done for the complete graph on
three vertices, K3, with unit edge weigths.
3.3 Volume Formulae and Comparison
In this section we give explicit formulas for the volumes of the four regions we have discussed for various
networks as well as compare them compare them. In order to understand the affect of the underlying network
on the volume of these sets we will only consider the case with unit edge weights.
Definition 3.8. For an unweighted graph G define Vollocked(G), Volstable(G), Volupper(G), Vollower(G), VolDCB(G),
and VolCS(G) to be their respective volumes with unit edge weights.
Theorem 3.2. Let PN , CN , SN−1, and KN denote a path, star, cycle, and complete graphs on N vertices.









































Vollower(KM,N ) = 2
M+N−3/2√M +N
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The formulas for the path, cycle, and star graphs are straight forward. The formula for the complete
graph follows by characterizing spanning trees by Prüfer sequences, a sequence that records the degrees of
the vertices, and summing them using the multinomial theorem. A similar strategy is used for the complete
bipartite graph. We leave the details of the proof of Theorem 3.2 for Appendix 8.2.
Although the integrals in the formulas for Vollower(KN ) and Vollower(KM,N ) are highly symmetric, their
asymptotic growth is not clear. For this reason we obtain inequalities that allow us to approximate these
volumes with a much simpler formula that very clearly reveals the dependence of our lower bound on the
number of spanning trees. It is fundamentally an application of a special ordering, given in Definition 3.9,
of the values of our lower bound on trees.






b↓i for j ∈ {1, . . . , N}
where a↓ and b↓ have the same components as a and b but are in decreasing order. We define a real-valued
function f on a subset of RN to be Schur-convex if f(a) ≤ f(b) whenever a  b.
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Theorem 3.3. Vollower is Schur-convex on the set of trees with N vertices with respect to the degree vector
deg(T ). As a result,
Vollower(PN )tG ≤ Vollower(G) ≤ Vollower(SN−1)tG
for any graph G with N vertices.

















Using the Cauchy-Schwarz inequality one can show that I is log-convex and therefore Schur-convexity follows
from the general fact that a sum of a convex function over the components is Schur-convex. (This general
fact follows easily form the Schur-Ostrowski criterion [106].) One can then immediately deduce the special
case that Vollower(PN ) ≤ Vollower(T ) ≤ Vollower(SN−1) for any tree T with N vertices. Finally, one can check
that Vollower(G) =
∑
T∈ST G Vollower(T ) from which the more general case follows.
We note that among trees that Vollower(SN−1) is the largest while Vollower(PN ) is the smallest. We also
observe that SN−1 has the smallest diameter while Pn has the largest. Therefore this result nicely fits the






NN−1/2 . Vollower(KN ) . 2
N/2NN−2. (3.7)
Next we give some formulas for the volumes of the regions given in [31] and [40]. These give a lower bound
for Vollower in terms of the number of edges and vertices in the network by using the lower bound for the
number of spanning trees in [12] due to Bogdanowicz.
Theorem 3.4. For any graph G and any tree T with N vertices,
VolDCB(G) = tGN |{ν ∈ 1⊥ : |νi − νj | < 1 for all {i, j} ∈ E} and VolDCB(T ) = 2N−1N.
33
Furthermore, if we let KN denote the complete graph on N vertices, then
VolDCB(KN ) = N
N−1/2,




The formula for VolDCB(G) follows from the Matrix Tree theorem (2.2). The formulas for VolDCB(KN )
and VolCS(KN ) follow by computing the (N − 1)-dimensional volume of the projection the N -dimensional
unit cube onto 1⊥. Again we leave the details to Appendix 8.2.
Now we compare the resulting volumes for the different regions. First, for any tree T we have that
Vollower(T ) ≤ VolDCB(T ) while VolDCB(KN ) . Vollower(KN ) as N →∞
This makes sense since Θlower imposes the condition |θi − θj | < π/2 for every pair of vertices whether or not
they are connected. This causes Vollower to favor dense graphs. However, only imposes conditions based on
actual connections in the network ΩDCB. Also,
Volupper(KN ) . VolCS(KN ) as N →∞. (3.8)
For the complete graph we record these volumes for several values of N .






Figure 3.3: A plot of various volume estimates for the complete graph KN . Each data point is scaled by the
factor 1/ logNN−2 where NN−2 is the number of spanning trees of KN . Note that logN
N−2 Vollower(PN )
and log Vollower(KN ) are indistinguishable as is suggested in the Table 3.1.
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N log VolDCB(KN ) logN
N−2 Vollower(PN ) log Vollower(KN ) log Volupper(KN ) log VolCS(KN )
2 1.03972 1.03972 1.03972 1.03972 1.03972
3 2.74653 2.92071 2.92071 3.03421 3.06642
4 4.85203 5.23649 5.24178 5.54518 5.6369
5 7.24247 7.85271 7.86396 8.40562 8.57117
10 21.8746 23.6875 23.7007 25.8103 26.3633
20 58.4168 62.7131 62.7668 68.5908 69.6999
30 100.335 107.133 107.22 117.035 118.509
40 145.711 155.014 155.139 169.055 170.797
50 193.645 205.457 205.598 223.697 225.651
60 243.614 257.934 258.086 280.415 282.544
70 295.27 312.1 312.295 338.849 341.127
80 348.371 367.711 367.905 398.748 401.156
90 402.733 424.582 424.784 459.923 462.446
100 458.214 482.574 482.776 522.231 524.857
110 514.703 541.572 541.749 585.555 588.274
120 572.105 601.485 601.667 649.802 652.607
130 630.346 662.236 662.421 714.894 717.777
140 689.359 723.76 723.935 780.765 783.721
150 749.09 786.001 786.169 847.358 850.382
Table 3.1: A table of various volume estimates for the complete graph on N vertices, KN .
We also give our formulas for these volume estimates:
VolDCB(KN ) = N
N−1/2,



















Volupper(KN ) = 2
N−1NN−3/2,




From Firgure 3.3 it appears that scaling by the logarithm of the number of spanning trees causes the
volumes to approach a limiting value. This can be generalized to arbitrary graphs, and we finish this section
by demonstrating that spanning trees are a good measure for Vollocked and Volstable on sufficiently dense
graphs.

























where tGN denotes the number of spanning trees of the graph GN .
Proof. The underlying argument of the proof is that dense graphs have sufficiently many spanning trees to
absorb the exponential contributions of individual trees. From Theorems 3.2 and 3.3 we have





≤ log(Volstable(GN )) ≤ log(Vollocked(GN )) ≤ log(tGN ) +N log 2.






then the linear terms N log((π+ 2)/4) and N log 2 due to the individual spanning trees are absorbed by the
number of spanning trees.
To demonstrate this limit we condsider the minimal number of spanning trees of GN given that it has





edges. In [12] Bogdanowicz affirmed a conjecture of Boesch,
Satyanarayana, and Suffel in [11] regarding the structure of the graph with the minimum number of spanning
trees given a specified number of edges and vertices. the problem of finding the graph with M edges and N
with the fewest number of spanning trees is solve. The graph achieving this minimum number of spanning
trees is a complete graph with k vertices, Kk, with |V | − k − 1 vertices attached to Kk by single edges
























3.4 Proof of Main Theorem
In this section we prove Theorem 3.1. We start with the formula for our upper bound Volupper. To do this
we employ a theorem due to Shephard in [90] which states that the measure of the image of the unit cube
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under a linear map is equal to the sum of the absolute values of the minors of the linear map. In our case we
want to compute |PBDγ [−1, 1]|E|| so that the linear map is PBDγ .Therefore we need to sum the absolute
values of the (N − 1) × (N − 1) minors of PBDγ . If we let J denote the set of columns of a matrix to be
included, then we can write












where i denotes the column or row to be excluded respectively and J denotes the columns to be included.
It is well known that det(Bi,J) has magnitude one if the edges represented by J form a spanning tree and
zero otherwise. Since the columns of B are mean zero, it is not hard to show that there signs alternate
in i, namely, det(Bi,J) = (−1)i−1 det(B1,J). This is a special case of Lemma 4.1 in Section 4.2. Since
det(Pi) = ±(−1)i−1/
√












Therefore it remains to derive the formula for our lower bound Vollower. The basic idea is to interpret the
volume as an integral over frequencies. Then by an appropriate change of variables we can express transform
this into an integral over phase-angles. Finally, we can evaluate the resulting integral over phase-angles since
the integrand breaks up as a sum over spanning trees and in a sense diagonalizes.
To do this we define the sets
Θi = {θ ∈ [0, π/2)N : θi = 0}, i ∈ {1, . . . , N}.









I(degj(T )) and |Pg(Θi) ∩Pg(Θj)| = 0 for i 6= j.
We first show that their intersection has measure zero. To do this we note that Θi ⊆ Θlower ⊆ Θstable hence
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J is positive definite on 1⊥ which implies that Pg is injective. Therefore Pg(Θi) ∩Pg(Θj) = Pg(Θi ∩Θj).
Next, we note that the intersection Θi ∩ Θj is at most (N − 2)-dimensional hence its image cannot have
non-zero measure.
Therefore it remains to compute |Pg(Θi)|. Before we can change variables in the corresponding integral
we must remove the translation invariance of g by 1. To do this we define the new function g∗(θ∗) =
Pg(P>θ∗) with Jacobian J∗(θ∗) = PJ(P
>θ∗)P
>. Since P>P = I− 1N (1⊗ 1) we see that g∗(Pθ) = Pg(θ)
and J(Pθ) = PJ(θ)P>. Therefore if we let Pi denote P with the ith column removed, then Pg(Θi) =
g∗(Pi[0, π/2)
















Now by the (2.1) and the Matrix Tree Theorem (2.2) we know that
det(J(Pθ)) = det(PJ(θ)P>) =
N∑
j,k=1















Therefore our result follows from the following lemma.


















Figure 3.4: The tree resulting in the given integral.
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If we choose i = 5 our integral becomes
∫
[0,π/2]4
cos(θ1 − θ2) cos(θ2 − θ3) cos(θ4 − θ3) cos(θ3)dθ1dθ2dθ4dθ3.
We have chosen our order of integration using a process similar to Prüfer sequences [62] in which we system-
atically remove leaves of T , except for i = 5, and record them in a sequence. One possible sequence in our
case is (1, 2, 4, 3) although we could have also chosen (1, 4, 2, 3) for example. This then leads to the choice
dθ = dθ1dθ2dθ4dθ3. We then use the identities
I(1) = 1 and
∫ π/2
0
cos(θi − θj)(cos θj + sin θj)d−1dθj = I(d)(cos θi + sin θi)
to compute our integral
∫
[0,π/2]4




cos(θ2 − θ3)(cos θ2 + sin θ2) cos(θ4 − θ3) cos(θ3)dθ2dθ4dθ3
= I(deg1(T ))I(deg2(T ))
∫
[0,π/2]2
cos(θ4 − θ3) cos(θ3)(cos θ3 + sin θ3)dθ4dθ3
= I(deg1(T ))I(deg2(T ))I(deg4(T ))
∫
[0,π/2]
cos(θ3)(cos θ3 + sin θ3)
2dθ3
= I(deg1(T ))I(deg2(T ))I(deg4(T ))I(deg3(T ))I(deg5(T ))
as desired.
3.5 Dependence of Number of Spanning Trees on Motifs
In this section we numerically simulate how the number of spanning trees depends on certain statistical
properties of the network. The motivation is of course that both our upper and lower bounds are sums over
spanning trees, with their number being the main contribution to the volumes of the phase-locking regions
for dense networks. We also consider this question in Section 4.4 for directed networks.
Now we describe the class of networks which we will be simulating. We will fix a vertex set of size N
and then generate our random networks by randomly choosing which of all of the possible edges will be
included. In order to describe the statistical structure of our networks we define two relations on pairs of
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edges describing motifs, patterns of edges, by
Rtogether := {({i, j}, {k, `}) : |{i, j} ∩ {k, `}| = 1},
Rapart := {({i, j}, {k, `}) : |{i, j} ∩ {k, `}| = 0}.
Graphically, these two sets correspond to pairs of edges which share a single common vertex and pairs with
no common vertices respectively. Our goal is to randomly generate networks with specified statistics for our
motifs, namely,
P (ei ∈ E) = p,
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rtogether) = p2(1 + αtogether),
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rapart) = p2(1 + αapart),
where p denotes the probability of including an edge and αtogether and αapart how these edges are correlated.
The process by which we generate these random networks is discussed in detail in Chapter 7 and specifically
Section 7.3.
Due to the random nature of these networks we are more concerned with understanding how the number





p̂2(1 + α̂together) =
Ntogether
N(N − 1)(N − 2)
,
p̂2(1 + α̂together) =
Napart
N(N − 1)(N − 2)(N − 3)/4
,
where Nconn, Ntogether, and Napart denote the number of edges and motifs in the network respectively. In
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Figure 3.5: The blue (dark) dots show the logarithm of the number of spanning trees of 100 random networks
with 100 vertices with p = 0.1. We only specify αtogether because αapart is determined by the restriction
1 + 2(N − 2)capart + (N−2)(N−3)2 ctogether = 0 where the c
′s are the coefficients of the covariance matrix of
a Gaussian random vector corresponding to their respective motifs. This is discussed in detail in Section
7.3. Finally, the green (light) squares represent random networks which have no spanning trees i.e. are not
connected.
We clearly see that as α̂together increases the number of spanning trees steadily decreases. Therefore on
average increasing the likely hood of pairs of edges having common vertices reduces the number of spanning
trees and therefore the volume of the synchronization regions. In other words, pairs of edges with common
vertices reduce the likelihood of synchronization.
Furthermore, Figure 7.3 in Chapter 7 shows that as we increase α̂together the network becomes a dense
clique with the remaining vertices loosely attached. This is reminiscent of the type of graph shown in [12]
to have the fewest number of spanning trees for a fixed number of vertices and edges.
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Chapter 4
Volume Bounds for the Phase-Locking
Region in the Asymmetric Case
4.1 Introduction







γij sin(θj − θi) for i ∈ V, (4.1)
but we do not assume that γij = γji.
Similar to Section 3.1 in the previous chapter we can characterize all phase-locked solutions of (4.1) as
solutions of the equation
Pω = −Pg(θ) where g(θ)i =
∑
(i,j)∈Ê
γij sin(θj − θi) for i ∈ V. (4.2)
This is due to the fact that rotating the reference frame corresponds to translating ω by some scalar multiple
of 1. However, the exact scalar multiple ω in this translation is not known in this context. This is different
than the symmetric case where ω is the mean of ω. Therefore we define the following sets.
Definition 4.1. Define
Ωlocked := −Pg(Θlocked) where Θlocked := RN
and
Ωstable := −Pg(Θstable) where Θstable := {θ ∈ RN : J(θ) is positive definite on 1⊥}.
Notice that these sets coincide with the corresponding sets in Definition 3.1 in the last chapter when
γij = γji. We also note that unlike the symmetric case the image of g is no longer confined to the hyperplane
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1⊥ as demonstrated in Figure 4.1. As a result one could of course consider projections onto different
hyperplanes. In fact, our computation of our generalized upper and lower bounds easily holds for a projection
onto any hyperplane with normal vector having components all of the same sign. However, we only consider
projections onto 1⊥ since translation of ω by 1 has the physical interpretation of rotating the reference
frame.








Figure 4.1: The left plot shows the image g(Θlocked) for the complete graph on three vertices with asymmetric
edge weights γ12 = γ23 = γ31 = 1 and γ21 = γ32 = γ13 = 2. The subset g(Θstable) is plotted as the blue
(dark) subset. Note that neither of these sets lie completely in 1⊥. The right plot is the projection of
these sets Ωlocked = Ωstable onto 1
⊥ by means of the projection P with rows p1 = (2,−1,−1)/
√
6 and
p2 = y(0, 1,−1)/
√
2.
As previously noted these sets are complex and our goal is to approximate their volumes just as before.
Definition 4.2. Define
Vollocked := |Ωlocked| and Volstable := |Ωstable|
where the measure is the (N − 1)-dimensional Lebesgue measure.
As in the last chapter we derive upper and lower bounds, Volupper and Vollower, such that
Vollower ≤ Volstable ≤ Vollocked ≤ Volupper . (4.3)
Note that we are not abusing notation since all quantities in this section simplify exactly to the corresponding
quantities in the previous chapter when γij = γji. We state our formulas for Volupper and Vollower once we
have discussd directed trees as well as another set of subgraphs of Ĝ.
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Definition 4.3. A subgraph T̂ of Ĝ is called a directed tree if it has a vertex, called the root, which has out
degree zero and if every other vertex in T̂ has out degree one in such a way that there exists a unique path
from any vertex to the root. We let T̂Ĝ denote the set of all directed trees in Ĝ and let T̂i denote those with
root i. Furthermore, if T̂ contains every vertex of Ĝ, then it is called a directed spanning tree. We let ŜT Ĝ
denote the set of all directed spanning trees and let ŜT i denote those with root i. In all cases we define the





Definition 4.4. For a vertex i let Ĥi denote the set of subgraphs of Ĝ constructed as follows: Given
{i1, i2, . . . , ik} ⊆ V̂ define
Ê+ = {(i1, i2), (i2, i3), . . . , (ik−1, ik), (ik, i1)} and Ê− = {(i1, ik), (ik, ik−1), . . . , (i3, i2), (i2, i1)}.




Ê+ ∪ Ê− if Ê+ ⊆ Ê and Ê− ⊆ Ê,
Ê+ if Ê+ ⊆ Ê and Ê− * Ê,








e∈Ê− γe| if Ê+ ⊆ Ê and Ê− ⊆ Ê,∏
e∈Ê+ γe if Ê+ ⊆ Ê and Ê− * Ê,∏
e∈Ê− γe if Ê+ * Ê and Ê− ⊆ Ê.
Geometrically, if only one of Ê+ and Ê− is a subset of Ê, then R̂ is a single directed cycle with all edges
pointing in a common direction. If both Ê+ and Ê− are subsets of Ê, then R̂ is two directed cycles with the
same vertices but with edges pointing in opposite directions.
Given such a subgraph R̂ let T̂j ∈ T̂rj be a collection of disjoint trees which only intersect R̂ at their roots
rj ∈ VR̂, and define R̂ ./r T̂r to be the subgraph of Ĝ obtained by attaching the tree T̂j to R̂ at the vertex rj.
Finally, a subgraph Ĥ of Ĝ belongs to Ĥi if VĤ = V and if it can be expressed as the disjoint union of a tree
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T̂ ∈ T̂i and other subgraphs of the form R̂ ./r T̂r which we denote by




Lastly, we define its weight to be







Finally, let ĤĜ denote the set of all such subgraphs for any i and hĜ = #Ĥ.

















where I(x) := 12
∫ π/2
0
(cos θ+sin θ)xdθ and degj(T̂ ) is the total degree of the jth vertex in the directed spanning
tree T̂ , namely, the sum of its in and out degrees.
In Section 4.2 we introduce some notation as well as preliminary results necessary to prove Theorem 4.1
in Section 4.3. In Section 4.4 we numerically simulate and compare the dependence of the number of directed
spanning trees on the presence of two edge motifs in the network with the dependence of synchronization
found in [108] by Zhao, Beverlin, Netoff, and Nykamp. Finally, in Section 4.5 we point out some similarities
and differences between the symmetric and asymmetric cases.
4.2 Preliminaries and Notation
In this section we make necessary definitions as well as state some preliminary results.
Definition 4.5. Let Ĝ = (V, Ê,Γ) be a weighted directed graph with vertex set V = {1, . . . , N}, edge set
Ê ⊆ {(i, j) : i 6= j ∈ V }, and positive edge weights Γ = {γe}e∈Ê. The edge e = (i, j) represents an edge
directed from j to i, and in this case, we set γij = γe.
Definition 4.6. Given a directed graph Ĝ as in Definition 4.5, define the undirected graph G = (V,E) with
the same vertex set and edge set
E = {{i, j} : (i, j) ∈ Ê or (j, i) ∈ Ê}.
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In general, given a subgraph Ĥ of Ĝ define the subgraph H of G to have the same vertex set and
EH = {{i, j} : i 6= j ∈ VĤ and (i, j) ∈ ÊĤ or (j, i) ∈ ÊĤ}.
Furthermore we fix a labeling and orientation of the edges of G.










2 3 4 5
6 7
Figure 4.2: A directed graph Ĝ and its corresponding undirected graph G with labeled edges and orientation.
Now we define incidence matrices for these graphs.
Definition 4.7. Given graphs Ĝ and G as in Definitions 4.5 and 4.6, define the two |V̂ | × |Ê| incidence
matrices B̂ = B̂Ĝ and B = BG by
B̂ie =

γji if e = (j, i),




1 if e = (∗, i),
−1 if e = (i, ∗),
0 otherwise.
For the graphs Ĝ and G in Figure 4.2 we get that
B̂ =

0 −γ14 −γ15 0 0 0 0
−γ23 0 0 0 0 0 0
γ32 0 0 0 −γ36 0 0
0 γ41 0 0 0 −γ45 0
0 0 γ51 0 0 γ54 0




0 −1 −1 0 0 0 0
−1 0 0 −1 0 0 0
1 0 0 0 −1 0 0
0 1 0 0 0 −1 0
0 0 1 0 0 1 −1
0 0 0 1 1 0 1

.
Note that these matrices depend on the orientation and labeling of the edges and vertices which is
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arbitrary. However, we always have that
g(θ) = B̂ sin(B>θ) and J(θ) = B̂DθB
> (4.4)
where Dθ denotes the |Ê| × |Ê| diagonal matrix with diagonal entries given by the vector cos(B>θ) and
where both sine and cosine act on a vector component wise.
At this point we briefly outline our main result as a means to motivate the remaining definitions and
lemmas.
Definition 4.8. Define the sets
Ωupper := B̂[−1, 1]|Ê| (4.5)
and
Ωlower := g(Θlower) where Θlower := {θ ∈ RN : |θi − θj | < π/2 for all i, j ∈ V }. (4.6)
Then define
Volupper := |PΩupper| and Vollower := |PΩlower| (4.7)
to be the (N − 1)-dimensional Lebesgue measures of the projections of Ωupper and Ωlower onto the mean zero
hyperplane.
It is easy to see that Volupper and Vollower are upper and lower bounds as in (4.3).
Proposition 4.1. If Ĝ contains a directed spanning tree, then we have the set inclusions
Ωlower ⊆ Ωstable ⊆ Ωlocked ⊆ Ωupper.
Proof. The inclusion Ωlocked ⊆ Ωupper follows from (4.4) and (4.5) and the observation that −1 ≤ sinx ≤ 1.
The other inclusion, Ωlower ⊆ Ωstable, follows from the observation that the real parts of the eigenvalues of J(θ)
are positive, with the exception of the zero eigenvalue with eigenvector 1, for θ ∈ Θlower. The Gershgorin
Circle Theorem shows that the real parts of all eigenvalues must be non-negative, and furthermore, that the
only possible eigenvalue with zero real part is zero. Therefore it remains to show that 1 spans the kernel of
J(θ). This however is equivalent to showing that the matrix J(θ)P> has a trivial kernel which holds if the
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matrix PJ(θ)P> is invertible. Since Ĝ has a directed spanning tree we see that det(PJ(θ)P>) > 0 by the
Matrix Tree Theorem (4.8) and the Cauch–Binet formula (2.1).
Now we briefly discuss our strategy for evaluating our bounds which is follows the strategy of the previous
chapter. For the lower bound the basic idea is to express the volume as an integral over frequencies and then
change it to an integral over phase angles with a change of variables. In so doing we arrive at an integral of
a certain determinant. In particular, this determinant can be expressed in terms of the minors of a graph
Laplacian matrix which can further be written as sums over directed spanning trees by the Matrix Tree
Theorem [29].





(k,i)∈Ê γik if i = j,
−γij if (i, j) ∈ Ê,
0 otherwise.





For the upper bound we apply a theorem of Shephard in [90] which states that the measure of the image
of the unit cube under a linear map, such as B̂, is a sum of the N×N subminors of the linear map. Therefore
we seek so characterize the sub minors of B̂. Similar to the Matrix Tree Theorem the value of the subminors










Figure 4.3: Example of subgraphs in Ĥ1 and Ĥ3 respectively for the graphs in Figure 4.2.
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Now we can discuss the sub determinants of B̂.
Lemma 4.1. Let S be a subset of E with N − 1 edges. Then,
|det(B̂i,S)| =

γ(H) if there exists an Ĥ ∈ Ĥi such that EH = S,
0 otherwise.
Furthermore, the sign of det(B̂i,S) alternates in i.
We defer the proof to the appendix but demonstrate the lemma using the subgraphs in Figure 4.3. If we
choose S = {e1, e2, e4, e5, e6}, then the left subgraph Ĥ in Figure 4.3 is an element of Ĥ1 with EH = S. By
inspecting Ĝ in Figure 4.2 we also see that there exists elements of Ĥ4 and Ĥ5 satisfying EH = S but not
for Ĥ2, Ĥ3, or Ĥ6. Similarly, if we choose S′ = {e1, e2, e3, e6, e7}, then the right subgraph Ĥ ′ in Figure 4.3
is an element of Ĥ3 with EH′ = S′. Again, we find that there exists an element of Ĥ2 satisfying EH′ = S′








det(B̂2,S′) = γ32(γ14γ45γ51 − γ15γ54γ41)γ65,




Further notice how the sign pattern alternates in i.
We end this section by showing that Theorem 4.1 reduces to Theorem 3.1 in the symmetric case, namely,
when (i, j) ∈ Ê if and only if (j, i) ∈ Ê and γij = γji. We start with the upper bound. To show this we first
observe that γ(Ĥ) = 0 unless Ĥ ∈ ŜT since γ(R̂) = 0 for any ring R̂ in Definition 4.4. Therefore Ĥ must
be a directed tree and in fact a directed spanning tree. In addition for every undirected spanning tree of G












The argument for the lower bound follows merely from the last statement above that every undirected
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which is what we wanted to show.
4.3 Proof of Main Theorem
Proof of Theorem 4.1. We start with our upper bound and the proof follows the corresponding proof in the













Since P is an orthonormal projection onto 1⊥ we have know det(Pi) = ±(−1)i−1/
√
N . Furthermore by
Lemma 4.1 we know that det(B̂i,S) alternates sign in i and has magnitude γ(Ĥ) if Ĥ ∈ Ĥi with EH = S
and zero otherwise. This gives us our formula for our upper bound.
Now we consider our lower bound. Just like the upper bound the proof is very similar to the corresponding
one in the previous chapter. Using the same notation we define g∗(θ∗) = Pg(P
>θ∗) with Jacobian J∗(θ∗) =
PJ(P>θ∗)P
> and conclude that Pg(θ) = g∗(Pθ), J∗(Pθ) = PJ(θ)P
>, and that J∗(θ∗) is positive definite




PΘi and |Pg(Θi) ∩Pg(Θj)| = 0 if i 6= j.










Now, using the identity Pg(Θi) = g∗(Pi[0, π/2]













where Pi is the submatrix of P with the ith column removed and has determinant ±1/
√
N . By (2.1) and
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Since cosine is even we can apply Lemma 3.1 where the degree of a vertex is the sum of its in and out degrees
to arrive at our desired formula for |Pg(Θi)|.
4.4 Dependence of Spanning Trees on Motifs
In [108] Zhao, Beverlin, Netoff, and Nykamp found that synchronization can be influenced by the presence
of certain two edge motifs in the network. Since our lower bound for the size of the synchronization region
is a sum over directed spanning trees we seek to determine if their number is also influenced by the presence
of these motifs, and if so, is it in the same way.
We start by explaining what was done in [108]. Nykamp etal. measured synchronization of a network by
allowing the model (4.1) to run until a steady state is reached. They then computed the order parameter of










−1. The order parameter measures synchronization by measuring how spread out the the phase
angles, θj , of the individual oscillators are. For example, r = 1 if all of the phase angles are identical whereas
r = 0 if phase angles are uniformly distributed.
In particular, Nykamp etal. measured how the order parameter depends on the presence of four motifs
which they called the reciprocal, convergence, divergent, and chain motifs and are represented by the relations
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on |Ê| × |Ê| given by
Rrecip = {((i, j), (k, `)) : i = ` and j = k},
Rconv = {((i, j), (k, `)) : i 6= k and j = `},
Rdiv = {((i, j), (k, `)) : i = k and j 6= `},
Rchain = {((i, j), (k, `)) : i = ` and j 6= k or i 6= ` and j 6= k}.
Graphically they are represented in Figure 4.4.
Figure 4.4: The reciprocal, convergent, divergent, and chain motifs respectively.
Nykamp etal. then constructed random graphs satisfying the first and second order network statistics
P (ei ∈ Ê) = p,
P ((ei, ej) ∈ Ê × Ê : (ei, ej) ∈ Rrecip) = p2(1 + αrecip),
P ((ei, ej) ∈ Ê × Ê : (ei, ej) ∈ Rconv) = p2(1 + αconv),
P ((ei, ej) ∈ Ê × Ê : (ei, ej) ∈ Rdiv) = p2(1 + αdiv),
P ((ei, ej) ∈ Ê × Ê : (ei, ej) ∈ Rchain) = p2(1 + αchain).
In Chapter 7 we discuss how to generate these random graphs. Of course a single randomly generated graph
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p̂2(1 + α̂conv) =
Nconv
N(N − 1)(N − 2)/2
,
p̂2(1 + α̂div) =
Ndiv
N(N − 1)(N − 2)/2
,
p̂2(1 + α̂chain) =
Nchain
N(N − 1)(N − 2)
.
where Nconn, Nrecip, Nconv, Ndiv, Nchain denote the number of edges and respective motifs in the random
graph. Nykamp etal. found that the order parameter tends to be unaffected by α̂recip and α̂div whereas it
decreases with increasing α̂conv and increases with increasing α̂chain. This is demonstrated in Figure 6 of
[108]. Therefore our goal is to see if the number of directed spanning trees depends on these parameters in
the same way.
Finally, with this setup we generated the data in Figure 4.5. As can be seen there seems to be a fairly
strong link between increasing α̂conv and a decrease in the number of directed spanning trees in agreement
with [108]. However, the other three values α̂recip, α̂div, and α̂chain don’t appear to have any discernible affect.
This is also in agreement with [108] for α̂recip and α̂div but not for α̂chain which generally increases synchrony
as it increases.
4.5 Comparison of the Symmetric and Asymmetric Cases
In this section we make a couple of comments on results in Chapter 3 and how these results generalize to
the asymmetric case. First we consider Theorem 3.3. It is easy to see that the Schur-convexity of Vollower
holds in the symmetric case by the exact same arguments. This is due to the fact that degj(T̂ ) only depends
on the sum of the in and out degrees of a vertex making the direction of the edges irrelevant. Therefore the
inequality in Theorem 3.3 also holds with tG replaced by tĜ.
Next we consider Theorem 3.5 that states that for sufficiently dense graphs the number of spanning trees
asymptotically determines log Vollocked and log Volstable. This is due to the fact that the number of spanning
trees is super-exponential outweighing the exponential contribution of any individual spanning tree. This











































































































































































































Figure 4.5: Plots numerically simulating how the number of directed spanning trees depends on each pair
of the observed statistics α̂recip, α̂conv, α̂div, and α̂chain. Each plot contains data from 100 random graphs
each with N = 100 vertices and p = 0.1. A green square data point represents a graph without a directed
spanning tree while the legend displays how the color of the circular data points, those with a directed
spanning tree, depend on the logarithm of the number of directed spanning trees. In each plot the α’s for
the two motifs not being compared are set to zero during the computation. The plots indicate that the
number of directed spanning trees decreases as α̂conv increases whereas α̂recip, α̂div, and α̂chain do not seem
to contribute in any significant way.
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Note that in Theorem 3.5 we deduce the super-exponential growth of the number of spanning trees from
[12] by assuming that the networks have sufficiently many edges. However, the author has not found a
directed analog of [12].
The proof of Theorem 4.3 is identical to the proof of 3.5 and is based on the contribution of each spanning
tree being exponentially bounded. Our lower bound is essentially identical and so it remains to consider
the upper bound. Unfortunately our upper bound is over the subgraphs ĤĜ and there number hĜ does
not appear to be bounded by the number of directed spanning trees tĜ up to an exponential factor. For
simplicity we offer a heuristic for the complete directed graph. To do this we can imagine associating the
connected components of a graph Ĥ with a multinomial coefficient. By the Binomial Theorem the sum of
all multinomial coefficients, potentially multiplied by an exponential factor, is already of approximate order
NN . However, the number of ways to configure each connected component is super-exponential and not
exponential. For example, the number of directed trees on a clique of size N ′ is of approximate order N ′N
′
by Cayley’s Theorem.
However this problem is averted by defining a new upper bound.







satisfies Vollocked ≤ Vol′upper.
This allows us to complete our proof of Theorem 4.3 since we now have an upper bound which is a sum
over directed spanning trees each of which contribute at most exponentially.
Proof of Theorem 4.4. We obtain this upper bound in a very similar way to the way we obtained our lower
bound in Section 4.3 and use the same notation as in that section. In that case we integrated over a region
where J is positive definite and hence g is injective guaranteeing that we do not double count a contribution
to the volume from any region. Of course if we integrate over a region, such as [0, 2π]N−1, which represents
every angle in RN up to translation we can get an upper bound. Of course, this is at the price of possibly
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over counting some regions. More specifically,

































which completes the proof.
Remark 4.1. In order to apply Theorem 4.4 to Theorem 4.3 we really only needed that the derivatives of
the interaction functions, in this case sine, are bounded. Therefore Theorem 4.3 can be applied to a wider






γij sin(θj − θi − αij) for i ∈ V. (4.9)
These interaction functions are bounded allowing us to conclude the upper bound portion of the equality. If
we assume that |αij | ≤ α < π/2, then we can we can define a non-trivial set similar to Θlower allowing us
to conclude that the lower bound portion still holds.
We now make a brief comment about our two upper bounds Volupper and Vol
′
upper. Essentially, each upper
bound has a pro and con. On the one hand for Volupper the contribution of each subgraph in the sum is
small, but the sum is over a potentially much larger class of subgraphs. On the other hand Vol′upper is a sum
over a smaller set of subgraphs but each contributes more by an exponential factor. In other words, Volupper
is generally better for sparse graphs where the main contribution is from the individual subgraphs where as
Vol′upper is better for dense graphs where the main contribution from the number of subgraphs. We note that
our single upper bound in the symmetric case in Chapter 3 combines the best of both of our upper bounds
in the asymmetric case.
More precisely, the contribution of each spanning tree in Vol′upper is exponentially worse than the corre-
sponding contribution in Volupper. However, heuristically we can argue that #ĤĜ can be super-exponentially
larger than #ŜT Ĝ. To see this let Ĝ be the complete graph and choose k vertices to correspond to the
spanning tree portion or a subgraph H. By Cayley’s Theorem we know that there are kk−1 directed spanning
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5.1 Introduction and Main Theorems
In this chapter we give a topological characterization of phase-locked solutions of the Kuramoto model which
is based on the work of the author in [46]. We show that to any phase-locked solution, satisfying certain
restrictions on the phase-angle differences, we can assign a lattice point belonging to a certain set C(X)
which records how the phase-angles revolve around cycles in the network. Furthermore, for each lattice
point in C(X) there exists at least one fixed point, satisfying the phase difference restrictions, to which we
assign that particular lattice point. With this setup we can then study how the number of such fixed points
grows as we expand our network while maintaining the graph topology. In particular, we show under a mild
condition on the multiplicity of C that the number of fixed points has rate of growth not faster than N c
where c denotes the number of cycles in the network. Furthermore, we show that if if of our set C(X) has
non-empty interior, then the rate of growth is not slower than N c. For related work see Section 1.5.
In [46] the author considered the standard Kuramoto model with sine interaction function and symmetric







Γij(θj − θi), i ∈ {1, . . . , N} (5.1)
where we recall that θi and ωi denote the phase-angle and natural frequency of the ith oscillator and Γij is
an interaction function which determines how the jth oscillator influences the ith oscillator.
Before we state our two main theorems we give some basic definitions.
Definition 5.1. Let Ĝ = (V, Ê) be a directed graph with vertex set V = {1, . . . , N} and edge set Ê ⊆
{(i, j) : 1 ≤ i 6= j ≤ N}. Also, let G = (V,E) be the undirected graph with same vertex set and edge set
E = {{i, j} : (i, j) ∈ Ê or (j, i) ∈ Ê}. The edge e = (i, j) represents an edge directed from i to j in Ĝ while
the edge e = {i, j} represents an undirected edge connecting i and j in G. Finally, we fix a labeling of the
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edges of both Ĝ and G as well as an orientation for the edges of G.


















Figure 5.1: A directed graph Ĝ and its corresponding undirected graph G with labeled edges and orientation.
Definition 5.2. Define the |V | × |Ê| and |V | × |E| incidence matrices B̃ = B̃Ĝ and B = BG by
B̃ie =





1 if i is the head of e,
−1 if i is the tail of e,
0 otherwise.
For the two graphs in Figure 5.1 we have that
B̃ =

0 0 0 1 0
1 1 0 0 0
0 0 1 0 0




−1 0 1 1
1 −1 0 0
0 1 −1 0
0 0 0 −1

.
We also recall that the null space of B is the cycle space corresponding to cycles in the network G. In our
case B has a one-dimensional null space spanned by v = (1, 1, 1, 0)> corresponding to the single cycle in G.
Now from the discussion in Section 3.1 we know that phase-locked solutions of (5.1) are determined by
the equation
Pω = Pg(θ) where g(θ)i := −
∑
(i,j)∈Ê
Γij(θj − θi) for i ∈ {1, . . . , N} (5.2)
where P is a projection onto the mean zero hyperplane 1⊥. With this notation one can check that (5.2) is
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equivalent to
Pω = PB̃Γ(B>θ) (5.3)
where Γ acts component wise as Γe.
Theorem 5.1. Let Ĝ be a directed graph for which the corresponding undirected graph G is connected. For
each e ∈ Ê let Ie be a set on which the restriction of Γe is injective. Further, let V and V̂ be integral





V>Γ−1S(x) and X := {x ∈ Rĉ : S(x)e ∈ Γe(Ie)} where S(x) = B̃†ω − V̂x
and B̃† is a pseudo-inverse of B̃ and Γ−1 acts component wise as the inverse of Γe restricted to the domain
Ie. Then there is a one-to-one correspondence between solutions of (5.1) with θe ∈ Ie + 2πZ and points
x ∈ X for which C(x) is a lattice point. Furthermore, the ith component of the lattice point C(x) records
the net winding of the solution around the cycle vi, the ith column of V. In particular, if C is injective,
then these solutions are in one-to-one correspondence with the lattice points in C(X).
The proof of Theorem 5.1 follows from inverting (5.3) and is postponed until the final section of the
chapter. However, we do give an example in the next section. For now we note that since the number of
solutions of (5.3) with with θe ∈ Ie + 2πZ is independent of the cycle basis, and more generally the labeling
and orientation of the edges, that the number of points x ∈ X for which C(x) is a lattice point must also
be independent of these choices. We now show this directly from the definitions.
Proposition 5.1. The number of x ∈ X for which C(x) is a lattice point is independent of the labeling and
orientation of the vertices and edges as well as the choice of cycle basis.
Proof. To do this we observe that S, and hence X, depend at most on the labeling of the edges. Thus we
fix two different labelings and let Q be a permutation matrix relating the two labelings. We then have that
B̃′ = B̃Q> and Γ′ = QΓ. If we choose V̂′ = QV̂, then X ′ = X and
Γ′−1S′(x) = (QΓ)−1((B̃Q>)† −QV̂x) = Γ−1Q−1(Q−>B̃†ω −QV̂x) = Γ−1(B̃†ω − V̂x) = Γ−1S(x)
hence Γ′−1S′(X ′) = Γ−1S(X). Finally, as commented before, we know that any two cycle bases are related
by an integral matrix with unit determinant i.e. V′ = VM where M is an integral matrix with unit
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determinant. Therefore C′(X ′) = M>C(X) hence M> defines a bijection between the lattice points in
C′(X ′) and C(X) completing the argument.
Of course we could change X by changing the order of the columns of V̂ but this would again reduce to
the action of a permutation matrix. Therefore X itself is not invariant to our choices but its structure is.
For example, in [46] the author shows in a special case that the set corresponding to X is a convex polytope
whose number of faces is equal to the number of edges in the network when all 2-valent vertices have been
smoothed.
Now we state a very useful application of Theorem 5.1. Given a directed graph Ĝ we can generate a
sequence of directed graphs {ĜN}N≥1 by replacing each directed edge e ∈ Ê with a directed path of edges
of length N . With this setup we define each interaction function Γe′ = Γe and phase-angle difference set
Ie′ = Ie for each new edge e
′ in the directed path of edges replacing the edge e. Geometrically, we are simply
expanding Ĝ.
Theorem 5.2. Let Ĝ be a directed graph with c ≥ 1 and set ω = 0. Furthermore, let {ĜN}N≥1 be a sequence
of directed graphs as described above and consider the number of fixed points of (5.1) with θe ∈ Ie + 2πZ. If
there exists a bound on the inverse image of a point under C, namely, if there exists an M > 0 such that
|C−1(y)| ≤M for all y ∈ Rc, then
#fixed points . N c.
(Here . means that there exists a constant for which the left hand side is larger for all sufficiently large N .)
Also, if C(X) has non-empty interior, then
#fixed points & N c.
The theorem follows from the observation that #(CN (XN ) ∩ Zc)/N c is essentially a Riemann sum for
the indicator function of the set C(X). We postpone the proof until the last section of the chapter.
5.2 Examples
In this section we work through two examples demonstrating Theorem 5.1 while referencing Theorem 5.2.
Example 5.1. For our first example, we will choose Ĝ and G as in Figure 5.2 and choose our interaction
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sin(θj − θi) for i ∈ {1, . . . , N} (5.4)
which is the standard Kurmoto model (1.6) on the directed graph Ĝ with unit edge weights. By our
restriction on phase-angle differences we know that our fixed points have no long links and are therefore

















Figure 5.2: A directed graph Ĝ and its corresponding undirected graph G with labeled edges, orientation, and
cycle basis. Notice that although Ĝ and G appear to be the same graph, they are fundamentally different.
First, Ĝ is a directed graph whose edges represent a physical connection by which the jth oscillator affects
the ith oscillator. Second, G is an undirected graph with a completely arbitrary orientation that has no
physical significance.
We can now write down B̃ and B and choose V̂ and V to be
B̃ =

0 0 0 1 0
1 0 0 0 0
0 1 0 0 1




−1 0 0 1 −1
1 −1 0 0 0
0 1 −1 0 1



















Observe that v1 and v2 correspond to the cycles shown in Figure 5.2. Furthermore, notice that B̃ has a
one dimensional null space spanned by v̂1 which corresponds to the only two pairs of edges with the same
head. This is a general fact which we will establish in the next section. Also, B̃v̂2 = 1 hence v̂2 is in the
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null space of PB̃. Pulling this all together we get that















sin−1 x1 + sin




X = {x ∈ R2 : S(x)e ∈ sin(Ie)} = {x ∈ R2 : −1 ≤ x1 ≤ 1, −1 ≤ x2 ≤ 1, −1 ≤ x1 + x2 ≤ 1}.
Now we proceed to establish the equivalence of solutions of (5.3) with lattice points in C(X). Suppose
that θ is a solution of (5.3) with θe ∈ Ie + 2πZ. Since we have set ω = 0 this amounts to the equation
PB̃ sin(B>θ) = 0 hence sin(B>θ) = V̂x = S(x) for some x ∈ R2 since the columns of V̂ form a basis for
the null space of PB̃. In fact x ∈ X since (B>θ)e = θe ∈ Ie + 2πke for some integer ke. If we let k be
the vector with components ke, then B
>θ − 2πk = sin−1 S(x). Finally, by definition V>B> = 0 so that
C(x) = 12πV
> sin−1 S(x) = −V>k ∈ Z2. As can be seen in Figure 5.3 the origin is the only lattice point in
C(X). We will now show that this implies that θ = 0 is the only stable phase-locekd solution of our system.
In other words, there are no non-trivial stable phase-locked solutions.






Figure 5.3: The only lattice point in the set C(X) is the origin.
To do this we will work backwards to compute our solution corresponding to the origin. First, observe
from our formula that C is injective and C(0) = 0 so that x = 0. Next, choose any vector k ∈ Z5 such that
−V>k = C(x) = 0. For simplicity we will choose k = 0. Then V>(sin−1 S(x)+2πk) = 0 hence there exists
a θ ∈ RN such that B>θ = sin−1 S(x) + 2πk. Note that θ unique up to translation by 1 since 1 spans the
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null space of B>. Furthermore, we conclude that θe = (B
>θ)e ∈ Ie + 2πke. Also, it is easy to show that θ
is a solution since PB̃ sin(B>θ) = PB̃ sin(sin−1 S(x)− 2πk) = PB̃S(x) = PB̃V̂x = 0. Finally, we see that
B>θ = sin−1 S(x)− 2πk = 0 hence θ = 0 up to translation by 1.
However, by Theorem 5.2 we know that if we expand our graph that the number of lattice points will
increase at a rate of N2. Therefore let ĜN denote the directed graph where each directed edge is replaced
by a directed path of of edges of length N . In particular, C25(X25) contains the lattice point (6,−2) as
demonstrated in Figure 5.4. To compute the corresponding solution θ we solve C(x) = (6,−2), in our case
numerically, and choose any vector k ∈ R125 such that −V>k = (6,−2). Then we solve for the equation
B>θ = sin−1 S(x)− 2πk for θ which is also plotted in Figure 5.4 and demonstrates how it revolves around
the cycles v1 and v2 as stated in Theorem 5.1.














Figure 5.4: The left plot shows the set C25(X25) which contains the indicated lattice point (6,−2). The
right plot shows Ĝ with the ith vertex colored according to the phase-angle θi as indicated in the bar legend.
Notice that the phase-angles wrap around the unit circle six and two times as we transverse v1 and v2 in
the indicated and opposite directions respectively. This of course corresponds to the lattice point (6,−2)
mentioned previously.
We briefly note that the region in Figure 5.3 is smaller than the corresponding region in [46]. This is due
to the fact that each of the undirected edges in [46] count as two directed edges. In other words, the system
in [46] has twice as many edges and therefore synchronizes more easily.
Example 5.2. In this example we consider the expanded tetrahedron graph G shown in Figure 5.5 and







sin(θj − θi) for i ∈ {1, . . . , N} (5.5)
on the undirected graph G. As mentioned in Section 1.3 this model is a gradient system which is also easily
seen to be real analytic. Furthermore, since we have set ω = 0 it a gradient system on a compact phase
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space hence all solutions converges to a fixed by [70]. Therefore we choose a random initial condition and
let it evolve in time as shown in Figure 5.5. A nice consequence of Theorem 2.2 is that if we expand a
graph sufficiently then all stable fixed points have no long-links, namely, θe ∈ (−π/2, π/2) for all phase-angle
differences. Such a result is given in the following lemma whose proof we give in Appendix B.
Lemma 5.1. If every subchain of G has length greater than 2c, then all stable fixed points of (5.5) have no
long links.
The basic idea is that sin(θj−θi) is fixed along subchains and that the contribution of the cycle intersection
matrix to the inertia in Theorem 2.2 is bounded by the number of cycles which doesn’t change. We further
note that there are similar results equating the unstable dimension of fixed points to the number of long
links provided this number is fixed in advance.
In our case Lemma 5.1 applies so that we know that θe ∈ [−π/2, π/2] + 2πZ. Therefore we can construct
our vector k ∈ Z|E| by choosing ke so that (B>θ)e = θe ∈ [−π/2, π/2] + 2πke. Then we can compute the
lattice point of our fixed point to be −V>k = (0,−1, 2) for the indicated cycle basis. Furthermore, one
can check that this lattice point is in C(X). To do this we note that by Lemma 5.3 in the next section the
column basis for V̂ is generated by vectors of all zeros except for a pair of edges with the same head that have
a plus and minus one. Therefore the column space of V̂ contains three vectors corresponding to our cycle
basis v1, v2, and v3 with plus ones and negative ones revolving around these cycles in the indicated and
opposite directions. Furthermore, we can even remove the negative ones from our three vectors and multiply
the result be two. In general, in the symmetric case we can reduce the null space of V̂ to one with the same
dimension as the cycle basis as in [46]. Now we can consider the restricted equation C(x1, x2, x3) = (2,−1, 0)















Figure 5.5: The left plot shows an expanded tetrahedron graph along with the phase-angles of a stable fixed
point. The fixed point was obtained by evolving random initial data in time as shown in the right plot. As
can be seen the phase angles wrap around the cycles v1, v2, and v3 like (2,−1, 0) as we computed.
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5.3 Proofs
In this section we give proofs of our two main theorems which are very similar to the corresponding proofs
in [46]. Both proofs require a lemma which we state and prove before proving Theorems 5.1 and 5.2.
Lemma 5.2. We have that V>Z|E| = Zc.
Proof. We prove our lemma by induction on the number of cycles in the graph. To do this we first note
that the lemma is trivial for graphs with only one cycle. Therefore suppose that G is a graph with cycle
basis v1, . . . ,vc where c > 1. We set c
′ = c− 1. Since our lemma is unaffected when V is multiplied by an
invertible integral matrix we can suppose that there exists a v′c ∈ R|E|−1 and a cycle basis v′1, . . . ,v′c′ for
the graph G′ with c′ cycles due to the removal of an edge of G such that vi = (v
′
i, 0) for i ∈ {1, . . . , c′} and
vc = (v
′






Proof of Theorem 5.1. First, suppose that θ is a solution of (5.3) with θe ∈ Ie+2πZ. By definition of pseudo-
inverse we have that (PB̃)(PB̃)†(PB̃) = PB̃ hence Pω − PB̃Γ(B>θ) = (PB̃)((PB̃)†Pω − Γ(B>θ)) = 0.
Therefore (PB̃)†Pω−Γ(B>θ) = V̂x for some unique x ∈ Rĉ. Note that since ω is mean zero we have that
(PB̃)†Pω = B̃†P†Pω = B̃†ω so that we arrive at the equation Γ(B>θ) = S(x). From here we also see
that x ∈ X. Since (B>θ)e = θe ∈ Ie + 2πke for a unique integer ke we find that B>θ − 2πk = Γ−1S(x).
Since V>B> = 0 we obtain that C(x) = −V>k ∈ Zc which completes one direction of the proof. (Note
that θ is only determined up to translation by 1 which is irrelevant since (5.3) is also invariant under these
translations.) For the other direction we reverse the steps using Lemma 5.2. We note that k is not unique
but if we let k′ denote the difference between two such choices then difference between the resulting solutions
is B>θ′ = 2πk′. Since G is connected this implies that θ′ is essentially an integer multiple of 2π which is
irrelevant.
Finally, we note that θ(j,k) ∈ Ie+2πke implies that θj−θk = θe−2πke where θj and θk are real variables
in the covering space R of the torus T. Therefore the identity θe = (B>θ)e = Γ−1S(x)e + 2πke implies that













Lemma 5.3. The null space of B̃ is the subspace of R|Ê| generated by vectors which are all zero except for
a one and a minus one corresponding to a pair of edges with the same head. Furthermore, the null space of
PB̃ is the same as the null space of B̃ unless every vertex in V is the head of some edge in Ê. In this case,
the enlarged null space is generated by the addition of any vector in R|Ê| which is zero except for a set of
edges whose heads are distinct and enumerate all of V .
Proof. One can easily check that all such vectors belong to the null space of B̃. If we let Vh denote the set
of vertices which are the head of some edge in Ê, then the dimension of the image of B̃ is |Vh| hence its null
space has dimension |Ê| − |Vh|. Also, for each vertex i in Vh with n edges with head i we get n− 1 linearly
independent such vectors. This results in a total of |Ê| − |Vh| linearly independent vectors completing the
proof of the first part. The second part follows from the fact that P has null space generated by 1.
Proof of Theorem 5.2. By Lemma 5.3 we see that we can in fact choose V̂N so that XN = X and CN (x) =
NC(x). (Here XN and CN denote the quantities X and C computed for the graph GN .) We start with the
upper bound. By Theorem 5.1 the assumption that |C−1(y)| ≤ M implies that the number of fixed points
of (5.1) is bounded above by M#(CN (X) ∩ Zc). Therefore it suffices to show that
lim sup
N→∞








































where C(X) ⊆ [−R,R]c for some R > 0 since is C(X) is bounded. Notice that the last term is a Riemann
sum for the indicator function of the set [−R,R]c and therefore has limiting value (2R)c <∞ which is what
we wanted to show.
For the lower bound we again refer to Theorem 5.1 which states that the number of fixed points of (5.1)
is bounded below by #(CN (X) ∩ Zc). Therefore it suffices to show that
lim inf
N→∞




By the same reasoning as above we find that























where [−R,R]c ⊆ C(X) for some R > 0 since C(X) has non-empty interior. The result then follows again
from the observation that the last term is a Riemann sum.
Of course there is an extensive literature studying the problem of counting lattice points in various





In this section we consider a model for studying stable configurations in social networks and is based on
[16] by Bronski, DeVille, Livesay, and the author. In particular, we consider a situation where a collection
of individuals can form an opinion about a particular matter or issue and study how the social network
influences these opinions. For example, if two individuals are friends, then they are much more likely to
have similar opinions. Conversely, if they are enemies, then they are much more likely to have dissimilar
opinions. For a sociological analysis of factors affecting opinion formation in groups, including interpersonal
relations, see [48].
For an arbitrary social network topology it is difficult to say anything too precise. However, in some
special cases we can determine how such a social network will behave. For example, if the social network is
balanced, has a bipartite structure, then we can show that the social network will evolve into two separate
social groups with opposite opinions. This is one of our main results.
As above, we note that generically, we expect that the inclusion of these social interactions would tend
to impose more restrictions on the potential outcome of the social network, especially, in comparison to the
case where the individuals do not interact at all. An example of such a result is the work of Berglund et al.
in [8] for a ring network where all neighbors are friends. However, in our second main result we show that
regardless of the social network, it is possible for the number of stable configurations, possible outcomes of
the social network, to increase as we increase the relative strengths of the relationships. For a discussion of
results in the field see Section 1.6.
6.2 Preliminaries and Notation
Before we define the model we make some basic definitions as well as recall some from previous chapters.
Definition 6.1. Throughout let Ĝ = (V, Ê,Γ) be a weighted directed graph with vertex set V = {1, . . . , N},
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edge set Ê ⊆ {(i, j) : i 6= j ∈ V }, and edge weights Γ = {γe}e∈Ê. We let the edge e = (i, j) denote a directed
edge from j to i and set γij = γe.




(i,k)∈Ê γik if i = j,
−γij if (i, j) ∈ Ê,
0 otherwise.
Definition 6.3. Throughout let W : R→ R denote a twice continuously differentiable even function whose
only critical points are a local maximum at zero and two local minima at ±m for some m > 0.
An example of such a function is W (x) = 14 (1− x
2)2 which is plotted in Figure 6.1.





Figure 6.1: The plot of the potential W (x) = 14 (1− x
2)2.
Now we can define the model.




= −gκ(x) := −W ′(xi) + κ
∑
(i,j)∈Ê
γij(xj − xi) = W ′(xi) + κ(Lx)i for i ∈ {1, . . . , N}. (6.1)
Now we discuss the physical interpretation of the model. Here the vertices of Ĝ represent the individuals
in our social circle and xi records the opinion of the ith individual. As can be seen in Figure 6.1 the term
−W ′(xi) causes xi to tend to the minima of W , namely, m or −m depending on the sign of xi. In particular,
it represents the rate of change of the ith individuals opinion given their current opinion and is assumed to
be the same for every individual.
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Next, an edge e = (i, j) represents a relationship between the ith and jth individuals. More specifically,
it represents the influence of the jth individual on the ith individual. The nature and intensity of this
influence is recorded in the edge weight γe. If the ith individual sees the jth individual as a friend and
therefore is more likely to align their opinion with theirs then γe is taken to be positive. Similarly, if the
ith individual sees the jth individual as an enemy and therefore is more likely to disjoin their opinion with
theirs then γe is taken to be negative. Increasing the magnitude of γe reflects an increase in the strength and
therefore influence of these relationships. Notice that we do not assume that a pair of individuals must have
mutual feelings about each other. The term γij(xj − xi) causes xi to move towards xj if the ith individual
sees the jth individual as a friend whereas it causes xi to move away from xj if the ith individual sees the
jth individual as an enemy. Furthermore, the strength of this term increases with as their opinions become
increasingly different. This reflects the fact that individuals tend to react more strongly to others with very
different opinions.
As mentioned in the introduction, we are interested in understanding how the number of stable configu-
rations, stable fixed points of (6.1), is affected by the strengths of the relationships. We can study this by
varying the parameter κ multiplying the interaction term. By increasing κ we increase the relative strengths
of all relationships and therefore we can consider the type of bifurcations of (6.1) as well as how the number
of stable fixed points changes. We give an exampled demonstrating this but first define a special subclass of
networks.
Definition 6.5. A graph Ĝ is called symmetric if (i, j) ∈ Ê if and only if (j, i) ∈ Ê and if γij = γji
when this occurs. In this case we can define the undirected graph G = (V,E,Γ) with the same vertex set,
edge set E = {{i, j} : (i, j) ∈ Ê or (j, i) ∈ Ê}, and edges weights Γ = {γe}e∈E where γe = γij = γji for
e = {i, j} ∈ E.
Practically, this represents a social network where every pair of individuals has mutual feelings for each
other. In this case (6.1) becomes the gradient system
dx
dt















Therefore we can alternately characterize the stable fixed points of (6.2) as the local minima of Eκ. In the
next section we will characterize the global minima of Eκ when the network is balanced.
We end this section with an example.
Example 6.1. Choose Ĝ to be the symmetric graph on three vertices with edge weights γ12 = γ21 = γ13 =
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γ31 = 1 and γ23 = γ32 = −2 and choose the potential W (x) = 14 (1− x
2)2. In this case (6.1) becomes
dx1
dt
= x1(1− x21) + κ((x2 − x1) + (x3 − x1)),
dx2
dt
= x2(1− x22) + κ((x1 − x2)− 2(x3 − x2)),
dx3
dt
= x3(1− x23) + κ((x1 − x3)− 2(x2 − x3)).
In Figure 6.2 we plot the fixed points of our system and show how they evolve as κ increases as well as
indicate their stability.
Figure 6.2: The left plot shows how the stable fixed points of (6.1) evolve for 0 ≤ κ ≤ 1 in Example 6.1.
The evolution is shown with the color of the fixed point which gets lighter as κ increases. The right plot
shows the fixed points, not necessarily stable, of (6.1) for 0 ≤ κ ≤ 1. The color of the points indicates
its stability with dark points being stable while light ones are unstable. The interior box is the cube with
vertices (±1,±1,±1) which are the fixed points when κ = 0.
Now we discuss how the number of stable fixed points of this system changes with κ which is recorded
in Figure 6.3.
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Figure 6.3: The left plot, which appeared in [16], shows how the number of stable fixed points of (6.1), m(κ),
evolves as κ increases. Note that m(κ) = 2 for all κ ≥ 23 . The right plot shows the topologically equivalent
phase portrait for the pitchfork bifurcation at x = ±(1, 1, 1) with κ = 23 .This involves two 1-saddles colliding
with a stable point to produce a single 1-saddle.
These changes in the number of stable fixed points are the results of three distinct bifurcations which
we will discuss in detail momentarily. First, we note that the number of stable fixed points always changes
by two due to the symmetry of our network, namely, since vertices two and three are interchangeable. This
imposes a symmetry on the structure of the bifurcation points which are
x0 = ±
(
(3 + 31/2)1/2(2× 33/4 + 541/2 − 3× 61/2)












121/4 + 31/2 − 3
6(31/2 − 1)
,








where ϕ = 1+
√
5
2 is the golden ratio, namely, the positive root of the quadratic equation x
2 − x− 1 = 0.
Now we discuss the specific nature of these bifurcations. We start with the bifurcation at x0 = (1, 1, 1)
at κ0 =
2
3 . We first make a change of variables so that our bifurcation occurs as the origin. Thus we define















y − 3y2 − y3
where we interpret y2 and y3 as the vectors obtained by respectively squaring and cubing the components
of y component wise. The eigenvalues of the left matrix are 0, −2, and −4. If we make the change of
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variables w = V>y where V is a matrix whose columns are orthonormal eigenvectors of the left matrix













w − 3V>(Vw)2 −V>(Vw)3
From bifurcation theory we know that the dynamics of our system is merely that of a one dimensional system
on a two dimensional center manifold. Since the two non-zero eigenvalues are negative we know that the
dynamics in those directions are stable and therefore that stability is completely determined by the dynamics
on the center manifold. This manifold can be represented by two functions w2(w1, µ) and w3(w1, µ) which
vanish along with their first order partial derivatives at the origin. Using the bottom two equations in our
system we obtain that















w31 +O(quartic terms) which is topologically equivalent to
dw1
dt
= µw1 + w
3
1.
This last system is a pitchfork bifurcation whose phase portrait is shown in Figure 6.3. It represents the
collision of two unstable fixed points with a stable fixed point resulting in a single unstable fixed point.
Combining this with our previous observation that our system is stable in the other two directions we know
that the bifurcation of our original system is in fact a pitchfork with two 1-saddles colliding with a stable
fixed point producing a single 1-saddle. Of course the same argument works for x0 = −(1, 1, 1).
By a similar normal-form argument one can show that the bifurcations at x0 = ±(0, ϕ,−ϕ) at κ0 = ϕ3
are also pitchfork bifurcations with two stable fixed points colliding with a 1-saddle to produce a single
stable fixed point. In fact, the resulting stable fixed points diverge to infinity as κ increases to infinity. For
a discussion of bifurcation theory and normal forms see [102].
6.3 Balanced graphs and global minima
In this section we consider the special case when Ĝ is symmetric and the resulting undirected graph G is
a balanced, defined below, and characterize the global minima of Eκ. Unfortunately, this characterization
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doesn’t hold for stable fixed points in general as a consequence of the proof of Theorem 6.3. This is because
one of the xi could be on a “shelf” on the opposite side of the potential from the rest of its clique.
Definition 6.6. A graph G is said to be balanced if every cycle contains an even number of negative edges.
Physically such graphs can be characterized as those graphs for which “the enemy of my enemy is my
friend” and “the friend of my friend is my friend”. This can be most clearly seen in the case of a triangular
cycle in which either all vertices are friends or exactly two of them are enemies. In [25] Cartwright and Haray
gave an alternate characterization of balanced graphs as those graphs with a signed bipartite structure.
Theorem 6.1 (Cartwright-Harary). A graph G is balanced if and only if its vertex set V can be decomposed
into two mutually exclusive subsets V1 and V2 (referred to as cliques) such that γji ≥ 0 if i and j belong to
the same clique and γji ≤ 0 if i and j belong to different cliques.
Now we can state the main result of this section.
Theorem 6.2. Suppose that Ĝ is a symmetric graph for which G is a connected balanced graph. Let κ > 0
and x be a global minimum of the energy Eκ. Then xi 6= 0 for all i and xi and xj have the same sign if and
only if i and j belong to the same clique.
Proof. We first define for any x a new vector x̃ by
x̃i =

|xi| if i ∈ V1,
−|xi| if i ∈ V2.
Now we will prove our result with the following sequence of steps. First, we will show that Eκ(x̃) ≤ Eκ(x)
for all x. Second, we will show that xi 6= 0 for all i if x is a global minimum of Eκ. Lastly, we will show
that our first inequality becomes a strict inequality, Eκ(x̃) < Eκ(x), under the additional assumptions that
x 6= ±x̃ and xi 6= 0 for all i. From this we will conclude that x = ±x̃ and xi 6= 0 for all i if x is a global
minimum of Eκ.
We now prove the first statement. First, we observe that
∑N
i=1W (xi) is invariant under the transforma-
tion x 7→ x̃ since W is even. Therefore it remains to consider the interaction term
∑
(i,j)∈Ê














Since x̃ is obtained from x by at most changing signs we see that only the middle term can be affected by
this transformation. Furthermore, the magnitude of each summand is invariant so it suffices to show that
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γjix̃ix̃j ≥ 0 for all i and j. This follows from the observation that γji ≥ 0 and x̃i and x̃j have the same sign
if i and j belong to the same clique and that γji ≤ 0 and x̃i and x̃j have different signs if i and j belong to
different cliques.
Next, we prove the second statement. Since x is a global minimum of Eκ we get that x̃ is also a
global minimum of Eκ from the inequality we just established. Therefore ∇Eκ(x̃) = 0. Now suppose that













As before one can check that the sign of γij x̃j is independent of j resulting in xj = x̃j = 0 for all (i, j) ∈ Ê.
Since Ĝ is connected we get that x = 0. However, Eκ(0) = NW (0) > nW (±m) = Eκ(±m1) which is a
contradiction.
Now we prove our last statement. We start by observing that
Eκ(x)− Eκ(x̃) = κ
∑
(i,j)∈Ê
γij(x̃j x̃i − xjxi)
and that γij(x̃j x̃i − xjxi) equals 2γij x̃j x̃i if exactly one of xi and xj changes parity when x 7→ x̃ and zero
otherwise. Now suppose that there exists two vertices i and j such that xi = x̃i and xj 6= x̃j . Since G
is connected there is a path of vertices between i and j and along this path there exists a pair of vertices
{k, `} ∈ Ê such that xk = x̃k and x` 6= x̃`. By the comment above this implies that at least one summand
is positive while the rest are non-negative implying that Eκ(x̃) < Eκ(x) as we desired.
6.4 Non-monotonicity of the Number of Stable Fixed Points
In [8] Berglund et al. showed for a symmetric ring network with unit edge weights that the number of
stable fixed points of (6.1) never increases as κ increases. Physically this states that the number of stable
configurations decreases as we increase the relative strength of the interaction term. It is then natural to
consider if this behavior holds in a more general setting. In this section we show that this is not the case.
In particular we show that there exists a W potential, independent of the network Ĝ, for which the number
of stable fixed points does not decrease monotonically as κ increases. More specifically, we show that the
number of stable fixed can be made arbitrarily larger than the number at κ = 0, namely, 2N .
Theorem 6.3. For any d ≥ 1 there exists a potential W such that for any graph Ĝ the number of stable
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fixed points of (6.1) increases by at least d as κ increases over some interval. In particular, this interval can
be chosen with left end point zero.
The basic idea is to construct a potential W with a “shelf” on which a new stable fixed points can appear.
However, before we prove our Theorem 6.3 we need the following lemma.
Lemma 6.1. Fix 0 < ` < m < r and M > 0 and let W be a potential such that W ′′ ≥ M on [`, r]. For a
network Ĝ choose κ so that
κ‖L‖ = M min{r −m,m− `}
2r





Then for each p ∈ {−m,m}N there exist continuous functions fp : [0, κ]→ ([−r,−`]∪ [`, r])N satisfying the
following properties:
1. fp(0) = p,
2. gκ(fp(κ
′), κ′) = 0 for all κ′ ∈ [0, κ],
3. ∇gκ(fp(κ′), κ′) is positive definite for all κ′ ∈ [0, κ].
Essentially, Lemma 6.1 gives a lower bound on κ so that the stable fixed points, evolving according to
the implicit function theorem from the various fixed points at κ = 0, remain in the region ([−r,−`]∪ [`, r])N .
Proof of Lemma 6.1. We first find a region on which ∇gκ(x, κ′′) is positive definite. To do this we observe
that the magnitudes of the eigenvalues of L are bounded by 2‖L‖ by the Gershgorin Circle Theorem. From
this and the bound on W ′′ we conclude that ∇gκ(x, κ′′) is positive definite for x ∈ ([−r,−`] ∪ [`, r])N and
0 ≤ 2κ′′‖L‖ < M .
Now fix p ∈ {−m,m}N . The implicit function theorem guarantees the existence of a κ′′ > 0 and a
function fp : [0, κ
′′]→ ([−r,−`] ∪ [`, r])N satisfying 1, 2, and 3 with κ replaced by κ′′. Furthermore, we can
always increase κ′′ with the implicit function theorem until one of two conditions fails: ∇gκ(fp(κ′′), κ′′) is
no longer positive definite or fp(κ
′′) becomes a boundary point of ([−r,−`] ∪ [`, r])N . Since our specified κ
satisfies 0 ≤ 2κ‖L‖ < M we can increase κ′′ to κ without the first condition failing.
Therefore we seek to determine when the second condition can fail. To do this suppose that fp(κ
′′)i is a











j 6=i |Lij |




In other words, if κ′′ < κ, then it is impossible for the second condition to fail so that we can extend κ′′ all
the way to κ.
Now we can prove Theorem 6.3.
Proof of Theorem 6.3. We first consider the base case d ≤ 2 form which the general statement will easily
follow. Now fix constants 0 < `′ < r′ < ` < m < r and M > 0. Further choose a potential W satisfying
W ′′ ≥M on [`′, r′] ∪ [`, r] and the inequalities
W ′(`′) < −M(r + r
′) min{r −m,m− `}
2r
, W ′(r′) > −M(`− r
′) min{r −m,m− `}
2r
,
W ′(`) < −M min{r −m,m− `}, W ′(r) > M min{r −m,m− `}.
Next we let Ĝ be any network and choose κ as in Lemma 6.1. Our result will follow once we show that (6.1)
has a stable fixed point x0 /∈ ([−r,−`] ∪ [`, r])N . This is because −x0 will also be such a stable fixed point
and the stable fixed points from κ = 0 survives via fp(κ) by Lemma 6.1.
Our method for demonstrating the existence of such an x0 is to construct a rectangular region on whose
faces gκ has certain sign patterns so that we can apply the Poincaré-Miranda Theorem [73]. To do this we
first fix a vertex i for which ‖L‖ =
∑
j 6=i |Lij | and let j denote a generic vertex not equal to i. We then
define R our rectangular region to be the set of x ∈ RN for which xi ∈ [`′, r′], xj ∈ [−r,−`] if γij ≥ 0, and
xj ∈ [`, r] if γij < 0. Physically, there are two cliques, one pulling and the other pushing xi to the left. Now
we check the sign of the components of gκ on the faces of R. From our inequalities we deduce that
M(`− r′) min{r −m,m− `}
2r
≤ κ(Lx)i ≤
M(r + r′) min{r −m,m− `}
2r
,
−M min{r −m,m− `} ≤ κ(Lx)j ≤M min{r −m,m− `},










< 0 < gκ(x)j
∣∣∣∣
xj=r
for all x in the indicated faces of R. Now we can apply the Poincaré-Miranda Theorem and conclude that
(6.1) has a fixed point in x0 ∈ R. We can also easily see that x0 is stable by the same argument as in the
proof of Lemma 6.1.
In general, choose any s so that 2s ≥ d and choose numbers 0 < `′1 < r′1 < · · · < `′s−1 < r′s−1 < ` < m < r.
Then impose the same restrictions to W ′ and W ′′ as above for each pair `′t and r
′
t for t ∈ {1, . . . , s−1}. This
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results in 2s ≥ d fixed points all of which are distinct since the ith component lies in the interval ±(`′t, r′t)
which is disjoint from the others.
We quickly note that our special vertex i has the physical interpretation as an individual with maximal∑
(i,j)∈Ê |γij |, namely, an individual with the greatest net opinions of the other individuals in the social
network. We end this section, hence chapter, with three examples.
Example 6.2. We construct an explicit example of a potential whose existence is guaranteed by Theorem
6.3. In particular, we show how to combine multiple “shelves” to guarantee an increase of at least d = 4
local minima. For simplicity, choose 0 < `′1 = ε < r
′
1 = 1− ε < `′2 = 1 + ε < r′2 = 2 < ` = 3 < m = 4 < r = 5
where ε > 0 is chosen sufficiently small. We then choose our potential to satisfy
W (x) =

S(x) if `′1 ≤ x ≤ r′1,
S(1) + S(x− 1) if `′2 ≤ x ≤ r′2,
2S(1) + T (x− 4) if x ≥ `,
where S(x) = 12x
2− 1211x and T (x) = x
2− 4. An example of such a potential is given in Figure 6.4 where we
have chosen ε = 110 . We have filled the gaps in the definition of W using interpolating polynomials so that
the resulting potential is twice continuously differentiable. With this definition we have that our inequalities
W ′′(x) ≥M for x ∈ [`′1, r′1] ∪ [`′2, r′2] ∪ [`, r] and
W ′(`′1) < −
M(r + r′1) min{r −m,m− `}
2r
, W ′(r′1) > −
M(`− r′1) min{r −m,m− `}
2r
,
W ′(`′2) < −
M(r + r′2) min{r −m,m− `}
2r
, W ′(r′2) > −
M(`− r′2) min{r −m,m− `}
2r
,
W ′(`) < −M min{r −m,m− `}, W ′(r) > M min{r −m,m− `},
are all satisfied with M = 1.
Now each of the four intervals contributes (−r′2,−`′2), (−r′1, `′1), (`′1, r′1), and (`′2, r′2) at least one new
fixed point at κ = 110‖L‖ by the proof of Theorem 6.3. This then results in at least d = 4 new stable fixed
points as desired. We now fix a graph Ĝ which we choose to be the complete graph on three vertices with
unit edge weights. In this case, ‖L‖ = 1 and we are guaranteed to have at least four new, or twelve total,
fixed points at κ = 110 . In Figure 6.4 we give a table showing how the number of stable fixed points of (6.1)
depends on κ for small values of κ. In particular, we see that we obtain over twenty more new stable fixed
points demonstrating that although a “shelf” guarantees at least two new stable fixed points it may produce
substantially more. Also, we notice that the number of stable fixed points appears to peak at κ = 0.05 which
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Figure 6.4: A plot of a potential W as given in Example 6.2 and a table of the number of stable fixed
points of (6.1), m(κ), for this W and the complete graph on three vertices with unit edge weights. Since the
network is symmetric we can equivalently count local minima of Eκ. We do this by determining the critical
points of Eκ with the NSolve function in Mathematica and then removing points which don’t have positive
definite Jacobian.
is before we reach the value of κ = 110 used in the proof of Theorem 6.3.
Example 6.3. We now give an example demonstrating that the “shelves” that we used in the proof of
Theorem 6.3 are not necessary for the number of stable fixed points of (6.1) to increase.
Choose W to be any smooth even function with W (x) = (|x| − 1)4 for x ∈ (−∞,−1/2] ∪ [1/2,∞)
and set κ = 110 . Furthermore, choose Ĝ be the symmetric graph on two vertices with negative unit edge
weights between them. Now we consider the signs of the components of ∇Eκ on the faces of the rectangles









10 < 0 for x1 = 1 and x2 ∈ (−2,−1),
W ′(x1) +
1














5 < 0 for x2 = −2 and x1 ∈ (1, 2),
W ′(x2) +
1




10 > 0 for x2 = −1 and x1 ∈ (1, 2),











5 < 0 for x1 =
1
2 and x2 ∈ (1, 2),
W ′(x1) +
1















10 = 0 for x2 = 1 and x1 ∈ (1/2, 1),
W ′(x2) +
1




5 > 0 for x2 = 2 and x1 ∈ (1/2, 1),
for the second rectangle. Therefore we can apply the Poincaré-Miranda Theorem to these rectangles and
deduce that we have a fixed point in both of our rectangles. One can check that the Hessian ∇2Eκ is
positive definite on these rectangles so that these fixed points are stable. Finally, by symmetry we get
additional stable fixed points in the rectangles (1, 2) × (−2,−1), (1, 2) × ( 12 , 1), (−1,−
1
2 ) × (−2,−1), and
(−2,−1)× (−1,− 12 ) resulting in a total of of six stable fixed points which is two more than the initial four
at κ = 0.
Example 6.4. Finally, we give an example where the number of stable fixed points of (6.1) increases where
the potential, like the last example, has no “shelves” but there are only positive edge weights.
To do this we choose W , plotted in Figure 6.5 to be a smooth even potential such that W (x) = 14 (1−x
2)2
for x ∈ (−∞,−1] ∪ [1,∞), W ′′(x) > 0 for x ∈ (−1,−1 + ε) ∪ (1− ε, 1), and
W ′(x) =

10 for x ∈ [−1 + ε,−1/2− ε],
1/10 for x ∈ [−1/2 + ε,−ε],
−1/10 for x ∈ [ε, 1/2− ε],
−10 for x ∈ [1/2 + ε, 1− ε].
Here ε is a small positive parameter which we choose to be ε = 1100 . Finally, let Ĝ be the symmetric graph
with two vertices with positive unit edge weights between them.
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Figure 6.5: The plot of the potential W (x) for Example 6.4. Note that there only appears to be “corners”
since ε is small. The regions not specifically defined were filled in using interpolating polynomials.
We will now prove that there are at least six stable fixed points of (6.1) at κ = 340 . To do this we will
again check the sign of the components of ∇Eκ on the faces of two rectangular regions which we choose to







40x2 < 0 +
3







40x2 > 10 +
3
40 (−1 + ε− (
1












40 (−1− ε) < 0 for x2 = ε and x1 ∈ (−1,−1 + ε)






40 (−1 + ε−
1
2 + ε) > 0 for x2 =
1
2 − ε and x1 ∈ (−1,−1 + ε)







40x2 < 0 +
3





40x2 > 10 +
3








40 (−1− (1− ε)) < 0 for x2 = 1− ε and x1 ∈ (−1,−1 + ε),




40 (−1 + ε− 1) > 0 for x2 = 1 and x1 ∈ (−1,−1 + ε),
for the rectangle (−1,−1+ε)×(1−ε, 1). Therefore as in the last example we can apply the Poincaré-Miranda
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Theorem to obtain two fixed points of (6.1). One can check as before that they are in fact stable. Finally
by symmetry as before we obtain an additional one and three stable fixed points from the two rectangles





In this chapter we discuss a new algorithm for generating certain types of random networks. In particular,
we consider a generalization of the Erdős-Rényi for undirected and directed networks with correlated edges.
These correlations arise from the statistics of certain motifs, patterns of edges, in the network. For a
discussion of applications of random networks and other algorithms see Section 1.7.
In particular our algorithm is based on the work of Zhao, Beverlin, Netoff, Fuller, and Nykamp in
[108, 107, 49]. There algorithm is based on properties of the Gaussian distribution and works as follows. For
each possible edge between two vertices in our vertex set we generate a standard normal random variable
Xi. If we let T denote a threshold value, then we could include the ith edge if Xi ≤ T . In this case the edges
aren’t correlated and we get an Erdős-Rényi network. However, we can achieve correlations between our
random variables by defining the new normal random vector Y = C1/2X which has covariance matrix C.
We can then apply the new thresholding procedure by including the ith edge if Yi ≤ T . Therefore it remains
to determine the correct covariance matrix so that we get our desired correlations as well as compute its
square root.
The covariance matrix naturally records correlations between pairs of edges. In particular, we can
specify the correlations between pairs of edges which have specified relations to each other. For example, in
an undirected network we can consider the three cases when two edges are identical, have a single common
vertex, or when they have no common vertices. This then gives rise to a highly symmetric covariance matrix.
The point at which we depart from [108] is in our method of computing C1/2. Our main result is that C1/2
can be computed with complexity independent of the size of the network. This is due C belonging to a special
matrix algebra arising from a coherent configuration. The coherent configuration is a set of relations on pairs
of edges satisfying special properties. For undirected networks we have the three relations described above
giving a matrix algebra of dimension three. It turns out that C1/2 also belongs to this algebra allowing
us to reduce the problem of computing C1/2 to solving a system of coupled quadratic equations of low
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dimension. These of course can be easily solved numerically. Furthermore, in our setup we can easily study
the spectral properties of C. This is crucial since a covariance matrix must be positive definite and allows
us to understand the subset of the matrix algebra which can actually be used to generate random networks.
In fact, we can explicitly compute the eigenvalues since the number of distinct eigenvalues is independent of
the size of the network and in fact bounded the number of relations in the coherent configuration.
In this chapter we consider the problem of generating random undirected and directed networks where
every edge between vertices is possible. We plot some examples which allows us to see how we can use this
setup to compute networks with different properties based on choices of a few parameters. This is based on
the current work of Bronski and the author. We hope to extend these results to other situations such as
generating random distance regular networks.
7.2 Preliminaries and Notation
In this section we introduce coherent configurations. We recall the references [55, 23].
Definition 7.1. A set X with relations R(1), . . . ,R(d) on X × X is called a coherent configuration if it
satifies the following properties:
1. The relations R(1), . . . ,R(d) partition X ×X, namely, for every (x, y) ∈ X ×X there exists a unique
i such that (x, y) ∈ R(i).
2. There exists a subset of R(1), . . . ,R(d) which partitions the identity relation {(x, x) : x ∈ X}.
3. For every i there exists a j such that R(j) = {(y, x) : (x, y) ∈ R(i)}, namely, the adjoint relation of
R(i).
4. For any i, j, and k there exists a non-negative integer ρ
(i)
kj such that for any (x, y) ∈ R(k) there are
exactly ρ
(i)
kj elements z such that (x, z) ∈ R(i) and (z, y) ∈ R(j).
The integers ρ
(i)
kj are called the structure constants of the coherent configuration. Note that the notation ρ
(i)
kj
will become apparent in a moment.




1 if (x, y) ∈ R,
0 otherwise.
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Lemma 7.1. Let X be a set with relations R(1), . . . ,R(d) on X ×X with adjacency matrices J(1), . . . ,J(d).
Then it is a coherent configuration if and only the following properties hold:
1. J(1) + · · ·+ J(d) is the matrix of all ones.
2. There exists a subset of J(1), . . . ,J(d) which sums to the identity matrix.
3. For every i there exists a j such that J(j) is the transpose of J(i).










In particular, a coherent configuration defines a finite dimensional matrix algebra.
This matrix algebra is often called the Bose-Mesner algebra [6] in the case of a commutative coherent
configuration called an association scheme. The important property of this algebra is that its dimension d is
independent of the size of X and therefore computations in this algebra, such as taking square roots, have
computational complexity determined by d. We make this precise in the following lemma.
Lemma 7.2. Given a coherent configuration define ρ to be the unique linear map from the resulting algebra to
the set of d×d matrices satisfying ρ(J(i))jk = ρ(i)jk . Then ρ is a spectrum-preserving injective homomorphism,
namely, a matrix and its image under ρ have the same eigenvalues.
Proof. We begin by proving that ρ is an algebra homomorphism i.e.
ρ(J(i)J(j)) = ρ(J(i))ρ(J(j)).





























































































This establishes that ρ is a homomorphism since it is clearly additive.










for any matrix M in the algebra where ρ(M)j is the jth row of ρ(M). In particular, if λ is an eigenvalue of










Since J(1), . . . ,J(d) have disjoint support, hence are linearly independent, we know that the column space of∑d
i=1 aiJ
(i) contains at least one non-zero vector since a is non-zero. This shows that λ is also an eigenvalue
of M. Conversely, suppose that λ is an eigenvalue of M. By 2 in Lemma 7.1 we know that the identity
matrix I belongs to the algebra. Furthermore it is easy to see that ρ(I) is also an identity matrix. As a














for any vector a. Now suppose for the sake of contradiction that λ = 0 is not an eigenvalue of ρ(M). Then
the map a 7→ a>ρ(M) is surjective. In particular, again by 2 in Lemma 7.1 this implies that there exists




(j) resulting in the contradiction that det(I) = 0. This completes
the proof that ρ is spectral preserving.
Finally, we show that ρ is injective. Therefore suppose that ρ(M) = 0 in which case MJ(i) = 0 for all i.
But the rank of the space of all column vectors satisfies rank(J(1) . . .J(d)) ≥ rank(I) since I belongs to the
algebra. This implies that the null space of M is the whole space and therefore that M = 0 demonstrating
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the injectivity of ρ.
7.3 Random Undirected Graphs
In this section we show how the theory of coherent configurations can be used to construct uniform random
undirected graphs. Define X to be the set of all possible edges between the N vertices. Next we define the
three relations
R(1) := {(x, y) ∈ X ×X : x equals y},
R(2) := {(x, y) ∈ X ×X : x and y have a single common vertex},
R(3) := {(x, y) ∈ X ×X : x and y have no common vertices}.
One can check that this gives a coherent configuration. We can visualize these relations with their adjacency
matrices. In general J(1) is the identity matrix while for N = 4 we have that
J(2) =

0 1 1 1 1 0
1 0 1 1 0 1
1 1 0 0 1 1
1 1 0 0 1 1
1 0 1 1 0 1




0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

where we have taken the edges in the order {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, and {3, 4}.
Now suppose that we want to generate random undirected graphs with the following statistics:
P (ei ∈ E) = p,
P ((ei, ej) ∈ E × E : (ei, ej) ∈ R(2)) = p2(1 + αtogether),
P ((ei, ej) ∈ E × E : (ei, ej) ∈ R(2)) = p2(1 + αapart).
Here αtogether and αapart measure how our statistics differ from the uncorrelated case where every edge is
included independently with probability p as in an Erdős-Rényi graph. Recall that we include the ith edge
in the graph if Yi ≤ T where T is a threshold value and Y is a standard normal random vector with covariance
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where α equals αtogether or αapart depending on whether (ei, ej) belongs to R(2) or R(3) respectively. Thus
given values for p, αtogether, and αapart we can first solve for T in the first equation and then solve for C in the
second equation. In particular, we see that the entries of C can be one of three values corresponding pairs
in our relations R(1), R(2), and R(3). In other words, C is in the three dimensional algebra generated by
the adjacency matrices J(1), J(2), and J(3). Therefore by Lemma 7.2 we can compute the square root of C
by simply solving a system of quadratic equations in three variables. To do this we simply have to compute
the structure constants which will then give us our map ρ.




23 , and ρ
(2)










(3) by 4 in Lemma 7.1. Recall that ρ
(i)
kj records the number of z ∈ X
for which (x, z) ∈ R(i) and (z, y) ∈ R(j) for any pair (x, y) ∈ R(k). Therefore ρ(2)13 = 0 since z would have
to have one vertex in common with x and none with y contradicting that x = y. Next, ρ
(2)
23 = N − 3 since
one vertex of z must be the vertex of x not shared by y while the other vertex of z is free to range over the
other N − 3 vertices. Finally, ρ(2)33 = 2(N − 4) since one vertex of z must be either of the two vertices of x
while the other vertex of z is free to range over the remaining N − 4 vertices. This process is illustrated in
Figure 7.1.
Figure 7.1: The blue and red edges denote x and y respectively while the green edges denote the possiblities
for z. The left plot illustrates how to show that ρ
(2)
23 = N − 3 while the right plot illustrates how to show
that ρ
(2)
33 = 2(N − 4).
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As previously mentioned this gives the expansion
J(2)J(3) = (N − 3)J(2) + 2(N − 4)J(3).






 , ρ(J(2)) =

0 2N − 4 0
1 N − 2 N − 3
0 4 2N − 5
 , and ρ(J(3)) =

0 0 12N
2 − 52N + 3
0 N − 3 12N
2 − 72N + 6
1 2N − 8 12N
2 − 92N + 10
 .
Therefore if we write C = J(1) + c2J
(2) + c3J
(3) and C1/2 = s1J
(1) + s2J
(2) + s3J
(3) the equation ρ(C) =
ρ(C1/2)2 results in a system of three coupled quadratic equations. We note that this system of equations
has a solution if and only if C is positive semi-definite since it is equivalent to C having a square root.
Of course C, being a covariance matrix, must be positive definite which places a restriction on the possible
values of c2 and c3 as well as αtogether and αapart. Since the eigenvalues of C and ρ(C) are the same by
Lemma 7.2 we can explicitly compute this region by the three inequalities
λ1 = 1− 2c2 + c3 > 0, λ2 = 1− 4c2 + 3c3 + (c2 − c3)N > 0, λ3 =
1
2
(2− 8c2 + 6c3 + (4c2 − 5c3)N + c3N2) > 0
which are plotted in Figure 7.2.














Figure 7.2: The left and right plots show the permissible region for c2 and c3 and αtogether and αapart for
N = 100.
In Figure 7.3 we show some graphs that were generated in this way for various values of αtogether and
αapart.
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Figure 7.3: Four random undirected graphs that were in order from left to right and top to bottom gener-
ated with the values (αtogether, αapart) equals (0.00000,0.00065), (0.33354,-0.01201), (0.71963,-0.02459), and
(1.16165,-0.03708) respectively. These were chosen so that c2 equals 0, 0.1, 0.2, and 0.3 respectively and
1 + 2(N − 2)c2 + (N−2)(N−3)2 c3 = 0. Notice that as c2 hence αtogether increases that the graphs become less
uniformly spread out and more concentrated in single tight clique.
We end this section by noting that as things stand our method of generating random graphs is unstable.
By this we mean that our random graphs can display a large variance in the number of included edges.
To see this let X and Y denote the sample means of X and Y respectively which are related by Y =
(1 + 2(N − 2)c2 + (N−2)(N−3)2 c3)X. Of course E[X] = 0 so that E[Y ] = 0. However, by the Central Limit
Theorem we know that X = O(1/N) which leads to Y = O(N). in other words the variance of Y grows with
N . Since we include edges via thresholding this results in graphs which tend to have either very few or very
many edges. To fix this it suffices to require that 1+2(N−2)c2+ (N−2)(N−3)2 c3 = O(N). For example, one can
always choose c3 = 0, or as in Figure 7.3, we choose our parameters so that 1+2(N−2)c2+ (N−2)(N−3)2 c3 = 0.
7.4 Random Directed Graphs
In this section we repeat the setup in the last section for directed graphs. In this case there are seven
fundamentally different ways that a pair of ordered edges can relate to each other which are recorded in the
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relations
Ridentity := R(1) = {(x, y) ∈ X ×X : x equals y},
Rrecip := R(2) = {(x, y) ∈ X ×X : the head and tail of x are the tail and head of y},
Rconv := R(3) = {(x, y) ∈ X ×X : x and y have the same heads but not tails},
Rdiv := R(4) = {(x, y) ∈ X ×X : x and y have the same tails but not heads},
R+chain := R
(5) = {(x, y) ∈ X ×X : the tail of x is the head of y but not vice versa},
R−chain := R
(6) = {(x, y) ∈ X ×X : the head of x is the tail of y but not vice versa},
Rapart := R(7) = {(x, y) ∈ X ×X : x and y have no common vertices}.
All of these relations are symmetric except for R+chain and R
−
chain which are adjoint relations of each other.
This of course implies that the relation Rchain := R+chain ∪ R
−
chain is symmetric. The reason we partitioned
Rchain to begin with is that it is necessary in order for this setup to constitute a coherent configuration. Now
suppose that we want to generate random directed graphs with following statistics:
P (ei ∈ E) = p,
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rrecip) = p2(1 + αrecip),
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rconv) = p2(1 + αconv),
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rdiv) = p2(1 + αdiv),
P ((ei, ej) ∈ E × E : (ei, ej) ∈ Rchain) = p2(1 + αchain).
As in the previous section this amounts to constructing a given covariance matrix C and then computing its
square root C1/2. Similar to before C belongs to the algebra generated by our adjacency matrices. The only
additional detail is that the coefficients of J(5) and J(6) are the same. Once again, computing C1/2 reduces
to the corresponding computation for ρ(C). Therefore we again need to compute the structure constants.





0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0




0 0 N − 2 0 0 0 0
0 0 0 0 0 N − 2 0
1 0 N − 3 0 0 0 0
0 0 0 0 1 0 N − 3
0 0 0 1 0 0 N − 3
0 1 0 0 0 N − 3 0





0 0 0 N − 2 0 0 0
0 0 0 0 N − 2 0 0
0 0 0 0 0 1 N − 3
1 0 0 N − 3 0 0 0
0 1 0 0 N − 3 0 0
0 0 1 0 0 0 N − 3




0 0 0 0 0 N − 2 0
0 0 N − 2 0 0 0 0
0 0 0 1 0 0 N − 3
0 1 0 0 0 N − 3 0
1 0 N − 3 0 0 0 0
0 0 N − 3 0 0 0 0




0 0 0 0 N − 2 0 0
0 0 0 N − 2 0 0 0
0 1 0 0 N − 3 0 0
0 0 1 0 0 0 N − 3
0 0 0 0 0 1 N − 3
1 0 0 N − 3 0 0 0





0 0 0 0 0 0 N2 − 5N + 6
0 0 0 0 0 0 N2 − 5N + 6
0 0 0 N − 3 0 N − 3 N2 − 7N + 12
0 0 N − 3 0 N − 3 0 N2 − 7N + 12
0 0 0 N − 3 0 N − 3 N2 − 7N + 12
0 0 N − 3 0 N − 3 0 N2 − 7N + 12
1 1 N − 4 N − 4 N − 4 N − 4 N2 − 9N + 20

.
As before we can expand C = J(1) + c2J
(2) + · · ·+ c7J(7) and C1/2 = s1J(1) + s2J(2) + · · ·+ s7J(7). Then
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again the equation ρ(C) = ρ(C1/2)2 results in a system of coupled quadratic equations for coefficients of
C1/2.
Once again we require that C be positive definite which occurs by Lemma 7.2 precisely when the eigen-
values of ρ(C) are positive. This results in the five inequalities
λ1 = 1− crecip − cconv − cdiv + 2cchain > 0,
λ2 = 1 + crecip − cconv − cdiv − 2cchain + 2capart > 0,




(2− 3cconv − 3cdiv − 2cchain + 6capart + (cconv + cdiv − 2capart)N ± τ) > 0
where
τ2 = 4c2recip − 4crecipcconv + c2conv − 4crecipcdiv + 2cconvcdiv + c2div
− 24crecipcchain + 12cconvcchain + 12cdivcchain + 36c2chain
+ 24crecipcapart − 12cconvcapart − 12cdivcapart − 72cchaincapart + 36c2apart
+ (−2c2conv + 4cconvcdiv − 2c2div + 8crecipcchain − 4cconvcchain − 4cdivcchain − 24c2chain
− 8crecipcapart + 4cconvcapart + 4cdivcapart + 48cchaincapart − 24c2apart)N
+ (c2conv − 2cconvcdiv + c2div + 4c2chain − 8cchaincapart + 4c2apart)N2.
In Figure 7.4 we show some randomly generated directed graphs.
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Figure 7.4: Four random directed graphs withN = 50 and p = 0.1 that were in order from left to right and top
to bottom generated with the values (αrecip, αconv, αdiv, αchain) equals (0,0,0,0), (4.12429,0,0,0), (0,4.12429,0,0),
and (2.24015,2.14015,0,0) respectively. These were chosen so that (c2, c3, c4, c5) equals (0,0,0,0), (0.75,0,0,0),
(0,0.75,0,0), and (0.5,0.5,0,0) respectively with c5 = c6 and 1 + c2 + (N − 2)c3 + (N − 2)c4 + 2(N − 2)c5 +





We derive results that help to understand the long term dynamics of these systems as well as their dependence
on the underlying network. Our main approach is studying fixed points of the system. More specifically, we
give results concerning the existence and approximate number of fixed points as well as their stability and
structure. In addition, we give an algorithm for generating random networks which we use to numerically
simulate the relationship between network statistics and network dynamics. In particular, we focus on the
Kuramoto model which is a model for the long term behavior of coupled oscillator networks. In Chapter 1
we discuss several versions of the Kuramoto model along with their applications.
In Chapter 2 we study the inertia of the Laplacian matrix which is crucial for understanding the stability
properties of fixed points. This is because the Laplacian matrix represents the second derivative operator
on the network. We show that computing the inertia can be reduced to computing the inertia of a “cycle
intersection matrix” which encodes the cycle structure of the network. We note that this result is not specific
to any one model and is in fact applicable to a wide class of models.
In Chapters 3 and 4 we study how the existence of phase-locked solutions, fixed points, of the Kuramoto
model depend on the natural frequencies of the oscillators. It is well known that such a solution exists if
these natural frequencies are very similar and does not exist if they are very dissimilar. In particular, we
consider the volumes of the regions in frequency space for which there exists a fixed point or stable fixed
point. In both chapters we derive upper and lower bounds for these regions as sums over spanning trees of
the network. The difference between the two is that in Chapter 3 we assume that the interaction between
the oscillators is symmetric where as we remove this assumption in Chapter 4. In both cases we use these
bounds to show that the number of spanning trees is a good estimate for the volumes of our regions when
the network is dense.
In Chapter 5 we study how the structure of the fixed points of the Kuramoto model depend on the
network topology. This is done by assigning to every fixed point a lattice point in a certain set which
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records how the phase-angles of the fixed point revolve around cycles in the network. This then allows us to
understand the possible types of fixed points by enumerating the lattice points in our set. Furthermore, we
deduce the order of growth of the number of fixed points, as well as stable fixed points, as we expand our
network while fixing its topology.
In Chapter 6 we study stable configurations in a model for opinion formation in a social network. The
model consists of two parts corresponding to the contribution of the individual and interactions with others
to the formation of the individuals opinion. In particular, this model allows for individuals to be influenced
by others by “liking” or “hating” each other and does not require that the feelings be mutual. We first
consider the case when the social network is balance, breaks up into to cliques, and characterize the global
minima of a certain energy function associated to the model. Then we study how the number of stable
configurations is affected by changing the relative strengths of the individual and interaction terms in the
model. In particular, we show that the number of stable configurations can increase as we increase the
relative strength of the interaction term. This is somewhat counter intuitive since relationships ought to
place restrictions on the possible outcomes.
Finally, in Chapter 7 we consider the problem of generating random networks. As mentioned this is
important for studying how the dynamics are affected by certain network statistics. In particular, we give
a method for efficiently generating random undirected or directed networks with specified second order
network statistics, namely, specified statistics of two edge configurations. We do this by employing an
algebraic structure called a coherent configuration which allows the complexity of the computation to be
independent of the size of the network. As an application, in Chapters 3 and 4 we numerically simulate how
the number of spanning trees of a network, hence volume of the phase-locking regions, depends on second
order networks statistics.
8.2 Future Work
In this final section we give a list of open problems of interest to the author all of which naturally generalize
or apply the results of the preceding chapters.
First, in Chapter 2 we give a formula for the inertia of the Laplacian matrix of an undirected network
in Theorem 2.2. Naturally we would like to generalize our result to directed networks. This is possible in
some cases, namely, those with normal Laplacian matrices which include distance-regular graphs [33]. This
extension is due to the fact that the inertia of a normal matrix is the same as the inertia of its symmetric
part. (This holds since the symmetric and skew-symmetric parts of a normal matrix are simultaneously
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diagonalizable normal matrices. Therefore the eigenvalues of the original matrix are simply sums of the
eigenvalues of its symmetric and skew-symmetric parts where the latter has only imaginary eigenvalues.)
Physically we are replacing the directed edges between two vertices by a single undirected edge whose
weight is their average. In general, we can always find a symmetric matrix with the same inertia [24] as our
original Laplacian matrix to which we can apply Theorem 2.2. However, without a physical interpretation
this solution is clearly lacking. In addition, our proof of Theorem 2.2 is fundamentally an application of
Haynsworth’s Theorem and Sylvester’s Law of Inertia both of which do not generalize to arbitrary matrices.
In addition, it would be interesting to generalize Theorem 2.8 in [17], discussed in Chapter 2 which gives
tight bounds for the inertia of the Laplacian matrix in terms of the signs of the edge weights. The proof
cannot be immediately extended since it rests on counting eigenvalue crossings which can occur any where
on the imaginary axis when the Laplacian matrix isn’t symmetric.
In Chapters 3 and 4 we considered the volume of the phase-locking and stable phase-locking regions of
the Kuramoto model. However, we never consider the geometry of these regions. It seems intuitive that
these regions ought to be radial with respect to the origin. In other words, if we have a fixed point and we
continuously adjust the natural frequencies of the oscillators closer to each other, then this fixed point ought
to evolve continuously until the natural frequencies are identical. Furthermore, we expect that the stability
of this fixed point would only increase as it moved along this path. However, we have numerical evidence
which suggests that this is not always the case and hope to investigate this problem further.
In Chapter 5 we show how to assign an integer tuple to a phase-locked solution which records how
the phase-angles revolve around cycles in the network. This can be used to understand transitions in the
stochastic Kuramoto model (1.9), namely, the Kuramoto model with the addition of white noise. Even
when such a system has reached a stable fixed point it will eventually transition to another one due to the
white noise. By the Freidlin-Wentzell Theory [47] we know that these transitions in the limit of small noise,
always occur between two stable fixed points via a single 1-saddle, namely, a fixed point at which the system
has a one dimensional unstable manifold. Therefore it is useful to characterize which pairs of stable fixed
points can transition between each other in this way as well as understand the energy of the 1-saddle and
hence the probability of the transition. In particular, we expect that a stable fixed point will transition to
another stable fixed point with a similar integer tuple which we have numerically observed for a generic two
cycle network. Note that these transitions were completely determined by DeVille in [38] for ring networks,
namely, the single cycle case. We hope to generalize these results to more general networks.
In Chapter 7 we show how to use coherent configurations to efficiently generate random networks. This
however makes use of a tremendous amount of symmetry since we construct a network where every edge is
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possible but only included with a certain probability. In other words, each network is a random subgraph
of the complete graph which of course has maximal symmetry. We would like to extend our results to other
networks where only edges from a certain subset of all possible edges can be included. We note that this can
always be done using coherent configurations since the set of matrices which are all zero except for a single
entry of one form a coherent configuration. However, this coherent configuration is not independent of the
size of the network and therefore loses the computational advantage that we can gain from the algebraic
structure. Therefore we want to find other networks with a manageable coherent configuration whose size is
independent of the size of the network. This of course will require some amount of symmetry. An example
of a class of such networks are the strongly distance regular digraphs [35].
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[96] Katarzyna Sznajd-Weron and Józef Sznajd. Opinion evolution in closed community. International
Journal of Modern Physics C, 11(06):1157–1165, 2000.
[97] C. J. Tavora and O. J. M. Smith. Equilibrium analysis of power systems. IEEE Transactions on Power
Apparatus and Systems, PAS-91(3):1131–1137, May 1972.
[98] Kai-Man Tsang. Counting lattice points in the sphere. Bulletin of the London Mathematical Society,
32(6):679–688, 2000.
[99] Mark Verwoerd and Oliver Mason. Global phase-locking in finite populations of phase-coupled oscilla-
tors. SIAM Journal on Applied Dynamical Systems, 7(1):134–27, 2008. Copyright - Copyright] 2008
Society for Industrial and Applied Mathematics; Last updated - 2012-03-04.
[100] Mark Verwoerd and Oliver Mason. Global phase-locking in finite populations of phase-coupled oscil-
lators. SIAM Journal on Applied Dynamical Systems, 7(1):134–160, 2008.
[101] Mark Verwoerd and Oliver Mason. On computing the critical coupling coefficient for the Kuramoto
model on a complete bipartite graph. SIAM Journal on Applied Dynamical Systems, 8(1):417–453,
2009.
[102] Stephen Wiggins. Introduction to applied nonlinear dynamical systems and chaos, volume 2 of Texts
in Applied Mathematics. Springer-Verlag, New York, second edition, 2003.
[103] Daniel A. Wiley, Steven H. Strogatz, and Michelle Girvan. The size of the sync basin. Chaos,
16(1):015103, 8, 2006.
[104] D. Zelazo and M. Brger. On the robustness of uncertain consensus networks. IEEE Transactions on
Control of Network Systems, 4(2):170–178, June 2017.
[105] Wen-Yi Zhang, Chao Yang, Zhi-Hong Guan, Zhi-Wei Liu, Ming Chi, and Gui-Lin Zheng. Bounded
synchronization of coupled Kuramoto oscillators with phase lags via distributed impulsive control.
Neurocomputing, 218:216 – 222, 2016.
[106] Xin-Min Zhang. Schur-convex functions and isoperimetric inequalities. Proc. Amer. Math. Soc.,
126(2):461–470, 1998.
[107] Liqiong Zhao. Synchronization on second order networks. University of Minnesota Theses, page 130,
2012.
[108] Liqiong Zhao, Bryce Beverlin, Tay Netoff, and Duane Nykamp. Synchronization from second order
network connectivity statistics. Frontiers in Computational Neuroscience, 5:28, 2011.
105
Appendix A: Classical Theorems
In this appendix we give proofs of the well-known results Sylvester’s Law of Inertia (Theorem 2.4), Haynsworth’s
Theorem (Theorem 2.3), and the Matrix Tree Theorem (Theorem 2.6) which were used in Chapters 2, 3,
and 4.
Proof of Sylvester’s Law of Inertia. We prove this result with a homotopy argument. We start by noting
that if U(t) is a continuous family of nonsingular matrices with U(0) = I, then i(U(t)>MU(t)) = i(M) for
all t. This is because this family of matrices have real eigenvalues which are continuous in t and cannot cross
zero. Therefore it remains to show that for any nonsingular matrix U there exists a continuous path U(t)
connecting it to I. It suffices to consider the cases when U is a unitary or positive definite hermitian matrix
since any nonsingular matrix has a polar decomposition U = AB where A is a unitary matrix and B is a
positive definite hermitian matrix. The eigenvalues of a unitary matrix lie on the unit circle and therefore
one can easily construct a path by diagonalizing and continuously moving the eigenvalues on the unit circle.
Similarly, a positive definite hermitian matrix is diagonalizable and therefore one can construct a path by
moving the eigenvalues from 1 to the given positive eigenvalues.
Proof of Haynsworth’s Theorem and Determinant Version. We follow the proof in [54]. We start by noting
that we can assume that S = {x ∈ RN : xk+1 = · · · = xN = 0} where k = dim(S) by making a change of




 where M11 = M|S .








where M/M11 = M22 −M21M−111 M12 is the Schur complement of M11 with respect to M. Since both M
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and M11 are invertible we see that M/M11 is invertible. In this case one can check by direct computation
that
M−1 =
M−111 + M−111 M12(M/M11)−1M21M−111 −M−111 M12(M/M11)−1
−(M/M11)−1M21M−111 (M/M11)−1

hence M−1|S⊥ = (M/M11)−1. Bringing it all together and applying Sylvester’s Law of Inertia again we
arrive at
i(M) = i(Q>MQ) = i(M11) + i(M/M11) = i(M|S) + i(M−1|S⊥)
which proves Haynsworth’s Theorem. Also, since det(Q) = 1 we have that
det(M) = det(Q>MQ) = det(M11) det(M/M11) = det(M|S) det(M−1|S⊥)−1
proving the determinant version.
Proof of the Matrix Tree Theorem. We only prove the version for directed graphs since the version for undi-
rected graphs is a special case. Furthermore, we note that it suffices to prove the result for the complete
directed graph, which provides maximal symmetry, since we can simply set the edge weight γij = 0 if
(i, j) /∈ Ê. In addition, we only consider principle minors since the rows of a Laplacian matrix are mean
zero, linearly dependent, allowing one to change rows using properties of the determinant. In particular, it




sgn(σ)Lσ(2)2 . . .Lσ(N)N .





where H is a subgraph such that each vertex other than one has out degree one while one has out degree
zero. We note that such a subgraph H has one connected component which is a tree rooted at one and all










Figure A.1: An example subgraph H for N = 10.
Now we compute the coefficient of γ(H). To do this we first determine which permutations π can make a
non-zero contribution. First, we note that every permutation is a product of cycles. We start by considering
the simplest cycle, namely, when σ fixes a vertex i. In this case the contribution to the coefficient γ(H) is
one since Lii =
∑
j 6=i γij . Therefore it remains to consider non-trivial cycles. We note that σ contributes
nothing to γ(H) if any of its non-trivial cycles do not correspond to directed cycles in H. Therefore we
assume that this is the case. Furthermore we note that σ must fix every vertex that is not a part of a cycle
and that it either fixes all vertices in a cycle or none of them. Now if the cycle has length k, then we get a
contribution of (−1)k from the product and (−1)k−1 from sgn(σ) making a net contribution of negative one.
As mentioned previously, fixed vertices do not contribute. Therefore if σ has d disjoint cycles, it contributes





such permutations with d disjoint cycles each







(−1)d = 0 by the binomial theorem. This
implies that the only subgraphs H for which γ(H) appears are directed spanning trees rooted at one, namely,
those with ` = 0. Since they have no cycles the only contribution is from the identity permutation which
fixes every vertex and contributes a coefficient of one completing the proof.
For example, looking at Figure A.1 we see that σ must fix 2 since there is no other vertex that can map
to it. In this way we can inductively peel off leaves of the directed tree component of H to conclude that σ
must fix all of those vertices. Furthermore σ must fix 7 since otherwise it would have to contain the sequence
7→ 8→ 9→ 10→ 8 which isn’t a valid permuation. Also, if σ doesn’t fix 3, then σ must contain the cycle
3→ 4→ 5→ 6→ 3. Conversely, if σ fixes 3, then we can inductively conclude that it must fix 4, 5, and 6
since there are no other vertices to map to them. From this we conclude that there are only four possible
permutations namely the identity and (3, 4, 5, 6), (8, 9, 10), and (3, 4, 5, 6)(8, 9, 10). Therefore we obtain the
sum 1 − 1 − 1 + 1 = 0 demonstrating that the coefficient of γ(H) equals zero as desired since H is not a
directed tree.
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Appendix B: Remaining Theorems
and Lemmas
In this appendix we give proofs for the theorems and lemmas specific to this thesis and organize them
according to the chapters in which they appear.
B.1 Proofs for Chapter 2
Lemma (Lemma 2.7). Let M be a symmetric matrix with a one-dimensional null space spanned by x. Then
for any vectors y and z,






Proof of Lemma 2.7. Since M is Hermitian let V be a matrix whose columns form a basis of orthonormal
eigenvectors vi with eigenvalues λi. Since M has a one dimensional null space we can set λ1 = 0. Then
D = V>MV is the diagonal matrix with diagonal entries the eigenvalues λi. If we define R = V
>(yz>)V
then
V>(M + yz>)V = D + R
hence det(M+yz>) = det(D+R). By multi-linearity of the determinant we can express this new determinant
as a sum of 2N determinants whose ith row is either the ith row of D or R. Since R = (V>y)(V>z)> is
rank one we can choose at most one row from R. Furthermore the first row of D is zero. Therefore the only
contribution is from the matrix which is D with its first row replaced by the first row of R. Since this matrix
is upper triangular its determinant is the product of the diagonal terms which is 〈v1,y〉〈v1, z〉λ2 . . . λN . By
Definition 2.5 we know that the product of eigenvalues is precisely detRed(M). Also v1 = ±x/‖x‖ which
completes the proof.
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B.2 Proofs for Chapter 3
Theorem (Theorem 3.2). Let PN , CN , SN−1, and KN denote a path, star, cycle, and complete graphs on








































Vollower(KM,N ) = 2
M+N−3/2√M +N
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Proof of Theorem 3.2. The formulas for Vollower(PN ), Vollower(CN ), and Vollower(SN−1) are straightfor-
ward calculations since their spanning trees are simple. Therefore we only consider Vollower(KN ) and
Vollower(KM,N ) and compute them in this order. A well-known consequence of Prüfer sequences [62] is




. As a result,




























= 2N−3/2N3/2I2(N,N − 1).
110
Here we have used the identity J(x) :=
∫ π/4
0
cosx θdθ = 2−x/2I(x).
Similarly, by [53] the number of spanning trees T of KM,N with deg(T ) = (d1, · · · , dM+N ) is the product

























































Theorem (Theorem 3.4). For any graph G and any tree T with N vertices,
VolDCB(G) = tGN |{ν ∈ 1⊥ : |νi − νj | < 1 for all {i, j} ∈ E} and VolDCB(T ) = 2N−1N.
Furthermore, if we let KN denote the complete graph on N vertices, then
VolDCB(KN ) = N
N−1/2,




Proof of Theorem 3.4. The first statement follows from
|{ω ∈ 1⊥ : B>L−1ω ∈ [−1, 1]|E|}| = |L{ν ∈ 1⊥ : B>ν ∈ [−1, 1]|E|}| = det
Red
(L)|{ν ∈ 1⊥ : max
(i,j)∈E
|νi − νj | ≤ 1}|
= tGN |{ν ∈ 1⊥ : max
(i,j)∈E
|νi − νj | ≤ 1}|.
and the Matrix Tree Theorem. The rest follow from the identity
|{ν ∈ 1⊥ : max
1≤i,j≤N











3(N − 2) +
√




(N − 2)2 + 32 + 16− (N − 2)2 ∼ 4
√
2N.












Proof of Lemma 3.1. In order to compute our integral we introduce the notion of multiplicity of a vertex,
namely, a positive integer which we denote by m(j). Then for a spanning tree we define the product






(cos θj + sin θj)
m(j)−1.
We now make two key observations. First, we note that this product is the integrand of our integral when
all multiplicities are one, m(j) = 1. Second, we note that if j is a leaf of T , then θj appears once in our
product which we can then integrate with the identity
∫ π/2
0




I(T )dθj = W (degj(T ))I(T
k
j )
where k is the vertex connecting j to T and T kj is the tree obtained from T by removing j and increasing the
multiplicity of k by one. Now we can repeatedly remove leaves of T other than i until i is all that remains.
Notice that the multiplicity of a vertex j before we integrate over θj is one plus the number of leaves that





















B.3 Proofs for Chapter 4
Lemma (Lemma 4.1). Let S be a subset of E with N − 1 edges. Then,
|det(B̂i,S)| =

γ(H) if there exists an Ĥ ∈ Ĥi such that EH = S,
0 otherwise.
Furthermore, the sign of det(B̂i,S) alternates in i.
Proof of Lemma 4.1. First suppose that the edges of S form a subgraph of G which is the disjoint union
of a tree T and another subgraph. We show that if i is not a vertex of T , then det(B̂i,S) = 0. First if T
is a single vertex, then an entire row or B̂i,S is zero. Now if T has more than one vertex we can choose a
leaf of T and expand the determinant along the column which represents the edge that connects it to the
rest of T . If i is not connected to another vertex in T by an edge in G directed from i to the other vertex,
then this results in a determinant of zero. If it does, then we get the weight of the edge multiplied by the
same determinant but for a graph with this edge and leaf removed. We can continue this process until T is
a single vertex.
Therefore since S contains N − 1 edges and cannot represent a subgraph with two or more disjoint trees,
it must represent a subgraph of G of the form




By this we mean the disjoint union of a tree T and subgraphs with a single cycle, namely, a ring R with
trees Tr attached to R at the vertices r. From our above argument of expanding along columns with edges
connecting leaves we know that the determinant is zero unless T can be represent by a directed tree T̂ ∈ T̂i.
Also, the contribution of T̂ is its weight γ(T̂ ). We can also remove leaves of each Tr and therefore obtain
that the determinant is zero unless each one can be represented by a directed tree T̂r ∈ T̂r. Again, each one
contributes its weight γ(T̂r).
Therefore it remains to consider the sub determinants of B̂ with edges forming a single cycle R. For
simplicity we label the vertices in R cyclically as 1, . . . , ` and assume that G contains all edges in this cycle.
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In this case our sub determinant becomes
|det

−γ12 0 0 . . . 0 0 −γ1`
γ21 −γ23 0 . . . 0 0 0








0 0 0 . . . −γ`−2`−1 0 0
0 0 0 . . . γ`−1`−2 −γ`−1` 0
0 0 0 . . . 0 γ``−1 γ`1

| = |γ1`γ``−1 . . . γ32γ21 − γ12γ23 . . . γ`−1`γ`1|
by expanding the along the last column. By then setting edge weights equal to zero for edges not contained
in G we see that the determinant is zero unless R can be represented by an R̂ as described in Definition 4.4.
This again contributes its weight γ(R̂) completing the first part of the proof.
Now it remains to show that our determinant alternates sign in i. Since we only need to consider the
case when i is a vertex of T we can suppose that G is a tree without loss of generality. Since 1 belongs to the
null space of J(0) = B̂B> we know that there exists a vector u in the left null space of J(0). But −J(0) is
negative definite on the orthogonal complement of 1, and therefore all of its left eigenvectors have eigenvalues
whose real parts are strictly negative. In other words zero, the with left eigenvector u, is the eigenvalue with
the largest real part. Furthermore all of its off diagonal entries are positive by assumption, and therefore
we can add a sufficiently large multiple of the identity matrix to −J(0) to obtain a non-negative matrix.
This simply shifts the spectrum to the right. But now the shifted zero eigenvalue is the Perron-Frobenius
eigenvalue and so we can take u to have strictly positive entries by the Perron-Frobenius theorem. Now
since the left null space of B> is trivial we know that u>B̂ = 0. Let vk for vertices k denote the rows of B̂





vk. This allows us to replace vi with
−ujui vj . Note that all other rows can be removed by properties of the determinant. Then swapping rows and
factoring out −ujui shows that the determinants det(B̂i,S) and det(B̂j,S) have signs differing by (−1)
i−j .
B.4 Proofs for Chapter 5
Lemma (Lemma 5.1). If every subchain of G has length greater than 2c, then all stable fixed points of (5.5)
have no long links.
Proof of Lemma 5.1. Recall that the stability of a fixed point is determined by the inertia of its Laplacian
matrix L. We let G denote the corresponding weighted graph and note that we can replace every subchain of
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G by a single edge with an appropriate edge weight without changing Z. We denote the resulting weighted
graph by G̃ and its Laplacian matrix by L̃. Therefore two applications of Theorem 2.2 gives us
n−(L)−#{e ∈ E : γe > 0} = n−(L̃)−#{e ∈ Ẽ : γ̃e > 0}.
We now argue that the edge weights of G̃ are positive. Let e denote an edge of a subchain. If e′ is an
adjacent edge in the subchain then the fixed point condition becomes sin θe = sin θe′ which implies that
θe′ ∈ {θe, π − θe}. By inductively working down the subchain we find that θe′′ ∈ {θe, π − θe} for all e′′ in
the subchain. Of course we can replace θe by π − θe without affecting the set {θe, π − θe} and therefore we
can suppose that |θe| ≤ π/2. Therefore if we let L denote the length of a subchain, ` the number of long









since ` ≤ c and L > 2c.
Therefore
n−(L̃)−#{e ∈ Ẽ : γ̃e > 0} = −(|Ẽ| − |Ṽ |+ 1) = −c̃
hence by a similar calculation #{e ∈ Ẽ : γ̃e > 0} = |E| since n−(L) = |V | − 1 and c̃ = c. Therefore the
edge weights of the Laplacian matrix representing the Jacobian of our system at a stable fixed point are all
positive. Since the edge weights are cos θe we deduce that there are no long links.
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