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5.1  Introduction 
Debates on monetary policy in the United States often focus on the level of 
unemployment  and, in particular,  on whether the unemployment rate  is ap- 
proaching its natural rate. This is commonly taken to be the rate of unemploy- 
ment  at  which  inflation  remains  constant,  the  NAIRU  (non-accelerating- 
inflation-rate of unemployment). Unfortunately, the NAIRU is not directly ob- 
servable, and so some combinations of economic and statistical reasoning must 
be used to estimate it from observable data. The task of measuring the NAIRU 
is further complicated by  the general recognition that, plausibly, the NAIRU 
has changed over the postwar period, perhaps as a consequence of changes in 
labor markets. 
Although there is a long history  of construction of  empirical estimates of 
the NAIRU, measures of the precision of these estimates are strikingly absent 
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from this  literature;  the  only  published  estimates of  standard  errors of  the 
NAIRU of which we are aware are the recent limited results reported by Fuhrer 
(1995) and King, Stock, and Watson (1995). In this paper, we therefore under- 
take a systematic investigation of the precision  of estimates of the NAIRU. 
This is done using both conventional models, in which the NAIRU is treated 
as  constant  over  the  sample period,  and  models that  explicitly  allow  the 
NAIRU to change over time. As a by-product, we obtain formal evidence on 
whether the NAIRU has changed over the postwar period, and if so by how 
much. We also investigate whether these changes in the NAIRU are linked to 
labor market variables, such as demographic measures, which are suggested 
by  search models of unemployment  as plausible  theoretical  determinants  of 
the natural rate. 
To answer these questions, we consider two classes of models that implicitly 
or explicitly define the NAIRU. In the first class, the NAIRU  is defined so 
that a stable Phillips-type relation exists between unexpected inflation and the 
deviation of unemployment from the NAIRU. A variant of this approach intro- 
duces labor market variables as determinants of the NAIRU within the Phillips 
curve framework. These models for the NAIRU include those in the recent 
empirical literature (Congressional Budget Office 1994; Weiner 1993; Tootell 
1994; Fuhrer  1995; Eisner  1995; King,  Stock, and Watson  1995; Gordon 
1997), along with other candidates. In the second class, the NAIRU is defined 
solely in terms of the univariate behavior of unemployment, with the assump- 
tion that over time unemployment returns to its natural rate. 
Our main finding is that the natural rate is measured quite imprecisely. For 
example, we find that a typical estimate of  the NAIRU in 1990 is 6.2%, with 
a 95% confidence interval for the NAIRU in 1990 being 5.1% to 7.7% (this is 
the “Gaussian” confidence interval for the quarterly specification with a con- 
stant NAIRU, reported in section 5.2). This confidence interval incorporates 
uncertainty about the parameters, given a particular model of the NAIRU; be- 
cause different models yield different point estimates and different confidence 
intervals, if one informally incorporates uncertainty over models then the im- 
precision with which the NAIRU is measured is arguably larger still. We find 
this substantial imprecision whether the natural rate is measured as a constant, 
as an unobserved random walk, or as a slowly changing function of time (im- 
plemented  here alternatively as a cubic spline in time or as a constant  with 
discrete jumps or breaks). This finding of imprecision  is also robust to using 
alternative  series  for  unemployment  and  inflation,  to  including  additional 
supply-shift variables in the Phillips curve (following Gordon 1992, 1990), to 
using monthly or quarterly data, to using labor market variables to model the 
NAIRU, and to using various measures for expected inflation. 
Because we find this imprecision for the models that are conventional in the 
literature for the measurement of the NAIRU (as well as for the unconventional 
models that we consider), these results raise serious questions about the role 
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The paper is organized as follows. Section 5.2 lays out our main findings in 
the context of  a Phillips relation  estimated with monthly  data, with various 
specifications for the NAIRU. Section 5.3 provides details on the econometric 
methodology and describes additional statistical and economic models for the 
NAIRU. In the statistical models, the NAIRU is determined implicitly by the 
time-series properties of the macroeconomic variables; in the economic mod- 
els, labor market variables are investigated as possible empirical determinants 
of the NAIRU. Section 5.4 discusses some further econometric issues associ- 
ated with computation of the confidence intervals, and includes a Monte Carlo 
comparison of two alternative approaches to the construction  of confidence 
intervals in this problem. A full set of empirical results are given in section 5.5. 
Section 5.6 concludes.‘ 
5.2  The Phillips Relation and Conventional Estimates of the NAIRU 
The leading framework for estimating the NAIRU arises from defining it to 
be the value of  unemployment that is consistent with a stable expectations- 
augmented Phillips relation. Ignoring lagged effects for the moment, the ex- 
pectations-augmented Phillips relation considered is 
(1) 
where u, is the unemployment rate, IT, is the rate of  inflation, IT; is expected 
inflation, U is the NAIRU, and v, is an error term. The additional regressors X, 
in equation  1 are included in some of  the empirical specifications. These re- 
gressors are intended to control for supply shocks, in particular the Nixon-era 
price controls and shocks to the prices of food and energy, which some have 
argued would shift the intercept of the Phillips curve (cf. Gordon 1990). 
Empirical  implementation  of  equation  1 requires  a series for inflationary 
expectations.  Following  Gordon  (1990),  the  Congressional  Budget  Office 
(1994), Weiner (1993), Tootell (1994), Fuhrer (1993, and Eisner (1995), in 
this section we restrict attention to the “random walk” model for inflationary 
expectations,  that  is,  IT; =  IT,-^, so  IT, -  IT; = AT,;  alternative  measures  of 
expected inflation are examined in section 5.5. (Note that, when lags of  IT, - 
IT; are included on the right-hand side of equation 1, this is equivalent to speci- 
fying the Phillips relation in the levels of inflation and imposing the restriction 
that the sum of the coefficients on the lags add to one.) Equation 1 becomes 
IT, -  IT; = P(u,-, -  U) + yx,  + v,, 
(2)  AT, = P(u,-, -  U)  + yX, + v,. 
Empirical evidence on the expectations-augmented Phillips curve (equation 
2),  excluding supply shocks, is presented in figure 5.1, in which the year-to- 
1.  Subsequent to the writing of this paper, we performed similar calculations on updated data, 
including models with other measures of  inflation including various measures of core inflation. 
These are reported in Staiger, Stock, and Watson (1997). The qualitative conclusions reported in 
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year change in CPI inflation is plotted against the lag of the annual unemploy- 
ment rate, for annual U.S. data from 1955 to 1994. Two key features are appar- 
ent from this figure. First, there is clear evidence of a negative relation: lower 
unemployment is associated with higher inflation. At least at this level of ag- 
gregation, the figure suggests that this relation holds in a more or less linear 
way throughout the range in which unemployment and inflation have fluctuated 
over the past  four decades.  Thus unemployment  is a valuable  predictor  of 
changes in future inflation. Second, there appears to be considerable ambiguity 
about the precise value of the NAIRU, which in this bivariate relation would 
be the point at which a line drawn through these observations intersects the 
unemployment axis. Over these four decades, a value of unemployment in the 
range of five to seven is roughly equally likely to have been associated with a 
subsequent increase in inflation as with a subsequent decrease. For example, 
in the thirteen  years in which unemployment  was between 5 and 6%, eight 
years subsequently had an increase in inflation, while in the six years in which 
unemployment was between 6 and 7%, three years saw a subsequent increase 
in inflation; these percentages,  61  % and 50%, respectively,  are qualitatively 
close and do not differ at any conventional level of statistical significance. 
Although this graphical analysis suggests that the NAIRU will be difficult 
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to measure precisely, this approach omits important subtleties, such as the ef- 
fects of additional lags and  supply  shocks. Importantly, it does not provide 
rigorous statements of statistical precision. To address these concerns, it is con- 
ventional  to perform regression analysis of the Phillips relation. The model 
(equation 1) neglects lagged effects and plausible serial correlation in the error 
term, which might arise, for example, from serially correlated measurements 
error  in  inflation.  Accordingly,  in  this  section we  consider  regression  esti- 
mates of 
(3)  AT, = p(L)(u,-, -  2) + ~(L)A.s~,-,  + y(L)X,  + E,, 
where L is the lag operator, p(L),  6(L),  and y(L)  are lag polynomials, and E, is 
a serially uncorrelated error term. 
Table 5.1 reports estimated Phillips relations of the form 3,  using data on the 
CPI and total unemployment for the United States, 1955-94.  The regressions 
include two variables controlling for supply shocks. NIXON is a step function 
taken from Gordon (1990), designed to capture effects of imposing and elimi- 
nating Nixon-era price controls. PFE-CPI  is a measure of the contribution of 
food and energy  supply shocks constructed  according  to King  and Watson 
(1994, note 18), specifically, the difference between food and energy inflation 
and overall CPI inflation; here it is deviated from its mean over the regression 
period so that by construction it has zero net effect on the measurement of the 
NAIRU, and it enters the specifications with one quarter’s worth of lags. Each 
regression in table 5.1 includes one year’s worth of lags of unemployment and 
changes in inflation. The first three regressions were performed  on monthly 
data, and the final regression is based on quarterly data. 
These regressions are consistent with others in the literature. The sum of 
coefficients on lagged unemployment are negative and statistically significant. 
The additional lags of unemployment and the change in inflation both enter 
significantly, and the variable for the food and energy supply shock is signifi- 
cant (although NIXON is not). 
When the NAIRU is treated as constant over the sample, as it is in regression 
a in  table 5.1, it can be estimated  directly  from the coefficients of  the  un- 
restricted regression including an intercept. Specifically, because p(L)(u,-, - 
2) = p(L)u,-, -  p(l)U, where p(1) = Cy=,p, (where p  is the order of the lag 
polynomial  p(L)),  U can be estimated as $ = -$/p(l),  where $ is the esti- 
mated intercept from the unrestricted regression 
(4)  AT, = p + p(L)u,_,  + G(L)A.rr,-,  + y(L)X,  + E,, 
p.  = -P(I)U. 
For specification a in table 5.1, this yields an estimate of the NAIRU of 6.20%, 
a value within the range of plausible values based on the discussion of figure 
5.1. 
The fact that the NAIRU is computed as a nonlinear function of the regres- 200  Douglas Staiger, James H. Stock, and Mark W.  Watson 
Table 5.1  Estimated Models of the NAIRU 
Frequency  monthly  monthly 
55:l-94:12  55:l-94:12 
Number of  lagc (u,, hn,)  (12, 12)  (12, 12) 




p.217  p.413 
(.085)  (.136) 
p-values of  F-tests of 
Lags of unemployment  <.001  <.OOl 
Lags of inflation  <.001  <.001 
PFE -CPI  ,002  ,003 
NIXON  >.I  >.I 
R?  .43  1  ,429 
Estimates of NAIRU and 95% confidence intervals 
1970: 1  6.20  5.36 
(4.74, 8.31)  (4.10, 8.05) 
[5.16, 7.241  [4.26, 6.461 
(4.74, 8.31)  (5.29, 8.77) 
[5.16, 7.241  [6.16, 8.481 
(4.74, 8.31)  (4.17, 8.91) 
[5.16, 7.241  [4.87, 7.571 
1980:  1  6.20  7.32 
1990: 1  6.20  6.22 
monthly 
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Nores: NAIRU is estimated from the regression 
An, = P(L)  (u,., -  + G(L)An,-,  + y(t)X,  + E, 
using the CPI inflation rate and the Total Civilian Unemployment rate. Gaussian confidence inter- 
vals for the NAIRU are reported in parentheses. Delta-method confidence intervals (based on  a 
heteroskedasticity-robust  covariance matrix) are reported in  brackets. In all specifications, one 
quarter’s worth of lags (and no contemporaneous value) of  PFE-CPI  was included, and NIXON 
enters contemporaneously. The spline and break models and the construction of  the associated 
confidence intervals are described in section 5.3. 
sion coefficients introduces a bit of a complication into the computation of a 
confidence interval for the NAIRU. However,  such a confidence interval is 
readily constructed by considering the related problem of testing the hypothe- 
sis that the NAIRU takes on a specific value,  say Go.  Suppose that the null 
hypothesis is correct, and further suppose that the errors  E, are independent 
identically distributed (iid) normal and that the regressors in equation 4 are 
strictly exogenous. Because under the null hypothesis U=  cl,,  the intercept in 4 
is nonzero, an exact test of the null hypothesis against the two-sided alternative 
can be  obtained by  comparing the sum of  squared residuals under the  null 
(SSR(U,))  computed from equation  3, with  u, -  Go as a regressor, to the un- 201  How Precise Are Estimates of the Natural Rate of Unemployment? 
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F-statistic testing of the hypothesis  U = Go, with i,,  plotted on the  Fig. 5.2 
horizontal axis, for specification a in table 5.1 
restricted  sum of  squared  residuals  from equation 4 (SSR($)),  using  the F- 
statistic, 
(5) 
where d.5 is degrees of freedom in the unrestricted specification (equation 4). 
Under the stated assumptions, this statistic has an exact F,.df  distribution. 
Figure 5.2 plots FCo  against Uo for various values of  Go, along with the 5% 
critical value. For example, for U,=7, the F-statistic is not significant, so the 
hypothesis that the NAIRU is 7% cannot be rejected using this specification. 
On the other hand, the hypothesis that the NAIRU is 10% can be rejected at 
the 5% level. 
The duality between confidence intervals and hypothesis testing permits us 
to use figure 5.2 to construct a 95% confidence interval for U.  A 95% confi- 
dence set for U is the set of values of  that, when treated as the null, cannot 
be rejected at the 5% level. Thus, a 95% confidence interval is the set of U for 
which F," is less than the 5% critical value. Under the classical assumptions of 
exogenous regressors and Gaussian errors, the hypothesis test based on FGo  is 
exact  (its finite sample rejection  rate under the null is exactly the  specified 
FUo  = [SSR(u,) -  ssR(b)]/[ssR(~)/d.~], 202  Douglas Staiger, James H. Stock, and Mark W.  Watson 
significance level). Because of  these properties,  we will refer to confidence 
intervals constructed using this approach as “Gaussian.”? 
For figure 5.2, this  approach yields a 95% confidence interval of  (4.7%, 
8.3%) for the NAIRU  in  1990. The confidence interval is wide, but this is 
perhaps unsurprising in light of the wide range of  plausible estimates of  the 
NAIRU in figure 5.1. Indeed, there is striking agreement between the plausible 
range based on informal inspection  of  figure 5.1 and the  interval estimated 
using the formal techniques embodied in  figure 5.2. Although there is a statis- 
tically  significant  negative  relationship  between  unemployment  and  future 
changes in inflation, the observed data do not fall tightly along this relation- 
ship, and the data simply do not contain enough information to provide precise 
estimates of the point around which this relationship is centered, the NAIRU. 
Another approach to the construction of  confidence intervals is to use the 
so-called delta method, which involves making a first-order Taylor series ap- 
proximation to the nonlinear function -  p/p( 1) and then using the formula for 
the asymptotic variance of this linearized function. In section 5.4, we compare 
the Gaussian confidence intervals and the delta-method confidence intervals in 
a Monte Carlo experiment, with a design based on a typical empirical Phillips 
relation. We find that the Gaussian intervals both have better finite-sample cov- 
erage rates(that is, their coverage rates are closer to the desired 95%) and have 
better finite-sample accuracy. For this reason, we place primary weight on the 
Gaussian intervals. However, because the delta method is the usual textbook 
approach for constructing asymptotic standard errors, for completeness in table 
5.1 we also present delta-method confidence intervals (in brackets). Generally 
speaking, the delta-method confidence intervals are tighter than the Gaussian 
confidence  intervals.  For  example,  in  specification  a,  the  spread  of  the 
Gaussian  interval  is  3.6 percentage  points,  while  the  spread  of  the  delta- 
method interval is 2.1 percentage points. Based on the Monte Carlo results, a 
plausible explanation for these shorter intervals is that their finite-sample cov- 
erage rates are less than the purported 95%. Indeed, 90% Gaussian confidence 
intervals for the specifications in table 5.1 are similar to the 95% delta-method 
intervals. For example, the 90% Gaussian interval for table 5.1 column a is 
(5.14, 7.57), while the 95% delta-method interval is (5.16, 7.24). Despite the 
differences between the Gaussian and delta-method confidence intervals, the 
main qualitative conclusion, that the confidence intervals are quite wide, ob- 
tains using either approach. 
Quite plausibly, the NAIRU has not been constant over time, and specifica- 
tions b and c in table 5.1 investigate two models for a time-varying NAIRU. In 
specification b, NAIRU is modeled using a cubic spline with three knot points, 
while in specification c it is allowed to take on three constant values over the 
2. Our Gaussian intervals are the regression extension of Fieller’s method (1954) for computing 
exact confidence intervals for the ratio of the means of  two jointly normal random variables. We 
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Fig. 5.3  Constant estimate of NAIRU, 95% Gaussian confidence interval (long 
dashes),  delta-method confidence interval (short dashes), and unemployment 
Norest n;  = n,_,,  monthly, January 1955-December 1994 (table 5.1, model a). 
sample, that is, to be a constant with two break points. (The econometric de- 
tails of these specifications and the computation of associated confidence inter- 
vals for the NAIRU are discussed in section 5.3.) Interestingly, the point esti- 
mate of the NAIRU for 90: 1 based on these three approaches is quite similar, 
approximately 6.2 percentage points. Although the confidence intervals differ, 
they all provide the same qualitative conclusion that the NAIRU is imprecisely 
estimated. The tightest of the three Gaussian confidence intervals for 90:l is 
based on the two-break  model  and is (4.3, 7.2), a spread of  2.9 percentage 
points of unemployment. 
The unemployment rate, the estimated NAIRU, and the 95% confidence in- 
terval for the NAIRU are plotted in figures 5.3, 5.4, and 5.5 for specifications 
a, b, and c in table 5.1. Although the point estimates and confidence intervals 
produced by the spline and break models differ for some dates, the two sets of 
estimates  are  generally  similar  and yield  the same qualitative conclusions. 
Both models estimate the NAIRU to have been higher during the late 1970s 
and early 1980s than before or after, and suggest that the NAIRU in the 1990s 
is slightly higher than it was in the  1960s. Throughout the historical period, 
the NAIRU is imprecisely estimated using either model, although the precision 204  Douglas Staiger, James H. Stock, and Mark W.  Watson 
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Fig. 5.4  Spline estimate of NAIRU, 95% Gaussian confidence interval (long 
dashes),  delta-method confidence interval (short dashes),  and unemployment 
Notes: T; = m,-,,  monthly, January  1955-December  1994 (table 5.1, model b). 
during  the  1960s appears to be  somewhat better  than  the  precision  during 
later periods. 
Recent work using Canadian data has demonstrated that point estimates of 
the NAIRU (or, similarly, potential output) can be sensitive to seemingly mod- 
est changes in specification of the estimating equations (Setterfield, Gordon, 
and Osberg 1992; van Norden  1995). Therefore, a critical question is whether 
the main conclusion of this analysis, that the NAIRU is imprecisely estimated, 
is sensitive to changes in the specifications in table 5.1 
One such alternative specification is given in column d in table 5.1, which 
reports the constant NAIRU model estimated using quarterly data. In general, 
the monthly and quarterly models are quite similar, and the estimated NAIRU 
is 6.20 in both models. The Gaussian confidence intervals are somewhat tighter 
for the quarterly model, with a spread of 2.6 percentage points of unemploy- 
ment compared with  3.1 percentage  points for the monthly  model. Looking 
ahead to the empirical results in  section 5.5, this somewhat lower spread is 
perhaps more typical of the confidence intervals that obtain from other speci- 
fications. As was the case using monthly data, the main qualitative conclusion 
from this quarterly specification is that the NAIRU is imprecisely estimated. 205  How Precise Are Estimates of the Natural Rate of Unemployment? 
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Fig. 5.5  Two-break estimate of NAIRU, 95% Gaussian confidence interval 
(long dashes), delta-method confidence interval (short dashes), and 
unemployment 
Notes: T;  = T,-,,  monthly, January 1955-December  1994 (table 5.1, model c). 
The main task of  the remainder of this paper is to investigate more thor- 
oughly the robustness of the conclusion that the NAIRU is imprecisely mea- 
sured, by examining alternative specifications. These include alternative mea- 
sures  of  inflation  and  unemployment,  alternative  supply-shock  variables, 
different frequencies of observation, the use of other measures of inflationary 
expectations (including survey measures of expected inflation), and other sta- 
tistical and economic models for the NAIRU. Before presenting those results, 
however, we first discuss econometric issues involved in these extensions. 
5.3  Alternative Models and Econometric Issues 
This section provides more precise descriptions of the various models of the 
NAIRU considered in the empirical analysis and the associated econometric 
issues. In addition to models based on Phillips-type relations, we also consider 
models based on univariate properties of the unemployment rate. 206  Douglas Staiger, James H. Stock, and Mark W.  Watson 
5.3.1  Estimates of the NAIRU Based on the Phillips Curve 
The first set of models is based on the generalized Phillips relation, 
- 
(6)  T,  - n;  = P(L)(u,-, - 
+ s(L)(TTr-l - n;-J  + ?/(L)X,  + E,. 
To estimate equation 6, an auxiliary model or data source Is  needed  to con- 
struct a proxy of inflationary expectations. In addition, statistical and/or eco- 
nomic assumptions are needed to identify the NAIRU when it is permitted to 
vary over time; these assumptions are discussed in subsequent subsections. 
Three alternative approaches are used to model inflationary expectations: 
(7a)  TT; = c~ + (YT,-,  (‘M(  1) expectations”), 
(7b)  TT; = c~ + (Y(L)T,-~  (“Recursive AR(p)  expectations”), 
and 
(7c) 
where AR denotes autoregressive  and the survey forecasts refer to real-time 
forecasts as collected by contemporaneous surveys of economists and forecast- 
ers. Two surveys of forecasters are used, the Survey of Professional Forecasters 
(SPF) now  maintained  by  the  Federal  Reserve  Bank of  Philadelphia  (pre- 
viously collected as the American Statistical Association and National Bureau 
of Economic Research [ASA-NBER] survey), and the Livingston survey, also 
now maintained by the Federal Reserve Bank of Philadelphia. 
The premise of the AR(1) expectations model  is that inflation  is a highly 
persistent series: a unit root in the monthly consumer price index (CPI) cannot 
be rejected  at the  10% level using the augmented Dickey-Fuller  (1979) test. 
Thus inflationary expectations might plausibly be set to capture the long-run 
movements in inflation. Because the unit root cannot be rejected, a simple ap- 
proach is to set a=  1. However, other values for the largest autoregressive root 
cannot be rejected, and in the empirical implementation we consider the end 
points of a 90% equal-tailed confidence interval for the largest autoregressive 
root in inflation and the value of the median-unbiased estimator of this largest 
root following the method of Stock (1991). Three methods of determining 
are used: setting p.=O;  estimating c~ over the full sample for fixed a;  and esti- 
mating ~r.  recursively for fixed (Y to simulate real-time expectations formation. 
The recursive AR(p)  expectations are formed by first estimating a pth order 
autoregression for inflation and using the predicted values as n;-,. This is im- 
plemented by recursive least squares estimation of the AR(p),  which simulates 
the real-time  forecasts that would  be produced under the autoregressive  as- 
sumption. 
The SPF forecast is the median value of forecasts from a panel of profes- 
sional forecasters, which were originally collected in real time as a joint proj- 
TT; = consensus or median forecast survey, 207  How Precise Are Estimates of the Natural Rate of Unemployment? 
ect of the ASA and the NBER. These data are available quarterly from the first 
quarter of 1968 for the GNP (subsequently GDP) deflator and constitute a true 
real-time forecast  of  inflation.  The data used here are the  forecast of GDP 
inflation over the quarter following the survey date. The SPF/ASA-NBER sur- 
vey is described in more detail in Zarnowitz and Braun (1993). 
The Livingston survey forecast is the mean from a semiannual forecast of 
the CPI. The specific forecast series used here is the mean forecast of the infla- 
tion rate over the six months following the survey date. 
5.3.2  Statistical Models of the NAIRU 
Four alternative statistical models for the NAIRU are investigated. 
(8a)  ti, = U  for all t  (“Constant NAIRU’) 
(8b)  8, = &’S,  (“Spline NAIRU”) 
(8c)  U,  = 8,  iff,-, < t 5  t,,  i = 1, . . . ,  I  (“Break NAIRU’) 
(8d)  8, = tif-l + q,,  q,  IZD  N(0,  Xu:),  E~,E,  = 0, 
all t,  T  (“TVP NAIRU’), 
where TVP  means time-varying parameter. 
The constant NAIRU model assumes that the NAIRU does not change over 
the sample period. The remaining models permit the NAIRU to vary over time. 
These models use no additional economic variables to identify the NAIRU 
(models that do this are introduced in the next section), and so additional statis- 
tical assumptions are required to determine the NAIRU. The spline, break, and 
TVP models represent different sets of  statistical assumptions with a similar 
motivation, specifically, that the NAIRU potentially varies over time, but that 
this variation is smooth and in particular these movements are unrelated to the 
errors E, in the Phillips relation (equation 3). 
In the spline model, the NAIRU is approximated by a cubic spline in time, 
written as &rS,, where S, is a vector of deterministic functions of time. (Includ- 
ing the constant, the dimension of S,  is the number of knots plus 4.) The knot 
points of the spline are determined so that each spline segment is equidistant 
up to integer constraints. Accordingly, equation 6 can be rewritten 
(9)  T,  -  TTT:  = -p(ms,-,  + P(L)U,-, + Y(p, 
+ z(L)(nf-, -  TTT:-,) - p*(L>+’AS,_,  + E,, 
where p*(L)= C:=,  p,* L,  with p,* = -E;=,+,@,,  and where p(L)  and y(L)  are 
defined above. If the NAIRU changes slowly, then the term p*(L)&’AS,-, will 
be small (p*(L)  has finite order), and so to avoid nonlinear optimization over 
the parameters, it is convenient to treat this term as negligible. This approxima- 
tion yields the estimation equation 
(10)  Tf -  T;  = +rsf-l  + P(L)U,-, 
+ Y(L)X, + W)(T,-I -  TY-1) + E,, 208  Douglas Staiger, James H. Stock, and Mark W.  Watson 
where +=  -p( l)&. Equation 10 is estimated by ordinary least squares (OLS), 
and NAIRU is estimated as -c$’S,@(l). 
In the break model, the NAIRU is treated as taking on one of several discrete 
values, depending on the date. Given the break dates {t,}, the estimation of the 
break model is similar to that of the spline model. Let B, = (B,,,  . . . ,  B,)  be a 
set of dummy variables, where B,r= 1 if tl  I  <tstl and B,,=O  otherwise. Then 
under the break model, the NAIRU can be written as U,=A’B,, where A is an Z- 
vector of unknown coefficients. Given the break dates {  t,],  the coefficients are 
estimated using the  specification  10 with  +’S,-,  replaced by  A’B,_, (so A= 
-  p(  1)x).  The breaks {t,}  may either be fixed a priori or estimated. In specifica- 
tions  in  which  they  are  fixed,  we  choose  the  breaks  to  divide  the  sample 
equally, In specifications in which they are estimated, they are chosen to mini- 
mize the sum of squared residuals from the regression 10 with A’B,-, replacing 
+’St-,, subject to the restriction that no break occur within a fraction T of an- 
other break or the start or end of the regression period. In the empirical work, 
T is set to 7%, corresponding to approximately three years in our full data set. 
When there is more than one break, the computation of the exact minimizer of 
this sum of squares becomes burdensome, so we adopt a sequential estimation 
algorithm in which one break is estimated, then this break date is fixed and a 
second break is estimated and so forth. Recently, Bai (1995) has shown that 
this algorithm yields consistent estimators of the break dates. 
The TVP model  is of  the type proposed  by  Cooley and Prescott (1973a, 
1973b, 1976), Rosenberg (1972,  1973), and Sarris (1973), although here the 
time variation is restricted to a single parameter, whereas in the standard TVP 
model all coefficients are permitted to vary over time. Estimation of the TVP 
model parameters and the NAIRU proceeds by maximum likelihood using the 
Kalman filter. (A related exercise is contained in Kuttner [1994], where the 
TVP framework is used to estimate potential output.) Standard errors of coef- 
ficients in the TVP model are computed assuming that (u, -  U,,  T, -  T;)  are 
jointly  stationary, the same assumption as for the spline model. The standard 
errors reported for the NAIRU are the square root of the sum of the Kalman 
smoother estimate of the variance of the state and the delta-method estimate 
of the variance of the estimate of the state (Ansley and Kohn  1986). Gordon 
(1997) estimates the NAIRU using the TVP model in specifications similar to 
those examined here, but does not provide confidence intervals for those esti- 
mates. 
5.3.3  Models of the NAIRU Based on Theories of the Labor Market 
An alternative to these statistical models is to model the NAIRU as a func- 
tion of observable labor market variables. Search models of the labor market 
have proved useful in explaining the cyclical components  of unemployment 
and provide a reasonable basis for the existence of a short-run Phillips curve 
(see, for example, Bertola and Caballero 1993; Blanchard and Diamond 1989, 
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While most of the work with search models focuses on understanding cyclical 
variation, these models also provide a conceptual framework for modeling the 
NAIRU, which can be viewed as the model’s steady-state unemployment rate. 
For our purposes,  the key  theoretical  and empirical insight of the recent 
search literature is that cyclical variation in unemployment is largely driven by 
variation in inflow rates (job destruction) while longer-term trends in unem- 
ployment are largely driven by  changes in exit hazards from unemployment 
(or equivalently, unemployment duration). Thus, unemployment exit hazards 
and the underlying  factors that theoretically  should influence these hazards 
may provide useful information for explaining the NAIRU. 
We calculate the fraction of those recently unemployed who remain unem- 
ployed (one minus the exit hazard) as the number of persons unemployed five 
to fourteen  weeks in a given month divided by the  number of new entrants 
into unemployment over the prior two months. To proxy for changes in search 
intensity and reservation wages among the unemployed, we calculate the frac- 
tion of  the civilian  labor force that is teen, female, and nonwhite. We  also 
consider three institutional features of the labor market that have been hypothe- 
sized to affect search intensity and reservation  wages: the nominal minimum 
wage, the unemployment insurance replacement rate (e.g., the ratio of average 
weekly benefits to average weekly wage), and the percentage of  the civilian 
labor force that are union members. 
This leads to modeling the NAIRU as 
ill = q(L)Z,  (“Labor Market NAIRU”), 
where 2, is a vector of labor market variables. With the assumption that the 
variance of AZ, is small, the derivation of equation  10 applies here as well, 
with Z, replacing S,. Under the assumption that Z, is uncorrelated with 8,  in a 
suitably redefined version of  10, then q(L)  can be estimated by OLS. 
5.3.4  Estimates of the NAIRU Based Solely on Unemployment 
If expectations of inflation are unbiased and if the supply-shock variables 
X,  have mean zero or are absent, then the mean unemployment rate will equal 
the NAIRU. Alternatively, one can simply posit without reference to a Phillips 
curve that, over medium to long horizons, the unemployment rate reverts to its 
natural rate. In either case, the implication is that univariate data on unemploy- 
ment can be used to extract an estimate of the NAIRU as a local mean of the 
series. For example, this view is implicit in estimates of the NAIRU based on 
linear interpolation of the unemployment rate between comparable points of 
the business cycle. 
Our empirical implementation of the univariate approach starts with the aut- 
oregressive model, u, -  ii, = p(L)(u,_, -  U,-,)  + E,, where El follows one of 
the models 8a-8c.  For the spline model Sb, applying the derivation of equation 
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(12) 
where +=  -(1+p(  1))T. Estimation of equation 12 is by OLS, and the NAIRU 
is estimated as -c$'S,-,/(  1  +&I)).  Estimation of the constant NAIRU model 
is a special case with S,-,  = 1. Estimation of the break model proceeds by 
replacing  $'S,-,  with  h'B,-,, as described  following  equation  10, with  the 
modification that here A= -( 1 +  f3( 1))x. 
u, = +'s/-l  + P(L)u,-, + E,. 
5.4  Confidence Intervals for the NAIRU: Econometric Issues 
We briefly digress to discuss additional issues in the computation of confi- 
dence intervals based on the models of the NAIRU other than the TVP model. 
The approach described in section 5.2 for computing confidence intervals must 
be modified  when the NAIRU is allowed to vary over time. To be concrete, 
consider the spline NAIRU model 10, rewritten as 
(13) 
- 
T,  -  .rr:  = P(~)(u,-,  -  $'ST-,) + P*(L)Au,-, 
+ Y(L)X, + W)(.rr,-,  -  .rr;-,1  + E,, 
where PI* = -Cf=I+,  p,. Suppose interest is in testing the null hypothesis relat- 
ing to NAIRU at a fixed time T - 1, U,-,  = ii-,,o.  Without loss of generality, 
suppose that the constant appears as the first spline regressor,  so that S,-, = 
(1, S,,-,),  where S?,,-, denotes the additional spline regressors. Then the space 
spanned by regressors {S,} is equivalent to the space spanned by {s,},  where 
3,- I = (1, S,,-  I -  S+  ,), so in particular there is a unique $ such that &'Sf-  I = 
&'S,-,-.  Let + be partitioned as ($],  $,)-conformably  with s,-].  By construc- 
tion, ST-]  = (1, 0), so ii-, = $'ST-, = +,. Then equation  13 can be rewritten 
(14)  r,  - T;  = P(~)(U,-~  -  uT-,) + &'g2,,-, + P*(L)Au,-, 
- 
+ Y(L)X, + W)(.rr,-,  -  T;-I) + E,, 
where +>=  -  p( l)& 
imposes no restrictions on &, p(  l), or 
the other coefficients, equation 14 can be used to construct an F-statistic test- 
ing a,-, =ii-l,o  by comparing the restricted sum of squared residuals from 14 
to the unrestricted sum of squared residuals, obtained by estimating 14 includ- 
ing an intercept. Evidently, confidence intervals for ii-, can be constructed by 
inverting this test statistic, as discussed in section 5.2. 
This procedure requires constructing separate regressors {s,>  for each date 
of interest. However, the special structure of the linear transformation used to 
construct { s,}  and standard regression matrix algebra deliver expressions that 
make this computationally efficient. 
As mentioned in section 5.2,  under the classical assumptions of exogenous 
regressors and Gaussian errors, the Gaussian confidence intervals have exact 
coverage rates. In the application at hand, however, the errors are presumably 
not  normally  distributed,  and  the  regressors,  while  predetermined,  are  not 
- 
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strictly exogenous (for example, they  include lagged dependent variables). 
Thus the formal justification for using these confidence intervals here relies on 
the asymptotic rather than the finite sample theory. 
An alternative, more conventional approach is to compute confidence inter- 
vals based on the delta method, which is an asymptotic normal approximation. 
However %=  -  b/D( 1) is the ratio of random variables, and such ratios are well 
known to have skewed and heavy-tailed distributions in finite samples. To the 
extent that the estimated coefficients have a distribution that is well approxi- 
mated as jointly normal, then this ratio will have a doubly noncentral Cauchy 
distribution with dependent numerator and denominator. When p(  I) is impre- 
cisely estimated, normality can provide a poor approximation to the distribu- 
tion of  this ratio. In this event, confidence intervals computed using the delta 
method may have coverage rates that are substantially different than the nomi- 
nal asymptotic coverage rate. 
The Gaussian and delta-method tests of the hypothesis ii,=ii,,,,  have the same 
local asymptotic power against the alternativeii, =  ii,.,, + d IJT,  where d is a con- 
stant. Which test to use for the construction of confidence intervals therefore 
depends on their finite sample properties. With fixed regressors and iid normal 
errors, the Gaussian test is uniformly most powerful invariant. However, the 
regressors include lagged endogenous variables, and the errors are plausibly 
nonnormally distributed, at least because of truncation error in the estimation 
of inflation. Thus, while the finite sample theory supporting the Gaussian inter- 
vals and the questionable nature of  the first-order linearization that underlies 
the delta-method intervals both point toward preferring the Gaussian test, the 
exact distribution theory does not strictly apply in this application. Conse- 
quently, neither the asymptotic nor the exact finite sample theory provides a 
formal basis for selecting between the two intervals. 
We  therefore performed a Monte Car10  experiment to compare the finite 
sample coverage rates and accuracy for the two confidence intervals, which is 
equivalent to comparing the size and power of the tests upon which the confi- 
dence intervals are based. The design is empirically based and is intended to 
be representative of, if  simpler than, the empirical models considered here. A 
first-order vector autoregression in  u, and  AT,  (total unemployment and the 
CPI) was estimated using eighty biannual observations from the first half of 
1955 to the second half of  1994. In  both equations, u,-~  enters significantly 
using the standard t-test at the 5% significance level, but the coefficient T,_~  is 
insignificant at the 10% level. To  simplify the experiment, we  therefore im- 
posed these two zero restrictions. Upon reestimation under these restrictions, 
we obtained 
(1  5a) 
and 
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where (fi,  fi( I)) = (1.608, -0.260). 
The data for the Monte Carlo experiment were generated according to equa- 
tion  15 for various  values  of  (p$(l)).  Two methods  were used to generate 
the pseudorandom  errors. In the first, the bivariate errors from the  1955-94 
regression were randomly sampled with replacement and used to generate the 
artificial  draws.  When  p and  p(1)  take  on  the  values  estimated  using  the 
1955-94  regression, this corresponds to the bootstrap. In the second (E,} was 
drawn from an iid bivariate normal with covariance matrix set to the sample 
covariance matrix of the restricted VAR residuals. 
The values of (p, p) for which the performance of the procedures is investi- 
gated  are  the  point  estimates  for  the  biannual  1955-94  sample,  (1.608, 
-0.260),  which correspond to an estimate of  the NAIRU of  6.18, and three 
selected values that lie on the boundary of the usual 80% confidence ellipse for 
(p, p) estimated from these eighty observations, specifically, (0.261, -0.026), 
(0.394,  -0.070),  and  (2.202,  -0.404),  which  correspond  to  values  of  the 
NAIRU of  10.04, 5.63, and 5.45. 
Monte Carlo coverage rates of the two procedures are summarized in appen- 
dix table 5A.  1. The Monte Carlo coverage rate of the Gaussian interval is gen- 
erally close to its nominal confidence level. In contrast, the coverage rate of 
the 95% delta-method confidence interval ranges from 64% to 99%, depending 
on p  and f3(  1). Generally speaking, the deviations from normality of the delta- 
method t-statistic are, unsurprisingly, greatest when p(  1) is smallest in absolute 
value. Evidently the coverage rate of the delta-method confidence interval is 
poorly controlled over empirically relevant portions of the parameter space. 
In finite samples, one of  the intervals might be tighter in some sense than 
the other, and if the delta-method intervals were substantially tighter in finite 
samples, then some researchers might prefer the delta-method intervals to the 
Gaussian intervals despite the poor coverage rates in some regions of the pa- 
rameter space. We therefore investigated the tightness of the confidence inter- 
vals, or more precisely, their accuracy. The accuracy of a confidence interval 
is one minus its probability of covering the true parameter,  so it suffices to 
compare the power of tests upon which the delta-method and Gaussian confi- 
dence intervals are based.  Because the tests do not have the  same rejection 
rates under the null, we compare size-adjusted as well as size-unadjusted (raw) 
powers of the tests. The size-unadjusted power is computed using asymptotic 
critical values;  the  size-adjusted power is computed using the finite-sample 
critical value for which, for this data-generating process, the test has rejection 
rate 5% under the null. The power was assessed by  holding p(1) constant at 
-0.26  and varying U  (equivalently, p).  The results are summarized in appendix 
table  5A.2.  In  brief,  for  alternatives  near  the  null,  the  delta-method  and 
Gaussian tests have comparable size-adjusted power. However, for more dis- 
tant  alternatives, the  Gaussian  test has  substantially  greater power than  the 
delta-method test. 
In  summary, in this experiment the Gaussian intervals were found to have Table 5.2  Selected Estimates of the NAIRU and p(1) for Alternative Models of  me and the NAIRU 
Selected Estimates of NAIRU (Gaussian 
95% confidence interval)h  F-Test of 
Differences from  # of Lags  Determinants of  Constant 








no supply shocks 
(continued) 
T:  = T,_] 
recursive AR( 12) forecast 
T:  = T,_, 
recursive AR( 12) forecast 
T:  = 71, I 
recursive AR( 12) forecast 
7:  = T,_] 
constant 
constant 
spline, 3 knots 
spline, 3 knots 
2 breaks, estimated 
2 breaks, estimated 
TVP (A = .05) 
-0.217  6.20 
(0.085)  (4.74, 8.31) 
10.531 
-0.241  6.41 
(0.093)  (5.30, 8.50) 
[OSO] 
-0.413  5.36 
(0.136)  (4.10, 8.05) 
[0.56] 
-0.751  5.76 
(0.160)  (5.08,6.82) 
L0.341 
-0.384  5.12 
(0.127)  (4.07,6.34) 
[0.45] 
-0.324  8.40 
(0.104)  (6.90, 13.90) 
[1.01] 
-0.195  6.15 




















































NA Table 5.2  (continued) 
Differences from  # of Lags  Determinants of 
Selected Estimates of NAIRU (Gaussian 
95% confidence interval)h 
Base Case  Formation of T"  (U,  7T-?T*')  NAIRU  P(Ip'  1970:  1 
- 
53:Ol-94:12  Pp  = T,-, 
no supply shocks 
539-94:12  recursive AR( 12) forecast  (12.12) 
no supply shocks 
53:Ol-94:  12  recursive AR(12) forecast  (12,12) 
no supply shocks 
55:01-93:12  recursive AR( 12) forecast  (12,12) 
TVP (h=.15)  -0.148  6.30 
(0.120)  (NA) 
[ 1.271 
(0.125)  (NA) 
(0.661 
(0.156)  (NA) 
[0.94] 
TVP (h=.05)  -0.237  6.57 
TVP (h=.15)  -0.288  6.94 
labor-markct variables  -0.889  4.96 
(0.260)  (3.24,5.49) 
[0.34] 
labor-market variables  -0.973  5.52 
(0.267)  (4.06, 6.41) 
[0.40] 
Nore: Base case is monthly (January 1955-December 1994). T  from All-Items Urban CPI, All-Worker Unemployment 
"Standard errors are in parentheses. 
hStandard errors in brackets are for delta method. 
'P-values are in parentheses. 
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both  less distortions  in coverage rates and  greater accuracy  than  the  delta- 
method confidence intervals. For this reason, when interpreting the empirical 
results, we place primary emphasis on the Gaussian intervals. 
5.5  Empirical Results for the Postwar United States 
This section examines a variety of alternative specifications of the Phillips 
curve in  an attempt to assess the robustness of the  main finding in  section 
5.2, the imprecision of estimates of the NAIRU. As in section 5.2, the base 
specifications use monthly data for the United States, and regressions are run 
over the period January  1955-December  1994, with  earlier observations as 
initial conditions. Unless explicitly stated otherwise, all regressions control for 
the Nixon  price controls and one quarter’s worth  of lags of shocks to food 
and energy prices (PFE-CPI).  Throughout, inflation is measured as period-to- 
period growth at an annual rate. 
Results  for several baseline  monthly  models, using the  all-items CPI for 
urban consumers and the total unemployment rate, are presented in table 5.2. 
The table provides results from each of the five models of the NAIRU given in 
equations  8 and  11. The first column  provides  information  on any changes 
from the base specification. The second column describes the model for infla- 
tion expectations; in table 5.2, estimates are reported for models in which in- 
flationary expectations are equal to lagged inflation or, alternatively, equal to a 
recursive AR( 12) forecast. The third column gives the number of lags of infla- 
tion and unemployment used in the models (twelve of each for these baseline 
specifications), and the next column describes the NAIRU specification. The 
final five columns of the table summarize the estimation results. The column 
labeled p(  1) shows the estimated sum of coefficients for the lags of unemploy- 
ment entering the Phillips relation. The next three columns present estimates 
of the NAIRU in January  1970, January  1980, and January  1990 with  95% 
Gaussian confidence intervals and delta-method standard errors. The final col- 
umn of the table presents the F-statistic  testing the null hypothesis that the 
NAIRU is constant. (This was computed for the spline, break, and labor market 
models only. Evidence on time variation in the TVP model is discussed below.) 
The confidence intervals in table 5.2 are comparable to those discussed in 
section 5.2. For example, the tightest estimate of the NAIRU in January 1990 
among the models reported in table 5.2 is 5.93 with a 95% Gaussian confidence 
interval of (4.98, 6.91). In this case, the NAIRU is modeled as a cubic spline 
and  inflationary  expectations  come from a recursive  AR( 12) forecast.  The 
NAIRU estimates are fairly similar across the  specifications, and  the point 
estimates across the different specifications fall within each confidence inter- 
val in the table. The models that allow for a time-varying NAIRU generally 
suggest that the NAIRU was approximately  1-2  percentage points higher in 
1980 than it was in 1970 or 1990. However, due to the imprecision in estimat- 
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inflation reject the null of a constant NAIRU. (P-values for the F-tests are not 
reported  for the break model with estimated breaks because the statistics do 
not have standard F distributions under the null of no breaks.) 
An important factor contributing to the imprecision in the estimates of the 
NAIRU is that p(  1) is generally estimated to be small. If p(  1)=0, then unem- 
ployment enters the Phillips relation only in first differences; the level of the 
unemployment rate does not enter the equation. In this case, the NAIRU is not 
identified from the Phillips relations. Although the hypothesis that p(  1)=0 can 
be rejected at conventional levels for most of the models reported in table 5.2, 
the  rejection  is  not  overwhelming  for many  of  the  specifications.  In  other 
words, the estimates for most specifications are consistent with small values 
of  p(  I), which would lead to imprecise estimates of the NAIRU. It is notewor- 
thy  that the  specifications  with the largest estimates of  p(1) also report the 
smallest confidence intervals for the NAIRU. This is a general property of  the 
alternative specifications reported in the subsequent tables. 
We  investigate the robustness  of  the estimates  to alternative inflation  and 
unemployment  series in table 5.3. In this table, we consider models using in- 
flation computed using the CPI excluding food and energy, and the unemploy- 
ment rate for prime-aged males (age 25-54),  or alternatively, the married-male 
unemployment rate. For simplicity, only results for constant NAIRU and spline 
NAIRU models are reported,  and models in which inflationary expectations 
are  either  T;=T,-, or are derived  from a recursive AR(l2) forecast.  Once 
again, the most striking fact seen in these specifications is the large confidence 
intervals for all estimates of  the NAIRU. In  fact, the basic  findings do not 
appear to be particularly sensitive to the choice of the inflation or unemploy- 
ment series-except,  of course, the NAIRU is estimated to be lower in models 
using prime aged-male and especially married-male unemployment. As in ta- 
ble 5.2, models using the recursive AR( 12) inflation forecast tend to estimate 
the largest values of p(  1) and the tightest confidence intervals for the NAIRU. 
The sensitivity of the estimates to the specification of inflationary expecta- 
tions  is investigated  in  table  5.4, Again,  only constant  NAIRU and spline 
NAIRU  models  are considered. The various specifications report alternative 
methods of forming inflationary expectations. In forming AR( 1) expectations, 
we used  a median unbiased estimate of 0.984 for the largest autoregressive 
root of inflation, and the endpoints of the 90% confidence interval of (0.965, 
1.003). In addition,  table 5.4 also reports estimates based on levels of inflation 
and estimates based on the univariate (unemployment-only)  approach of  sec- 
tion 5.3.4. As in the earlier tables, there is a striking similarity in the estimates 
and standard errors across models. For example, the univariate estimates of the 
NAIRU based only on unemployment are not very different (and no more pre- 
cise) than the Phillips curve estimates with spline NAIRU from table 5.2. Simi- 
larly, the NAIRU results are not much affected by alternative methods of form- 
ing  inflationary  expectations. The  one  exception  is  when  the  model  is 
estimated in levels of inflation, rather than deviations from expectations. How- Table 5.3  Sensitivity of Estimates of the NAIRU and p(1) to Use of Alternative Data Series for m and U 
Differences from  # of Lags 
Base Case  Formation of 71‘  (U,  ?.-a<) 
Male 25-54  unemployed  T:  = Tt-  I  (12,12) 
Male 25-54  unemployed  T;  = T,- I  ( 12,w 
Male 25-54  unemployed  recursive AR( 12) forecast  (12,12) 
Married male unemployed 
Married male unemployed 
T;  = T,-, 
n;  = T,-, 
57:01-94:12 
57:oi-94: 12 




CPI less fdenergy  T;  = 7r-I  (12.12) 
CPI less foodenergy  T:  = TTT,_[  (12.12) 
CPI less foodenergy  recursive AR(12) forecast  (12.12) 





spline, 3 knots 
spline, 3 knots 
constant 
spline, 3 knots 
spline, 3 knots 
constant 
spline, 3 knots 
spline, 3 knots 
Selected Estimates of  NAIRU (Gaussian 




















1970:  1  1980:  I 
4.50  4.50 
(2.53,7.74)  (2.53, 7.74) 
3.02  5.14 
(1.60,5.94)  (2.94.6.84) 
3.58  5.52 
(2.75.5.13)  (4.64, 6.52) 
3.62  3.62 
(2.20,5.15)  (2.20.5.15) 
2.52  4.26 
(1.27, 5.18)  (2.46.5.61) 
3.47  4.39 
(2.58, 6.01)  (3.43, 5.32) 
6.17  6.17 
(4.22, 8.17)  (4.22, 8.17) 
5.08  7.73 
(3.69, 7.58)  (6.23, 9.40) 
4.69  8.63 
(3.53.6.07)  (7.70, 10.47) 


































(0.15  1) 
4.30 
(0.0W Table 5.3  (continued) 
Selected Estimates of NAIRU (Gaussian 
95% confidence interval)  b.-Test of 
Differences from  # of Lags  Determinants of  Constant 
Base Case  Formation of me  (U,  m-Tv)  NAIRU  HI)”  1970:  1  1980:  1  1990:  1  NAIRU” 
CPI less foodenergy  m;  = m,-, 
male 25-54  unemployed 
62:Ol-94: 12 
male 25-54  unemployed 
62:O 1-94:  12 
male 25-54  unemployed 
CPI lcss foodenergy  m:  = m,-, 
CPI less foodenergy  recursive AR( 12) forecast 
62:01-94:12 









62:O 1-94: 12 
CPI less foodenergy 
57:  = m,-, 
CPI less foodenergy  recursive AR( 12) forecast 
constant 
spline, 3 knots 
spline, 3 knots 
constant 
spline, 3 knots 
spline, 3 knots 
-0.169  4.41  4.41  4.4  I 
(0.072)  (1.90.7.30)  (1.90.7.30)  (1.90, 7.30) 
-0.357  2.81  5.53  5.45 
(0.128)  (0.89, 6.26)  (3.69, 8.51)  (3.38, 8.88) 
-0.417  2.44  6.58  4.9  1 
(0.137)  (0.59,4.48)  (5.34, 10.77)  (2.75,6.99) 
-0.293  3.54  3.54  3.54 
(0.106)  (2.47, 4.56)  (2.47, 4.56)  (2.47,4.56) 
-0.535  2.52  4.41  4.00 
(0.155)  (1.38,4.06)  (3.30, 5.69)  (2.76, 5.61) 
-0.590  2.25  5.19  3.65 











Note: Base case is monthly (January 1955-December  1994), m from All-Items Urban CPI, All-Worker Unemployment. 
“Standard errors are in parentheses. 
”P-values are in parentheses. Table 5.4  Sensitivity of Estimates of the NAIRU and p(1) to Use of Alternative Models of .rr‘ 
Selected Estimates of NAIRU (Gaussian 95% 
confidence interval)  I.’-Test  of 
Differences from  # of Lags  Determinants of  Constant 




demeaning of n-ne 






demeaning of n-ne 
demeaning of n-nTTC 
demeaning of n-ne 
demeaning of n-me 
(continued) 
P: = n,-, 







T;  = n,-I 
n:  = nt-l 
n;  = 0.965*n,-, 
T[  = 0.965*nt-, 
constant 
spline, 3 knots 
constant 
spline, 3 knots 
constant 
spline, 3 knots 
constant 












































(2.92,  8.32) 
6.73 






























(0.000) Table 5.4  (continued) 
Selected Estimates of NAIRU (Gaussian 95% 
confidence interval)  F-Test of 
Differences from  # of Lags  Determinants of  Constant 





n in levels 
demeaning of n-ne 
demeaning of 7-W 
demeaning of n-nc 
demeaning of n-ne 
n in levels 
Univariate model 
Univariate model 
n:  = 0.984*n,-, 
P; = 0.984*n,-, 
n:  = 1.003*n,- I 






spline, 3 knots 
constant 
spline, 3 knots 
constant 
spline, 3 knots 
constant 
























(2.93,  8.76) 
6.42 














(2.13,  8.15) 
6.42 
(3.88,  13.43) 
10.78 
(9.40,  12.54) 
6.06 










(2.96,  10.78) 
6.42 



















Note:  Base case is monthly (January 1955-December  1994), n  from All-Items Urban CPI, All-Worker Unemployment. 
"Standard errors are in parentheses. 
bP-values are in parentheses. 221  How Precise Are Estimates of the Natural Rate of Unemployment? 
ever, the spline estimates of the NAIRU with inflation in levels are implausibly 
large: nearly  11% in January  1980 and well  over 7% in January  1990. The 
estimates from this specification are, we suspect, biased by the near unit root 
in inflation. 
The sensitivity of the results to the choice of lag length is investigated in 
table 5.5. The first three rows present models that include contemporaneous 
unemployment  in three baseline specifications. For these baseline  specifica- 
tions, we also report alternative estimates when lags are chosen by the Bayesian 
information criterion (BIC). The results are not sensitive to these changes. It is 
worth nothing that the lag lengths selected by BIC are generally shorter than a 
year, occasionally much shorter. 
Table 5.6 investigates the sensitivity of the results to a variety of other speci- 
fication changes. As in tables 5.3 and 5.5, we focus on baseline specifications 
for the NAIRU and inflationary expectations. The first eight rows of the table 
report results for models with more and less flexible specifications of  spline 
NAIRU and break  NAIRU.  The next three rows  report  models that  do not 
control for supply shocks. The final three rows report results for models that 
use the log of the unemployment rate in place of unemployment in levels (al- 
though NAIRU is reported in levels in the table). This final alteration permits 
considering a log-linear Phillips relation. Comparing these results to those of 
table 5.2, it is apparent that the results are not particularly sensitive to any of 
these specification changes. For example, the specifications in table 5.6 that 
use spline NAIRU and recursive AR( 12) forecasts of  inflation give estimates 
and confidence intervals for the NAIRU that are all quite similar to each other 
and also to the comparable results in table 5.2 
One possibility is that the imprecision in the NAIRU estimates are a conse- 
quence of using noisy monthly data, and that the estimates will be more precise 
when temporally aggregated data are used. Table 5.7 therefore reports selected 
models using quarterly data, and documents that the lack of precision in the 
NAIRU estimates is not a consequence of using monthly data. The first eight 
specifications in table 5.7 correspond to baseline specifications reported in ta- 
ble 5.2 using monthly data, and the estimates of the NAIRU and its confidence 
interval are little changed (although confidence intervals are slightly smaller 
using quarterly data). The next three specifications present models using infla- 
tion constructed from the GDP deflator (which is not available at the monthly 
level). These models yield similar estimates of the NAIRU but confidence in- 
tervals that are noticeably  larger. The final three  specifications use inflation 
constructed from the fixed-weight personal  consumption expenditure (PCE) 
deflator (one of the series used by the Congressional Budget Office [ 19941 and 
by Eisner [ 19951 in their estimation of the NAIRU). These specifications also 
yield results that are quite similar to the baseline models. 
Table 5.8 investigates the sensitivity of  the estimates  to specifying  infla- 
tionary expectations as ether Livingston or SPF forecasts. Models using the 
Livingston forecast are estimated using semiannual observations that conform Table 5.5  Sensitivity of Estimates of the NAIRU and p(1) to Contemporaneous  Unemployment and BIC Lag Choice 
Selected Estimates of NAIRU (Gaussian 
95% confidence interval) 
Differences from  # of Lags  Determinants of  F-Test of 
Base Case  Formation of 7~'  (U,  7~  ~  T')  NAIRU  P(1Y  1970:  1  1980:  1  1990:l  Constant NAIRUh 
Include  71; = 71,  ,  (12,12)  constant  -0.220  6.20  6.20  6.20  NA 
Include  'IF:  = T,.)  (12,12)  spline, 3 knots  -0.431  5.34  7.33  6.22  1.03 
contemporaneous U  (0.086)  (4.76, 8.26)  (4.76, 8.26)  (4.76, 8.26) 
contemporaneous  I/  (0.138)  (4.14, 7.77)  (5.47, 8.69)  (4.30, 8.70)  (0.405) 
Include  recursive AR(12) forecast  (12,12)  spline, 3 knots  -0.766  5.75  7.74  5.94  3.93 
contemporaneous U  (0.160)  (5.09, 6.78)  (7.08, 8.45)  (5.01,6.89)  (0.001) 
Lags chosen by BIC  =;  = 7F,-,  (5.8)  constant  -0.203  6.17  6.17  6.17  NA 
Lags chosen by BIC  71; = 71,-  I  (53)  spline, 3 knots  -0.365  5.28  7.31  6.25  0.75 
(0.089)  (4.52, 8.35)  (4.52, 8.35)  (4.52, 8.35) 
(0.123)  (3.81, 7.90)  (5.09, 8.93)  (3.95, 9.17)  (0.612) 
(0.130)  (4.69, 7.18)  (6.65,  8.81)  (4.41.7.39)  (0.107) 
Lags chosen by BIC  recursive AR(12) forecast  (2,l)  spline, 3 knots  -0.508  5.64  7.7 1  5.9 I  I .75 
Note: Base case is monthly (January 1955-December  1994), T from All-Items Urban CPI, All-Worker Unemployment 
5tandard errors are in parentheses. 
bP-values are in parentheses. Table 5.6  Sensitivity of Estimates of the NAIRU and p(1) to Other Changes in Specification 
Selected Estimates of NAIRU (Gaussian 
95% confidence interval) 
Differences from  # of Lags  Determinants of  F-Test of 
Base Case  Formation of vTT‘  (U,  7F-71‘)  NAIRU  P(1)”  1970:  I  1980:  1  1990:  I  Constant NAIRUb 
None  Tr:  = T,-, 
None  recursive AR( 12) forecast 
None  7r; = 7F, , 
None  recursive AR( 12) forecast 
None  P;  = 7F, , 
None  recursive AR( 12) forecast 
None  7r; = Tr-, 
(continued) 
(12,12)  spline, 4 knots  -0.409 
(0.135) 
(12.12)  spline, 4 knots  -0.725 
(0.157) 
(12,12)  3 breaks, estimated  -0.334 
(0.124) 
(12,12)  3 breaks, estimated  -0.561 
(0,150) 
(12,12)  4 breaks, estimated  -0.441 
(0.148) 
(12,12)  4 breaks, estimated  -0.506 
(0.148) 
(0.099) 




















































(0.361) Table 5.6  (continued) 
Sclected Estimates of NAlRU (Gaussian 
95% confidence interval)  F-Test of 
Differences from  # of Lags  Determinants of  Constant 
Base Case  Formation of vTTC  (U,  71-7F')  NAlRU  @(I)"  1970:  I  1980:  1  1990:  1  NAIRUh 
None  recursive AR( 12) forecast  (12,121  2 breaks, fixed  -0.341 
(0.1  10) 







NO  SUPPIY  shocks  71;  = r,-,  (12.12)  spline, 3 knots  -0.401 
No supply shocks  recursive AR( 12) forecast  (12,12)  spline, 3 knots  -0.733 
Log unemployment  n: = 71,_,  (I 2,12)  constant  -1.151 
Log unemployment  7T:  = 71,  ,  (12.12)  spline, 3 knots  -2.338 























































Note: Base case is monthly (January 1955-Dcccmber  1994),  71 from All-Items Urban CPI, All-Worker Unemployment 
"Standard errors are in parentheses. 
bf-values  are in parentheses. Table 5.7  Selected Estimates of the NAIRU and p(1) Using Quarterly Data 
Selected Estimates of NAIRU (Gaussian 95% 
confidence interval) 
Differences from  # of Lags  Determinants of  F-Test of 












Tr; = Tr-, 
recursive AR(4) forecast 
P: = Tr-1 
recursive AR(4) forecast 
Tr:  = Tr,-l 
recursive AR(4) forecast 
Tr; = T,-, 
recursive AR(4) forecast 
constant 
constant 
spline, 3 knots 
spline, 3 knots 
2 breaks, estimated 
















































































(0.001) Table 5.7  (continued) 
Selected Estimates of NAIRU (Gaussian 95% 
confidence interval) 
Differences from  # of Lags  Determinants of  F-Test of 
Base Case  Formation of vTT'  (U,  P-*)  NAIRU  P(1)"  1970:  1  1980:  1  1990:  1  Constant NAIRUb 
GDPdeflator  71;  = 71,  ,  (4,4)  constant  -0.168  5.97  5.97  5.97  NA 
(0.093)  (1.90, 10.03)  (1.90, 10.03)  (1.90, 10.03) 
(0.145)  (-5.06,  17.85)  (-1.08,  14.37)  (0.08, 11.59)  (0.977) 
GDP deflator  p: = =,  (4.4)  spline, 3 knots  -0.195  6.40  6.65  5.83  0.20 
GDP deflator  recursive AR(4) forecast  (4,4)  spline, 3 knots  -0.503  6.62  7.50  5.62  2.86 
Fixed-weight  7F; = =,_,  (4,4)  constant  -0.213  6.21  6.21  6.21  NA 
Fixed-weight  =;  = -,  I  (4,4)  spline, 3 knots  -0.374  5.57  7.39  5.92  1.35 
Fixed-weight  recursive AR(4) forecast  (4,4)  spline, 3 knots  -0.622  5.85  7.87  5.92  4.14 
(0.183)  (5.53, 10.70)  (6.07, 8.75)  (3.58, 7.24)  (0.012) 
PCE deflator  (0.066)  (5.12.7.63)  (512,763)  (5.12, 7.63) 
PCE deflator  (0.122)  (4.44,7.97)  (5.68, 8.67)  (3.98,7.96)  (0.241) 
PCE deflator  (0.142)  (5.ll,6.81)  (7.22, 8.63)  (5.01,6.91)  (0.001) 
Note:  Base case is quarterly (first quarter 1955 to fourth quarter 1994). P from All-Items Urban CPI, All-Worker Unemployment. 
'Standard errors are in parentheses. 
bP-values are in parentheses. Table 5.8  Sensitivity of Estimates of the NAIRU and p(1) to Alternative Models of me, Quarterly Data 
Selected Estimates of NAIRU (Gaussian 95% 
confidence interval) 
Differences from  #of Lags  Determinants of  F-Test of 
Base Case  Formation of 71-  (U,  71-m.)  NAIRU  P(1)"  1970: 1  1980:l  1990:  1  Constant NAIRUh 
GDP deflator  SPF forecast  (4,4)  constant 
GDP deflator  SPF forecast  (4,4)  spline, 2 knots 
GDP deflator  SPF forecast  (2.2)  constant 
7  1 :I-94:IV 
71 :I-94:IV 
73:1-94:IV 
lags chosen by  BIC 
73:I-94:IV 
lags chosen by BIC 
GDP deflator  SPF forecast  (2.1)  spline, 2 knots 
Semiannual  Livingston forecast  (2,2)  constant 
Semiannual  Livingston forecast  (2,2)  spline, 3 knots 
Semiannual lags  Livingston forecast  (2,l)  constant 
Semiannual lags  Livingston forecast  (2,l)  spline, 3 knots 
chosen by BIC 
chosen by BIC 




-0.836  NA 
-0.309  NA 



































Note: Base case is quarterly (first quarter 1955 to fourth quarter 1994). m from All-Items Urban CPI, All-Worker Unemployment 
"Standard errors are in parentheses. 




























(0.018) 228  Douglas Staiger, James H. Stock, and Mark W.  Watson 
with  the  timing of  the Livingston  forecasts  (taken in June and December), 
while models using the SPF forecasts use the GDP deflator and limit the sam- 
ple to first quarter  1971 to fourth quarter  1994 (or in some cases first quarter 
1973 to fourth quarter  1994) because the SPF forecasts began only in fourth 
quarter 1968. For each forecast, we present both constant NAIRU and spline 
NAIRU models for baseline specifications (with one year of lags) and models 
in which lags are chosen by BIC. The estimates of the NAIRU over the entire 
sample for both these series are notably higher than for other methods of ex- 
pectations formation. This is a consequence of the survey participants’ under- 
estimating inflation on average over the history of the surveys. Otherwise the 
estimates are generally  similar to earlier tables.  The exception  is the rather 
tight confidence intervals based on the SPF forecast in the spline model with 
one year of lags. 
Table 5.9 further investigates the performance  of  models  of  the  NAIRU 
based on labor market variables. For our base specifications, we report results 
when the NAIRU is modeled using various subsets of  the labor market varj- 
ables discussed in section 5.3.3. It is apparent that no combination of  these 
labor market variables yields precise estimates of the NAIRU. The most pre- 
cise Gaussian  confidence interval for the NAIRU  in January  1990 is (4.26, 
6.38), which is for a specification that uses all of the labor market variables. In 
the models using monthly data, the only determinant of the NAIRU that is 
individually significant  is the unemployment exit hazard, and it has the ex- 
pected negative relationship with the NAIRU. In  the models using quarterly 
data, the only determinant of the NAIRU that is individually significant is the 
fraction of the labor force in their teens. A larger fraction of teens is associated 
with a higher NAIRU,  as would be expected. As a group, the demographic 
variables tend to be the most significant predictors of the NAIRU, primarily 
in models with recursive  forecasts of  inflation. On balance, the labor market 
variables appear to enter the model as expected, but fail to provide estimates 
of the NAIRU any more precise than do the statistical models. 
The one set of specifications in which it is possible to obtain tight confidence 
intervals is that which includes long lags of inflation. Several such specifica- 
tions are reported in table 5.10. To facilitate a comparison with delta-method 
standard errors reported by Fuhrer (1995) and King, Stock, and Watson (1995), 
in this table the delta-method standard error is reported in brackets. The first 
specification  is  essentially  the  specification  in  Fuhrer  (1995)  and  Tootell 
(1994) (they use only one quarterly lag of unemployment); the delta-method 
standard error of 0.37 in table 5.10 is similar to the delta-method standard error 
reported by  Fuhrer (1995) of 0.33. (The specifications in table 5.10 are for 
quarterly data, but tight confidence intervals can also be obtained using thirty- 
six lags of  AT,  with monthly data.) However, the more reliable Gaussian con- 
fidence intervals remain relatively large. Furthermore, the Akaike information 
criterion (AIC) and BIC choose the substantially shorter lags (2,3), for which 
the delta-method standard error is 0.84. Moreover, a conventional F-test of the Table 5.9  Sensitivity of Estimates of the NAIRU and p(1) to Alternative Labor Market Models of the NAIRU 
Difference from  # of Lags  Determinants of  - 
Selected Estimates of NAIRU 
(Gaussian 95% confidence interval) 
I;-Test of 









Tr;  n,  I  (12,12)  demographics, 
institutions, 
exit hazard 
recursive AR( 12) forecast  (12,12)  demographics, 
institutions, 
exit hazard 
n;  = Tr,  ,  (1  2,12)  demographics, 
institutions 
recursive AR( 12) forecast  (1  2,12)  demographics, 
institutions 
Tr; = 71,  ,  ( 12,12)  demographics 
recursive AR( 12) forecast  (12,12)  demographics 
n:  = Tr,  I  (12,12)  exit hazard 
-0.889  4.96 
(0.260)  (3.24, 5.49) 
-0.973  5.52 
(0.267)  (4.06, 6.41) 
-0.435  5.44 
(0.175)  (3.47.9.00) 
(0.195)  (5.16, 8.66) 
(0.101)  (3.67, 10.20) 
(0.112)  (5.76, 8.90) 
(0.183)  (3.27, 7.52) 
-0.611  6.22 
-0.264  6.30 
-0.426  6.91 
-0.456  5.15 
1980:  1  1990:  1  Constant NAIRUh 
6.93  5.43 
(5.63, 8.02)  (4.08, 6.46) 
7.33  5.46 
(6.28, 8.45)  (4.26, 6.38) 
7.68  6.35 
(4.51, 10.29)  (3.41-9.24) 
8.10  6.03 
(6.75, 9.81)  (4.34, 7.48) 
6.91  6.43 
(4.96, 10.36)  (2.48, 9.13) 
7.72  6.36 
(6.8 1,9.60)  (4.74,7.66) 
6.08  5.53 














(0.106) Table 5.9  (continued) 
Selected Estimates of  NAIRU 








P( 1  )*  1970:  1  1980:  1  1990:  1  Formation of P' 
exit hazard  -0.350  5.67  6.28  5.92 
-0.691  4.91  7.06  5.85 
(0.181)  (3.53, 10.39)  (5.45, 8.64)  (4.87, 9.53) 





recursive AR( 12) forecast 











n:  = P,-, 
recursive AR(4) forecast  Quarterly 55:1-93:IV  -0.821  5.76  7.63  5.96 
(0.326)  (4.22, 8.62)  (6.31, 10.12)  (4.83,7.99) 
3.79 
(0.001) 
Quarterly 55:1-93:IV  -0.417  4.93 
(0.171)  (2.71,7.69) 
(0.187)  (5.10, 8.09) 
(0.192)  (3.56, 9.63) 
(0.188)  (-17.13,  32.91) 
-0.619  6.07 
-0.334  5.73 
-0.143  7.89 
7.34  6.60 
(4.84, 10.22)  (4.72,9.92) 
7.99  6.38 
(6.92,9.64)  (4.97,7.93) 
6.26  5.93 
(5.15, 8.37)  (4.97, 8.79) 
6.52  7.37 









rr: = P,-l 
recursive AR(4) forecast  Quarterly 55:1-93:IV 
Quarterly 55 :  1-93 :  IV  "y  = Tr-1 
recursive AR(4) forecast  Quarterly 55 :I-93: IV  exit hazard 
Note; Base case is monthly (January 1955-December  1994).  P  from All-Items Urban CPI, All-Worker Unemployment. 
'Standard errors are in parentheses. 
bP-values are in parentheses. Table 5.10  Sensitivity of Estimates of the NAIRU and p(1) to Long Lags 
Selected Estimates of NAIRU 
(Gaussian 95% confidence interval)b 
Differences from  # of Lags  Determinants of  F-Test of 
1970: 1  1980:  1  1990:  1  Constant NAIRU'  Base Case  Formation of P~  (U,  T-W')  NAIRU  MI)" 
None 
Lags chosen by BIC 
(same as AIC) 
None 
Lags chosen by BIC 
(same as AIC) 
None 
Lags chosen by AIC 
Lags chosen by BIC 
None 
Lags chosen by AIC 
P: = Tr-1 
P;  = Tr-1 
Tr: = rr-I 
T:  = 
recursive AR(4) forecast 
recursive AR(4) forecast 
recursive AR(4) forecast 
recursive AR(4) forecast 
recursive AR(4) forecast 
constant 
constant 
spline, 3 knots 




spline, 3 hots 
spline, 3 knots 
-0.295  6.01  6.01 
(0.123)  (4.76, 7.20)  (4.76,7.20) 
[0.37]  [0.37] 
-0.136  6.00  6.00 
(0.084)  (0.95, 11.05)  (0.95, 11.05) 
[0.84]  [0.84] 
-0.451  6.53  6.68 
(0.179)  (5.31, 10.99)  (3.45, 7.92) 
[0.74]  [0.56] 
(0.124)  (-35.06,53.76)  (-20.69,  31.18) 
[7.40]  [4.32] 
-0.084  9.35  5.25 
-0.200  6.16  6.16 
(0.102)  (2.84,9.'49)  (2.84,9.49) 
[0.55]  [0.55] 
-0.208  6.15  6.15 
(0.097)  (4.33, 8.69)  (4.33, 8.69) 
[0.54]  [0.54] 
-0.257  6.11  6.11 
(0.086)  (5.01, 7.33)  (5.01, 7.33) 
LO.441  [0.441 
-0.657  6.90  7.58 
(0.202)  (5.92, 9.30)  (6.78, 8.53) 
[0.58]  [0.32] 
-0.760  6.42  7.56 
(0.203)  (5.67, 7.79)  (6.87, 8.26) 









































(continued) Table 5.10  (continued) 
Selected Estimates of NAIRU 
(Gaussian 95% confidence interval)h 
Differences from  I# of Lags  Determinants of  F-Test of 
Base Case  Formation of  (U.  P--a“)  NAIRU  Pfl)”  1970:  1  1980:  1  1990:  1  Constant NAIRU 
Lags chosen by  BIC  recursive AR(4) forecast  (2,l) 
73:1-94:IV  SPF forecast  (2,8) 
Lags chosen by AIC  SPF forecast  (3.4) 
73:I-94: 1V 
Lags chosen by  BIC  SPF forecast  (22) 
73:1-94:IV 
73:1-94:IV  SPF forecast  (2, 8) 
Lags chosen by AIC  SPF forecast  (3, 8) 
73:1-94:IV 
Lags chosen by BIC  SPF forecast  (291) 
73 :  1-94: IV 
spline, 3 knots  -0.350  7.28 
(0.119)  (5.72, 13.53) 
[1.13] 
constant  -0.160  NA 
(0.117) 
constant  -0.217  NA 
(0.115) 
constant  -0.309  NA 
(0.122) 
spline, 2 knots  -  1.067  NA 
(0.202) 
spline, 2 knots  -  1.196  NA 
(0.204) 






















































(0.001  ) 
Note: Base case is quarterly (first quarter 1955 to fourth quarter 1994), P from All-Items Urban CPI, All-Worker Unemployment 
*Standard errors are in parentheses. 
bStandard errors in brackets are for delta method. 
‘P-values are in parentheses. 233  How Precise Are Estimates of the Natural Rate of Unemployment? 
significance of the additional nine lags of inflation in the first specification has 
a p-value of  .49. Thus the statistical support for the long-lag specification ap- 
pears to us to be thin. 
Similar or tighter confidence intervals obtain when three years of  lags are 
used with the spine NAIRU models. For example, when r;  is constructed by 
recursive AR(4) for the spline model, the delta-method standard error for the 
NAIRU in the first quarter of  1990 is less than 0.3, although once again the 
Gaussian confidence interval remains relatively large. However, the additional 
lags in the (2,12) and AIC specifications are statistically insignificant  at the 
5% level, relative to the BIC-chosen lags of (2,1), for which the delta-method 
standard error is 0.53. 
The tightest confidence intervals occur for long-lag specifications using the 
SPF forecast for T;.  (Because these models are estimated over a shorter time 
span, the maximum number of lags is set to two years for the AIC and BIC 
specifications  with  the  SPF forecast.)  The AIC  specification  with  spline 
NAIRU has a delta-method standard error of 0.13 in the first quarter of  1990, 
and the Gaussian confidence interval is similarly tight. Unlike the other long- 
lag specifications, these additional lags are significant at the 5% (but not at the 
1%) significance level, relative  to the BIC-chosen  lags. Note that the point 
estimate of p(  1) in these long-lag specifications with  SPF inflation expecta- 
tions is substantially larger than for the other specifications. In our view, the 
apparently tight estimates for the NAIRU in these specifications reflect over- 
fitting the model, given the relatively short time span. 
Our main conclusion from these long-lag results is that, for selected combi- 
nations of unemployment series and inflationary expectations, it is possible to 
estimate apparently tight confidence intervals for the NAIRU when long lags 
of inflation  and a flexible NAIRU model are used. However, the additional 
lags necessary to obtain these tight intervals are not selected by the BIC and 
indeed are not statistically significant, with a single exception. The statistical 
evidence for using these long lags is therefore lacking, and the associated tight 
intervals therefore are plausibly statistical artifacts that are a consequence of 
overfitting. 
Time series of estimates of  the NAIRU  and associated (pointwise) confi- 
dence intervals are presented in figures 5.6-5.10  for selected alternative speci- 
fications. The TVP estimate of the NAIRU and its confidence interval are plot- 
ted in figure 5.6 for the case X=.15,  with inflationary expectations formed as 
r;  = TT-,.  For the TVP model, the highest value of the likelihood occurs at 
h=O, corresponding to a constant NAIRU. However, this estimation problem 
is similar to the problem of estimating a moving average root when the root is 
close to one, and the maximum likelihood estimator (MLE) can have a mass 
point at zero when the true value is small but nonzero. 
Figures 5.3-5.10  provide an opportunity to compare the delta-method and 
Gaussian confidence intervals. The delta-method confidence intervals are typi- 
cally tighter. Generally, however, the two sets of confidence intervals have sim- 234  Douglas Staiger, James H. Stock, and Mark W.  Watson 
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TVP estimate of NAIRU (thick line), 95% delta-method confidence 
ilar qualitative features. In many cases, the confidence intervals contain most 
observed values of unemployment. An exception to this is the confidence inter- 
vals based on the Livingston and SPF forecast. For example, according to the 
Livingston  estimates,  unemployment  was outside the 95% confidence band, 
and indeed far (over  2 percentage points)  below  the point  estimate of  the 
NAIRU, for most of the fifteen years from 1965 to 1980 fig. 5.10).  Mechani- 
cally, the explanation for this is that during this period the Livingston forecast 
systematically underpredicted  inflation. This consistent misestimation of even 
the average level of inflation raises questions about the reliability of this fore- 
cast as a basis for the NAIRU calculations.  In particular, this  casts further 
doubt on the relatively  precise  estimates found in table 5.10 using  the SPF 
survey. 
These results confirm the finding in table 5.1 that the NAIRU is measured 
quite imprecisely. This conclusion is insensitive to model specification. It is 
not solely a consequence of the NAIRU being nearly unidentified when p(  1) 
is near zero, because comparable confidence intervals obtain when the NAIRU 
is estimated using the univariate unemployment model. Because of the nonlin- 
earity of the estimator of the NAIRU, delta-method confidence intervals may 235  How Precise Are Estimates of the Natural Rate of Unemployment? 
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Fig. 5.7  Spline estimate of NAIRU, 95% Gaussian confidence interval (long 
dashes),  delta-method confidence interval (short dashes), and unemployment 
Notes: T; = 71,- I, monthly, January  1955-December  1994, (12,12) lags, CPI, prime-age-male un- 
employment. 
have poor coverage rates, and we have therefore relied on Gaussian confidence 
intervals instead. Although  the empirical  Gaussian  confidence intervals are 
typically  wider than delta-method confidence intervals,  as can be seen from 
the figures, the general conclusions are little changed by using delta-method 
intervals instead. 
5.6  Discussion and Conclusions 
There are at least three different types of uncertainty that produce impreci- 
sion of the estimates of  the NAIRU. The first is the uncertainty arising from 
not knowing the parameters of the model at hand. All the confidence intervals 
presented in this paper incorporate this source of imprecision, and the Monte 
Carlo results in section 5.4 suggest that the Gaussian confidence intervals pro- 
vide reliable and accurate measures of this imprecision. 
A second source of uncertainty arises from the possibly stochastic nature of 
the  NAIRU,  and only the TVP confidence intervals  include this  additional 
source. Consider for example the break model of the NAIRU. In the implemen- 236  Douglas Staiger, James H. Stock, and Mark W.  Watson 
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Fig. 5.8  Spline estimate of NAIRU, 95% Gaussian confidence interval (long 
dashes),  delta-method confidence interval (short dashes),  and unemployment 
Notes; n;  = TI-,, monthly, January  1962-December  1994, (12,12) lags, CPI excluding food and 
energy, married-male unemployment. 
tation here, the breaks  are treated  as occurring nonrandomly  and, once they 
have occurred, are treated as if they are known with certainty. An extension of 
this model, which is arguably more plausible on a priori grounds, would be 
that the NAIRU switches stochastically among several regimes, and that at a 
given date it is unknown which regime the NAIRU is in. While the point esti- 
mates of the NAIRU in this regime-switching model might not be particularly 
different from those for the deterministic break model, the confidence intervals 
presumably  would be, because the  stochastic-regime  model  intervals would 
incorporate the additional uncertainty of not knowing the current regime. The 
TVP model  incorporates  this  additional  source of  uncertainty  because the 
NAIRU is explicitly treated  as unobserved  and following  a stochastic path. 
From our perspective, it is desirable to incorporate both sources of  uncertainty 
in  construction  of  confidence  intervals.  However,  incorporating  the  second 
source of  uncertainty  increases the computational burden  dramatically, so it 
would have been impractical to estimate the large number of models reported 
here using an explicitly stochastic model of the NAIRU. As a consequence, the 
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Fig. 5.9  Spline estimate of NAIRU, 95% Gaussian confidence interval (long 
dashes),  delta-method confidence interval (short dashes), and unemployment 
Notes: n;  = Survey of Professional Forecasters, quarterly, first quarter 1973-fourth quarter 1994, 
BIC lags, GDP deflator, total unemployment. 
understate the actual imprecision that arises from unpredictable movements in 
the NAIRU itself. 
A third source of uncertainty arises from the choice of specification (in text- 
book terminology, not knowing which of the models is “true”). To  the extent 
that imprecision of  estimates of the NAIRU has been mentioned in the litera- 
ture, it has tended to be this type of  uncertainty, as quantified by a range of 
point  estimates  from alternative,  arguably  equally plausible  specifications. 
None of the confidence intervals presented in this paper formally incorporate 
this uncertainty. However, a comparison of the point estimates and confidence 
intervals  in tables  5.3-5.10  for plausible  alternative  specifications indicates 
that informally incorporating this additional source further increases the uncer- 
tainty surrounding the actual value of the NAIRU. 
A central conclusion from this analysis is that a wide range of values of  the 
NAIRU are consistent with the empirical evidence. However, the unemploy- 
ment rate and changes in the unemployment rate are useful predictors of future 
changes in inflation. While these two results might seem contradictory, they 
need not be; in principal, changes in unemployment could be strongly related 238  Douglas Staiger, James H. Stock, and Mark W.  Watson 
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dashes),  delta-method confidence interval (short dashes),  and unemployment 
Norest  7~;  = Livingston survey, semiannual, first half  1955-second half 1994, BIC lags, CPI, to- 
tal unemployment. 
to future changes of inflation, but the level of unemployment could enter with 
a negligibly  small coefficient. In most of  the specifications here,  this  slope, 
p(1), is small (in the range  -0.25  to -0.45)  and imprecisely measured, al- 
though it is statistically significantly different from zero. This corresponds to 
the lesson from figure 5.1 that the value of unemployment corresponding to a 
stable rate of  inflation  is imprecisely  measured, even though an increase in 
unemployment will on average be associated with a decline in future rates of 
inflation. 
It should be cautioned that the conclusion of imprecision relates to conven- 
tional methods of  estimating the NAIRU and to several time-varying exten- 
sions. Although we have examined a large range of  specifications and found 
this conclusion robust, future research might produce new, more precise meth- 
ods of estimating the NAIRU. 
An obvious next  step is the analysis of  monetary policy rules in light of 
these findings. We  do not undertake  a thorough investigation  here but offer 
some initial thoughts on the matter. Recent work on monetary policy in the 
presence of measurement error (for example Kuttner  1992; Cecchetti 1995) is 239  How Precise Are Estimates of the Natural Rate of Unemployment? 
consistent with placing less weight on poorly measured targets. In this spirit, 
a trigger strategy, in which monetary policy takes a neutral stance until unem- 
ployment hits the natural rate and then responds vigorously, is unlikely to pro- 
duce the desired outcomes because the trigger point (the natural rate) is poorly 
estimated. Clearly, under a trigger strategy it matters whether the NAIRU is 
five or seven percentage points. In contrast, a rule in which monetary policy 
responds not to the level of the unemployment rate but to recent changes in 
unemployment  without reference to the NAIRU (and perhaps to a measure 
of the deviation of inflation from a target rate of  inflation) is immune to the 
imprecision of measurement that is highlighted in this paper. An interesting 
question is the construction of formal policy rules that account for the impreci- 
sion of estimation of the NAIRU. 
Appendix 
Results of  Monte Carlo Experiment Comparing Delta- 
Method and Gaussian Confidence Intervals 
Table 5A.1  Finite Sample Coverage Rates of Delta-Method and Gaussian 
Confidence Intervals 
Quantiles of  Delta-Method 
t-Statistic  Monte Carlo Coverage Rages 
Delta Method  Gaussian 
- 
PCl)  U  0.10  0.50  0.90  90%  95%  90%  95% 
A. Errors Drawn from the Empirical Distribution 
-0.26  6.18  -0.92  -0.01  0.82  0.98  0.99  0.89  0.94 
-0.03  10.04  -4.96  -1.21  0.03  0.58  0.64  0.89  0.94 
-0.07  5.63  -0.55  0.09  1.04  0.96  0.98  0.88  0.94 
-0.40  5.45  -0.92  -0.04  1.16  0.96  0.98  0.88  0.94 
B. Gaussian Errors 
-0.26  6.18  -0.92  0.00  0.84  0.98  0.99  0.88  0.94 
-0.07  5.63  -0.56  0.09  1.01  0.96  0.98  0.09  0.94 
-0.03  10.04  -4.75  -1.19  0.03  0.59  0.64  0.89  0.94 
-0.40  5.45  -0.90  -0.05  1.13  0.96  0.99  0.89  0.94 
Notes: Data generated using a restricted VAR( 1) as described in the text. Based on 10.000 Monte 
Carlo replications, with eighty observations (plus sixty startup draws). 240  Douglas Staiger, James H. Stock, and Mark W.  Watson 
Table 5A.2  Finite-Sample Power of Delta-Method and Gaussian Confidence Tests, 
Probability of Rejecting the Null Hypothesis U,  6.18 
Size Unadjusted  Size Adjusted 
(asymptotic critical values)  (adjusted critical values) 
Delta Method  Gaussian  Delta Method  Gaussian 
- 
U  10%  5%  10%  5%  10%  5%  10%  5% 
2.00  056  0.46  1  .oo  0.99  0.74  0.66  I .oo  0.99 
3.00  0.55  0.43  0.98  0.97  0.73  0.65  0.98  0.97 
4.00  0.47  0.34  0.90  0.84  0.70  0.60  0.89  0.83 
5.00  0.22  0.13  0.53  0.41  0.48  0.35  0.50  0.38 
6.00  0.03  0.01  0.12  0.07  0.12  0.06  0.1 I  0.06 
6.18  0.02  0.0  I  0.1 1  0.06  0.10  0.05  0.10  0.05 
7.00  0.08  0.04  0.35  0.24  0.28  0. I6  0.32  0.21 
8.00  0.32  0. I9  0.84  0.75  0.62  0.48  0.82  0.73 
9.00  0.47  0.33  0.98  0.97  0.7 1  0.61  0.98  0.96 
10.00  0.5 I  0.39  1  .00  0.99  0.72  0.63  1.00  0.99 
Norest Data generated using a restricted VAR( 1) with p(  1) = -0.26,  as described in the text. The column 
headers 10% and 5% refer to the nominal  level of  the test (this is 100% minus the nominal confidence 
level of  the associated confidence interval). The size-unadjusted results are the rejection rates computed 
using the asymptotic critical value from the x: distribution. The size-adjusted results are computed using 
the  finite-sample critical value  taken  from the Monte Carlo distribution of  the test  statistic computed 
under the null li = 6.18. Based on 10,000 Monte Carlo replications, with eighty observations (plus sixty 
startup draws). 
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Comment  Alan B. Krueger 
The twin facts that the U.S. unemployment  rate has been below 6%-which 
many economists and macro textbooks consider the natural rate of unemploy- 
ment-for  over fourteen straight months, while the inflation rate has remained 
comfortably below 3% with little sign of acceleration for three years, have set 
off a debate on whether the natural rate has declined. This paper moves this 
debate forward, about as far forward as the time-series data would permit. 
The paper raises an important question: How well can we measure the natu- 
ral rate? Surprisingly, hardly any paper in the previous literature has estimated 
the standard error of the natural rate. To fill this void, Staiger, Stock, and Wat- 
son estimate a wide variety of  models that are common in the  literature- 
indeed, the total number of parameters they estimate exceeds the total number 
of  monthly  observations  in  their  sample.  Because the  natural  rate  in  an 
inflation-unemployment Phillips curve is a nonlinear function of  the estimated 
parameters,  calculating  the standard  error of  the natural  rate is not  entirely 
straightforward.  Staiger, Stock, and Watson use two methods for calculating 
the standard error and confidence interval for the natural rate: the delta method 
and a  “Gaussian”  procedure. Their Monte Carlo results  tend  to favor  the 
Gaussian method, which tends to yield larger confidence intervals. It is unusual 
to find a paper that devotes more attention to the standard errors of the esti- 
mates than to the estimates themselves; it is even more unusual to be interested 
in a paper for precisely that reason. 
Their findings are sobering. For two reasons, the data are incapable of distin- 
guishing between a wide range of estimates of the natural rate. First, a variety 
of plausible  models yield widely  differing estimates of the natural rate at a 
point in time (e.g., models with varying assumptions  about expectations, or 
models that include varying explanatory variables). For example, the point es- 
timates of the natural rate in table 5.2 range from 5.4 to 6.4% in 1990. Second, 
as the authors stress, the standard errors of the estimated natural rates are quite 
large-a  typical 95% confidence interval runs from 5 to 8%. Staiger, Stock, 
and Watson conclude that this range is too wide to make monetary policy on 
without explicitly taking into account measurement  error. This conclusion  is 
Alan B. Krueger is the Bendheim Professor of Economics and Public Affairs at Princeton Uni- 
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almost too timid.  Based on their findings,  I think an alternative title for this 
paper could be “We Don’t Know What the Natural Rate Is, and Neither Do 
You.” Even with forty-two years of monthly time-series observations, the data 
just do not provide precise estimates. 
A natural follow-up question to ask is, How long will it be until we have a 
precise estimate of the natural rate? For example, how many more months of 
data are required to bring the standard error down to an acceptable level, say 
0.25?  Assuming the model is covariance stationary, this would require roughly 
four times as many observations as are currently available. By my calculation, 
it will be another 126 years before the 95% confidence interval is within plus 
or minus 0.5%.  That is a long time to wait. 
I don’t see any reason to quarrel with the basic conclusion of the paper- 
that the natural rate is imprecisely estimated. Instead, I make some comments 
on the literature, and on the possible implications of Staiger, Stock, and Wat- 
son’s findings. 
Specific Comments on Estimation 
Given the difficulty of precisely estimating the natural rate, I wonder if the 
focus of this literature should shift more toward p(  1)-the  effect of a change 
in the unemployment rate on inflation. As the paper points out, all estimates of 
p(1) that it finds are negative. This strongly suggests that the Phillips curve 
slopes down. But I’m a little surprised that in at least some of their specifica- 
tions Staiger, Stock, and Watson (and the previous literature) do not allow p(  1) 
to change over time. Some structural changes in the labor market would affect 
the slope as well as the intercept of the Phillips curve. For example, an increase 
(or decrease) in labor’s share will mean that a given wage change will translate 
into a larger (smaller) price change. 
An important issue concerns the interpretation of the natural rate in the “la- 
bor market models.” The literature tends to derive the natural rate as the ratio 
of  the intercept to the slope coefficient on the unemployment rate (ignoring 
lags), whether or not labor market variables are included as regressors in the 
regression. An alternative approach would be to add the labor market variables 
times their coefficients to the intercept, at a specified level of the labor market 
variables.  For example, the natural rate might have fallen because the union 
rate has declined. In the alternative approach, the current union rate times the 
coefficient on the union rate could be added to the intercept, and then divided 
by the coefficient on the unemployment rate, to derive the current natural rate. 
It is of interest to policymakers to know what the natural rate is at the current 
level of unionization, not at some fixed level. 
Another issue that affects Phillips curve estimates involves the redesign of 
the Current Population Survey (CPS), which is used to measure the unemploy- 
ment rate. In January 1994, the Bureau of Labor Statistics (BLS) introduced a 
major redesign of the CPS. The redesign was widely expected to influence the 
measured unemployment rate. As it turns out, I think this is not a critical issue 244  Douglas Staiger, James H. Stock, and Mark W.  Watson 
for the present paper for two reasons, which are interesting in their own right. 
First, the CPS redesign took place in January 1994, so it only affects one year’s 
worth of data in the analysis. Second, and more important, in contrast to their 
initial research, the latest BLS research indicates that the CPS redesign has had 
very little effect on measured unemployment, probably increasing the official 
unemployment rate by 0.1 to 0.2 percentage points. 
The BLS conducted a separate “parallel”  survey that asked the new ques- 
tionnaire in the eighteen months preceding the start of the redesign (see Poli- 
vka  1996). The parallel survey showed that the unemployment rate was 0.6 
points higher than the standard CPS. However, this is not the end of the story. 
The BLS continued the parallel survey after the redesign was implemented, 
now  giving the  parallel  sample the  old  CPS questionnaire. As figure 5C.1 
shows, to everyone’s surprise the parallel sample continued to have a higher 
unemployment  rate  even  after the  questionnaires  were  switched  in  January 
1994, about 0.4 points higher. What is going on? The parallel sample was not 
selected in the same way as the CPS sample; it was based on an unused sample 
for a crime survey. The samples do not seem to be representative of the same 
populations. The redesign  increases the measured  unemployment rate by  at 
least 0.1% because new 1990 census weights (which adjusted for the census un- 
dercount) were used in the redesigned CPS, and the unemployment rate is 0.1  % 
higher with the 1990  weights than when it is calculated with the 1980  weights. 
A more important measurement issue may concern the dependent variable, 
the inflation rate. As is now well known, there is widespread suspicion that the 
consumer price index  (CPI) overstates  inflation.  One obvious problem con- 
cerns substitution bias. The CPI is a Laspeyres index with weights that change 
about once a decade. Some have argued that the further we get from the base 
year, the greater the “substitution” bias in the CPI. One way to adjust for this 
would be to include a variable that measures the number of months away from 
the latest base weight adjustment. More difficult problems are caused by qual- 
ity adjustment, outlet substitution, and new products. 
Alternative Estimation Approaches 
More fundamentally, given the seemingly inherent limitations with the ag- 
gregate time-series approach, I wonder if a conclusion of this paper should be 
that macroeconomists should try a different approach. Here I have two sugges- 
tions. First, why not estimate the Phillips curve with state-level data? Regional 
labor markets face different economic shocks, and provide more experiences 
on which to base estimates of the natural rate than the aggregate economy. The 
implicit  state-level  GDP  deflators  could  be  used  to  measure  state  price 
changes, or wage growth could be used as the dependent variable instead of 
price growth, as Phillips originally proposed. A state-level analysis raises addi- 
tional questions, such as whether the labor market is a national market, and 
are state-level residuals spatially correlated. But this approach has the obvious 245  How Precise Are Estimates of the Natural Rate of Unemployment? 
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advantage of providing more data, which is a critical limitation of the aggre- 
gate time-series approach. 
Second, why not examine structural changes in the labor market more di- 
rectly? What I have in mind here is work on changes in the determinants of 
vacancies,  unemployment  spells,  labor’s share,  and  so forth.  This  indirect 
evidence  can shed  some light  on whether  the  aggregate Phillips  curve has 
changed. 
Since I doubt any one at the conference will be around in  126 years, I feel 
safe in predicting that we will never know the natural rate with reasonable 
certainty if the literature continues to rely exclusively on aggregate time-series 
data. I further would  conjecture that, if  the research proceeds  based  on the 
aggregate time-series data alone, the natural  rate will never be known with 
reasonable certainty because of changes in the data and model selection issues. 
In other words,  126 years from now I would predict that economists will still 
be debating the magnitude of the natural rate-to  the extent they are still inter- 
ested in this question-and  the range of estimates will still be pretty wide. 
In sum, Staiger, Stock, and Watson have done a commendable job exploring 
the precision of time-series estimates of the natural rate. Their findings suggest 246  Douglas Staiger, James H. Stock, and Mark W.  Watson 
that we know much less about the exact magnitude of the natural rate than is 
commonly believed. After reading the paper, one must wonder whether there 
are other areas in economics where policymakers and economists also think 
they know what they know with too much precision. 
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