We study the occurrence of spectroscopic binaries in young star-forming regions using the INfrared Spectroscopy of Young Nebulous Clusters (IN-SYNC) survey, carried out in SDSS III with the APOGEE spectrograph. Multi-epoch observations of thousands of low-mass stars in Orion A, NGC 2264, NGC 1333, IC 348, and the Pleiades have been carried out, yielding H-band spectra with a nominal resolution of R=22,500 for sources with H<12 mag. Radial velocity precisions of ∼0.3 km s −1 were achieved, which we use to identify radial velocity variations indicative of undetected companions. We use Monte Carlo simulations to assess the types of spectroscopic binaries to which we are sensitive, finding sensitivity to binaries with orbital periods 10 3.5 d, for stars with 2500 K ≤ T eff ≤ 6000 K and v sin i <100 km s −1 . Using Bayesian inference, we find evidence for a decline in the spectroscopic binary fraction, by a factor of 3-4 from the age of our pre-main-sequence sample to the Pleiades age . The significance of this decline is weakened if spot-induced radial-velocity jitter is strong in the sample, and is only marginally significant when comparing any one of the pre-main-sequence clusters against the Pleiades. However, the same decline in both sense and magnitude is found for each of the five pre-main-sequence clusters, and the decline reaches statistical significance of greater than 95% confidence when considering the pre-main-sequence clusters jointly. Our results suggest that dynamical processes disrupt the widest spectroscopic binaries (P orb ≈ 10 3 − 10 4 d) as clusters age, indicating that this occurs early in the stars' evolution, while they still reside within their nascent clusters.
INTRODUCTION
It is known that most stars form in clusters (Lada & Lada 2003) and that a substantial fraction of solar-type stars in the field are binaries (e.g., Duquennoy & Mayor 1991; Raghavan et al. 2010 ). Thus it is expected that most solar-type stars must form in binaries (e.g., Lada 2006) and that the binary fraction in star-forming clusters should be at least as high as that observed in the field.
At the same time, the binary fraction is not expected to be a static quantity. Wide binaries in particular are not expected to last long in dense stellar regions due to the larger number of interactions between systems, as well as the smaller binding energy of the binary. Indeed, Ghez et al. (1993) used speckle imaging to suggest that the occurrence of solar-type binaries with separations of hundreds of AU declines by a factor of ∼3.5 from the pre-main-sequence (PMS) to the main sekarl.o.jaehnig@vanderbilt.edu quence. Tight binaries (a < 20 AU ) are expected to be able to last longer due to their higher binding energy. Mason et al. (1998) studied the binary fraction among Gyr-aged populations and found, using chromospheric activity, that the binary fraction was decreasing with age on Gyr timescales. To properly understand the binary fraction and therefore how stars form in populations, we must understand where this dynamical processing of the binary fraction begins to take place, for both wide and tighter (spectroscopic) binary systems. Estimates for the spectroscopic binary fraction at field ages are typically ∼10% (e.g., Duquennoy & Mayor 1991) . It is necessary to also characterize the spectroscopic binary fraction of star forming regions to establish the possible evolution of the spectroscopic binary fraction during the PMS phase. Finally, the spectroscopic binary fraction especially at young ages is important for understanding planet formation in binary systems, including circumbinary planets around tight binaries and the dynamical evolution of planets around individual stars in wide binaries (see, e.g., Kraus et al. 2015 Kraus et al. , 2016 .
Observing such young stellar systems at ages of a few Myr can be challenging, since not all of these systems will have cleared the gas and dust around them. This gas and dust obscures the stars in the optical. For example, in the Orion Nebula Cluster the visual extinction, A V , can range from a few tenths of a magnitude to tens of magnitudes, depending on the sightline and distance into the cloud (see, e.g., Hillenbrand 2007; Da Rio et al. 2014) .Infrared observations are able to penetrate through the gas and dust so that spectroscopic measurements of radial velocity variations may be performed to identify spectroscopic binaries (see, e.g., Prato et al. 2002 Prato et al. , 2003 .
The Sloan 2.5m telescope (Gunn et al. 2006 ) feeds light to the Apache Point Observatory Galactic Evolution Experiment(APOGEE) spectrograph (Majewski et al. 2017) . The APOGEE spectrograph primarily observes in the H-band (1.51µm-1.7µm) of the near-infrared spectrum. The spectrograph can observe up to 300 source targets per plate, with a 2 arcsecond fiber size, and a nominal spectral resolution of 22,500. The APOGEE survey looked at 100,000 stars within the Milky Way galaxy, focusing on red giants. The Infrared Spectroscopy of Young Nebulous Clouds (IN-SYNC) survey was an ancillary project during SDSS-III that used the APOGEE spectrograph to carry out high volume, high precision observations of pre-main sequence stellar populations. The IN-SYNC survey provides a very powerful and unique opportunity to study binary systems and the binary fractions of young star forming populations as well as the kinematics of the youngest star forming regions in multiple types of star forming environments having carried out observations within the galactic bulge, halo, and disk.
In this paper, we measure and compare the spectroscopic binary fraction of five PMS clusters and the MS Pleiades cluster using the multi-epoch IN-SYNC data. Binary candidates are identified via RV-variability. Straightforward comparison of the raw cluster binary fractions would be misleading due to significant cluster-to-cluster differences in observational cadence and target sampling. After careful accounting of these observational differences and uncertainties within a probabilistic model of the binary fraction within each cluster, we find that the spectroscopic binary fraction for the main sequence Pleiades cluster is a factor of ∼3-4 less than the average spectroscopic binary fraction for the PMS clusters. We attribute this to the dissolution of relatively wide (orbital periods 10 2 -10 4 d) spectroscopic binaries, not well studied previously among PMS clusters, that are probed by our sample.
We discuss the data we use in this paper in Section 2, go over the processes employed to characterize the candidates with an unseen companion in Section 3, discuss the Bayesian Inference framework we used to correct for observational differences in Section 4, discuss the derived cluster binary fraction distributions in Section 5, frame our results within a broader scientific context in Section 6, and state our conclusions in Section 7.
2. DATA AND SAMPLE
The IN-SYNC Survey and APOGEE
The IN-SYNC survey was an ancillary project to the SDSS III APOGEE program (Cottaar et al. 2014) . Using the APOGEE spectrograph, the IN-SYNC survey obtained multi-epoch high-resolution (R=22500) spectroscopy of dust obscured young star forming regions. Multiple regions were observed during the IN-SYNC survey, consisting of IC348, and NGC1333 in the Perseus Cloud, NGC2264, and the Orion A molecular cloud complex (see Figure 1) . The IN-SYNC team has already performed numerous analyses into these regions. Foster et al. (2015) looked at the kinematics of the embedded pre-main sequence population of NGC1333. Cottaar et al. (2015) looked at the dynamical state of IC348. Da Rio et al. (2016) looked the Orion A Molecular Cloud Complex and compared derived stellar parameters to previous literature catalogs, and most recently Da Rio et al. (2017) looked at the kinematics and dynamical state of the Orion A population.
The IN-SYNC survey obtained multi-epoch spectra for over 3000 pre-main sequence stars. The IN-SYNC survey derived stellar parameters for the Pleiades which were observed with the APOGEE spectrograph (Ahn et al. 2014) , and whose spectra were processed using the same IN-SYNC data reduction pipeline. The IN-SYNC data reduction pipeline uniformly derived effective temperatures, surface gravities, radial velocities, rotational velocities, H-band veiling, and corresponding stellar parameter errors. For full details of the IN-SYNC pipeline reduction process, please see Cottaar et al. (2014) (Section 3.1.1 -3.1.3).
Cluster membership of study sample
The raw IN-SYNC pipeline catalog contains derived stellar parameters for 12945 individual observations of 4771 stars. Not all of these observed stars necessarily belonged to any of the five observed regions and so cross-matching of 2MASS ids were used between the observed targets and literature catalogs to separate true members of IC348, NGC1333, NGC2264, Orion A, and the Pleiades from observed field stars.
For NGC1333 we used the Rebull (2015) catalog of known NGC1333 members and cross-matched their locations within the Cutri et al. (2003) 2MASS point source catalog to extract member 2MASS IDs. The NGC1333 cluster has been estimated to have an age of ∼1 Myr (Gutermuth et al. 2008 ), which we employ here.
For NGC2264 we used the final cross-matched set of 2MASS ids composed from the catalogs of Lamm et al. (2005) , Makidon et al. (2004) , Sung et al. (2008) , and Sung et al. (2009) by the IN-SYNC team. The age of the NGC2264 cluster has been cited to be around ∼3 Myr (Venuti et al. 2014) .
For the Orion A molecular cloud cross matching was performed using a provided catalog (Dr. Nicola Da Rio, Private Communication) of membership lists composed from Optical Spectra (Hillenbrand (1997) , Fang et al. (2009 ), Fang et al. (2013 , Hsu et al. (2012) , Hsu et al. (2013 ), Da Rio et al. (2012 ), Infrared excess (Getman et al. (2005) , Pillitteri et al. (2013) ), and X-ray (Megeath et al. (2012) the Orion A molecular cloud is home to numerous different stellar populations. From Da Rio et al. (2016) , the argument is made that given the approximate size of the entire Orion A cloud of 40pc, as well as its relatively young age, it is not possible for dynamical interactions to homogenize the ages of the young stellar populations throughout the filament. We therefore cannot look at the cloud as one cluster and decide to separate it two smaller, sub-clusters.
Using log g -T eff isochrones, Da Rio et al. (2016) finds that there is distinct separation in the ages of the Orion A region around δ ∼ 6
• . Da Rio et al. (2017) also finds this distinction between populations occurring at δ ∼ −6
• when looking at the position-position-velocity space of the population. We therefore decide to split the Orion A region into two sub-clusters which we study separately. We delineate the northern sub-cluster as all systems with a declination of δ ≥ −6
• . This region, which we call Orion A(N), is dominated by the Orion Nebula Cluster. The southern sub-cluster is designated as all systems with a declination of δ < −6
• , which we call Orion A(S). Following Da Rio et al. (2016) , we use the log g -T eff estimated ages of ∼1.5 Myr and ∼2.5 Myr for Orion A(N), and Orion A(S), respectively.
For IC348, we cross matched identified members within the catalogs of Luhman (1999) , Luhman et al. (2003) , Lada et al. (2006) , and Muench et al. (2007) to develop a set of member 2MASS IDs. Bell et al. (2013) recently found the IC348 region to be ∼6 Myr, which we use for our population sample.
Finally within the Pleiades we used the online catalog of identified cluster members from Cottaar et al. (2014) .
While the age of the Pleiades has been well understood to be ∼100 Myr (Meynet et al. 1993) , the exact age has been difficult to constrain. Using Lithium depletion and K-band photometry, Martín et al. (2001) found the age of the Pleiades to be ∼115 Myr. Stauffer et al. (1998) found the age of the region to be ∼125 Myr using Keck-II spectroscopic data. We decide to employ the median age of 115 Myr for this population sample from Martín et al. (2001) 
Data Quality Assurance
Having identified all stars that are cluster members, we proceed to ensure that the derived stellar parameters are accurate. We are motivated to drop all individual observations with a signal to noise below 20 since these observations were too noisy to provide accurate information on stellar parameters (see Cottaar et al. (2015) , Section 2.3). Stars with only one observation are also removed since they offer no information for looking at radial velocity variability.
Over 1600 stars have had repeat observations during the IN-SYNC survey. Spectral parameters of interest-log g, T eff , v sin i , RV, and SN -were determined for each individual observation and reported as per epoch parameters within the IN-SYNC catalog. We identify candidate binary systems by measuring the variation in radial velocity associate with each star (see Section 3). Following Cottaar et al. (2014) and Da Rio et al. (2016) , we looked at the per epoch variation of v sin i , log g, T eff and found that highly variable per epoch T eff measurements for any single system were the most significant indicator of problems with the data extraction and thus of spurious, non-binary radial velocity variability within 3000 3500 4000 4500 5000 5500 6000
Effective the IN-SYNC observations. Therefore, we looked to the per epoch measurements of effective temperature for each star and remove those epochs with T eff measurements that deviate significantly beyond what would be expected from standard gaussian error.
In about 75% of the stars observed within our data, we have fewer than 4 epochs of measurements. Therefore we calculate the Median Absolute Deviation (MAD) for each set of measurements. The MAD is a robust statistic, compared to the standard deviation. To use the MAD as an estimator for outlier rejection similar to the standard deviation, we employ a constant scale factor, which changes depending on the underlying distribution.
For a gaussian distribution, this scale factor is 1.4286, and 1.4286×MAD can be used to designate the interquartile range of values assuming a gaussian distribution (see Huber & Ronchetti 2009 ). We calculate the MAD value for the set of T eff measurements from stars with more than 2 epochs of observation and remove epochs with parameter deviations exceeding 3 times the value of 1.4286×MAD, which is equivalent to demanding that the stellar parameters lie within 3σ of their distribution.
For stars with only 2 epochs of observation we cannot rely on the MAD statistic, as both measurements of T eff are equidistant from the calculated median of the set and would not be removed as outliers using the MAD, even if the two values of T eff were highly variable. Instead we calculate the χ 2 of the set of two measurements of T eff , and find the probability of that χ 2 value within a χ 2 distribution with 1 degree of freedom. We reject stars with a probability less than 10 −3 as this implies both measurements came from separate distributions.
We also perform T eff and v sin i cuts to ensure that the radial velocity variability within the IN-SYNC sample is due to an unseen companion and not the result of poor spectral fitting. We drop stars whose median T eff and/or v sin i measurements do not fall in the range of 2500K ≤ T eff ≤ 6000K, and v sin i ≤ 100km s −1 , respectively. We implemented these cuts following Cottaar et al. (2015) and summarize their reasoning for these cuts as follows:
• The IN-SYNC survey did not go deep enough to observe cool stars (< 2500K), and such low T eff fits indicate noisy fits within the pipeline.
• IN-SYNC stars with T eff > 6000K and v sin i > 100km s −1 have hydrogen lines in their spectra that affected radial velocity derivation, making them too noisy and unreliable.
From an initial raw sample of 12945 observations of 4771 stars, we removed non-cluster members using 2MASS ids, implemented a signal to noise cut on individual observations, ensured that sets of observations did not deviate from standard gaussian behavior within T eff and removed stars that were too cool/too hot and too rapidly rotating.
Our final vetted catalog of data contains 4642 measurements for 1418 stars. Table 2 contains a tally of the number of stars in each cluster included in the analysis that follows. The empirical distribution functions (EDFs), which gives the fraction of a sample for a variable that are at or below any value of the measured variable, of the time baselines, number of observations, and stellar parameters for the final measurements that result from the steps described above are summarized in Figures 1 and 2. 3. IDENTIFYING BINARY SYSTEMS IN IN-SYNC The IN-SYNC survey achieved radial velocity precision down to 0.3 km s −1 , which in principle make these data well suited to study multiplicity within these young star forming regions. Temporal evolution of a star's radial velocity is a clear indication of an orbiting companion (Iben & Tutukov 1996) . Most studies use RV variation to both identify stars with unseen companions and reconstruct the orbits of the binary system. Orbit-reconstruction requires several to many measurement epochs to ensure adequate phase coverage. With multiple epoch measurements, binary candidates can be identified by the RMS scatter of radial velocities, or any other variance measure (e.g., Troup et al. 2016) . However since many of the stars observed within IN-SYNC are pre-main sequence stars, with high temperatures, and high rotational velocities, we expect their radial velocity RMS scatter to be primarily driven by v sin i which has been seen before amongst young F spectral type stars (e.g., Galland et al. 2005) . Indeed checking the radial velocity RMS of the IN-SYNC stars against v sin i , we find a Kendall's Rank Correlation Coefficient of 0.315, with p-value << 0.05. We therefore cannot rely on the radial velocity RMS as an effective measure of binarity. Fernandez et al. (2017) have recently presented orbit solutions for a small number of spectroscopic binaries in the APOGEE IN-SYNC data for which a relatively large number of epochs were available. We do utilize this sample to check that our metric for binary candidate identification (see below) is reliable. However, here we are not concerned with orbitreconstruction, only binary candidate identification, and we also cannot rely on radial velocity scatter to categorize a system as a spectroscopic binary. We therefore employ a simple, robust measure of RV variability between any pair of epochs which we develop below. Given a set of N ≥ 2 RV measurements {v n } of a star, the maximum variation in radial velocity is ∆RV= v max − v min , where v max = max({v n }) and v min = min({v n }). Each radial velocity measurement v has an associated measurement error σ v . We can determine the statistical significance of ∆RV via comparison with its uncertainty σ ∆RV , propagated from the individual measurement errors σ vmax and σ vmin of v max and v min , respectively. We thus define the Normalized Delta RV (NDRV) as the RV variation, ∆RV, normalized by the error σ ∆RV ,
NDRV is our primary statistic for identifying spectroscopic binary candidates.
Investigation of NDRV behavior with SN
The NDRV statistic is a ratio of the maximum radial velocity variation within a set of measurements (∆RV), weighted by the quadrature error of both measurements on radial velocity(σ ∆RV ). It is thus important to ensure that there are no inconsistencies between the behavior of either ∆RV or σ ∆RV . We checked the NDRV values for our final vetted sample against the derived stellar parameters, T eff , v sin i , log g , as well as SN. We find no inconsistent behavior between ∆RV or σ ∆RV when comparing the two to the derived stellar parameters. We do find that the NDRV value went down as we approached smaller SN values. We then checked both ∆RV and σ ∆RV , each scaled by the median value of ∆RV and σ ∆RV , respectively, against SN. We plot both these comparisons in Figure 3 .
Looking at the bottom panel of Figure 3 , we find that there is a relatively flat correlation between the scaled ∆RV and SN, which means any trend to be found between NDRV and SN originates from σ ∆RV . From Cottaar et al. (2014) , we know that the IN-SYNC pipeline produced stellar parameters errors using signal to noise (see Eqs 3,4, and 5 therein), calibrated by MCMC machinery to ensure that the uncertainty properly matched the epoch-to-epoch variability within stellar parameters. From the top panel in Figure 3 , we see that the scaled σ ∆RV values are indeed correlated with SN at the low values of SN. This suggests that the IN-SYNC pipeline was likely more conservative than warranted at low SN for σ RV . Checking the scaled per epoch radial velocity errors, we find a similar correlation with signal to noise.
We proceeded to fit a univariate spline to the scaled per epoch radial velocity errors and signal to noise. Using the resulting function from this fit, we corrected the individual σ RV values using their corresponding signal to noise, and recalculated the NDRV values to ensure that both ∆RV, and σ ∆RV behave consistently flat across the signal to noise range of our final vetted sample.
Robustness of NDRV Statistic Against Stellar Parameters
Having accounted for drivers of radial velocity variability resulting from poor data quality, as well as removing stars that have physical characteristics that produce spurious radial velocity variability, we are confident in the capability of the NDRV statistic to detect radial velocity variability arising solely from an unseen companion. As a final argument, we check the NDRV values of our final vetted sample against the derived stellar parameters.
We looked at the behavior of the NDRV statistic as a function of other stellar parameters that should not, in principle, be related to intrinsic radial-velocity variations, in order to see if any biases still existed in the NDRV as a function of the parameters. We calculate the median NDRV values within equal number, half-overlapping bins of the rotational velocity, surface gravity, and effective temperature in order to investigate any potential systematic trends, and plot the NDRV against the aforementioned parameters in Figure 4 . We find that the NDRV statistic does not significantly correlate with any of the three stellar parameters. The diamonds are those stars flagged as binary detections using the functional NDRV value, while the circles are stars that were flagged as non-binaries. The gray shaded area is the variable region of 3σ NDRV values. The lower and upper bounds of the gray shaded area are the 3σ NDRV values at 2epochs of observation and at 13epochs of observation, respectively, as described in Section 3.3. The black trend line in the top, middle, and bottom panel shows the median NDRVvalue as a function of half over lapping bins of v sin i, T eff , and log g with 50 objects per bin, respectively. The white triangles with blue outlines are sources within our final vetted that were found to be SB2s within Fernandez et al. (2017) .
Establishing an NDRV Threshold for Detecting Spectroscopic Binaries
We wish to select binaries as 3σ detections using the NDRV statistic. We cannot assume a static threshold for all the stars within the IN-SYNC final vetted sample due to the different number of epochs of observation carried out during the IN-SYNC survey (see Figure 1 ). This is due to the ∆RV term (equation 1), which measures the greatest variation between any pair of radial velocity measurements within the per epoch data for any one star, increasing as the total number of observations on a star increases as well. The correlation between the number of RV measurements and the measured ∆RV was previously described in Maoz et al. (2012) .
To establish the 3σ NDRV threshold, we measure the false positive rate by randomly sampling the RV distribution of a constant RV star with some measurement uncertainty. This distribution is a simple Gaussian with which we generate 10 7 realizations of randomly sampled pairs, representing two epochs, of RV measurements and calculate their NDRV according to equation 1. We then find the NDRV value corresponding to the 3σ percentile of the distribution. We repeat this process for the the range of the number of epochs (2 to 13) observed in our final vetted sample. We find that the 3σ threshold monotonically increases with the number of epochs observed. This is as expected; the increased number of samples per realization will increase the expectation value of ∆RV.
We find that the NDRV 3σ threshold ranges from ∼3.00 for 2 epochs of observation up to ∼4.11 for 13 epochs of observation. We list the complete list of NDRV 3σ threshold values in Table 1 . To characterize binary systems within the IN-SYNC final vetted sample we employ a functional form of the NDRV statistic by comparing any star's NDRV value against the 3σ threshold value given how many observations that star had in total within the final vetted sample. Candidate binary systems must have an NDRV value greater than the NDRV value at which there is at least 3σ significance. The NDRV statistic depends on accurate reporting of the RV measurement uncertainty. We can use our characterization of the false positive rate to assess the accuracy of the reported RV measurement errors. As above, random measurement errors will lead to non-zero NDRV values due to fluctuating radial velocity measurements. Since NDRV is normalized by the measurement errors, the width of the NDRV distribution for non-RV variable objects will show if the RV errors are under or over estimated.
In Figure 5 , we show the overall distribution of NDRV values for all stars with only 2 epochs within the IN-SYNC sample. Unless the RV uncertainties are vastly overestimated, stars with NDRV< 3 can safely be assumed to be nonbinaries. For NDRV 3, the distribution closely follows a folded normal distribution with µ = 0, and σ = 1. The same folded normal distribution is an excellent fit to the distribution of 10 7 NDRV values calculated to determine the false positive rate using two measurement epochs. About ∼ 55% of the stars in our final vetted sample have just two epochs. The strong similarity of the NDRV distribution for nonbinaries and the folded normal distribution with σ = 1 (solid blue line in Figure 5 ) indicates that NDRV values for our sample have been calculated with properly estimated errors. If the radial velocity errors were underestimated by a factor of two, the NDRV distribution would broaden by a factor of 2 (dashed purple line); likewise, if the radial velocity errors were overestimated by a factor of two, the NDRV distribution would broaden by a factor of 1/2 (dotted-dashed orange line). We conclude that the reported RV uncertainties are accurate. In addition, there are more stars with NDRV 3 than expected if all stars in our sample were solitary; as demonstrated, these stars are likely to be in binary systems.
Vetting the NDRV Statistic Against Known Spectroscopic Binary Samples
The IN-SYNC derived radial velocity measurements assume that each spectrum eminantes from a single star. It is unclear how this assumption and the NDRV statistic itself affect detection of double lined spectroscopic binaries (SB2s). We now crossmatch our catalog with established spectroscopic binary samples to both characterize how SB2s appear within our analysis framework and validate the recovery of single lined systems (SB1s) using the NDRV statistic. Fernandez et al. (2017) used the APOGEE spectral crosscorrelation function to identify 104 SB2 systems within the IN-SYNC survey footprint. Our final vetted sample contains 34 of these systems; the remaining 70 candidate SB2s do not appear in our sample because they either have only one measurement epoch or do not meet are data quality criteria (see Sec. 2.1.2). Despite using the same the APOGEE / IN-SYNC spectra as Fernandez et al. (2017) , we detect only 6 of the 34 crossmatched systems as RV variable using NDRV. This low SB2 detection rate is perhaps unsurprising given that the IN-SYNC pipeline was not designed to extract parameters from SB2 systems.
Still, it does imply that our inferred spectroscopic binary fractions for each cluster (Section 4) underestimates the true spectroscopic binary fraction. However, the absolute binary fraction is not critical to our analysis. We are more concerned with the relative cluster-to-cluster binary fractions. Given the distribution of stellar parameters in each cluster ( Figure. 2), a correlation between SB2 detection with photospheric parameters could influence even relative measurements. The full 34 known SB2 systems do not exhibit qualitatively different spectral parameters from the rest of the sample (white triangle with blue outlines denote SB2 systems in Fig. 4 ). Splitting the SB2 systems into NDRV-detected and non-detected subgroups, we find no statistic difference in their stellar parameter distributions. We calculate a 2-sided KS statistic of ∼ 0.3 with two-tailed p-values of 0.49, 0.45, and 0.65 for T eff , v sin i , and log g, respectively. Since there is no significant statistical difference in the properties of SB2 systems that we do and do not detect, we conclude that we can fairly compare the cluster NDRV derived SB fractions.
We proceed to validate the fidelity of our method to recover previously identified SB1s, the assumed binary type in our analysis. Kounkel et al. (2016) (hereafter K16) measured radial velocities for 2057 stars in the ONC and NGC 2264, identifying 130 sources as RV variable. Of these 130 RV variable sources, 17 stars appear in our final vetted sample. However, none of these stars were detected as RV variable according to the NDRV statistic using the IN-SYNC observations. Starting with our sample of RV variable stars, we identify 11 stars that also appear in the K16 catalog. All 11 of these systems were designated as single stars in K16. The disagreement in RV variable classification between our two studies is not a failure of our method to recover SB1 systems, but likely the result of differences in the observations of the two surveys. For the 17 RV variable systems only detected in K16, both the median number of epochs (5 in K16; 2 in IN-SYNC) and time baselines (∼ 1100 d in K16; ∼ 11 d in IN-SYNC) strongly favored RV variability detection in K16. Conversely, the IN-SYNC data favored variability detection (median number of epochs 4.5 in IN-SYNC; 3 in K16) for the 11 systems that only we designate as RV variable.
As the observational properties of each survey strongly affect detection probability of an individual system, we also test whether the NDRV statistic can re-identify the K16 RV variable stars using the K16 data. We first remove 28 SB2 stars from the K16 RV variable sample and calculate the NDRV of the remaining 102 SB1s using the RV measurements and errors reported in K16. We recover 94% of the K16 variable stars; 96 of the 102 systems had NDRV values exceeding our variability threshold. This successful comparison strongly suggests that the NDRV statistic is a robust method for SB1 detection and gives us confidence to apply the NDRV method to make fair comparisons of the cluster SB fractions using IN-SYNC observations.
DEVELOPING BINARY FRACTION PROBABILITY FUNCTIONS

Raw Binary Fractions
Comparing the NDRV of each star with their corresponding threshold N DRV values, we determine the number of spectroscopic binary (SB) counts for each cluster region, with 10 SB systems out of a total of 88 systems in NGC1333, 19 SB systems out of a total of 455 systems in the Orion A(N) cluster, 11 SB systems out of a total of 312 systems in the Orion A(S) cluster, 7 SB systems out of a total of 110 systems in NGC2264, 22 SB systems out of a total of 237 systems in IC348, and 3 SB system out of a total of 216 systems in the Pleiades. These values are listed in Table 2 . We also list the 2MASS IDs, NDRV values, and positions of the spectroscopic binary candidates in Table 3 .
Bayesian Inference Approach
In reality, the raw spectroscopic binary fractions can not be directly compared because of the differing IN-SYNC observational cadences, time baselines, and visitation coverage of the different clusters (Figure 1) . We have already demonstrated that observational differences between surveys affect RV variability detection (Section 3.4). Cluster to cluster differences in observations must be accounted for to ensure a fair comparison of spectroscopic binary fractions across the IN-SYNC survey.
We therefore develop a probabilistic model of the binary fraction in each cluster to account for the differences in observational data. In addition, we wish to know how the samples we have observed in the IN-SYNC survey relate to the intrinsic populations that exist in these clusters. Our probabilistic approach also accounts for this sampling uncertainty. To constrain the cluster binary fractions, we must calculate the posterior probability P (X f |O, I), where X f is the binary fraction, O represent the detected binary systems, and I the relevant background information for the data used to determine O. Using Bayes' theorem, the posterior probability distribution is proportional to the likelihood of our detected binary systems and any prior on the binary fraction itself
. Clark et al. (2012) (Hereafter C12) successfully employed a similar framework to construct the binary fraction probability distribution of close period M-type Dwarfs from SDSS data. We now define the likelihood P (O|X f , I). Each cluster has N confirmed members of which the subset O are defined as RV variable at the 3σ level using the NDRV statistic (Equation 1 and Section 3.3). Since the N DRV measurement of any star is independent of all other stars, P (O|X f , I) is the probability of detecting RV variability for each star in O while finding no RV variability for all other cluster stars. The likelihood of assigning the stars to one of these two mutual exclusive groups given the data and a binary fraction X f is the joint probability of each star's velocity measurements {v} i producing an NDRV value indicative of RV variability
(3) where the products are done over all stars in each cluster classified as spectroscopic binaries (i ∈ O) and classified as not spectroscopic binaries (i / ∈ O) using NDRV. We are confident that the RV variability quantified by the N DRV statistic is due to the interaction of the primary star with an unseen companion. While this is already a common assertion in the literature (e.g., Maxted & Jeffries 2005, C12) , we have demonstrated that neither spectroscopic parameters (Section 3.2) nor RV measurement uncertainties (Section 3.3) drive the N DRV statistic .
Therefore, the probability of any system i being detected as a binary is the sum of detection probability given the true binary fraction and the false-positive probability
where the factor 10 −2.57 is the false positive rate of a 3σ detection of a binary candidate using NDRV. The p detect,i term is the probability of detecting a star i as a binary (NDRV> N DRV at 3σ) assuming it is part of a binary system. In the next section, we employ simulated observations of each system to calculate p detect,i . Since each star is classified as either a binary (∈ O) or not ( / ∈ O), it follows that the probability of non-detection is 1 − P ({v} i |X f , I).
The final term of the binary fraction posterior probability is the prior distribution, P (X f |I). This is simply the probability of the model we have chosen given the information we have on hand. Like C12, we also follow Allen (2007) in assuming an uninformative prior. We treat the binary fraction as a scale parameter since we are concerned only with relative differences in the binary fraction between clusters. With this information and following C12 we can use Jeffrey's Prior from Sivia & Skilling (2006) to compose our prior distribution such that
Calculating P detect with Monte Carlo Simulations
We still must characterize the probability of falsely classifying a star as non-binary; conversely, the probability of recovering stars in real binary systems as RV-variable binary candidates (p detect,i ). Stars in binary systems trace out periodic velocity curves due to Keplerian motion about the center of mass. The measured instantaneous radial velocity of the star depends upon the orbital phase at which the measurement took place and the intrinsic properties of the binary system. From Lovis & Fischer (2010) we employ the projected velocity vector equation used to find unseen exo-planets orbiting an observed star. Assuming a circular orbit, on-edge binary system, the equation for the expected RV of the primary simplifies to
where θ is the orbital phase of the primary mass relative to our line of sight. Using Kepler's equations of motion, the amplitude of the radial velocity curve under our orbital assumptions is
where G is the gravitational constant, M 1 (M 2 ) is the mass of the primary (secondary), and a is the semi-major axis of the relative binary orbit. To calculate p detect,i , we perform mock observations of the primary star motion predicted by equations 5 and 6 within a suite of simulated binary systems. The cadence of the observations and synthetic measurement errors follow directly from the observational properties of our sample (discussed below). The simulated binary systems themselves result from Monte Carlo sampling of the parameter distributions that affect the radial velocity curve -the binary separation a and the mass ratio q.
The mass ratio q ≡ M 2 /M 1 for binary stars is relatively well constrained. Following Allen (2007) , we model the probability distribution function of q as a power-law P (q) ∝ q 1.8 for 0.02 < q < 0.5; 0 otherwise. We do not test other parameterizations of the mass ratio distribution; C12 found no difference in the inferred short-period (P < 10 d) binary fraction of SDSS field stars when varying the index of the Allen (2007) power-law.
We perform first order mass derivations for the PMS sample and the MS using both Baraffe PMS isochrones Baraffe et al. (2015) and Padova PMS isochrones Bressan et al. (2012) in order to set an appropriate primary mass for our simulations that would realistically reflect the populations IN-SYNC observed. Choosing Orion A(N) and the Pleiades for our PMS and MS sample, repsectively, we find a median primary mass in both samples of ∼ 0.5M which we use to set our primary mass limit on our simulated binaries. The secondary mass follows directly from the mass ratio as the primary mass is kept constant.
Kepler's Third Law determines the binary separation for stars of known mass given the orbital period of the secondary (P ). We therefore sample P from an established literature distribution and calculate a for each system via
2 . The distribution of orbital period in our simulated systems is log-normal with mean P = 10 4.8 days and dispersion σ P = 10 2.3 days, following Duquennoy & Mayor (1991). The empirical distribution functions of companion mass and the period distributions that were sampled are plotted in Figure 6 .
We impose both minimum and maximum period limits on our simulated binary systems. Our minimum period comes from the minimum separation necessary to have a detached, circular 0.5M -0.5M binary system. For each system composed from randomly sampled companion mass and period, we use the equation for the Roche-Lobe, R l , from Eggleton (1983) , given below, to ensure that the system is detached,
0.6 q −2/3 + ln(1 + q −1/3 ) .
We stipulate that the Roche lobe of the primary be less than half of the orbital separation, i.e., R l /a < 2. For the maximum orbital period, we recall that the typical RV error is 1.5 km s −1 , and so even the most advantageous IN-SYNC observational cadence and measurement errors are likely to be unable to recover RV variability at 3σ significance for orbital amplitudes 4.5 km s −1 . For a 0.5M binary twin system, this gives a maximum period length of 10 4.5 d.
To corroborate this choice of maximum period, we calculate the fraction of simulated binary systems recovered using N DRV out of a group of 1e5 simulated orbits for each of our 6 clusters (see Figure 7) . In each cluster we find that the maximum period recoverable is around 10 4.1 d. We thus set our maximum period cutoff in the simulated orbits to 10 4.5 d, to conservatively assess the recoverability capability of simulated binaries with the IN-SYNC survey. We plot the empirical distribution functions of the probability of detections for each of the 6 clusters in Figure 8 .
It is crucial that the mock observations have the same observational properties as the data. Recall that each star in our final sample has n = 1..N (N ≥ 2) RV measurements with associated errors {σ RV } collected on N epochs represented by Julian Date and denoted {JD}. To observe a simulated system with period P , we determine the relative phase θ n of our observations, θ n = (JD n − JD n−1 )/P for n = 1..N ; θ 0 = 0. The trial radial velocity curve has N RV measurements, computed as RV n = RV amplitude × sin(Θ + 2πθ n ), where Θ is a randomly chosen initial orbital phase angle. We then calculate the NDRV value of the set of RV n and the corresponding σ RVn from the actual IN-SYNC observations. For each star and set of observations in our parent sample, we generate 10 5 binary systems and measure 10 5 NDRV values. The fraction of these systems with NDRV> the 3σ NDRV threshold corresponding to the total number of observations,i.e., tagged as RV variable, is p detect .
The Binary Fraction Posterior Distribution
With full expressions for both the likelihood distribution and the prior distribution, the posterior distribution for the 
Binary Period [Log10 Days]
Companion Mass Period Length Figure 6 . The green dashed line is the empirical distribution function of the periods distribution of binary system simulations used to generate p detect for systems observed in IN-SYNC clusters. Sampled from Duquennoy & Mayor (1991) with a mean of Log10(days) = 4.8, this distribution has been constrained to be below Log10(days) ≤ 4.5 from tests to calculate the effective period limit at detecting binaries with the IN-SYNC observational parameters. The blue dotted-dashed line is the empirical distribution function of the masses of companions in binary systems simulations to generate recoverability fraction. Sampled from a power law distribution with α=1.8 and ranging from 0.02M to 0.5M binary fraction of a cluster can then be written as follows:
where the products are taken over each star i in the cluster classified as a binary (i ∈ O) or single (i / ∈ O) system. Finally, we normalize the posterior probability distribution by requiring 1 0 P (X f |O, I)dX f = 1.
RESULTS
Applying the methodology laid out in Section 4 to the IN-SYNC observations described in Section 2, we obtain the primary results of this study: the posterior distributions of spectroscopic binary frequency for each of the six clusters in our study.
We calculate p(X f |O, I) for each cluster for X f in the range of 0 to 1. We also report the median binary fraction within each posterior probability distribution as well as the difference between the median and the 16th and 84th percentiles. These values are also in Table 2 along with the number of stars flagged as binary systems using the NDRV statistic, the total number of stars observed within each cluster, the total number of observations within our final vetted data for each cluster, and the age of each cluster from the literature. 2. In the first 3 columns above we have for each cluster: the 16th percentile of the posterior distribution, the 50th percentile of the posterior distribution, and the 84th percentile of the posterior distribution. In the last four columns we have the number of real systems flagged as binaries, the total number of systems observed for each cluster, the total number of observations within each cluster, the raw spectroscopic binary fraction of each cluster, and the adopted literature age for the cluster.
† Age is in Myr. Figure 9 summarizes these key results, where we have plotted the calculated binary fraction posterior distributions for our set of 6 clusters. The inset shows the relationship between the median binary fraction for the 6 clusters and their ages (as discussed in Section 2.1). We see that there is a decrease of the binary fraction from the pre-main sequence (∼1-10 Myr) to the main sequence (∼100 Myr) by a factor of ∼ 3-4.
The shape of the binary fraction posterior distributions of each cluster reflect how the bayesian framework takes into account the number of systems observed overall, the number of systems detected as spectroscopic binaries using the NDRV statistic, and the probability of a binary detection for any star within a cluster. The 5 pre-main sequence clusters have large enough sample sizes, and high enough p detect , that the binary fraction posterior distribution can be effectively reconstructed. The Pleiades has the smallest raw binary fraction and the smallest achieved p detect values, which manifests into an asymptotic probability distribution toward the lower binary fraction values. From Figure 9 it can be seen that the Pleiades distribution has a turnover occur at the median, after which it becomes asymptotic as it approaches a binary fraction of 0.0. This is likely a result of using Jeffrey's prior, which weights lower binary fraction values as more probabilistically possible given our framework.
The EDFs of the p detects from Figure 8 reflect how the monte carlo simulations convolve the different time baselines, number of observations (see Figure 2) , and real radial velocity error in order to develop the probability of detection to be used within the bayesian framework.
Looking only at the PMS cluster probability distributions, Orion A(N) has the highest peaked cluster. This is most likely due to the cluster having the largest number of systems observed, as well as high values of p detect . Comparing with the posterior distribution of IC348, and NGC1333, we find that the the time baselines carried out in each cluster do not play as large a role in constructing the binary fraction distributions as the other factors accounted for. Considering that IC348, and NGC1333 have some of the highest time baselines, as well as the highest p detect values out of the 6 clusters, their resulting binary fraction distribution are more spread out and not as peaked as the two Orion A sub-clusters, suggesting that increasing the number of stars observed will sharpen the resulting distribution, as the intrinsic population will be more comprehensively sampled.
The shape of the Pleiades distribution arises not only from there being only three detected binary within the final 216 stellar systems, but also from the smaller range of detection probabilities that is achieved for the Pleiades cluster. For the 5 pre-main sequence clusters, the probability of detection ranges from ∼10% -25% at the lower end up to ∼50% -75% at the upper end. The Pleiades cluster, however, only achieves probabilities of detection ranging from ∼15% to ∼35%. The shape of the EDFs of the probability of detection is also reflected within the shape of the fraction of detected simulated systems for each cluster. We see that smoothly varying p detect distributions result in smoothly varying behavior in the fractional recovery of simulated binary systems.
The longer right tail of the Pleiades is most likely due to the small number of NDRV binaries found within the cluster sample, and the values of probability of detection achieved. Since the p detect values were the smallest out of the 6 clusters observed by IN-SYNC, there is a higher possibility that some of the stars designated by the NDRV statistic as non-binaries were indeed false-negatives, and suggests that the true binary fraction of the Pleiades could be higher.
We can use these probability distributions to assess the statistical significance of the our finding of a declining binary fraction. Considering for example just the pairwise comparison of the Orion A North region versus the Pleiades, and using a simple χ 2 null hypothesis test, we conclude that the difference is modestly significant at 2σ. However, the same difference in both sense and magnitude remains for each of the clusters, strengthening confidence in the result.
We can also consider the joint probability distribution of all five pre-main-sequence clusters as one. Having a total num-ber of 1202 stars, as well as combining some of the higher distributions of probability of detection, it is the most sharply defined and most highly peaked distribution. This is shown in Table 2 and Figure 9 (gray solid line). Taking the pair wise comparison of the joint pre-main sequence distribution and the pleiades, the difference from the pre-main-sequence to the main sequence becomes more highly significant at the 3-4σ level.
6. DISCUSSION In this work, we have used simulated observations within a Bayesian framework to infer the spectroscopic binary fractions of young star clusters, based on observations of the premain sequence aged IN-SYNC clusters to the main-sequence aged Pleiades cluster. From our simulations of detached, edge-on, circular spectroscopic binaries, using the NDRV statistic and accounting for the IN-SYNC time-baselines, number of observations, and radial velocity errors, we find that the IN-SYNC survey has a sensitivity to spectroscopic binaries with orbital periods ranging from 10 2 d -10 4.1 d, depending on the cluster observed. The observed samples are found to all represent a similar mass regime, with a median estimated mass of ∼0.5 M . Thus, our results apply to low-mass binaries of short-and intermediate-periods.
Our results suggests that the fraction of low-mass binaries with orbital periods up to 10 4.1 d appears to be decreasing by a factor of ∼3-4 from ∼1 Myr to ∼100 Myr.
In the following subsections, we discuss the relevant observational literature to place our findings in context. We then specifically discuss prior theoretical findings regarding the role of dynamics in the evolution of binaries. Finally, we consider potentially important effects that we have not yet included in our analysis.
Comparison with previous observational results
We find that there is general agreement between our inferred spectroscopic binary fractions for the IN-SYNC presequence clusters and previous observational studies of premain sequence spectroscopic binaries. For example, looking at the Ophiuchus region in the H-band, Prato (2007) found a spectroscopic binary fraction of 12 +8 −3.5 . Their sample consisted of 33 T-Tauri stars observed over 3 years with 10m Keck-II Telescope, mostly consisting of M-type stars. Our derived spectroscopic binary fractions for all 5 of our premain-sequence regions fall within this observed range.
Similarly, Tobin et al. (2009 Tobin et al. ( , 2013 looked at the Orion Nebula Cluster's spectroscopic binary fraction, gathering multi-epoch data for a larger sample of 727 stars, achieving sensitivity to spectroscopic binaries out to 4 × 10 3 days. With this multi-epoch data they find 89 binaries , giving a spectroscopic binary fraction of 11.5% for the ONC, which is slightly lower than but comparable to our spectroscopic binary fraction of ∼ 13.4%. Kounkel et al. (2016) did a reanalysis of the Tobin et al. (2009) Orion data and also performed an analysis of NGC2264. They found their binary fractions within separations of 10 AU to be ∼ 5.3% and ∼ 5.8%, respectively. These observed binary fractions are roughly half of the values we have inferred using our Bayesian framework of ∼ 13.4% and ∼ 12.1% for Orion A(N) and NGC 2264, respectively. However, the IN-SYNC survey has a sensitivity out to 20 AU and so we would expect a higher number of binaries to be detected as the parameter space of detection is increased. Mathieu et al. (1989) also found a relatively low premain sequence spectroscopic binary fraction. They found 6 young spectroscopic binaries within the naked T-Tauri star populations of Taurus-Auriga, Scorpius-Ophiuchus, and the Corona-Australis star forming regions for short periods (p<100 days), corresponding to a spectroscopic binary fraction of 9±4%. This again is not necessarily inconsistent with the higher binary fractions found by IN-SYNC and the other studies noted above that probe a much larger range of binary orbital periods.
Next we consider how our inferred spectroscopy binary fraction for the Pleiades compares to previous findings for main-sequence clusters. Our results are most directly comparable to Abt (1987) who derived a short period mainsequence binary fraction of 12%. This is a factor of ∼3 higher than our measurement, however Abt (1987) considered stars roughly 2-3 times more massive than those observed by IN-SYNC, and the short-period binary fraction has been found to increase linearly with primary mass (Clark et al. 2012) .
In contrast, using the CORAVEL radial velocity survey, Raboud & Mermilliod (1998) (hereafter RM1998) found the Pleiades overall binary fraction to be a higher ∼20% within a mass range from 0.5M -1.0M . As with Abt (1987) , the sample observed by RM1998 covered a higher mass range (see their Figure 10 ) In addition , the time baseline of the RM1998 observations spanned 17 years, much longer than the ∼1.3 year maximum time baseline of the IN-SYNC survey. Thus, the binary fraction determined by RM1998 represents both a larger period range and a higher mass range than the IN-SYNC sample, which as noted above is more directly comparable to the Abt (1987) results.
Dynamical evolution of short-period versus intermediate-period binaries
Observationally, there has been evidence for a decreasing overall binary fraction on long timescales among solartype stars ( 1 Gyr ) (Mason et al. 1998) . During the premain-sequence phase, observational results have been sparse, but generally have also suggested a overall decreasing binary fraction from pre-main-sequence ages to field ages (e.g., Ghez et al. 1993 Ghez et al. , 1997 . However, these results have typically been based on longer period binary populations, much wider than those accessible to the IN-SYNC observations.
The fact that our results pertain to shorter period spectroscopic binaries could on its face be surprising, considering that simulations have shown short-period binaries in fact become more tightly bound as they evolve within a cluster (see Heggie 1975, and references therein) . This may imply that it is specifically the intermediate-period binaries (periods of th and 84 th percentile values. The joint distribution of the pre-main sequence clusters is also in the inset plot, marked by the gray circle, with 16 th and 84 th percentile values. The 'age' of the joint distribution is chosen to be ∼5Myr.
Pleiades age.
It is expected that dynamical processing via interactions with other stars in the cluster will modify the number of binaries, and the distributions of their properties, over time. Current theory relies largely on N-body simulations to reproduce the observed states of star clusters. For example, finds that the overall number of binaries with period range 10 0 -10 9 d of a simulated cluster decreases after just ∼2.5 Myr, comparable to the typical age of the IN-SYNC cluster sample, as binary disruption occurs among the widest binaries, unbinding the smaller mass secondary star. Goodwin & Kroupa (2005) further finds that the disruption is most pronounced for lower-mass M-dwarf binaries due to the lower binding energy. Thus, the decrease in the spectroscopic binary fraction that we observe between the pre-main sequence clusters and the Pleiades, could be a manifestation of these effects, particularly given the low masses that characterize our observational samples and the sensitivity of our observations to relatively long-period binaries.
At the same time, the role of cluster environment is a potentially confounding factor. Duchêne et al. (1999) did not find clear evidence for a decrease in the binary fraction on the basis of comparing their IC 348 sample with the Trapezium (Prosser et al. 1994; Petr et al. 1998) , the Pleaides (Bouvier et al. 1997) , and solar-type stars in the field (Duquennoy & Mayor 1991). However, they do postulate that there may be an anti-correlation between binary fraction and cluster density; i.e., that the densest star-forming environments (e.g., Orion Trapezium region) have a lower binary fraction than low-density environments (e.g., Taurus-Auriga). That result would be consistent with the literature on binary fractions in older globular clusters (Sollima et al. 2007 , but see Milone et al. (2012) ). More generally, the argument of cluster density driving the the observed differences of the binary fraction among different clusters would complicate the apparent evolution of the binary fraction in our samples if the Pleiades cluster had started as a pre-main sequence cluster with higher stellar density than the IN-SYNC clusters.
Converse & Stahler (2009) suggests that the Pleiades open core remnant observed today could have arisen from a high stellar density OB association such as the ONC. This cluster nucleus would be all that was left after the high mass O stars expelled the gas cluster gas, causing the majority of the cluster to expand outward on shorter relaxation time scales, while the core became more bound due to two-body relaxation avoiding the cluster dissolution. Simulations performed by Kroupa et al. (2001) support this scenario, finding a cluster simulation of the ONC leading to a Pleiades-like remnant core. They find that the binary fraction within this dense OB association would also decrease over the evolution of the cluster to a dense core remnant.
It is clear that more work is needed to solidify the conclusion that the Pleiades represents the later-stage evolution of pre-main sequence clusters similar in density to those in our IN-SYNC sample. However, assuming that the IN-SYNC clusters and the Pleiades may indeed be fairly compared, we suggest that the most relevant consideration for the present work is that the parameter spaces of previous observational studies had a dearth of observational information on pre-main-sequence binaries with periods ranging from ∼ 10 2 days -10 5 days. Considering that the IN-SYNC survey achieved sensitivity over the period range of 10 2 -10 4 d, we speculate that the binary fraction decrease found in our results stems from these relatively shorter period binaries which are still wide enough to be disrupted by dynamical interactions over the 100 Myr timescale we consider here.
Caveats and issues not addressed in this work
We have not attempted to treat the influence of triples and higher-order hierarchal systems. Tokovinin et al. (2006) , looking at a sample of 165 solar-type spectroscopic binaries, found that as many as ∼80% possess a tertiary component when the period of the inner binary pair is less than 7 days, decreasing to ∼30% for inner-binary period 20 days. While our observed and simulated parameter space spans a very much larger period range, the apparent decrease in binary fraction that we observe could in principle result if the IN-SYNC clusters possess a higher fraction of triples than the Pleiades, thus artificially inflating the incidence of (easier to detect) short-period spectroscopic binaries in our pre-main sequence samples.
The Bayesian framework that we have developed should be useful for future efforts to infer binary populations from inhomogeneous datasets. Even so, there are also directions for improving our framework. With regard to our simulations, we have ignored the effects of eccentricity and inclination on generating radial velocities to be simulated using the observational time baselines and observational cadences of our 6 clusters. Thus all of the radial velocity curves for our simulated binaries before being 'observed' are all symmetric and sinusoidal. Fortunately, however, for the purposes of our work, these effects will largely be systematic in nature, but the relative binary fractions should be largely preserved. For example, inclination will systematically decrease the amplitude of the radial velocity curves of the simulated binaries, and thus will lower the p detect values for all 6 clusters, thus underestimating the inferred binary fractions.
The effect of eccentricity is somewhat more complex. On the one hand, circularization has been found observationally to occur for binaries with a period ≤10 days (Meibom & Mathieu 2005; Raghavan et al. 2010) , and so our assumption of circular orbits in our simulations should be robust for the shortest period spectroscopic binaries. For longer period binaries, there is a competing effect of eccentric binaries being easier to detect spectroscopically near periastron but more difficult to detect near apastron. We expect that the net effect will not be large, but this is an avenue for future extensions of the simulations we have presented here.
In addition, we have not attempted to model the effects of the increased magnetic activity of pre-main-sequence stars is known to drive spurious RV jitter. Hillenbrand et al. (2015) calculated the lower limit of mass for planetary companions around stars younger than our Sun and found RV jitter is correlated with chromospheric activity. They find the highest levels of chromospheric activity produce RV jitter of ∼200 m · s −1 . Stassun et al. (2004) finds that sunspot activity can cause spurious RV jitter because of contrast between the sunspot and the stellar photosphere. This RV jitter can be of order 1 km s −1 in the optical. We tested what effect this would have upon our results and introduced a sunspot RV jitter error correction into the denominator of our NDRV statistic (see equation 1) of σ sunspot = 0.25 km s −1 . We adopted a value of 0.25 km s −1 for sunspot activity as Marchwinski et al. (2015) found that RV jitter in the near IR is up to 4x less than in the optical (see also Mahmud et al. 2011 ). If we assume that this error applies to all of the stars in our pre-main sequence samples, then our finding of a decreasing binary fraction from the pre-main sequence to the Pleiades declines to ∼ 2σ significance.
More generally, our work relies on the measured RVs and RV errors from the IN-SYNC pipeline. In any analysis, the robustness of the measurements is crucial to the robustness of the results derived from them. Throughout this work we have attempted to characterize and account for systematics present within the data we use-across stellar parameter space, within a given cluster, across the various clusters-as well as systematics that may arise from our analysis machinery itself. As with any work, any deeper or hidden systematic effects that we have not considered will of course remain unaccounted for. In this section we have attempted to identify a number of these potential additional systematic effects. We cannot know the extent to which they actually impact our data or analysis, but we may speculate that our estimates above suggest that even if present these effects do not negate the findings of this work.
7. SUMMARY Using the high precision (σ RV ∼ .3km s −1 ), high volume (> 10 3 stars) H-Band spectroscopic data from the IN-SYNC survey, we studied the derived stellar properties of five IN-SYNC clusters to find signals of possible unseen sub-stellar companions. We used the N DRV statistic to find candidates that could have unseen stellar companions within the IN-SYNC data. The advantage of the N DRV is its ability to capture the maximum ∆RV within a set of radial velocity measurements and weighting it by the relative error of the two measurements that produce the highest ∆RV with as little as two observations of a star.
We performed Monte Carlo simulations within a Bayesian framework in order to account for the differing observational cadences and other observational biases in the observations from one cluster to the next. Due to the small number of systems within each region observed by the IN-SYNC survey as well as the Pleiades, it was not enough to simply bootstrap our data in order to characterize the error on the raw spectroscopic binary fraction. We could not assume that the sample of systems observed in the IN-SYNC survey is representative of the population of star systems within these 5 clusters. In order to characterize the spectroscopic binary fraction of these clusters, we developed a Bayesian framework in order to infer the underlying distributions for each cluster while taking into account the calculated effectiveness of IN-SYNC observations at capturing radial velocity variations from unseen companions using simulated observations of constructed binaries. The framework that we have presented should itself be useful for future studies that seek to make inferences about binary populations from inhomogeneous datasets.
We find the spectroscopic binary fraction for the five premain-sequence clusters, with ages in the range ≈1-10 Myr, to be in the range ≈20-30%. Performing the same N DRV analysis on similarly reduced, APOGEE derived, spectroscopic data from the Pleiades, we find a smaller spectroscopic binary fraction of 5-10%. Even with all of the biases and sampling effects folded into the analysis, this decline in binary fraction is modestly significant when comparing any one of the pre-main-sequence clusters to the Pleiades. That the same decline in sense and in magnitude emerges for each of the pre-main-sequence clusters, bolsters this conclusion, and becomes significant at the 3-4σ level when all of the pre-main-sequence clusters are considered together.
There are additional effects, in particular random line-ofsight inclinations and eccentric orbits for long-period binaries, that we have not included here but that would allow our framework to produce inferred binary fractions that are closer to the absolute binary fraction. In addition to this, in this work we considered the effect of RV jitter from pre-mainsequence magnetic activity in a simplistic fashion by assuming that it could negatively affect every star in the sample, which in turn would decrease the statistical significance of our result. This effect could be more fully modeled or treated more probabilistically in future work.
In the meantime, we have focused here on relative differences across the ages of the clusters in our study. Importantly, the APOGEE observations considered in this work have a sufficient cadence and span a sufficient time baseline to allow us to probe low-mass spectroscopic binaries with orbital periods as long as ∼10 4 d. Most previous observational studies of binary populations in pre-main sequence clusters have been sensitive to either much tighter spectroscopic binaries and/or to much wider visual binaries. Binaries in the period range ∼10 2 -10 4 d have not been well studied by spectroscopic observations heretofore. Our results suggest that these intermediate-period binaries are tight enough to be detectable in the APOGEE radial-velocity measurements yet soft enough to be susceptible to dynamical sculpting in their birth clusters prior to arrival on the main sequence. Table 3 . Spectroscopic binary candidates identified within the IN-SYNC final vetted sample using the NDRV statistic. The first three columns give the 2MASS ID for the binary, its cluster membership, and the number of observations for that system within the final vetted sample. The next two columns list the maximum ∆RV value for that system as well as its NDRV value. The last two columns give the binary's position data in decimal degrees. 
2MASS ID
