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In this paper, neural network (NN)-basedmodels are generated to replace flamelet tables for
sub-gridmodeling in large-eddy simulations of a single-injector liquid-propellant rocket engine.
In the most accurate case, separate NNs for each of the flame variables are designed and tested
by comparing theNNoutput valueswith the corresponding values in the table. The gas constant,
internal flame energy, and flame heat capacity ratio are estimated with 0.0506%, 0.0852%, and
0.0778% error, respectively. Flame temperature, thermal conductivity, and the coefficient of
heat capacity ratio are estimated with 0.63%, 0.68%, and 0.86% error, respectively. The
progress variable reaction rate is also estimated with 3.59% error. The errors are calculated
based on mean square error over all points in the table. The developed NNs are successfully
implemented within the CFD simulation, replacing the flamelet table entirely. The NN-based
CFD is validated through comparison of its results with the table-based CFD.
Nomenclature
aγ = ratio of specific heat capacity coefficient, K−1
C = progress variable
e = relative distance between two signals
em = relative distance between two signals mean value
e f = flame internal energy, m2 s−2
P = pressure, kPa
R = gas constant, J kg−1 K−1
r˜ms = the ratio of one signal rms to the other one’s
Tf = flame temperature, K
Z = mixture fraction
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Z˜2 = mixture fraction variance from the mean
γ = ratio of specific heat capacity
κ = correlation between two signals
λ = thermal conductivity, W m−1 K
Ω = vorticity, s−2
ÛωC = progress variable reaction rate, kg m−3 s−1
Φ = flamelet output set
Ψ = flamelet input set
I. Introduction
Computationally efficient and accurate flamelet models for a turbulent combustor are needed for useful largeeddy simulations (LES). Promise is offered through the use of deep learning neural networks (NN). Here, a
well-studied configuration through prior LES and experiment is used but now with NN providing the sub-grid model for
the flamelets. It is of special interest to extend the use of NN modeling for unsteady behavior of mean pressure and
velocity fields. Both transient and dynamic equilibrium oscillatory conditions are considered.
Combustion instability is an acoustical phenomenon caused by the high rate of energy release that increases pressure
oscillation amplitude inside a combustion chamber; i.e., combustion excites and sustains an unstable high-amplitude
pressure oscillation, which can be destructive. While most rockets and jet engines can oscillate, their unstable behaviors
can differ. The configuration here is a single-injector liquid-propellant rocket engine (LPRE), see [1, 2]. Models for
LPRE combustion instabilities has been a research subject for decades [3–5]. Computational fluid dynamics (CFD)
models have been proposed for detecting combustion instabilities in LPREs. Purdue University’s Continuously Variable
Resonant Combustor (CVRC) experiment provides a fundamental test case with available data [6, 7]. CVRC is a
combustion chamber with a single-element injector/oxidizer post, in which the oxidizer post length can be varied,
resulting in configurations with different stability characteristics.
Current computational capabilities for reacting flows in realistic combustion chambers do not allow for resolution of
the smallest scales of importance. Therefore, LES rather than direct numerical simulations (DNS) are common [8, 9].
This requires models for sub-grid phenomena, especially for the combustion process. For gaseous reactants, the flamelet
model ([10, 11]) enjoys popularity. The sub-grid model has been employed through a look-up table approach ([12–14])
that avoids the need for a computational time step determined by the chemical kinetics time scales, which typically are
shorter than the ones from the numerically resolved physics. Nguyen et al. developed a hybrid LES/Reynolds-Averaged
Navier-Stokes (RANS) code, capturing combustion instabilities in CVRC at a much lower computational cost compared
to prior works [12]. Implementing the flamelet model was a key step in reducing computational cost.
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Peters [10, 15] introduced the flamelet concept for turbulent combustion modeling. The laminar flamelet approach
assumes shorter chemical time scales than the time scale for turbulence energy, convection, and diffusion, and is based
on the determination of thermo-chemical properties by the local mixing ratio and the deviation from the equilibrium
state, i.e., the scalar dissipation rate. The flamelet model for turbulent combustion, based on the non-premixed flame
physics, has been developed further by Pierce and Moin [11] for the integration of a sub-grid model with LES. The
flamelet model, however, has certain limitations. It assumes an axisymmetric strain field while three-dimensional
behavior is commonly found in practice. A single diffusion flamelet occurs with fuel only on one side of the flame and
oxygen only on the other side. Experience indicates that combustible mixtures can exist on one or both sides; premixed
flames, diffusion flames, and multi-branched flames (e.g., triple flames) can occur. New flamelet models addressing
these issues are in development ([16–19]).
Menon and co-workers ([20, 21]) used NN for the coupling of the linear eddy mixing (LEM) sub-grid model with
the LES. Here, we envision that future versions of the flamelet model might best be introduced through the use of NNs,
allowing nonlinear interpolation that is not easily obtained with the table, which now uses linear interpolation. They
also allow both experimental and theoretical data to be used. Here, to compare, we use the data from the look-up table
for training the NNs. In the future with new flamelet models, we propose moving directly to the flamelet calculations
(possibly augmented by experimental data). Ihme et al. [22] had developed optimal artificial NNs to compute flame
variables and compare their performances with flamelet tables with different resolutions for a stably burning flame. They
concluded that: (1) using NNs requires much less memory than a look-up flamelet table, (2) NNs can obtain a smoother
flow field solution, and (3) NNs require higher computational cost than the flamelet table; yet the computational cost of
using NNs is still significantly lower than solving the flame equations.
The computational framework for many machine learning algorithms to process complex data inputs is based on
feedforward NNs. NNs have been used in many different applications for the purpose of classification, clustering,
and regression analysis. Previous studies have also used NNs as a tool to develop closure models in fluid mechanics
and even combustion problems. Recursive NNs were utilized in an early work to predict the unsteady boundary-layer
development [23]. NN closure models have been incorporated for turbulence modeling in [24–26].
These successful applications of NNs motivates us to utilize them in models suitable for combustion instabilities.
The key factor in such a model is the coupled relation between pressure and flame variables, specifically the progress
variable reaction rate (PVRR) and heat release rate (HRR). In fact, Nguyen et al. [12] needed to generate a flamelet table
that takes pressure as an input. Combustion instability leads to a considerably huge change in pressure, which affects the
flame behavior. Thus, it requires the flamelet table to cover a large range of pressure. As an example, the maximum
amount of HRR at 30 atm is 650.5% of the maximum HRR in 8 atm; 8 atm and 30 atm determine the pressure range for
the CFD simulation of CVRC model with a 14-cm oxidizer post after reaching dynamic equilibrium state. A goal is to
develop NNs for calculating flame variables based on a pressure-dependent flamelet model. In the earlier stages of the
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work, the approach was to develop a model that calculates flame related variables from the CFD simulation, replacing
the function described within the dashed line in the schematic in Fig. 1b, [27, 28]. In this paper, however, the approach
is to study the data inside the flamelet table directly and to develop NNs that focus only on the flamelet model outputs.
Several different NN structures were developed. In the most accurate case, separate NNs for each of the flame variables
are designed and tested by comparing their output with the output of the similar variable in the table.
In Sec. II, our numerical simulation and combustion modeling method is discussed. In Sec. III, the design and
evaluation of the proposed NNs are discussed. In Sec. IV the NNs are tested on the flamelet table and are also
implemented into different CFD simulations. The paper concludes with Sec. V.
II. Background on Combustion Instability Analysis
A. More on the Numerical Simulation
The CVRC experiment is a single-injector co-axial dump combustor [29]. Methane is injected through the outer
concentric tube at 300 K. The oxidizer, which is injected through the inner tube, is composed of 58% H2O and 42% O2
at 1030 K. Both reactants are injected at constant mass flow rates of 0.32 kg s−1 and 0.027 kg s−1 for the oxidizer and
fuel, respectively. The 0.8 equivalence ratio makes the flow globally fuel-lean. Here, an unstable configuration with a
14-cm oxidizer post length and a 38-cm combustion chamber is the test case; see Fig. 1a. Also, a stable configuration is
discussed with a 9-cm oxidizer post length and a similar 38-cm combustion chamber.
(a) CVRC configuration [12]
(b) Top level architecture of CFD code
Fig. 1 Overview of the computational domain for the CVRC experiment and its CFD code architecture
Our code is a multi-block, structured finite-difference solver with axisymmetric cylindrical coordinates. (See Fig. 1b
for a high-level view.) The overall accuracy is second-order in space and fourth-order in time. An important feature is
the shock-capturing capability of the code longitudinal-mode. A short choked nozzle gives the exit boundary condition,
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which promotes a high amplitude pressure oscillation. The entrance-to-throat area ratio is 5. On the wall, the no-slip
boundary condition is applied. The walls are also assumed to be adiabatic and impermeable. Data is acquired from the
CFD simulation at a 200 kHz sampling rate from all points, which includes 137,494 cells.
B. Combustion Modeling and Challenges
The flamelet approach models the turbulent flame as a collection of laminar flamelets, where the chemical time
scales are shorter than the turbulent time scales. Accordingly, the chemistry-related calculation occurs prior to the main
flow simulation, Through a quasi-steady flamelet table [12, 15]. Decoupling chemistry solution and flow simulation
allows the solving of the complex mechanism, yet with much less computational cost, which is the advantage of flamelet
modeling ([13]). As shown in Fig. 1b, the inputs to the flamelet model are the flame state variables (C, Z , and Z˜2) and
P. Z indicates the mixture character at each point. Z˜2 defines the deviation from the mean of Z and is important for
turbulent combustion. Essentially, laminar flamelet solutions are convoluted by a Beta probability density function (pdf)
of Z and Z˜2 to produce turbulent flames. C determines how much of the combustion process has been conducted at each
time and point in space. The inputs of the flamelet model are collected in Ψ = [Z, B,C, P], where B = Z˜2−Z2
Z−Z2 , a function
of the dissipation rate, replaces Z˜2. In the input set, P varies between 1 atm and 30 atm, B and Z range between 0 and 1,
and C varies from 0 to 0.261. The output set for this flamelet model is defined as Φ = [ ÛωC,Tf , e f , R, λ, γ, aγ]. In the
CFD structure, flow internal energy along with the above quantities are used to calculate flow temperature and enthalpy.
Pressure is calculated based on the ideal gas law after extracting data from the flamelet table in the CFD.
The main difficulty with flamelet model lies is that the HRR becomes a one-dimensional quantity, although embedded
in a three-dimensional flow field. Furthermore, in the case of combustion instability, the HRR interactions with
turbulence and acoustical phenomena result in extremely nonlinear behaviors. Implementing the flamelet model helps to
preserve the multi-scale and highly nonlinear behavior of HRR in the CFD simulation. In the flamelet-based simulation,
HRR is not playing a direct role in the governing equation; instead, the PVRR is the variable that affects the governing
equations as the source term in the C transport equation. The flamelet solutions use a complex chemical mechanism (72
reactions with 27 species). HRR relates to the products of all the species PVRRs and their corresponding enthalpies; in
contrast, the progress variable defined as the summation of CO2 and H2, only represents the major global chemical
reactions. HRR accounts for more detailed (including less significant) reactions than the PVRR, which indicates the
progress of the global methane reaction, using only simple global oxidation chemistry. However, it still has similar
multi-dimensional, multi-scale, and highly nonlinear behavior, yet less severe and less costly to model than HRR.
C. Rayleigh Index as an Instability Criterion
The most important cause of the high-frequency instability is the coupling between the HRR and the acoustic
pressure wave. The Rayleigh Index (RI) measures this coupling based on the HRR and pressure fluctuation correlation
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determining if the HRR drives or damps the pressure wave. The time-averaged local Rayleigh Index is defined over a
time period (τ), typically few cycles, starting from an initial time to as:
RI =
1
τ
∫ to+τ
to
γ + 1
γ
× p
′
P
× HRR
′
HRR
dt (1)
where p′, and HRR′ are the local fluctuations in P and HRR, respectively [12]. Also, P and HRR are the global
time averages of P and HRR. A positive (negative) value of RI conveys that the pressure oscillation is driven (damped)
by HRR. The importance of RI led us to discuss a similar measure for PVRR oscillations by replacing HRR with ÛωC in
Eq. (1) to get a modified Rayleigh Index (mRI).
III. Neural-Network-based Closure Model
The objective here is to design a NN-based closure model to replace the flamelet table in Fig. 1b. Therefore, Ψ and
Φ are selected as the NN input and output sets. A NN is a computational unit that replaces an input/output block in a
system implementing its original task. After training, the NN learns to perform a task based on input-output examples
without knowing the algorithm that led to those examples. A deep NN contains a series of layers, each of which has
several nodes (neurons). Each neuron gets a linear combination of the outputs from neurons in the previous layer
as its input, and provides an output, i.e., a specific nonlinear function (activation) of its input used for the next-layer
calculations. The training process involves finding the linear combination coefficients, i.e., the weights, as optimized
solution for minimal square error of the difference between the NN outputs and the originally provided examples, i.e.,
the training data. The training is performed with the Back-propagation Method using the RMSProp update rule [30, 31].
We used the Rectified Linear (ReLu) Activation Function in the hidden layers, and linear activation function at the output
layer [32]. The NN weights are given the random Xavier initialization [33]. If the training process is overextended,
typically, the NN performance is only good for the training set; this phenomenon is called over-fitting. To avoid this,
a validation error is computed on an independent set of samples and used to monitor overfitting [30]. Providing the
appropriate training and validation data sets are key steps in designing a NN. The optimal NN weights are obtained as
those minimizing the error on the validation set. The inputs and outputs are standardized before introduction to the NN,
by being centered around their mean and normalized by their standard deviation, to improve training performance [30].
A. Sample Selection
Enough samples must be provided to capture the problem complexity, while limiting the computational cost of the
training. The flame-variable modeling is challenging because it is multi-scale; e.g., PVRR varies from −284 kg m−3 s
to 1.28e5 kg m−3 s. Combustion instability occurs from the coupling of high HRR and pressure; thus, the NN must
accurately predict points with high HRR. However, the population of these points is relatively smaller than other points,
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requiring a nonuniform sample selection approach. The samples should be selected to provide a rich data set from high
HRR points, with enough samples should be selected from low HRR points to avoid biasing the NN towards uniformly
high HRR values. Based on the designed table resolution, there exist around 10 million cells in the table, which are used
for selecting training and validation data sets. Initially, a data set is selected uniformly from the available data in the
table, then enriched with more points from higher energy release zones. At this stage, around 500,000 data points are
selected for training, and around 200,000 data points are selected for validation representing 5% and 2% of the available
points, respectively. After several iterations, when the learning progress starts to slow down, the partially trained NN
will be tested on additional data from the table. Then, points with errors higher than a specified bound (e.g., 5%) are
added to the training set and points with lower error bound (e.g., 2%) are added to the validation set. Here, different
NNs are trained for each output of the table; so, after this step, the training and validation sets might be different among
outputs. A maximum was established limit of 1.5 million points per set after the modification steps.
B. Network Structure
A general Feed-Forward NN comprises of layers of different numbers of neurons, which communicate through the
weighted links. Our observations is that increasing the number of NN layers leads to better accuracy than increasing the
number of neurons in a single layer. Hence, NNs with more layers and fewer neurons on each layer are selected. In
particular, two NN structures are introduced here. In the first NN, based on the physical behavior of flamelet data, the
outputs are grouped as G1: ÛωC , G2: e f , R, G3: Tf , λ, G4: γ and G5: aγ. (Gi denotes a group), and five different NNs
are designed, one for each of these sets of outputs, each having 5 hidden layers with 15, 20, 25, 20, and 15 neurons,
respectively. The input layer has 4, and the output layer has 1 or 2 neurons depending on the output group. A single
output NN with the above structure requires 1771 floating point operations (flop) for data retrieval, while a double-output
NN requires 1787 flop. This NN model, referred as NNa, requires 8887 flop for overall flame modeling. Another
set of NNs, referred as NNb, improves the accuracy by increasing the number of layers and using 7 single-output
NNs each with 7 hidden layers with 15, 20, 25, 30, 25, 20, and 15 neurons, respectively. Data retrieval in this NN
requires 3326 flop for a single variable, and 23,282 flop for all variables. While the structure proposed in NNb increases
the computational cost of retrieving flame data by 162% over NNa, it gives an approximately 40% reduction in the
reconstruction Mean Square Error (MSE).
IV. Results
The closure model for flame variables must be implemented inside the CFD. Both the single-output and the
multi-output NNs discussed in Sec. III are implemented to replace the flamelet table. The designed NNs are tested in a
stand-alone phase and an in-situ phase. In the stand-alone phase (offline), the NN is tested on all the available table
data regardless of whether they are used or not for the training and validation, giving error bounds for each NN output
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compared to the corresponding table output. The second (online) phase tests whether the NN model can satisfactorily
model combustion instability in the single injector LPRE case. Particularly, the highly coupled dynamics governing the
LPREs makes combustion modeling very sensitive and complicated. Through the online test, NNs are successfully
implemented within the CFD, and the are compared with the table-based simulations. In the following, the offline and
online test results for NNa and NNb are provided.
A. Offline test
The NNs are tested on all table data, while at most 15% of the data is used for training process. Table 1 presents the
relative MSE for each variable calculated from Eq. (2); where xi is an element from the n elements in the flamelet table,
and yi is the NN-estimated value for that element.
e(%) = 100 ×
√∑n
i (yi − xi)2√∑n
i x
2
i
(2)
Table 1 Comparison of relative MSE (%) results for NNa and NNb on all data in the flamelet table-based CFD
Model R e f Tf ÛωC λ γ aγ
NNa 0.0889 0.14 0.99 5.96 1.04 0.14 1.58
NNb 0.0506 0.0852 0.63 3.59 0.68 0.0778 0.86
Table 1 shows better performance for NNb than NNa by 36% to 44%. Having more layers and neurons, besides
separate NNs for each variables in NNb provides more degrees of freedom for the model while, on the downside, it
increases the computational cost relative to NNa by around 2.4 times. As NNb provides better estimation, the data from
the flamelet table is compared with its counterpart calculated from NNb in Fig. 2 for e f , Tf , λ, γ, aγ, and PVRR. In
the graphs, the x-axis shows the value of an output variable in the table, and the y-axis shows the value of the same
variable estimated from NNs. Perfect estimation implies that all points lie on the y = x line in each graph. On the
graphs the lines y = (1 ± 1%)x, y = (1 ± 2%)x, y = (1 ± 5%)x, and y = (1 ± 10%)x are provided as guidelines for
evaluating the NN performance in estimating the value of each point. Variable R was estimated with the lowest error
(less than 1%) and not plotted here. Table 1 also shows that the performance of similar NN structures in estimating
distinct variables is different. Some variables are estimated much better than others. One of the factors in determining
NN performance is the variable range relative to its average value. R, and γ, have relatively short ranges, and they are
estimated with the lowest errors. PVRR, on the other hand, varies by five orders of magnitudes, thus it is estimated with
the worst error. Figure 2f shows that the worst accuracy in PVRR estimation occurs for low values, since higher values
are dominating the training. Although each variable is estimated with different errors, our studies showed that required
levels of accuracy are different for each variable for successfully implementing the model in CFD. For instance, our
modeling error sensitivity analysis in CFD showed that estimating e f accurately is more important than others.
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(a) e f (m
2
s2
), NNb (b) Tf (K), NNb
(c) λ ( WmK ), NNb (d) γ, NNb
(e) aγ ( 1K ), NNb (f) ÛωC ( kgm3s ), NNb
Fig. 2 Offline result comparison for internal energy, flame temperature, thermal conductivity, ratio of heat
capacity, ratio of heat capacity coefficient, and PVRR
B. Online Test
Next, NNa and NNb are introduced in the CFD simulations for replacing the flamelet table. According to [12],
the 14-cm oxidizer post is a CVRC configuration with a very high level of instability. In the 14-cm oxidizer post, for
each of the NN sets, two different simulations have been conducted starting from two distinct initial conditions. The
two initial conditions are selected at a time before the emerging instability and at a time after the instability has been
fully developed. The first is called the "transient case," and the second is called the "dynamic equilibrium case." The
pressure signals represent the time waveform of pressure at each of the spatial grid points over the combustor geometry.
To validate the NN-based flame models, the results from each simulation are evaluated by investigating the similarity
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between pressure signals from NN-based and table-based CFD simulations. To this end, first, we looked at the overall
relative error between pressure signals calculated from each CFD. Assume x is the pressure signal from table-based
CFD, and y is the pressure signal from the NN-based CFDs. The relative error of signal y with respect to x is calculated
based on Eq. (2), where the index i runs over the time signals. n is the number of time snapshots, and xi and yi are the
values of the signals at the i-th time sample. This gives an overall measure of the distance between the two signals
relative to the magnitude of the target signal. As shown later in Table 2, the third column, the pressure signals in the
dynamic equilibrium case are estimated on average with 7.18% and 6.23% error by the NNa-based and the NNb-based
simulations, respectively. For the transient case, the average error resulted from both simulations is 5.02%. This close
results from both NN-based models raise the question of whether the relative error is a comprehensive measure for the
purpose of modeling combustion instability. Equation (2) normalizes the distance of two signals by the magnitude of
the reference. For oscillating signals with high mean values, such a measure ignores the fluctuations errors. In the
combustion instability study, it is of high significance for a model to capture the phase and amplitude of the pressure
fluctuation. In that regard, the root mean square (rms) of the pressure signals and their correlations are compared.
The similarity between the phases of two signals (x and y) can be measured through their correlation (Pearson’s
linear correlation coefficient), calculated as:
κ(x, y) =
∑n
i=1(xi − x¯i)(yi − y¯i)√∑n
i=1(xi − x¯i)2
∑n
i=1(yi − y¯i)2
(3)
where x¯ and y¯ are their empirical mean values. The similarity between the two signal’s fluctuation amplitudes is
measured by comparing their rms. The rms ratio of the fluctuations of y with respect to x, is defined as:
r˜ms(x, y) = rms(y)
rms(x) =
√
1
n
∑n
i=1(yi − y¯i)2√
1
n
∑n
i=1(xi − x¯i)2
(4)
In Eq. (3) and Eq. (4), the time averages of the signals are subtracted from the main signal to calculate the fluctuation
signals. Hence, the similarity between their mean values is also measured. The relative error of signal’s mean values
(em) are calculated through Eq. (2) by replacing x and y by x¯ and y¯. When signal amplitude is not constant over time
(transient signal), the x¯i and y¯i are smoothed versions of the actual signals. Otherwise, the actual means x¯i and y¯i are
equal for all indexes (dynamic equilibrium).
Table 2 summarizes the values of the above criteria for each of the simulations for dynamic equilibrium and transient
cases. Each criterion is measured at each grid points on the CVRC geometry. The mean and standard deviation of
all the measurements for each criterion is presented in Table 2. The first and second columns identify the case and
NN model used in each case. The third main column presents the overall error statistics by their mean and standard
deviation in the sub-columns. Similarly, the fourth, fifth, and sixth columns present the correlation, rms ratio, and error
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in mean values. Note that the desired value for correlation and the rms ratio is 100%.
Table 2 Error analysis summary for the 14-cm oxidizer post configuration test base
14-cm oxidizer- Model e (%): Eq. (2) κ (%): Eq. (3) r˜ms(%): Eq. (4) em(%): Eq. (2)
post cases mean std mean std mean std mean std
Dynamic equilibrium NNa 7.18 2.47 78.5 12.69 93.71 4.58 1.41 0.31
NNb 6.23 2.34 82.1 13.71 93.91 2.85 0.64 0.19
Transient NNa 5.02 1.32 76.66 18.74 75.84 2.35 1.27 0.26
NNb 5.02 1.4 79.61 14.89 103.63 2.89 1.16 0.22
In the dynamic equilibrium case, NNb has a slightly better performance in all criteria. However, NNa is selected as
the representing flamelet model considering its computational cost, which is around 40% of the NNb-based simulation
computational cost. The results from the NNa-based simulations and the table-based simulations are discussed in
more detail in Sec. IV.B.1. In the transient case, both NN-based models perform similarly with respect to the overall
error, mean, and correlation criteria. But for the pressure fluctuation, the rms ratio captured by the NNb-based and the
NNa-based simulations are 103.63% and 75.84%, respectively. Therefore, NNb is selected for representing the flamelet
model. The results from the NNb-based and the table-based simulations are discussed in more detail in Sec. IV.B.2.
NNb, which shows higher capability in capturing flame dynamics, is also implemented in the 9-cm oxidizer post
configuration, which, according to [12] is recognized as a stable configuration. This is discussed later in Sec. IV.B.3.
1. Dynamic Equilibrium Case
In combustion instability studies, the accuracy in simulating pressure is perhaps the most significant for validating
the model. The relative error between pressure signals from the NNa-based and the table-based simulations, calculated
by Eq. (2), is shown in Fig. 3a. The highest error happens near the centerline. In the axisymmetric configuration, the
centerline (r = 0) can be considered as a singularity and is prone to numerical errors. Accordingly, near the centerline,
the signals are noisier and can be modeled with less quality. The correlation of the fluctuation of the pressure signal at
each grid point with the pressure signal at the same point from the original table-based simulation is calculated and
shown in the contour plot in Fig. 3b. The points with lower than 80% correlation are located in the pressure node, where
the amplitude of pressure harmonics is relatively small; therefore, the fluctuation signals there can be considered as
noise. Moreover, Fig. 4, compares the ratio of pressure fluctuation rms calculated from the NNa-based simulation to the
rms calculated from the table-based simulation; the rms of fluctuations of the two simulations are shown in Fig. 4c and
Fig. 4b, respectively. The parts of the combustor in which the rms of pressure fluctuations is lower is consistent with the
regions where correlation is lower.
Figure 5a and Fig. 5b compare the pressure signals at the antinode (10 cm), and near the nozzle at the pressure tab
(37 cm) on the top wall. At the antinode, the correlation is 87.73%, and near the nozzle, the correlation is 91.21%. At
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(a) Overall relative error (%) (b) Fluctuation correlation
Fig. 3 14-cm, dynamic equilibrium: distribution of relative error (%) and fluctuation correlation between
pressure signals calculated from NNa-based and table-based simulations
(a) rms ratio distribution
(b) Table-based
(c) NNa-based
Fig. 4 14-cm, dynamic equilibrium: The distribution of the ratio of the fluctuation rms of the pressure signal
calculated from NNa-based (4c) to the one calculated from table-based (4b) simulations
these points, the overall relative errors are 4.91% and 4.98%, respectively. The rms ratio is 95%, and the mean value is
estimated with 1.4% error at x = 10 cm. At x = 37 cm, the rms ratio is 94.74%, and the mean value is estimated with
1.14% error. The first and second modes of oscillations are captured with high accuracy in these signals. The antinode
and pressure tab are the common points that are investigated for each test because of their geometrical importance and
to provide reference points among different cases. Figure 5c and Fig. 5d compare pressure signals at points with lower
correlations and higher error values. One of the points with a lower correlation is located on the centerline at 21.8 cm,
i.e., the pressure node vicinity. Figure 5c compares the pressure signal at this point between the NN-based and the
table-based simulations. The correlation at this point is 40.07%. The overall error at this point is 9%, the rms ratio is
96.72%, and the mean value error is 0.9%. At 21.4 cm, the first mode is much weaker than other points and the signal is
noisier; however, the rms of the signal is captured to a good extent. The other point is located on the centerline at 1.14
cm, which is right after the dump plane near the mixing layer. Figure 5d compares the pressure signal at this point with
53.64% correlation. The overall error at this point is 17.72%, the rms ratio is 89.03%, and the mean value error is
2.15%. This point is located near the interface of the oxidizer post and combustor, at r = 0; a singular point with a very
high density mesh. There, CFD related issues cause spikes in the pressure signal, which are outside its reasonable range
(3000 kPa) for the table-based simulation. Interestingly, this issue does not arise for the NN-based simulation.
Also, to compare the frequency content of pressure signals, the mode shapes of the signals over the centerline are
compared. Pressure mode shapes are demonstrated by plotting the modulus of the Fourier spectrum peaks at each grid
point along the centerline. First, the time-average of the signals, which are plotted in Fig. 6a, are subtracted from it.
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Fig. 5 14-cm, dynamic equilibrium: comparison of pressure signals at different points on topwall and centerline
between the NNa-based and the table-based simulations
Then, the Fourier spectrum is calculated for each of the centered signals. The first and the second modes are plotted in
Fig. 6b and Fig. 6c. The NNa-based simulation gives a good estimate of the mean (em ranges between 0.66% to 2.46%),
the first, and the second modes; it starts to deviate as for the third mode; however, the effect of the third mode in the
overall results is considered negligible.
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Fig. 6 14-cm, dynamic equilibrium: comparison of pressure mean, the first, and the second mode shapes
between NNa-based and table-based simulations
As discussed before, it is important for a model to provide a good estimation of RI to be useful in combustion
stability research. The local mRI and RI are compared for the NN-based and the table-based simulations in Fig. 7.
Comparing Fig. 7b with Fig. 7a and comparing Fig. 7d with Fig. 7c show that the NNa-based simulation captures the
location of the flame that drives instability, yet underestimates the flame near the corner. Particularly, the NNa-based
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simulation underestimates mRI from the table-based simulation near the corner and dump plane. HRR is calculated
after the CFD simulation was conducted, only for the purpose of calculating RI. For RI, there exists a good correlation
in the flame zone, but discrepancies downstream. The slight underestimation of RI and mRI are consistent with the
slight underestimation of the rms value of the limit cycle with the NN-based simulation.
(a) Table-based CFD: mRI
(b) NNa-based CFD: mRI
(c) Table-based CFD: RI
(d) NNa-based CFD: RI
Fig. 7 14-cm, dynamic equilibrium: comparison ofRI andmRI from the NNa- and the table-based simulations
In the following, other significant variables are briefly compared between the NNa-based and table-based simulations
by demonstrating their time-averaged behavior. Figure 8 compares the contour plots of time-averaged of PVRR (Fig. 8a
and Fig. 8b), time-averaged vorticity (Fig. 8c and Fig. 8d), time-averaged progress variable (Fig. 8e and Fig. 8f), and
time-averaged mixture fraction (Fig. 8g and Fig. 8h). In all these figures, although there are differences in the detailed
behavior, while the overall shapes are very similar between the two simulations.
(a) Û¯ωC ( kgm3s ), table
(b) Û¯ωC ( kgm3s ), NNa
(c) Ω¯ ( 1
s2
), table
(d) Ω¯ ( 1
s2
), NNa
(e) C¯, table
(f) C¯, NNa
(g) Z¯ , table
(h) Z¯ , NNa
Fig. 8 14-cm, dynamic equilibrium: time-averaged values of: PVRR, progress variable, mixture fraction,
vorticity from the NNa-based and the table-based simulations
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2. Transient Case
As discussed before, the NNa-based simulation underestimates the rms value of pressure fluctuation in the transient
case, while the NNb-based simulation has a similar rms with the table-based one. Accordingly, NNb is selected as the
flame model for the transient simulation. The relative error between the NNb-based and the table-based simulations is
shown in Fig. 9a. Similar to the dynamic equilibrium case, in the axisymmetric configuration, the centerline (r = 0) can
be considered as a singularity and prone to numerical error and noisier signals.
Correlation measures how two signals are similar after their mean values have been subtracted. In the transient
case, using a global mean value will distort the ability of correlation in measuring the performance of a model. To
calculate the local mean value, the signals are smoothened using local quadratic regression [34]. The mean values are
subtracted from each signal at each spacial point to get the fluctuation signals. The correlation of the fluctuation of
the pressure signal at each grid point from the NNb-based and the original table-based simulations are calculated and
shown in the contour plot in Fig. 9b. In addition, the pressure fluctuation rms values calculated from the NNb-based
simulation (Fig. 10c) are compared to those calculated from the table-based simulation (Fig. 10b) through their ratio
at each grid point. The rms ratio is shown in Fig. 10a. Figure 11a and Fig. 11b compare the pressure signals at the
(a) Overall relative error (%) (b) Fluctuation correlation
Fig. 9 14-cm, transient: distribution of relative error (%) and fluctuation correlation between pressure signals
calculated from the NNb-based and the table-based simulations
(a) rms ratio distribution
(b) Table-based pressure signal rms (kPa)
(c) NNb-based pressure signal rms (kPa)
Fig. 10 14-cm, transient: The distribution of the ratio of the fluctuation rms of the pressure signal calculated
from the NNb-based (10c) to the one from the table-based (10b) simulations
antinode (10 cm) and near the nozzle (37 cm) on the top wall for the transient case. At the antinode, the correlation is
87.65% and near the nozzle, the correlation is 91.46%. At these points, the overall relative errors are 3.65% and 4.02%,
respectively. The rms ratio is 104.41%, and the mean value is estimated with 0.95% error at x = 10 cm. At x = 37
cm, the rms ratio is 100.42%, and the mean value is estimated with 1.43% error. Figure 11c compares the pressure
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signal located on the centerline near the pressure node (17.1 cm) between the NN-based simulation and the original one,
where the correlation is 12.48%. The overall error at this point is 7.33%, the rms ratio is 112.02%, and the mean value
error is 1.08%. Another point with low correlation is located above the centerline at 2.58 cm, which is right after the
dump plane near the centerline. Figure 11d compares the pressure signal at this point with a correlation of 71.36%.
The overall error at this point is 7.42%, the rms ratio is 105.79%, and the mean value error is 1.15%. These points are
selected to demonstrate the need for different criteria to measure error. In Fig. 11, the overall errors are similar, yet the
correlations are drastically different.
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(d) x = 2.58 cm, r = 0.37 cm
Fig. 11 14-cm, transient: the NNb-based and the table-based simulations comparison of pressure signal at
different points
The frequency content of pressure signals are compared through the mode shapes over the centerline. In the analysis
here, only the steady-state parts of the simulations are considered. The time-average of each of the signals is plotted in
Fig. 12a. The value of the Fourier spectrum for the first and the second modes are plotted in Fig. 12b and Fig. 12c.
The NN-based simulation presents a good estimate of the mean (em ranges between 1.15% to 2.01%), first and second
modes. The discrepancies between the two NN-based and table-based simulations start to grow from the third mode.
The local RI and mRI are compared for the NN-based simulation in Fig. 13. Comparing Fig. 13b with Fig. 13a, and
comparing Fig. 13d with Fig. 13c, show a great similarity in flame location and magnitude between the two simulations.
At three time points, from the transient simulations the snapshots of pressure and vorticity (Fig. 14), progress
variable and PVRR (Fig. 15) are compared between the NNb-based and the table-based simulations. The time snapshots
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Fig. 12 14-cm, transient: comparison of pressure mean, the first, and the second mode shapes between NNb-
based and table-based simulations (last 4 ms)
(a) Table-based CFD: mRI
(b) NNb-based CFD: mRI
(c) Table-based CFD: RI
(d) NNb-based CFD: RI
Fig. 13 14-cm, transient: comparison of RI and mRI between the NNb-based and the table-based simulations
are selected at t1 = 0.5 ms, t2 = 3.5 ms, and t3 = 6.5 ms, where the last time point is associated with the time that
signals have reached to the limit cycle, while the other two time points are associated with the growing parts of the
pressure signal. In the progress variable graphs, the flame front shape is predicted with a great accordance. The flame
front is the curve (thin flame) (Fig. 15) that separates the low and high temperature zones. The PVRR and the progress
variable results from the transient simulations show the similar behavior of the flame.
3. 9-cm case
NN training was designed mostly for the purpose of reproducing the CFD simulation results of the CVRC experiment
under unstable pressure oscillation conditions. This happens when the oxidizer post length is 14 cm. If the length
is 9 cm, the pressure oscillations grow to a limit cycle, which is much smaller than in the 14-cm case. So the 9-cm
is considered to be stable. Next, to validate its generality, the NNb model, which was successfully implemented in
the 14-cm transient case, is also implemented in the 9-cm case. The relative error between the NN-based and the
table-based simulations is shown in Fig. 16a. The highest error occurs in the oxidizer post, as the NN is not forced to
have certain values there. On the other hand, the table values are enforced at the non-reacting zones. In our future work,
we will include such constraints in the NN development. The correlation of the fluctuations of the pressure signals from
their mean value from the NNb-based and table-based simulations is shown in Fig. 16b. The oscillations are not that
well correlated. The reason is that the oscillation amplitude (roughly about 50 kPa) is very small relative to the mean
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(a) P(kPa), t1, table
(b) P(kPa), t1, NNb
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(g) ®Ω( 1s ), t1, table
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(i) ®Ω( 1s ), t2, table
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(k) ®Ω( 1s ), t3, table
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Fig. 14 14-cm, transient: pressure and vorticity snapshots from the NNb-based and the table-based simulations
value (roughly about 1600 kPa). Essentially, the maximum oscillation amplitude is around 3% of the mean value, and it
can be considered as noise.
The distribution ratio of pressure fluctuation rms in the NNb-based simulation (Fig. 17c) to that in the table-based
simulation (Fig. 17b) is shown in Fig. 17a. Most of the points have a similar rms value. Here again, the NNb-based
simulation overestimated the rms values. Both the rms values and their spatial gradients in the 9-cm case are also lower
than the ones in the 14-cm unstable case. The pressure rms values are higher at the inlet, and they become smaller
throughout the combustor. Figure 18 compares the pressure signal at the antinode (10 cm), and near the nozzle (37 cm)
on the top wall, calculated from the NNb-based simulation with that from the table-based simulation. At the antinode,
the correlation is -3.68%, and near the nozzle, the correlation is 0.32%. At these points, overall relative errors are 2.71%
and 3.25%, respectively. The rms ratio is 108.32%, and the mean value is estimated with 0.8% error at x = 10 cm. At
x = 37 cm, the rms ratio is 125.11%, and the mean value is estimated with 0.8% error. The low correlations between
the fluctuations of signals are because of the noisy nature of the pressure waveform in this configuration. Here, we are
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Fig. 15 14-cm, transient: progress variable and PVRR snapshots from the NNb-based and the table-based
simulations
(a) Overall relative error (%) (b) Fluctuation correlations
Fig. 16 9-cm case: distribution of relative error (%) and fluctuation correlation between pressure signals
calculated from the NNb-based and the table-based simulations
not interested in capturing noise and we did not pursue refining the NN for a better performance. However, although it is
harder to generate a fully correlated signal, the modal frequencies and signal trends are similar between the NN-based
and table-based simulations.
The pressure mode shape shows similar behavior in Fig. 19 for the mean value and the first and the second mode
shapes, where the modes are not predicted as well as the mean. The first mode amplitude for the 9-cm case is around
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(a) rms ratio distribution
(b) Table-based pressure signal rms (kPa)
(c) NNb-based pressure signal rms (kPa)
Fig. 17 9-cm case: The distribution of the ratio of the fluctuation rms of the pressure signal calculated from
NNb-based (17c) to the one calculated from table-based (17b) simulations
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Fig. 18 9-cm case: comparison of pressure signals on the wall, at pressure antinode and near the nozzle,
between the NNb-based and the table-based simulations
0.6% of the mean value. Hence, the modal behavior of the 9-cm case can mostly be considered as noise. This can be
observed in the time signals represented in Fig. 18
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Fig. 19 9-cm case: comparison of pressure mean and the first and second mode shape between NNb-based and
table-based simulations
Finally, the local mRI and RI are compared for the two simulations in Fig. 20. Comparing Fig. 20a with Fig. 20b
and comparing Fig. 20c with Fig. 20d show that the NNb-based simulation is very similar to the table-based one in
capturing the behavior near the corner and the RI shape. Since the 9-cm case is a stable one, the magnitude of RI and
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mRI are lower than those in the 14-cm case. Low RI shows that there is no instability occurring.
(a) Table-based CFD: mRI
(b) NNb-based CFD: mRI
(c) Table-based CFD: RI
(d) NNb-based CFD: RI
Fig. 20 9-cm case: comparison of RI and mRI from the NNb-based and the table-based simulations
C. Computational cost
The previous NNs have been implemented in CFD in lieu of the flamelet table. The NNa-based and the NNb-based
simulation computational costs are at worst 100 and 40 times that of the table-based simulation, respectively. Nguyen
et al. [12] reported a 0.28 core-hour per millisecond for the computational cost of a table-based CFD with 6.26e4 grid
points. The CFD setup, in this work, includes 1.375e6 grid points. Also, one should note that the computational costs
for the NN-based simulations reported here are based on a non-optimized code; there is a potential to decrease these
numbers considerably by applying methods to parallelize and optimize the code. Yet, optimizing the computational cost
was not in the scope of this work. Although NN-based closure models increase the computational cost over a flamelet
table model, they reduce the required memory very significantly. The flamelet model takes 1.2 GB of memory, while
NNa and NNb take 116.1 kB and 376 kB, respectively.
V. Conclusion
In this study, we developed two deep learning neural network sets with different levels of complexity to represent a
flamelet model in turbulent combustion with unsteady pressure. The design of the networks was explained, including
input-output and training set selection. The goal is to explore the capability of neural networks as a tool for combustion
modeling. The two developed models (NNa and NNb) are first validated by testing on the flamelet table data, as an
offline test, and then validated by being implemented in CFD simulations of different cases and compared with the
table-based simulations. These simulations include dynamic equilibrium and transient simulations on an unstable rocket
configuration (14-cm oxidizer CVRC), and transient simulation in a stable configuration (9-cm oxidizer CVRC). NNb ,
which contains more layers than NNa, has shown a better performance both in offline and online validation. In the
offline test, the difference between their error is very small (up to 2%). NNb wins over the NNa model in the accuracy
21
competition. However, its required computational cost is 2.5 times of that for NNa for retrieving one set of outputs.
In the dynamic equilibrium case, the two NN-based models have similar performance according to measures
such as overall relative error and fluctuation correlation. The NNa-based simulation results were in agreement with
the table-based simulation results. However, mRI was underestimated near the dump plane through the NNa-based
simulation. In the transient case, the main shortcoming of the NNa-based simulation is in predicting the pressure limit
cycle or rms of pressure fluctuation. On average, only 75% of the fluctuation energy is captured by the NNa simulation;
whereas, the NNb simulation can capture the amplitude with great consistency, close to 100%. In the transient case,
NNb is the proper model as it is capable of faithfully reproducing the unstable acoustic behavior.
NN models require much lower memory than the flamelet table. Although the data retrieval from a NN model is
more time costly than reading the data from a look-up table, the computational cost is still lower than using the chemical
kinetics solver. Our data retrieval code for NN-based CFD is not optimized. In our future work, the computational cost
of NN modeling will be revisited after parallelizing and optimizing the codes for a GPU implementation.
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