A new dynamic mode decomposition (DMD) method is introduced for simultaneous system identification and denoising in conjunction with the adoption of an extended Kalman filter algorithm. The present paper explains the extended-Kalman-filterbased DMD (EKFDMD) algorithm and illustrates that EKFDMD requires significant numerical resources for many-degree-of-freedom (many-DoF) problems and that the combination with truncated proper orthogonal decomposition (trPOD) helps us to apply the EKFDMD algorithm to many-DoF problems. The numerical experiments of the present study illustrate that EKFDMD can estimate eigenmodes from a noisy dataset with a few DoF as precisely as total least squares DMD, which is a stateof-the-art algorithm for noisy data sets, whereas EKFDMD can denoise the original dataset simultaneously. The EKFDMD with trPOD can be successfully applied to many-DoF problems, including a fluid-problem example, and the results reveal the superior performance of system identification and denoising. Note that these superior results are obtained by running the proposed algorithm only once.
I. INTRODUCTION
Recently, modal decomposition 1 for fluid dynamics has attracted attention from the viewpoints of data reduction, data analysis, and reduced-order modeling of complex dataset. This is one method for data-driven science in fluid dynamics. The most conventional method of modal decomposition is a proper orthogonal decomposition (POD) 2,3 , which is also called principal component analysis (PCA) and Karhunen-Loéve expansion. The standard POD can be computed by singular value decomposition (SVD), and this fact explains that the obtained modes are orthogonal with respect to each other. The POD modes can be computed by snapshots of fluid data and can be used for both numerical and experimental approaches. Based on the POD modes, a reduced-order model can be constructed with the Galerkin projection method for instance, although only a numerical approach can be used for reduced-order modeling in this way.
Another conventional method is global linear stability analysis (GLSA) 4-6 , which shows that the eigenmodes of the system of linearized governing equations (i.e., the Navier-Stokes equations for most of the fluid problems) around the steady state of nonlinear dynamics.
Global linear stability analysis shows the most unstable eigenmodes and judges whether the steady-state solution is stable. The modes obtained by GLSA are a solution of the original linearized equations, although this method always requires numerically complex approaches
and cannot be applied to experimental data. Unlike POD modes, the modes obtained by GLSA are not orthogonal.
In recent decades, a new method, dynamic mode decomposition (DMD) 7 , has been proposed and developed as a data-driven science method and has been applied to numerous fluid problems [8] [9] [10] [11] . Dynamic mode decomposition has characteristics of both POD and GLSA, whereas DMD can be computed only by a time-series of snapshots of numerical and experimental data. Dynamic mode decomposition processes snapshots of sequential unsteady nonlinear flow fields and yields eigenvalues and corresponding eigenmodes when the dataset is assumed to be explained by a linear system x k+1 = Ax k , where x k is the kth snapshot of sequential data and A is a system matrix. These dynamic modes are generally biorthogonal, and each mode possesses a single-frequency response with amplification or damping as a natural characteristic of a linear system expression, which leads to a more intrinsic understanding of the role of each mode. Thus far, there are several methods by which to compute 2 the dynamic modes: the standard DMD 7 , the exact DMD, the total least squares DMD (tlsDMD) 12 , the on-line DMD 13 , and the Kalman-filter-based DMD (KFDMD) 14 , where the latter two methods focus on the noise of the dataset. The standard DMD and the exact DMD adopt SVD and a Moore-Penrose pseudo-inverse matrix for low-rank approximation of the matrix A, respectively. This implies that these algorithms compute dynamic modes as a kind of a least-squares problem. A robust method for a noisy dataset, tlsDMD, adopts a truncated POD for pair data and successfully increases the accuracy of obtained dynamic modes. A recent KFDMD is written in the form of system identification using the Kalman filter algorithm 15 and can be optimized based on the prior knowledge of the noise superimposed on the data.
However, the application of DMD to noisy data and the denoising process are still limited.
One method of denoising data is the combination of tlsDMD and the sparsity-promoting DMD (spDMD). Here, spDMD 16 selects finite-number modes for the reconstruction of flow fields considering the L 0 or L 1 norm of penalty terms, which is often used in sparse modeling and compressed sensing. This method is very useful for reconstructing flow fields, but the reconstructed data are governed by the initial value of the strength of each mode and possibly cannot handle the change in phase of dynamic modes in long-time data, whereas such a change is caused by nonlinear processes or sudden events in the experiments. Furthermore, the procedures to combine tlsDMD and spDMD require two-step computation. Thus far, a method for simultaneous system identification and denoising using the DMD framework has not been proposed.
In the present paper, a new method for simultaneous system identification and denoising using the DMD framework is proposed using the extended Kalman filter. In addition to the system identification of the previously proposed KFDMD 14 , the observed data are simultaneously filtered. The present paper first explains the algorithm of the proposed the extended-Kalman-filter-based DMD (EKFDMD). The drawback of the computational costs of EKFDMD is addressed, and combination with the truncated POD (trPOD) is proposed for the reduction of the computational cost. Finally, the proposed method is applied to various problems and its performance is illustrated.
II. KALMAN FILTER

A. Algorithm
In the present study, a discretized system in the temporal direction is adopted. As discussed above, a linear system in a vector form is considered as follows:
This can be written in a tensor form with the Einstein summation convention, as follows:
Here, A = (a ij ), x = x i , and n are a system matrix, an observed variable vector, and the dimension of the observed variables, respectively. Moreover, x k is assumed to be the true value without noise.
The observed snapshot data, including noise y, are defined as follows:
whereas y k = x k if the observation noise is absent.
Then, the Kalman filter algorithm is considered. In this problem, we would like to simultaneously conduct the system identification and denoising of the observed variable.
Therefore, the observed variables and elements of the matrix A are chosen as state variables of the considered system. The state variable vector θ is written as follows:
Using these state variables, the system transient can be written as follows:
where the v k and w k are the system and observation noise, respectively, and the nonlinear function f and the observation matrix are expressed as follows:
The upper half of the system is written as the multiplication of state variables x j and a ij , and, as such, the system is considered to be nonlinear. The lower half of the system corresponds to the constant or slowly varying system coefficients to be identified and does not change explicitly. For the construction of the extended Kalman filter, the linearization is required. The Jacobian matrix F of a nonlinear function f of the state variables θ is written as follows:
Using the matrices F k and H, the extended Kalman filter can be constructed for the nonlinear system. Note that F k is a time-varying matrix.
Following the theory of a Kalman filter, a priori prediction of a state variable vector θ k and a covariance matrix P k|k−1 can be achieved using the state variable vector θ k and covariance matrix P k−1|k−1 of the previous time step,
where the system matrix F k is expressed by Eq. 9, and Q is a covariance matrix of the system noise.
When a new observation is available, the state variables and covariance matrix are updated by the Kalman gain, which is computed as
where S k is a noise covariance matrix and is expressed as follows:
Here, R k is a covariance matrix of observation noise w k .
A modification vector for state variables θ is computed as follows:
Finally, the state variable vector and the covariance matrix after the observation are updated as follows:
This extended Kalman filter requires the inversion of the large matrix S k with dimension of n 2 . This is a clear drawback of this formulation for many-degree-of-freedom(DoF) problems, and using this algorithm together with trPOD is recommended, as explained in Section II B. This drawback of EKFDMD is the same as that of KFDMD for only the system identification, whereas the drawback of KFDMD is somehow relaxed owing to the fast algorithm proposed in the previous study 14 , in which the large matrix is assumed to be decomposed into several block matrices being identical to each other. Although we attempt to use a concept similar to the previous KFDMD 14 , we could not find a similar method for the present formulation. Therefore, the situation of EKFDMD is severer than that of KFDMD for only system identification, and the use of the present algorithm together with trPOD is strongly recommended for many-DoF problems.
B. Combination with the truncated POD
As discussed in the previous section, the computational cost of the present algorithm is high, and, therefore, the truncated POD (truncated SVD) is used in conjunction with a reduction in the number of DoF of the dataset of the observed variables. Similar to a previous study on KFDMD for only system identification, the obtained data are processed as follows:
1. the batch POD is applied, 2. a proposed Kalman filter is then applied to the amplitude of each POD mode, and 3. the mode shape of a fluid system is finally recovered by multiplying the spatial POD modes.
As the first step (step 1), POD is applied to an observed data matrix and an observed data matrix is expressed in SVD form as follows:
Here, U and V are matrices consisting of the spatial and temporal POD modes, respectively.
The r-rank approximation of the observed data matrix is calculated as follows:
where quantities with tildes indicate r-rank approximations. Here, the r-dimension matrix ofD consists of r-largest singular values of D. In addition, the row vectors ofŨ andṼ are the same as the corresponding first r row vectors of U and V . Using these matrixes, reduced-orderỸ , which represents mode strength, is constructed as follows:
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In the second step (step 2),Ỹ andỹ k are treated in a manner similar to Y and y k in the proposed EKFDMD procedures, and x k and A are simultaneously estimated. In addition, for the online implementation,ỹ
can be used where the left singular vector is assumed to be fixed using the sample data.
After this process, the eigenvalues and eigenmodes are computed by solving the eigenvalue problem of A.
Finally, in the third step (step 3), the original dimension of the eigenmode is obtained by multiplying the matrix U after obtaining the right eigenvector of the reduced system by EKFDMD.
In the present paper, Eq. 20 is adopted for the truncated POD. This procedure is used for many-DoF problems (n>30) and is not used unless otherwise mentioned.
III. NUMERICAL EXPERIMENTS AND DISCUSSION
The EKFDMD algorithm described in Section II A is adopted in the numerical experiments below.
A. Problem with a small number of DoF
First, the performance of EKFDMD is investigated for the standard problem, in comparison with the standard DMD, KFDMD, and tlsDMD. The methods and dataset are the same as those of the previous study 12 and only the observation noise is considered in the present study. The eigenvalues are set to be at λ 1 = exp (±2πi∆t), λ 2 = exp (±5πi∆t), and For the initial adjustable parameters of the Kalman filter, the diagonal parts of the covariance matrix are set to be 10 3 . The diagonal elements of R and Q are set to be 0.1, and 0, respectively, and the nondiagonal elements of them are set to be 0. Here, x is overwritten by y, and only the matrix A is estimated for the initial 100 time steps, after which simultaneous identification and denoising are started. This initial treatment is very important in order to prevent the divergence of the algorithm.
First, the data without noise are processed, and the eigenvalue results are discussed. Figs. 2 and 3 show that DMD and KFDMD do not work well for the accurate estimation of the eigenvalues of the system. On the other hand, both tlsDMD and EKFDMD work well for the estimation of eigenvalues. This might be because EKFDMD denoises the data, and a more accurate eigenvalue of the system can be obtained by the denoised data. The system identification performance of EKFDMD appears to be as good as that of tlsDMD. Note that the eigenvalues of DMD and tlsDMD are not scattered in the region of less than 0.5 of their real parts, because the number of DoF is reduced to six by the trPOD, which is inherently involved in the original algorithms of these methods, and that the eigenvalues of KFDMD and EKFDMD are scattered in the region because no trPOD is applied for 16 DoF, and spurious oscillations remain. If we apply the trPOD to the data matrix as a preconditioner and limit the number of DoF to be six, then the scattered eigenvalues can also be removed for KFDMD and EKFDMD.
In addition, as noted previously, EKFDMD is expected to be able to denoise the data. denoised results, reveals that EKFDMD can successfully denoise the data, although the noise level is very high. Similar results might be obtained through the combination of spDMD and tlsDMD, but EKFDMD provides the denoised data and identified system coefficients by running the algorithm only once.
B. Problem with a moderate number of DoF
Next, a similar problem, but with the number of DoF extended to 200 by the same procedure, is adopted with the same noise level. In this case, the computational cost is very high, and we conducted trPOD as a preconditioner. In this problem, first, the number of to the 200 DoF data in order to reduce the number of DoF to 12 because these algorithms can treat a data matrix of this size within a reasonable computational time by inherently involving truncated SVD (same as trPOD). Here, KFDMD is not applied to this problem, because KFDMD shows similar results as the standard DMD in the present situation, in which the noise level does not change over time, as shown in the previous problem. In this problem, 1,600 samples were given, and x is overwritten by y in the first 100 samples, which is similar to the previous problem. Note that we also considered 200 to 800 samples, although 1,600 samples provided better results. This might be explained by two factors: 1) the trPOD modes are improved by using more samples, and 2) the KFDMD estimation is improved by using more samples. Similar to the previous example, the diagonal elements of the covariance matrix are set to be 10 3 in the initial condition. The diagonal elements of R and Q are set to be 0.1 and 0, respectively, and the nondiagonal elements of them are set to be 0.
The results of trPOD are shown in Fig. 5 , where the first POD spatial mode obtained by data without noise and those obtained by data with noise are plotted together; note that the mode of the node distribution in snapshots is referred to as the POD spatial mode in analogy to fluid analysis. This plot shows that the noise level is very high and the estimation of the POD spatial mode is not accurate. However, the contaminated POD modes obtained by data with noise are used for EKFDMD.
The results of eigenvalues in the representative case, and in all 100 cases we considered, by changing the random seed (similar to the previous problem), are shown in Figs. 6 and 7, respectively. The results for the estimated eigenvalues in Figs. 6 and 7 exhibit a similar trend to those observed for the previous problem: the eigenvalues of DMD and KFDMD are not sufficiently accurate, but those of tlsDMD and EKFDMD are sufficiently accurate. As noted above, 12 DoF are left for all of the algorithms, i.e., DMD, tlsDMD, and EKFDMD, by using truncated POD, which is inherently used for the standard DMD and tlsDMD and is used as a preconditioner for EKFDMD. Although the POD spatial mode is not accurate, as shown above, the eigenvalue of the system is estimated by EKFDMD to be sufficiently accurate.
In addition, the EKFDMD can denoise the data of the POD mode and an original node, as shown in Figs. 8 and 9 , in which the given and processed time series data of the first POD mode and the first node of the dataset are shown. Figures 8 and 9 show that EKFDMD can denoise the temporal behavior of the data successfully. This might lead to the accurate estimation of the eigenvalue of the system. 
, whereas the variance (σ 2 ) is set to be 0.02. In EFKDMD algorithm, the diagonal parts of the covariance matrix are initially set to be 10 3 similar to the previous problems.
14 The diagonal elements of R and Q are set to be 0.02, and 0, respectively, while nondiagonal elemests of them are set to be 0. The snapshot data of the instantaneous flow field are shown in Fig. 10 . Flow fields filtered using only trPOD are shown in Fig. 11 . The noise can be reduced using trPOD.
These 30 DoF data are used for the DMD, trDMD, and KFDMD analyses.
First, the flow field without noise is processed by DMD, tlsDMD, and EKFDMD. Figure   12 shows that the eigenvalues obtained by these algorithms coincide with each other, and the eigenvalues of this problem are on a unit circle, which shows the Kármán vortex is shed periodically.
Then, the data with noise are processed. Figure 13 , which illustrates the eigenvalues of DMD, tlsDMD, and EKFDMD, shows that the EKFDMD results are better than the results of the standard DMD and predicts from the steady flow mode (eigenvalue of unity) to the fourth oscillation mode, which corresponds to nine points on the unit circle. On the other hand, Fig. 13 shows that tlsDMD works better than EKFDMD. This might be because the trPOD preconditioner does not work as well as that of tlsDMD for a limited number of samples. This point should be improved in a future study. However, note that the strength of EKFDMD is that the data are denoised simultaneously. Figure 14 shows the mode histories of trPOD modes 2, 4, 6, and 8. The histories of modes 2 and 4 are approximately the same for noisy data and EKFDMD combined with the trPOD preconditioner, because these modes are strong enough compared with the noise level. On the other hand, the histories of modes 6 and 8 are cleaned up well. Finally, the flow fields of denoised data (in this case, the temporal coefficients of the trPOD modes are filtered) are shown in Fig. 15 and the data are slightly further cleaned up compared to the results obtained with only trPOD shown in Fig. 11 . 
IV. CONCLUSIONS
A dynamic mode decomposition method based on the extended Kalman filter (EKFDMD) was proposed for simultaneous parameter estimation and denoising. The numerical experiments of the present study reveal that the proposed method can estimate the eigenstructure of the matrix A as precisely as the tlsDMD problem, whereas EKFDMD denoises the data by running the algorithm only once, for a problem with a small number of DoF. However, this algorithm has the drawback of computational cost. This drawback is addressed by the preconditioning of truncated POD (trPOD), and EKFDMD with trPOD is applied to a problem with a moderate number of DoF and a fluid system. The accuracy of eigensystem estimation of EKFDMD appears to be better than the standard DMD, but is approximately the same as that of the tlsDMD. The data filtered by EKFDMD appear to be well denoised.
Note that all of these properties are preferable in the analysis of noisy data. 
