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Abstract
We study the evolution of the Knudsen and Reynolds numbers in (0+1)-dimensionally expanding fluids with Bjorken symmetry
for systems whose microscopic mean free path rises more quickly with time than usually assumed. This allows us to explore within
a simple 1-dimensional model the transition from initially thermalizing to ultimately decoupling dynamics. In all cases studied the
dynamics is found to be controlled by a hydrodynamic attractor for the Reynolds number whose trajectory as a function of Knudsen
number makes a characteristic turn as the dynamics changes from thermalizing to decoupling. We argue that this feature is robust
and should also manifest itself in realistic 3-dimensional simulations of expanding heavy-ion collision fireballs.
Keywords: relativistic hydrodynamics, heavy-ion collisions, quark-gluon plasma
1. Introduction. The impressive success of modern formu-
lations of relativistic dissipative hydrodynamics in explaining
macroscopic properties of matter formed in high-energy colli-
sions ranging from proton-on-proton to lead-on-lead [1–5] has
raised interest in the apparently simple question: When does
a macroscopic system start to exhibit hydrodynamic behavior?
Not only has the answer to this question recently witnessed a
paradigm shift [6–21] but so has the notion of what constitutes
a ‘hydrodynamic’ theory. Traditionally, relativistic dissipative
hydrodynamics has been regarded as an effective theory formu-
lated as an expansion in gradients of macroscopic degrees of
freedom (densities and flow velocities). In this approach appli-
cability of fluid dynamics implies proximity to local thermody-
namic equilibrium: large gradients generate large negative con-
tributions to the local entropy density [22, 23], thus invalidating
both convergence of the gradient expansion and proximity to lo-
cal equilibrium.
This traditional approach has multiple problems. At first or-
der in gradients (relativistic Navier-Stokes theory) the theory
is acausal and unstable [24, 25]. Adding higher-order gradient
corrections provides no systematic improvement since it was re-
cently discovered that the gradient expansion is plagued by fac-
torially growing coefficients and generically diverges [7]. The
acausality problem can be circumvented by promoting the dis-
sipative currents to independent dynamical degrees of freedom.
These obey relaxation-type equations involving higher-order
gradient terms multiplied by transport coefficients [26, 27] that
reflect the interplay between microscopic interactions facilitat-
ing thermalization and gradient-driven macroscopic expansion
which drives the system away from thermal equilibrium [28].
The structure of these relaxation-type equations is universal and
restricted only by macroscopic symmetries while the transport
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coefficients (which control the relative importance of different
gradient terms) are medium properties reflecting microscopic
interaction dynamics [29–32].
Pursuing this program has led to the development of a vari-
ety of so-called second- and third-order causal dissipative hy-
drodynamic theories [29, 30, 33–36], including an anisotropic
hydrodynamic framework that addresses the particularly large
discrepancy between longitudinal and transverse flow gradi-
ents during the early stages of relativistic heavy-ion collisions
[32, 37–40] and effectively resums certain classes of gradients
to infinite order [41, 42]. In a highly symmetric limit, Bjorken
flow [43], which applies to the earliest expansion stage of the
medium created in such collisions, it was found that the di-
verging gradient series can be resummed in its entirety using
Borel resummation [8], resulting in a time evolution that agrees
with the above-mentioned low-order causal hydrodynamic ap-
proaches at late times, when the system approaches local ther-
mal equilibrium, but remains well-behaved even at very early
times when the system is very far away from local thermal equi-
librium [11, 44]. Both the Borel-resummed full gradient expan-
sion and the low-order causal hydrodynamic theories exhibit at-
tracting behavior, in the sense that for arbitrary off-equilibrium
initial conditions the dynamics quickly settles on the hydrody-
namical attractor, on a time scale given by the microscopic re-
laxation time or shorter [11, 45, 46], and then follows it over
macroscopic time scales until deviations from local equilibrium
eventually vanish and the system becomes an ideal fluid.
Qualitatively, the hydrodynamic attractors associated with
these partially or fully resummed hydrodynamic theories are all
very similar [11, 45] but differ in detail depending on the un-
derlying microscopic dynamics and the approximations made
when coarse-graining it to obtain a macroscopic hydrodynamic
description. For systems whose microscopic dynamics can
be described by classical kinetic theory using the relativistic
Boltzmann equation it was found that the evolution of non-
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hydrodynamic moments of the distribution function, and of that
function itself, is also controlled by attractors [47], and that both
anisotropic [13, 15, 48] and third-order Chapman-Enskog hy-
drodynamics [35] describe this kinetic attractor with precision
for both Bjorken [43] and Gubser [49] flows. The latter obser-
vation is of particular importance since, in contrast to the purely
1-dimensional longitudinal expansion of Bjorken flow, Gubser
flow is intrinsically 3-dimensional, with such rapid transverse
expansion that the system actually moves away from local equi-
librium and becomes asymptotically free-streaming [50, 51].
Still, anisotropic and 3rd-order hydrodynamics describe this
evolution accurately even in the late-time free-streaming limit
[52]. Existence of the attractor renders the asymptotic dynam-
ical evolution insensitive to initial conditions – memory of the
initial state is lost on the microscopic scattering time scale or
even earlier [45, 46, 53, 54].
These prior observations have established that, contrary
to previous belief, dissipative relativistic fluid dynamics can
provide a quantitatively precise description of the far-off-
equilibrium evolution of very rapidly and anisotropically ex-
panding systems controlled by large space-time gradients, ow-
ing to the existence of off-equilibrium hydrodynamic attractors.
However, most studies so far invoked simple flows with a high
degree of symmetry, begging the question whether the insights
gained are more universally applicable and can perhaps explain
the phenomenological success of (3+1)-d numerical fluid dy-
namics in describing heavy-ion collisions. First numerical stud-
ies of attractor behavior for (3+1)-d systems with longitudinal
boost invariance [14, 46, 55, 56] established the persistence of
attractive behavior also in these more general systems where the
expansion evolves from being primarily 1-dimensional at early
times to full-fledged 3-dimensional expansion where the Knud-
sen number (i.e. the ratio between microscopic and macro-
scopic length scales) grows again at late times. However, the
nature of these late-time attractors in 3+1 dimensions and their
dynamical emergence from the early-time Bjorken attractor re-
main incompletely understood.
2. Modeling the transition from thermalizing to decoupling
dynamics in Bjorken flow. The key feature distinguishing re-
alistic (3+1)-d expansion from (0+1)-d Bjorken expansion is
a rapidly increasing expansion rate for the former as the effec-
tive dimensionality of the expansion increases with time [2, 57].
The physics controlling the microscopic scattering, on the other
hand, remains unchanged, resulting for approximately massless
constituents in a temperature dependence of the relaxation time
τpi(T ) given by T (τ)τpi(τ) = 5η¯ ≈ const. (η¯ = η/s is the shear
viscosity to entropy density ratio). In Bjorken flow we can-
not change the expansion rate θ ≡ ∂·u = 1/τ (where uµ is the
flow velocity field and τ is the longitudinal proper time [43]).
However, we can change the time dependence of the Knudsen
number Kn = θ τpi = τpi/τ, making it grow at late times just as in
the realistic (3+1)-d simulations: We simply change the tem-
perature dependence of τpi to τpi = (5η¯/T0)(T0/T )∆(τ), with the
power ∆(τ) increasing from ∆ = 1 at early times to ∆ > 3 at
late times.1 This allows us to study the evolution of the sys-
1Alternatively, one could change the structure of the collision term, see [58].
tem and the hydrodynamic attractor as its dynamics changes
character, from moving towards local equilibrium at early times
to running away from it at late times when it approaches free-
streaming. To set the stage, we first consider hydrodynamic
evolution for several gradually increasing constant values of ∆
before moving to the interesting time-dependent case ∆(τ).
Earlier work [15, 48, 52] has established anisotropic (aHy-
dro) and 3rd-order Chapman-Enskog (CE) hydrodynamics as
particularly accurate approximations to an underlying kinetic
theory of massless degrees of freedom,2 and we will hence fo-
cus on these two specific frameworks. Even though a nonlinear
temperature dependence of 1/τpi breaks conformal symmetry
we continue to ignore bulk viscosity and set the bulk viscous
pressure to Π = 0. Symmetries of Bjorken flow limit the shear
stress piµν to a single independent component for which we take
the unitless ratio p¯i ≡ −τ2piηsηs/(+P); here ηs denotes space-
time rapidity along the beam direction and  and P() are the
fluid’s energy density and equilibrium pressure. We use a con-
formal equation of state P= /3 such that +P= 43 , s∝ 3/4,
and T ∝ 1/4. We also introduce the shorthand τ¯= τ/τpi for the
longitudinal proper time in units of the microscopic relaxation
time τpi. Subscripts 0 denote initial conditions.
The evolution follows the energy conservation law [59]
τ
d ln[(/0)3/4]
dτ
= −(1 − p¯i) (1)
together with the shear stress relaxation equation
τ
dp¯i
dτ
+ p¯iτ¯ =
5
12
− 4
3
p¯i − 4
3
p¯i2 − 3
4
F (p¯i) (2)
for anisotropic hydrodynamics [48, 59] or instead
τ
dp¯i
dτ
+ p¯iτ¯ =
4
15
− 10
21
p¯i − 412
147
p¯i2 (3)
for 3rd-order Chapman-Enskog hydrodynamics [35]. The func-
tion F (p¯i) in Eq. (2) was originally defined in Eq. (36) of
Ref. [48] in terms of the momentum deformation parameter
of an underlying anisotropic distribution function (see also
[13]). This definition is restricted to the interval − 12 ≤ p¯i≤ 14
(i.e. to positive longitudinal and transverse effective pressures)
in which F (p¯i) smoothly interpolates between F (− 12 ) = 1 and
F ( 14 ) = 0. Here we use a polynomial fit3 to extrapolate F (p¯i)
beyond this range and thereby Eq. (2) into transient regions of
negative transverse or longitudinal pressures.
The two key parameters describing the off-equilibrium evo-
lution (1-3) are the inverse Knudsen number
Kn−1 = τ¯ = τ¯0
(
τ
τ0
) (
T
T0
)∆ (
with τ¯0 =
τ0T0
5η¯
)
2Although the precision of these hydrodynamic approaches for Bjorken flow
has been shown only for conformal theories where Tτpi = const. we have no
reason to doubt that it persists for more general temperature dependences of τpi.
3For p¯i≤ 1/3 we use F (p¯i) = 0.2 − 1.18526p¯i + 1.30385p¯i2 + 0.948719p¯i3; for
p¯i > 1/3 we set F (p¯i) = −0.015076.
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Figure 1: (Color online) Evolution for ∆ = 3 of the inverse Knudsen and Reynolds numbers as functions of τ/τ0 (panels a and b) and relative to each other (panel
c). The thick blue and thin black dashed lines are obtained using aHydro whereas the red solid line is the attractor for the third-order Chapman-Enskog theory. In
panel c the arrow of time points from left to right.
and the inverse Reynolds number Re−1 = p¯i. Kn drives devi-
ations from local equilibrium while Re−1 quantifies the fluid’s
dissipative response in terms of its actual deviation from lo-
cal equilibrium. For Bjorken flow the evolution of the inverse
Knudsen number is given by
τ
τ¯
dτ¯
dτ
= 1 − ∆
3
(1−p¯i) + τd∆
dτ
ln(T/T0). (4)
For ∆ = const., Eqs. (2)-(4) show that, for identical initializa-
tions (τ¯0, p¯i0) at different starting times τ0, the evolutions of
both the inverse Knudsen and inverse Reynolds numbers are
functions only of the scaled time ln(τ/τ0). The attractor for p¯i is
obtained by evolving (2,3) with initial conditions at τ0 = 0 cor-
responding to zero right hand sides, i.e. with p¯iattr0,aHydro =
1
4 and
p¯iattr0,CE ≈ 0.235 [45], respectively. The first value agrees with the
free-streaming limit; the second is ∼ 1% off. We set T0 = 2 GeV
at τ0 = 0.004 fm/c and η¯ = 0.24 ≈ 3/(4pi).
3. Results. (a) Constant ∆. We solve Eqs. (2)-(4) numer-
ically for different choices of ∆, covering a wide range of
far-off-equilibrium initial conditions with large fixed initial
Knudsen number. Previous studies [53] have shown (see also
Fig. 4 below) that for ∆< 3 the inverse Knudsen number grows
with time (i.e. the system approaches local equilibrium) as
τ¯∼ τT∆id ∼ τ1−∆/3 where Tid(τ) is the ideal Bjorken cooling law.
Hence we start our presentation of results with the more inter-
esting choices ∆ = 3 (Fig. 1), ∆ = 4 (Fig. 2), and ∆ = 5 (Fig. 3)
for which we do not expect the system to thermalize.
Figs. 1a,b show the time evolution with aHydro of the in-
verse Knudsen and Reynolds numbers for a variety of initial
values p¯i0. Fig. 1c shows the evolution of the inverse Reynolds
number as a function of inverse Knudsen number. In all three
panels the thick blue dashed line is the aHydro attractor, ob-
tained by solving the equations with the above-mentioned at-
tractor initial conditions implemented at τ0 ≈ 0. The thin solid
red line shows the corresponding CE attractor for comparison;
it lies slightly below the aHydro attractor, indicating a some-
what smaller shear stress and correspondingly reduced viscous
heating throughout the evolution.
The black dashed lines in Fig. 1a correspond to different ini-
tial conditions p¯i0. The splitting between them is caused by
variations in viscous heating at early times before the differing
initial deviations from the attractor have decayed. After their
decay, all dashed black lines are parallel, i.e. they all follow the
same power law.
According to Figs. 1b,c, for ∆ = 3 the inverse Reynolds num-
ber remains approximately constant for τ. 103 τ0, decaying
to zero long after the interval shown in the plot.4 Comparing
with the conformal case ∆ = 1 where p¯i drops to ≈ 0 after sev-
eral dozen fm/c [45] one realizes that increasing the growth rate
for the mean free path by raising ∆ from 1 to 3 strongly delays
thermalization.
As already noted, the inverse Knudsen number shown in
Fig. 1a increases with time as a power law τ¯∼ τα with α' 1/4.
This can be understood as follows: after rapid decay of the
initial deviation of p¯i from the attractor value (after a time
τ. 0.1τpi, i.e. at Kn& 10, cf. Fig. 1c), the shear stress follows
the attractor which for ∆ = 3 remains for a long time close to
the free-streaming value of 1/4. For 10. τ/τ0. 103 the evo-
lution of the inverse Knudsen number can therefore be solved
approximately by using Eq. (4) with ∆ = 3 to yield τ¯∼ τp¯iattr . The
slightly larger slope in Fig. 1a for aHydro (dashed blue) com-
pared to CE (solid red) reflects the slightly larger attractor value
for p¯i in aHydro.
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Figure 2: Similar to Fig. 1 (without panel c) but for ∆ = 4.
The increase with time of Kn−1 is halted in aHydro by fur-
ther increasing ∆ to 4 — see Fig. 2a. This is again understood
by writing Eq. (4), after decay of the initial deviation from the
attractor at some time τ∗, as
τ¯ ≈ τ¯∗
(
τ
τ0
)1+∆(p¯iattr−1)/3
, τ¯∗ ≡ τ¯(τ∗). (5)
4Contrary to naive first expectation, the system does eventually thermalize
into local equilibrium, due to shear-stress-induced viscous heating as reflected
in the weak growth of the inverse Knudsen number shown in Fig. 1a.
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Figure 3: (Color online) Same as Fig. 1 but for ∆ = 5. In panel c the arrow of time now points from right to left.
Taking p¯iattr = 14 for aHydro, the effects of viscous heating
should be exactly balanced by the now even faster growth of
the mean free path, leading to constant inverse Knudsen num-
ber. However, owing to the weak coupling between the evolu-
tions of p¯i and τ¯, p¯i decreases very slightly with time, leading
to p¯iattr(τ)< p¯iattr0,aHydro =
1
4 at any time τ, 0. We checked that this
explains quantitatively the slightly negative slope of the aHy-
dro attractor in Fig. 2a, as well as the larger slope for CE since
p¯iattr0,CE < p¯i
attr
0,aHydro. On much longer time scales Kn
−1 is numer-
ically found to continue its decrease, never thermalizing but
approaching asymptotic free-streaming. Accordingly, the in-
verse Reynolds number shown in Fig. 2b never drops visibly
below 1/4 and approaches exactly that value at late times. For
∆ = 5 (Fig. 3) the inverse Knudsen number Kn−1 decreases
more rapidly with time, and the system moves away from ther-
malization more quickly. When initialized in thermal equilib-
rium, p¯i0 = 0, the inverse Reynolds number quickly approaches
the free-streaming value and stays there (Fig. 3b). Plotting the
inverse Reynolds number against the inverse Knudsen number
in Fig. 3c, early times now correspond to “large” Kn−1 near the
right edge of the plot, and the system evolves leftward towards
smaller values of Kn−1, all at constant Re−1 = p¯iattr0 .
We conclude this part of our discussion by summarizing in
Fig. 4 the time evolution of the attractor solutions for the in-
verse Knudsen and Reynolds numbers for ∆ = 1 through 5. For
∆< 4 the attractors are characterised by Kn−1 increasing with
time, although the growth keeps falling as ∆ gets bigger, de-
laying thermalization. For ∆ = 4, Kn−1 begins to decrease with
time; as ∆ increases further this trend strengthens. The shear
stress shown in Fig. 4b decreases with time for ∆ = 1, indicat-
ing thermalization; thermalization is delayed for ∆ = 2, 3, and
it never happens for ∆≥ 4 where p¯i is approximately frozen at
the free-streaming value.
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Figure 4: (Color online) Time evolution of Kn−1 = τ¯ (panel a) and Re−1 = p¯i
(panel b) for different values of ∆ obtained using aHydro with initial conditions
on the hydrodynamic attractor.
(b) Time-dependent ∆(τ). To simulate within the restrictions
of Bjorken symmetry the transition from early thermaliz-
ing to late decoupling dynamics, and to explore the behav-
ior of the hydrodynamic attractor during this transition, we
study a time-dependent ∆(τ) that interpolates between ∆i = 1
at early and ∆ f = 6 at late times, with a transition around
τtr = 10 fm = 2500 τ0 (cf. Fig. 5a):5
∆(τ) =
∆ f∆i
∆i + (∆ f−∆i) e−(τ−τ0)/τtr for τ ≥ τ0. (6)
Figure 5 shows that even with this time-dependent ∆ the evo-
lution of the inverse Reynolds number is controlled by a hy-
drodynamic attractor. At early times τ < τtr the inverse Knud-
sen number Kn−1 increases with time, i.e. the system moves
5Note that now the last term in Eq. (4) couples the evolution of the Knudsen
number directly to that of the energy density (for constant ∆ its evolution was
decoupled).
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Figure 5: (Color online) (a): Parametrisation of ∆(τ). (b) and (c): time evolu-
tion of Kn−1 = τ¯ and Re−1 = p¯i, respectively. (d): evolution of Re−1 as a function
of Kn−1. Note the change of direction of the arrow of time which starts out
pointing right but then turns around to point left at late times τ > τtr. As before,
the thick dashed blue and thin solid red lines are aHydro and CE attractors,
respectively. Black thin dashed lines are from aHydro with off-attractor initial
conditions.
4
closer to local equilibrium. Around τ∼ τtr, Kn−1 drops steeply
by almost 3 orders of magnitude and then continues to de-
crease more moderately, following the attractor for fixed ∆ f = 6
and thereby moving rapidly away from thermal equilibrium.
Fig. 5c shows that the inverse Reynolds number quickly re-
laxes from its initial condition to the attractor for ∆i = 1, start-
ing close to the free-streaming limit but decreasing slowly for
τ < τtr as the system moves towards local equilibrium. This de-
crease is halted at τ∼ τtr after which Re−1 increases again and
soon settles on the free-streaming limit (Re−1fs = 0.25 for aHy-
dro and ≈ 0.235 for third-order CE). Plotting the evolution of
Re−1 against the inverse Knudsen number in Fig. 5d we see
the system initially moving right and slightly downward before
turning around and moving left again and slightly upward. This
is qualitatively reminiscent of the pattern shown in Fig. 2 of
Ref. [14] for (2+1)-dimensional hydrodynamic expansion with
longitudinal boost-invariance. We checked with additional cal-
culations that the system joins the free-streaming attractor sim-
ilarly rapidly if the evolution starts away from the attractor at a
time τi τ0 = 0.004 fm/c (for example at τi = τtr or τi = 100 τtr)
as long as the initial Knudsen number is large, τ¯0  1.
Figure 6 shows (as dashed green, dotted magenta and solid
black lines for ∆ = 1, 2, and 6, respectively) the aHydro attrac-
tor for Re−1 as a function of the inverse Knudsen number Kn−1,
together with a number of dashed lines indicating aHydro so-
lutions with various off-attractor initial conditions. One should
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Figure 6: (Color online) The aHydro attractor for Re−1 for ∆ = 1 (dashed green),
∆ = 2 (dotted magenta), and ∆ = 6 (solid black), together with a few solutions
for ∆ = 6 with off-attractor initial conditions (thin black dashed) imposed at
various initial values for the inverse Knudsen number Kn−1.
note the characteristic change of shape of the thin dashed lines
as the Knudsen number increases from the right towards the
left, reflecting the transition near Kn≈ 1 from exponential to
power-law decay of initial deviations of Re−1 from the attrac-
tor value [45, 46]. Even though the change of the temperature
dependence of the relaxation time τpi between ∆ = 1 and ∆ = 6
reflects a significant change in a key medium property of the
fluid, the attractors for these differing ∆-values remain rather
close to each other. While for ∆ = 1 and 2 the system evolves
in time from the left towards the right along the correspond-
ing attractor, the arrow of time points in the opposite direction
(i.e. from the right towards the left) for ∆ = 6. Comparison with
Fig. 5 clarifies how in Fig. 5d the system first moves right along
the dashed green attractor for ∆ = 1 and then crosses over to
the solid black ∆ = 6 attractor, turning around in the process to
follow the latter towards the left.
4. Summary. We found that by parametrically modifying
the temperature dependence of the relaxation time in a sim-
ple (0+1)-dimensional expanding fluid one can systematically
study the transition from thermalizing dynamics for small and
decreasing Knudsen numbers to decoupling and eventual free-
streaming dynamics at large and increasing Knudsen numbers.
In realistic (3+1)-dimensional simulations of heavy-ion colli-
sions this transition is caused by the change in dimensionality
of the expansion, from initially (0+1)-d to eventually (3+1)-d,
and can only be studied numerically. In our (0+1)-d Bjorken
toy model we trigger this transition by modifying the tempera-
ture dependence of the microscopic scattering rate as a function
of time. This allows us to study this transition in significant de-
tail and with a large degree of semi-analytic control. We find
that throughout its history, from initial thermalizing dynamics
through the transition towards dynamical decoupling and ulti-
mately free-streaming dynamics, the system’s evolution is con-
trolled by a hydrodynamic attractor. We computed this attractor
for relativistic anisotropic and 3rd-order Chapman-Enskog dis-
sipative hydrodynamics and discussed its properties. The shape
of the attractor for Re−1 as a function of Kn−1 was found to
exhibit only weak sensitivity to changes in the medium prop-
erties distinguishing thermalizing from decoupling dynamics.
The only major distinction between these different dynamics is
the direction in which the expanding system evolves along this
quasi-universal attractor. Up to necessary redefinitions of the
Knudsen and inverse Reynolds numbers to account for trans-
verse expansion and the existence of multiple shear stress com-
ponents together with a bulk viscous pressure, we expect a sim-
ilar attractor to rule all fluid cells in a three-dimensionally ex-
panding fluid, with the possible exception of dilute cells near
its outer surface whose microscopic relaxation times may be
too long for them to reach the attractor before the fluid breaks
up into free-streaming hadrons. Future work will check this
expectation.
Acknowledgements: The authors thank G. Denicol, M.
Heller, S. Jaiswal, J. Noronha, P. Romatschke and V. Svensson
for fruitful discussions and insightful comments. This work was
supported by the U.S. Department of Energy, Office of Science,
Office for Nuclear Physics under Award No. DE-SC0004286.
References
[1] P. Romatschke, U. Romatschke, Viscosity information from relativis-
tic nuclear collisions: how perfect is the fluid observed at RHIC?,
Phys. Rev. Lett. 99 (2007) 172301. arXiv:0706.1522, doi:10.1103/
PhysRevLett.99.172301.
[2] H. Song, U. Heinz, Causal viscous hydrodynamics in 2+1 dimensions for
relativistic heavy-ion collisions, Phys. Rev. C77 (2008) 064901. arXiv:
0712.3715, doi:10.1103/PhysRevC.77.064901.
[3] H. Song, U. Heinz, Multiplicity scaling in ideal and viscous hydro-
dynamics, Phys. Rev. C78 (2008) 024902. arXiv:0805.1756, doi:
10.1103/PhysRevC.78.024902.
5
[4] B. Schenke, S. Jeon, C. Gale, (3+1)D hydrodynamic simulation of rel-
ativistic heavy-ion collisions, Phys. Rev. C82 (2010) 014903. arXiv:
1004.1408, doi:10.1103/PhysRevC.82.014903.
[5] U. Heinz, R. Snellings, Collective flow and viscosity in relativistic heavy-
ion collisions, Ann. Rev. Nucl. Part. Sci. 63 (2013) 123–151. arXiv:
1301.2826, doi:10.1146/annurev-nucl-102212-170540.
[6] M. P. Heller, R. A. Janik, P. Witaszczyk, The characteristics of ther-
malization of boost-invariant plasma from holography, Phys. Rev. Lett.
108 (2012) 201602. arXiv:1103.3452, doi:10.1103/PhysRevLett.
108.201602.
[7] M. P. Heller, R. A. Janik, P. Witaszczyk, Hydrodynamic gradient ex-
pansion in gauge theory plasmas, Phys. Rev. Lett. 110 (2013) 211602.
arXiv:1302.0697, doi:10.1103/PhysRevLett.110.211602.
[8] M. P. Heller, M. Spalin´ski, Hydrodynamics beyond the gradient expan-
sion: resurgence and resummation, Phys. Rev. Lett. 115 (2015) 072501.
arXiv:1503.07514, doi:10.1103/PhysRevLett.115.072501.
[9] A. Kurkela, Y. Zhu, Isotropization and hydrodynamization in weakly cou-
pled heavy-ion collisions, Phys. Rev. Lett. 115 (2015) 182301. arXiv:
1506.06647, doi:10.1103/PhysRevLett.115.182301.
[10] J.-P. Blaizot, L. Yan, Onset of hydrodynamics for a quark-gluon plasma
from the evolution of moments of distribution functions, JHEP 11 (2017)
161. arXiv:1703.10694, doi:10.1007/JHEP11(2017)161.
[11] P. Romatschke, Relativistic fluid dynamics far from local equilibrium,
Phys. Rev. Lett. 120 (2018) 012301. arXiv:1704.08699, doi:10.
1103/PhysRevLett.120.012301.
[12] M. Spalinski, On the hydrodynamic attractor of Yang-Mills plasma, Phys.
Lett. B776 (2018) 468–472. arXiv:1708.01921, doi:10.1016/j.
physletb.2017.11.059.
[13] M. Strickland, J. Noronha, G. S. Denicol, Anisotropic nonequilibrium
hydrodynamic attractor, Phys. Rev. D97 (2018) 036020. arXiv:1709.
06644, doi:10.1103/PhysRevD.97.036020.
[14] P. Romatschke, Relativistic hydrodynamic attractors with broken sym-
metries: non-conformal and non-homogeneous, JHEP 12 (2017) 079.
arXiv:1710.03234, doi:10.1007/JHEP12(2017)079.
[15] A. Behtash, C. N. Cruz-Camacho, M. Martinez, Far-from-equilibrium at-
tractors and nonlinear dynamical systems approach to the Gubser flow,
Phys. Rev. D97 (2018) 044041. arXiv:1711.01745, doi:10.1103/
PhysRevD.97.044041.
[16] J.-P. Blaizot, L. Yan, Fluid dynamics of out of equilibrium boost invariant
plasmas, Phys. Lett. B780 (2018) 283–286. arXiv:1712.03856, doi:
10.1016/j.physletb.2018.02.058.
[17] A. Kurkela, A. Mazeliauskas, J.-F. Paquet, S. Schlichting, D. Teaney,
Matching the nonequilibrium initial stage of heavy ion collisions to
hydrodynamics with QCD kinetic theory, Phys. Rev. Lett. 122 (2019)
122302. arXiv:1805.01604, doi:10.1103/PhysRevLett.122.
122302.
[18] A. Mazeliauskas, J. Berges, Prescaling and far-from-equilibrium hydro-
dynamics in the quark-gluon plasma, Phys. Rev. Lett. 122 (2019) 122301.
arXiv:1810.10554, doi:10.1103/PhysRevLett.122.122301.
[19] A. Behtash, S. Kamata, M. Martinez, H. Shi, Dynamical systems and
nonlinear transient rheology of the far-from-equilibrium Bjorken flow,
Phys. Rev. D99 (2019) 116012. arXiv:1901.08632, doi:10.1103/
PhysRevD.99.116012.
[20] U. Heinz, J. S. Moreland, Hydrodynamic flow in small systems or: ?How
the heck is it possible that a system emitting only a dozen particles can be
described by fluid dynamics??, J. Phys. Conf. Ser. 1271 (2019) 012018.
arXiv:1904.06592, doi:10.1088/1742-6596/1271/1/012018.
[21] J.-P. Blaizot, L. Yan, Emergence of hydrodynamical behavior in expand-
ing quark-gluon plasmas, Annals Phys. 412 (2020) 167993. arXiv:
1904.08677, doi:10.1016/j.aop.2019.167993.
[22] R. Loganayagam, Entropy Current in Conformal Hydrodynamics, JHEP
05 (2008) 087. arXiv:0801.3701, doi:10.1088/1126-6708/2008/
05/087.
[23] C. Chattopadhyay, A. Jaiswal, S. Pal, R. Ryblewski, Relativistic third-
order viscous corrections to the entropy four-current from kinetic theory,
Phys. Rev. C91 (2) (2015) 024917. arXiv:1411.2363, doi:10.1103/
PhysRevC.91.024917.
[24] W. A. Hiscock, L. Lindblom, Stability and causality in dissipative rel-
ativistic fluids, Annals Phys. 151 (1983) 466–496. doi:10.1016/
0003-4916(83)90288-9.
[25] W. A. Hiscock, L. Lindblom, Generic instabilities in first-order dissipa-
tive relativistic fluid theories, Phys. Rev. D31 (1985) 725–733. doi:
10.1103/PhysRevD.31.725.
[26] W. Israel, Nonstationary irreversible thermodynamics: A Causal rel-
ativistic theory, Annals Phys. 100 (1976) 310–331. doi:10.1016/
0003-4916(76)90064-6.
[27] W. Israel, J. M. Stewart, Transient relativistic thermodynamics and
kinetic theory, Annals Phys. 118 (1979) 341–372. doi:10.1016/
0003-4916(79)90130-1.
[28] A. Kurkela, G. D. Moore, Bjorken flow, plasma instabilities, and ther-
malization, JHEP 11 (2011) 120. arXiv:1108.4684, doi:10.1007/
JHEP11(2011)120.
[29] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets, M. A. Stephanov, Rel-
ativistic viscous hydrodynamics, conformal invariance, and holography,
JHEP 04 (2008) 100. arXiv:0712.2451, doi:10.1088/1126-6708/
2008/04/100.
[30] G. S. Denicol, H. Niemi, E. Molnar, D. H. Rischke, Derivation of tran-
sient relativistic fluid dynamics from the Boltzmann equation, Phys.
Rev. D85 (2012) 114047, [Erratum: Phys. Rev. D91, 039902 (2015)].
arXiv:1202.4551, doi:10.1103/PhysRevD.85.114047,10.1103/
PhysRevD.91.039902.
[31] U. Heinz, D. Bazow, G. S. Denicol, M. Martinez, M. Nopoush,
J. Noronha, R. Ryblewski, M. Strickland, Exact solutions of the Boltz-
mann equation and optimized hydrodynamic approaches for relativis-
tic heavy-ion collisions, Nucl. Part. Phys. Proc. 276-278 (2015) 193.
arXiv:1509.05818, doi:10.1016/j.nuclphysbps.2016.05.042.
[32] M. McNelis, D. Bazow, U. Heinz, (3+1)-dimensional anisotropic fluid
dynamics with a lattice QCD equation of state, Phys. Rev. C97 (2018)
054912. arXiv:1803.01810, doi:10.1103/PhysRevC.97.054912.
[33] A. Muronga, Second order dissipative fluid dynamics for ultrarelativis-
tic nuclear collisions, Phys. Rev. Lett. 88 (2002) 062302, [Erratum:
Phys. Rev. Lett. 89, 159901 (2002)]. arXiv:nucl-th/0104064,
doi:10.1103/PhysRevLett.89.159901,10.1103/PhysRevLett.
88.062302.
[34] A. Jaiswal, Relativistic dissipative hydrodynamics from kinetic theory in
relaxation time approximation, Phys. Rev. C87 (2013) 051901. arXiv:
1302.6311, doi:10.1103/PhysRevC.87.051901.
[35] A. Jaiswal, Relativistic third-order dissipative fluid dynamics from kinetic
theory, Phys. Rev. C88 (2013) 021903. arXiv:1305.3480, doi:10.
1103/PhysRevC.88.021903.
[36] S. Grozdanov, N. Kaplis, Constructing higher-order hydrodynamics: The
third order, Phys. Rev. D93 (6) (2016) 066012. arXiv:1507.02461,
doi:10.1103/PhysRevD.93.066012.
[37] M. Martinez, M. Strickland, Dissipative dynamics of highly anisotropic
systems, Nucl. Phys. A848 (2010) 183–197. arXiv:1007.0889, doi:
10.1016/j.nuclphysa.2010.08.011.
[38] W. Florkowski, R. Ryblewski, Highly-anisotropic and strongly-
dissipative hydrodynamics for early stages of relativistic heavy-ion col-
lisions, Phys. Rev. C83 (2011) 034907. arXiv:1007.0130, doi:10.
1103/PhysRevC.83.034907.
[39] D. Bazow, U. Heinz, M. Strickland, Second-order (2+1)-dimensional
anisotropic hydrodynamics, Phys. Rev. C90 (2014) 054910. arXiv:
1311.6720, doi:10.1103/PhysRevC.90.054910.
[40] E. Molnar, H. Niemi, D. H. Rischke, Derivation of anisotropic dissipa-
tive fluid dynamics from the Boltzmann equation, Phys. Rev. D93 (2016)
114025. arXiv:1602.00573, doi:10.1103/PhysRevD.93.114025.
[41] M. Strickland, Anisotropic hydrodynamics: three lectures, Acta Phys.
Polon. B45 (2014) 2355–2394. arXiv:1410.5786, doi:10.5506/
APhysPolB.45.2355.
[42] M. Alqahtani, M. Nopoush, M. Strickland, Relativistic anisotropic hy-
drodynamics, Prog. Part. Nucl. Phys. 101 (2018) 204–248. arXiv:
1712.03282, doi:10.1016/j.ppnp.2018.05.004.
[43] J. D. Bjorken, Highly relativistic nucleus-nucleus collisions: the cen-
tral rapidity region, Phys. Rev. D27 (1983) 140–151. doi:10.1103/
PhysRevD.27.140.
[44] W. Florkowski, M. P. Heller, M. Spalin´ski, New theories of relativistic
hydrodynamics in the LHC era, Rept. Prog. Phys. 81 (2018) 046001.
arXiv:1707.02282, doi:10.1088/1361-6633/aaa091.
[45] S. Jaiswal, C. Chattopadhyay, A. Jaiswal, S. Pal, U. Heinz, Exact solu-
tions and attractors of higher-order viscous fluid dynamics for Bjorken
flow, Phys. Rev. C100 (3) (2019) 034901. arXiv:1907.07965, doi:
10.1103/PhysRevC.100.034901.
6
[46] A. Kurkela, W. van der Schee, U. A. Wiedemann, B. Wu, What attracts to
attractors?arXiv:1907.08101.
[47] M. Strickland, The non-equilibrium attractor for kinetic theory in relax-
ation time approximation, JHEP 12 (2018) 128. arXiv:1809.01200,
doi:10.1007/JHEP12(2018)128.
[48] M. Martinez, M. McNelis, U. Heinz, Anisotropic fluid dynamics for
Gubser flow, Phys. Rev. C95 (2017) 054907. arXiv:1703.10955,
doi:10.1103/PhysRevC.95.054907.
[49] S. Gubser, Symmetry constraints on generalizations of Bjorken flow,
Phys. Rev. D82 (2010) 085027. arXiv:1006.0006, doi:10.1103/
PhysRevD.82.085027.
[50] G. S. Denicol, U. Heinz, M. Martinez, J. Noronha, M. Strickland, New
Exact Solution of the Relativistic Boltzmann Equation and its Hydrody-
namic Limit, Phys. Rev. Lett. 113 (2014) 202301. arXiv:1408.5646,
doi:10.1103/PhysRevLett.113.202301.
[51] G. S. Denicol, U. Heinz, M. Martinez, J. Noronha, M. Strickland, Study-
ing the validity of relativistic hydrodynamics with a new exact solution
of the Boltzmann equation, Phys. Rev. D90 (2014) 125026. arXiv:
1408.7048, doi:10.1103/PhysRevD.90.125026.
[52] C. Chattopadhyay, U. Heinz, S. Pal, G. Vujanovic, Higher order and
anisotropic hydrodynamics for Bjorken and Gubser flows, Phys. Rev.
C97 (2018) 064909. arXiv:1801.07755, doi:10.1103/PhysRevC.
97.064909.
[53] M. P. Heller, A. Kurkela, M. Spalin´ski, V. Svensson, Hydrodynamization
in kinetic theory: Transient modes and the gradient expansion, Phys. Rev.
D97 (2018) 091503. arXiv:1609.04803, doi:10.1103/PhysRevD.
97.091503.
[54] M. P. Heller, V. Svensson, How does relativistic kinetic theory remember
about initial conditions?, Phys. Rev. D98 (2018) 054016. arXiv:1802.
08225, doi:10.1103/PhysRevD.98.054016.
[55] A. Kurkela, U. A. Wiedemann, B. Wu, Opacity dependence of elliptic
flow in kinetic theory, Eur. Phys. J. C79 (9) (2019) 759. arXiv:1805.
04081, doi:10.1140/epjc/s10052-019-7262-x.
[56] A. Kurkela, U. A. Wiedemann, B. Wu, Flow in AA and pA as an interplay
of fluid-like and non-fluid like excitationsarXiv:1905.05139.
[57] P. F. Kolb, U. Heinz, Hydrodynamic description of ultrarelativistic
heavy ion collisions, in Quark-Gluon Plasma 3, R. C. Hwa and X.-N.
Wang (Eds.), World Scientific, Singapore, 2003 pp. 634–714, arXiv:
nucl-th/0305084.
[58] G. S. Denicol, J. Noronha, Exact hydrodynamic attractor of an ultrarela-
tivistic gas of hard spheres.arXiv:1908.09957.
[59] E. Molnar, H. Niemi, D. H. Rischke, Closing the equations of mo-
tion of anisotropic fluid dynamics by a judicious choice of a moment
of the Boltzmann equation, Phys. Rev. D94 (2016) 125003. arXiv:
1606.09019, doi:10.1103/PhysRevD.94.125003.
7
