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Abstract
Training neural networks with binary weights and activations is a challenging
problem due to the lack of gradients and difficulty of optimization over discrete
weights. Many successful experimental results have been recently achieved using
the empirical straight-through estimation approach. This approach has generated
a variety of ad-hoc rules for propagating gradients through non-differentiable ac-
tivations and updating discrete weights. We put such methods on a solid basis by
obtaining them as viable approximations in the stochastic binary network (SBN)
model with Bernoulli weights. In this model gradients are well-defined and the
weight probabilities can be optimized by continuous techniques. By choosing
the activation noises in SBN appropriately and choosing mirror descent (MD) for
optimization, we obtain methods that closely resemble several existing straight-
through variants, but unlike them, all work reliably and produce equally good re-
sults. We further show that variational inference for Bayesian learning of Binary
weights can be implemented using MD updates with the same simplicity.
1 Introduction
Neural networks with binary weights and activations have much lower computation costs and mem-
ory consumption than their real-valued counterparts [16, 12, 32]. They are therefore very attractive
for applications in mobile devices, robotics and other resource-limited settings, in particular for
solving vision and speech recognition problems [7, 42].
The state of the art among binary neural networks in terms of the best achievable accuracy
has been established with methods using the empirical straight-through gradient estimation ap-
proach [2, 32, 17, 23, 45, 37, 22]. Typically the sign function is used to represent binary activa-
tions. This poses an immediate problem as the derivative of sign is not useful for training with
backpropagation. The empirical straight-through approach consists in using the sign function on the
forward pass and derivative of some other function on the backward pass. The most radical solution
is to use the derivative of identity, completely bypassing the sign on the backward pass [5], hence
the name straight-through. This is combined with deterministic or stochastic binarization [10, 17].
Other authors have considered using derivatives of tanh, clipped identity, or piece-wise quadratic
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Figure 1: The sign function and different derivative substitutes used in straight-through estimators.
By choosing the noise distribution in the SBN framework as uniform, logistic or triangular we obtain
estimators with (c-e) for activations and (b) for weight updates.
approximation as illustrated in Fig. 1. These choices, amongst other, are studied purely experimen-
tally [2, 6, 37] with reasoning such as “clipping weights and gradients increases the exploration of
the optimizer” [2], “having a better area fidelity to sign” [23].
Since binary weights can be also represented as sign of some real-valued latent weights, the same
type of methods was adopted to handle optimization over binary weights [34, 10, 17]. However
often a different derivative substitute is used for the weights along with clipping or not clipping
latent weights to the interval [−1, 1]. This generates additional unclear choices. A recent paper
at NeurIPS [14] argues that “latent weights do not exist” meaning that discrete optimization over
binary weights needs to be considered and proposes an equally unjustified alternative.
A more principled line of work considers stochastic binary networks (SBNs), in which hidden
units and/or weights are Bernoulli random variables. A well-known example is sigmoid belief
networks [25]. In these models, the expected loss is a truly differentiable function of parameters
(resp. weight probabilities) and its gradient can be estimated. At the test time, a single determin-
istic binary network can be obtained or an ensemble of random draws from the SBN model can be
averaged, simulating the expected predictor. Several gradient estimation approaches exist that use
analytical approximation tools to model the expected loss and use the gradient of this approxima-
tion [29, 33]. There is however a discrepancy between analytic approximation and what the model
samples at the test time. Shekhovtsov et al. [36] showed that such relaxed objectives may indeed
significantly diverge during the training. To obtain good results, a strong dropout regularization
and/or pretraining is needed [29, 33]. Despite these difficulties they demonstrate on par or improved
results, especially when using the ensembling mode at test time. An ensemble of SBN models can
be still significantly more efficient than a single real-valued network [22]. In addition, SBNs can be
used to estimate one-to-many mappings [38] as generative models [31] or for assessing model uncer-
tainty [29]. Shekhovtsov et al. [36] proposed a more accurate gradient estimation approach for SBNs
with real-valued weights. They further showed that deep straight-through estimators can be derived
by linearizations in their approach. On the weights side of the problem Ajanthan et al. [1] connected
mirror descent updates for constrained optimization (e.g., w ∈ [0, 1]) with straight-through methods.
The following works propose alternative ways of understanding ST estimators. Yin et al. [43] con-
siders the expected loss over the training data distribution, which is assumed to be Gaussian, and
show that in networks with 1 hidden layer the true expected gradient positively correlates with an
STE of a particular form. Cheng et al. [8] shows for networks with 1 hidden layer that STE is approx-
imately related to the projected Wasserstein gradient flow method proposed there. The connection
of deterministic straight-through for weights and proximal updates was also observed in [4].
Mirror Descent has been applied to Variational Bayesian Learning in several works. e.g. Lin et al.
[21], consider factorized Gaussian posterior for real-valued weights and obtain updates of the form
that the gradient in mean parameters is added to the natural parameters, connecting the method to
natural gradient.
Contribution In this paper we reintroduce straight-through estimators by deriving them in the
SBN framework and discussing the approximations involved. We note that in the SBN model one
can choose the shape of the noise distribution and in the mirror descent one can choose the diver-
gence function, interpreted as a trust region for optimization. These two choices define possible
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correct combinations of ST rules for activations and weights with no guessing and allow to recon-
struct several schemes previously discovered empirically. The approach has a clear interpretation of
all components: an objective function to optimize; a gradient estimator whose accuracy can be mea-
sured; latent weights as points in the mirror space. The MD has convergence guarantees at least in
the convex setting. We experimentally show that choosing the noise distribution as logistic, uniform
or triangular (Fig. 1), leads to equally good results matching the state of the art. This is in contrast
to empirical studies advocating specific (deterministic) ST rules.
Using KL divergence in MD has theoretical and practical advantages, in particular an implicit reg-
ularization towards higher entropy models. We further show that variational Bayesian learning of
binary weights can be naturally formulated as SBN. It can be then handled using the same MD
framework with no extra added algorithmic or computation complexity, introducing also ST meth-
ods for Bayesian learning.
1.1 Related Work
The following works propose alternative ways of understanding ST estimators. Yin et al. [43] con-
siders the expected loss over the training data distribution, which is assumed to be Gaussian, and
show that in networks with 1 hidden layer the true expected gradient positively correlates with an
STE of a particular form. Cheng et al. [8] shows for networks with 1 hidden layer that STE is approx-
imately related to the projected Wasserstein gradient flow method proposed there. The connection
of deterministic straight-through for weights and proximal updates was also observed in [4].
Mirror Descent has been applied to Variational Bayesian Learning in several works. e.g. Lin et al.
[21], consider factorized Gaussian posterior for real-valued weights and obtain updates of the form
that the gradient in mean parameters is added to the natural parameters, connecting the method to
natural gradient.
2 Straight-Through Methods for Stochastic Binary Networks
By Stochastic Binary Networks (SBNs) in general we will understand models either having
Bernoulli latent variables, such as variational auto-encoders, or having binary activations with in-
jected noises or having Bernoulli weights or all of the above. We first consider these cases separately
and show how ST methods apply and what specifics and approximations are involved. In particular
we will obtain a good justification to handle activations and weights differently and respectively
substantiate the two straight-through building blocks presented in Algs. 1 and 2. Then, in § 3, we
will define our complete deep model with binary weights and activations, obtain a good training
method by making reasonable choices based on the theory and show how we can replicate several
existing schemes.
2.1 Hinton’s Straight-Through
We first consider a special case of one layer of hidden Bernoulli units. It is interesting for historical
reasons and allows us to present the full derivation, important for understanding deep models.
In his lectures [15], Hinton mentions a simple method for variational auto-encoders with Bernoulli
latent variables attributing the idea to Alex Krizhevsky: ”during the forward pass we stochastically
pick a binary value using the output of the logistic, and then during the backward pass we pretend
that we’ve transmitted the real valued probability from the logistic”. We give a simplification of the
construction by Tokui & Sato [40] why this makes sense.
Let Xi for i = 1 . . . n be Bernoulli latent variables with a joint distribution p(x|x0; θ) =∏
i p(xi|x0; θ) given the observables x0, i.e., as a conditionally independent model. The probabil-
ities p(xi=1|x0; θ) are computed as a sigmoid logistic function S(a(x0; θ)), where logits a(x0; θ)
are computed by a neural network with parameter θ. Consider the problem of estimating gradients
of the expected loss
Ex0∼dataEx∼p(x|x0;θ)f(x, x0). (1)
In the case of VAE, x are the latent binary codes for the input x0, p(x|x0; θ) is the encoder network
and the ELBO objective consists of the data term that takes the form (1) and the data-independent KL
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Algorithm 1: Straight-Through-Activations
/* a -- preactivation */
/* FZ -- activation noise cdf */
/* x ∈ {−1, 1} -- binary state */
1 Forward( a )
2 p = FZ(a);
3 x ∼ 2Bernoulli(p)− 1;
4 Backward( ∂L∂x )
/* ∂L
∂x
-- loss grad in x */
5 ∂L∂a ≡ 2F ′Z(a)∂L∂x ;
Algorithm 2: Straight-Through-Weights
/* η -- mirror/latent weights */
/* FZ -- weight noise cdf */
/* w ∈ {−1, 1} -- binary weight */
1 Forward( η )
2 p = FZ(η);
3 w ∼ 2Bernoulli(p)− 1;
4 Backward( ∂L∂w )
/* ∂L
∂w
-- loss grad in w */
5 ∂L∂η ≡ 2 ∂L∂w ;
divergence term, which can be usually differentiated in closed form. We focus on estimating gradient
of (1) w.r.t. θ, which cannot be handled by common backpropagation because the dependence on θ
is inside of a discrete distribution p.
The following steps proposed in several works [9, 39, 36] lead to an unbiased estimator with a
significantly reduced variance compared to the basic REINFORCE method [41]. We need to compute
∂
∂θ
∑
x
(∏
i p(xi; θ)
)
f(x), (2)
where we omitted irrelevant dependencies for clarity. We can immediately expand this as∑
x
∑
i
(∏
i′ 6=i p(xi′ ; θ)
)(
∂
∂θp(xi; θ)
)
f(x). (3)
Then the derandomization (or Rao-Blackwellization [ch. 8.7 in 27]) trick is applied which performs
summation over xi given the rest of the states in x. Because xi takes only two values, this gives∑
xi
∂p(xi;θ)
∂θ f(x) =
∂p(xi;θ)
∂θ f(x) +
∂(1−p(xi;θ))
∂θ f(x↓i) =
∂
∂θp(xi; θ)
(
f(x)− f(x↓i)
)
, (4)
where x↓i denotes the full state vector x with coordinate i flipped. Since this expression is now
invariant of xi, we can multiply it with 1 =
∑
xi
p(xi; θ) and recollect the full gradient in the form:∑
x
(∏
i′ p(xi′ ; θ)
)∑
i
∂
∂θp(xi; θ)
(
f(x)−f(x↓i)
)
= Ex∼p(x;θ)
∑
i
∂
∂θp(xi, θ)
(
f(x)−f(x↓i)
)
. (5)
To obtain an estimate, it is sufficient to take one sample from the encoder and compute the expression
in the sum. This estimator is known as local expectations [39] and GO Gradient [9].
However, evaluating f(x↓i) for all i may be impractical. A huge simplification is obtained if we
assume that the change of the loss f when only a single latent bit xi is changed can be approximated
via linearization. I.e. provided that f is differentiable we approximate
f(x)− f(x↓i) ≈ ±∂f(x)∂xi , (6)
where the plus sign corresponds to the state xi = 1 and minus to the opposite. Noting also that
∂
∂θp(xi, θ) = ±S′(ai(θ)) ∂∂θai(θ), with the same sign correspondence, we then obtain that
∂
∂θp(xi, θ)(f(x)− f(x↓i)) ≈ S′(ai(θ))
(
∂ai(θ)
∂θ
)
∂f(x)
∂xi
. (7)
If we define now that ∂xi∂ai ≡ S′(ai), the summation of this expression over i recovers the chain rule:∑
i S
′(ai(θ))
(
∂ai(θ)
∂θ
)
∂f(x)
∂xi
=
∑
i
(
∂f(x)
∂xi
)(
∂xi
∂ai
)(
∂ai(θ)
∂θ
)
(8)
that would be automatically computed by the backpropagation if we make the backward pass to
differentiate x = S(ai). We thus obtained exactly the ST form described by Hinton and see what it
does correct and which approximations involves.
Let us conclude this section by generalizing the method a bit w.r.t. the sigmoid function. Let Xi
be ±1 Bernoulli random state. A general conditional probability of the state given pre-activations
p(xi=1|ai) can be conveniently modeled as a deterministic mapping with injected noise Xi =
sign(ai − Zi) with noise Z following some fixed distribution. Indeed, we have p(xi = 1|ai) =
P(ai − Z ≥ 0) = P(Z ≤ ai) = FZ(ai), where FZ is noise cdf. If the noise is logistic, we get
logistic sigmoid probability. With this extension Hinton’s ST method can be written as Alg. 1. The
coefficient 2 that occurs in Line 5 is due to that X is ±1 now, instead of {0, 1}-Bernoulli.
We should remark that for the case of VAE with Bernoulli latent codes, many unbiased estimators
give good results, e.g., [11]. The ST method may serve here as simple baseline.
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2.2 Deep Straight-Through
The idea above can be extended to networks with deep stochastic binary dependencies as fol-
lows [36]. Consider a deep network with sign activation functions with input x0 recurrently defined
as:
xk = sgn(ak(xk−1; θ)− Zk), k = 1 . . . L, (9)
where ak are pre-activations which can be fully connected or convolutional layers and Zk are in-
jected noises independent for all units. Let also aL+1(xL; θ) be the linear scoring function for the
last binary layer xL and f(aL+1) be the cross-entropy-softmax loss for input x0.
The units (xki |i=1. . .n) are conditionally independent given xk−1 and follow Bernoulli distribution
with p(xki =1|xk−1) = FZ(ak(xk−1; θ)i). The objective of the learning is to minimize the expected
loss
EZ [f ] =
∑
x p(x|x0; θ)f(aL+1(xL; θ)). (10)
Shekhovtsov et al. [36] apply the derandomization idea described above recurrently and obtain two
methods. The PSA method makes the minimal amount of approximations to get to the same structure
and complexity as backpropagation. Additional linearization of PSA then allows to derive the deep
ST method that just applies the basic ST building block Alg. 1 in each layer. Let us review the
approximations involved. First, it is assumed that the change in the unit’s conditional probability
pj = p(x
k
j |xk−1; θ) when only one unit in the preceding layer, xk−1i changes its state is small.
Denote this change as ∆pij , we have∏
j(pj + ∆pij) ≈
∏
j pj +
∑
j
∏
j′ 6=j pj′∆pij , (11)
where the approximation is by expanding the product and dropping O(∆p2ij) terms. In this set-
ting [36] derive their more accurate PSA estimator. The further approximations needed to derive
deep ST are linearizations of probabilities themselves and linearization of the loss function:
FZ(a+ ∆a) ≈ FZ(a) + F ′Z(a)∆a; f(a+ ∆a) ≈ f(a) + f ′(a)∆a, (12)
where a is the pre-activation in the respective layer k and ∆a is its change due to the flip of one
unit xk−1i . Since this change does not approach zero, this is a different assumption than the usual
linearization that occurs when differentiating composite functions. We will discuss on the accuracy
of these approximations in § 3.
We obtained that for deep networks we just need to use the same simple ST method in Alg. 1 and
the standard backpropagation does the rest of the job. It thus matches ST implementations with
randomized binarization [17, 10], but now we know what exactly the combination of such ST rules
in a deep model does correctly and what approximately.
One may ask the question whether ST computes a gradient of any function and if so which one.
Because it approximates directly the expected gradient, it appears that no such function exists. In
contrast, methods [19, 24, 29, 33] work by approximating the expected value of the network first
(with a stochastic but differentiable function) and then compute the gradient of this approximation.
We believe this difference in the estimation approach allows for a more accurate approximation.
2.3 Identity Straight-Through Implements Mirror Descent
Let us now consider a model with Bernoulli weights. Consistently with the deep case above, we
can use w = sign(η − Z) to model ±1 Bernoulli weights w, where we call parameters η the latent
weights. As this is just another binary layer, in principle Alg. 1 can be applied. We show that the
identity form of ST in Alg. 2 can be applied as well and that the gradient descent with it actually
implements a mirror descent update, which has some useful properties.
Since a weight does not take any input-dependent signals, its distribution is defined by just the
probability θ = p(w=1) = FZ(η). We can optimize over these probabilities directly using exact or
approximate gradient in θ, however we would need to handle constraints θ ∈ [0, 1]n.
Mirror descent is a general form of first-order iterative optimization schemes, which comes up very
handy for optimization with simple constraints. Each iteration step is expressed in the form of a
proximal problem:
θt+1 = minθ〈∇f(θt), θ − θt〉+ 1εD(θ, θt), (13)
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where θt is the current point and f is the loss function. The role of the divergence term D(θ, θt) is
to define how much we trust our linear approximation 〈∇f(θt), θ− θt〉 when we consider making a
step to point θ. When the gradient is stochastic we get stochastic mirror descent (SMD) [44, 3].
A common choice of divergence to handle probability constraints is the KL-divergence D(θ, θt) =
KL(Ber(θ),Ber(θt)) = θ log( θθt ) + (1− θ) log( 1−θ1−θt ). Solving for stationary point of (13) gives
0 = ∇f + 1ε
(
log( θ1−θ )− log( θt1−θt )
)
. (14)
Observe that log( θ1−θ ) = η when FZ = S, the logistic sigmoid function. Then MD steps can be
written in the well-known form
θt := S(ηt); ηt+1 := ηt − ε∇θf(θt). (15)
Updates of this form occur with KL divergence of any exponential family, of which Bernoulli distri-
bution is one example. We thus have obtained exactly the rule where on the forward pass θ = S(η)
is used as probability for weights w and on the backward pass the Jacobian of S that otherwise
occurs in Line 5 of Alg. 1 is bypassed. This construction can be generalized to any strictly positive
noise distribution, i.e., any strictly monotone FZ .
Proposition 1. Common SGD in latent weights η using the identity straight-through-weights Alg. 2
implements SMD in the weight probabilities θ with the divergence corresponding to FZ .
The proof in § A is substantially based on the related work of Ajanthan et al. [1]. Differently from
us, they considered a connection to deterministic ST. Their argument includes taking the limit in
which S is rescaled to approach the sign function which renders MD invalid. This problem does not
occur in our formulation.
Proposition 1 reveals that although Bernoulli weights can be modeled the same way as activations,
the noise distribution FZ for weights does not reflect a modeling choice but the optimization prox-
imity scheme. Making a standard choice of sigmoid FZ as above, corresponding to KL divergence,
has several advantages as will be seen in the following subsection.
2.4 Latent Weight Decay Implements Variational Bayesian Learning
As weight decay is common in practice, we believe the following connection is important to be
aware of, however it is not necessary for understanding our model in § 3 and not used in our main
experiments.
Proposition 2. Common SGD in latent weights η with a weight decay, when using identity straight-
through-weights Alg. 2 with logistic noise implements variational Bayesian learning of binary
weights w.
We present an overview here and full details in § B. In the Bayesian learning setting we consider a
model with binary weights w and are interested in estimating p(w|D), the posterior distribution of
weights given the data and the weights prior p(w). In the variational Bayesian (VB) formulation,
this difficult and multi-modal posterior is approximated by a simpler one q(w), commonly a fully
factorized distribution, by minimizing KL(q(w)‖p(w|D)). Let q(w) = Ber(w; θ) and p(w) =
Ber(w; 12 ), both meant component-wise, i.e. fully factorized. Then the VB problem takes the form
minθ
{− E(x0,y)∼dataEw∼Ber(θ)[ log p(y|x0;w)]+ 1NKL(Ber(θ)‖Ber( 12 ))}, (16)
where we have rewritten the data likelihood as expectation and hence the coefficient 1/N in front
of the KL term. This problem is commonly solved by SGD, taking one sample from the training
data and one sample of w and applying backpropagation [13]. We can in principle do the same by
applying an estimator for the gradient in θ.
The trick that we apply, different from common practices, is not to compute the gradient of the KL
term but to keep this term explicit throughout to the proximal step leading to a composite MD [44].
We build a linear approximation 〈gˆ, θ − θt〉 of the data term alone and solve the proximal step
problem with this approximation, full KL part from VB and the KL proximity term from MD:
θt+1 = minθ
{〈gˆ, θ − θt〉+ 1εKL(Ber(θ)‖Ber(θt)) + 1NKL(Ber(θ)‖Ber( 12 ))}. (17)
6
a1
<latexit sha1_base64="3+wexHxEG4P2RKTPzV9nT3/ELOo=">AAACm3icdZ HfahNBFMZP1n81/mv1UoRgWvAiLLsxVr0QCyUg4kWkbltoYpidnN0MnZndzpwVw7DgG3irj+Zb+AjubmIkLX5XH79vzjnDOXEuhaUg+NXyrl2/cfPW1u32nbv37 j/Y3nl4bLPCcIx4JjNzGjOLUmiMSJDE09wgU7HEk/j8sM5PvqCxItOfaJHjRLFUi0RwRhWKdtnncHe63Q38oFHnqglXpvv2NzQaTXda38azjBcKNXHJrD0Lg5x6b NBLJF7oiWOGBJdYtseFxZzxc5biGRvkLEfT60imZ5ZXvqeYSYV+E3I1cSlmCsksNosKSl5NnNB5Qaj5RuaYsnah4rKzpxjN7eWshv/LkkyT3exmkWzl60834xzh 1+kME+tXpoKVHQ/duG4Xx25YrtBojUZ/0dEScSbd0ZoN/8Gmth5HBonPXei/uAz6ZXuvJhJ1SvNlqdCzat+lq1Zdtpubva61v77QVXPc98Pn/uBjv3vgL48HW/A YnsIzCOElHMA7GEEEHAR8hx/w03viHXrvvQ/Lp15rVfMINuRFfwCBkNCs</latexit>
a2
<latexit sha1_base64="A37cAcOOjHTizMw4stn5jEpMNU4=">AAACm3icdZHfahNBFMZP1n81/mv1UoRgWvAiLLsxVr0QCyUg4kWkbltoYpidnN0MnZndzpwVw7 DgG3irj+Zb+AjubmIkLX5XH79vzjnDOXEuhaUg+NXyrl2/cfPW1u32nbv37j/Y3nl4bLPCcIx4JjNzGjOLUmiMSJDE09wgU7HEk/j8sM5PvqCxItOfaJHjRLFUi0RwRhWKdtnn/u50uxv4QaPOVROuTPftb2g0mu60vo1nGS8UauKSWXsWBjn12KCXSLzQE8cMCS6xbI8Liznj5yzFMzbIWY6m15FMzyyvfE8xkwr9JuRq4lLMFJJZbBYV lLyaOKHzglDzjcwxZe1CxWVnTzGa28tZDf+XJZkmu9nNItnK159uxjnCr9MZJtavTAUrOx66cd0ujt2wXKHRGo3+oqMl4ky6ozUb/oNNbT2ODBKfu9B/cRn0y/ZeTSTqlObLUqFn1b5LV626bDc3e11rf32hq+a474fP/cHHfvfAXx4PtuAxPIVnEMJLOIB3MIIIOAj4Dj/gp/fEO/Teex+WT73WquYRbMiL/gCDxNCt</latexit>
X1
<latexit sha1_base64="QkJIukTUnuaIjb+eFonxwvtGqh8=">AAACm3icdZ HbihNBEIYr42mNp129FCGYXfAiDDMxni7EhSUg4kVknd3AJoaeTs2k2e6esbtGDM2Ab+CtPppv4SM4M4mR7OJ/9fP9XVVNVZxLYSkIfrW8K1evXb+xc7N96/adu /d29+6f2KwwHCOeycyMY2ZRCo0RCZI4zg0yFUs8jc+P6vz0CxorMv2RljlOFUu1SARnVKFof/wp3J/tdgM/aNS5bMK16b75DY1Gs73Wt8k844VCTVwya8/CIKceG /QSiZ/11DFDgkss25PCYs74OUvxjA1ylqPpdSTTc8sr31PMpEK/DrmauhQzhWSW20UFJS+nTui8INR8K3NMWbtUcdk5UIwW9mJWw/9lSabJbnezSLby9aebcY7w 62yOifUrU8HKToZuUreLYzcs12i0QaO/6HiFOJPueMOG/2BTW48jg8QXLvSfXQT9sn1QE4k6pcWqVOh5te/SVasu283NXtV6vrnQZXPS98On/uBDv3vor44HO/A QHsMTCOEFHMJbGEEEHAR8hx/w03vkHXnvvPerp15rXfMAtuRFfwBtqtCj</latexit>
X2
<latexit sha1_base64="+106jIx1cVZl+oAlMQFMTIiNm2Y=">AAACm3icdZHbihNBEIYr42mNp129FCGYXfAiDDMxni7EhSUg4kVknd3AJoaeTs2k2e6esbtGDM2A b+CtPppv4SM4M4mR7OJ/9fP9XVVNVZxLYSkIfrW8K1evXb+xc7N96/adu/d29+6f2KwwHCOeycyMY2ZRCo0RCZI4zg0yFUs8jc+P6vz0CxorMv2RljlOFUu1SARnVKFof/ypvz/b7QZ+0Khz2YRr033zGxqNZnutb5N5xguFmrhk1p6FQU49NuglEj/rqWOGBJdYtieFxZzxc5biGRvkLEfT60im55ZXvqeYSYV+HXI1dSlmCskst4sKSl5OndB5 Qaj5VuaYsnap4rJzoBgt7MWshv/LkkyT3e5mkWzl60834xzh19kcE+tXpoKVnQzdpG4Xx25YrtFog0Z/0fEKcSbd8YYN/8Gmth5HBokvXOg/uwj6ZfugJhJ1SotVqdDzat+lq1Zdtpubvar1fHOhy+ak74dP/cGHfvfQXx0PduAhPIYnEMILOIS3MIIIOAj4Dj/gp/fIO/Leee9XT73WuuYBbMmL/gBv3tCk</latexit>
x0
<latexit sha1_base64="F2RTrmDYTLchkEm9Fk6cYy3+/F0=">AAACm3icdZH bbtNAEIYn5lTCoS1cIqSItBIXkWWHcLpAVKoiIcRFUHFbqQnRejN2Vt1dm90xarSyxBtwC4/GW/AI2E4ISiv+q1/fvzOzmolzKSwFwa+Wd+36jZu3tm6379y9d397 Z/fBsc0KwzHimczMacwsSqExIkEST3ODTMUST+Lzwzo/+YrGikx/okWOE8VSLRLBGVUo2rv4HOxNd7qBHzTqXDXhynTf/oZGo+lu69t4lvFCoSYumbVnYZBTjw16ic QveuKYIcEllu1xYTFn/JyleMYGOcvR9DqS6Znlle8pZlKh34RcTVyKmUIyi82igpJXEyd0XhBqvpE5pqxdqLjs7CtGc3s5q+H/siTTZDe7WSRb+frTzThHeDGdYWL 9ylSwsuOhG9ft4tgNyxUardHoLzpaIs6kO1qz4T/Y1NbjyCDxuQv955dBv2zv10SiTmm+LBV6Vu27dNWqy3Zzs9e1XqwvdNUc9/3wmT/42O8e+MvjwRY8gifwFEJ4 CQfwDkYQAQcB3+EH/PQee4fee+/D8qnXWtU8hA150R+yNtDC</latexit>
w1
<latexit sha1_base64="qTaoRaxrXgOaB0Waf+fG0NMjypo=">AAACm3icdZ HbbtNAEIYn5lTCoS1cIqSItBIXkWWHcLpAVKoiIcRFUHFbqQnRejN2Vt1dm90xEK0s8QbcwqPxFjwCthOC0or/6tf378ysZuJcCktB8KvlXbl67fqNrZvtW7fv3 N3e2b13bLPCcIx4JjNzGjOLUmiMSJDE09wgU7HEk/j8sM5PPqOxItMfaJHjRLFUi0RwRhWK9r58DPemO93ADxp1LptwZbqvf0Oj0XS39W08y3ihUBOXzNqzMMipx wa9ROInPXHMkOASy/a4sJgzfs5SPGODnOVoeh3J9MzyyvcUM6nQr0KuJi7FTCGZxWZRQcmLiRM6Lwg138gcU9YuVFx29hWjub2Y1fB/WZJpspvdLJKtfP3pZpwj /DqdYWL9ylSwsuOhG9ft4tgNyxUardHoLzpaIs6kO1qz4T/Y1NbjyCDxuQv9pxdBv2zv10SiTmm+LBV6Vu27dNWqy3Zzs5e1nq0vdNkc9/3wiT943+8e+MvjwRY 8gEfwGEJ4DgfwBkYQAQcB3+EH/PQeeofeW+/d8qnXWtXchw150R+yNNDC</latexit>
 Z1
<latexit sha1_base64="ZUk//OGckouCMLAN9vBEKR8NkbM=">AAACnHicdZ HbihNBEIYr42mNh93VS0GC2QUv4jAT4+lCXNCAIEJkTXZxE0NPp2bSbnfP2F0jhmbAR/BW38y38BGcmcRIdvG/+vn+rqqmKsqksBQEvxrehYuXLl/Zutq8dv3Gz e2d3Vsjm+aG45CnMjXHEbMohcYhCZJ4nBlkKpJ4FJ2+rPKjL2isSPV7WmQ4USzRIhacUYlGew8+fAz3pjvtwA9qtc6bcGXaL35DrcF0t/FtPEt5rlATl8zakzDIq MN6nVjiZz1xzJDgEovmOLeYMX7KEjxhvYxlaDotyfTM8tJ3FDOJ0M9DriYuwVQhmcVmUU7x04kTOssJNd/IHFPWLlRUtPYVo7k9m1Xwf1mcarKb3SySLX316Xqc I/w6nWFs/dKUsLTjvhtX7aLI9YsVGqzR4C86XCLOpDtcs/4/WNdW48gg8bkL/UdnQbdo7ldEok5oviwVelbuu3DlqotmfbNnlR6vL3TejLp++NDvveu2D/zl8WA L7sA9uA8hPIEDeA0DGAKHT/AdfsBP7673ynvjvV0+9RqrmtuwIW/0B/uA0Nw=</latexit>
 Z2
<latexit sha1_base64="2M0aMP2YQ6XOuCHYjg1FnE6Noq4=">AAACnHicdZHbihNBEIYr42mNh93VS0GC2QUv4jAT4+lCXNCAIEJkTXZxE0NPp2bSbnfP2F0j hmbAR/BW38y38BGcmcRIdvG/+vn+rqqmKsqksBQEvxrehYuXLl/Zutq8dv3Gze2d3Vsjm+aG45CnMjXHEbMohcYhCZJ4nBlkKpJ4FJ2+rPKjL2isSPV7WmQ4USzRIhacUYlGew8+fOzuTXfagR/Uap034cq0X/yGWoPpbuPbeJbyXKEmLpm1J2GQUYf1OrHEz3rimCHBJRbNcW4xY/yUJXjCehnL0HRakumZ5aXvKGYSoZ+HXE1cgq lCMovNopzipxMndJYTar6ROaasXaioaO0rRnN7Nqvg/7I41WQ3u1kkW/rq0/U4R/h1OsPY+qUpYWnHfTeu2kWR6xcrNFijwV90uEScSXe4Zv1/sK6txpFB4nMX+o/Ogm7R3K+IRJ3QfFkq9Kzcd+HKVRfN+mbPKj1eX+i8GXX98KHfe9dtH/jL48EW3IF7cB9CeAIH8BoGMAQOn+A7/ICf3l3vlffGe7t86jVWNbdhQ97oD/200N0=< /latexit>
W 2
<latexit sha1_base64="jZN09xRaKLOvnLJptZeDm9/Dl5Q=">AAACm3icdZHbihNBEIYr42mNp129FCGYXfAiDDMxni7EhSUg4kVknc3CJoaeTs2k2e6esbtGDM2A b+CtPppv4SM4M4mR7OJ/9fP9XVVNVZxLYSkIfrW8K1evXb+xc7N96/adu/d29+6f2KwwHCOeycycxsyiFBojEiTxNDfIVCxxHJ8f1fn4CxorMv2RljlOFUu1SARnVKFof/ypvz/b7QZ+0Khz2YRr033zGxqNZnutb5N5xguFmrhk1p6FQU49NuglEj/rqWOGBJdYtieFxZzxc5biGRvkLEfT60im55ZXvqeYSYV+HXI1dSlmCskst4sKSl5Ond B5Qaj5VuaYsnap4rJzoBgt7MWshv/LkkyT3e5mkWzl60834xzh19kcE+tXpoKVnQzdpG4Xx25YrtFog0Z/0fEKcSbd8YYN/8Gmth5HBokvXOg/uwj6ZfugJhJ1SotVqdDzat+lq1Zdtpubvar1fHOhy+ak74dP/cGHfvfQXx0PduAhPIYnEMILOIS3MIIIOAj4Dj/gp/fIO/Leee9XT73WuuYBbMmL/gBtqNCj</latexit>
f(XL)
<latexit sha1_base64="Wbd1QKKRrFU6YjKfysfrMQLh8tw=">AAACnnicdZHPbtNAEMY3pkBJC7Rw5BI1rVSkyLJD6J9DRSUUxAFEUJvWUhOi9WbsrLq7dnfHi GhliWfgSl+sb8EjYDshVVrxnT79vp2Z1UyYCm7Q825qzoOVh48erz6pr60/ffZ8Y/PFmUkyzaDPEpHoIKQGBFfQR44CglQDlaGA8/DyfZmffwdteKJOcZrCUNJY8YgzigUKtqPd4Nun19ujjabnepUa940/N813f0il3miz9nMwTlgmQSET1JgL30uxRTutSMCVGlqqkTMBeX2QGUgpu6QxXNBOSlPQrYagamxY4VuS6pirI5/JoY0hkYB 6ulyUYXQwtFylGYJiS5ml0pipDPPGjqQ4MXezEv4vixKFZrmbATSFLz9djbMIP0ZjiIxbmAIWdtC1g7JdGNpuPke9Ber9QyczxKiwJwvWvYVVbTkONSCbWN99exe08/pOSQSoGCezUq7Gxb5zW6w6r1c3Oyy1t7jQfXPWdv03budru3nszo5HVskrskV2iU/2yTH5SHqkTxgR5Bf5Ta6dhvPB+ex8mT11avOal2RJTvAXsVPRkw==</la texit>
wL
<latexit sha1_base64="E0+wzRMTZRDPV3w7tlLTcP9Eir0=">AAACm3icdZHbbtNAEIYn5lTCqYVLhBSRVuIisuwQTheISlUkhHoRVNxWakK03oydVXfXZncMRCtL vAG38Gi8BY+A7YSgtOK/+vX9OzOrmTiXwlIQ/Gp5V65eu35j62b71u07d+9t79w/tllhOEY8k5k5jZlFKTRGJEjiaW6QqVjiSXx+UOcnn9FYkekPtMhxoliqRSI4owpFu18+Hu5Ot7uBHzTqXDbhynTf/IZGo+lO69t4lvFCoSYumbVnYZBTjw16icRPeuKYIcEllu1xYTFn/JyleMYGOcvR9DqS6Znlle8pZlKhX4dcTVyKmUIyi82igpKXEyd0 XhBqvpE5pqxdqLjs7ClGc3sxq+H/siTTZDe7WSRb+frTzThH+HU6w8T6lalgZcdDN67bxbEblis0WqPRX3S0RJxJd7Rmw3+wqa3HkUHicxf6zy6Cftneq4lEndJ8WSr0rNp36apVl+3mZq9qPV9f6LI57vvhU3/wvt/d95fHgy14CI/hCYTwAvbhLYwgAg4CvsMP+Ok98g68d97h8qnXWtU8gA150R/tsNDd</latexit>
XL
<latexit sha1_base64="MV6NvfpgLW0WTW0q9tsSwdIEmb0=">AAACm3icdZHdattAEIXXatqk7k9+elkCJk6gF0ZIjpOmF6WBYCghFy6pEkPsmtV6JC/ZXa m7oxCzCPoGvW0frW+RR6gkOy5O6Lk6fGdnZpkJU8ENet6fmvNk5emz1bXn9RcvX71e39jcujBJphkELBGJ7ofUgOAKAuQooJ9qoDIUcBlen5T55Q1owxP1FacpDCWNFY84o1igYLf/7Wx3tNH0XK9S47Hx56b56Y5U6o02az8G44RlEhQyQY258r0UW7TTigR8V0NLNXImIK8PMgMpZdc0hivaSWkKutUQVI0NK3xLUh1z9dFncm hjSCSgni4XZRgdDS1XaYag2FJmqTRmKsO8sScpTszDrIT/y6JEoVnuZgBN4ctPV+Mswu1oDJFxC1PAwg66dlC2C0Pbzeeot0C9e3Q+Q4wKe75g3X+wqi3HoQZkE+u7Bw9BO6/vlUSAinEyK+VqXOw7t8Wq83p1sw+lDhcXemwu2q6/73a+tJvH7ux4ZI28JTvkHfHJe3JMPpMeCQgjnPwkv8hvZ9s5cU6ds9lTpzaveUOW5AR/Aa km0L4=</latexit>
…
…
…
M
ax
 P
oo
l
BNBN
Figure 2: Stochastic Binary Network: first and last layer have real-valued weights. BN layers
have real-valued scale and bias parameters that can adjust scaling of activations relative to noise.
Z are independent injected noises with a chosen distribution. Binary weights Wij are random ±1
Bernoulli(θij) with learnable probabilities θij . In experiments we consider SBN with a convolu-
tional architecture same as [10, 17]: (2×128C3)−MP2− (2×256C3)−MP2− (2×512C3)−MP2−
(2×1024FC)− 10FC− softmax.
Naturally, the two KL divergences combine well together and we obtain an update, written in latent
weights as:
ηt+1 = ηt − εε+N
(
Ng + ηt
) ≈ ηt − ε(g + 1N ηt), (18)
where we used that ε  N . We obtained a common SGD step on η with a weight decay factor 1N .
In practice, this weight decay factor may need to be further scaled down in order to compensate for
limitations of factorized approximation.
3 Complete Model
We now can put all building blocks together. Our complete model extends the deep model § 2.2 as
follows. The weights wki in each layer are ±1 Bernoulli with probability θi. Pre-activations a are
extended to incorporate additional processing, importantly batch normalization [18]:
ak = BN(Linear(xk−1, wk)), (19)
where Linear is a binary fully connected or convolutional transform, and BN has real-valued affine
terms (scale, bias) enabled. The model is illustrated in Fig. 2. The proof of ST [36] readily supports
the extension to binary convolutions and extra affine transforms, because pre-activations stay mul-
tilinear as a mapping of all its stochastic binary inputs xk−1, wk. However, the normalization part
of BN and max-pooling violate this property. We therefore need to linearize pre-activations as well,
which is an additional approximation to be aware of.
Initialization The role of the affine parameters in BN is to reintroduce the scale and bias degrees
of freedom, removed by the normalization [18]. In our model these degrees of freedom are important
as they control the strength of pre-activation relative to noise. With the sign activation, they could
be indeed equivalently represented as learnable bias and variance parameters of the noise since
sign(xs+ b− Z) = sign (x− Z−bs ) for s > 0. (20)
Without the BN layer, the result of Linear(xk−1, wk) is an integer in a range that depends on input
sizes. If the noise variance is set to 1, this will lead to vanishing gradients in large networks. With
BN and its affine transform the right proportion can be learned, but it is important to initialize it so
that the learning can happen. We propose the following initialization. We leave BN affine transform
to its default (1, 0) initial values and we normalize the noise distribution to have zero mean and
F ′Z(0) =
1
2 . This choice ensures that the Jacobian 2F
′(a) in Line 5 of Alg. 1 at the mean value of
pre-activation is 1. This ensures good trainability initially. In addition, we can see that with such
scaling and pre-activations standardized, the changes in the pre-activation and the value of cdf at pre-
activation when one unit is flipped may be indeed expected to be small, justifying the linearization
approximations made.
We initialize weight probabilities θ as uniform in [0, 1]. Respectively, we need to initialize latent
weights as η = F−1Z (θ). This initialization and the noise scaling above are the places where the
empirical approaches have to do guessing and one possible reason for obtain varying results.
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Optimization We use MD updates with KL divergence for optimizing the expected loss (10) in
weight probabilities. As proposed in § 2.3, this is equivalent to using identity straight-through Alg. 2
to update latent weights η when the weight noise is logistic. The recent research has shown that the
choice of optimizer may have a significant impact on generalization. In particular, Azizan et al. [3]
show that the optimization with SMD will approximately find the closest solution to the initialization
point as measured by the divergence used in MD. This suggests that MD with KL divergence will
prefer higher entropy solutions, making more diverse predictions and providing further improve-
ments by ensembling. At least, it is easy to see that with updates (15), the weight probabilities θ
stay strictly inside of the interval [0, 1].
Replicating Existing STmethods In Fig. 1 (c-e) we showEZ [sign(a−Z)] = 2FZ−1 in the upper
plots and respectively, twice the density, 2F ′Z in the plots below. Choosing uniform distribution for
Z gives the normalized in the above defined sense density pZ(z) = 121lz[−1,1] and recovers the
common Htanh function used as sign approximation in (e). The logistic noise has normalized
cdf FZ(z) = S(z/2), which recovers tanh as approximation to sign in (d). The triangular noise
has normalized density pZ(z) = max(0, |(2 − x)/4|), which recovers a normalized version of
ApproxSign [23] in (e).
We can replicate the weight update rules with Htanh [17, 2] by assuming uniform noise for latent
weights. In this case Alg. 2 and Alg. 1 are identical as the Jacobian is 2F ′Z = 1. The choices whether
to not clip or to clip the latent weights η correspond, respectively, to either updates of the MD form:
θt = Htanh(ηt) = clip(ηt, 0, 1) ηt+1 = ηt − ε∇θf(θt) (21)
or updates of the projected gradient descent form:
θt+1 = ηt+1 = clip(θt − ε∇θf(θt), 0, 1), (22)
see § A.3. In the former case there is no corresponding MD divergence and we don’t know whether
it is correct. In the latter case, matching [17] we are concerned with that the gradient of the clip
function at 0 or at 1 may be zero, depending on implementation. If this is the case and binarization
is deterministic, once θ hits the boundary, it will have zero gradient and “get stuck” there forever.
4 Experiments
We evaluate the proposed method on CIFAR-10 dataset, which is most commonly used in the pre-
ceding work. We use exactly the same architecture as [10, 17] specified in Fig. 2, which is also
very similar to architectures [32, 29]. This allows for a direct comparison with previously published
results. The learning parameters and training setup are specified in § C. We trained SBNs with
3 choices of noise distributions corresponding to derivative approximations used by prior work as
in Fig. 1. Our test results and quotes for baselines are presented in Table 1. For our trained SBNs, we
report the test performance of the model dealing with its randomness in several possible ways: with
zero noises (det), a random draw of noises for each prediction (1-sample) and predicting using an
ensemble of 10 samples (10-sample). We also show results when only activations are deterministic
(zero noises) and weights are random (det-act).
Results We make the following observations. 1. The models that we train with different choices of
noise, implying different ST rules, all achieve very similar results, which is in contrast to preceding
empirical studies for ST methods. We believe this is allowed by the consistency of the model,
initialization and ST rules. 2. Our models with zero noise at test time (det) are on par with any test-
time binary baseline. 3. Using ensemble of 10 samples from the model improves accuracy, showing
that the model generates diverse predictions, as appropriate for under-determined classification (the
training accuracy in 10-sample mode is above 99.6%). From the last two columns we see that
randomized weights bring more advantage than randomized activations. 4. How well the models
generalize is not well controlled. We believe initialization is one important factor which could be
responsible for difference to [29], but not the focus of this work.
Our code will be available on http://github.com. Preliminary experiments and discussion on
variational Bayesian learning are included in Appendix § B.
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Table 1: Test accuracy for different methods on CIFAR-10. Architecture is the same for each one.
Standard deviations are given w.r.t. to 4 experiment trials with random initializations.
Binary Activations, Stochastic training (SBN / randomized binarization)
Method det 1-sample 10-sample det-act
1-sample
det-act
10-sample
Our SBN with logistic noise 89.6± 0.1 88.3± 0.2 90.6± 0.2 89.1± 0.5 90.6± 0.2
Our SBN with uniform noise 89.7± 0.2 88.8± 0.1 90.5± 0.2 89.4± 0.3 90.4± 0.1
Our SBN with triangular noise 89.5± 0.2 88.7± 0.2 90.0± 0.3 89.4± 0.2 90.4± 0.2
Hubara et al. [17] Torch7 (rand. Htanh) 89.85 - - - -
Peters & Welling [29] (from pretrained) 88.61 2-sample 89.5, 5-sample 90.7, 16-sample 91.2
Binary Activations, Deterministic training
XNOR-Net [32] 89.83
Hubara et al. [17] Theano (det. Htanh) 88.60
ReLU Activations
Fully real-valued ReLU Net 93.72
BinaryConnect [10] (det. Htanh weights) 90.10
5 Conclusion
We have put many ST methods on a solid basis by deriving and explaining them from the first
principles in the framework of SBNs. We obtained different cases for propagating activations and
weights, bringing understanding which function they have and what approximations they involve.
The resulting methods in all cases are strikingly simple, no wonder they have been first discovered
empirically long ago. We showed how our theory leads to reasonable choices that allow for a reliable
application of these methods. We hope that researchers will continue to use these simple techniques,
now with less guesswork and obscurity, as well as develop improvements to them, in particular
refining approximations as needed. We believe the proposed and future improvements can be carried
over to deterministic ST methods as well.
When considering testing our methods also on Imagenet, we found out that good results with binary
methods in the SOTA are obtained exclusively with residual architectures, which involves non-
trivial choices regarding design of residual connections in binary networks. We are looking forward
to address these challenges in the future work.
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A Mirror Descent
A.1 Overview of MD
Mirror descent is a widely used method for constrained optimization first introduced in [26].
Consider the following optimization problem:
min
x∈X⊂Rn
f(x). (23)
Using projected gradient descent (PGD) this problem can be solved as follows:
xk+1 = arg minx∈X f(x) = arg minx∈X f(xk) + 〈∇f(xk), x− xk〉+ 12εt ‖x− x
k‖2︸ ︷︷ ︸
quadratic approximation
= arg minx∈X〈x,∇f(xk)〉+ 12εt ‖x− x
k‖2.
(24)
The main idea of Mirror Descent (MD) is to account for the problem geometry by changing how the distance
is measured.
Let Φ : X → R be strongly convex and continously differentiable on X . Bregman divergence DΦ(p, q)
associated with Φ is defined as
DΦ(p, q) = Φ(p)− Φ(q)− 〈∇Φ(q), p− q〉. (25)
An update of MD algorithm can be written as:
xk+1 = arg min
x∈X
〈x,∇f(xk)〉+ 1
ε
DΦ(x, x
k). (26)
In the general case the solution can be found from
∇Φ(xk+1) = ∇Φ(xk)− ε∇f(xk)
xk+1 = (∇Φ)−1 (∇Φ(xk)− ε∇f(xk)) . (27)
Note that if Φ(x) = 1
2
‖x‖2 then DΦ(p, q) = 12‖p− q‖2, that leads to the update rule of PGD. However with
MD we can choose different DΦ depending on the constraint set. For example, let X be the simplex:
X = 1n = {x ∈ Rn | ∀i : 1 ≤ i ≤ n, xi ≥ 0,
n∑
i=1
xi = 1}. (28)
Consider Φ(x) =
∑
i xi log xi. Then
DΦ(p, q) = KL(p‖q) =
n∑
i=1
pi log
pi
qi
−
n∑
i=1
pi +
n∑
i=1
qi. (29)
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Note that
n∑
i=1
pi =
n∑
i=1
qi = 1. (30)
because p, q belong to the simplex. Therefore DΦ(p, q) = KL(p‖q).
A.2 Application of MD to SBNs
Consider Φ(x) =
∑
i xi log xi. In this case DΦ(p, q) takes the form of KL divergence between two discrete
distributions:
DΦ(p, q) = KL(p‖q) =
n∑
i=1
pi log
pi
qi
(31)
If the constraints have the form p ∈ [0, 1], then DΦ reduces to KL divergence between two Bernoulli distribu-
tions. It can be shown that in this case MD update takes simple form:
η = ηt − εg, (32)
where η = log p
1−p denotes logit of p and g =
∂f
∂p
is the gradient computed with respect to p. This is in contrast
to the standard gradient descent where the update would be computed w.r.t. η.
Proposition 1. Common SGD in latent weights η using the identity straight-through-weights Alg. 2 imple-
ments SMD in the weight probabilities θ with the divergence corresponding to FZ .
Proof. Update for η with identity ST for w has the following form:
ηk+1 = ηk − 2ε ∂L
∂w
= ∇Φ(θk)− ε∂L
∂θ
,
where ∂L
∂θ
is the stochastic gradient estimate in θ. In order for Bregman divergence DΦ to correspond to FZ ,
the mirror map Φ must satisfy the relation∇Φ(θ) = F−1Z (θ). In 1D case it can be explicitly solved with
Φ(x) =
∫ x
0
F−1Z (p)dp.
MD step has the following form:
∇Φ(θk+1) = ∇Φ(θk)− ε ∂L∂θ (33a)
F−1Z (θk+1) = F
−1
Z (θk)− ε ∂L∂θ (33b)
Denoting ηk = F−1Z (θk) and noticing that
∂L
∂θ
= ∂L
∂w
∂w
∂θ
= ∂L
∂w
we obtain the same update rule as with identity
ST.
A.3 Special case of Htanh leading to the MD limit equivalent to PSGD
Let Pa(x) : R → [0, 1] be any smooth strictly monotonically increasing function which approximates Htanh
i.e. Pa has the following properties:
Pa(x) →
a→∞
Htanh(x)
P−1a (p) →
a→∞
(Htanh)−1(p) = p, ∀p ∈ [0, 1]
MD step with Pa has the form:
P−1a (pk+1) = P
−1
a (pk)− ε ∂L∂p (34)
pk+1 = Pa
(
P−1a (pk)− ε ∂L∂p
)
(35)
Taking the limit as a→∞ either in (34) or in (35) we get two different updates:
pk+1 = pk − ε ∂L∂p (36)
pk+1 = Htanh
(
pk − ε ∂L∂p
)
(37)
Due to lack of strict monotonicity of Htanh we do not get correct update in (36) and it can lead pk outside
of [0, 1]. Update (37) is essentially the same update as for the PGD because Htanh is a projection from R to
[0, 1].
13
B Variational inference
We assume factorized uniform prior p(wi= + 1) = p(wi= − 1) = 12 over the weights. Our goal is to
approximate the posterior p(w | D) = p(D|w)p(w)
p(D)
via variational distribution q(w). The variational Bayesian
problem is to minimize over the variational distribution q the KL divergence
KL(q(w)‖p(w | D)) = ∑w q(w) log q(w)p(w|D) = ∑w q(w) log q(w)p(D)p(D|w)p(w) (38)
= −∑w q(w) log p(D | w) + KL(q(w)‖p(w)) + log p(D)
= −Eq(w) log p(D | w) + KL(q(w)‖p(w)) + log p(D).
Expanding data log-likelihood as the sum over all data points, we get
log p(D | w) =
∑
i
log p(xi | w) =
∑
i
li(w). (39)
When multiplying with 1
N
, the first term becomes the usual expected data likelihood, where the expectation is
in training data and parameters w ∼ q(w). Expanding also the parameterization of q(w) = Ber(w | θ), the
variational inference reads
minθ −Ew∼Ber(θ) 1N
∑
i li(w) +
1
N
KL(q(w)‖p(w)) + const . (40)
We employ mirror descent to handle constraints θ ∈ [0, 1] similar to the above but now we apply it to this
composite function, linearizing only the data part and keeping the prior KL part non-linear. Let
g =
1
M
∑
i∈I
∇θEw∼Ber(θ)li(w)
be the stochastic gradient of the data term in the weight probabilities θ. The SMD step subproblem reads
minθ
(
gTθ + 1
ε
KL(Ber(θ)‖Ber(θt)) + 1
N
KL(Ber(θ)‖Ber( 1
2
))
)
. (41)
We notice that KL(Ber(θ)‖Ber( 1
2
)) = −H(Ber(θ)) and also introduce the prior scaling coefficient λ = 1
N
in front of the entropy, which may optionally be lowered to decrease the regularization effect. With these
notations, the composite proximal problem becomes
minθ
(
gTθ + 1
ε
KL(Ber(θ)‖Ber(θt))− λH(Ber(θ))
)
. (42)
The solution is found from the critical point equation in θ:
∇θ
(
gTθ + 1
ε
KL(Ber(θ)‖Ber(θt))− λH(Ber(θ))) = 0 (43a)
g + 1
ε
(
log θ
1−θ − log θ
t
1−θt
)
+ λ log θ
1−θ = 0 (43b)
(ελ+ 1) log θ
1−θ = log
θt
1−θt − εg (43c)
log θ
1−θ =
1
ελ+1
log θ
t
1−θt − εελ+1g. (43d)
For the natural parameters we obtain:
η = η
t−εg
ελ+1
= ηt − ε
ελ+1
(
ληt + g
)
. (44)
We can further drop the correction of the step size ε
ελ+1
since ελ + 1 ≈ 1 and the step size will need to be
selected by cross validation anyhow. This gives us an update of the form
η = ηt − ε(g + ληt), (45)
which is in the form of a standard step in any SGD or adaptive SGD optimizer. The difference is that the
gradient in probabilities θ is applied to make step in logits η and the prior KL divergence contributes the logit
decay λ, which is in this case the latent weight decay. Since the ST gradient in θ differs from the ST gradient
in η by the factor F ′Z , the claim of Proposition 2 follows.
C Details of Experiments
C.1 Main Experiments
As a primary dataset for testing our proposed method we use CIFAR-10 dataset2. It consists of 60000 32x32
color images divided in 10 classes, 6000 images per class. There is a predefined training set of 50000 examples
2https://www.cs.toronto.edu/~kriz/cifar.html
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Table C.1: Test accuracy for different values of β on CIFAR-10. Architecture is the same for each
one. Standard deviations are given w.r.t. to 4 experiment trials with random initializations.
Method mean parameter
entropy
det 1-sample 10-sample det-act
1-sample
det-act
10-sample
β = 0 0.069± 0.005 89.6± 0.1 88.3± 0.2 90.6± 0.2 89.1± 0.5 90.6± 0.2
β = 10−4 0.101± 0.001 89.1± 0.1 88.4± 0.4 90.5± 0.4 89.1± 0.3 90.7± 0.1
β = 10−3 0.252± 0.007 47.7± 0.7 85.7± 0.5 88.9± 0.2 86.8± 0.4 90.7± 0.3
β = 10−2 0.506± 0.105 45.8± 6.2 62.1± 2.4 70.4± 4.1 64.9± 2.0 72.1± 5.0
and test set of 10000 examples. During training we use standard augmentation for CIFAR-10, namely random
horizontal flipping and random cropping of 32×32 region with a random padding of 0-4 px on each side. We
use Adam optimizer [20] in all the experiments. The initial learning rate γ = 0.01 is used for 300 epochs
and then we divide it by 10 at epochs 300 and 400 and stop at epoch 500. This is fixed for all models. All
other Adam hyperparameters such as β1, β2, ε are set to their correspondent default values in the PyTorch [28]
framework. We compute mean and standard deviation for the obtained accuracy by averaging the results over
4 different random seeds for each experiment.
C.2 Experiments on VB
We have conducted experiments on variational inference in the same setup as our main experiments. The main
difference is the non-zero logit decay λ. We report accuracy for the different values of regularization strength
λ = β
N
where β ∈ {10−2, 10−3, 10−4, 0}. Results are given in Table C.1. Since different noise distributions
for activations achieve comparable accuracy, we performed this experiment only with logistic noise model.
Note that β = 0 matches our SBN training without variational Bayes. Contrary to expectations from a Bayesian
learning, results we obtained in Table C.1 show that increasing β does not improve generalization as measured
by the test accuracy despite we optimize the ELBO objective well. We discuss the possible reasons for this
behavior in § D below. At this point it is clear that VB in this simple form is not very helpful and finding a
working formulation is a separate research topic that we leave to future work.
D Why VB Does Not Help To Improve Generalization?
Variational inference for SBN was also discussed in Peters et al. [30]. In contrast to the idea of increasing
entropy in order to have better ensembles, the authors argue that to obtain the single best predictive model
one should reduce the entropy of the binary weights. They propose variance regularizer that encourages more
deterministic weights. The authors of Shayer et al. [35] take similar approach. It appears to us that they also
tried regularizing with entropy, but abandoned the idea since it was not giving an improvement. We would like
to share our observations and discuss why this could be the case.
A fundamental cause why variational inference fails is the poor choice of variational distribution q(w). Fully
factorized Bernoulli distribution over the weights simply cannot fit the full multi-modal posterior p(w|D). The
entropy regularization forces q to fit all of the modes simultaneously, which is impossible. It thus harms fitting
the evidence while not coming even close to fitting the posterior. But we would still expect that a fraction of
this regularization would be useful.
When increasing β even slightly, starting from 10−3, the model suffers from under-fitting — the training
accuracy drops significantly. And more sever with larger regularization. So even a little of regularization is
already too much. It appears that stochasticity in the model and optimization already keep the entropy high
enough. And indeed, with β = 0 we converge to a solution with entropy substantially larger than zero.
Therefore, there is already present an inductive bias towards high entropy solutions in the learning process
due to random initialization, stochastic optimization and the properties of SMD Azizan et al. [3], which in our
setting lead exactly to the entropy regularization.
Finally, we cannot fully exclude that the optimization just becomes too difficult and we cannot arrive at a good
solution of the variational problem.
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