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Abstract
This paper addresses text mining in the cross-disciplinary fields of climate science, marine science and environmental science. It is
motivated by the desire for literature-based knowledge discovery from scientific publications. The particular goal is to automatically
extract relations between quantitative variables from raw text. This results in rules of the form “If variable X increases, than variable Y
decreases”. As a first step in this direction, an annotation scheme is proposed to capture the events of interest – those of change, cause,
correlation and feedback – and the entities involved in them, quantitative variables. Its purpose is to serve as an intermediary step in
the process of rule extraction. It is shown that the desired rules can indeed be automatically extracted from annotated text. A number
of open challenges are discussed, including automatic annotation, normalisation of variables, reasoning with rules in combination with
domain knowledge and the need for meta-knowledge regarding context of use.
Keywords:Text Mining, Literature-based Discovery, Climate Science, Marine Science, Environmental Science, Corpus Annota-
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1. Introduction
One of the characteristics of the cross-disciplinary fields of
climate science, marine science and environmental science
is the existence of many different processes that affect each
other in direct and indirect ways, resulting in highly com-
plex systems. In climate science, for example, climate feed-
back is defined as “An interaction in which a perturbation
in one climate quantity causes a change in a second, and
the change in the second quantity ultimately leads to an ad-
ditional change in the first. A negative feedback is one in
which the initial perturbation is weakened by the changes it
causes; a positive feedback is one in which the initial per-
turbation is enhanced.” (Stocker et al., 2013). Identifying
such feedback processes is generally considered a crucial
step in understanding and predicting phenomena like global
warming.
Unfortunately much potential knowledge regarding pro-
cesses and their interactions is hidden in the scientific liter-
ature, scattered over journals catering to different scientific
communities with relatively little communication among
them. Given the vast and constantly growing nature of
this body of literature, it is indeed hard for individual re-
searchers to keep track of all relevant publications in their
field of expertise, let alone of those in related or even more
distant areas.
Text mining of scientific literature may contribute to alle-
viating this problem (Etzioni, 2011). Climate, marine and
environmental science may all benefit from automatic ex-
traction of processes and their interactions from scientific
publications. Extracted information can be indexed, thus
allowing researchers to search for interactions between pro-
cesses in a much more effective way than with conventional
keyword-based search engines.
In addition, this structured data can be used for inference
in discovery support systems. For example, pairs of cause
and effect processes can be chained together, possibly in
combination with existing domain knowledge, in order to
suggest hypotheses about indirect interactions or feedback
loops or to point out contradictory findings. Such discov-
ery of implicit knowledge in a body of literature is aimed
for in the field of literature-based discovery (LBD). The
first results in LBD were produced by Swanson (1986a)
through manually executing a search algorithm based on
co-occurrence statistics of terms. This allowed him to com-
bine two publicly available knowledge fragments – (1) Fish
oils reduce blood viscosity and (2) patients with Raynaud’s
disease tend to exhibit high blood viscosity – to form the
hypothesis that fish oils treat Raynaud’s disease. The hy-
pothesis was later confirmed experimentally. Even though
both knowledge fragments were publicly available to any
researcher, nobody had been aware of both knowledge frag-
ments and made the connection.
The aim of LBD is to create systems that provide discovery
support to uncover such potential hypotheses, which Swan-
son referred to as undiscovered public knowledge (Swan-
son, 1986b). Most LBD methods are based on chaining
of unspecified relations, using term co-occurrence frequen-
cies as heuristic evidence for a relation between two terms.
Terms are usually extracted as n-grams from the text (Lind-
say and Gordon, 1999) or taken from a controlled vocabu-
lary or ontology (Weeber et al., 2001).
Recently, co-occurrence based LBD methods have come
under critique for yielding imprecise results, as they fail to
exploit the true breadth of knowledge contained in the sci-
entific literature. Hristovski et al. (2008) therefore advocate
a text mining based approach, where relation extraction is
used to discover specific relations between two concepts.
This enables more precise and complex query patterns.
LBD efforts along these lines in the biomedical domain
have taken advantage of existing tools such as SemRep
(Rindflesh and Fiszman, 2003). SemRep is a major text
mining system for the biomedical domain that exploits
structured domain knowledge found in the Unified Medical
Language System (UMLS)1. The UMLS consists of three
tools: a lexicon, a semantic network and a meta-thesaurus.
Using underspecified symbolic language processing, Sem-
Rep is able to extract a wide range of specific relations,
such as TREATS, HAS PART and LOCATION OF. How-
ever, adapting such tools to less resourced domains, such as
marine science, is difficult because of the lack of resources
like UMLS and because of the knowledge, time and effort
required for writing extraction rules.
Other work has concentrated on relation and event extrac-
tion through machine learning. Causal relations are one
of the most commonly targeted relations. In (Miha˘ila˘ and
Ananiadou, 2013), several machine learning algorithms are
applied to recognise causality triggers such as therefore,
because, as a result of, etc. The approach is tested on
BioCause (Mihaila et al., 2013) and BioDRB (Prasad et
al., 2011) corpora, which consist of articles with manu-
ally annotated causal relations between named entities in
the biomedical domain. A machine learning approach has
also been applied by Pechsiri and Piriyakul (2010) to ex-
tract causal relations in the agricultural domain, which are
then used to construct explanation knowledge graphs that
represent the domain knowledge. Supervised learning re-
quires domain-specific training material though, which is
currently lacking in our domain of climate science, marine
science and environmental science.
An alternative approach may be the use of unsupervised
learning and clustering techniques. As an example of
unsupervised techniques for causal relation extraction,
Hashimoto et al. (2012) propose a set of relations that can
be used to detect causality. They identify excitatory, in-
hibitory and neutral relations with a corresponding set of
extraction templates. More templates are acquired automat-
ically by a bootstrapping process. Excitatory relations are
then used for extraction of contradictions, causality rela-
tions and generation of causality hypotheses. A disadvan-
tage of these approaches is that their performance is gen-
erally far less accurate than that of supervised methods.
In addition, it seems they are not capable of covering the
more complex events of changing processes and their inter-
actions, as we are interested in here.
Other approaches have explored extraction of more fine-
grained types of events, including those of increase and de-
crease. Zambach and Lassen (2010) identify and linguisti-
cally analyse verbs that express regulation relations, posi-
tive and negative, between processes and substances in the
biomedical domain. They suggest that their analysis can
benefit extraction of, as well as reasoning over, these rela-
tions in the biomedical domain, although no implementa-
tion or evaluation was carried out.
In sum, currently text mining in climate science, marine
science and environmental science appears to be virtually
non-existent. Our research agenda targets developing text
mining in this area, in particular towards applications in
LBD. Existing approaches and tools from other domains
1http://www.nlm.nih.gov/research/umls/
such as biomedicine are not readily applicable and do not
provide extraction of the type of processes and interactions
needed for our purposes. Development of domain-specific
event extraction tools is therefore high our agenda. Follow-
ing the lead of text mining initiatives in biomedicine (Kim
et al., 2009), we explore manual text annotation for creat-
ing annotated corpora, which can be used to train classifiers
for automatic annotation, and ultimately automatic rule ex-
traction. In Section 2., an annotation scheme is proposed
to annotate the events of interest – those of change, cause,
correlation and feedback – as well as the entities involved in
them. Its purpose is to serve as an intermediary step in the
process of rule extraction. It is shown in Section 3. that such
rules can indeed be automatically extracted from annotated
text. Section 4. discusses a range of open challenges, in-
cluding automatic annotation, normalisation of variables,
reasoning with rules in combination with domain knowl-
edge and the need for meta-knowledge regarding context of
use. The final Section 5. lists conclusions and future work.
2. Annotation
2.1. Procedure
The data consisted of 12 abstracts (2369 words) from re-
cent, high-quality scientific journal publications about the
relation between climate and ocean changes. These were
selected by our domain expert (author MVA) as a reason-
ably representative sample of the text type in the targeted
area, comprising multi-disciplinary work in marine biol-
ogy, marine chemistry, oceanography, environmental sci-
ence, climate science, biogeoscience and geophysics. Text
was automatically extracted from PDF files. Abstracts were
manually extracted, tokenised and split into sentences, also
allowing for manual correction of minor PDF-to-text con-
version errors.
Annotation was carried out using the Brat annotation tool
(Stenetorp et al., 2012). The annotation scheme described
below was developed in an iterative fashion in close collab-
oration with our domain expert. It is inspired by annotation
efforts in the biomedical domain such as the GENIA cor-
pus (Kim et al., 2003) and the corpora used in the BioNLP
shared tasks on event extraction (Kim et al., 2009). It cov-
ers a particular type of events – those of change, cause, cor-
relation and feedback – and the entities involved in them,
quantitative variables. The primary reason for annotation is
not to analyse the text according to some linguistic formal-
ism or theory, or to follow some knowledge representation
formalism or ontological theory. Instead the purpose of the
annotation is rather pragmatic: to serve as an intermediary
step in the process of extracting rules about the relation be-
tween quantitative variables from raw text.
2.2. Annotation scheme
The resulting annotation scheme involves one type of en-
tity (variable), several types of events (change, increase,
decrease, cause, correlate, feedback) and some basic logic
structure (and/or, negation).
2.2.1. Variables
A quantitative variable is an entity that can be counted or
measured. Its value can be naturally expressed by a number
such as a count, a ratio, a percentage or a scalar (quantity
of units). It can be regarded as a (potential) quantitative
variable in an experiment or a model. Not every variable
in the text is labeled as such. To save annotation time and
effort, only those variables related to a change are anno-
tated. The direction of change can be positive (increasing),
negative (decreasing) or unspecified (either increasing or
decreasing), but there must always be a clear cue in the text
that the variable is involved in some change. Examples of
changing, increasing and decreasing variables respectively:
(1) a. significant changes in [surface ocean pH]
b. rise in [atmospheric CO2 levels]
c. decline in [marine primary production]2
In contrast, the text spans in (2) are not annotated as vari-
ables.
(2) a. *[carbon dioxide] and [light] are two major pre-
requisites of photosynthesis
b. *changes in [the network of global biogeochem-
ical cycles]
c. *The concentrations of [DFe] and [TaLFe] were
relatively high
The text spans in (2-a) are measurable, in principle at least,
but there is no textual cue in the context indicating that they
are subject to change. The text span in (2-b) admittedly
identifies something that is changing, but it is an abstrac-
tion – not something that can be measured and naturally
expressed through a number. The ones in (2-c) express a
static state rather than a dynamic event. The reason for ex-
cluding cases like these is that they do not lead to useful
rules about the relation between quantitative variables.
Variables must be indicated as precisely as possible, that
is,including any relevant specifications, modifications or
conditions. So instead of (3-a), (3-b) is preferred.
(3) a. *a difference in [carbon concentration] between
the ocean surface and the deep waters
b. a difference in [carbon concentration between
the ocean surface and the deep waters]
The choice is motivated by the assumption that, given a
syntactic parse, it is usually easier to generalize a complex
argument by stripping modifiers than the other way around.
Variables are tagged with the label VARIABLE. We intend
to distinguish different subclasses of variables, resulting in
a more fine-graned categorisation of entities, in the near
future. For now, we focus on annotation of the events and
basic logic structure.
2.2.2. Change, Increase and Decrease
A change is an event in which the value of a quantitative
variable is changing. The direction of change can be pos-
itive (increasing), negative (decreasing) or unspecified (ei-
ther increasing or decreasing), but there must always be a
clear cue in the text that the variable is involved in a change.
This is referred to as the trigger for the event.
2The total amount of energy produced by marine organisms
such as photosynthetic plankton.
Examples of triggers for event types of change, increase
and decrease are:
(4) a. [regional changes in] phytoplankton
b. [addition of ] labile dissolved organic carbon
c. [to slow down] calcification in corals
Changes must apply to a variable; hence the text span in (5)
does not trigger a change event.
(5) *marine primary production is sensitive to climate
[variability and change]
Events of increase, decrease and undirected changes are
tagged as INCREASE, DECREASE and CHANGE respec-
tively. Events are related to variables through thematic
roles, which specify the different participants in the event.
Change events must always have a THEME role that is filled
by the variable that is changing. Typical annotation exam-
ples are therefore:3
(6) a. [DECREASE reduced] [THEME calcite production]
b. [CHANGE significant changes in] [THEME surface
ocean pH]
Change events can also function as Cause/Correlate events,
as will be described in the next Section, in which case they
take an AGENT or CO-THEME role as well.
2.2.3. Cause
Cause events involve a pair of changes where the first
change causes the second change. Since a change event in-
volves a changing variable, as its theme, causal events thus
express a causal relation between two changing variables.
The trigger of a cause event is annotated with a CAUSE tag.
Triggers are often verbs, but can also be adjectives (stimu-
latory), adverbs (therefore) or subjunctive phrases (due to,
in response to) or other phrasal expressions (has an effect
on).
Cause events must always have two thematic roles: an
AGENT identifying the cause and a THEME identifying the
effect. Examples of cause events are:
(7) a. [AGENT rise in atmospheric CO2 levels] [CAUSE
causes] [THEME significant changes in surface
ocean pH]
b. [AGENT Fe(III) addition in the presence of GA
(FeGA)] [CAUSE gave] [THEME higher Fe(II) con-
centration]
c. [AGENT diminished calcification] [CAUSE led to]
[THEME a reduction in the ratio of calcite precip-
itation to organic matter production]
In many cases, a cause event and a change event share one
and the same trigger, as in the following examples:
(8) a. [AGENT changes in the magnitude of total and
export production] [CHANGE can strongly influ-
ence] [THEME atmospheric CO2 levels]
b. [THEME calcification and net primary produc-
tion] [INCREASE are significantly increased by]
3We use labeled brackets to denote entities, events or thematic
roles, depending on the context of discussion.
[AGENT high CO2 partial pressures]
c. [AGENT addition of labile dissolved organic car-
bon] [DECREASE reduced] [THEME phytoplankton
biomass]
In (8-a), can strongly influence serves as the cue for a
change event with variable atmospheric CO2 levels as its
theme. At the same time, it is the trigger for a cause event
with agent changes in the magnitude of total and export
production and theme atmospheric CO2 levels. In princi-
ple, both events can be annotated separately. However, in
order to avoid a needlessly complex annotation, we chose
to not annotate the cause event explicitly. Instead changes
in the magnitude of total and export production is given the
role of agent in the change event. Presence of an agent role
suffices to infer the cause event. In other words, where there
is both a cause event and a change event, we annotate the
change event because it can be inferred from the presence
of the agent role that a cause event is also being annotated.
Two more instances of this pattern are shown in (8-b)4 and
(8-c).
2.2.4. Correlate
Correlate events involve a pair of changes where the first
change correlates with the second change. Since a change
event involves a changing variable, as its theme, corre-
late events thus express a correlation between two chang-
ing variables. That is, if one of them changes, the other
changes along. Correlations have two roles, THEME and
CO-THEME, both of which should be fulfilled by a change
event (i.e. INCREASE, DECREASE or CHANGE). Examples
of correlate events:
(9) a. [THEME reduced calcite production] [CORRELATE
was accompanied by] [CO-THEME an increased
proportion of malformed coccoliths]
b. [THEME carbon:nutrient ratio turns out to de-
crease] [CORRELATE with] [CO-THEME increasing
mixed-layer depth and temperature]
c. Here we report [THEMe reduced calcite produc-
tion] [CORRELATE at] [CO-THEME increased CO2
concentrations]
d. [CORRELATE When] [CO-THEME bacterial growth
rate was limited by mineral nutrients], [THEME
extra organic carbon accumulated in the sys-
tem]
Notice that correlation can be triggered by a verb (9-a), a
preposition (9-b-c) or an adverb/conjunction (9-d).
Statistically speaking, correlation is not a directional rela-
tion, in contrast to causation. That is, if a change in variable
A is correlated with a change in variable B, then it follows
that a change in variable B is correlated with a change in
variable A. However, in discourse there is often a distinc-
tion between a variable of interest (the dependent variable)
and a related variable (the independent variable). Thus even
4The agent in example (8-b), i.e. high CO2 partial pressures,
is arguably not an event but a state. However, we took the liberty
to interpret this as increasing CO2 partial pressures in this con-
text, which is in accordance with the interpretation of our domain
expert.
though strictly speaking there is no causal relation between
the two variables, the text usually takes a particular perspec-
tive, suggesting one is more central than the other. By con-
vention, the central variable is tagged as THEME, whereas
the other one is tagged as CO-THEME. The rule of thumb is
that the co-theme is syntactically the argument of a prepo-
sition (e.g. with, at, under) or an adverb/conjunction (e.g.
when).
Occasionally correlations can hold between a change event
and a variable, or even between two variables, rather than
between two change events. In these exceptional cases, we
assume the variable is interpreted as changing (i.e. as being
part of an implicit change event), because it is involved in
a correlate event. Two examples of this exceptional pattern
are:
(10) a. [THEME:INCREASE Concentrations of DFe
increased slightly] [CORRELATE with]
[CO-THEME:VARIABLE depth in the water column]
b. [THEME:VARIABLE growth rates in the high-
CO2-grown cells] [CORRELATE were related to]
[CO-THEME:VARIABLE light level]
In (10-a), the role of co-theme is not taken by a change
event, but by the variable depth in the water column. It is
thus assumed that the depth in the water column is a chang-
ing variable in the correlation described. Similarly, (10-b)
has both roles of the correlate event taken up by variables,
which are therefore interpreted as subject to change.
2.2.5. Feedback
Feedback loops are an important concept in climate sci-
ence. An example is that of the relation between rising
temperature and methane release: a rise in temperature
causes more permafrost to melt, which causes more release
of methane in the atmosphere (a “green house” gas), which
causes further rising of the temperature, and so on. How-
ever, explicit mentioning of feedback events in the text ap-
pears to be rare compared with the frequent occurrence of
change events, so our proposal for annotation of feedbacks
is currently based on only a couple of instances. Feed-
back events hold between two variables, filling the roles
of THEME and CO-THEME, as exemplified below:
(11) our model suggests the existence of [+FEEDBACK
a positive feedback between] [THEME temperature]
and [CO-THEME atmospheric CO2 content]
Analogously to change events, feedback events can be
positive (self-sustaining, self-enhancing), negative (self-
stabilising, self-diminishing) or of unspecified polarity.
Positive or negative feedback are annotated with an at-
tribute whenever a trigger is present.
2.2.6. Referring expressions
Referring expressions such as anaphoric expressions (e.g.
it, this) and underspecified definite descriptions (e.g. the
process) are annotated only in so far as they play a thematic
role in an event of interest. Consider the following narra-
tive:
(12) s1: Future shoaling of upper-mixed-layer depths
will expose phytoplankton to [INCREASE in-
creased] [THEME mean light intensities].
s2: [REFEXP/AGENT This] [CAUSE may cause]
[DECREASE a widespread decline in] [THEME
marine primary production]
A graphical representation of a slightly extended version
of this example is shown in Figure 1. The first sentence
contains an INCREASE event, which is referred to in the
second sentence by means of the referring expression This,
establishing it as the cause for the DECREASE event. Such
referring expressions must therefore be resolved in order to
deduce the rule that an increase in mean light intensities
causes a decrease in marine primary production. In order
to achieve this, they are tagged as REFEXP and connected
with their antecedent by means of a COREF relation.
2.2.7. Combinations
Variables or events can be combined through conjunction
or disjunction. Such combinations are labeled as AND or
OR, where their constituents fill the role of PART. In (13-a),
for example, the combination AND serves as the theme of
the INCREASE event. Likewise, two increasing events are
combined to serve as the theme in a causal event.
(13) a. [INCREASE increasing] [PART:VARIABLE mixed-
layer depth] [THEME:AND and] [PART:VARIABLE
temperature]
b. [CAUSE gave] [PART:INCREASE higher ] [THEME
Fe(II) concentration] [THEME:AND and]
[PART:INCREASE higher] [THEME growth rate of
phytoplankton]
The alternative option in (13-a) is to tag the whole com-
bined phrase as a single variable. We chose not do so be-
cause coordination is a notoriously hard problem for syn-
tactic parsers and any help from the annotation in resolving
ambiguity should be exploited. Notice also that a similar
option is not available in (13-b), as considering the whole
combination as a single change event would result in loss
of substantial information.
There are certain cases, like where an adjectival modifier
modifies a conjunction of two variables, that can not be ac-
commodated by the proposed annotation scheme. This is
not a shortcoming of the Brat annotation tool, but a matter
of trade-off between expressivity and complexity: cover-
ing these instances requires additional relations or events,
which would further complicate the annotation process.
However, judging from the sample texts annotated so far,
these cases are rare.
2.2.8. Negation
Events can carry a negation attribute to account for exam-
ples such as:
(14) a. TaLFe [CORRELATE+NEG did not show any con-
sistent trend with] depth
b. [CHANGE+NEG No differences] in cellular or-
ganic carbon:nitrogen ratios were observed
Triggers for negation are currently not explicitly annotated.
3. Rule extraction
The proposed annotation allows for automatic extraction
of rules about the relations between quantitative variables.
There are three main types of rules: causal rules, correla-
tion rules and feedback rules.
Causal rules are of the type “If variable X changes, than
variable Y changes”. An example of such a rule and its
source text is shown in Figure 1. The notation uses sin-
gle arrows to denote changing variables, where ‘↑’ stands
for ’increasing’, ‘↓’ for ’decreasing’ and ‘l’ for ’changing.’
Parts of a combination are joined by ‘∧’ or ‘∨’ and delim-
ited by square brackets. A causal relation is denoted by the
double arrow ‘=⇒’. Causal rules are basically extracted by
looking for CAUSE events, taking their AGENT and THEME
roles for cause and effect respectively. Notice that in Fig-
ure 1, interpreting combinations and resolving referring ex-
pressions to their antecedent takes some additional process-
ing. Another source for causal rules is change events with
both AGENT and THEME roles.
Correlation rules are of the type “Changes in variable X
correlate with changes in variable Y”, as exemplified in Fig-
ure 2. The curly arrow ‘ ’ is used to indicate the relation
between a independent and a dependent variable. These
rules are extracted from CORRELATE events, using their
CO-THEME role as the independent variable (LHS of the
rule) and their THEME role as the dependent variable (RHS
of the rule).
Feedback rules, an example of which is shown in Figure 3,
are of the form: “Changes in variable X feed back through
changes in variable Y”. The feedback relation is denoted by
a double sided arrow ‘⇐⇒’, optionally with a superscripted
’+’ or ’-’ for positive and negative feedback respectively.
Notice that conceptually a feedback relation is assumed to
hold between changing events. However, often there is no
explicit trigger for a change event present in the text. For
example, in the annotation in Figure 3, both roles are filled
by variables instead of change events. Such variables are
therefore ’promoted’ to change events during rule extrac-
tion, resulting in ‘l temperature’ and ‘l marine primary
production’. Similar promotions apply occasionally to vari-
ables in events of change, cause or correlation (cf. Sec-
tion 2.2.4.).
4. Discussion
The annotation scheme proposed below seems a good can-
didate for the purpose of rule extraction. However, it has
only been tried on a small set of abstracts and it remains to
be seen how it holds up when applied to more text. To pro-
vide some indicative statistics, the pilot-corpus contains the
following number of labels: 107 VARIABLE, 33 CHANGE,
82 INCREASE, 50 DECREASE, 20 CAUSE, 26 CORRELATE,
32 AND, 2 OR, 5 REFEXP and 2 NEGATION. Annotation
of more text is required to settle certain corner cases and
is likely to reveal additional issues. For example, the cur-
rent scheme can not capture the fact that ocean acidification
is an event, i.e., a decrease of the pH of the ocean water.
If similar examples turn out to occur frequently, this may
cause a revision of the annotation scheme. Inter-annotator
agreement has not been measured so far. In addition to this,
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Carbon dioxide and light are two major prerequisites of photosynthesis.
Rising CO2 levels in oceanic surface waters in combination with ample light supply are therefore often considered 
stimulatory to marine primary production.
Here we show that the combination of an increase in both CO2 and light exposure negatively impacts 
photosynthesis and growth of marine primary producers.
When exposed to CO2 concentrations projected for the end of this century, natural phytoplankton assemblages of the 
South China Sea responded with decreased primary production and increased light stress at light intensities 
representative of the upper surface layer.
The phytoplankton community shifted away from diatoms, the dominant phytoplankton group during our field campaigns.
To examine the underlying mechanisms of the observed responses, we grew diatoms at different CO2 concentrations and 
under varying levels (5–100%) of solar radiation experienced by the phytoplankton at different depths of the euphotic zone.
Above 22–36% of incident surface irradiance, growth rates in the high-CO2-grown cells were inversely related to 
light levels and exhibited reduced thresholds at which light becomes inhibitory.
Future shoaling of upper-mixed-layer depths will expose phytoplankton to increased mean light intensities.
In combination with rising CO2 levels, this may cause a widespread decline in marine primary production and a 
community shift away from diatoms, the main algal group that supports higher trophic levels and carbon export in the 
ocean.
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[ ↑ mean light intensities ∧ ↑ CO2 levels ] =⇒ ↓ marine primary production
Figure 1: Example of a causal rule extracted from a pair of annotated sentences
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Biological activity gives rise to a difference in carbon concentration between the ocean surface and the deep waters.
This difference is determined by the carbon:nutrient ratio of the sinking organic material and it is crucial in determining the 
distribution of CO2 between the atmosphere and the ocean.
For this reason, it is interesting to determine whether the physical environment affects the carbon:nitrogen ratio of 
phytoplankton.
Using a model with a novel representation of the effect of temperature on phytoplankton stoichiometry, we have 
investigated the influence of mixed-layer depth and water temperature on the elemental composition of an algal community.
In the light-limited regime, the carbon:nutrient ratio turns out to decrease with increasing 
mixed-layer depth and temperature.
Hence our model suggests the existence of a positive feedback between temperature and atmospheric CO2 content 
through the stoichiometry of phytoplankton.
This feedback may have contributed to the glacial/interglacial cycles in the atmospheric CO2 concentration.
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[ ↑ mixed-layer depth ∧ ↑ temperature ]  ↓ the carbon:nutrient ratio
Figure 2: Example of a orrelation rule extracted from an annotated sentence
we are also considering a type of evaluation in which ex-
tracted rules and their corresponding source texts are shown
to domain experts, who are then asked to judge if the rule
is entailed by the text.
Manual annotation is costly. There are at least two strate-
gies which may reduce annotation time and costs. The first
one is to bootstrap from existing extraction systems. Re-
cent advances in open information extraction, where there
is no predefined set of entities and relations, have resulted
in open source systems like ReVerb (Fader et al., 2011)
and it successor OpenIE. Banko and Etzioni (2008) claim
that when the number of target relations is small, and their
names are known in advance, an open IE system is able to
match the precision of a traditional supervised extraction
system, though at substantially lower recall. This suggests
that at least a part of the annotation can be accelerated with
the help of such tools.
A second strategy to reduce annotation costs involves the
use of active learning, which is a training method for su-
pervised learners that tries to obtain maximal performance
gain with minimal annotation effort (Olsson, 2009). It is
an iterative procedure, starting with a small amount of la-
beled data and a large amount of unlabelled data. In each
iteration, a classifier is trained on the labeled data and sub-
sequently applied to the unlabelled data. Only the most
informative instances – e.g., those for which classification
confidence is lowest – are passed on to a human anno-
tator for manual annotation. These manually labeled in-
stances are added to the training data and the procedure is
repeated. Good results have been reported with the use of
active learning, e.g. by (Gamba¨ck et al., 2011).
The extracted rules expressing relations of correlation,
causality or feedback between quantitative variables are in-
tended to be used in knowledge discovery support systems.
One use case is to search for other variables directly re-
lated to a certain variable of interest. For example, find
all processes that affect or are affected by a rise in atmo-
spheric CO2 level. The variable in question may be ex-
pressed in many different ways though, for example, as
CO2, atmospheric CO2, CO2 concentrations or CO2 par-
tial pressures, but not as CO2 levels in oceanic surface
waters or the distribution of CO2 between the atmosphere
and the ocean. Simple string matching between the vari-
ables in queries to those in rules will given limited recall
and precision. Related to this is the issue of differences
in terminology across research fields. For instance, export
production and biological pump are different terms, used
by chemists and biologists respectively, for the same pro-
cess of carbon cycling in the oceans. One possible strategy
to cope with this issue is to have a more fine-grained cate-
gorisation of entities, allowing different surface realisations
to be mapped to the same underlying domain concept. This
would allow more general rules to be extracted, and could
also be beneficial in helping to bootstrap lexical resources.
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Biological activity gives rise to a difference in carbon concentration between the ocean surface and the deep waters.
This difference is determined by the carbon:nutrient ratio of the sinking organic material and it is crucial in determining the 
distribution of CO2 between the atmosphere and the ocean.
For this reason, it is interesting to determine whether the physical environment affects the carbon:nitrogen ratio of 
phytoplankton.
Using a model with a novel representation of the effect of temperature on phytoplankton stoichiometry, we have 
investigated the influence of mixed-layer depth and water temperature on the elemental composition of an algal community.
In the light-limited regime, the carbon:nutrient ratio turns out to decrease with increasing 
mixed-layer depth and temperature.
Hence our model suggests the existence of a positive feedback between temperature and atmospheric CO2 content 
through the stoichiometry of phytoplankton.
This feedback may have contributed to the glacial/interglacial cycles in the atmospheric CO2 concentration.
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l temperature ⇐⇒+ l marine primary production
Figure 3: Example of a feedback rule extracted from an annotated sentence
Ultimately all relevant entities may be normalised by link-
ing them to a unique concept in a domain ontology (Bada
et al., 2012). However, whereas the concepts of interest in
biomedicine are relatively well understood – including such
entities as cells, proteins and genes – and covered by widely
used ontologies, such common ground currently seems to
lack in climate, marine and environmental science science.
A different but related problem is exemplified in correla-
tion rule (15-b) extracted from the second part of sentence
(15-a).
(15) a. Concentrations of DFe increased slightly
with depth in the water column, while that of
TaLFe did not show any consistent trend with
depth.
b. ¬ [ l depth  l that of TaLFe ]
The problem is that depth in (15-b) is too general and
should in fact be linked to depth in the water column for
proper interpretation. Likewise, that of TaLFe should be
interpreted as concentrations of TalFE. This illustrates the
need for coreference resolution and more general, linking
of subsequent mentions of the same entity in the text, a no-
toriously hard task in NLP.
Apart from search, another use case for extracted rules is to
generate potential hypotheses about indirect relations be-
tween variables or feedba k loops m ng them. This c n
be accomplished by chaining together two or more rules,
matching the change event on the right-hand-side of one
rule to a similar change event on the left-hand-side of an-
other rule. Matching gives rise to the same problems dis-
cussed above, i.e., different ways of referring to the same
entity. In addition, there is the issue of context-dependency.
Most rules are not universally applicable, but only apply
under certain conditions in a particular context. For ex-
ample, a rule may be limited in scope to certain biologi-
cal species or organisms, a particular geographical region
or historical time period, subject to a given assumption
(only if . . . ), etc. This is related to initiatives for anno-
tating meta-knowledge such as confidence level (fact vs.
conjecture), source (resulting from observation vs. analy-
sis) or origin (present or cited work) as in (Thompson et al.,
2011). Proper modelling of rule context would require a
rather deep understanding of the whole text. Although we
acknowledge the importance of conditions on events, we in-
tend to leave their annotation to a later stage. For now, we
plan to leave this to the user by offering facilities in the user
interface to quickly inspect the source text for each rule.
Inference with rules may be further enhanced by exploiting
domain knowledge. For example, given an ontology which
contains the fact that diatoms are a kind of phytoplankton,
rules containing either of the terms may be generalised by
substituting the hypernym or specialised by substituting the
hyponym. In a similar vein, rules can be generalised by
removing specifiers, modifiers or parts of a conjunction.
Whether or not this constitutes valid inference seems con-
nected to recent developments in textual entailment, in par-
ticular work on natural logic (MacCartney and Manning,
2008).
5. Conclusion
An annotation scheme was proposed to capture events of
change, cause, correlation and feedback, as well as the en-
tities involved in them, in the cross-disciplinary fields of
climate science, marine science and environmental science.
It was shown that rules about the relation between changing
processes can be automatically extracted from annotated
text. Follow-up work will involve annotating more text, as
well as measuring inter-annotator agreement and rule ade-
quacy. Simultaneously, tools for automatic annotation will
be developed. Future work will also address normalisation
of entities, tracking of entity mentions, modelling of rule
context and combination with domain knowledge.
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