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Francisco Rosa´rio, Student Member, IEEE, Francisco A. Monteiro, Member, IEEE,
and Anto´nio Rodrigues, Member, IEEE
Abstract
In this letter, methods and corresponding complexities for fast matrix inversion updates in the context
of massive multiple-input multiple-output (MIMO) are studied. In particular, we propose an on-the-fly
method to recompute the zero forcing (ZF) filter when a user is added or removed from the system.
Additionally, we evaluate the recalculation of the inverse matrix after a new channel estimation is
obtained for a given user. Results are evaluated numerically in terms of bit error rate (BER) using the
Neumann series approximation as the initial inverse matrix. It is concluded that, with fewer operations,
the performance after an update remains close to the initial one.
Index terms - massive MIMO, ZF, matrix inversion lemma, Neumann series.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) and its extension to very large arrays have been a trending
topic of research in the past few years. The theoretical advantages of massive MIMO systems are clear:
increased spectral capacity while attaining high energy efficiencies [1]. However, with the increase of the
number of dimensions, using conventional MIMO algorithms may not be suitable any more in terms of
computational efficiency and new methods must emerge.
Exploiting the massive MIMO effect, denoted in the literature as channel hardening, it is possible to
use low complexity methods, whilst attaining near optimal performance [2]. Namely, linear detection and
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2precoding techniques are proven to achieve close to maximum diversity. Energy constrained applications,
such as base stations (BS) and full-duplex relays, can effectively take advantage of this fact to serve a
large number of users simultaneously [3], [4].
Implementation complexity and hardware feasibility have always been carefully evaluated when design-
ing platform targeted algorithms. Without compromising the performance of the system, low complexity
methods to retrieve the information from the received signal should be looked for. For these reasons, [5]
recently proposed the use of the Neumann series for a fast and efficient approximate inversion method
of matrices. In the same work, it has been demonstrated that, as long as the number of BS antennas is
much larger than the number of users, block error rates (BLER) similar to the ones with an exact inverse
can be achieved, while reducing one order of magnitude in terms of required computations.
In this letter, capitalizing on the results obtained so far in the literature with the Neumann series, we
propose and evaluate methods based on the matrix inversion lemma to update the inverse, when a user
is added or removed from the system. Similar matrix deflation methods to reduce complexity have been
proposed in [6], [7] in the context of V-BLAST systems. Additionally, we provide a method to recompute
the inverse when a single user channel estimation has changed. All of the proposed algorithms require a
low number of calculations and are memory transfer friendly. This reduction in computation time might
be specially useful not only in slow fading environments with a dynamic set of active of users1, but also
in fast fading channels where new channel estimations are obtained very frequently. Using the Neumann
series inverse approximation as the input, the impact of the algorithms in the bit error rate (BER) is
evaluated and compared via numerical simulations.
II. SYSTEM MODEL
Consider a large scale uplink multiuser MIMO system with N antennas at the BS and M < N single
antenna users. Each user transmits a symbol from an m-QAM constellation set A with average power σ2x.
The resulting transmit vector is denoted by x = [x1, x2, ..., xM ]T , has correlation matrix E(xxH) = σ2xI
and is filtered by a channel matrix H ∈ CN×M , whose entries satisfy CN (0, 1). At the receiver, additive
white Gaussian noise (AWGN) is added and the received vector y ∈ CN×1 can, hence, be expressed as:
y = Hx+ n, (1)
where n ∼ CN (0, σ2n). Under this model, the signal-to-noise ratio at the BS is defined as SNR =M σ
2
x
σ2n
.
Perfect knowledge of H is assumed at the receiver.
1Note that performing resource allocation in cellular systems using massive MIMO basically amounts to admission control
[8] (i.e., decide which users are active or inactive).
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3III. LINEAR DETECTION AND NEUMANN SERIES
From the received signal, one is interested in performing hard decisions of x, denoted by xˆ. Note that
channel coding techniques will not be considered in this paper; though, the results herein presented are
straightforwardly extensible to coded transmissions. Further, the proposed methods are also applicable in
linear precoding.
A large variety of massive MIMO detection algorithms exist in the literature [9]; however, under the
assumption that M << N , linear detection methods are proven to perform close to optimal [2]. Then, the
matrix inversion-dependent conventional zero forcing (ZF) filter will be considered for analysis purposes
(extension to the better performing minimum mean-square error (MMSE) receiver is straightforward). To
this end, define the Gram matrix Z = HHH ∈ CM×M and compute the ZF estimation as:
xˆzf = Q((HHH)−1HHy) = Q(Z−1HHy), (2)
where Q(·) is the quantizer operator to the nearest point in the constellation. Note that most of the
computational burden in (2) is in computing the inverses of the Hermitian matrix Z. In particular, the
computation of Z−1 using exact inversion methods, such as Cholesky decomposition [10], [11], requires
O(M3) operations, which might be cumbersome to implement for the case where a large number of
users are being served. Using the fact that in massive MIMO systems Z is an almost diagonal matrix,
a hardware-efficient method based on the Neumann series was first proposed in [5] to approximate the
required inverse in (2).
It has been proven in [3] that if one applies the decomposition of Z as Z = D + E, where D is a
diagonal matrix with the diagonal entries of Z and E the corresponding hollow, then the Neumann series
to compute its inverse can be expressed as:
Z˜−1K =
K−1∑
n=0
(−D−1E)nD−1, (3)
where K is the number of terms to be computed in the series and Z˜−1K is the K-term approximation of Z
−1.
Convergence of (3) is only guaranteed if the maximum modulus of eigenvalues of matrix (I −D−1Z)
is less than 1 and, if this condition is satisfied, then approximation approaches equality as K → ∞
[3]. Moreover, the lower the eigenvalues, the faster the convergence; which holds true when the ratio
β = N/M is high [12].
Neumann series is a low complexity iterative method; hence it is hardware friendly, unlike conventional
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4inversion methods [13]. As an example, consider the approximation when K = 3:
Z˜−13 = D
−1︸︷︷︸
A0
− (D−1E)D−1︸ ︷︷ ︸
A1
+(D−1E)(D−1ED−1)︸ ︷︷ ︸
A2
, (4)
where A0, A1, and A2 are the n = 0, 1, 2 terms in (3). The complexity involved in computing A0 is M
divisions, whilst calculating A1 and A2 yields 3M2− 3M and 16M3− 2M real-valued multiplications,
respectively (these values exploit the existence of zeros in the diagonal and the fact that each of the
partial results A has to be Hermitian). Even though the complexity of (3) scales with O(M3) for K ≥ 3
(same as exact inverse), its recursive nature is of much practical interest.
IV. INVERSE UPDATE
Algorithms to efficiently update the inverse of a matrix after a small perturbation are proposed here. The
reason behind this study is simple: when a user is added or removed from the system, one is interested in
recomputing the new inverse Z−1 in the least time possible in order to maximize data throughput. Having
this in mind, it is possible, using the matrix inversion lemma, to decrease the number of computations
from O(M3) to O(M2), hence increasing speed. Additionally, the update of Z−1 after a new channel
estimation from a single user is obtained (which corresponds to a rank-1 perturbation in H and a rank-2
perturbation in Z) is evaluated. Without recomputing the entire inverse, this can be achieved using the
Sherman-Morrison formula (a special case of the matrix inversion lemma).
A. Adding and Removing a User
Assume that at a given time instant, the inverse Z−1 = (HHH)−1 is already computed (via exact
inversion or Neumann series) and that a user is added to the system with estimated channel denoted by
the column vector hn. Define the new inflated matrix as He = [H hn] (the user is added in the last
column but in fact it could have been added in any position). Hence, the new extended Gram matrix
denoted by Ze is given by:
Ze =
HH
hHn
[H hn] =
HHH HHhn
hHnH h
H
n hn
 . (5)
In order to find Z−1e , we use the general result provided by the inverse of a partitioned matrix [14], which
is written as follows (see [15, Appendix B]):P11 P12
P21 P22
−1 =
 F−111 −F−111 P12P−122
−P−122 P21F−111 F−122
 , (6)
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5Algorithm 1 Update Z−1, when a user hp is added to H at position p
Input: Z−1,H,hp
t1 ← HHhp
t2 ← Z−1t1 . 4M2
c← 1/(hHp hp − tH1 t2) . 4M + 1
t3 ← ct2 . 2M
F−111 ← Z−1 + ct2tH2 . 3M2 + 3M
Z−1e ←
[
F−111 −t3
−tH3 c
]
Change last column and last row of Z−1e to column p and row p
Output: Z−1e
where
F11 = P11 −P12P−122 P21; (7)
F22 = P22 −P21P−111 P12. (8)
Using the result provided above, Z−1e is expressed as [16, Lemma 11.1]:
Z−1e =
HHH HHhn
hHnH h
H
n hn
−1 =
 F−111 −cZ−1HHhn
−chHnHZ−H c
 , (9)
where c = 1/(hHn hn − hnHZ−1HHhn) and
F−111 = Z
−1 + cZ−1HHhnhHnHZ
−H . (10)
Therefore, it is possible to update the inverse of a matrix Z = HHH when a column is added to H at
position p without explicitly recomputing Z−1e or Z˜
−1
e,K . The method is summarized in Algorithm 1 and,
for comparison purposes, the corresponding number of required real-valued multiplications and divisions
is shown on the right hand side (computation of both HHhp and hHp hp were not considered since they
are also required in the recomputation of D and E in the Neumann series). If the initial Z−1 is the exact
inverse, then Z−1e is also exact. On the other hand, if an approximation Z˜
−1
K is used, then a propagation
of errors is to be expected. Intuitively, the greater the error, the greater the degradation in performance
after the update.
Based on the above results, a similar approach can be conducted when a column from H is removed.
Decompose the original matrix as H = [Hr hn], where Hr is the deflated matrix from which we want
to compute the inverse Z−1r = (HHr Hr)−1 and hn the column corresponding to user n and that is to be
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6removed. The initial, already computed, inverse matrix Z−1 is given by
Z−1 =
HHr Hr HHr hn
hHnHr h
H
n hn
−1 =
 F−111 −cu
−cuH c
 , (11)
where u = Z−1r HHr hn. Noting that F
−1
11 = Z
−1
r + cuu
H (from (10)), it is straightforward that
Z−1r = F
−1
11 − cuuH . (12)
The step-by-step set of operations to compute (12) is outlined in Algorithm 2 (MATLAB indexing notation
is used).
B. Updating a User
Formerly, the situations where users are added or removed from the system were considered. Likewise,
an update to the inverse when a new channel estimation for user p is obtained can be studied. This
operation corresponds to replacing column p of H with the new estimation hp. After H is updated
with the new estimation hp, expressed as Hu, the new product Zu = HHu Hu corresponds to altering
column p and row p in the original Z. This rank-2 perturbation can, however, be decomposed into two
rank-1 perturbations. Defining a rank-1 perturbation by abH , one can use Sherman-Morrison formula to
recompute the inverse after the update, as follows [7]:
(Z+ abH)−1 = Z−1 − (Z
−1a)(bHZ−1)
(1 + bHZ−1a)
. (13)
Taking into account (13) and without recomputing the inverse, calculating Zu from the previous Z is
feasible. For that purpose, define zu,p = HHu hp and compute a1 = zu,p−zp, where zp is the pth column
of Z. Further, make b2 = a
(0,p)
1 , where a
(0,p)
1 is the same as a1 but with the pth entry zeroed. Then,
computing Z−1u is straightforward:
Z−1t = (Z+ a1e
T
p )
−1 = Z−1 − (Z
−1a1)(eTp Z−1)
(1 + eTp Z
−1a1)
; (14)
Z−1u = (Zt + epb
H
2 )
−1 = Z−1t −
(Z−1t ep)(bH2 Z
−1
t )
(1 + bH2 Z
−1
t ep)
, (15)
where ep is the pth column of the identity matrix I. Equations (14) and (15) require 24M2+8M scalar
multiplications and 4 divisions; thus, when M is large, updating the inverse via this method might be
advantageous over exact inversion in terms of complexity. Note that updating the inverse when only one
column in H is changed can also be regarded as removing and adding a column sequentially (Algorithms
2 and 1). This study will be conducted in the numerical results.
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7Algorithm 2 Update Z−1, when a user hp is removed from H at position p
Input: Z−1, p
Change column p and row p of Z−1 to last column and last row
F−111 ← Z−1(1 : (M − 1), 1 : (M − 1))
b← Z−1(M,M)
t← −Z−1(1 : (M − 1),M)
Z−1r ← F−111 − ttH/b . 3M2 + 3M
Output: Z−1r
C. Complexity
The involved number of real-valued multiplications and divisions to compute A1 and A2 and perform
the former studied updates is expressed in Table I. It is worth emphasizing that all of the proposed update
algorithms are quadratic in complexity. Moreover, if a recomputation of the term A2 after a small rank
perturbation was to be performed, its complexity would still be O(M3), since all of its entries would
have to be recalculated.
V. NUMERICAL RESULTS
In this section, the impact in BER performance of the algorithms using the ZF estimates in (2) will
be evaluated. The approximation Z˜−13 will be used as the initial input inverse matrix, since it provides a
good trade-off between performance and complexity [3].
Denote the number of updates by U , corresponding to the number of added, removed or updated users
after the last full inverse (in this case Z˜−13 ) was computed. The output updated inverse matrix after U
sequential inflation or deflation operations is designated by Z−1n,U ∈ C(M±U)×(M±U). For instance, U = 2
means that Algorithm 1 (or 2) was run twice and its input matrices were Z˜−13 and Z
−1
n,1 for the first and
second repetitions, respectively.
The initial number of antennas was set to M = 8 and N = 80, resulting in a ratio β = 10, which
guarantees the convergence of (3) with very high probability [12]. Further, the constellation size was set
to 64-QAM. For comparison purposes, performance using exact inverse and an entire recomputation of
the Neumann series approximation before and after the update will also be exhibited. For the given setup
(K = 3 and β = 10), a stalling effect in the BER (error floor) for high SNR using the Neumann series
is to be expected due to the error associated with the approximation [3].
Fig. 1 depicts the performance after 1 and 2 users are added to the system (U = 1 and U = 2). The
result shows that the degradation in performance when a user is added via matrix inversion lemma is
close to negligible, even outperforming the case where the entire recalculation of Z˜−1n,3 using the Neumann
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8Table I: Complexity of Neumann series and update operations.
Operation Real-valued multiplications and divisions
Compute A1 3M2 − 3M
Compute A2 16M3 − 2M
Inflate (Alg. 1) 7M2 + 9M + 1
Deflate (Alg. 2) 3M2 + 3M
(14) and (15) 24M2 + 8M + 4
series is done. Additionally, only an insignificant increase in BER is noticed from U = 1 to U = 2.
Therefore, the advantages of the studied method are two-fold: not only inflating via Algorithm 1 achieves
better performance than recomputing Z˜−1e,K , but also a lower number of multiplications are required.
The case where U users are removed from the system is then depicted in Fig. 2. This time, BER
performance using the Neumann series approximation is better if a recalculation from scratch is performed.
This is related to the smaller error propagation associated with lower-dimensional matrices (higher ratio
β). Nevertheless, the gain in complexity provided by Algorithm 2 might be exploited in applications
where BER requirements are not too strict (for instance, practical standards recommend BLER=10−2
[5]). In addition, this degradation could have been mitigated if a better initial approximation (K > 3) of
Z−1 had been used.
Finally, Fig. 3 depicts the situation after U different columns in H are changed (dimensions of the
inverse matrices after the update remain the same). As can be inferred, the sequential operations in (14)
and (15) using an approximation as initial inverse led to a propagation of errors, resulting in increased
BER values. However, it is interesting to note that performing a deflation followed by an inflation (running
Algorithms 2 and 1 sequentially) gets better results than computing a 3-term Neumann series from the
start. This is explained with the vanished error contribution from “removed” columns in H, since both
algorithms return the exact inverse if the initial inverse matrix is also exact. Ultimately, if U =M updates
were to be performed, then an exact inverse would be attained regardless of the initial matrix (though,
its cost would be similar to one of an exact inverse).
VI. CONCLUSIONS
Methods to efficiently compute and update the inverse of a matrix in large MIMO systems were
evaluated in this letter. Using ZF linear detection and the Neumann series approximation, results show that,
even after low complexity recalculations of the inverse, typical MIMO wireless application performance
requirements are fulfilled. This is particularly true when a user is added to the system or a new channel
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9estimation is obtained. The provided algorithms are suitable for hardware implementation and, hence,
satisfy the high inversion matrix throughputs requirements of future wireless networks.
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Fig. 1: BER performance comparison after U inflation updates.
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