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ON p-ADIC SPECTRAL MEASURES
RUXI SHI
Abstract. A Borel probability measure µ on a locally compact
group is called a spectral measure if there exists a subset of con-
tinuous group characters which forms an orthogonal basis of the
Hilbert space L2(µ). In this paper, we characterize all spectral
measures in the field Qp of p-adic numbers.
1. Introduction
Let G be a locally compact abelian group and Ĝ its dual group. We
say that a Borel measure µ on G is a spectral measure if there exists a
set Λ ⊂ Ĝ which is an orthonormal basis of the Hilbert space L2(µ).
Such a set Λ is called a spectrum of µ and the pair (µ,Λ) is called a
spectral pair.
The study of spectral measures was pioneered by Fuglede [8]. He
formulated so-called spectral set conjecture which asserted that
The measure 1Ωdx is a spectral measure in G if and only if the set
Ω is a tile of G by translation.
Here, the Haar measure on G is denoted by dx, and the set Ω is called
a spectral set if the Haar measure restricted on Ω, which is denoted
by 1Ωdx, is a spectral measure. Although the conjecture was disproved
eventually for Rd with d ≥ 3 [24, 15, 12, 13, 6, 7], it remains still widely
open for general locally compact abelian groups, especially for abelian
groups in lower “dimension”. We only know that Fuglede’s spectral
set conjecture holds on some specific groups, for example, Zpn [16],
Zp×Zp [10], Zpnq with n ≥ 1 [22], p-adic field Qp [4, 5], Zpqr with p, q, r
different primes [18], very recently Zpnq2 with n ≥ 1 [14] and Zp2 × Zp
[19].
Jorgensen and Pedersen [11] discovered that the standard middle-
fourth Cantor measure is a spectral measure, which is the first spectral
measure that is non-atomic and singular to the Haar measure (on R)
ever discovered. In the same paper, they also showed that the middle-
third Cantor measure is not a spectral measure. After them, it becomes
an active research area on determining self-similar/self-affine/Cantor-
Moran spectral measures (see for example [20, 1]).
Throughout the paper, we consider the case G = Qp the p-adic field.
In what follows, it is always with respect to Haar measure dx whenever
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we say that a Borel measure in Qp is singular (respectively absolutely
continuous). Fan et al. [5] gave a geometrical description of spectral
sets in Qp, where they proved that a Borel set is a spectral set in Qp if
and only if it is a tile by translation, and if and only if its centers form a
p-homogeneous tree. Moreover, they constructed examples of singular
spectral measures which are the weak limits of absolutely continuous
measures whose density functions are certain indicator functions of
spectral sets in Qp. We recall their construction as follows:
Let I, J be two disjoint infinite subsets of N such that
I
⊔
J = N.
For any non-negative integer γ, let Iγ = I∩{0, 1, · · · γ−1} and Jγ = J∩
{0, 1, · · · γ − 1}. Let CIγ ,Jγ ⊂ Z/pγZ be p-homogeneous subsets having
(0, γ, Iγ, Jγ)-tree structure (roughly speaking, it means that the digit
set of p-expansions of elements in CIγ ,Jγ is homogenous according to the
sets Iγ and Jγ, see the precise definitions in Section 4). Considering
CIγ ,Jγ as a subset of Zp, let
Ωγ =
⊔
c∈CIγ ,Jγ
(c+ pγZp) , γ = 0, 1, 2 · · ·
be a nested sequence of compact open sets, i.e. Ω0 ⊃ Ω1 ⊃ Ω2 ⊃ · · · .
It is obvious that the measures 1|Ωγ |1Ωγdx (and also
1
]Iγ
∑
c∈CIγ ,Jγ δc)
weakly converge to a singular measure, namely νI,J, as γ → ∞. The
measure νI,J is supported on a p-homogeneous, Cantor-like set of mea-
sure 0, and the measure of an open ball with respect to νI,J is just the
“proportion” of this support inside the ball.
Fan et al. [5] proved that the singular measure νI,J under construction
is a spectral measure. We remark that in the above construction if we
set I to be finite (respectively J finite) then the associated measure νI,J
is discrete (respectively absolutely continuous).
It is easy to check that a spectral measure under translation or mul-
tiplier is still spectral. Thus the translation or multiplier of νI,J is also
a spectral measure. Since the measure νI,J is constructed in a simple
and intuitive way, it seems that the spectral measures in Qp should in-
volve measures with more sophisticated structures. But we disestablish
such semblance by showing the rigidity of the spectral measures. More
precisely, we prove that the measures νI,J (with I and J a partition of
N) which are constructed above are all spectral measures in Qp up to
translation or multiplier. Now we state our main theorem.
Theorem 1.1. A probability measure µ in Qp is a spectral measure if
and only if there exist two sets I and J that form a partition of N such
that the measure µ is of the form νI,J up to translation and multiplier.
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As a consequence of Theorem 1.1, we could calculate the precise value
of dimensions of spectral measures and their spectra, and establish
certain equality between them. We remark that one could not expect
that the equality holds for spectral measures in general locally compact
abelian groups. We refer to [21] for general cases.
Proposition 1.2. Let µ be a spectral measure in Qp with spectrum Λ.
Then we have
dimH µ = dimeµ and dimB Λ = dimeµ.
We end up this section with presenting the structure of the paper
and the rough idea of the proof of Theorem 1.1.
Very rough idea of proof. We firstly see that the functional equation
(1·1) |µ̂|2 ∗ δΛ = 1.
is a criteria for spectral probability measure µ of Qp with spectrum Λ.
By taking Fourier transformation of (1·1), we have that
(1·2) |̂µ̂|2 · δ̂Λ = δ0.
Then we show that the union of “zeros” of |̂µ̂|2 and δ̂Λ is equal to the
set of “zeros” of δ0 (see precise definition of “zeros” of distributions in
Section 2.5). In fact, using Colombeau algebra of generalized functions
in Qp, we prove such property for general functional equation f ·h = g
for f, g, h distributions under a mild condition (see Proposition 5.2).
Since the distribution δ0 has abundant “zeros”, we finally discover the
structure of µ and Λ with the help of “zeros” of |̂µ̂|2 and δ̂Λ. Actually,
we use pn-cycles (see Section 6) and p-homogeneous set (see Section 4)
as tools to investigate the local structures of µ and Λ. More precisely,
we will firstly show that Λ in a very small ball contains a relatively large
p-homogeneous set and the support of µ in a very small ball is contained
in a relatively small p-homogeneous set. Then we carefully enlarger
the ball which we look at and show that these two p-homogeneous
sets are of the exactly same size (here, the rigidity of spectral measure
is applied). Finally, we continue this process until that we get the
structures of µ and Λ on the wholeQp. We remark that the primeness of
p plays an important role not only in studying the functional equation
(1·2), but also investigating the structures of µ and Λ.
Structure of the paper. In Section 2, we recall the theory of Bruhat-
Schwartz distributions and Colombeau algebra of generalized functions
in Qp. In Section 3, we recall basic notions and properties of dimensions
of sets and measures. In Section 4, we introduce the notion of p-
homogenous sets in Qp. In Section 5, we prove the proposition about
the zeros of distributions and that of their product, which is crucial to
the proof of Theorem 1.1. In Section 6, we study the vanishing sum of
continuous characters, where the p-homogenous sets play an important
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role. In Section 7, we discuss the density of uniformly discrete set
whenever the set satisfies a simply functional equation. In Section 8,
we investigate the properties of spectral measures and their spectra,
and then prove Theorem 1.1. In Section 9, we prove Proposition 1.2.
In Section 10, we discuss several properties of spectral measures in
higher dimensional p-adic spaces.
2. Distribution and generalized function on Qp
2.1. The field of p-adic number Qp. We begin with a quick recall of
the field of p-adic numbers. Consider the field Q of rational numbers
and a prime p ≥ 2. Any nonzero number r ∈ Q can be written as
r = pv a
b
where v, a, b ∈ Z and (p, a) = 1 and (p, b) = 1 where (x, y)
denotes the greatest common divisor of the two integers x and y. We
define the non-Archimedean absolute value |r|p = p−vp(r) for r 6= 0 and
|0|p = 0. That means
(i) |r|p ≥ 0 with equality only when r = 0;
(ii) |rs|p = |r|p|s|p;
(iii) |r + s|p ≤ max{|r|p, |s|p}.
The field Qp of p-adic numbers is defined as the completion of Q under
| · |p. In other words, a typical element x of Qp is of the form
(2·1) x =
∞∑
n=v
anp
n (v ∈ Z, an ∈ {0, 1, · · · , p− 1} and av 6= 0).
Here, vp(x) := v is called the p-valuation of x. The ring Zp of p-adic
integers is the set of p-adic numbers with absolute value smaller than
or equal to 1.
A non-trivial additive character on Qp is defined by the formula
χ(x) = e2pii{x}
where {x} = ∑−1n=vp(x) anpn is the fractional part of x in (2·1). From this
character we can get all characters χξ of Qp, by defining χξ(x) = χ(ξx).
It is not hard to see that
χ(x) = e2piik/p
n
, if x ∈ k
pn
+ Zp (k, n ∈ Z),(2·2)
and ∫
p−nZp
χ(x)dx = 0 for all n ≥ 1.(2·3)
In fact, the map ξ 7→ χξ from Qp to Q̂p is an isomorphism. We thus
write Q̂p ' Qp and identify a point ξ ∈ Qp with the point χξ ∈ Q̂p.
For more information on Qp and Q̂p, the reader is referred to the book
[25].
The following notation will be used for convenience in the whole
paper.
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Z×p Zp \ pZp = {x ∈ Qp : |x|p = 1}, the group of units of Zp
B(0, pn) p−nZp, the (closed) ball centered at 0 of radius pn
B(x, pn) x+B(0, pn)
S(x, pn) B(x, pn) \B(x, pn−1), the sphere centered at 0 of radius pn
L {{x} : x ∈ Qp}, a complete set of representatives
of the cosets of the additive subgroup Zp
Ln p−nL
Finally, when considering the geometrical structure of Qp and its
subsets, we often keep in mind two models of Qp: tree model and ball
model. See Figure 1 and Figure 2.
Figure 1. Ball model of Q3.
Figure 2. Tree model of Q3.
2.2. Fourier transformation of L1 functions. The Fourier trans-
formation of f ∈ L1(Qp) is defined to be
f̂(ξ) =
∫
Qp
f(x)χξ(x)dx (∀ξ ∈ Q̂p ' Qp).
A complex function f defined on Qp is called uniformly locally constant
if there exists n ∈ Z such that
f(x+ u) = f(x) ∀x ∈ Qp,∀u ∈ B(0, pn).
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The following proposition shows that for an integrable function f ,
having compact support and being uniformly locally constant are dual
properties for f and its Fourier transform.
Proposition 2.1 ([5], Proposition 2.2). Let f ∈ L1(Qp) be a complex-
value integrable function.
(1) If f has compact support, then f̂ is uniformly locally constant.
(2) If f is uniformly locally constant, then f̂ has compact support.
2.3. Convolution and Fourier transformation of measures. Let
M(Qp) be the set of all regular bounded measures on Qp. It is clear
thatM(Qp) is a normed linear space. Let ν, µ ∈M(Qp). Let ν×µ be
their product measure on the product space Qp ×Qp. For a Borel set
E ⊂ Qp, let E+ be the set
{(x, y) ∈ Qp ×Qp : x+ y ∈ E}.
Then the convolution of ν and µ, denoted by ν ∗ µ, is defined by
(ν ∗ µ)(E) = (ν × µ)(E+),
for any Borel set E in Qp. It is well known that ν ∗ µ ∈ M(Qp) and
that if ν and µ are probability measures, then so is ν ∗ µ.
The Fourier transformation of µ ∈M(Qp) is defined to be
µ̂(ξ) =
∫
Qp
χξ(x)dµ(x) (∀ξ ∈ Q̂p ' Qp).
2.4. Bruhat-Schwartz distributions in Qp. Here we give a brief
description of the theory of Bruhat-Schwartz distributions in Qp which
mainly follows the content in [1, 23, 25]. Let E denote the space of the
uniformly locally constant functions. The space D of Bruhat-Schwartz
test functions is, by definition, constituted of uniformly locally constant
functions with compact support. In fact, such a test function f ∈ D is
a finite linear combination of indicator functions of the form 1B(x,pk)(·),
where k ∈ Z and x ∈ Qp. The largest of such numbers k, denoted
by ` := `(f), is called the parameter of constancy of f . Since f ∈ D
has compact support, the minimal number `′ := `′(f) such that the
support of f is contained in B(0, p`
′
) exists and is called the parameter
of compactness of f .
Clearly, we have the relation D ⊂ E . The space D is equipped with
the topology as follows: a sequence {φn} ⊂ D is called a null sequence
if there is a fixed pair of l, l′ ∈ Z such that
• each φn is constant on every ball of radius pl;
• each φn is supported by the ball B(0, pl′);
• the sequence φn tends uniformly to zero.
A Bruhat-Schwartz distribution f on Qp is by definition a continuous
linear functional on D. The value of f at φ ∈ D will be denoted by
〈f, φ〉. Note that linear functionals on D are automatically continuous.
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This property allows us to easily construct distributions. Denote by D′
the space of Bruhat-Schwartz distributions. The space D′ is provided
with the weak topology induced by D.
A locally integrable function f is considered as a distribution: for
any φ ∈ D,
〈f, φ〉 =
∫
Qp
fφdx.
A subset E of Qp is said to be uniformly discrete if E is countable
and infx,y∈E |x− y|p > 0. Remark that if E is uniformly discrete, then
Card(E ∩K) <∞ for any compact subset K of Qp so that
(2·4) δE =
∑
λ∈E
δλ
defines a discrete Radon measure, which is also a distribution: for any
φ ∈ D,
〈δE, φ〉 =
∑
λ∈E
φ(λ).
Here for each φ, the sum is finite because E is uniformly discrete and
thus each ball contains at most a finite number of points in E. Since
the test functions in D are uniformly locally constant and have compact
support, the following proposition is a direct consequence of the fact
(see for example [3, Lemma 4]) that
(2·5) 1̂B(c,pk)(ξ) = χ(−cξ)pk1B(0,p−k)(ξ).
Proposition 2.2 ([23], Chapter II 3). The Fourier transformation f 7→
f̂ is a homeomorphism from D onto D.
The Fourier transform of a distribution f ∈ D′ is a new distribution
f̂ ∈ D′ defined by the duality
〈f̂ , φ〉 = 〈f, φ̂〉, ∀φ ∈ D.
Actually, the Fourier transformation f 7→ f̂ is a homeomorphism of D′
onto D′ under the weak topology [23, Chapter II 3].
2.5. Zeros of distribution and Fourier transform of a discrete
measure. Let f ∈ D′ be a distribution in Qp. A point x ∈ Qp is called
a zero of f if there exists an integer n0 such that
〈f, 1B(y,pn)〉 = 0, for all y ∈ B(x, pn0) and all integers n ≤ n0.
Hereafter, it will be convenient to use Zf to denote the set consisting
of all zeros of f . Observe that Zf is the maximal open set U on which
f vanishes, i.e. 〈f, φ〉 = 0 for all φ ∈ D such that the support of φ
is contained in U . The support of a distribution f is defined as the
complementary set of Zf and is denoted by supp(f).
8 RUXI SHI
Let E be a uniformly discrete set in Qp. Define the quality
nE := max
λ,λ′∈E
λ 6=λ′
vp(λ− λ′).(2·6)
The following proposition characterizes the structure of Zδ̂E , the set
of zeros of the Fourier transform of the discrete measure δE, i.e. it is
bounded and is a union of spheres centered at 0.
Proposition 2.3 ([5], Proposition 2.9). Let E be a uniformly discrete
set in Qp.
(1) If ξ ∈ Zδ̂E , then S(0, |ξ|p) ⊂ Zδ̂E .
(2) The set Zδ̂E is bounded. Moreover, we have
Zδ̂E ⊂ B(0, pnE+1).(2·7)
2.6. Convolution and multiplication of distributions. Hereafter,
the following notations are frequently used:
∆k := 1B(0,pk), θk := ∆̂k = p
k · 1B(0,p−k).
Let f, g ∈ D′ be two distributions. We define the convolution of f and
g by
〈f ∗ g, φ〉 = lim
k→∞
〈f(x), 〈g(·),∆k(x)φ(x+ ·)〉〉,
if the limit exists for all φ ∈ D.
Proposition 2.4 ([1], Proposition 4.7.3). If f ∈ D′, then f ∗ θk ∈ E
with the parameter of constancy at least −k.
We define the multiplication of f and g by
〈f · g, φ〉 = lim
k→∞
〈g, (f ∗ θk)φ〉,
if the limit exists for all φ ∈ D. The above definition of convolution is
compatible with the usual convolution of two integrable functions and
the definition of multiplication is compatible with the usual multipli-
cation of two locally integrable functions.
The following proposition shows that both the convolution and the
multiplication are commutative whenever they are well defined and
the convolution of two distributions is well defined if and only if the
multiplication of their Fourier transforms is well defined.
Proposition 2.5 ([25], Sections 7.1 and 7.5). Let f, g ∈ D′ be two
distributions. Then
(1) If f ∗ g is well defined, so is g ∗ f and f ∗ g = g ∗ f .
(2) If f · g is well defined, so is g · f and f · g = g · f .
(3) f ∗ g is well defined if and only f̂ · ĝ is well defined. In this case,
we have f̂ ∗ g = f̂ · ĝ and f̂ · g = f̂ ∗ ĝ.
The following proposition justifies an intuition which is crucial in the
proof of Fuglede’s conjecture on Qp (see [5] for more details).
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Proposition 2.6 ([5], Proposition 2.12). Let f, g ∈ D′ be two distribu-
tions. If supp(f)∩ supp(g) = ∅, then f · g is well defined and f · g = 0.
The multiplication of some special distributions has a simple form.
That is the case for the multiplication of a uniformly locally constant
function and a distribution.
Proposition 2.7 ([25] Section 7.5, Example 2). Let f ∈ E and let
G ∈ D′. Then for any φ ∈ D, we have 〈f ·G, φ〉 = 〈G, fφ〉.
For a distribution f ∈ D′, we define its regularization by the sequence
of test functions ([1, Proposition 4.7.4])
∆k · (f ∗ θk) ∈ D.
The regularization of a distribution converges to the distribution itself
with respect to the weak topology.
Proposition 2.8 ([1] Lemma 14.3.1). Let f be a distribution in D′.
Then ∆k ·(f ∗θk)→ f in D′ as k →∞. Moreover, for any test function
φ ∈ D we have
〈∆k · (f ∗ θk), φ〉 = 〈f, φ〉, ∀k ≥ max{−`, `′},
where ` and `′ are the parameter of constancy and the parameter of
compactness of the function φ defined in Subsection 2.4.
This approximation of distribution by test functions allows us to
construct a space which is bigger than the space of distributions. This
larger space is the Colombeau algebra, which will be presented below.
Recall that in the space of Bruhat-Schwartz distributions, the convo-
lution and the multiplication are not well defined for all couples of
distributions. But in the Colombeau algebra, the convolution and the
multiplication are well defined and these two operations are associative.
2.7. Colombeau algebra of generalized functions. Consider the
space P := DN of all sequences {fk}k∈N of test functions. We introduce
an algebra structure on P , by defining the operations component-wisely
{fk}+ {gk} = {fk + gk},
{fk} · {gk} = {fk · gk},
where {fk}, {gk} ∈ P .
Let N be the sub-algebra of elements {fk}k∈N ∈ P such that for
any compact set K ⊂ Qp there exists N ∈ N such that fk(x) = 0
for all k ≥ N, x ∈ K. Clearly, N is an ideal in the algebra P . The
Colombeau-type algebra is defined by the quotient
G = P/N .
The equivalence class of sequences which defines an element in G will
be denoted by f = [fk], called a generalized function.
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For any f = [fk],g = [gk] ∈ G, the addition and multiplication are
defined as
f + g = [fk + gk], f · g = [fk · gk].
Obviously, (G,+, ·) is an associative and commutative algebra.
Theorem 2.9 ([1] Theorem 14.3.3). The map f 7→ f = [∆k(f ∗ θk)]
from D′ to G is a linear embedding.
Each distribution f ∈ D′ is embedded into G by the mapping which
associates f to the generalized function determined by the regulariza-
tion of f . Thus we obtain that the multiplication defined on the D′ is
associative in the following sense.
Proposition 2.10 ([5], Proposition 2.16). Let f, g, h ∈ D′. If (f ·g) ·h
and f · (g · h) are well defined as multiplications of distributions, we
have
(f · g) · h = f · (g · h).
3. Dimensions of measures and sets
In this section, we recall some basic notions and properties of dimen-
sions of measures and sets.
3.1. Dimensions of sets. In general, the Hausdorff dimension is well
defined in any metric space. For convenience, we only state the defini-
tion of Hausdorff dimension in the space of p-adic numbers as follows.
The Hausdorff dimension of a Borel subset Ω ⊂ Qdp is defined by
dimH Ω = inf{α :
∞∑
k=1
diam(Ak)
α = 0, Ω ⊂ ∪kAk},
where diam(A) denotes the diameter of the set A.
3.2. Dimensions of measures. Now we recall several notions of di-
mensions of measures. Let µ ∈ P(Qdp) where P(Qdp) denotes the space
of probability measures in Qdp. Let A be a partition of Qdp. The Shan-
non entropy of µ with respect to A is defined by
H(µ,A) =
∑
A∈A
−µ(A) log µ(A).
By convention the logarithm is taken in base p and 0 log 0 = 0. If the
partition A is infinite, then the entropy H(µ,A) may be infinite. We
consider a special family of partitions, where the n-th p-adic partition
of Qdp is defined by
Dn := {z + pnZp : z ∈ Z/pnZ} ,
which consists of compact open balls of radius pn. The entropy dimen-
sion of µ is defined by
dime µ = lim
n→∞
1
n
H(µ,Dn),
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if the limit exists (otherwise we take limsup or liminf as appropriate,
denoted by dimeµ and dimeµ).
The lower local dimension of a measure µ at x is defined by the
formula
d(µ, x) = lim inf
r→0
log µ(B(x, r))
log r
.
Similarly, the upper local dimension is defined by
d(µ, x) = lim sup
r→0
log µ(B(x, r))
log r
.
The lower Hausdorff dimension of µ is defined by
dimHµ = inf{dimH A : µ(A) > 0},
and the upper Hausdorff dimension of µ is
dimHµ = inf{dimH A : µ(A) = 1}.
It is well known that
(3·8) dimHµ = essinfx∼µd(µ, x) and dimHµ = esssupx∼µd(µ, x).
We denote the common value by dimH µ if dimHµ = dimHµ.
The following proposition is well known in the setting Rd. The proof
in the setting Qdp is similar with Rd. Thus we omit the proof and leave
the readers to work out the detail.
Proposition 3.1. Let µ ∈ P(Qdp) and Ω ⊂ Qdp a set with µ(Ω) > 0.
Then we have the following properties.
(1) (Mass distribution principle) If d(µ, x) ≥ α for all x ∈ Ω, then
dimH Ω ≥ α.
(2) (Billingsley’s lemma) If d(µ, x) ≤ α for all x ∈ Ω, then dimH Ω ≤
α.
A direct consequence of Proposition 3.1 is that if d(µ, x) = α for all
x ∈ Ω then dimH Ω = α. In fact, d(µ, x) = α means that the decay of
µ-mass of balls centered at x scales no slower than rα, in other words,
for every  > 0, we have µ(B(x, r)) ≤ rα− for all small enough r and
that such α is the largest number satisfying this property.
3.3. Beurling dimension of countable sets. Let Λ be a countable
set in Qdp. For r > 0, the upper Beurling density corresponding to r (or
r-Beurling density) is defined by the formula
D+r := lim sup
h→∞
sup
x∈Qdp
](λ ∩B(x, h))
hr
.
Similarly, the lower Beurling density corresponding to r is defined by
D−r := lim inf
h→∞
inf
x∈Qdp
](λ ∩B(x, h))
hr
.
12 RUXI SHI
The (upper) Beurling dimension is defined by
dimB Λ = sup{r > 0 : D+r (Λ) > 0},
or alternatively,
dimB Λ = inf{r > 0 : D+r (Λ) < +∞}.
4. Finite p-homogeneous set in Qp
In [4], Fan et al. defined p-homogeneous sets and p-homogeneous
trees in finite groups Z/pγZ. Inspired by these concepts, we intro-
duce the notion of finite p-homogeneous sets in Qp. We first recall the
definitions of p-homogeneous sets and p-homogeneous trees in Z/pγZ.
Let γ be a positive integer. We identify Z/pγZ ' {0, 1, · · · , pγ − 1}
with {0, 1, 2, · · · , p − 1}γ which is considered as a finite tree, denoted
by T (γ). In fact, the vertices of T (γ) are the sets Z/pnZ, 0 ≤ n ≤ γ,
translations of them and emptyset ∅ which is regarded as the root of
the tree. In other words, each vertex, except the root of the tree,
is identified with a sequence t0t1 · · · tn−1 with 1 ≤ n ≤ γ and ti ∈
{0, 1, · · · , p−1}. Here, we identify t0t1 · · · tn−1 with
∑n−1
i=0 tip
i+Z/pnZ,
the translation of the set Z/pnZ by
∑n−1
i=0 tip
i. The set of edges consists
of pairs (x, y) ∈ Z/pnZ × Z/pn+1Z, such that x ≡ y (mod pn), where
0 ≤ n ≤ γ − 1. Moreover, each point c of Z/pγZ is identified with∑γ−1
i=0 tip
i ∈ {0, 1, · · · , pγ − 1}, which is called a boundary point of the
tree. See Figure 3. Thus each subset C ⊂ Z/pγZ will determine a
subtree of T (γ), denoted by TC , which consists of the paths from the
root to the boundary points in C.
1
2
0
2
Figure 3. p = 3, γ = 4, c = 1 · 30 + 2 · 31 + 0 · 32 + 2 · 33.
Now we are going to construct a special class of subtrees of T (γ).
Let I and J form a partition of {0, 1, 2, · · · , γ − 1}. It is allowed that
either I or J is empty. We say a subtree of T (γ) is of TI,J-form if
its boundary points t0t1 · · · tγ−1 of TI,J are those of T (γ) satisfying the
following conditions:
(i) if i ∈ I, ti can take any value of {0, 1, · · · , p− 1};
(ii) if i ∈ J , for any t0t1 · · · ti−1, we fix one value of {0, 1, · · · , p− 1}
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which is the only value taken by ti. In other words, ti takes only one
value from {0, 1, · · · , p− 1} which depends on t0t1 · · · ti−1.
Remark that such a subtree depends not only on I and J but also
on the values taken by ti’s with i ∈ J . A TI,J -form tree is called a finite
p-homogeneous tree. A set C ⊂ Z/pγZ is said to be p-homogeneous if
the corresponding tree TC is p-homogeneous. See examples in Figure
4.
Figure 4. p-homogeneous trees TC and TD in Z/33Z,
where C = {0, 4, 8, 9, 13, 17, 18, 22, 26} and D = {0, 3, 6}
are contained in Z/33Z. Moreover, TC is of TI,J form and
TD is of TJ,I where I = {0, 2} and J = {1}.
For C ⊂ Zp, denote by
Cmod pγ := {x ∈ {0, 1, . . . , pγ−1} : ∃ y ∈ C, such that x ≡ y (mod pγ)}
the multi-subset of Z/pγZ determined by C modulo pγ. Now we intro-
duce the notion of finite p-homogeneous sets in Qp: a finite set C is said
to be p-homogeneous if there exist n, γ ∈ Z such that (pnC)mod pγ is p-
homogeneous in Z/pγZ. Moreover, we say that a finite p-homogeneous
set C has the (n, γ, I, J)-tree structure if the corresponding tree T(pnC)mod pγ
is a TI,J -form tree. It is easy to see that if (pnC)mod pγ is p-homogeneous
in Z/pγZ, then (pn+kC)mod pγ+k is p-homogeneous in Z/pγ+kZ for any
k ≥ 0. Thus if the set C has (n, γ, I, J)-tree structure, then it also has
(n + k, γ + k, I + k, (J + k) ∪ {0, 1, . . . , k − 1})-tree structure for any
k ≥ 1, where I + k = {i + k : i ∈ I} is the translation of I by k. See
Figure 5 for an example. We can understand the parameters n, γ, I
and J in the following way:
• “n”: the position in Qp where we look at;
• “γ”: the mass of information that we deal with;
• “I” and “J”: the form of the set, i.e. how the set looks like.
Moreover, the larger ]I is, the large the set is.
Lemma 4.1. Let C be the p-homogeneous set having (n, γ, I, J)-tree
structure. Let D the p-homogeneous set having (γ−n, γ, γ− I, γ− J)-
tree structure. Then the pair (C,D) is a spectral pair.
Proof. It is not hard to check that the matrix
H := (χ(cd))c∈C,d∈D
14 RUXI SHI
Figure 5. A p-homogeneous set with (n, γ, I, J)-tree
structure, where I = {k, 2 + k} and J = {0, 1, 2, . . . , k −
2, k − 1, k + 1} for some k ≥ 0 (dependent on the choice
of n, γ).
is a complex Hadamard matrix, that is to say, HH† = (]C)I, where H†
denotes the Hermitian transpose of H and I is the identity matrix. 
Finally, considering the tree model of p-adic field, we remark that
the local geometrical structure of the p-homogeneous sets C and D in
Lemma 4.1 is like in Figure 4.
5. Zeros of distributions
In this section, we investigate the relation between the zeros of two
distributions and the ones of their product. We say that a distribution
f ∈ D′ is non-negative if for any non-negative test function φ ∈ D, we
have 〈f, φ〉 ≥ 0.
We show in the following lemma that a non-negative distribution has
a local inverse generalized function in its support.
Lemma 5.1. Let f ∈ D′ be a non-negative distribution. Suppose that
the support of f contains a ball B(x, p−n) for some x ∈ Qp and some
integer n ≥ 0, namely,
B(x, p−n) ⊂ supp(f).
Then there exists a generalized function g ∈ G such that g · f =
1B(x,p−n).
Proof. We claim that for any y ∈ B(x, p−n) and m ≥ n, we have
〈f, 1B(y,p−m)〉 > 0. We prove this claim by contradiction. Assume that
there is some ball B(y, p−m) ⊂ B(x, p−n) such that 〈f, 1B(y,p−m)〉 = 0.
It follows that
(5·9) 〈∆k · (f ∗ θk), 1B(y,p−m)〉 = 〈f, 1B(y,p−m)〉 = 0, ∀ k ≥ m.
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The first equality above is due to Proposition 2.8. On the other hand,
for k ≥ m, we have
(5·10) 〈∆k · (f ∗ θk), 1B(y,p−m)〉 =
∑
i∈Ik
〈∆k · (f ∗ θk), 1B(yi,p−k)〉,
where Ik is a finite set such that {B(yi, p−k) : i ∈ Ik} is a partition of
B(y, p−m). Since f is non-negative, by (5·9), (5·10) and Proposition
2.8, we have
(5·11) 〈∆k · (f ∗ θk), 1B(yi,p−k)〉 = 0, ∀ k ≥ m ∀ i ∈ Ik.
Observe that for any z ∈ B(y, p−m), the ball B(z, p−k) coincides one of
B(yi, p
−k) for every k ≥ m. Thus for any z ∈ B(y, p−m), we have
〈f, 1B(z,p−k)〉 = 〈∆k · (f ∗ θk), 1B(z,p−k)〉 = 0,∀k ≥ m.
This implies that y ∈ Zf which is contradict to the hypothesis. Thus
we prove the claim.
Since ∆k ·(f ∗θk) ∈ D, by the above claim, we have (∆k ·(f ∗θk))(ξ) 6=
0 for all ξ ∈ B(x, p−n) and all k ≥ n. Now define
gk(ξ) =
{
((∆k · (f ∗ θk))(ξ))−1, if ξ ∈ B(x, p−n),
0, otherwise,
for k ≥ n and gk = 0 for 1 ≤ k < n. Since ∆k · (f ∗ θk) ∈ D, we have
gk ∈ D for all k ≥ 1. Let g = [gk] ∈ G. A simple computation shows
that
gk · (∆k · (f ∗ θk)) =
{
1B(x,p−n), if k ≥ n,
0, if 1 ≤ k ≤ n− 1.
It follows that
g · f = [gk · (∆k · (f ∗ θk))] = [∆k · (1B(x,p−n) ∗ θk)].
By Theorem 2.9, we conclude that g · f = 1B(x,p−n). 
The following proposition tells us that the union of the set of zeros
of two distributions contains the set of zeros of their product whenever
at least one of them is non-negative. We remark that if neither of them
is non-negative, then such relation might not hold in general.
Proposition 5.2. Let f, g ∈ D′. Suppose f is non-negative. If the
product f · g is well defined and equal to h, then we have
Zh ⊂ Zf ∪ Zg.
Proof. It is sufficient to show
(5·12) Zh \ Zf ⊂ Zg.
This means that we only need to show that for any φ ∈ D with
supp(φ) ⊂ Zh \ Zf , we have 〈g, φ〉 = 0. Now fix φ = 1B(x,p−n) with
supp(φ) ⊂ Zh \ Zf . It follows that
supp(φ) ⊂ supp(f).
16 RUXI SHI
By Lemma 5.1, there exists w ∈ G such that w ·f = φ. By Proposition
2.7 and the fact that φ2 = φ, we have
(5·13) 〈g, φ〉 = 〈g, φ2〉 = 〈φg, φ〉 = 〈w · f · g, φ〉 = 〈w · h, φ〉.
By the construction of w = [wk] in Lemma 5.1, we might assume that
the parameter of constancy of wk is −k and
supp(wk) ⊂ supp(φ), ∀ k ≥ 1.
For any ϕ ∈ D and any k ≥ 1, since supp(wk · ϕ) ⊂ supp(φ) ⊂ Zh, by
Proposition 2.7 and Proposition 2.8, we have
〈wk · (∆k · (h ∗ θk)), ϕ〉 = 〈∆k · (h ∗ θk), wk · ϕ〉 = 〈h,wk · ϕ〉 = 0.
It follows from Theorem 2.9 that w ·h = 0. Combining this with (5·13),
we conclude that 〈g, φ〉 = 0 which justifies (5·12). 
Proposition 5.2 provides us a useful tool to investigate the functional
equation of distributions with the form f · g = h. We will use it later
in Section 8.
6. pn-cycle in Qp
In this section, we first recall the notion of p-cycles in cyclic groups
and then introduce the notion of pn-cycles in the field of p-adic numbers.
It is an important tool to deal with the vanishing sum of continuous
group characters.
Let m ≥ 2 be an integer and let ωm = e2pii/m, which is a prim-
itive m-th root of unity. Denote by Mm the set of integral points
(a0, a1, · · · , am−1) ∈ Zm such that
m−1∑
j=0
ajω
j
m = 0.
The set Mm is clearly a Z-module. Throughout this section, we are
concerned with the case where m = pn is a power of a prime number.
The structure of Mpn is shown in the following lemma.
Lemma 6.1 ([17], Theorem 1). If (a0, a1, · · · , apn−1) ∈ Mpn, then
for any integer 0 ≤ i ≤ pn−1 − 1 we have ai = ai+jpn−1 for all j =
0, 1, . . . , p− 1.
Lemma 6.1 has the following special form.
Lemma 6.2. Let (b0, b1, · · · , bp−1) ∈ Zp. If
∑p−1
j=0 e
2piibj/p
n
= 0, then
subject to a permutation of (b0, · · · , bp−1), there exist 0 ≤ r ≤ pn−1 − 1
such that
bj ≡ r + jpn−1( mod pn)
for all j = 0, 1, · · · , p− 1.
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The set {b0, b1, . . . , bp−1} is sometime called a p-cycle in Z (or in
Z/pnZ). Now we introduce the notion of pn-cycles in Qp. We say that
a finite set C ⊂ Qp is a pn-cycle in Qp if C = {c0, c1, · · · , cp−1} with
the form
cj = ς + jp
n + ζj,
for 0 ≤ j ≤ p− 1 where ς ∈ Qp and ζj ∈ B(0, p−n−1). This means that
(C mod pn) is a p-cycle in Z (or alternately in Z/pn+1Z). The pn-cycles
play an important role in the study of vanishing sum of characters,
which is shown as follows.
Lemma 6.3. Let C ⊂ Qp be a finite set. There exists ξ ∈ Qp such
that
∑
c∈C χ(ξc) = 0, if and only if C is a union of
p
|ξ|p -cycles.
Proof. By Lemma 6.1, we obtain that C is a union of the sets satisfying
the following conditions: each of them, say Ck, satisfies that ]Ck = p
and that ∑
c∈Ck
χ(ξc) = 0.
By Lemma 6.2 and the definition of pn-cycles, we have that each Ck is
a pn-cycle. This completes the proof. 
For a finite set C ∈ Qp, we denote by ]Cξn = ](C ∩B(ξ, pn)).
7. Density of uniformly discrete set
We say that a uniformly discrete set E has a bounded density if the
following limit exists for some x0 ∈ Qp
D(E) := lim
k→∞
](B(x0, p
k) ∩ E)
pk
,
which is called the density of E. Actually, if the limit exists for some
x0 ∈ Qp, then it exists for all x ∈ Qp and the limit is independent
of x. In fact, for any x0, x1 ∈ Qp, when k is large enough such that
|x0 − x1|p < pk, we have B(x0, pk) = B(x1, pk) eventually.
Proposition 7.1. Let f ∈ D′ be non-negative. Let E be a uniformly
discrete set in Qp. Suppose f ∗ δE = 1 and f /∈ L1(Qp). Then the
density of E exists and D(E) = 0.
Proof. Since f is non-negative and f /∈ L1(Qp), there exists an integer
N such that 〈f, 1B(0,pn)〉 > 0 for all n ≥ N . Integrating the equality
f ∗ δE = 1 over the ball B(0, pn), we have
pn =
∑
λ∈E
〈f(· − λ), 1B(0,pn)(·)〉.(7·14)
Observe that
(7·15) 〈f(· − λ), 1B(0,pn)(·)〉 = 〈f, 1B(−λ,pn)〉 = 〈f, 1B(y,pn)〉
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for any y ∈ B(−λ, pn). Let Pn be the set in Qp such that {B(y, pn) :
y ∈ Pn} is a partition of Qp. By (7·14) and (7·15), we have
(7·16) 1 =
∑
y∈Pn
](E ∩B(y, pn))
pn
· 〈f, 1B(y,pn)〉.
Without loss of generality, we might assume 0 ∈ Pn for all n. By (7·16)
and the fact that f is non-negative, we have
1 ≥ ](E ∩B(0, p
n))
pn
· 〈f, 1B(0,pn)〉, ∀ n ≥ N.
This implies that
(7·17) ](E ∩B(0, p
n))
pn
≤ 1〈f, 1B(0,pn)〉 , ∀ n ≥ N.
Since f /∈ L1(Qp) and f is non-negative, we finally get
lim sup
n→∞
](E ∩B(0, pn))
pn
≤ lim
n→∞
1
〈f, 1B(0,pn)〉 = 0.

We remark that the case where f ∈ L1(Qp) (not necessarily non-
negative) has been considered in [5].
8. Spectral measures in Qp
Let µ be a spectral measure with spectrum Λ, which is characterized
by the following functional equation
(8·18) |µ̂|2 ∗ δΛ = 1.
We remark that the convolution in (8·18) is understood as a convolu-
tion of Bruhat-Schwartz distributions and even as a convolution in the
Colombeau algebra of generalized functions. One of reasons is that the
Fourier transform of the infinite Radon measure δΛ is not defined for
the measure δΛ but for the distribution δΛ (see Lemma 8.2). Another
is that |µ̂|2 is not necessarily integrable and thus the Fourier transform
of |µ̂|2 may not defined for the function |µ̂|2 but for the distribution
|µ̂|2.
Without loss of generality, we assume 0 ∈ Λ. Taking Fourier trans-
form of both sides of (8·18), we have
(8·19) |̂µ̂|2 · δ̂Λ = δ0,
which is the main object of study throughout this section.
Lemma 8.1. The distribution |̂µ̂|2 is non-negative.
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Proof. It is sufficient to show that
(8·20) 〈|̂µ̂|2, 1B(x,pk)〉 ≥ 0
for any given x ∈ Qp and k ∈ Z. By definition of Fourier transformation
on distribution, we have
(8·21) 〈|̂µ̂|2, 1B(x,pk)〉 = pk〈|µ̂|2, χx1B(0,p−k)〉.
We define µ− ∈ P(Qp) by µ−(Ω) = µ(−Ω) for any Borel set Ω ⊂ Qp.
By Proposition 2.5, we get
(8·22) |µ̂|2 = µ̂ ∗ µ−.
It follows from (8·21) and the fact that µ ∗ µ− ∈ P(Qp) that
〈|̂µ̂|2, 1B(x,pk)〉 = pk〈µ̂ ∗ µ−, χx1B(0,p−k)〉 = 〈µ ∗ µ−, 1B(x,pk)〉,
which is actually equal to µ∗µ−(B(x, pk)). Thus we obtain (8·20). 
We remark that in the proof of Lemma 8.1, it not only tells that the
distribution |̂µ̂|2 is non-negative, but only shows that |̂µ̂|2 = µ ∗ µ− in
the sense of distribution.
Applying Lemma 8.1 and Proposition 5.2 to the functional equation
(8·19), we obtain
(8·23) Qp \ {0} ⊂ Z|̂µ̂|2 ∪ Zδ̂Λ .
It roughly shows that the union of zeros of the distributions |̂µ̂|2 and δ̂Λ
are abundant. This is one of our motivation to investigate the measure
µ and its spectrum Λ by studying the zeros of distributions |̂µ̂|2 and δ̂Λ
in the following subsections.
8.1. Structure of Λ. In this section, we first justify that δΛ is indeed
a distribution in Qp by the following lemma.
Lemma 8.2. The set Λ is uniformly discrete.
Proof. Since µ ∈ P(Qp), it is well known that µ̂ is continuous and
µ̂(0) = 1. It follows that there exists n ∈ Z such that
(8·24) µ̂(ξ) > 1
2
, ∀ |ξ|p ≤ pn.
Since the set Λ is the spectrum of µ, we have µ̂(λ − λ′) = 0 for any
distinct λ, λ′ ∈ Λ. Combining this with (8·24), we conclude that |λ −
λ′|p > pn for any distinct λ, λ′ ∈ Λ. 
By Lemma 2.3, we know that if the point x is contained in Zδ̂Λ ,
then the minimal sphere that is centered at 0 and contains x (that is,
S(0, p−n) with |x| = p−n) is also included in Zδ̂Λ . Using this, in the
following lemma, we analyze how the points in the set Λ is distributed
locally when a zero of the distribution δΛ is provided. Recall that
]Λξn = ](Λ ∩B(ξ, pn)).
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Lemma 8.3. Let n ∈ Z. If S(0, p−n) ⊂ Zδ̂Λ, then
(8·25) ]Λξn = ]Λξ+p
−n−1
n ,
for every ξ ∈ Qp.
Proof. Fix n ∈ Z. Clearly, if |ξ|p > p−n−1 then Λξn = Λξ+p−n−1n and
(8·25) follows. Thus it remains to consider the case where |ξ|p ≤ p−n−1.
Fix k ≥ n + 1 and ξ ∈ Qp with |ξ|p = p−k. Since S(0, p−n) ⊂ Zδ̂Λ and
B(pn, p−k) ⊂ S(0, p−n), we have that
〈δ̂Λ, 1B(pn,p−k)〉 = 0.
By the definition of Fourier transformation, we get
〈δΛ, χpn1B(0,pk)〉 = 0.
It follows that ∑
λ∈Λk
χ(pnλ) = 0.
By Lemma 6.3, the set Λk is a union of p
n+1-cycles. Observe that any
pn+1-cycle in Λk either has exactly one element in each balls B(ξ +
jp−n−1, pn) for 0 ≤ j ≤ p − 1 or does not intersect ⋃0≤j≤p−1B(ξ +
jp−n−1, pn) at all. It follows that the number ]Λξ+jp
−n−1
n is a constant
independent of j. We thus obtain (8·25) by taking arbitrarily ξ ∈ Qp
with |ξ|p ≤ p−n−1. 
From Lemma 8.3, we see that the distribution of Λ is as in Figure 6
whenever S(0, p−n) ⊂ Zδ̂Λ .
Figure 6. The distribution of Λ. The small ball has
the radius pn−1 and the big one pn.
Recall from Lemma 2.3 that Zδ̂Λ has the following property: every
sphere S(0, p−n) either is contained in Zδ̂Λ or does not intersect Zδ̂Λ .
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Let
I : =
{
n ∈ Z : S(0, p−n) ⊂ Zδ̂Λ
}
,
J : = {n ∈ Z : S(0, p−n) ∩ Zδ̂Λ = ∅},
which form the partition of Z. Due to Proposition 2.3 and Lemma 8.2,
the set J contains the set {n ∈ Z : n ≤ −nΛ− 2}, where the integer nΛ
is defined by (2·7). Thus the set I has a minimal element, denoted by
iΛ, which is larger than −nΛ − 1. For k ≥ iΛ, let
I≤k := {n ∈ I : n ≤ k} ,
which is a finite set by the above statement. For k ≥ iΛ, let
J≤k := {n ∈ J : iΛ ≤ n ≤ k} ,
which is the complement set of I≤k in {iΛ, iΛ + 1, . . . , k}.
We will prove in the following lemma that every set Λξk contains a
“large” p-homogenous set.
Lemma 8.4. For any k ≥ iΛ and any ξ ∈ Λ, the set Λξk contains a
subset Cξk satisfying the condition that the set C
ξ
k − ξ has (k + 1, k −
iΛ + 1, I, J)-tree structure with I = k − I≤k.
Proof. We construct the set Cξk it by induction on k. When k = iΛ, by
Lemma 8.3, we see that Λξ+jp
−iΛ−1
iΛ
is nonempty for any ξ ∈ Λ and for
every 0 ≤ j ≤ p − 1 and thus define the set CξiΛ for every ξ ∈ Λ by
picking one element in each set Λξ+jp
−iΛ−1
iΛ
for 0 ≤ j ≤ p − 1. Clearly,
we have CξiΛ ⊂ B(ξ, piΛ+1). It follows that
(piΛ+1(CξiΛ − ξ)) mod p = {0, 1, . . . , p− 1}
which is a T{0},∅-form tree. This complete the proof for the case k = iΛ
by noticing I≤iΛ = {iΛ} and J≤iΛ = ∅.
Now assume that the set Cξk are well defined for all ξ ∈ Qp and for
all integer n with iΛ ≤ n ≤ k. We will construct Cξk+1 for every ξ ∈ Qp.
If k+1 /∈ I, then we see that I≤k+1 = I≤k and pick Cξk+1 = Cξk for every
ξ ∈ Λ. Since (k+ 1)− I≤k+1 = (k− I≤k) + 1, the set Cξk+1 is desired by
inductive hypothesis. Now suppose k ∈ I. We pick
Cξk+1 = ∪0≤j≤p−1Cξ+jp
−k−1
k
for every ξ ∈ Λ. Since
Cξ+jp
−k−1
k ⊂ Λξ+jp
−k−1
k ⊂ B(ξ + jp−k−1, pk),
we see that Cξ+jp
−k−1
k are mutually disjoint for 0 ≤ j ≤ p−1. Moreover,
the sets (Cξ+jp
−k−1
k − ξ) have (k+ 1, k− iΛ + 1, I, J)-tree structure with
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I = k − I≤k. Thus we obtain that the set (Cξk+1 − ξ) has (k + 2, k −
iΛ + 2, {0} ∪ (I + 1), J)-tree structure. By observing that
{0} ∪ (I + 1) = {0} ∪ ((k + 1)− I≤k) = (k + 1)− I≤k+1,
we complete the proof. 
A direct consequence of Lemma 8.4 is the following.
Corollary 8.5. For any k ∈ Z, the set Λk contains a finite p-homogeneous
set whose cardinality is p]I≤k .
8.2. Structure of µ. We investigate the structure of µ by the help of
zeros of the distribution |̂µ̂|2.
Lemma 8.6. Let n ∈ Z. If S(0, p−n) ⊂ Z|̂µ̂|2, then
(8·26) µ(B(ξ, p−k))µ(B(ξ − x, p−k)) = 0,
for any ξ ∈ Qp, any x ∈ S(0, p−n) and any k ≥ n+ 1.
Proof. Fix n ∈ Z. Fix x ∈ S(0, p−n) and k ≥ n+ 1. Since S(0, p−n) ⊂
Z|̂µ̂|2 , we have
(8·27) 〈|̂µ̂|2, 1B(x,p−k)〉 = 0.
By the remark after Lemma 8.1, we get from (8·27) that
〈µ ∗ µ−, 1B(x,pk)〉 = 0.
This means that∫
Qp
∫
Qp
1B(x,p−k)(y + z)dµ(y)dµ(z) = 0,
implying that
(8·28)
∫
Qp
µ(B(x− z, p−k))dµ(z) = 0.
We notice the fact that if |z1 − z2| ≤ p−k, then B(x − z1, p−k) =
B(x − z2, p−k). It follows that as a function of z, µ(B(x − z, p−k))
is locally constant. Fix ξ ∈ Qp. Let P−k be the set in Qp such that
ξ ∈ P−k and {B(y, p−k) : y ∈ P−k} is a partition of Qp. By (8·28), we
have
(8·29)
∑
y∈P−k
µ(B(x− y, p−k))µ(B(y, p−k)) = 0.
Since µ(B(x− y, p−k))µ(B(y, p−k)) ≥ 0, we obtain that
µ(B(x− y, p−k))µ(B(y, p−k)) = 0,∀y ∈ P−k.
In particular, we have µ(B(x − ξ, p−k))µ(B(ξ, p−k)) = 0. This com-
pletes the proof. 
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Let
K :=
{
n ∈ Z : S(0, p−n) ⊂ Z|̂µ̂|2
}
.
By (8·23) and the definition of J, we have J ⊂ K. In particular, we
have
(8·30) {n ∈ Z : n ≤ iΛ − 1} ⊂ K.
Proposition 8.7. The spectral measure µ has compact support.
Proof. Without Loss of generality, we assume that the point 0 is a
density point of µ, that is to say, µ(B(0, pn)) > 0 for all n ∈ Z. We
claim that the measure µ is supported on the ball B(0, p−iΛ). We
prove our claim by contradiction. Assume that µ(B(ξ, p−k)) > 0 for
some ball B(ξ, p−k) which does not intersect the ball B(0, p−iΛ). Let
n0 := vp(|ξ|p). Since B(ξ, p−k) ∩ B(0, p−iΛ) = ∅, we obtain that k ≥
n0 + 1 and iΛ ≥ n0 + 1. It follows that
B(ξ, p−k) ⊂ B(ξ, p−n0−1) and B(0, p−iΛ) ⊂ B(0, p−n0−1).
Then we have
(8·31) µ(B(ξ, p−n0−1)) > 0 and µ(B(0, p−n0−1)) > 0.
On the other hand, by Lemma 8.6 and (8·30), we see that
µ(B(0, p−n0−1))µ(B(ξ, p−n0−1)) = 0,
which is contradict to (8·31). This completes the proof of our claim. 
For k ≥ iΛ, let
K≤k := {n ∈ K : iΛ ≤ n ≤ k} .
It is easy to see that
(8·32) J≤k ⊂ K≤k
and
(8·33) I≤k ∪K≤k = {iΛ, iΛ + 1, . . . , k}.
Obviously, the translation of µ does not change the spectrality of
µ. In what follows, we always assume that the point 0 is a density
point of µ. By the proof of Proposition 8.7, we see that the mea-
sure µ is supported on the ball B(0, p−iΛ). Thus for any k ≥ iΛ if
µ(B(ξ, p−k−1)) 6= 0, then ξ ∈ B(0, p−iΛ). We observe that one way to
represent the set of the centre of balls with radius p−k−1 in B(0, p−iΛ)
is by the set
piΛ(Z/pk−iΛ+1Z) := {0, piΛ , 2piΛ , . . . , (pk−iΛ+1 − 1)piΛ}.
Let
Ωk := {x ∈ piΛ(Z/pk−iΛ+1Z) : µ(B(x, p−k−1)) 6= 0}.
We will prove in the following lemma that the set Ωk is contained in
a “small” p-homogenous set.
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Lemma 8.8. For any k ≥ iΛ, the set Ωk is contained in a p-homogeneous
set Dk having (−iΛ, k − iΛ + 1, I, J)-tree structure with J = K≤k − iΛ.
Proof. We construct the set Dk it by induction on k. When k = iΛ,
we pick DiΛ = p
iΛ(Z/pZ). By the facts that ](piΛ(Z/pZ)) = p and
that K≤iΛ = ∅, we see that DiΛ is what we desire. Now assume that
the sets Dn are well defined for all integer n with iΛ ≤ n ≤ k. We
observe that the balls B(x + jpk+1, p−(k+1)−1) (0 ≤ j ≤ p − 1) form
a partition of the ball B(x, p−k−1) for every x ∈ piΛ(Z/pk−iΛ+1Z). We
first consider the case when k + 1 /∈ K. In such case, we have that
K≤k+1 − iΛ = K≤k − iΛ. Since Ωk ⊂ Dk and Ωk+1 ⊂ Ωk + pk+1(Z/pZ),
we see that Ωk+1 ⊂ Dk + pk+1(Z/pZ). Moreover, since the set Dk
has (−iΛ, k − iΛ + 1, I, J)-tree structure, it is not hard to check that
Dk+p
k+1(Z/pZ) has (−iΛ, k− iΛ +2, I∪{k− iΛ +1}, J)-tree structure.
Then we define Dk+1 = Dk + p
k+1(Z/pZ), which is desired by the
above demonstration. Now suppose k + 1 ∈ K. In such case, we
claim that if µ(B(x, p−k−1)) 6= 0 for some x ∈ piΛ(Z/pk−iΛ+1Z), then
there is exactly one ball among the balls B(x + jpk+1, p−(k+1)−1) for
0 ≤ j ≤ p − 1, which doesn’t have zero µ-measure. This induces
the embedding φk : Ωk → piΛ(Z/pk−iΛ+1Z) with φ(Ωk) = Ωk+1. We
extend the domain of φk from Ωk to Dk as follows: for y ∈ Dk \ Ωk,
let φk(y) = y. By the fact that Ωk ⊂ Dk, we have Ωk+1 ⊂ φk(Dk).
Moreover, since the set Dk has (−iΛ, k−iΛ +1, I, J)-tree structure, it is
not hard to see that the set φk(Dk) has (−iΛ, k−iΛ+2, I, J∪{k−iΛ+1})-
tree structure. Let Dk+1 = φk(Dk). Then we deduce that the set Dk+1
is desired by the above demonstration and the fact that K≤k+1 − iΛ =
(K≤k − iΛ)∪ {k− iΛ + 1}. It remains to prove our claim. Assume that
there exists x ∈ piΛ(Z/pk−iΛ+1Z) and distinct 0 ≤ j, l ≤ p−1 such that
µ(B(x+ jpk+1, p−(k+1)−1)) 6= 0 and µ(B(x+ lpk+1, p−(k+1)−1)) 6= 0.
However by Lemma 8.6, we have that
µ(B(x+ jpk+1, p−(k+1)−1))µ(B(x+ lpk+1, p−(k+1)−1)) = 0,
which is impossible. This complete the proof of our claim. 
The following is a direct consequence of Lemma 8.8.
Corollary 8.9. For all k ≥ iΛ, we have
(8·34) ]{x ∈ piΛ(Z/pk−iΛ+1Z) : µ(B(x, p−k−1)) 6= 0} ≤ pk−iΛ+1−]K≤k .
8.3. Proof of Main theorem. We first summarize what we have ob-
tained in the previous sections. Recall that µ is the spectral measure
with spectrum Λ. Since the translation of µ is also a spectral measure,
we might assume that 0 ∈ Λ and 0 is a density point of µ. Recall
that I is defined as the set consisting of the integer n so that S(0, pn)
is contained in the zero set of δ̂Λ. The set K is defined in the same
way for |̂µ̂|2. The set J is the complement of I in Z, in other words, it
ON p-ADIC SPECTRAL MEASURES 25
consists of the integer n so that S(0, pn) is not contained in the zero set
of δ̂Λ (by Lemma 8.3). By (8·19), the sets I,K and J have the relation
that
I unionsq J = Z and J ⊂ K.
Recall that Λk is the discrete set Λ∩B(0, pk) and Ωk consisting of the
point x with µ(B(x, p−k−1)) 6= 0. The sets Λk and Ωk are served as the
local parts of Λ and µ respectively. We have shown that Λk contains the
“large” p-homogeneous set Ck (= C
0
k) which has (k+1, k− iΛ +1, I, J)-
tree structure with I = k − I≤k (Lemma 8.4). On the other hand, it
has been shown that Ωk is contained in the “small” p-homogeneous set
Dk which has (−iΛ, k − iΛ + 1, I, J)-tree structure with J = K≤k − iΛ
(Lemma 8.8).
The following proposition is essential to prove Theorem 1.1. We will
show that J is actually equal to K, and Dk, Ck are of same size and
have the “complementary” tree structure.
Proposition 8.10. For any k ≥ iΛ, we have the following properties.
(1) The value µ(B(x, p−k−1)) is a constant which is independent of
x ∈ Ωk.
(2) Ωk = Dk.
(3) J≤k = K≤k and I≤k ∩K≤k = ∅.
(4) Λk = Ck.
Proof. By (8·33) and Lemma 8.8, we obtain that for any k ≥ iΛ, there
exists a p-homogeneous set D˜k satisfying
• Dk ⊂ D˜k ⊂ piΛ(Z/pk−iΛ+1Z);
• the set D˜k has (−iΛ, k − iΛ + 1, I, J)-tree structure with I =
I≤k − iΛ.
Since the set Λ is the spectrum of µ and 0 ∈ Λ, we have µ̂(ξ) = 0 for
all ξ ∈ Λ \ {0}. Fix k ≥ iΛ and ξ ∈ Λk \ {0}. In particular, we have
(8·35)
∫
Qp
χ(ξy)dµ(y) = 0.
Since χ(ξ·) is locally constant, we compute that∫
Qp
χ(ξy)dµ(y) =
∑
x∈piΛ (Z/pk−iΛ+1Z)
χ(ξx)µ(B(x, p−k−1))
=
∑
x∈Ωk
χ(ξx)µ(B(x, p−k−1)).
(8·36)
Combining (8·35) and (8·36), we have
(8·37)
∑
x∈Ωk
χ(ξx)µ(B(x, p−k−1)) = 0.
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By arbitrary of ξ ∈ Λk \ {0}, the equation (8·37) holds for every ξ ∈
Λk \ {0}. Let
vk = (µ(B(x, p
−k−1)))x∈Ωk
be the vector in R]Ωk . Let
Mk =
(
χ(cx)
)
c∈Ck\{0},x∈Ωk
be the complex (]Ck − 1)× ]Ωk matrix. Since Ck ⊂ Λk, it follows from
(8·37) that
(8·38) MkvTk = 0,
where ?T stands for the transpose of ?.
Now we calculate the rank of the matrix Mk. By Lemma 4.1, the
matrix
(8·39) Hk =
(
χ(cd)
)
c∈Ck,d∈D˜k
is a complex Hadamard matrix. In particular, the matrix Hk has full
rank. Clearly, the matrix Mk is the submatrix of Hk, which is obtained
by deleting one row and ](D˜k \ Ωk) columns of Hk. We denote by H?k
the matrix that is obtained by deleting one row indexed by 0 ∈ Ck of
Hk. For 1 ≤ j ≤ ]D˜k, let uj be the j-th column of H?k . By Lemma 6.3,
we have
(8·40)
]D˜k∑
j=1
uj = 0.
Since Hk has full rank ]D˜k, we get that the rank of {uj}1≤j≤]D˜k is
]D˜k − 1. We claim that for any 1 ≤ j1 < j2 < · · · < j]D˜k−1 ≤ ]D˜k, the
family {uj`}1≤`≤]D˜k−1 is linearly independent. In fact, if there exists
1 ≤ j1 < j2 < · · · < j]D˜k−1 ≤ ]D˜k and a` ∈ R not all equal zero for
1 ≤ ` ≤ ]D˜k − 1 such that
∑]D˜k−1
`=1 aj`uj` = 0. Combining this with
(8·40), we obtain that the dimension of solution space {w : H?kw = 0}
is large than or equal to 2, which implies that the rank of {uj}1≤j≤]D˜k is
smaller than ]D˜k−1. This is a contradiction. Therefore, we obtain that
for any proper subset T of D˜k, the rank of {uj}j∈T is ]T . Consequently,
the rank of the matrix Mk is ]Ωk if Ωk is a proper subset of D˜k and
is ]Ωk − 1 if Ωk = D˜k. Since the vector vk is nonzero, by (8·38), we
obtain that the rank of the matrix Mk has to be smaller than ]Ωk.
Therefore we conclude that the the rank of the matrix Mk is ]Ωk − 1
and consequently that Ωk = D˜k, which implies (2). Moreover, we have
Mk = H
?
k . The statement (3) follows from (2) and the simple fact that
I and J don’t intersect.
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By (8·40), the solution space of {u : Mku = 0} is generated by the
vector (1, 1, . . . , 1)T . Since vk is in this solution space, we conclude that
µ(B(x, p−k−1)) = µ(B(y, p−k−1)), ∀ x, y ∈ Ωk,
which completes the proof of (1).
It remains to prove (4). Due to (1) and (2), we have∑
x∈Ωk
χ((ξ − ξ′)x) = 0, ∀ξ 6= ξ′ ∈ Λk.
It follows that the family {χξ}ξ∈Λk is an orthogonal set of L2(Ωk). This
implies ]Λk ≤ ]Ωk. Since Ck ⊂ Λk and ]Ck = ]Ωk, we conclude that
Λk = Ck. This completes the proof.

In fact, as a consequence of Proposition 8.10, we could furthermore
analyze the structure of the spectrum, that is,
(8·41) Λ = ∪kCk.
Now we prove our main theorem.
Proof of Theorem 1.1. By Proposition 8.7, we might assume that µ is
supported on Zp and iΛ = 0. By Proposition 8.10 (1), we obtain that
µ is the weak limit of
1
]Ωk
∑
x∈Ωk
δx,
as k tends to +∞. By Proposition 8.10 (2) and (3), we have
(8·42) 1
]Ωk
∑
x∈Ωk
δx =
1
]I≤k
∑
x∈CI≤k,J≤k
δx,
for all k ≥ 0. Observe that the RHS of (8·42) weakly converges to νI,J
as k tends to +∞. This completes the proof. 
9. Dimension of spectral measures
In this section, we prove Proposition 1.2.
Proof of Proposition 1.2. It is sufficient to prove for the measure µ =
νI,J and Λ. By calculation, we have
(9·43) dimeµ = lim inf
k→∞
]I≤k
k
and dimeµ = lim sup
k→∞
]I≤k
k
.
A simple computation shows that for all x ∈ supp(µ), we have
d(µ, x) = lim inf
k→∞
log µ(B(x, p−k))
k
= lim inf
k→∞
]I≤k
k
.
By the fact (3·8), we have
(9·44) dimH µ = lim inf
k→∞
]I≤k
k
.
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On the other hand, by (8·41), we have
(9·45) dimB Λ = lim sup
k→∞
]I≤k
k
.
We complete the proof by combining (9·43), (9·44) and (9·45). 
10. Higher dimensional spectral measures
In this section, we show some properties of spectral measures in Qdp
and discuss several differences between spectral measures in Qp and
ones in Qdp, d ≥ 2.
10.1. Pure type phenomenon. As an analogy of the pure type phe-
nomenon of spectral measures in Rn [9], we have the following propo-
sition. The proof of the first part is similar to the Euclidean case and
the second part is due to Proposition 7.1 and [5, Theorem 3.1 (3)]. We
omit the proof and leave the readers to work out the details.
Proposition 10.1. Let µ ∈ M(Qdp) be a spectral measure with spec-
trum Λ. Then it must be one of the three pure types: discrete (and
finite), singularly continuous or absolutely continuous. Moreover, the
the following holds.
(1) If µ is discrete, namely δC, then ]C <∞ and ]Λ <∞;
(2) If µ is singularly continuous, then D(Λ) = 0.
(3) If µ is absolutely continuous, then µ(Qdp) < ∞ and D(Λ) =
1/µ(Qdp).
In fact, the same method works for general locally compact abelian
groups.
10.2. Spectral measures in Qdp, d ≥ 2. For a uniformly discrete set
E in the higher dimensional space Qdp with d ≥ 2, the zero set of the
Fourier transform of the measure δE is not necessarily bounded. In
other words, Proposition 2.3 does not hold in Qdp with d ≥ 2. For
example, let E = {(0, 0), (0, 1), · · · , (0, p − 1)} which is a finite subset
of Q2p. One can check that
Zδ̂E = Qp × p−1Z×p ,
which is unbounded. In [5], a spectral set in Q2p which is not compact
open was constructed: we partition Zp into p Borel sets of same Haar
measure, denoted Ai (0 ≤ i ≤ p − 1), assume that one of Ai is not
compact open, and define
Ω :=
p−1⋃
i=0
Ai ×B(i, p−1) ⊂ Zp × Zp,
which is a spectral set and not compact open in Zp × Zp. We remark
that such example shows the measure 1Ωdx is the spectral measure in
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Q2p but it is not a translation or multiplier of νI,J, where I and J form
a partition of N2.
10.3. Dimensions of spectra. By using the same method in [21]
where the author investigated the dimension of spectra of spectral mea-
sures in Rd, we could prove the following proposition.
Proposition 10.2. Let µ be a spectral measure in Qdp with spectrum
Λ. Then we have
dimB Λ ≤ dimeµ.
Regarding to Proposition 1.2, we might ask the question whether the
equality in Proposition 10.2 still holds for d ≥ 2. In fact, if the measure
µ is absolutely continuous or discrete, then the equality in Proposition
10.2 holds trivially. Therefore, the question is only asked for singular
continuous spectral measures in Qdp for d ≥ 2. Unfortunately, we could
not answer it now.
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