Abstract. In this paper, we present a novel method for disease classification between two patient populations based on features extracted from Magnetic Resonance Imaging (MRI) data. Anatomically meaningful features are extracted from structural data (T1-and T2-weighted MR images) and Diffusion Tensor Imaging (DTI) data, and used to train a new machine learning algorithm, the k-support SVM (ksup-SVM). The ksupport regularized SVM has an inherent feature selection property, and thus it eliminates the requirement for a separate feature selection step. Our dataset consists of patients that suffer from facioscapulohumeral muscular dystrophy (FSH) and Myotonic muscular dystrophy type 1 (DM1) and our proposed method achieves a high performance. More specifically, it achieves a mean Area Under the Curve (AUC) of 0.7141 and mean accuracy 77% ± 0.013. Moreover, we provide a sparsity visualization of the features in order to indentify their discriminative value. The results suggest the potential of the combined use of MR markers to diagnose myopathies, and the general utility of the ksup-SVM. Source code is also available at https://gitorious.org/ksup-svm.
Introduction
In this paper, we tackle the problem of disease classification. More specifically, we are interested in discriminating between two different neuromuscular diseases, facioscapulohumeral muscular dystrophy (FSH) and myotonic muscular dystrophy type 1 (DM1). Myopathies result in an atrophy and weakness of the muscle, and currently require an invasive biopsy to distinguish the two. In contrast, we pursue here a comparatively non-invasive approach based on MR imaging. Our approach to discriminate between the two diseases is centered around two axes: i) MR Imaging with particular emphasis on Diffusion Tensor Imaging, which has been successfully used in neuroimaging, and ii) a novel structured sparsity machine learning algorithm, the k-support regularized SVM.
Diffusion Tensor Imaging is an imaging modality that captures the diffusion of water in tissues, and along with it, important structural information. It has been widely used in the study of the connectivity of the human brain [1] . Nonetheless, it has also been used in different clinical scenarios. Among them, one may cite the study of the human tongue [2] , the heart muscle [2] and the human calf muscle [3] . DTI can capture important structural information in the case of the muscle. This is due to the fact that muscles are highly organized structures that present an architecture of elongated myofibers. Because myopathies affect the muscles, one may expect that the diffusion properties in diseased subjects are also altered [4] .
Pattern classification techniques are widely applied in medical image processing. Along with DT imaging, pattern classification has gained widespread acceptance in neuroimaging studies because of its ability to capture multivariate relationships that characterize group differences. Some important examples of their application in neuroimaging scenarios include the study of Alzheimer's disease [5] , male-female or older-younger classification [6] , temporal classification of block design fMRI data [7] or the study of autism spectrum disorder [8] .
In this work, we are interested in verifying that different myopathies alter muscle in distinct ways. Moreover, we investigate the discriminative power of diffusion and structural MR features in distinguishing between diseases. Fig. 1 shows the T1-weighted MR images of the two myopathies under investigation. The two images are very similar, making the distinction between them a very challenging task. In order to achieve this goal, we develop a strategy that exploits the rich information that is captured by both structural data (T1-and T2-weighted MR images) and DTI data to fuel state-of-the-art machine learn- ing techniques. The use of high dimensional pattern classification in conjuction with DTI information has been previously investigated [9, 10, 8] . Nonetheless, it has been mainly applied to distinguish patients from controls in neuroimaging studies. Discriminating between patients poses additional challenges.
Materials and Methods

Data description
In this study, we have used a dataset consisting of twenty five subjects, 10 subjects were affected by FSH and 15 subjects were affected by DM1. In a clinical context, this is a large sample size. The subjects were imaged in the calf using a 1.5 T MRI scanner. Diffusion weighted images were acquired using the following parameters: repetition time (T R)=3600ms, echo time (T E)=70ms, slice thickness of 7mm and b value of 700s/mm 2 with 12 gradient directions and 13 repetitions. Diffusion tensors were estimated with the use of medInria software.
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The obtained volumes had a size of 64 × 64 × 20 voxels and a voxel resolution of 3.125mm × 3.125mm × 7mm. T1-and T2-weighted MR images were acquired at the same time. As a consequence, the image volumes are naturally co-registered.
Structural and diffusion features
The images were segmented by an expert in the following 7 classes/muscle groups: 1) soleus (SOL), 2) lateral gastrocnemius (LG), 3) medial gastrocnemius (MG), 4) posterior tibialis (TP), 5) anterior tibialis (AT), 6) extensor digitorum longus (EDL), and 7) peroneous longus (PL). An example of the segmented muscle can be seen in Fig. 2 . It is planned to automate this process in future work. In the meantime, the approach provides a strategy to avoid an invasive biopsy.
For every anatomical region, we extracted features from both the structural and the diffusion data. From the structural data, we extracted for every muscle: 1) the absolute volume, 2) the mean T1 signal, 3) the mean T2 signal, and 4) the Signal to Noise Ration (SNR). For the diffusion, we calculated for every muscle the mean values of the following scalar measures: 1) the Fractional Anisotropy (FA), 2) the trace of the diffusion tensor, 3) the volume of the tensor, 4) the eigenvalues (L1, L2, L3), 5) the planar coefficient (Cp), and 6) the linear coefficient (Cl). These scalar measures were estimated with the use of medInria software. The resulted 84 variables were whitened and centered prior to applying the learning algorithms.
k-support regularized SVM
Our proposed method, the k-support regularized SVM, is a novel algorithm based on the recently introduced k-support norm by Argyriou et. al [11] . The k-support norm is a sparsity regularization method that balances the 1 and 2 norms over a linear function in order to prevent over-fitting, similar to the well known elastic net [12] . The k-support norm can be computed as
where |w| ↓ i is the ith largest element of the vector and r is the unique integer in {0, . . . , k − 1} satisfying
In contrast to elastic net, k-support norm uses a 1 penalty only for the smallest components and 2 penalty for the largest components. We define the k-support norm regularized SVM (ksup-SVM) as the following optimization problem:
This learning algorithm uses the hinge loss as in a classical SVM [13] , but employs the k-support norm as a structured sparsity regularizer. This enables the learning algorithm to select a sparse but correlated subset of discriminative variables. ksup-SVM has two input parameters, the λ > 0 regularization parameter and k ∈ {1, . . . , d}, where d is the dimension of the feature space, the parameter that negatively correlates with the sparsity. Table 1 . Classification mean accuracy (in % ± standard error) and the mean area under the curve of all methods over 1000 trials. Chance is 60%.
Method
Accuracy AUC ksup-SVM 77 ± 0.013 0.756 k-support norm 74 ± 0.006 0.726 knn 61 ± 0.015 0.537 SVM 59 ± 0.015 0.494
Results
In order to explore the power of our proposed method we also train a number of supervised learning methods using the same features. More specifically, we examine the k nearest neighbor algorithm [14] , the support vector machine (SVM) [13] for a number of different kernels, and the k-support norm with squared loss as introduced by [11] . We examine the knn algorithm with Euclidean distance and k ∈ {1, 3, 5, 7, 10}. For the SVM, we examine the following kernel functions, i) linear, ii) polynomial of third degree, and iii) radial basis function (RBF) with a soft-margin parameter C ∈ {10 −3 , 10 0 , 10 3 }. For the k-support regularized squared loss and for the ksup-SVM we examine the following combinations of parameters λ ∈ {1, 10, 1000} and k ∈ {1, 10, 20, 40, 80}.
To approximate the generalization accuracy of the classification methods using the structural and DTI tensor features, we use a random splitting scheme with 1000 trials. In each trial, a random selection of 80% of the data are used to train the methods, while the remaining 20% are used to evaluate their performance. Model selection was performed in a similar fashion using only 80% of the data. We report only the generalization performance for each method. Fig. 3 shows the mean ROC curve across all trials, while Table 3 gives the mean classification accuracy and area under the curve over 1000 trials. ksup-SVM outperforms the rest of the methods by achieving a mean area under the curve (AUC) of 0.7141 and mean accuracy 77% ± 0.013. The k-support norm also performs well with a mean AUC of 0.694 and mean accuracy 72% ± 0.006, while knn and SVM performances are near chance, which is 60%. Moreover, with a Wilcoxon signed rank test we show that the ksup-SVM is statistically significantly better than all other methods (all p-values were 10 −9 ). Fig. 4 shows the boxplots of the weights of the structural and DTI tensor features selected by the ksup-SVM over 1000 bootstrap trials. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, while the whiskers extend to the most extreme data points that are not considered outliers. Since the MRI features are evaluated for each of the seven muscles of interest, we plot them per muscle. A number of features are systematically assigned zero weight across multiple trials (green line), indicating that they do not provide useful information for the distinction of the two diseases, while the ones with non-zero weight are considered more informative.
Toward demonstrating the added value of the DTI features, we compared the performance of the ksup-SVM when trained only on structural data against its previous result. The same experimental setting as before was used. In this case, ksup-SVM achieved a mean AUC of 0.697 and mean accuracy 73% ± 0.006. According to a Wilcoxon signed rank test, this performance is statistically significantly worse than its previous performance using both structured and DTI features (p-value was 0.05).
Discussion
An analysis of variables selected by the sparsity regularizer (Fig. 4) gives an indication that discrimination varies across muscles as well as features. Increased muscle volume in AT, EDL, MG, and TP was associated with DM1, while increased volume in PL and SOL was associated with FSH. T1 and T2 signal was consistently positively associated with FSH in the EDL muscle. A broad range of statistics were discriminative for the MG muscle, while discriminative features for most other muscles were comparatively sparse. While MRI markers, and DTI tensor features in particular, have previously been shown to differ between disease and control subjects [4, Table 2 ], we are unaware of previous studies that have shown significant ability to discriminate between disease conditions. Indeed, a high-dimensional analysis of MRI based markers was required to achieve non-random performance in this more challenging task. Sparsity regularization appears to be a more important property of the learning algorithm than non-linearity, as evidenced by the comparatively stronger performance of k-support norm regularized SVM or squared error, as compared to a SVM with non-linear kernels or k nearest neighbors (both nonsparse, non-linear algorithms).
In this paper, we have presented several novel methodological and clinical developments related to the use of pattern recognition methods in neuromuscular disease classification. While previous studies have focused on the comparatively hal-00845126, version 1 -18 Jul 2013
