X and that a quotient scheme X/G exists. This happens, for example, if X is the set of stable points for a linearized action of G. We prove that there is an isomorphism of A G i (X) ⊗ Q and A i (X/G) ⊗ Q. If G acts freely, this holds without tensoring with Q.
Even though a quotient scheme need not exist, there is always a quotient stack (in the sense of Artin) [X/G] . We prove that the equivariant groups A These results imply that equivariant Chow groups are a useful tool for computations about quotient schemes and stacks. For example, Pandharipande ( [Pa1] , [Pa2] ) has used equivariant methods to compute Chow rings of moduli spaces of maps of projective spaces as well as the Hilbert scheme of rational normal curves. In this paper, we compute the integral Chow rings of the stacks M 1,1 and M 1,1 of elliptic curves, and obtain a simple proof of Mumford's result ( [Mu] ) that P ic f un (M 1,1 ) = Z/12Z.
Equivariant Chow groups are also useful in proving results about intersection theory on quotient schemes. It is easy to show that if X is smooth then there is an intersection product on A G * (X). The theorem on quotients therefore implies that there exists an intersection product on the rational Chow groups of a quotient by a proper action. The existence of such an intersection product was shown by Gillet and Vistoli, but only under the assumption that the stabilizers are reduced. This is automatic in characteristic 0, but typically fails in characteristic p. The equivariant approach does not require this assumption and therefore extends the work of Gillet and Vistoli to arbitrary characteristic. Furthermore, by avoiding the use of stacks, the proof becomes much simpler.
Finally, equivariant Chow groups define invariants of quotient stacks which exist in arbitrary degree, and associate to a smooth quotient stack an integral intersection ring which when tensored with Q agrees with rings defined by Gillet and Vistoli. By analogy with quotient stacks, this suggests that there should be an integer intersection ring associated to an arbitrary smooth stack, which would be torsion in degrees higher than the dimension of the stack. The groups in these degrees would in a sense measure how far the stack is from being a scheme.
We remark that besides the properties mentioned above, the equivariant Chow groups we define are compatible with other equivariant theories such as cohomology and K-theory. For instance, if X is smooth then there is a cycle map from equivariant Chow theory to equivariant cohomology (Section 2.8).
In addition, there is a map from equivariant K-theory to equivariant Chow groups, which is an isomorphism after completion; and there is a localization theorem for torus actions, which can be used to give an intersection theoretic proof of residue formulas of Bott and Kalkman. These topics will be treated elsewhere. Acknowledgements: We thank William Fulton, Rahul Pandharipande and Angelo Vistoli for advice and encouragement. We also benefitted from discussions with Burt Totaro and Amnon Yekutieli, and Robert Lanterveer. Thanks also to Holger Kley for suggesting the inclusion of the cycle map to equivariant cohomology.
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Definitions and basic properties 2.1 Conventions and Notation
Except in Section 6.1, all schemes are assumed to be of finite type over a field k which can have arbitrary characteristic. A variety is a reduced and irreducible scheme. An algebraic group is always assumed to be linear.
If an algebraic group G acts on a scheme X then the action is said to be closed if the orbits of geometric points are closed in X. It is proper if the action map G × X → X × X is proper. Finally, we say that it is free if the action map is a closed embedding. By ( [GIT, Prop. 0.9] ) if the action is free and a geometric quotient scheme X/G exists, then X is a principal G bundle over X/G.
Throughout the paper we will assume that at least one of the following hypotheses on X or G is satisfied.
(1) X red is quasi-projective and the action is linearized with respect to some projective embedding.
(2) G is connected and X red equivariantly embeds as a closed subscheme in a normal variety.
(3) G is special in the sense of [Sem-Chev] ; i.e. all principal G-bundles are locally trivial in the Zariski topology. (Examples of special groups are tori, solvable and unipotent groups as well as GL(n), SL(n), and Sp(2n). Finite groups are not special, nor or the orthogonal groups SO(2n) and SO(2n+1).)
For simplicity of exposition, we will usually assume that X is equidimensional.
Equivariant Chow groups
Let X be an n-dimensional scheme. We will denote the i-th equivariant Chow of X group by A G i (X). It is defined as follows. Let G be a g-dimensional algebraic group. Choose an l-dimensional representation V of G such that V has an open set U on which G acts freely and whose complement has codimension more than n − i. Assume that a quotient U → U/G (necessarily a principal bundle) exists. (Such representations exist for any group; see Lemma 7 of the Appendix.) The principal bundle U → U/G is Totaro's finite dimensional approximation of the classifying bundle EG → BG (see [To] and [E-G] ). The diagonal action on X × U is also free, and since one hypothesis (1)-(3) holds, there is a quotient X red × U → (X red × U)/G which is a principal G bundle 1 (Proposition 23). We will usually denote this quotient by (X red × G U) or X G .
Definition-Proposition 1 Set
, where A * is the usual Chow group. This group is independent of the representation as long as V − U has sufficiently high codimension.
Remark. In the sequel, the notation U ⊂ V will refer to an open set in a representation on which the action is free. Because we are working with Chow groups, we will, when no confusion can arise, abuse notation and act as if all schemes are reduced.
Proof of Definition-Proposition 1. We will use Bogomolov's double fibration argument. Let V 1 be another representation of dimension k such that there is an open subset U 1 with a principal bundle quotient U 1 → U 1 /G and whose complement has codimension at least n − i. Let G act diagonally on V ⊕ V 1 . Then V ⊕ V 1 contains an open set W which has a principal bundle quotient W/G and contains both U ⊕ V 1 and V ⊕ U 1 . Thus,
Remark. Now that we have defined equivariant Chow groups, we will use the notation X G to mean a mixed quotient X × G U for any representation V of G. If we write A i+l−g (X G ) then V − U is assumed to have codimension more than n − i in V . (As above n = dim X, l = dim V and g = dim G.)
Thus, unlike ordinary Chow groups, A G i (X) can be non-zero for any i ≤ n, including negative i. Proof. Cycles of dimension m+l−g on X G exactly correspond to invariant cycles of dimension m + l on X × U. Since V − U has high codimension, invariant m + l cycles on X × U extend uniquely to invariant m + l cycles on
The projection X × U → U induces a map X G → U with fiber X. Restriction to a fiber gives a map i * : A G * (X) → A * (X) from equivariant Chow groups to ordinary Chow groups. The map is independent of the choice of fiber because any two points of U/G are rationally equivalent. For
. Before reading further, the reader may want to skip to Section 3 for examples.
Functorial properties
In this section all maps f : X → Y are assumed to be G-equivariant.
Let P be a one of the following properties of morphisms of schemes, proper, flat, smooth, regular embedding or l.c.i.
Proof. If X → Y has property P, then, by base change, so does the map X × U → Y × U. Now the morphisms Y × U → Y G is flat and surjective (hence faithfully flat), and
Thus by descent [SGA1, , the morphism X G → Y G also has property P. 2
Proposition 3 Equivariant Chow groups have the same functoriality as ordinary Chow groups for equivariant morphisms with property P.
Proof. If f : X → Y has property P, then so does f G : X G → Y G . Define pushforward f * or pullback f * on equivariant Chow groups as the pullback or pushforward on the ordinary Chow groups of X G and Y G . The double fibration argument shows that this is independent of choice of representation. 2
Chern classes
Let X be a scheme with a G action, and let E be an equivariant vector bundle. By [GIT, Prop. 7 .1] there is a quotient E × U → E G .
Proof. The bundle E G → X G is an affine bundle which locally trivial in thé etale topology since it becomes locally trivial after the smooth base change X × U → X G . Also, the transition functions are affine since they are affine when pulled back to X × U. Hence, by descent, E G → X G is locally trivial in the Zariski topology and has affine transition functions; i.e., E G is a vector bundle over X G . 2
Definition 1 Define equivariant Chern classes
By the double fibration argument, the definition does not depend on the choice of representation.
Following [GIT] , we denote by P ic G (X) the group of isomorphism classes of G-linearized locally free sheaves on X.
Theorem 1 Let X be a locally factorial variety of dimension n. Then the map Pic
Proof. We know that the map P ic(X G )
The theorem now follows from the following lemma.
Lemma 2 Let X be locally factorial variety with a G-action.
(a) Let U j ֒→ X be an invariant subscheme such that X − U has codimension more than 1. Then the restriction map j
(b) Let V be a representation and let π :
Proof of Lemma 2. We give the proof of part (a) first. Injectivity. Suppose L ∈ Pic G (X) and j * L is trivial. Since Pic(X) ∼ = Pic(X − Y ), this implies that as a bundle L must be trivial. A linearization of the trivial bundle on X is just a homomorphism G → Γ(X, O * X ). Since X is a variety and X − U has codimension more than one, Γ(X, O * X ) = Γ(U, O * U ). Thus linearization of the trivial bundle is trivial on X if and only if it is trivial on U, proving injectivity.
Surjectivity: A linearization of L is a homorphism of G into the group of automorphisms of L over X. To show that j * is surjective, we must show that if L ∈ Pic(X) is linearizable on U then it is linearizable on X. But any isomorphism α : L| U → g * L| U extends to an isomorphism over X. (To see this, pick an isomorphism β : L → g * L ; we know one exists because Pic(X) ∼ = Pic(U) and L and g
The proof of (b) is similar. The key point is that if X is a variety and V is a vector space, then Γ(X × V, O * X×V ) = Γ(X, O * X ), because if R is an integral domain, then the units in R[t 1 , . . . , t n ] are the just the units of R. 2
Exterior Products
If X and Y have G-actions then there are exterior products
be the involution which permutes the the second and third factors.
Definition-Proposition 2 (Exterior products) The assignment
Proof. The proof follows from [Fu, Proposition 1.10 ] and the double fibration argument used above. 2
Given the above propositions, equivariant Chow groups satisfy all the formal properties of ordinary Chow groups ( [Fu, ). In particular, if X is smooth, there is an intersection product on the the equivariant Chow groups A G * (X) which makes ⊕A G * (X) into a graded ring.
Operational Chow groups
Define equivariant operational Chow groups
As for ordinary operational Chow groups ( [Fu, Chapter 17] ), these operations should be compatible with the operations on equivariant Chow groups defined above (pullback for l.c.i. morphisms, proper pushforward, etc.). From this definition it is clear that for any X, A * G (X) has a ring structure. The ring A * G (X) is positively graded, and A i G (X) can be non-zero for any i ≥ 0. Note that by construction, the equivariant Chern classes defined above are elements of the equivariant operational Chow ring.
Corollary 1 (of Theorem 1) If X is a smooth variety with a G-action, then the map P ic
Given the claim, the formal arguments of [Fu, Proposition 17.4.2] show that the two maps are inverses.
Proof of Claim: By Proposition 1 and the linearity of of equivariant operations, we may assume there is a representation V so that
Let V be a representation such that V − U has codimension more than k, and set X G = X × G U. In the remainder of the subsection we will discuss the relation between A k G (X) and A k (X G ) (ordinary operational Chow groups). Recall [Fu, Definition 18.3 ] that an envelope π :X → X is a proper map such that for any subvariety W ⊂ X there is a subvarietyW mapping birationally to W via π. In the case of group actions, we will say that π :X → X is an equivariant Chow envelope, if π is G-equivariant, and if we can takeṼ to be G-invariant for G-invariant V . If there is an open set X 0 ⊂ X over which π is an isomorphism, then we say π :X → X is a birational envelope.
Proof. Fulton [Fu, Lemma 18.3] proves that the base extension of an envelope is an envelope. ThusX × U π×id → X × U is an envelope. Since the projection X × U → X is equivariant, this envelope is also equivariant. If W ⊂ X G is a subvariety, let W ′ be its inverse image (via the quotient map) in X × U. Let W ′ be an invariant subvariety ofX × U mapping birationally to W ′ . Since G acts freely onX × U it acts freely onW ′ , andW =W ′ /G is a subvariety of X G mapping birationally to W . This shows thatX G → X G is an envelope; it is clear that the induced mapX G →X is an isomorphism over X G 0 . 2 SupposeX π → X is an equivariant envelope which is an isomorphism over U. Let {S i } be the irreducible components of S = X − X 0 , and let
Theorem 2 If X has an equivariant non-singular envelope π :
Remark. In characteristic 0, the hypothesis of the theorem is always satisfied because of the existence of equivariant resolution of singularities.
Proof. If π :X → X is an equivariant non-singular envelope, then
. This description follows from formal properties of operational Chow groups, and the exact sequence [Ki, Theorem 2 .3]
where p 1 and p 2 are the two projections fromX G × X GX G . By Proposition 4 above, we know that
To prove the theorem, it suffices to show that there is also an exact sequence of equivariant operational Chow groups
This can be checked by working with the action of A * G (X) on a fixed Chow group A i (X G ) and arguing as in Kimura's paper. 2
Corollary 2 If equivariant resolution of singularities holds (in particular if the characteristic is 0), and V
Proof (c.f. [Ki, Remark 3.2] ). We must show the existence of an equivariant envelope π :X → X. By equivariant resolution of singularities, there is a resolution π 1 :X 1 → X such that π 1 is an isomorphism outside some invariant subscheme S ⊂ X. By Noetherian induction, we may assume that we have constructed an equivariant envelopeS → S. Now setX =X 1 ∪S. 2
Equivariant higher Chow groups
In this section assume that X is quasi-projective.
is a complex whose k-th term is the group of cycles of codimension i in X × ∆ k which intersect the faces properly. Since we prefer to think in terms of dimension rather than codimension we will define
there is a localization long exact sequence. The advantage of indexing by dimension rather than codimension is that the sequence exists without assuming that Y is equidimensional.
Lemma 4 Let X be equidimensional, and let Y ⊂ X be closed, then there is a long exact sequence of higher Chow groups
(there is no requirement that Y be equidimensional).
Proof. This is a simple consequence of the localization theorem of [Bl] . By induction it suffices to prove the lemma when Y is the union of two irreducible components Y 1 , Y 2 . In particular, we will prove that the complexes
By the original localization theorem,
. By induction on dimension, we can assume that the lemma holds for schemes of smaller dimension, so
. Finally note that
. Combining all our quasiisomorphisms we have
If X is quasi-projective with a linearized G-action, we can define equivariant higher Chow groups
, where X G is formed from an l-dimensional representation V such that V − U has high codimension (note that X G is quasi-projective, by [GIT, Prop. 7 .1]). The homotopy property of higher Chow groups shows that A G i (X, m) is well defined. Warning. Since the homotopy property of higher Chow groups has only been proved for quasi-projective varieties, our definition of higher equivariant Chow groups is only valid for quasi-projective varieties with a linearized action. However, if G is connected and X is quasi-projective and normal, then by [GIT, Corollary 1.6 ], any action is linearizable.
One reason for constructing equivariant higher Chow groups is to obtain a localization exact sequence:
Proposition 5 Let X be an equidimensional and quasi-projective with a linearized G-action, and let Y ⊂ X be an invariant subscheme. There is a long exact sequence of higher equivariant Chow groups
Cycle Maps
If X is a complex algebraic variety with the action of a complex algebraic group, then we can define equivariant Borel-Moore homology
As for Chow groups, the definition is independent of the representation, as long as V − U has sufficiently high codimension, and we obtain a cycle map
compatible with the usual operations on equivariant Chow groups (cf. [Fu, Chapter 19] ).
We remark that the open subsets U ⊂ V are topological approximations to EG, since if φ is a map of the j-sphere S j to U, we may view φ as a map S j → V . Extend φ to a map B j+1 → V . We may assume that the extended map is smooth and transversal to V − U. If j + 1 < 2i, where i is the complex codimension of V − U, then transversality implies that the extended map does not intersect V − U. Thus we have extended φ to a map
, where EG → BG is the topological classifying bundle. However, if X is smooth, then X G is also smooth, and
where n is the complex dimension of X. In this case we can interpret the cycle map as giving a map
If X is compact, and the open sets U ⊂ V can be chosen so that U/G is projective, then Borel-Moore homology of X G coincides with ordinary homology, so H G BM * (X) can be calculated with a compact model. However In general, however, U/G is only quasiprojective. If G is finite, then U/G is never projective. If G is a torus, then U/G can be taken to be a product of projective spaces. If G = GL n , then U/G can be taken to be a Grassmannian (see the example in Section 2.1) If G is semisimple, then U/G cannot be chosen projective, for then the hyperplane class would be a nontorsion element in
W ⊗ Q, which has no elements of degree 1. Nevertheless for semisimple (or reductive) groups we can obtain a cycle map
if X is compact then the last group can be calculated with a compact model.
Examples
In this section we present specifics on calculating equivariant Chow groups, particularly for connected groups. The point of this is to show that computing equivariant Chow groups is no more difficult than computing ordinary Chow groups, and in the case of quotients, equivariant Chow theory gives a way of computing ordinary Chow groups. Moreover, since many of the varieties with computable Chow groups (such as G/P 's, Schubert varieties, spherical varieties, etc.) come with group actions, it is natural to study their equivariant Chow groups.
Representations and subsets
For some groups there is a convenient choice of representations and subsets. In the simplest case, if G = G m then we can take V to an l-dimensional representation with all weights −1, U = V − {0}, and U/G = P l−1 . If G = T is a (split) torus of rank n, then we can take U = ⊕ n 1 (V − {0}) and U/T = Π n 1 P l−1 . If G = GL n , take V to be the vector space of n × p matrices (p > n), with GL n acting by left multiplication, and let U be the subset of matrices of maximal rank. Then U/G is the Grassmannian Gr(n, p). Likewise, if G = SL(n), then U/G fibers over Gr(n, p) as the complement of the 0-section in the line bundle det(S) → Gr(n, p), where S is the tautological rank n subbundle on Gr(n, p).
Equivariant Chow rings of points
The equivariant Chow ring of a point was introduced in [To] . If G is connected reductive, then A *
The computation given there does not use a particular choice of representations and subsets. The result is that A *
where T is a maximal torus of G, S(T ) the symmetric algebra on the group of charactersT , and W the Weyl group. If G is special this result holds without tensoring with Q.
Proposition 6 Let G be a connected reductive group with split maximal torus T and Weyl group
W . Then A G * (X) ⊗ Q = A T * (X) W ⊗ Q. If G is special
the isomorphism holds with integer coefficients.
Proof. If G acts freely on U, then so does T . Thus for a sufficiently large
here l is the dimension of V , t the dimension of T and g the dimension of G). On the other hand, (X × U)/T is G/T bundle over (X × U)/G. Thus
W ⊗ Q and if G is special, then the equality holds integrally ([E-G]) and the proposition follows. 2
For G equal to G m or GL(n) the choice of representations above makes it easy to compute A *
. Likewise, for a torus of rank n, A * Gr(n, p) ) is the free abelian group of homogeneous symmetric polynomials of degree i in n-variables (polynomials in the Chern classes of the rank n tautological subbundle). Thus A *
If G acts on X and H ⊂ G is a subgroup, then there is a pullback A G * (X) → A H * (X). This map is induced by pulling back along the flat map
For example if X is a point, G = Gl(n) (which is special) and T is a maximal torus, then the map Z[c 1 , . . . c n ] → Z[t 1 , . . . , t n ] is given by c i → e i (t 1 , . . . , t n ) (here e i denotes the i-th symmetric polynomial; i.e. A * Gln (pt) can be identified with the subring of symmetric polynomials in Z[t 1 , . . . , t n ]. This is a special case of the result of [E-G] .
More elaborate computations are required for other groups (if one does not tensor with Q). The cases G = O(n) and G = SO(2n + 1) have been worked out by Pandharipande [Pa2] and Totaro. There is a conjectural answer for G = SO(2n), verified by Pandharipande for n = 2.
Equivariant Chern classes over a point An equivariant vector bundle over a point is a representation of G. If T = G m , equivariant line bundles correspond to the 1-dimensional representation L a where T acts by weight a. If we approximate BT by P l then the tautological subbundle corresponds to the representation L 1 . Hence c T (L a ) = −at.
Equivariant Chow rings of P n
We calculate A * T (P n ), where T = G m acts diagonally on P n with weights a 0 , . . . , a n (i.e., t · (x 0 : x 1 . . . : x n ) = (t a 0 x 0 : t a 1 x 1 : . . . : t an x n )). As above we approximate ET → BT by V − {0} → P l−1 for an l-dimensional representation of T with all weights 1. In this case, , t) ) where t is the generator for A 1 (P l−1 ) and p(h, t) = n i=0 h i e i (a 0 t, . . . , a n t).
Letting the dimension of the representation go to infinity we see that A *
is a module of rank n + 1 over the Tequivariant Chow ring of a point.
Assume that the weights of the T -action are distinct. Then the fixed point set (P n ) T consists of the points p 0 , . . . , p n , where p r ∈ P n is the point which is non-zero only in the r-th coordinate. The inclusion i r : p r ֒→ P n is a regular embedding. The equivariant normal bundle is the equivariant vector bundle over the point p r corresponding to the representation V r = ⊕ s =r L as . The equivariant pushforward i r * is readily calculated. For example, if n = 1 then i r * takes α to α · (h + a s t) (where s = r). Hence the map i * : A
becomes an isomorphism after inverting t (and tensoring with Q if a 0 and a 1 are not relatively prime). This is a special case of the localization theorem for torus actions ([E-G1]).
Computing Chow rings of quotients
By Theorem 3 the rational Chow groups of the quotient of a variety by a group acting with finite stabilizers can be identified with the equivariant Chow groups of the original variety. If the original variety is smooth then the rational Chow groups of the quotient inherit a canonical ring structure (Corollary 4).
For example, let W be a representation of a split torus T and let X ⊂ W be the open set on which T acts properly. Since representations of T split into a direct sum of invariant lines, it easy to show that W − X is a finite union of invariant linear subspaces L 1 , . . . , L r . When T = G m and U = V − {0} then the quotient is a twisted projective space.
Let R ⊂T be the set of weights of
Proposition 7 There is a ring isomorphism
Proof. By Theorem 3, A * (X/T ) Q = A T (X) Q . Since W − X is a union of linear subspaces L 1 , . . . L r , we have an exact sequence (ignoring the shifts in degrees)
Remark. The preceding proposition is a simpler presentation of a computation in [Vi, Section 4] . In addition, we do not need to assume that the stabilizers are reduced, so there is no restriction on the characteristic.
In [E-S], Ellingsrüd and Stromme considered representations V of G all semistable points are stable and G acts freely on the set V s of stable points, and gave a presentation for A * (V s /G). Using Theorem 3, it can be shown that their presentation is valid (with Q coefficients) even if G doesn't act freely on V s (G). In a more complicated example, Pandharipande ([Pa1] ) used equivariant Chow groups to compute the rational Chow ring of the moduli space,
is the open set parametrizing base-point free r-tuples of polynomials of degree d on P k . His result is that that for any d, A * (M P r (P k , d)) Q is canonically isomorphic to the rational Chow ring of the Grassmanian Gr(P k , P r ).
Intersecting equivariant cycles, an example
Let X = k 3 − {0} and let T denote the 1-dimensional torus acting with weights 1,2,2. We let A i [X/T ] denote the group of invariant cycles on X of codimension i, modulo the relation div(f ) = 0, where f is a T -invariant rational function on an invariant subvariety of X. We will show that there is no (reasonable) intersection product, with integer coefficients, on A * [X/T ]. We will also compare A * [X/T ] to A * T (X), which does have an integral intersection product.
Clearly
. An invariant codimension 1 subvariety is the zero set of a weighted homogeneous polynomials f (x, y, z), where x has weight 1 and y and z have weights 2. If f has weight n then the cycle defined by f is equivalent to the cycle n · p, where p is the class of the plane x = 0. Thus A 1 [X/T ] = Z · p. The invariant codimension 2 subvarieties are just the T -orbits. If we let l denote the class of the line x = y = 0, then we see that the orbit T · (a, b, c) is equivalent to l if a = 0, and to 2l otherwise. Thus
If Z 1 and Z 2 are the cycles defined by x = 0 and y = 0, then Z 1 and Z 2 intersect transversely in the line x = y = 0. Thus, in a "reasonable" intersection product we would want 2p
, so such an intersection product does not exist. Now consider the equivariant groups A * T (X). We model BT by P N , where N is arbitrarily large; then the mixed space X T corresponds to the complement of the 0-section in the vector bundle
. This map takes p to t and l to 2t 2 . The equivariant theory includes the extra cycle, t 2 , necessary to define an integral intersection product. We can view elements of A * T (X) as cycles on X × V , where V is a representation of T with all weights 1. The class t 2 is represented by the cycle x = 0, φ = 0 where φ is any linear function on V .
Computing intersections on families
Equivariant intersection theory gives a nice way of working with cycles on a singular moduli space M which is a quotient X/G of a smooth variety by a group acting with finite stabilizers. Given a subvariety W ⊂ M and a family Y p → B of schemes parametrized by M, there is a map B f → M. We wish to define a class f * ([W ]) ∈ A * B corresponding to how the image of B intersects W . This can be done (after tensoring with Q) using equivariant theory.
By Theorem 3, there is an isomorphism A * (M) Q = A G * (X) which takes [W ] to the equivariant class w =
the fiber product is a scheme, although the product is taken over the quotient stack [X/G]). Typically, E is the structure bundle of a projective bundle P(p * L) for a relatively very ample line bundle L on Y ). Since X is smooth, there is an equivariant pullback f *
Identifying A G * (B) with A * (B) we obtain our class f * (W ). Example. (Moduli of stable curves) Let M g be the moduli (scheme) space of stablecurves. As is well known, M g is the moduli scheme of the stack F Mg , whose sections are families of curves of genus g. This stack is a isomorphic to the quotient stack [H g /G], where H g is the Hilbert scheme of tri-canonically embedded stable curves and G = PGL(5g − 6). Let δ ij and θ i be the codimension 2 classes corresponding to various configurations of curves with 2 nodes, defined in [Ed, Section 2.2.1]. If X → B is a family of curves of genus g whose image intersects the locus ∆ ij ⊂ M g (resp. Θ i transversely, then δ ij ·B (resp. θ ij ·B)is the class in A * (B) of the codimension 2 subvariety parametrizing the locus of curves of type δ i j (resp. θ i ) in the fibers of X → B. Identifying A * (B) = A G * (E), the class δ ij ·B is nothing more than the equivariant intersection product
is the G-invariant locus of tricanonically embedded curves of type δ ij (resp. Θ i ). If X → B is a family of stable curves whose image in M g is not transverse to ∆ ij or Θ ij , then we can compute B · δ ij using the equivariant self-intersection formula for the map E → H g . In this way we can recover the formulas of [Ed, Section 3] .
Intersection theory on quotients
One of the most important properties of equivariant Chow groups is that they compute the rational Chow groups of quotient of a variety by a group acting with finite stabilizers. They can also be used to show that the rational Chow groups of moduli spaces which are group quotients of a smooth variety have an intersection product -even when there are infinitesimal automorphisms.
Chow groups of quotients
Let G be a g-dimensional group acting on a scheme X. Following Vistoli, we define a geometric quotient X π → Y to be a map which satisfies properties i)-iii) of [GIT, Definition 0.6 ]: π commutes with the action of G, the geometric fibers of π are the orbits of the geometric points of X, and π is submersive, i.e., U ⊂ Y is open if and only if π −1 (U) is. Unlike Mumford, we do not
G . The advantage of this definition is that is preserved under base change. In characteristic 0 there are no inseparable extensions, so our definition agrees with Mumford's ([GIT, Prop. 0.2] ).
In the next two results, where higher Chow groups are used (i.e., m > 0) we assume that X and X/G are quasi-projective and the G-action on X is linearized. For ordinary Chow groups (the case m = 0) the results hold without these hypotheses.
Proposition 8 If G acts freely on X and a geometric quotient
Proof. If the action is free, then (V × X)/G is a vector bundle over X/G. Thus X G is an open set in this bundle with arbitrarily high codimension, and the proposition follows from homotopy properties of (higher) Chow groups. 2 Theorem 3 Let X be a scheme with a proper G-action and a geometric quotient X → X/G. Then
Theorem 4 There is an isomorphism of operational Chow rings
In particular, if X is smooth, the Chow groups of the scheme Y = X/G have a ring structure, which is independent of the presentation of Y as a quotient of X by G.
Remarks.
(1) If the action is proper, then the stabilizers are complete. Since G is affine they must therefore be finite. We will sometimes mention that the stabilizers are finite for emphasis.
(2) When X is the set of stable points for some linearized action of G and X/G is quasi-projective, then the action is proper.
(3) In practice, many interesting varieties arise as quotients of varieties by a connected algebraic group which acts with finite stabilizers. Examples include simplicial toric varieties and various moduli spaces such as curves, vector bundles, stable maps, etc. Theorem 4 provides a tool to compute Chow groups of such varieties (see Section 3 for some examples).
(4) Theorem 4 shows that there exists an intersection product on the rational Chow group of quotients of smooth varieties. There is a long history of work on this problem. In characteristic 0, Mumford ([Mu] ) proved the existence of an intersection product on the rational Chow groups of M g , the moduli space of stable curves. Gillet ([Gi] ) and Vistoli ([Vi] ) constructed intersection products on quotients in arbitrary characteristic, provided that the stabilizers of geometric points are reduced. (In characteristic 0 this condition is automatic, but it typically fails in positive characteristic.) In characteristic 0, Gillet ([Gi, Thm 9.3] ) showed that his product on M g agreed with Mumford's, and in [Ed, Lemma 1.1] it was shown that Vistoli's product also agreed with Mumford's. Theorem 4 does not require that the stabilizers be reduced and is therefore true in arbitrary characteristic. If the stabilizers are reduced, we show our product agrees with Gillet's and Vistoli's (Proposition 15). In particular, this answers [Vi, Conjecture 6.6 ] affirmatively for moduli spaces of quotient stacks.
Preliminaries
This section contains some results about quotients that will be used in proving Theorem 3. The reader may wish to read the proofs after the proof of Theorem 3.
The field extension K(Y ) ⊂ K(X) G is purely inseparable by [Bo, p.43] , and thus finite because both K(Y ) and K(X) G are intermediate extensions of k ⊂ K(X) and K(X) is a finitely generated extension of k.
Lemma 5 Let K = K(Y ) be the ground field, and suppose π :
Proof. First, X is normal. To see this, let Z ⊂ X be the set of non-normal points, a proper
The map X L → X is surjective, by the going up theorem; hence Z is empty, so X is normal.
, and A is integrally closed in K(X). We conclude that K(X) G ⊂ A, which implies the result. 2
Remark. The fact that X L is a single G L -orbit is essential to the result. For example, suppose
L . The conclusion of the lemma fails since u v is in K(X) G but not in A. Now suppose that G acts properly (hence with finite stabilizers) on X and that X → Y is a geometric quotient. Write e X for the order of the stabilizer at a general point of X. This is the degree of the finite map S(id X ) → X where S(id X ) is the stabilizer of the identity morphism as defined in [GIT, Definition 0.4] . Note that the map S(id X ) → X can be totally ramified. This occurs exactly when the stabilizer of a general geometric point is non-reduced. Let i X be the degree of the inseperable field extension
Proposition 9 Suppose G acts properly on varieties X ′ and X. Let
be a commutative diagram of geometric quotients with f and g finite and surjective. Then
Proof. Since we are checking degrees, we may replace Y ′ and Y by K(Y ′ ) and K(Y ), and X ′ and X by their generic fibers over Y ′ and Y respectively. By the above lemma, we have a commutative diagram of varieties
By [Bo, Prop. 2.4 ] the extensions K(X ′ ) G ⊂ K(X ′ ) and K(X) G ⊂ K(X) are separable (transcendental). Thus, after finite separable base extensions, we may assume that there are sections
G . The degree of this map is e X = [K(G K ) : K(X)] because G K is the stabilizer of the identity morphism for the action on X.
The following proposition is an analogue of [Vi, Prop. 2.6] and [Se, Thm 6 .1]. Our proof is similar to Vistoli's. 
Proposition 10 Suppose that G acts properly on a variety X (hence with finite but possibly non-reduced stabilizers), and that a geometric quotient X → Y exists. Then there is a commutative diagram of quotients, with
The action is proper so each φ α is proper. Since the stabilizers are finite, φ α is in fact finite.
To construct a principal bundle X ′ → Y ′ we must glue the G ×U α 's along their intersection. To do this we will find isomorphisms φ αβ : s α (U αβ ) → s β (U αβ ) which satisfy the cocycle condition.
For each α, β, let I αβ be the scheme which parametrizes isomorphisms of s α and s β over U αβ (i.e. a section U αβ → I αβ corresponds to a global isomorphism s α (U αβ ) → s β (U αβ )). The scheme I αβ is finite over U αβ (but possibly totally ramified in characteristic p) since it is defined by the cartesian diagram
Over U αβγ there is a composition
which gives multiplication morphisms which are surjective when γ = β. After a suitable finite (but possibly inseparable) base change, we may assume that there is a section U αβ → I αβ for every irreducible component of I αβ . (Note that I αβ need not be reduced.) Fix an open set U α . For β = α choose a section φ αβ : U αβ → I αβ . Since the I αβ 's split completely and I αα is a group scheme, there are sections φ βα : U αβ → I βα so that φ αβ · φ βα is the identity section of U αα . For any β, γ we can define a section of I βγ over U αβγ as the composition φ βα · φ αγ . Because I βγ splits, the φ βα 's extend to sections over U βγ .
By construction, the φ βγ 's satisfy the cocycle condition. We can now define X ′ by gluing the sets G × U β along the φ βγ 's. 2
Proof of Theorems 3 and 4
Throughout this section we assume that G acts properly on X and that a geometric quotient X/G exists. To simplify the notation we give the proofs assuming that G is connected (so the inverse image in X of a subvariety of X/G is irreducible). All coefficients, including those of cycle groups, are assumed to be rational. In the proof of Theorem 3, because we want to use higher Chow groups, we will assume that X is quasiprojective with a linearized G-action and that X/G is quasi-projective. Without this hypothesis, Theorem 3 is still true for ordinary Chow groups (see the remarks after the proof).
Proof of Theorem 3 If G acts properly on X, then G acts properly on X × ∆ m by acting trivially on the second factor. In this case, the boundary map of the higher Chow group complex preserves invariant cycles, so there is a subcomplex of invariant cycles Z * (X, ·)
G . Set
m be a k +m-dimensional subvariety intersecting the faces properly, then
Let e H be the order of the stabilizer at a general point of H, and let i H be the degree of the purely inseparable extension
. Since Ginvariant subvarieties of X ×∆ m exactly correspond to subvarieties of X/G× ∆ m , π * is an isomorphism of cycles for all m. This pullback has good functorial properties:
is a commutative diagram of quotients with f and g proper, then
there is a diagram of geometric quotients:
(c) With the notation of (b), there is a commutative diagram 
Proposition 12
The map π * commutes with the boundary operator defining higher Chow groups. In particular, there is an induced isomorphism of Chow groups
Proof. Since π * is an isomorphism on the level of cycles, once we show that π * commutes with the boundary operator, it will follow that the induced map on Chow groups is an isomorphism. If
is a commutative diagram of quotients with f and g finite and surjective, then f * and g * are surjective as maps of cycles. By Proposition 11(a) it suffices to prove π ′ * :
G commutes with ∂. By Proposition 10, there exists such a commutative diagram of quotients with π ′ :
This proposition implies that all the vertical maps occurring in the diagram of Proposition 11(c) are isomorphisms. Hence the top row of that diagram is an exact sequence.
Define a map α :
by the formula
G . This map commutes with proper pushforward and flat pullback. The proof of Theorem 3 is completed by the following proposition.
Proposition 13
The map α is an isomorphism.
Proof. By Proposition 10, there exists a commutative diagram of quotients with π ′ :
By Noetherian induction and the localization long exact sequence it suffices to prove the result when X is replaced by the open G-invariant subset over which f is flat. We may therefore assume that f is flat. Because f is also finite, f * f * is multiplication by a constant. Hence (since we are using rational coefficients) the flat pullback f * makes A , m) . This proves the proposition and with it Theorem 3.
2.
Remarks. (1) To prove Proposition 13 (and hence Theorem 3) for ordinary Chow groups, we need the first 5 terms of the localization sequence for higher Chow groups. However (as R. Lanterveer has observed), in place of the higher Chow groups defined in this paper, one could use an equivariant version of Gillet's [Gi1, Definition 8.1] higher Chow groups, and the proof goes through without assuming quasi-projectivity.
(2) If X is normal and G acts with finite, reduced stabilizers then Proposition 13 can be proved without the localization sequence. The argument is as follows. If G acts on a normal variety X with finite reduced stabilizers and K(X/G) = K(X) G , then the arguments of Proposition 10 show that we can find a normal variety X ′ on which G acts freely and a finite surjective morphism X ′ → X which is not totally ramified. Let Z be the normalization of X in an extension of K(X ′ ) which is Galois over K(X). Since X is normal, X = Z/F where F is the Galois group of the extension. There is an induced free action of G on Z which commutes with the Galois action so we have a sequence of G-equivariant finite covers Z → X ′ → X = Z/F . Thus, we can construct a pullback A
Q by pulling back to Z as in [Fu, Example 1.7 .6] and pushing forward to X ′ . This pullback is not canonically defined, but g * g
With minor notational changes, this argument also works for higher Chow groups. The remainder of the proof of Proposition 13 goes through unchanged. as desired.
(2) p * is surjective. Proof of (2). Suppose d ∈ A * G (X). Define c ∈ A * (X/G) as follows: If Y → X/G and y ∈ A * (Y ), set c ∩ y = d ∩ π * y where π : X × X/G Y → Y is the quotient map, and π 
To prove such an isomorphism in general requires that the naive Chow groups of the stack satisfy the homotopy property (i.e. if F → G is a vector bundle in the category of stacks, then A * (F ) Q = A * (G) Q ). This is not known. However, if a quotient exists, then Proposition 13 can be restated in the language of stacks as Proposition 14 Let G be a g-dimensional group which acts properly on a scheme X (so the quotient [X/G] is a separated Artin stack). Assume that a moduli scheme X/G exists for
Chow groups may have non-zero torsion for all i < dim X.
(2) In general, a separated quotient stack should always have an algebraic space as coarse moduli space. Thus, an extension of the present theory to algebraic spaces would eliminate the need to assume the existence of a quotient.
As a consequence of Proposition 16 we can define the integral Chow groups of a quotient stack
Proposition 17 If F is smooth, then ⊕A * (F ) has an integral ring structure. 2
If F is an algebraic stack let P ic f un (F ) be the group an element of which assigns to any map S → F of a scheme S, an isomorphism class of a line bundle L S and satsfies the compatibility condition of [Mu, p. 64] .
Proposition 18 Let X be a smooth variety with a G action. Then
More generally, if F is any stack, we can define the integral operational Chow ring A * (F ) as follows. An element c ∈ A k (F ) defines an operation 
Since X is smooth, the latter group is isomorphic to A k G (X). 2 Remark. Proposition 16 suggests that there should be a notion of Chow groups of an arbitrary algebraic stack which can have non-zero torsion in arbitrarily high degree. This situation would be analogous to the cohomology of quasi-coherent sheaves on theétale (or flat) site (cf. [D-M, p. 101]).
The Chow ring of the moduli stack of elliptic curves
In this section 2 we will work over an algebraically closed field of characteristic not equal to 2 or 3. We construct the moduli stack M 1,1 of elliptic curves as a quotient stack as follows. Let P(V ) = P 9 be the projective space of homogeneous degree 3 forms in variables x, y, z. Let X ≃ A 3 ⊂ P(V ) be affine subspace parametrizing forms proportional to
with e 1 , e 2 , e 3 arbitrary elements of the field k.
be the subgroup of PGL(3) consisting of projective transformations which stabilize X. Since a = 0 for all g ∈ G, we can normalize and identify Let U ⊂ X be the open set where (x 3 + e 1 x 2 z + e 2 xz 2 + e 3 z 3 ) has distinct roots. Since every elliptic curve can be written as a double cover of P 1 branched at ∞ and 3 distinct finite points, we get
We now compute the Chow ring of this stack.
The equivariant Chow ring is not hard to calculate. Let T ⊂ G be the maximal torus. Then G is a unipotent extension of T , so A * T (U) = A * G (U). Now T acts diagonally on X = {(e 1 , e 2 , e 3 )} with weights (2, 4, 6). Let S = X−U, then S is the image of the diagonal under the S 3 quotient map A 3 → X ≃ A 3 which maps (a, b, c) → (a + b + c, ab + bc + ac, abc) and has equation f (e 1 , e 2 , e 3 ) = e 
Remark. From our computation we see A 1 (M 1,1 ) = P ic f un (M 1,1 ) = Z/12, a fact which was originally proved by Mumford ([Mu, Main Theorem] . With an appropriate sign convention, the class t
where L is the generator of P ic f un (M 1,1 ) which assigns to a family of elliptic curves X π → S the line bundle π * (ω X/S ). Thus, a monomial at n corresponds to the class which assigns to a family X → S of elliptic curves, the class
Now let M 1,1 denote the moduli stack of stable elliptic curves.
Proof. A presentation for M 1,1 as quotient stack is W/G, where W ⊂ X is the complement of the subvariety Z parametrized by {(3a, 3a 2 , a 3 )|a ∈ k}. This subvariety is the image of the line x = y = z under the S 3 quotient map above. Since T -equivariant fundamental class of x = y = z is 4t 2 , the T fundamental class of Z is 24t 2 . Hence A * (M 1,1 ) = Z[t]/24t 2 as claimed. 2 6 Appendix 6.1 Actions of group schemes over a Dedekind domain
Let R be a Dedekind domain, and set S = Spec(R). Using Seshadri's results on geometric reductivity we can extend much of the theory to actions of connected reductive group schemes G/S. In particular, there is an integral equivariant intersection ring for smooth schemes X/S. Such a ring should be a useful tool for studying intersection theory on moduli spaces defined over Spec Z. By [Se1, Lemma 1, Proposition 3], the coordinate ring R(G) is a projective R-module which contains a finitely generated G-invariant R-module M.
Since R is a Dedekind domain, this module is projective. Since G acts freely on itself we obtain a finite dimensional representation E =M /S such that G/S acts freely on an open set in each fiber. Replacing E by E × S . . . × S E we obtain a representation on which G acts freely on an open set U ⊂ E, such that E − U has arbitrarily high codimension. By Seshadri's theorem, there is a principal bundle quotient U → U/G.
If X/S is normal or quasi-projective over S, then the arguments of the arguments of Proposition 23 show that we can construct a mixed space X G = X × G U. We can then define the equivariant i-th equivariant Chow group as A i+l−g (X G ) where l = dim (U/S) and g = dim (G/S). Since most of the results of intersection theory hold for schemes over a regular base ( [Fu, Chapter 19] ), most of the results on equivariant Chow groups also hold, including the following:
(1) The functorial properties with respect to proper, flat and l.c.i maps hold.
(2) If X/S is smooth, there is an intersection product on A G * (X) for X/S smooth.
(3) If G acts freely on X and a quotient X/G exists, then A G * (X) = A * (X/G).
(4) If the stabilizer group scheme for the action of G on X is finite over S, and a quotient X/G exists, then we expect that A G * (X) Q = A * (X/G) Q . We can prove this when X/S is normal and the stabilizer group scheme is unramified over S, by the arguments of Remark 2 after Proposition 13. However, to prove the general case would require a localization sequence for a version of higher equivariant Chow groups.
Some facts about group actions and quotients
Here we collect some useful results about actions of algebraic groups acting on algebraic schemes.
Lemma 6 Suppose that G acts properly on a variety X. If the stabilizers are trivial, then the action is scheme-theoretically free.
Proof. We must show that the action map G × X → X × X is a closed embedding. The properness of the action implies that this map is proper and quasi-finite, hence finite. Since the stabilizers are trivial, the map is unramified so it is an embedding in a neighborhood of every point of G × X. Finally, the map is set theoretically injective, hence an embedding. 2 Proof. Embed G into GL(n) for some n. Assume that V is a representation of GL(n) and U ⊂ V is an open set such that a principal bundle quotient U → U/GL(n) exists. Since GL(n) is special, this principal bundle is locally trivial in the Zariski topology. Thus U is locally isomorphic to W ×GL(n) for some open W ⊂ U/GL(n). A quotient U/G can be constructed by patching the quotients W × GL(n) → W × (GL(n)/G).
Lemma 7 ([E-G]) Let
We have thus reduced to the case G = GL(n). Since the action of an affine group is locally finite, there as an equivariant closed embedding of G ֒→ V into a sufficiently large vector space V /k. Consider the open set U ⊂ V of points with trivial stabilizers which are stable for the G action on V . Since G acts freely on itself, G ⊂ U; hence U is non-empty. Since the stabilizers are trivial, the action on U is free by Lemma 6, and the GIT quotient U → U/G is a principal bundle. Now if V 1 = V ⊕ V , then ([GIT, Proposition 1.18]) U 1 = (U ⊕ V ) ∪ (V ⊕ U) ⊂ V s 1 . Thus a principal bundle quotient U 1 → U 1 /G exists, and the codimension of V 1 −U 1 is strictly smaller than the codimension of V − U. Thus, by taking the direct sum of a sufficiently large number of copies V , we may assume that V − U has arbitrarily high codimension. 2 Proposition 23 Let G be an algebraic group, let U be a scheme on which G acts freely, and suppose that a principal bundle quotient U → U/G exists. Let X be a scheme with a G-action. Assume that at least one of the following hypotheses holds:
(1) X is quasi-projective with a linearized G-action.
(2) G is connected and X is equivariantly embedded as a closed subscheme of a normal variety.
(3) G is special. Then a principal bundle quotient X × U → (X × G U) exists.
Proof. If X is quasi-projective with a linearized action, then there is an equivariant line bundle on X × U which is relatively ample for the projection X × U → U. By [GIT, Prop. 7 .1] a principal bundle quotient X × G U exists. Now suppose that X is normal and G is connected. By Sumhiro's theorem [Su] , X can be covered by invariant quasi-projective open sets which have a linearized G action. Thus, by [GIT, Prop. 7 .1] we can construct a quotient X G = X × G U by patching the quotients of the quasi-projective open sets in the cover.
If X equivariantly embeds in a normal variety Y , then by the above paragraph a principal bundle quotient Y × U → Y × G U exists. Since G is affine, the quotient map is affine, and Y × U can be covered by affine invariant open sets. Since X × U is an invariant closed subscheme of Y × U, X × U can also be covered by invariant affines. A quotient X × G U can then be constructed by patching the quotients of the invariant affines.
Finally, if G is special, then U → U/G is a locally trivial bundle in the Zariski topology. Thus U = {U α } where φ α : U α ≃ G × W α for some open W α ⊂ U/G. Then ψ α : X × U α → X × W α is a quotient, where ψ α is defined by the formula (x, w, g) → (g −1 x, w) (Here we assume that G acts on the left on both factors of X × G).
