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1 Einordnung und Ziele der Arbeit
Mit der Mikrosystemtechnik hat sich seit den sechziger Jahren des vergangenen Jahrhun-
derts ein neuer, schnell wachsender Zweig der Ingenieurwissenschaften entwickelt. Dieser
widmet sich der Entwicklung und Herstellung stark miniaturisierter Bauelemente, deren
Strukturabmessungen zumindest in einer Dimension im Mikrometer- oder Submikrome-
terbereich liegen. Ein solches Bauelement soll meist als Wandler (Transducer) zwischen
elektrischen Gro¨ßen und anderen, nicht-elektrischen Umweltgro¨ßen dienen. Wird im kon-
kreten Fall eine nicht-elektrische Umweltgro¨ße in eine elektrische Gro¨ße transformiert,
spricht man von einem Sensor, wird eine elektrische Gro¨ße in eine Kraft oder Bewegung
umgewandelt, von einem Aktor bzw. Mikroaktor. Bauelemente mit mechanischen Kom-
ponenten werden als MEMS (micro-electro-mechanical system) bezeichnet. Dienen sie
außerdem noch der direkten oder indirekten Beeinflussung von Licht, ko¨nnen sie auch als
MOEMS (micro-opto-electro-mechanical system) bezeichnet werden. Ein Beispiel fu¨r ein
solches Bauelement ist der am Fraunhofer IPMS in Dresden entwickelte, elektrostatisch
resonant angetriebene Mikroscannerspiegel. Die vorliegende Arbeit befasst sich in erster
Linie mit der physikalischen Modellierung, dem Entwurfsprozess und der Optimierung
dieser Bauelemente.
In der Mikrosystemtechnik kommen oft Materialien, Methoden und Werkzeuge der
Mikroelektronik zum Einsatz. Bauelemente ko¨nnen so beispielsweise im Scheibenverbund
in der Silizium-Planartechnologie gefertigt werden. Geometrische und sonstige Strukturen
werden dabei mithilfe von Fotolithografie und A¨tz- bzw. Abscheideprozessen erzeugt.
Anschließend ko¨nnen die Bauelemente mit ebenfalls aus der Mikroelektronik entliehenen
Sa¨geprozessen vereinzelt werden. Aus dieser Methodik resultieren einerseits eine Reihe
von Vorteilen wie hohe Zuverla¨ssigkeit, Integrierbarkeit und kostengu¨nstige Produktion
der Bauelemente in großen Stu¨ckzahlen. Andererseits fu¨hrt dieses Konzept zu sehr hohen
Entwicklungskosten und oft auch zu langen Entwicklungszeiten. Aus diesem Grund fa¨llt
der physikalischen Modellierung beim Entwurf von MEMS -Bauelementen eine besonders
hohe Bedeutung zu.
Unter einem physikalischen Modell wird die Abbildung eines Originals – im konkre-
ten Fall eines MEMS -Aktors – auf physikalische Gleichungen bzw. Gleichungssysteme
verstanden. Im allgemeinen Fall fu¨hrt diese Abbildung zu einem partiellen Differential-
gleichungssystem, dessen Lo¨sung die Eigenschaften oder das Verhalten des abgebildeten
Originals widerspiegelt. Dabei ko¨nnen und mu¨ssen nicht alle Attribute des Originals
erfasst sein. Mithilfe eines solchen Modells la¨sst sich also das Verhalten eines Systems
bezu¨glich einer begrenzten Anzahl von physikalischen Einflussgro¨ßen wie z.B. elektrische
Spannung, Geschwindigkeit, Dehnung simulieren. Physikalische Modelle ermo¨glichen es
im Idealfall, Probleme die beim Einsatz des spa¨teren Bauelements auftreten ko¨nnen, vor-
herzusehen und durch geeignete Maßnahmen im Bauelemententwurf zu vermeiden. Au-
ßerdem ko¨nnen mithilfe von physikalischen Modellen die Eigenschaften vorhandener Bau-
elemente untersucht und verstanden werden. Man spricht in diesem Zusammenhang auch
von Analyse. Ein weiteres Anwendungsfeld fu¨r physikalische Modelle ist die effiziente
Optimierung und anwendungsbezogene Gestaltung von Bauelementen. Man spricht dann
von Synthese. Entsprechend [1] umfasst der Begriff Entwurf die Synthese und Analyse
eines physikalischen Systems.
Wie auch in vielen anderen Gebieten der Technik ist die Abstraktion, also das Ausblen-
den bzw. Zusammenfassen und Vereinfachen von Zusammenha¨ngen und Eigenschaften,
ein wichtiges Werkzeug beim Entwurf von MEMS . Sie bu¨ndelt die Aufmerksamkeit des
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Abb. 1.1: Abstraktionsebenen beim Entwurf von MEMS-Bauelementen. Die Darstellung er-
folgt in Anlehnung an [2]. Zusa¨tzlich ist die Einordnung der Abstraktionsebenen in
die Ziele der Arbeit enthalten.
Entwerfers auf das Wesentliche und hilft bei der Strukturierung und Partitionierung von
Problemen. Nach [2] la¨sst sich der Entwurfsprozess von MEMS -Bauelementen in die vier
Abstraktionsebenen process , physical, device und system unterteilen. Die Prozess-Ebene
bzw. process bezieht sich dabei auf die zum Einsatz kommende MEMS -Technologie, also
das Herstellungsverfahren. In dieser Ebene sind beispielsweise A¨tz-Simulationen und der
Maskenentwurf angesiedelt. Die physikalische Ebene bzw. physical bezieht sich auf die
physikalischen Eigenschaften des Bauelements. Diese resultieren aus den Materialeigen-
schaften und realisierten Geometrien und werden typischerweise auf Systeme partieller
Differentialgleichungen abgebildet. Da diese im Allgemeinen nur mit vergleichsweise ho-
hem Rechenaufwand und speziellen Methoden lo¨sbar sind, werden oft Modelle reduzier-
ter Ordnung eingefu¨hrt. Sie fassen komplexe physikalische Eigenschaften in vereinfach-
ter Form zusammen. Diese Modelle werden der Bauelement-Ebene (device) zugeordnet.
Sie lassen sich oft auf Systeme gewo¨hnlicher Differentialgleichungen abbilden. Um ein
MEMS -Bauelement im Kontext eines Systems ho¨herer Ordnung bzw. Mikrosystems (An-
steuerschaltung, Auswerte-Elektronik usw.) simulieren zu ko¨nnen, werden sogenannte
Verhaltensmodelle beno¨tigt. Diese bilden die relevanten Eigenschaften auf eine definierte
Simulations-Schnittstelle (z.B. VHDL, Simulink R©) ab. Simulationen, die mit Modellen
dieser Art durchfu¨hrbar sind, werden der System-Ebene (system) zugeordnet.
Die vorliegende Arbeit befasst sich ausschließlich mit Problemen der physikalischen
Ebene und der Bauelement-Ebene. Dabei werden jedoch durchaus Eigenschaften und Re-
striktionen, welche aus der System-Ebene oder der MEMS -Technologie (Prozess-Ebene)
resultieren, beru¨cksichtigt. Abbildung 1.1 verdeutlicht das Abstraktionskonzept fu¨r den
MEMS -Entwurf und die Einordnung der vorliegenden Arbeit anhand eines Schemas.
Die Tatsache, dass ein heterogenes System, wie es ein MEMS darstellt, mehrere physi-
kalische Doma¨nen miteinander koppelt, beeinflusst die Anforderungen an dessen Entwurf.
Der in vielen Bereichen der Technik zum Einsatz kommende Ansatz, verschiedene physika-
lische Effekte getrennt voneinander zu untersuchen, verliert beim Entwurf dieser Bauele-
mente weitgehend an Gu¨ltigkeit; verschiedene Effekte beeinflussen sich in ihrer Wirkung
gegenseitig und mu¨ssen gekoppelt betrachtet werden. Zusa¨tzlich wird der Anspruch da-
durch erho¨ht, dass die Anzahl der physikalischen Doma¨nen, mit denen sich der Entwerfer
auseinandersetzen muss, vergleichsweise hoch ist. So mu¨ssen beispielsweise beim Entwurf
von allen MEMS zumindest strukturmechanische und elektrische Pha¨nomene gekoppelt
betrachtet werden. Soll das Bauelement nicht in Vakuum betrieben werden, mu¨ssen oft
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Abb. 1.2: Physikalische Doma¨nen des MOEMS-Entwurfs. Es sind die beim Entwurf relevan-
ten physikalischen Doma¨nen am Beispiel des am Fraunhofer IPMS Dresden entwi-
ckelten Mikroscannerspiegels dargestellt. Es erfolgt außerdem die Einordnung in die
Ziele der Arbeit.
Gasda¨mpfungseffekte – also fluidmechanische Pha¨nomene – beru¨cksichtigt werden. Ther-
mische Effekte beeinflussen oft die Eigenschaften eines MEMS und mu¨ssen dann eben-
falls mit einbezogen werden, MOEMS erfordern zusa¨tzliche Betrachtungen im Bereich
der Optik usw. Zusa¨tzlich sind meist noch elektronische Schaltungen zum Betrieb der
Bauelemente erforderlich, welche ebenfalls entworfen werden mu¨ssen. Oft genu¨gen ver-
einfachte analytische Modelle nicht den gestellten Anforderungen an die Genauigkeit des
Modells, sodass auf spezielle numerische Berechnungsverfahren, wie z.B. die Finite Ele-
mente Methode (FEM ), zuru¨ckgegriffen werden muss. Abbildung 1.2 verdeutlicht diese
Besonderheit des Entwurfs von MOEMS am Beispiel des am Fraunhofer IPMS Dresden
entwickelten Mikroscannerspiegels (Abschnitt 2.3, [3]).
Sowohl zum Entwurf als auch zur Modellierung von MEMS und zu den sich da-
bei z.B. durch Wechselwirkungen unterschiedlicher physikalischer Doma¨nen ergeben-
den Besonderheiten und Problemen wurden in den letzten Jahren eine Reihe von
Fachbu¨chern [1, 2, 4, 5, 6] und eine große Anzahl technischer und wissenschaftlicher Ar-
tikel [7, 8, 9, 10, 11] vero¨ffentlicht. Viele namhafte Hersteller von Simulationswerkzeugen
haben ihr Angebot um Speziallo¨sungen zur Simulation von MEMS erweitert [12, 13, 14].
Auch komplett neue Systeme, welche ausschließlich fu¨r den Entwurf solcher Bauelemente
entwickelt wurden, sind verfu¨gbar [15, 16].
Das Ziel dieser Arbeit ist es, diese vorhandenen Methoden und Werkzeuge des Entwurfs
und der Modellbildung zu erweitern und zu systematisieren. Dabei beschra¨nkt sie sich auf
resonante mikromechanische Bauelemente mit elektrostatischem Antrieb. Zum besseren
Versta¨ndnis der Problematik und zur Verifikation von Simulationsergebnissen werden eine
Reihe konkreter Beispiele behandelt. Dazu werden die aktuelle MEMS -Technologie bzw.
verfu¨gbare Bauelemente des am Fraunhofer IPMS entwickelten Mikroscannerspiegels her-
angezogen.
Ein besonderes Merkmal dieser resonanten Bauelemente ist die Art des zum Einsatz
kommenden elektrostatischen Antriebsprinzips. Es handelt sich dabei um eine horizontale
Elektrodenanordnung, die in vertikaler Richtung ausgelenkt wird, den sogenannten Out-
of-plane-comb-Antrieb (siehe dazu Abschnitt 2.3, [3, 17]). Der Schwerpunkt dieser Arbeit
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liegt dementsprechend auf der Modellierung und dem Entwurf resonanter MEMS - bzw.
MOEMS -Aktoren mit Out-of-plane-comb-Antrieb.
Viele Aspekte und Probleme der Modellierung und des Entwurfs dieser Bauelemente
wurden bereits in [3, 18, 19] und teilweise in [17] ero¨rtert. Die vorliegende Dissertation soll
diese Arbeiten erga¨nzen und fortsetzen. Dabei wird auf neue Anwendungsmo¨glichkeiten
der Bauelemente und die damit verbundenen steigenden Anforderungen und Probleme
bzw. deren Lo¨sung eingegangen. Besonderes Augenmerk liegt dabei auf den folgenden
Punkten:
• aus geometrischen Nichtlinearita¨ten resultierende mechanische Spannungen inner-
halb der deformierten Strukturen und deren Verminderung,
• aus geometrischen Nichtlinearita¨ten resultierende auslenkungsabha¨ngige Fe-
derha¨rten oder mechanische Koppeleffekte zwischen Bewegungsachsen und deren
Folgen und Mo¨glichkeiten der Einflussnahme,
• tra¨gheitsbedingte dynamische Deformationen der Mikroscannerspiegel wa¨hrend der
Oszillation und Mo¨glichkeiten zu deren Reduzierung,
• Einflu¨sse von Fertigungstoleranzen auf die Eigenschaften der Bauelemente und
Mo¨glichkeiten zu deren Verminderung,
• auftretende Da¨mpfungsmechanismen und deren Einfluss auf das Verhalten und die
Effizienz der Bauelemente.
Schließlich werden, unter Beru¨cksichtigung der untersuchten Probleme, Strategien
und Werkzeuge zur Verfu¨gung gestellt, mit denen es mo¨glich ist, das Verhalten von
Mikroscannerspiegeln mit Out-of-plane-comb-Antrieb mo¨glichst effizient und exakt zu
simulieren (Analyse). Weiterhin werden Strategien zur Optimierung der Eigenschaften
dieser Bauelemente entwickelt und an konkreten Beispielen vorgestellt (Synthese). Die fu¨r
den Entwurf beno¨tigten physikalischen Zusammenha¨nge und erstellten Modelle werden
in Form von mathematischen Herleitungen, Skripten oder Bibliotheken nachvollziehbar
und dokumentiert zur Verfu¨gung gestellt.
Die Arbeit umfasst neben dieser Einfu¨hrung sechs weitere Kapitel, die wie folgt gegliedert
sind:
Kapitel 2 verschafft dem Leser einen U¨berblick zu den wichtigsten Anwendungsge-
bieten und Herstellungsverfahren von MEMS -Aktoren. Der Schwerpunkt liegt dabei auf
den am Fraunhofer IPMS entwickelten Mikroscannerspiegeln. Anhand eines konkreten
Anwendungsbeispiels werden schließlich die Anforderungen an zuku¨nftige Bauelemente
diskutiert und damit die Motivationen dieser Arbeit abgeleitet.
In Kapitel 3 werden die beim Entwurf von Mikroscannerspiegeln gu¨ltigen Randbe-
dingungen und physikalischen Grundlagen erarbeitet. Dabei werden die relevanten phy-
sikalischen Doma¨nen (siehe Abb. 1.2) zuna¨chst voneinander getrennt, also ungekoppelt
betrachtet.
In Kapitel 4 wird eine Stabilita¨tsanalyse der nichtlinearen Bewegungsgleichung der
Fraunhofer IPMS -Mikroscannerspiegel vorgestellt. Sowohl das Anschwingen der Bauele-
mente in parametrischer Resonanz, als auch die in den Frequenz-Antwortkurven typischer-
weise auftretenden Hysteresen ko¨nnen mit deren Hilfe erkla¨rt werden. Weiterhin werden
die Einflu¨sse geometrischer Nichtlinearita¨ten auf das Bauelementverhalten untersucht.
5Kapitel 5 bescha¨ftigt sich mit den aus den Eigenschaften der Mikroscannerspiegel fol-
genden Anforderungen an Entwurfswerkzeuge. Neben einigen Software-Werkzeugen die
aus der Arbeit anderer Forschungsgruppen hervorgegangen sind, wird das im Rahmen
dieser Arbeit entwickelte IPMS MEMS Toolkit IMtk vorgestellt. Es handelt sich dabei
um eine Klassenbibliothek fu¨r die Programmumgebung MATLAB R©, mit deren Hilfe ord-
nungsreduzierte Modelle resonanter MEMS -Bauelemente mit elektrostatischem Antrieb
erstellt werden ko¨nnen.
In Kapitel 6 wird die aus den erarbeiteten Methoden und Werkzeugen resultieren-
de Entwurfsstrategie fu¨r Fraunhofer IPMS -Mikroscannerspiegel vorgestellt. Anhand des
Entwurfsablaufs eines 2D-Scannerspiegels wird sie anschließend veranschaulicht.
Kapitel 7 fasst die gewonnenen Erkenntnisse zusammen. Schließlich wird ein Ausblick
auf weiterfu¨hrende Arbeiten und zuku¨nftige Fragestellungen gegeben.

2 Grundlagen und Stand der Technik
U¨ber mehrere Jahrzehnte hinweg haben MEMS an Universita¨ten und anderen Forschungs-
einrichtungen eine Art Nischendasein gefristet. Die Gru¨nde dafu¨r lagen unter anderem im
Fehlen von ausgereiften und massenproduktionstauglichen Fertigungsprozessen und nicht
zuletzt in fehlenden Anwendungen. Vor allem innerhalb der letzten zehn Jahren hat sich
dieser Zustand massiv vera¨ndert. MEMS -Bauelemente sind heute wichtige Bestandteile
von Automobilen, Druckern, Projektoren, Barcodescannern usw. Die gro¨ßte Verbreitung
haben sie momentan im Bereich der Inertialsensorik. Vor allem die Bosch GmbH [20]
ist als gro¨ßter Hersteller von mikromechanischen Beschleunigungs- und Drehratensenso-
ren fu¨r die Automobil- und Unterhaltungsindustrie sehr erfolgreich. Die zahlenma¨ßig
wichtigsten MEMS -Aktoren sind zurzeit Druckko¨pfe, beispielsweise fu¨r Tintenstrahldru-
cker. In diesem Bereich ist die Firma DimatixTM in der Entwicklung und Produktion
fu¨hrend [21]. Der wichtigste aktuelle Vertreter der MOEMS -Hersteller ist Texas Instru-
ments mit seinen DMDTM-Spiegelmatrizen. Diese kommen vor allem in Video-Projektoren
mit DLPTM-Technologie zum Einsatz. Abbildung 2.2 entha¨lt neben diesen Beispielen fu¨r
MEMS -Sensoren und -Aktoren auch ein Beispiel fu¨r die am Fraunhofer IPMS entwickel-
ten Mikrospiegel. Aufgrund der Tatsache, dass diese Bauelemente nur im resonanten Be-
trieb eingesetzt werden ko¨nnen und daher nicht fu¨r eine statische Ablenkung sondern nur
fu¨r einen scannenden Betrieb geeignet sind, spricht man auch von Mikroscannerspiegeln.
Sie werden beispielsweise zur Ablenkung des Lasers in portablen Barcode-Lesegera¨ten
eingesetzt. Zuku¨nftige Anwendungen sind im Bereich der scannenden zweidimensionalen
Datenaufnahme (Laser-Imager), Spektroskopie oder Projektion von Bildern denkbar bzw.
befinden sich in der Entwicklung.
In den folgenden Abschnitten soll dem Leser ein U¨berblick u¨ber verschiedene mo¨gli-
che Konzepte zur Realisierung von MEMS -Aktoren vermittelt werden. Dazu wird kurz
auf verbreitete Herstellungstechnologien und Antriebskonzepte eingegangen. Da sich der
gro¨ßte Teil der vorliegenden Arbeit mit den am Fraunhofer IPMS entwickelten Bau-
elementen und Technologien auseinandersetzt, wird auf diese gesondert eingegangen.
Schließlich werden am Anwendungsbeispiel
”
Laserprojektor“ einige Anforderungen an
zuku¨nftige Mikroscanner-Bauelemente erla¨utert und daraus die Motivation dieser Arbeit
abgeleitet.
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Abb. 2.1: Marktprognose fu¨r einige Produkte der Mikrosystemtechnik. nach [22].
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Abb. 2.2: Beispiele fu¨r MEMS-Bauelemente. a) elektronenmikroskopische Aufnahme eines
fu¨r die Automobilindustrie gefertigten Drehratensensors der Bosch GmbH [23]; b) in
MEMS -Technologie gefertigte Piezo-Mikropumpe fu¨r Tintenstrahl-Druckko¨pfe [24];
c) DMDTM der Firma Texas Instruments [25]; d) am Fraunhofer IPMS entwickelter
Mikroscannerspiegel [3].
2.1 Herstellungstechnologien
Wie bereits in Kapitel 1 erwa¨hnt, werden in der Mikrosystemtechnik vor allem Werkzeuge
und Technologien eingesetzt, die ihren Ursprung in der Fertigung von mikroelektronischen
Schaltungen haben. Als Basismaterial kommt vorzugsweise der Halbleiter Silizium zum
Einsatz. Aufgrund des großen, rasch wachsenden Bedarfs der Halbleiterbranche, ist dieses
Material in polykristalliner oder einkristalliner Form in großen Mengen bei extrem hoher
Reinheit zu vergleichsweise geringen Kosten verfu¨gbar. Vor allem einkristallines Silizi-
um zeichnet sich außerdem durch hervorragende mechanische Eigenschaften aus. Bis zu
seiner Fließtemperatur von etwa 700 ◦C weist es aufgrund der vernachla¨ssigbar geringen
innerer Reibung ein nahezu ideal elastisches Verhalten auf. Die unter idealen Bedingun-
gen gemessene Streckgrenze fu¨r unstrukturiertes einkristallines Silizium ist mit 7 GPa fast
zweimal so groß wie die von Stahl [5]. Allerdings wird in der Realita¨t die Bruchspannung
durch Strukturierung wesentlich verringert. Die Verringerung ist stark abha¨ngig vom ein-
gesetzten MEMS -Prozess und den daraus resultierenden Materialscha¨digungen. Typische
Bruchspannungen (Dauerfestigkeit) fu¨r Silizium-Mikrostrukturen liegen daher lediglich
im Bereich von 0.5-1.4 GPa [5, 11]. Die Dauerfestigkeit von Stahl liegt im Vergleich da-
zu im Bereich von 0.2-0.5 GPa [26]. Eine weitere wichtige mechanische Eigenschaft von
Silizium ist das große Elastizita¨tsmodul bei vergleichsweise geringer Dichte. Damit eig-
net es sich besonders gut fu¨r die Fertigung mikromechanischer Resonatoren mit hohen
Schwingfrequenzen. Außerdem besitzt Silizium neben den fu¨r sensorische Anwendungen
sehr interessanten piezoresistiven Eigenschaften [27] auch gute optische Merkmale. So
weist es im sichtbaren und ultravioletten Bereich eine fu¨r viele Anwendungen ausreichen-
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Abb. 2.3: Technologien zur Herstellung von MEMS-Bauelementen. a) Volumenmikromecha-
nik mit Zweiseitenlithografie; b) Oberfla¨chenmikromechanik mit Opferschicht.
de Reflexivita¨t auf, wa¨hrend es fu¨r infrarotes Licht transparent ist. Damit ist es vor
allem auch fu¨r optische MEMS interessant. Die fu¨r diese Arbeit relevanten Eigenschaften
und Materialparameter fu¨r einkristallines und polykristallines Silizium sind im Anhang A
zusammengefasst.
Da die Mehrzahl der MEMS -Entwu¨rfe einschließlich der am Fraunhofer IPMS entwi-
ckelten Mikroscannerspiegel auf Siliziumtechnologien basieren, werden nun die wichtigs-
ten Technologien zur Silizium-Mikrostrukturierung kurz vorgestellt. Anschließend wird
auf den am Fraunhofer IPMS zur Fertigung von Mikroscannerspiegeln zum Einsatz kom-
menden Prozess AME1 und dessen fu¨r den Entwurf relevanten Eigenschaften konkret
eingegangen.
Die Volumenmikromechanik ist eine Technologie zur dreidimensionalen Strukturie-
rung von vorwiegend einkristallinem Silizium. Dabei wird zumeist ein großer Teil der
Waferdicke bearbeitet. Es ist mit dieser Technologie mo¨glich sowohl starre (Du¨sen, Git-
ter), deformierbare (Federelemente, Membranen) als auch bewegliche Funktionselemente
(Rotoren, Getriebe) zu fertigen. Zur Strukturierung werden fotolithografische Verfahren
in Verbindung mit physikalisch-chemischen A¨tztechniken genutzt. Diese werden in iso-
trope und anisotrope Verfahren unterschieden. Isotrope A¨tzverfahren zeichnen sich durch
eine anna¨hernd gleiche A¨tzgeschwindigkeit in allen Raumrichtungen aus. Bei anisotropen
A¨tzverfahren werden die richtungsabha¨ngigen Eigenschaften des Silizium-Einkristalls aus-
genutzt. Diese resultieren aus verschiedenen Packungsdichten und unterschiedlich vielen
freien Bindungen des Atomgitters in unterschiedlich orientierten Oberfla¨chen des Mate-
rials. Bei geeigneter Wahl des A¨tzmediums kann so eine richtungsselektive A¨tzung erfol-
gen. Außerdem kann die Kristallebene mit der ho¨chsten Packungsdichte ({111}-Ebene
im Silizium-Kristall) als natu¨rlicher A¨tzstopp genutzt werden. In der Volumenmikrome-
chanik ko¨nnen mittels Zweiseitenlithografie beide Seiten des Wafers bearbeitet werden.
Auf diese Weise ist es beispielsweise mo¨glich, Membranen mit definierten Dicken aus ein-
kristallinem Silizium herzustellen (Abb. 2.3 und Abb. 2.4 bzw. Anhang B.1, Schritt 7).
Weitere Ausfu¨hrungen zur Volumenmikromechanik und deren Anwendung finden sich in
[4, 5]. Typische Vertreter fu¨r in Volumenmikromechanik gefertigte MEMS -Bauelemente
sind die am Fraunhofer IPMS entwickelten Mikroscannerspiegel.
Die Oberfla¨chenmikromechanik kann zur dreidimensionalen Strukturierung von
Schichtsystemen genutzt werden. Dabei werden Trockena¨tzverfahren sowohl zur verti-
kalen, als auch zur lateralen Strukturierung genutzt. Im Gegensatz zur Volumenmikro-
mechanik wird dabei nicht das Gesamtsubstrat, sondern nur oberfla¨chennahe Schichten
strukturiert. Auf diese Weise kann eine starke Miniaturisierung von mikromechanischen
Strukturen bei geringen Toleranzen erreicht werden. Außerdem ist die Realisierung von
echten dreidimensionalen Strukturen mo¨glich. Auch kann das Tra¨gersubstrat bereits mi-
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kroelektronische Schaltungen enthalten. Auf diese Weise ko¨nnen voll integrierte Mikro-
systeme (z.B. Aktoren mit Ansteuer- oder Sensoren mit Auswerteelektronik) realisiert
werden.
Die Nachteile von Oberfla¨chenmikrostrukturen sind hohe mechanische Eigenspannun-
gen in den Strukturen und die im Vergleich zu einkristallinem Silizium schlechteren Mate-
rialeigenschaften der Schichtwerkstoffe. Meist werden in der Oberfla¨chenmikromechanik
eine oder mehrere polykristalline Schichten genutzt. Mithilfe einer Opferschicht ko¨nnen
dabei die in den daru¨ber liegenden Schichten definierten Strukturen freigelegt werden
(Abb. 2.3). Auf diese Weise ko¨nnen auch frei bewegliche Teile (Rotoren, Mikromotoren)
erzeugt werden. Auch zur Oberfla¨chenmikromechanik finden sich na¨here Ausfu¨hrungen
in [4, 5]. Beispiele fu¨r in Oberfla¨chenmikromechanik gefertigte MEMS -Bauelemente sind
die ebenfalls am Fraunhofer IPMS hergestellten SLM -Spiegelmatrizen (Spatial Light Mo-
dulator, [28]).
Der MEMS-Prozess AME1 wurde am Fraunhofer IPMS entwickelt und kommt
hauptsa¨chlich bei der Herstellung von Mikroscannerspiegeln zum Einsatz [3, 29, 30].
AME1 basiert auf Volumenmikromechanik mit Zweiseitenlithografie. Als Basismateri-
al kommen BSOI -Wafer mit standardma¨ßig 30µm dicker, hoch dotierter SOI -Schicht
zum Einsatz. Das eigentliche Bauelement wird durch Strukturierung dieser SOI -Schicht
definiert. Dabei kommt ein anisotropes Trockena¨tzverfahren zum Einsatz. Auf diese
Weise lassen sich A¨tzgra¨ben mit sehr hohen Aspektverha¨ltnissen herstellen. Die repro-
duzierbare Genauigkeit der geometrischen Strukturen liegt dabei im Bereich von eini-
gen 10 nm. Reflexionsschichten und Leiterbahnen werden durch die Abscheidung von
Aluminium realisiert. Verschiedene elektrische Potentiale innerhalb des Bauelementes
ko¨nnen durch offene (A¨tz-) Gra¨ben voneinander getrennt werden. Wird außerdem eine
mechanische Verbindung zwischen Gebieten mit unterschiedlichen elektrischen Potentia-
len beno¨tigt, kommen mit Polysilizium gefu¨llte Gra¨ben zum Einsatz. Da Polysilizium
elektrisch leitfa¨hig ist, wird die Isolation durch eine zusa¨tzliche Schicht aus Siliziumdi-
oxid an den Grabenwa¨nden gewa¨hrleistet. Mithilfe eines anisotropen, nasschemischen
A¨tzprozesses wird das Substrat von der Ru¨ckseite des Wafers unterhalb des mechanisch
aktiven Gebietes entfernt. Auf diese Weise werden die beweglichen mikromechanischen
Komponenten freigelegt. Ein detaillierter Prozessablauf fu¨r AME1 ist in Anhang B.1
enthalten. Auf die oben erwa¨hnten gefu¨llten Isolationsgra¨ben wird hier allerdings nicht
na¨her eingegangen. Weitere Informationen dazu finden sich in [3, 31].
Abbildung 2.4 entha¨lt den vereinfachten, schematischen Aufbau eines im AME1 -
Prozess gefertigten Mikroscannerspiegels zur zweidimensionalen Ablenkung von Licht.
Um eine Verkippung in zwei orthogonale Richtungen zu ermo¨glichen, ist die Spiegelplatte
kardanisch aufgeha¨ngt. Die relativ zueinander beweglichen Bestandteile des Bauelementes
sind durch Torsionsfedern mit anna¨hernd rechteckfo¨rmigen Querschnitten (prismatische
Torsionssta¨be) miteinander verbunden. Diese bestehen wie alle beweglichen Teile aus
einkristallinem Silizium und sind daher extrem belastbar. Wird der Spiegel ausgelenkt,
werden die Torsionsfedern verdreht und es wirkt aufgrund der elastischen Eigenschaf-
ten des Materials ein Drehmoment in Richtung der Ruhelage. In Kombination mit sei-
ner Massentra¨gheit bildet ein solcher Mikrospiegel daher einen Feder-Masse-Schwinger,
also einen mechanischen Oszillator. Bei geeigneter Anregung kann ein solches System
quasi-statisch [32, 33, 34] oder in Resonanz betrieben werden. Der Vorteil des resonan-
ten Betriebs liegt in den großen erreichbaren Auslenkungen bei vergleichsweise geringen
beno¨tigten Antriebsmomenten. Im resonanten Betrieb ist jedoch nur eine periodische,
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Abb. 2.4: Schematischer Aufbau eines Mikroscannerspiegels. Dargestellt ist ein Bauelement
zur zweidimensionalen Ablenkung von Licht. Die Abbildung beschra¨nkt sich auf
die relevanten mikromechanischen Komponenten. Isolationen, Leiterbahnen und
Antrieb sind nicht dargestellt.
na¨herungsweise sinusfo¨rmige Auslenkung mit vorgegebener Frequenz mo¨glich. Aufgrund
von Prozessschwankungen und daraus resultierenden Fertigungstoleranzen ist diese Fre-
quenz fu¨r jedes Bauelement geringfu¨gig verschieden. Die Gro¨ßenordnung der Abweichung
ist dabei von der Geometrie der Torsionsfedern abha¨ngig (Abschnitt 3.2.5).
2.2 MEMS-Aktoren
Zum Antrieb von MEMS -Aktoren ko¨nnen verschiedene physikalische Effekte genutzt wer-
den. Die folgenden Abschnitte sollen eine U¨bersicht u¨ber die verbreitetsten Antriebsprin-
zipien geben und dabei die verschiedenen physikalischen Effekte vergleichend bewerten.
Schließlich wird auf den Fraunhofer IPMS Mikroscannerspiegel und dessen Konzept und
Eigenschaften detaillierter eingegangen.
Die im Folgenden genutzten gestrichenen Koordinaten (x′, y′, z′) beziehen sich auf ein
fu¨r das jeweilige Problem willku¨rlich festgelegtes lokales Koordinatensystem. Im Gegen-
satz dazu ist die Lage der Koordinatenachsen (x, y, z) mit Bezug auf das jeweilige Bauele-
ment eindeutig festgelegt. Die dazu gu¨ltigen Vereinbarungen sowie die zur Bezeichnung
der Material- und Zustandsgro¨ßen genutzten Konventionen finden sich in Abschnitt 3.1
dieser Arbeit.
2.2.1 Antriebsprinzipien
Fu¨r eine vergleichende Bewertung verschiedener Prinzipien soll auf die aus der Skalierung
in den Mikrometerbereich resultierenden Besonderheiten eingegangen werden. Dazu wird
der dimensionslose Faktor k eingefu¨hrt, welcher der Skalierung der geometrischen Abmes-
sungen einer Struktur entspricht [3]. Da bei der Verkleinerung einer dreidimensionalen
Geometrie bei gleichbleibender Dichte viele physikalische Eigenschaften bzw. Effekte wie
Masse, Massentra¨gheit und Da¨mpfung mit wenigstens k3 skalieren, ist jede Skalierung der
Antriebskraft mit einem Exponenten kleiner drei gu¨nstig.
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Die Lorentzkraft wirkt auf eine bewegte Ladung q im magnetischen Feld mit einer
Flussdichte ~B. Bewegt sich diese Ladung mit der Geschwindigkeit ~v innerhalb des Felds,
resultiert dies in einer auf die Ladung wirkende Kraft:
~Fm = q · ~v × ~B = q · ~s
t
× ~B (2.1)
Mit dem Zusammenhang zwischen elektrischem Strom I und der bewegten Ladung q = I ·t
ergibt sich fu¨r einen du¨nnen stromdurchflossenen Leiter
~Fm = I · ~s× ~B (2.2)
Unter Verwendung eines Permanentmagneten zur Erzeugung des magnetischen Felds und
bei konstanter Stromdichte skaliert die Lorentzkraft mit k3 [3]. Der magnetische Antrieb
zeichnet sich durch vergleichsweise große einkoppelbare Kra¨fte u¨ber einen großen Auslenk-
bereich aus. Nachteilig wirken sich eine hohe Verlustleistung in der Gro¨ßenordnung von
einigen 10 mW und der aufgrund des no¨tigen Hybridaufbaus (Permanentmagnet) hohe
Aufwand bei der Fertigung aus. Ein Beispiel fu¨r ein MEMS -Bauelement mit magneti-
schem Antrieb ist der von der Firma Microvision entwickelte Mikrospiegel der zurzeit in
Display-Anwendungen zum Einsatz kommt [34].
Der thermomechanische Effekt wirkt in Schichtstapeln von Materialien mit ver-
schiedenen thermischen Ausdehnungskoeffizienten oder in geometrischen Anordnungen
mit großem Temperaturgradienten (Hot-Arm-Aktor, [35]). A¨nderungen der Temperatur
fu¨hren zu einer Deformation der Struktur. Die nutzbare thermomechanische Kraft ergibt
sich beispielsweise fu¨r einen aus zwei Schichten bestehenden Bimaterialstreifen (thermi-
scher Bimorph) mit der La¨nge l zu:
Fth,z′ =
3
2
Ex ′x ′Iy ′y ′
rth l
∆T (2.3)
Dabei ist Ex ′x ′Iy ′y ′ die Biegesteifigkeit um die y
′-Achse und rth der spezifische thermische
Kru¨mmungsradius des Zweischichtsystems mit [rth] = K ·m [5]. ∆T entspricht der A¨nde-
rung der Temperatur bezogen auf diejenige Temperatur, bei der der Bimaterialstreifen
keine Kru¨mmung aufweist. Die Temperatura¨nderung wird meist mithilfe einer elektri-
schen Mikroheizung (ohmscher Widerstand) eingestellt. Der thermomechanische Effekt
skaliert fu¨r eine gegebene Temperaturdifferenz ∆T mit k2. Thermomechanische Aktoren
zeichnen sich durch eine vergleichsweise unkomplizierte Fertigung aus. Auch ko¨nnen sie
zur Realisierung großer Auslenkungen genutzt werden. Ein Nachteil ist die prinzipbe-
dingte Empfindlichkeit gegenu¨ber Schwankungen der Umgebungstemperatur. Des Wei-
teren sind thermomechanische Aktoren vergleichsweise tra¨ge. Die maximale realisierbare
Grenzfrequenz liegt in der Gro¨ßenordnung von einigen Kilohertz. Ein Beispiel fu¨r ein
thermomechanisch angetriebenes MEMS -Bauelement findet sich in [36].
Der inverse piezoelektrische Effekt wird ebenfalls zum Antrieb von MEMS -Aktoren
eingesetzt. Dabei wird ausgenutzt, dass der Piezoeffekt, der in piezoelektrisch aktiven
Materialien auftritt, umkehrbar ist (reziproker Piezoeffekt). Es wird an einem solchen
Kristall ein elektrisches Feld angelegt, was zu einer Forma¨nderung fu¨hrt. Die daraus
resultierende Kraft fu¨r einen Bimorph-Aktor (Zweischichtsystem) mit der La¨nge l ergibt
sich dann zu:
Fp,z′ =
3
2
Ex ′x ′Iy ′y ′
rp l
U (2.4)
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Dabei entspricht Ex ′x ′Iy ′y ′ der Biegesteifigkeit um die y
′-Achse; rp ist der spezifische piezo-
elektrische Kru¨mmungsradius des Zweischichtsystems mit [rp] = V ·m [35]. U ist die am
Piezokristall angelegte elektrische Spannung. Der inverse piezoelektrische Effekt skaliert
unter Annahme einer konstanten Durchbruchfeldsta¨rke mit k2 [3]. Piezoelektrische Akto-
ren zeichnen sich durch geringe Leistungsaufnahme bei sehr hohen Reaktionsgeschwindig-
keiten (hohe Grenzfrequenzen) aus. Sie lassen sich jedoch nur bei vergleichsweise gerin-
gen Auslenkungen betreiben. Ein Beispiel fu¨r ein piezoelektrisch angetriebenes MEMS -
Bauelement findet sich in [37].
Die elektrostatische Kraft wirkt auf Ladungen im elektrischen Feld. Im MEMS -
Entwurf werden elektrostatische Aktoren durch Elektroden realisiert, welche durch einen
Spalt voneinander elektrisch isoliert sind und somit eine Kondensatoranordnung mit der
elektrischen Kapazita¨t C bilden. Wird an diesem Kondensator eine elektrische Spannung
U angelegt, wirkt auf beide Elektroden die betragsma¨ßig gleiche Kraft in Richtung der
gro¨ßten Kapazita¨tserho¨hung. Fu¨r eine durch ~s vorgegebene Richtung ergibt sich die auf
eine solche Elektrode wirkende Kraft zu:
~Fel =
1
2
U2
d
d~s
C (2.5)
Die elektrostatische Kraft skaliert dabei unter Annahme einer konstanten elektrischen
Spannung U mit k0 [3]. Damit weist das elektrostatische Antriebsprinzip bezogen auf Mi-
krostrukturen das gu¨nstigste Skalierungsverhalten auf. Da beim Betrieb des Aktors nur
Verschiebungsstro¨me fließen, ist die Leistungsaufnahme – vergleichbar mit piezoelektrisch
getriebenen Bauelementen – sehr gering. Elektrostatische Aktoren kommen in vielen ver-
schiedenen Ausfu¨hrungen zum Einsatz. Die einzelnen Lo¨sungen unterscheiden sich dabei
stark bezu¨glich ihrer Eigenschaften. Diese Unterschiede und die sich daraus ergebenden
Vor- und Nachteile werden im na¨chsten Abschnitt diskutiert.
2.2.2 Elektrostatische Antriebe
Die Plan-Platten-Elektrode (Abb. 2.5a) ist die geometrisch einfachste Variante eines
elektrostatischen Antriebs. Unterhalb einer beweglich aufgeha¨ngten, mikromechanischen
Struktur (z.B. einer Membran) wird eine feste Elektrode angeordnet. Wird zwischen
dieser Elektrode und der mikromechanischen Struktur eine elektrische Spannung angelegt,
wirkt eine elektrostatische Kraft, welche die Struktur auslenkt. Unter Vernachla¨ssigung
der Randfelder (homogenes elektrisches Feld) resultiert diese Kraft fu¨r eine geradlinige
Bewegung (Translation) in:
Fel,z′ ≈ −1
2
U2
εA
(d0 − s)2 (2.6)
Dabei ist A die aktive Fla¨che der Plan-Platten-Elektrode und d0 der Abstand zwischen
dieser und der auslenkbaren Struktur im Ausgangszustand. Mithilfe von Plan-Platten-
Elektroden lassen sich bei geringen Elektrodenabsta¨nden vergleichsweise große Kra¨fte
realisieren. Die zur Verfu¨gung stehenden Wege werden dabei jedoch durch den Elektro-
denabstand geometrisch begrenzt. Die nutzbare Kraft nimmt außerdem mit dem Quadrat
des Abstands ab. Um bei großen mo¨glichen Auslenkungen relevante Kra¨fte zu erreichen,
muss daher oft mit sehr hohen Antriebsspannungen im Bereich von mehreren hundert Volt
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Abb. 2.5: Mo¨glichkeiten zur Realisierung elektrostatischer Antriebe. Zur Veranschaulichung
des Wirkprinzips ist der qualitative Verlauf des elektrischen Felds dargestellt.
a) Plan-Platten-Elektrode, b) Asymmetrische In-plane-Fingerelektrode, c) Sym-
metrische In-plane-Fingerelektrode, d) Symmetrische In-plane-Fingerelektrode
mit trapezfo¨rmiger Gestalt, e) Out-of-plane-Fingerelektrode, f) Levitations-
Fingerelektrode, g) Linearantrieb, h) Anordnung von Fingerelektroden zu einer
Kammelektrode.
gearbeitet werden. Soll die Auslenkung der Mikrostruktur statisch bzw. quasistatisch er-
folgen, wird der verfu¨gbare Weg außerdem durch ein elektromechanisch instabiles Verhal-
ten (Pull-In) begrenzt. Dieses ist stark von der mechanischen Aufha¨ngung der beweglichen
Mikrostruktur abha¨ngig. Fu¨r eine Aufha¨ngung mit einer vom Weg s unabha¨ngigen Steifig-
keit (lineare Feder) begrenzt dieser Effekt die nutzbare Auslenkung auf lediglich ein Drittel
des Elektrodenabstands fu¨r Translation [5] und ca. auf die Ha¨lfte fu¨r eine Verkippung der
Mikrostruktur bezu¨glich der festen Elektrode1. Ein weiterer Nachteil dieser Elektroden-
anordnung ist die bezogen auf die Mo¨glichkeiten der Mikrostrukturtechnik aufwa¨ndige
Fertigung. Ein Beispiel fu¨r ein Bauelement mit Plan-Platten-Elektrodenantrieb ist der
am Fraunhofer IPMS entwickelte quasistatische Kippspiegel [32].
In-plane-Fingerelektroden (Abb. 2.5b-d) sind Anordnungen von fingerfo¨rmigen
Elektroden innerhalb der Strukturebene des MEMS -Bauelements. Sie lassen sich auf-
grund ihrer zweidimensionalen Gestalt mit den Mitteln der Mikrostrukturtechnik einfach
und mit guter Reproduzierbarkeit fertigen. Es ko¨nnen zwei verschiedene Typen von In-
plane-Fingerelektroden unterschieden werden:
Bei asymmetrischer Anordnung der Elektroden wird eine zur Fingerrichtung ortho-
gonale Auslenkung erzielt. Dabei wird ausgenutzt, dass die Kapazita¨t zweier sich ge-
genu¨berliegenden Elektrodenfla¨chen u¨berproportional mit abnehmendem Abstand zu-
nimmt (C ∼ 1/d2). Das Resultat ist eine elektrostatische Kraft in Richtung des kleineren
Elektrodenabstandes:
Fel,y′ ≈ −1
2
U2 εA
(
1
(d01 − s)2 −
1
(d02 + s)2
)
(2.7)
A ist dabei die aktive Fla¨che auf einer Seite der Fingerelektrode, d01 ist der kleinere, d02
der gro¨ßere Abstand der Elektroden im Ausgangszustand. Mit asymmetrischen In-plane-
1Auf die analytische Bestimmung des Kippmoments einer solchen Elektrodenanordnung wird an dieser
Stelle nicht na¨her eingegangen. Informationen dazu finden sich in [32].
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Abb. 2.6: Eigenschaften der Out-of-plane-Fingerelektrode. a) qualitativer Verlauf der Kapa-
zita¨t C in Abha¨ngigkeit von der Auslenkung; b) der sich ergebende qualitative Kraft-
verlauf Fel ,z ′ . Es ist zu beachten, dass die Auslenkung s entsprechend Abb. 2.5
orientiert ist.
Fingerelektroden lassen sich große Kra¨fte bei kleinen zur Verfu¨gung stehenden Wegen
erreichen. A¨hnlich wie bei der Plan-Platten-Elektrode wird die Auslenkung von elektro-
mechanischen Instabilita¨ten eingeschra¨nkt.
Bei symmetrischer Anordnung der Elektroden (Abb. 2.5c) wird eine Kraftwirkung in
Fingerrichtung erzielt. Dabei a¨ndert sich die Gro¨ße der aktiven Elektrodenfla¨che und
damit die Kapazita¨t. Im Gegensatz zu allen anderen vorgestellten Konzepten ist die
resultierende Kraft nahezu unabha¨ngig von der Auslenkung:
Fel,x′ ≈ U2 εh
d
(2.8)
Dabei ist h die Dimension der Fingerelektrode in z′-Richtung und d der seitliche Abstand
zur Gegenelektrode. Die mit einer solchen Anordnung erreichbaren Auslenkungen sind
vergleichsweise groß, die Kra¨fte sind allerdings mindestens eine Gro¨ßenordnung geringer
als bei den bisher vorgestellten Konzepten.
Durch eine trapezfo¨rmig zulaufende Gestaltung der Fingerelektroden kann die Kraft
wesentlich erho¨ht werden (Abb. 2.5d). Dabei kommt zum Tragen, dass sich bei der
Auslenkung zusa¨tzlich zur aktiven Elektrodenfla¨che auch der Elektrodenabstand a¨ndert.
Allerdings ist die aus einer solchen Anordnung resultierende Kraft von der Auslenkung s
abha¨ngig:
Fel,x′ ≈ U2 εh d0 cosϑ+ l0 sinϑ
(d0 − s sinϑ)2
(2.9)
d0 ist dabei der Elektrodenabstand und l0 die La¨nge der aktiven Elektrodenfla¨chen im Aus-
gangszustand; ϑ ist der Anstellwinkel der Seitenfla¨chen der Fingerelektrode. Aufgrund der
Wegabha¨ngigkeit der Kraft ko¨nnen bei trapezfo¨rmigen In-plane-Fingerelektroden elektro-
mechanische Instabilita¨ten auftreten.
Ein großer Vorteil fingerfo¨rmiger Elektroden ist die Mo¨glichkeit zur platzsparenden
Anordnung sehr vieler identischer oder a¨hnlicher Elemente. Auf diese Weise la¨sst sich
die nutzbare Kraft vervielfachen (Abb. 2.5h). Man spricht in diesem Zusammenhang
auch von kammfo¨rmigen Elektroden bzw. Kammelektroden. Ein Beispiel fu¨r ein MEMS -
Bauelement mit einem auf In-plane-Fingerelektroden basierendem Antrieb findet sich in
[23].
Out-of-plane-Fingerelektroden (Abb. 2.5e) basieren auf der gleichen geometrischen
Anordnung wie In-plane-Fingerelektroden. Der Unterschied besteht lediglich in der Rich-
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tung der Auslenkung und damit auch in der Richtung der wirksamen elektrostatischen
Kraft. Eine bemerkenswerte Eigenschaft von Out-of-plane-Fingerelektroden ist, dass die
Auslenkung nicht von der Elektrodenanordnung geometrisch begrenzt wird. Entsprechend
Gl. (2.5) la¨sst sich allerdings nur in dem Auslenkungsbereich eine Kraft erzeugen, in dem
sich die Kapazita¨t der Elektrodenanordnung a¨ndert. Außerdem kehrt sich die Richtung
der Kraft um, wenn die Fingerelektrode eine Auslenkung erreicht, bei der sie sich in einer
Ebene mit der Gegenelektrode befindet [3]:
Fel,z′ ≈

0 : |s− s0| = 0
−sign(s− s0) U2 ε ld : 0 < |s− s0| ≤ h
0 : h < |s− s0|
(2.10)
Dabei bezeichnet s0 die Position der Fingerelektrode im Ausgangszustand relativ zur
Gegenelektrode, l die La¨nge der aktiven Elektrodenfla¨chen, h die Dimension der Fin-
gerelektrode in z′-Richtung (Fingerho¨he) und d den Abstand der Elektrodenfla¨chen im
eingeschwenkten Zustand. Wie aus Gl. (2.10) ersichtlich ist, ko¨nnen nur fu¨r Auslenkun-
gen im Bereich der Fingerho¨he Kra¨fte erzeugt werden. Daher und aufgrund der Tatsache,
dass die Elektrodengeometrie die Auslenkung nicht einschra¨nkt, werden Out-of-plane-
Fingerelektroden vor allem fu¨r den Antrieb resonanter Bauelemente genutzt. Dazu wird
der Antrieb in einer Weise angesteuert, dass die von ihm erzeugte Kraft periodisch mit ei-
ner Frequenz entsprechend der Eigenresonanzfrequenz der auszulenkenden Struktur wirkt
(siehe Abschnitt 2.3.1, [3]). Ein solches Bauelement kann dann in Abha¨ngigkeit von den
wirksamen Da¨mpfungsmechanismen bei sehr großen Schwingungsamplituden betrieben
werden (Resonanzu¨berho¨hung).
Out-of-plane-Fingerelektroden werden in verschiedenen Ausfu¨hrungen eingesetzt. Da-
bei kann die Position der Fingerelektroden im Ausgangszustand und die Form der Gegen-
elektroden variieren. Auch sind Ausfu¨hrungen mit mehreren u¨bereinander angeordneten
oder verkippten Gegenelektroden bzw. Fingerelektroden mo¨glich [33]. Wie im Fall der
In-plane-Fingerelektroden kann die zur Verfu¨gung stehende Kraft vervielfacht werden,
indem mehrere Out-of-plane-Fingerelektroden kammfo¨rmig angeordnet werden.
Vor allem fu¨r Mikrospiegel ist dieses Antriebskonzept sehr interessant, da es ne-
ben der Plan-Platten-Elektrode die einzige Mo¨glichkeit darstellt, mithilfe eines elektro-
statischen Antriebs große Auslenkungen senkrecht zur Strukturebene des Bauelementes
zu erreichen. Neben einer Anzahl anderer Bauelemente [38, 39, 40] nutzen auch die
am Fraunhofer IPMS entwickelten Mikroscannerspiegel Out-of-plane-Fingerelektroden als
Antrieb (Out-of-plane-comb-Antrieb, Abschnitt 2.3).
Levitations-Fingerelektroden (Abb. 2.5f) basieren ebenfalls auf der geometrischen
Anordnung der In-plane-Fingerelektroden. Es wird jedoch eine zusa¨tzliche Elektrode un-
terhalb der Fingerelektrode bzw. der Gegenelektroden platziert. Diese wird mit dem
elektrischen Potential der Fingerelektrode beaufschlagt. Das Resultat ist eine starke
Asymmetrie des elektrischen Felds bezu¨glich der x′-y′-Ebene. Die aus dieser Asymme-
trie resultierende Kraft auf die Fingerelektrode ist von deren Auslenkung s abha¨ngig [41]:
Fel,z′ ≈ U2 ε l
d
(s0 − s)
s0
fu¨r s < s0 (2.11)
Dabei ist l die La¨nge der aktiven Elektrodenfla¨chen und d deren Abstand. s0 entspricht
derjenigen Auslenkung, bei der die Kraft Fel,z′ null wird (Gleichgewichtspunkt). Diese ist
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stark von der Geometrie der Anordnung abha¨ngig und muss mithilfe einer FE-Analyse
oder experimentell ermittelt werden. Es gilt in jedem Fall s0 < h.
Mit Levitations-Fingerelektroden lassen sich vergleichsweise geringe Kra¨fte und Aus-
lenkungen erreichen. Der Vorteil des Prinzips besteht darin, dass statische Auslenkungen
aus der Strukturebene heraus ermo¨glicht werden. Die verfu¨gbare Kraft kann wieder durch
kammfo¨rmige Anordnung vervielfacht werden. Ein Beispiel fu¨r einen MEMS -Aktor mit
einem solchen Antriebsprinzip wird in [42] beschrieben.
Alternative Elektrodengeometrien ko¨nnen je nach Anwendung und den sich daraus
ergebenden Anforderungen ebenfalls zum Einsatz kommen. Ein Beispiel dafu¨r ist in
Abb. 2.5g dargestellt. Es handelt sich dabei um einen sogenannten Linearantrieb [5]. Er
zeichnet sich durch sehr große bis unbegrenzte Auslenkungen bei vergleichsweise geringen
nutzbarer Kra¨ften aus. Die Eigenschaften eines solchen Antriebs ha¨ngen sehr stark von der
konkreten Ausfu¨hrung und von der Ansteuerung ab. Anwendung finden solche Antriebe
beispielsweise in elektrostatisch getriebenen Mikromotoren [43].
2.3 Der Fraunhofer IPMS Mikroscannerspiegel
Der Fraunhofer IPMS Mikroscannerspiegel ist ein resonant, elektrostatisch angetriebe-
ner MEMS -Aktor zur ein- oder zweidimensionalen Ablenkung von Licht. Die Fertigung
erfolgt in dem speziell entwickelten, volumenmikromechanischen MEMS -Prozess AME1
unter Verwendung von BSOI -Wafern mit einer SOI -Schicht aus stark p-dotiertem, ein-
kristallinem Silizium (Anhang B.1). Zur Erho¨hung der Reflexivita¨t der Spiegelplatte auf
ca. 90 % fu¨r sichtbares Licht, kommt auf optisch aktiven Fla¨chen eine du¨nne Aluminium-
Schicht zum Einsatz.
Das Verhalten eines eindimensionalen Mikroscannerspiegels la¨sst sich unter Annahme
einer winkelunabha¨ngigen Federha¨rte der Torsionsfedern, einer ideal steifen Spiegelplatte
und eines zur Winkelgeschwindigkeit proportionalen Da¨mpfungsmoments2 mithilfe eines
Momentengleichgewichts beschreiben [3]:
−Jxx θ¨x︸ ︷︷ ︸
Tra¨gheits-
+ −αx θ˙x︸ ︷︷ ︸
Da¨mpfungs-
+ −kt,x θx︸ ︷︷ ︸
Feder-
+ Mel,x(θx , Ux )︸ ︷︷ ︸
Antriebsmoment
= 0 (2.12)
In dieser Schwingungs-Differentialgleichung ist Jxx das Massentra¨gheitsmoment, θx die
mechanische Auslenkung, αx der Da¨mpfungsfaktor und kt,x die Gesamtfederha¨rte der
auslenkbaren Struktur, jeweils bezogen auf eine Rotation um die x-Achse. Mel,x(θx , Ux )
bezeichnet das elektrostatische Drehmoment, welches vom Antrieb aufgebracht wird. Das
Antriebsmoment ist sowohl von der elektrischen Spannung Ux als auch von der mecha-
nischen Auslenkung der Spiegelplatte θx abha¨ngig. Entsprechend Gl. (2.10) ist dieser
Zusammenhang zusa¨tzlich stark nichtlinear. Die Differentialgleichung (2.12) la¨sst sich
daher nicht geschlossen lo¨sen. Fu¨r geringe Da¨mpfungs- und Antriebsmomente∣∣Jxx θ¨x ∣∣ + ∣∣kt,x θx ∣∣  ∣∣αx θ˙x ∣∣ + ∣∣Mel,x(θx , Ux )∣∣ (2.13)
la¨sst sich jedoch folgende analytische Na¨herung angeben:
θx ≈ θˆx sin (2pifx t+ φx ) mit fx = 1
2pi
√
kt,x
Jxx
(2.14)
2Na¨here Untersuchungen und eine Bewertung dieser Annahmen folgen spa¨ter in dieser Arbeit. Siehe
dazu Abschnitt 3.3.
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Abb. 2.7: Der Fraunhofer IPMS Mikroscannerspiegel. a) lichtmikroskopische Aufnahme eines
SINUS-Scanners zur eindimensionalen Ablenkung von Licht, b) Detailaufnahme des
Out-of-plane-comb-Antriebs am oberen Rand des Mikrospiegels, c) REM -Aufnahme
der Fingerelektroden eines Out-of-plane-comb-Antriebs.
Tabelle 2.1: Typische Beispiele fu¨r am Fraunhofer IPMS gefertigte Mikroscannerspiegel. Die
angegebenen Schwingungsamplituden und Antriebsspannungen sind gu¨ltig fu¨r ei-
ne Scanfrequenz nahe der mechanischen Resonanzfrequenz bei Normaldruck.
Apertur Frequenz Amplitude Spannung
Designname
D/mm fx/kHz θˆx/
◦ Ux/V
Anwendung
EO 0.5 16.00 28 115 Bildaufnahme, Endoskopie
D06V28 0.6 28.00 10 140 Laser-Projektor
SINUS 1.5 0.25 15 17 Barcode-Scanner
S30150 3.0 0.15 12 35 IR-Spektroskopie
Der zeitliche Verlauf der Auslenkung eines Mikroscannerspiegels ist also na¨herungsweise
eine sinusfo¨rmige Schwingung mit einer Amplitude θˆx , bei einer Schwing- bzw. Scanfre-
quenz fx . Die Phasenlage wird von φx festgelegt.
Der elektrostatische Antrieb basiert auf Out-of-plane-Fingerelektroden. Diese sind an
den auslenkbaren Bestandteilen des Mikrospiegels angeordnet (Abb. 2.7). Die Besonder-
heit dieses sogenannten Out-of-plane-comb-Antriebs ist, dass die Fingerelektroden keine
definierte Vorauslenkung besitzen (s0 = 0). Es muss also bei der Fertigung nur eine
einstufige, planare Strukturierung der SOI -Schicht erfolgen. Dadurch wird der Herstel-
lungsprozess enorm vereinfacht und die Reproduzierbarkeit erho¨ht.
Entsprechend Gl. (2.10) ist die elektrostatische Kraft einer solchen Elektrodenan-
ordnung jedoch im nicht-ausgelenkten Zustand gleich null (vergleiche dazu Abb. 2.6).
Scheinbar kann ein solches Bauelement demnach nicht anschwingen. Aus diesem Grund
beinhaltete das urspru¨ngliche Konzept der Fraunhofer IPMS Mikroscannerspiegel soge-
nannte Startelektroden. Diese sollten fu¨r eine definierte Vorauslenkung des Mikrospiegels
sorgen und damit eine Wirksamkeit des Out-of-plane-comb-Antriebs garantieren [3]. In
der Praxis hat sich jedoch gezeigt, dass alle Bauelemente auch ohne Ansteuerung der
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Startelektroden anschwingen. Der Grund hierfu¨r liegt in geringfu¨gigen Asymmetrien der
Bauelementgeometrie und Inhomogenita¨ten des Materials. Diese fu¨hren zu sehr geringen
statischen Vorauslenkungen der Bauelemente in der Gro¨ßenordnung von einigen tausends-
tel Grad. Dies genu¨gt um ein zuverla¨ssiges Anschwingen zu gewa¨hrleisten3. Aktuelle
Mikroscannerspiegel werden ausnahmslos ohne Startelektroden gefertigt.
Die Bewegung der Elektroden erfolgt auf einer Kreisbahn um die x-Achse. Bei kleinen
Auslenkwinkeln θx sowie unter Vernachla¨ssigung der Verkippung bezu¨glich der Struktur-
ebene gilt dabei fu¨r die Auslenkung s der i-ten Fingerelektrode in z-Richtung:
si ≈ ri sin θx i = (1, 2, . . . , N) (2.15)
Dabei ist ri die mittlere Entfernung (Radius) des i-ten Elementes einer Kammelektrode
mit N Fingerelektroden von der Drehachse. Dieser Radius kann zuna¨chst als groß
bezu¨glich der Strukturho¨he der Elektroden angenommen werden (ri  h). Da sich die
Kapazita¨t fu¨r si > h nicht a¨ndert (Abb. 2.6 auf S. 15), kann diese Na¨herung fu¨r die
Auslenkung in z-Richtung als allgemeingu¨ltig betrachtet werden. Die Kapazita¨t Cx einer
Kammelektrode, welche um die x-Achse ausgelenkt werden kann, ergibt sich dann aus der
Summe der Einzelkapazita¨ten Ci :
Cx =
N∑
i=1
Ci mit Ci = f(si) = f(θx , ri) (2.16)
Da die Auslenkung einer Elektrode si vom Abstand zur Drehachse ri (also von der geo-
metrischen Lage innerhalb des Bauelements) abha¨ngig ist, resultiert daraus fu¨r die Ka-
pazita¨tsa¨nderung einer Kammelektrode mit ri 6= const ein qualitativ anderer Verlauf als
fu¨r eine einzelne Fingerelektrode. Abbildung 2.8 verdeutlicht dies am Beispiel eines Bau-
elements mit kreisfo¨rmiger Spiegelplatte und einem Durchmesser D von 1.5 mm (SINUS-
Scanner). Der Antrieb besteht aus 228 Fingerelektroden, die entsprechend Abb. 2.7 ent-
lang des Randes der Spiegelplatte angeordnet sind. Der sich ergebende Verlauf kann in
zwei Bereiche unterteilt werden:
|θx | ≤ θc,x Die Mehrzahl der Fingerelektroden ist aktiv, also in die Gegenelektroden
eingeschwenkt. Die Kapazita¨t a¨ndert sich stark in Abha¨ngigkeit von der
Auslenkung.
|θx | > θc,x Die Mehrzahl der Fingerelektroden ist inaktiv, also aus den Gegenelektroden
ausgeschwenkt. Die Kapazita¨t a¨ndert sich kaum bzw. nicht in Abha¨ngigkeit
von der Auslenkung.
Der Wert fu¨r θc,x ha¨ngt von der Geometrie der Kammelektrode ab. Er kann na¨herungs-
weise aus dem Verlauf von Cx bestimmt werden (Abb. 2.8).
2.3.1 Synchronisierte Anregung
Wird an den Antriebselektroden eines ausgelenkten Mikroscannerspiegels mit Out-of-
plane-comb-Antrieb eine elektrische Spannung angelegt, wirkt ein elektrostatisches Dreh-
3Wie spa¨ter noch gezeigt wird, liegt der Grund fu¨r das zuverla¨ssige Anschwingen der Bauelemente in
den strukturellen Eigenschaften des Systems. Bei bestimmten Kombinationen der Systemparameter wird
der Gleichgewichtspunkt bei θˆx = 0 instabil, was zum Start der Oszillation fu¨hrt.
20 2 GRUNDLAGEN UND STAND DER TECHNIK
0
0.5 r=780µm
0
0.5 r=430µm
C
i
/
fF
−10 −5 0 5 10
0
0.5 r=180µm
θx/
o
−10 −5 0 5 10
0
0.5
1
1.5
θx/
o
C
x
/
p
F
θc,x−θc,x
a) b)
Abb. 2.8: Kapazita¨tsverlauf des Out-of-plane-comb-Antriebs. Die Kammelektrode besteht
aus 228 Fingerelektroden mit einer La¨nge von 58.5µm, einer Breite von 1.5µm, einer
Strukturho¨he von 30µm und einem Elektrodenabstand von 5µm (SINUS-Scanner).
a) Verla¨ufe der Kapazita¨t fu¨r drei Elektroden mit unterschiedlichem Abstand zur
Drehachse; b) Verlauf fu¨r die gesamte Elektrodenanordnung mit θc,x ≈ 2.75 ◦.
moment ~Mel in Richtung der Ruhelage. Es ergibt sich analog zu Gl. (2.5) aus der A¨nderung
der Kapazita¨t:
~Mel =
1
2
U2
d
d~θ
C −→ Mel,x = 1
2
U2x
d
dθx
Cx (2.17)
Wirkt das elektrostatische Drehmoment in Richtung der momentanen Bewegung ~θ des
Mikrospiegels, so wird dieser dadurch beschleunigt; Energie wird eingekoppelt. Ein ver-
gleichbarer Betrag an Energie wird dem mechanischen System jedoch wieder entzogen,
wenn nach dem Durchlaufen der Ruhelage das elektrostatische Moment der Bewegungs-
richtung entgegen wirkt. Um dies zu vermeiden, muss die elektrische Spannung U auf
eine solche Weise moduliert werden, dass im zeitlichen Verlauf der Schwingung u¨berwie-
gend Energie eingekoppelt wird. Als besonders effizient und einfach zu realisieren hat sich
dabei ein pulsfo¨rmiger Spannungsverlauf
Uu =
{
0 : (t− t0) mod T ≤ T − τ
Uˆ : (t− t0) mod T > T − τ mit t ≥ t0 ≥ 0 (2.18)
mit T als Periodendauer und τ als Pulsla¨nge erwiesen [3]. Dieser muss eine Pulsfolge-
frequenz fu = 1/T aufweisen, die dem Doppelten der Resonanzfrequenz des mechani-
schen Oszillators entspricht, sodass bei jeder Halbschwingung (wa¨hrend der Bewegung
in Richtung der Ruhelage) Energie eingekoppelt werden kann. Die maximale Effizienz
des Antriebs ergibt sich fu¨r eine Wahl von t0 so, dass die fallenden Flanken von Uu
genau den Nulldurchga¨ngen der Spiegelschwingung entsprechen. Der Verlauf der An-
triebsspannung muss also mit der Bewegung des Spiegels synchronisiert werden. Dabei
ist ein Tastverha¨ltnis τ/T von 0.5 optimal. Es wird dann die maximal mo¨gliche Energie
eingekoppelt; Abb. 2.9 verdeutlicht dieses Prinzip. Aufgrund der Synchronisation der
Antriebsspannung mit der Auslenkung des Bauelementes gilt bei konstantem Uˆ und τ/T :
Mel,x = f(θx , Ux )
Ux=f(θx)−→ Mel,x = f(θx ) (2.19)
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Abb. 2.9: Antriebskonzept des Fraunhofer IPMS Mikroscannerspiegels. a) prinzipielle Fu¨h-
rung der verschiedenen Antriebspotentiale. Ux ist demnach die Antriebsspannung
der Spiegelplatte, Uy des beweglichen Rahmens. b) Ansteuerungsregime fu¨r t0 = 0.
Mit dieser Vereinfachung la¨sst sich die Amplitude der Auslenkung im eingeschwungenen
Zustand θˆx |t→∞ mithilfe der Energiebilanz einer Oszillation bestimmen. Es wird bei
ausreichend großer Amplitude mit jeder Schwingungsperiode des Mikroscannerspiegels
die Energie
Wel,x =
∫ 0
−θˆx
Mel,x(θx , Uˆx ) dθx +
∫ 0
θˆx
Mel,x(θx , Uˆx ) dθx = ∆Cx Uˆ
2
x (2.20)
eingekoppelt. Dabei ist ∆Cx die maximal mo¨gliche Kapazita¨tsa¨nderung der Kamm-
elektrode bei Rotation um die x-Achse.
Die Amplitude der Auslenkung ist stark von der Scanfrequenz, der Antriebsspannung
und der Da¨mpfung des Bauelementes abha¨ngig. Mithilfe von Gl. (2.20) und der Definition
der Gu¨te des Oszillators [3] la¨sst sich der folgende Zusammenhang ermitteln:
θˆx |t→∞ = Uˆx
√
∆Cx
2pi2fx α¯x
(2.21)
mit α¯x als mittlerem Da¨mpfungsfaktor (siehe Abschnitt 3.3). Der sich ergebende lineare
Verlauf ist in Abb. 2.10 fu¨r einen typischen Mikroscannerspiegel dargestellt. Der in der
Abbildung ebenfalls enthaltene experimentell ermittelte Verlauf weist vor allem im Be-
reich kleiner Amplituden Abweichungen auf. Der Grund dafu¨r liegt in der Annahme einer
konstanten Da¨mpfung α¯x . In der Realita¨t a¨ndert sich der Da¨mpfungsfaktor in Abha¨ngig-
keit der Auslenkung – vor allem im Bereich |θx | ≤ θc,x. Die Ursachen fu¨r dieses Verhalten
und die daraus folgende zusa¨tzliche Nichtlinearita¨t der Bewegungsgleichung (2.12) und
die Konsequenzen fu¨r das System werden in Abschnitt 3.3 diskutiert.
Wie aus Abb. 2.9a ersichtlich wird, kommt fu¨r den Antrieb des beweglichen Rahmens
dasselbe Prinzip wie fu¨r die Spiegelplatte zum Einsatz. Entsprechend [3] kann daher
das zeitliche Verhalten des beweglichen Rahmens, unabha¨ngig vom Zustand der darin
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Tabelle 2.2: Parameter des SINUS-Scanners.
Parameter Wert
∆Cx / pF 1.56
fx / Hz 230
∗α¯x / Nm · s 1.25 · 10−12
Jxx / kg ·m2 1.79 · 10−14
kt,x / Nm · rad−1 4.42 · 10−8
∗experimentell bei Normaldruck [44]
Abb. 2.10: Zusammenhang zwischen Antriebsspannung und Amplitude bei synchronisierter
Anregung. Die Darstellung erfolgt fu¨r die Parameter des SINUS-Scanners. Die
experimentell ermittelten Werte zeigen eine a¨hnliche Charakteristik.
enthaltenen Spiegelplatte, na¨herungsweise analog zu Gl. (2.12) beschrieben werden. Fu¨r
die Auslenkung θy um die y-Achse ergibt sich somit
θy ≈ θˆy sin (2pify t+ φy) mit fy = 1
2pi
√
kt,y
Jyy
(2.22)
und analog zu Gl. (2.21) folgt
θˆy |t→∞ = Uˆy
√
∆Cy
2pi2fy α¯y
(2.23)
Dabei bezeichnet kt,y die Torsionsfederha¨rte und Jyy das Massentra¨gheitsmoment des
beweglichen Rahmens inklusive der Spiegelplatte, jeweils bezogen auf eine Rotation um die
y-Achse. Es ist zu beachten, dass die Antriebsspannung Uy bezu¨glich der Kammelektrode
umgekehrt zu Ux definiert ist. Der Grund dafu¨r liegt darin, dass u¨ber die Torsionsfedern
im Allgemeinen nur zwei elektrische Potentiale ϕMF und ϕM auf den beweglichen Rahmen
gefu¨hrt werden ko¨nnen (Abb. 2.9a). Um die Achsen unabha¨ngig voneinander ansteuern
zu ko¨nnen, werden daher die Potentiale der Spiegelplatte ϕM und des festen Rahmens
ϕFF zwischen 0 V und Uˆ geschalten. Dabei dient ϕMF als elektrisches Bezugspotential des
beweglichen Rahmens (Masse).
Das Antriebskonzept der Fraunhofer IPMS Mikroscannerspiegel besitzt neben der un-
komplizierten Fertigung den Vorzug einer im Vergleich zu anderen elektrostatisch ange-
triebenen Bauelementen wesentlich kleineren beno¨tigten Antriebsspannung. So genu¨gt
beispielsweise fu¨r den SINUS-Scanner – ein kommerziell genutztes Bauelement, welches in
Barcode-Scannern eingesetzt wird (Abb. 2.7, Tabelle 2.1) – eine Antriebsspannung von
ca. 17 V bei synchronisierter Anregung, um eine Amplitude der Auslenkung θˆx von 15
◦
zu erreichen5. Dies entspricht einer Amplitude des optischen Ablenkwinkels von 30 ◦ und
damit einem optischen Scanbereich (Field Of View, FOV ) von 60 ◦.
Die Realisierung eines synchronisierten Antriebs-Regimes entsprechend den Gln. (2.18)
und (2.19) setzt voraus, dass die Nulldurchga¨nge der Schwingung detektiert werden. Ei-
ne solche Detektion ist auf verschiedene Arten mo¨glich. Die einfachste Variante basiert
5Diese Angabe ist gu¨ltig fu¨r eine Operation des Bauelementes bei Normaldruck p = p0 ≈ 1 · 105 Pa.
Es wird also keine aufwa¨ndige Vakuumverkapselung beno¨tigt.
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auf der zeitaufgelo¨sten Messung der Kapazita¨t der Kammelektroden. Diese weist in der
Ruhelage ein Maximum auf, welches von einer geeigneten Messanordnung erkannt werden
kann (Abb. 2.9b, [45]). Weitere Mo¨glichkeiten bestehen in der Integration von piezore-
sistiven Sensoren zur Messung der Momentanauslenkung [27] oder in zusa¨tzlichen opti-
schen Komponenten, mit denen ebenfalls die Auslenkung bestimmt werden kann [46]. In
jedem Fall bedeutet eine solche Detektion einen erho¨hten Aufwand im System. Außer-
dem wird die Scanfrequenz allein von den mikromechanischen Komponenten des Bau-
elementes bestimmt und somit durch Fertigungstoleranzen und Schwankungen der Ma-
terialeigenschaften (z.B. bei A¨nderung der Umgebungstemperatur) beeinflusst. Wird fu¨r
eine Anwendung eine bestimmte, fest vorgegebene Frequenz bzw. Phasenlage des Scans
(z.B. zur Abstimmung mit anderen Systemkomponenten) beno¨tigt, ist ein synchronisiertes
Antriebs-Regime daher nicht geeignet.
2.3.2 Parametrische Anregung
Eine zweite Mo¨glichkeit zur Ansteuerung von MEMS -Bauelementen mit Out-of-plane-
comb-Antrieb besteht in der parametrischen Anregung mit einer Spannungs-Pulsfolge ent-
sprechend Gl. (2.18) bei einer Pulsfolgefrequenz fu nahe der doppelten Resonanzfrequenz
des mechanischen Oszillators. Im Unterschied zur synchronisierten Anregung muss da-
bei der Nulldurchgang der Schwingung nicht detektiert werden. Auch kann die Frequenz
der Schwingung ebenso wie die Amplitude in gewissen Grenzen vorgegeben werden. Die
Phasenlage der Schwingung kann sogar beliebig eingestellt werden.
Zur Erkla¨rung des dabei fu¨r den Antrieb genutzten Pha¨nomens wird die Definition des
elektrostatischen Antriebsmoments entsprechend Gl. (2.17) in die Bewegungsgleichung
(2.12) eingesetzt:
Jxx θ¨x + α¯x θ˙x + kt,x θx − 1
2
d
dθx
Cx U
2
u,x︸ ︷︷ ︸
Mel,x
= 0 (2.24)
Wie aus Abb. 2.11a ersichtlich wird, la¨sst sich der Verlauf von d
dθx
Cx fu¨r kleine Auslen-
kungen |θx | < θc,x mit einem Polynom dritter Ordnung in der Form
d
dθx
Cx/F ≈ r1 θx + r3 θ3x (2.25)
anna¨hern. Der prinzipielle zeitliche Verlauf der Antriebsspannung entspricht in erster
Na¨herung dem eines mit einem Gleichanteil u¨berlagerten Kosinus:
U2u,x ≈
Uˆ2x
2
(1 + cos (ωt+ φ)) mit ω = 2pifu,x , φ = φx +
pi
2
(2.26)
Da fu¨r die folgenden Betrachtungen die Basis fu¨r die Zeit t frei gewa¨hlt werden kann, gilt
ohne Beschra¨nkung der Allgemeinheit φ = 0. Fu¨r den Verlauf der Antriebsspannung gilt
unter diesen Bedingungen:
Uu,x ≈ Uˆx
√
1
2
+
1
2
cosωt (2.27)
Wie in [18] gezeigt werden konnte, a¨ndert eine Anregung mit einem solchen Span-
nungsverlauf anstelle einer Pulsfolge nichts am prinzipiellen Verhalten der Bauelemente.
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Abb. 2.11: Na¨herungen zur Untersuchung der parametrischen Anregung. a) auslenkungs-
abha¨ngiger Verlauf von ddθx Cx am Beispiel des SINUS-Scanners. Die Parameter des
kubischen Polynoms lauten r1 = −2.57 · 10−9 und r3 = 1.56 · 10−6. b) Approxima-
tion des zeitlichen Verlaufs der Antriebsspannung mithilfe einer Kosinusfunktion.
Der Ansatz erscheint daher geeignet, um die qualitativen Eigenschaften der Bewegungs-
Dgl. (2.24) zu untersuchen.
Setzt man nun die Na¨herungen (2.25) und (2.26) in Gl. (2.24) ein, la¨sst sich die
Bewegungs-Dgl. des Mikroscannerspiegels mithilfe der dimensionslosen Ausdru¨cke
x = θx , τ =
ωt
2
,
d
dτ
=
2
ω
d
dt
,
d2
dτ 2
=
4
ω2
d2
dt2
, c = 2
α¯x
Jxx ω
,
δ1 =
4 kt,x − r1 Uˆ2x
Jxx ω2
, δ′1 = −
r1 Uˆ
2
x
2 Jxx ω2
, δ3 = δ
′
3 = −
r3 Uˆ
2
x
Jxx ω2
(2.28)
als normierte Gleichung folgendermaßen ausdru¨cken:
d2x
dτ 2
+ c
dx
dτ
+ (δ1 + 2 δ
′
1 cos 2τ)x + (δ3 + δ
′
3 cos 2τ)x
3 = 0 (2.29)
Dies ist eine Form der nichtlinearen, geda¨mpften Mathieu-Gleichung. Gleichungen dieses
Typs werden sowohl in den Natur- als auch in den Ingenieurwissenschaften genutzt, um
Systeme mit periodischer Anregung oder die Eigenschaften von nichtlinearen autonomen
Systemen zu untersuchen [47].
In den Arbeiten von Ataman et al. [18, 48, 49] wird diese Bewegungs-Dgl. des
Fraunhofer IPMS Mikroscannerspiegels auf ihre Eigenschaften hin untersucht. Zur Ver-
einfachung werden dazu die nichtlinearen Terme vernachla¨ssigt (δ3 ≈ 0, δ′3 ≈ 0). Die sich
auf diese Weise ergebende, lineare Mathieu-Gleichung
d2x
dτ 2
+ c
dx
dτ
+ p(τ)x = 0 mit p(τ) = δ1 + 2 δ
′
1 cos 2τ (2.30)
wird mithilfe der Floquet-Theorie [50] analysiert.
Fu¨r das Verhalten der Bauelemente sind vor allem die Stabilita¨tseigenschaften die-
ser Gleichung von Interesse. Sie bestimmen die mo¨glichen Arbeitspunkte des Systems
und deren Eigenschaften. Die lineare Mathieu-Gleichung (2.30) besitzt genau einen
Gleichgewichtspunkt bei (x, dx
dτ
) = (0, 0). Dies entspricht der trivialen Lo¨sung θˆx = 0 der
Bewegungs-Dgl. (2.24). In Abha¨ngigkeit von den Parametern c, δ1 und δ
′
1 kann dieser
Fixpunkt verschiedene Stabilita¨tseigenschaften annehmen [47]:
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Stabil: Der Fixpunkt (x, dx
dτ
) = (0, 0) ist ein Punktattraktor [50]. Die Lo¨sung der
Gl. (2.30) entspricht in erster Na¨herung der eines geda¨mpften, harmonischen Oszillators.
Die Frequenz der Schwingung ist na¨herungsweise gleich der mechanischen Resonanzfre-
quenz des Systems. Es gilt θˆx
∣∣
t→∞ = 0.
Instabil: Der Fixpunkt (x, dx
dτ
) = (0, 0) ist ein Sattelpunkt [50]. Die Lo¨sung der
Gl. (2.30) entspricht in erster Na¨herung der eines ungeda¨mpften, harmonischen Os-
zillators in Resonanz. Man spricht daher auch von parametrischer Resonanz. Die
Frequenz der Schwingung des mechanischen Systems ist entweder ein ganzzahliges
Vielfaches (superharmonische Resonanzen) oder ein ganzzahliger Teiler (subharmonische
Resonanzen) der Pulsfolgefrequenz fu,x . Die Amplitude der Schwingung wa¨chst trotz
Da¨mpfung maßlos an. Es gilt θˆx
∣∣
t→∞ = ±∞. Demnach existieren zwei Lo¨sungen der
Form θx ≈ θˆx sin(2pi fx + φx1,2), welche sich bezu¨glich der Phasenlage um pi unterschei-
den: φx1 = φx2 + pi.
Entsprechend [47] fu¨hren die im realen System vorhandenen Nichtlinearita¨ten (δ3 6= 0,
δ′3 6= 0) zu einer Verstimmung der parametrischen Resonanz. Diese nimmt mit steigender
Amplitude zu, woraus eine Begrenzung der Amplitude auf endliche Werte resultiert. Die
instabilen Regionen des Parameterraums fu¨r c, δ1 und δ
′
1 entsprechen demnach Oszilla-
tionen des realen Systems bei einer bestimmten, festen Amplitude mit einer zweideutigen
Phasenlage. Die Vernachla¨ssigung der nichtlinearen Terme in der Analyse fu¨hrt jedoch
dazu, dass keine Aussage zum qualitativen oder quantitativen Verlauf dieser Amplitude
in Abha¨ngigkeit der Systemparameter gemacht werden kann.
Mithilfe der Floquet-Theorie ko¨nnen die Bedingungen fu¨r Instabilita¨ten der
Gl. (2.30) bzw. deren Lo¨sung ermittelt werden. Es ergeben sich innerhalb des Para-
meterraums abgeschlossene Regionen die zu instabilen Lo¨sungen fu¨hren. Die Grenzen
dieser Regionen lassen sich mit einem Ausdruck der folgenden Form anna¨hern [51]:
δ1 cr,n ≈ n2 ± 1
2
√
(a2n + b
2
n) δ
′2
1 − 4 c2 n2 mit n = 1, 2, 3, . . . (2.31)
Dabei ist n die Ordnung der parametrischen Resonanz und an bzw. bn sind Fourier-
Koeffizienten des Ausdrucks p(τ) entsprechend Gl. (2.30) [51]. Fu¨r die parametrischen
Resonanzen erster und zweiter Ordnung ergeben sich damit die folgenden Bedingungen
fu¨r einen U¨bergang von Stabilita¨t zu Instabilita¨t:
δ1 cr,1 ≈ 1− 1
8
δ′21 ±
√
δ′21 − c2 bzw. δ1 cr,2 ≈ 4 +
1
6
δ′21 ±
√
1
16
δ′21 − 4 c2 (2.32)
Mithilfe der Zusammenha¨nge (2.28) lassen sich diese Stabilita¨tsregionen auf die physi-
kalischen Parameter eines Mikroscannerspiegels u¨bertragen. Es ergibt sich der folgende
Zusammenhang zwischen den normierten Parametern δ1, δ
′
1 und den Parametern der An-
triebsspannung Uˆx , fu,x :
Uˆx = 2
√
2 kt,x δ′1
2 r1 δ′1 − r1 δ1
und fu,x =
1
pi
√
kt,x
Jxx (δ1 − 2δ′1)
(2.33)
Abbildung 2.12 zeigt die aus den parametrischen Resonanzen erster und zweiter Ordnung
resultierenden Stabilita¨tsregionen der Uˆx -fu,x -Ebene am Beispiel des SINUS-Scanners.
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Abb. 2.12: Stabilita¨tsregionen des SINUS-Scanners. Es bilden sich im Uˆ -fu,x-Parameterraum
abgeschlossene Regionen mit instabilen Lo¨sungen fu¨r Gl. (2.30). Zum besseren
Versta¨ndnis sind die Arbeitspunkte entsprechend Abb. 2.13 eingezeichnet.
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Abb. 2.13: Typische Frequenz-Antwortkurve des SINUS-Scanners. Bei einer Pulsspannung
Uˆx = 10 V (vgl. Abb. 2.12) wird die Pulsfolgefrequenz fu,x in einem Bereich von
200 . . . 1000 Hz langsam variiert. Das Bauelement schwingt im Arbeitsbereich mit
der halben Pulsfolgefrequenz (parametrische Resonanz erster Ordnung). Der Ver-
lauf der Antwortkurve ist von der Richtung der Frequenz-A¨nderung abha¨ngig (Hys-
terese).
Bei parametrischer Anregung wird das Bauelement mit einer pulsfo¨rmigen Antriebs-
spannung bei einer Pulsfolgefrequenz in der Gro¨ßenordnung der doppelten mechanischen
Resonanzfrequenz betrieben. Dies entspricht der parametrischen Resonanz erster Ord-
nung. In Abbildung 2.13 ist eine typische Frequenz-Antwortkurve eines SINUS-Scanners
bei parametrischer Anregung und einer Pulsspannung von 10 V dargestellt. Es ist zu er-
kennen, dass die instabilen Regionen der Uˆx -fu,x -Ebene mit einer Oszillation bei endlicher
Amplitude korrespondieren. Die Zweideutigkeit der Phasenlage kann ebenfalls experimen-
tell beobachtet werden.
Wie ebenfalls in Abb. 2.13 erkennbar ist, existieren stabile Arbeitspunkte mit θˆx 6= 0
auch außerhalb der Regionen parametrischer Resonanz. Diese ko¨nnen allerdings nur er-
reicht werden, wenn die Pulsfolgefrequenz eines in parametrischer Resonanz schwingenden
Bauelementes ausreichend langsam verringert wird (Down-sweep). Ist diese Bedingung
nicht erfu¨llt, verbleibt das System im stabilen Zustand bei θˆx = 0. Es gibt also einen
Bereich des Uˆx -fu,x -Parameterraums, in dem das Bauelement bezu¨glich seiner Amplitude
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zwei verschiedene Zusta¨nde annehmen kann. Ein solches Verhalten wird auch als Hyste-
rese bezeichnet [3].
Bei einem Down-sweep aus dem Zustand der parametrischen Resonanz erho¨ht sich
die Amplitude der Schwingung mit steigender Geschwindigkeit und bricht nahe der Ei-
genresonanz des mechanischen Systems abrupt zusammen (Abb. 2.13). Da die in diesem
Bereich erzielbaren Auslenkungen wesentlich gro¨ßer sind als in parametrischer Resonanz,
werden die Fraunhofer IPMS Mikroscannerspiegel meist innerhalb ihrer Hysterese, bei
einer Schwingfrequenz nahe der mechanischen Eigenfrequenz betrieben. Dazu werden
die Bauelemente in parametrischer Resonanz gestartet; anschließend wird die Pulsfolge-
frequenz soweit verringert, bis die gewu¨nschte Schwingfrequenz bzw. Amplitude erreicht
ist. Ein solches Start-Regime kann beispielsweise mithilfe eines Mikrocontrollers realisiert
werden [52].
Wie in den Abbildungen 2.12 und 2.13 erkennbar ist, kann mithilfe der linearisier-
ten Bewegungs-Dgl. (2.30) lediglich das Anschwingen der Bauelemente im Bereich der
parametrischen Resonanzen erkla¨rt werden. Weder die Begrenzung der Amplitude auf
endliche Werte noch deren qualitativer Verlauf werden beru¨cksichtigt. Außerdem kann
weder die Hysterese, noch das abrupte Zusammenbrechen der Schwingung in der Na¨he
der mechanischen Eigenfrequenz begru¨ndet werden. Dies ist besonders kritisch, da die
Eigenschaften der Mikroscannerspiegel im Arbeitsbereich vor allem von diesen Effekten
bestimmt werden. Es la¨sst sich daher feststellen, dass eine lineare Analyse der Bewegungs-
Dgl. (2.24) nicht ausreicht, um die relevanten Eigenschaften der Fraunhofer IPMS Mikro-
scannerspiegel zu erkla¨ren. In Kapitel 4 wird daher eine nichtlineare Analyse dieser Dgl.
vorgestellt.
Es sei an dieser Stelle noch darauf hingewiesen, dass in den Vero¨ffentlichungen von
Ataman et al. die Ergebnisse der Stabilita¨tsanalyse teilweise fehlerhaft interpretiert wer-
den. So wird der Effekt des abrupten Zusammenbrechens der Schwingung in der Na¨he der
mechanischen Eigenresonanz mit dem U¨bergang von instabilen zu stabilen Regionen des
Uˆx -fu,x -Parameterraums erkla¨rt. Der Hysterese-Effekt wird in den analytischen Betrach-
tungen ga¨nzlich vernachla¨ssigt. Aufgrund dieser falschen Interpretation der Ergebnisse
fehlt eine kritische Auseinandersetzung mit den gewa¨hlten Ansa¨tzen und angewandten
Vereinfachungen.
Prinzipiell sind alle in diesem Abschnitt vorgestellten Betrachtungen in gleicher Weise
auf den beweglichen Rahmen eines 2D-Mikroscannerspiegels u¨bertragbar. Dieser kann
demnach ebenfalls in parametrischer Resonanz bzw. innerhalb seiner Hysterese betrieben
werden. Mo¨glich ist auch die Kombination der beiden vorgestellten Antriebsprinzipien.
Das Bauelement wird dann um eine der Achsen synchronisiert und um die jeweils andere
parametrisch angeregt.
2.3.3 Anwendungsmo¨glichkeiten und Grenzen
In den vergangenen Jahren lag am Fraunhofer IPMS der Fokus der Mikroscannerspiegel-
Entwicklung vorrangig auf der Verbesserung der Herstellungstechnologie. Neue Bauele-
mente wurden fast ausschließlich mithilfe der in [3] erarbeiteten Regeln und Werkzeuge
entworfen. Auf diese Weise war es mo¨glich, in kurzer Zeit den zum Einsatz kommenden
Herstellungsprozess fu¨r die kostengu¨nstige Serienproduktion von MEMS -Bauelementen
zu qualifizieren. Die Tatsache, dass mittlerweile ein fu¨r die Produktion hoher Stu¨ckzah-
len tauglicher, zuverla¨ssiger Prozess zur Verfu¨gung steht, fu¨hrt dazu, dass zunehmend
neue Einsatzmo¨glichkeiten und Anwendungsgebiete fu¨r Mikroscannerspiegel erschlossen
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Abb. 2.14: Mo¨gliche Strahl-Trajektorien fu¨r die Projektion von Bildern. Der zeitliche Verlauf
der Ablenkung um die x-Achse ist immer sinusfo¨rmig mit fx > fy . a) anna¨hernd
sa¨gezahnfo¨rmige Ablenkung um die y-Achse mit fy = fr; b) anna¨hernd drei-
eckfo¨rmige Ablenkung um die y-Achse mit fy = 2 fr; c) sinusfo¨rmige Ablenkung
um die y-Achse mit fy = n fr
∣∣
n=6
.
werden ko¨nnen [53]. Viele dieser Anwendungen stellen sehr hohe, teilweise auch neue
Anforderungen an die Bauelemente.
Ein Beispiel fu¨r eine solche neuartige Anwendung ist die Bildprojektion. Dabei wird
ein Mikroscannerspiegel genutzt, um einen zeitlich in seiner Intensita¨t und Farbe modu-
lierbaren Laserstrahl6 in zwei zueinander orthogonale Richtungen abzulenken, sodass alle
Bildpunkte (Pixel) einer Projektionsfla¨che u¨berstrichen werden. Dabei kann bei entspre-
chender Steuerung der Intensita¨t und Farbe des abgelenkten Laserstrahls ein beliebiges
Bild projiziert werden. Ein a¨hnliches Prinzip kommt in Elektronenstrahlro¨hren (z.B. in
Fernsehgera¨ten) schon seit langem zum Einsatz. Dazu wird jedoch kein Laser sondern
ein Elektronenstrahl genutzt. Die Ablenkung erfolgt durch ein modulierbares elektrisches
Feld. Dabei wird das Bild mit anna¨hernd konstanter Winkelgeschwindigkeit auf horizon-
talen Zeilen unidirektional auf einen fluoreszierenden Schirm geschrieben. Dieses fu¨r die
Belange der Bilddatenaufbereitung und Bildqualita¨t optimale Schema la¨sst sich problem-
los realisieren, weil die zum Einsatz kommende elektrostatische Ablenkvorrichtung eine
sehr geringe Tra¨gheit bezu¨glich des Ablenkwinkels aufweist und somit ein Zeilenru¨cklauf
des dunkel geschalteten Strahls in vernachla¨ssigbar kleinen Zeitra¨umen mo¨glich ist.
Ein Mikrospiegel besitzt aufgrund seiner bewegten Masse eine wesentlich ho¨here
Tra¨gheit. Es ist daher notwendig, ein anderes Schema als das unidirektionale, zeilenweise
Schreiben mit konstanter Winkelgeschwindigkeit fu¨r die Projektion zu nutzen. Abbil-
dung 2.14 zeigt – stark vereinfacht – drei mo¨gliche Varianten. Die dargestellten Trajekto-
rien werden wa¨hrend der Projektion mit der Frequenz der Bildwiederholrate fr vollsta¨ndig
durchlaufen. Alle Verfahren zeichnen sich dadurch aus, dass die Frequenz des Ablenkzy-
klus (Scanfrequenz) in einer der beiden orthogonalen Richtungen wesentlich ho¨her ist als
in der anderen Richtung. Diese ho¨here Frequenz wird im Wesentlichen von der Anzahl
der projizierten Bildpunkte und von der Bildwiederholrate bestimmt. Mindestwerte fu¨r
fx und verschiedene Grafikstandards ko¨nnen Tabelle 2.3 entnommen werden.
Entsprechend den in Abb. 2.14a und Abb. 2.14b dargestellten Schemata wird das Bild
anna¨hernd zeilenweise, jedoch mit sich sinusfo¨rmig vera¨ndernder Winkelgeschwindigkeit,
geschrieben. Die Scanfrequenz der zweiten Richtung (vertikale Ablenkung) liegt in der
6Die Modulation der Farbe wird in der Regel durch eine U¨berlagerung mehrere Strahlen mit unter-
schiedlichen Wellenla¨ngen (z.B. rot, gru¨n, blau RGB) erreicht.
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Tabelle 2.3: Anforderungen an Mikroscannerspiegel fu¨r Projektionsanwendungen. Es wird
von einem RGB -Projektor bei einer Bildwiederholrate von fr = 60 Hz bei verschie-
denen Grafikstandards ausgegangen. Die Spiegelplatte wird dabei als kreisfo¨rmig
angenommen. Das Verha¨ltnis zwischen D und dem Durchmesser des Lasers (siehe
Abschnitt 3.5) gilt D/DL = 1 [54, 55].
Grafikstandard QVGA VGA SVGA HDTV
Anzahl der Bildpunkte 320× 240 640× 480 800× 600 1920× 1080
optische Anforderung θD/◦mm 3.9 7.8 9.7 23.3
horizontale Scannfrequenz†fx/kHz 8 16 20 36
†Theoretisches Minimum fu¨r sa¨gezahnfo¨rmige Auslenkung um die y-Achse (Abb. 2.14a); im
konkreten Fall – speziell fu¨r sinusfo¨rmige Auslenkung um die y-Achse (Abb. 2.14c) – kann sich
diese Anforderung durchaus um den Faktor zwei erho¨hen [56, 57].
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Abb. 2.15: Definition der Winkelauflo¨sung fu¨r Mikrospiegel. Die Winkelauflo¨sung ∆β korre-
spondiert entsprechend Gl. (2.34) mit dem Abstand zwischen dem Maximum des
Intensita¨tsverlaufs und dessen ersten Minimum [53].
Gro¨ßenordnung der Bildwiederholrate fr ≈ 60 Hz. Diese Verfahren weisen im Vergleich
zur dritten Variante (Abb. 2.14c) einige Vorteile auf; so ist die zur Projektion beno¨tigte
Bilddatenaufbereitung weniger komplex [58].
Bei einigen Konzepten fu¨r Mikrospiegel existiert bezu¨glich der Ablenkgeschwindigkeit
eine Limitierung nach unten. Eine Ablenkfrequenz in der Gro¨ßenordnung der Bildwieder-
holrate la¨sst sich dann unter Umsta¨nden nicht realisieren (siehe dazu auch Abb. 2.16). In
einem solchen Fall kann es sich als sinnvoll erweisen, die in Abb. 2.14c dargestellte Variante
zu realisieren. Dabei wird die Projektion mithilfe einer fla¨chenfu¨llenden Lissajous-Kurve
erzeugt. Der Vorteil dieses Verfahrens liegt darin, dass die Ablenkfrequenzen beider Scan-
Richtungen in derselben Gro¨ßenordnung liegen ko¨nnen. Es erho¨ht sich allerdings aufgrund
des komplexen Projektionsschemas der Aufwand im System; außerdem resultiert aus dem
vergleichsweise großen zeitlichen Abstand mit dem benachbarte Zeilen geschrieben werden
(Interline time) eine subjektive Verschlechterung der Bildqualita¨t [59].
Die sich aus der Anwendung eines Mikroscannerspiegels zur Bildprojektion ergeben-
den Mindestanforderungen an das optische System werden durch das Produkt des optisch
freien Durchmessers D (optische Apertur) des Spiegels und der Amplitude der Auslen-
kung θˆ charakterisiert. In der Literatur wird diese Kenngro¨ße oft als Theta-D-Produkt
θD bezeichnet [55, 54]. Die Anforderung an θD wird vor allem von der fu¨r eine gegebene
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Tabelle 2.4: Gegenu¨berstellung von beno¨tigten und mo¨glichen optischen Aperturen. Es wird
dabei von einer maximalen mechanischen Auslenkung des Scanners von θˆ = 10◦
ausgegangen. Es gelten die in Abb. 2.16 aufgefu¨hrten Entwurfsparameter fu¨r eine
kreisrunde Spiegelplatte.
Grafikstandard QVGA VGA SVGA HDTV
beno¨tigte Scannfrequenz fx/kHz 8 16 20 36
beno¨tigtes D/mm 0.4 0.8 1.0 2.3
mo¨gliches D/mm (Abb. 2.16) 0.9 0.6 0.5 0.4
Bildauflo¨sung beno¨tigten Winkelauflo¨sung des optischen Systems ∆β bestimmt. Diese
ha¨ngt von der kleinsten optischen Apertur D innerhalb des Strahlengangs ab (Beugungs-
begrenzung, Rayleigh-Kriterium, [60]):
∆β = arcsin
(
1.22
λ
D
)
(2.34)
Dabei ist λ die Wellenla¨nge des reflektierten Lichts. Fu¨r einen RGB -Projektor muss
diejenige im Bild enthaltene Farbe mit der gro¨ßten Wellenla¨nge zur Bestimmung der
Mindestanforderung an den Mikrospiegel herangezogen werden. Es gilt fu¨r diesen Fall
λ = λR = 635 nm [54]. Mindestanforderungen an θD fu¨r verschiedene Grafikstandards
sind ebenfalls in Tabelle 2.3 aufgefu¨hrt.
Die Amplitude der Auslenkung eines Mikrospiegels wird von der angestrebten Gro¨ße
des projizierten Bildes und vom Abstand zwischen Mikrospiegel und Projektionsfla¨che
eingeschra¨nkt. Es werden also fu¨r die Realisierung eines großen θD-Wertes Mikrospiegel
mit mo¨glichst großen optischen Aperturen D beno¨tigt. Gleichzeitig muss, wie in Tabel-
le 2.3 erkennbar ist, mit zunehmender Anzahl der Bildpunkte auch die Scanfrequenz des
Bauelements erho¨ht werden. Es werden also fu¨r Laserprojektoren mit hoher Bildqua-
lita¨t (große Anzahl von Bildpunkten, hohe Bildwiederholrate) Mikroscannerspiegel mit
mo¨glichst großer Apertur bei mo¨glichst hohen Scanfrequenzen beno¨tigt.
Wie in [3] gezeigt werden konnte, ist der Entwurf von Mikroscannerspiegeln mit Out-
of-plane-comb-Antrieb nur innerhalb eines eingeschra¨nkten Entwurfsraums mo¨glich. In
Abbildung 2.16 ist dieser fu¨r typische Entwurfsparameter, bezogen auf die Scanfrequenz
fx und die optische Apertur D, dargestellt. Die Gro¨ße und Gestalt des Entwurfsraums
wird von den Materialeigenschaften, den gestellten Anforderungen an das Bauelement
und von den fu¨r die Herstellungstechnologie gu¨ltigen Entwurfsregeln bestimmt. Tabel-
le 2.4 entha¨lt eine Gegenu¨berstellung der fu¨r verschiedene Grafikstandards erforderlichen
Mindestdurchmesser und der sich entsprechend Abb. 2.16 ergebenden Maximalwerte.
Wie in Abb. 2.16 erkennbar ist, steht in erster Linie die Begrenzung des Entwurfs-
raums in Richtung ho¨herer Scanfrequenzen der Nutzung fu¨r Projektionsanwendungen im
Wege. Diese Begrenzung resultiert aus der tra¨gheitsbedingten dynamischen Deformation
der Mikrospiegel; sie kommt vor allem im Umkehrpunkt der Auslenkung zum Tragen und
fu¨hrt zu einer Verkru¨mmung der Spiegeloberfla¨che. Geht man davon aus, dass ein abzu-
lenkender Laserstrahl mit einer Gauß-fo¨rmigen Intensita¨tsverteilung und einem Strahl-
durchmesser in der Gro¨ßenordnung der optischen Apertur des Spiegels reflektiert werden
soll, ist eine Verzerrung des Intensita¨tsprofils durch die Unebenheit der Oberfla¨che zu er-
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Abb. 2.16: Entwurfsraum fu¨r Fraunhofer IPMS Mikroscannerspiegel. Es sind die in [3] ermit-
telten, realisierbaren Wertepaare von Scanfrequenz fx und optischer AperturD dar-
gestellt. Der Parameter h ist die Dicke der Spiegelplatte; wmin ist die kleinstmo¨gli-
che reproduzierbar fertigbare Strukturabmessung. Zusa¨tzlich sind die minimalen
Anforderungen (bei sa¨gezahnfo¨rmiger Auslenkung um die y-Achse) fu¨r den Einsatz
in Laser-Projektoren mit vier verschiedenen Grafikstandards bei einer Bildwieder-
holrate von fr = 60 Hz eingezeichnet.
warten. Dabei wird die Leistungsdichte im Strahlmittelpunkt verringert; außerdem wird
die Gestalt des Intensita¨tsprofils beeinflusst.
Fu¨r viele Anwendungen – so auch fu¨r die Projektion – ist neben der Aufweitung des
Strahls die durch den dynamischen Oberfla¨chenfehler der Reflexionsebene hervorgerufene
Verschiebung des Intensita¨tsmaximums ein geeignetes Maß fu¨r den negativen Einfluss der
dynamischen Deformation. Um fu¨r einen typischen Deformationsverlauf die Verschiebung
des Intensita¨tsmaximums durch die Spiegeldeformation auf die Halbwertsbreite des Inten-
sita¨tsprofils zu begrenzen, ergibt sich nach [3] ein maximal tolerierbarer Oberfla¨chenfehler
max |δ| von etwa λ/20. Soll also beispielsweise rotes Licht abgelenkt werden, folgt daraus
die Entwurfsregel
max
θ=θˆ
|δ| ≤ λR
20
= 32.5 nm (2.35)
In Abbildung 2.17 ist die typische Deformation eines Mikrospiegels und die daraus re-
sultierenden Verzerrungen des Strahlprofils im Fernfeld qualitativ dargestellt. Es sei an
dieser Stelle noch darauf hingewiesen, dass ein maximal zula¨ssiger Oberfla¨chenfehler von
λ/20 nicht fu¨r alle Anwendungen beno¨tigt wird. So ko¨nnen durchaus auch dynamische
Deformationen in der Gro¨ßenordnung von λ/10 oder sogar λ/4 tolerierbar sein. Außer-
dem muss bei der Bewertung eines Deformationsprofils dessen konkrete Form betrachtet
werden (siehe Abschnitt 3.5).
2.4 Motivationen der Arbeit
Bei der Erschließung neuer Anwendungsgebiete fu¨r Fraunhofer IPMS Mikroscannerspiegel
ergeben sich eine Reihe von Problemen. Diese mu¨ssen beim Entwurf der Bauelemen-
te beru¨cksichtigt werden. Außerdem besteht die Notwendigkeit, den Entwurfsraum fu¨r
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Abb. 2.17: Definition der dynamischen Deformation. a) schematische Darstellung der tra¨g-
heitsbedingten dynamischen Deformation δ der Spiegelplatte; b) Beispiele auftre-
tender Verzerrungen von Intensita¨tsprofilen fu¨r einen Laser mit Gauß-fo¨rmigem
Intensita¨tsprofil. Es wird angenommen, dass die optische Leistungsdichte am Spie-
gelrand auf den relativen Wert e−2 abgefallen ist [3]; β∞ ist der Beobachtungswinkel
im Unendlichen.
Mikroscannerspiegel zu erweitern. Dazu werden neue Ansa¨tze sowie neue Entwurfs- und
Optimierungswerkzeuge beno¨tigt; diese sollen im Rahmen dieser Arbeit untersucht bzw.
erarbeitet werden.
Im Folgenden werden, basierend auf den beim Entwurf von Mikroscannerspiegeln be-
stehenden, konkreten Problemstellungen (a), die Motivationen der vorliegenden Arbeit
(b) abgeleitet:
1. (a) Tra¨gheitsbedingte Deformationen der Spiegelplatte bei großen Frequenzen und
Auslenkungen beeinflussen das Strahlprofil des reflektierten Laserstrahls.
(b) Es werden Ansa¨tze und Methoden fu¨r den Entwurf und die Optimierung hoch-
frequenter Bauelemente mit verringerter dynamischer Deformation beno¨tigt.
2. (a) Große Auslenkungen bei hohen Schwingfrequenzen erfordern hohe Antriebs-
spannungen (U¯ > 100 V). Aufgrund einer begrenzten Spannungsfestigkeit der
in den Bauelementen integrierten elektrischen Isolationen erho¨ht sich dadurch
die Komplexita¨t und die Fehleranfa¨lligkeit der Bauelemente (z.B. bei Mehrfach-
Isolationen). Außerdem erho¨ht sich der Aufwand der Ansteuerung bzw. des
Systementwurfs (Sicherheitsvorschriften beim Umgang mit hohen Spannun-
gen).
(b) Es werden Ansa¨tze und Methoden zur Minimierung der Antriebsspannung
beno¨tigt. Voraussetzung dafu¨r ist ein Versta¨ndnis der fu¨r das Bauelement
relevanten Da¨mpfungsmechanismen.
3. (a) Aus unvermeidlichen Toleranzen bei der Fertigung (Abschnitt 2.1, Anhang B)
resultieren Streuungen der Resonanzfrequenzen. Bei 2D-Mikroscannern fu¨hrt
dies außerdem zu einer Streuung des Verha¨ltnisses zwischen Resonanzfrequenz
der Spiegelplatte und des beweglichen Rahmens. Fu¨r viele Anwendungen ist
dieses Frequenzverha¨ltnis bzw. die Scanfrequenz der Bauelemente ein wichtiger,
feststehener Systemparameter (vgl. Abb. 2.14).
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(b) Es werden Ansa¨tze zur Vorhersage und Verringerung der prozessbedingten
Frequenz-Streuung bzw. deren Auswirkungen beno¨tigt.
4. (a) Eine Mo¨glichkeit zur Lo¨sung des Problems 3a ist der Betrieb der Bauelemente
bei parametrischer Anregung. Dabei ko¨nnen die Frequenzen und damit auch
die Frequenzverha¨ltnisse der Bauelemente in gewissen Grenzen eingestellt wer-
den. Es lassen sich dann jedoch bei gleicher Antriebsspannung nur vergleichs-
weise geringe Amplituden erreichen. Außerdem ist das System in der Na¨he der
Eigenresonanz empfindlich gegenu¨ber Sto¨rungen; schon geringe Schwankungen
der Systemparameter ko¨nnen zum abrupten Zusammenbruch der Schwingung
fu¨hren.
(b) Es ist no¨tig, das Versta¨ndnis der physikalischen Vorga¨nge beim Antrieb mit pa-
rametrischer Anregung zu erho¨hen. Dann ist es mo¨glich, die Eigenschaften der
Bauelemente bei der Anwendung eines solchen Antriebsprinzips zu verbessern.
Letztendlich mu¨ssen die entwickelten Ansa¨tze und Methoden in eine erweiterte Entwurfs-
strategie fu¨r Fraunhofer IPMS Mikroscannerspiegel integriert werden. Dazu werden an-
gepasste Entwurfswerkzeuge beno¨tigt. Die sich ergebenden neuen Grenzen des Entwurfs-
raums mu¨ssen untersucht werden.

3 Randbedingungen beim Entwurf
Das folgende Kapitel bescha¨ftigt sich mit den physikalischen Eigenschaften resonan-
ter Mikroscannerspiegel mit Out-of-plane-comb-Antrieb und den sich daraus ergebenden
Randbedingungen fu¨r den Entwurf und die Simulation dieser Bauelemente. Dazu werden
relevante physikalische Pha¨nomene benannt und erkla¨rt. Außerdem werden die aus den
Eigenschaften der Bauelemente folgenden Anforderungen an Simulations- und Entwurfs-
werkzeuge formuliert.
Wie in Kapitel 1 schon ausgefu¨hrt wurde, existiert bereits eine große Zahl an Un-
tersuchungen und Vero¨ffentlichungen zum Thema MEMS -Entwurf. Eine Aufgabe die-
ses Kapitels ist es, die darin enthaltenen, fu¨r den Entwurf und die Simulation von
Fraunhofer IPMS -Mikroscannerspiegeln relevanten Aspekte zu sammeln und zu systema-
tisieren. Ko¨nnen in der Literatur keine Lo¨sungsansa¨tze fu¨r spezielle Entwurfsprobleme
gefunden werden, werden im Rahmen dieser Arbeit eigene Ansa¨tze und Methoden erar-
beitet, welche ebenfalls in diesem Kapitel vorgestellt werden. Dies betrifft im Besonderen:
• die Untersuchungen zu geometrischen Nichtlinearita¨ten in Torsionsfederelementen
(Abschnitt 3.2.2, aber auch Abschnitt 4.2),
• die Methoden zur Bestimmung von mechanischen Zugspannungen in fest einge-
spannten prismatischen Torsionssta¨ben (Abschnitt 3.2.3),
• die Untersuchungen zu den Einflu¨ssen der Fertigungstoleranzen des AME1 -
Prozesses auf Torsionsfederelemente (Abschnitt 3.2.5),
• die Ermittlung von Korrekturfaktoren zum Bestimmen der dynamischen Deforma-
tion einer Spiegelplatte mithilfe analytischer Na¨herungen (Abschnitt 3.2.6),
• die Untersuchungen zu fluidmechanischen Da¨mpfungsmechanismen, ausgenommen
der Squeeze-film-Da¨mpfung (Abschnitt 3.3),
• die Ansa¨tze zur analytischen Na¨herung des Momentenverlaufs des Out-of-plane-
comb-Antriebs (Abschnitt 3.4.1),
• die Methoden zur Bestimmung der elektromechanischen Stabilita¨tseigenschaften von
geraden und trapezfo¨rmigen Fingerelektroden (Abschnitt 3.4.4).
Außerdem ist es Aufgabe dieses Kapitels, die Grenzen und Eigenschaften der vorgestell-
ten analytischen Zusammenha¨nge und Na¨herungen aufzuzeigen. Dazu werden sowohl
Ergebnisse aus experimentellen Untersuchungen, als auch aus numerischen (FEM -) Un-
tersuchungen herangezogen.
Zuna¨chst werden jedoch einige, fu¨r das weitere Versta¨ndnis dieser Arbeit erforderliche,
Vereinbarungen und Definitionen vorgestellt. Diese besitzen Gu¨ltigkeit sowohl fu¨r die im
Rahmen der Dissertation durchgefu¨hrten Untersuchungen, als auch fu¨r die daraus hervor
gegangenen Entwurfswerkzeuge.
3.1 Vereinbarungen und Definitionen
3.1.1 Material- und Strukturvereinfachungen
Plastische und viskose Materialien erho¨hen den mathematischen Aufwand bei der Lo¨sung
strukturmechanischer Probleme betra¨chtlich. Silizium weist als wichtigster Werkstoff der
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Mikrosystemtechnik unterhalb der Fließtemperatur (≈ 700 ◦C) nahezu ideal elastische
Eigenschaften auf [5]. Da alle in dieser Arbeit betrachteten deformierbaren Strukturen
aus einkristallinem Silizium bestehen und weit unterhalb der Fließtemperatur betrieben
werden, ko¨nnen alle strukturmechanischen Probleme unter Annahme ideal elastischer
Materialeigenschaften formuliert und gelo¨st werden.
Aus Gru¨nden der U¨bersichtlichkeit und zur Reduzierung des Modellierungs- und Re-
chenaufwands werden außerdem fu¨r das jeweils aktuelle Problem unwesentliche Geome-
triedetails vernachla¨ssigt. Dazu za¨hlen:
• Massena¨nderungen und mechanische Vorspannungen aufgrund von optischen Ver-
spiegelungsschichten z.B. aus Aluminium,
• A¨nderungen der elastischen Eigenschaften von Geometrien aufgrund von darin ent-
haltenen, mit polykristallinem Silizium gefu¨llten Isolationsgra¨ben,
• A¨nderung der elastischen Eigenschaften des Materials aufgrund von Dotierung,
• thermische Beeinflussung der elastischen Eigenschaften,
• Abweichungen von ideal senkrechten und ebenen Strukturprofilen aufgrund des Her-
stellungsprozesses z.B. durch Untera¨tzung [3],
• Abweichungen von einer idealisierten Kristallorientierung aufgrund von Herstel-
lungstoleranzen des Wafers.
Außerdem werden geometrische Symmetrien zur Vereinfachung genutzt. Dabei auftreten-
de Randeffekte werden vernachla¨ssigt (siehe auch Abschnitt 3.3.3).
3.1.2 Koordinatensysteme
Fu¨r jeden denkbaren Mikroscannerspiegel wird ein kartesisches Koordinatensystem
(x, y, z) definiert. Dieses ist so positioniert bzw. orientiert, dass die Drehachsen, um die
der Mikrospiegel verkippt werden kann, auf die x- und y-Koordinatenachsen fallen. Im
Falle von Bauelementen zur eindimensionalen Ablenkung fa¨llt die y-Koordinatenachse auf
die zur Drehrichtung orthogonale Symmetrieachse des Mikrospiegels. Da die Bauelement-
Ebene die ho¨chste in dieser Arbeit gebrauchte Abstraktionsebene ist, wird ein solches
Koordinatensystem im Folgenden als globales Koordinatensystem bezeichnet.
Einzelne Bestandteile eines Mikroscannerspiegels werden in lokalen Koordinaten-
systemen (x′, y′, z′) beschrieben. Diese sind dadurch gekennzeichnet, dass die z′-
Koordinatenachse im Allgemeinen identisch mit der z-Achse ist. Position bzw. Orien-
tierung der x′- und y′-Achsen ko¨nnen frei gewa¨hlt werden. Die relative Position und
Orientierung eines lokalen Koordinatensystems bestimmt die Lage des zugeho¨rigen Be-
standteils innerhalb des Bauelementes. Abbildung 3.1 verdeutlicht dies am Beispiel eines
Mikroscannerspiegels zur zweidimensionalen Ablenkung von Licht. Auf die hier darge-
stellten Bestandteile wird in den folgenden Abschnitten na¨her eingegangen. Dimensionen
wie La¨nge l, Breite w und Ho¨he h sowie Deformationen oder Auslenkungen eines sol-
chen Bestandteils beziehen sich immer auf dessen lokales Koordinatensystem. Dabei ist
die La¨nge immer in x′-Richtung, die Breite in y′-Richtung und die Ho¨he in z′-Richtung
definiert.
Angaben von Richtungen und Orientierungen ko¨nnen fu¨r Strukturen aus einkris-
tallinem Silizium auch bezu¨glich der Kristallorientierung erfolgen. Dazu werden die
3.1 Vereinbarungen und Definitionen 37
x'
y'
x'
y'
y'
x'
y'
x'
x'
y'
x'
y'
x'
x'
y'
(1)(2)
(3)
(5)
(6) (8)
(9)
x
y
(7)
(4)
y'
l
w
y'
x'
Tabelle 3.1: Symbolerkla¨rung
Symbol Bedeutung
(x, y, z) globales Koordinatensystem
(x′, y′, z′) lokales Koordinatensystem
einige lokale Koordinatensysteme des
2D-Mikroscannerspiegels
(1) Spiegelplatte
(2,3,6,7) Torsionsfeder
(5) beweglicher Rahmen
(4,8,9) Fingerelektrode
Dimensionen im lokalen Koordinatensystem
l La¨nge des beweglichen Rahmens
w Breite des beweglichen Rahmens
Abb. 3.1: Definition der Koordinatensysteme eines Mikroscannerspiegels. Zusa¨tzlich zum glo-
balen Koordinatensystem sind einige Beispiele fu¨r lokale Koordinatensysteme einge-
zeichnet. Bei allen Koordinatensystemen ist die z- bzw. z′-Richtung normal zur
Darstellungsebene auf den Betrachter zu orientiert.
Millerschen Indices [61] genutzt. Richtungsangaben erfolgen dann in der Form [hkl].
Gruppen von Richtungen mit gleichen Materialeigenschaften werden als 〈hkl〉 ausge-
dru¨ckt. Kristallebenen werden mit (hkl), Gruppen von Ebenen mit gleichen Eigenschaften
als {hkl} dargestellt.
3.1.3 Mathematische Vereinfachungen und Definitionen
Werkstoffe mit anisotropen (richtungsabha¨ngigen) Materialeigenschaften werden im All-
gemeinen durch Tensoren charakterisiert (Materialkenngro¨ßen und Zustandsgro¨ßen). So
wird beispielsweise die Spannungs-Dehnung-Beziehung fu¨r hinreichend kleine Deforma-
tionen eines solchen Materials durch die lineare Tensorfunktion
σ = C ε (3.1)
ausgedru¨ckt (Hookesches Gesetz). Dabei sind die mechanische Spannung σ und die
mechanische Dehnung ε Tensoren zweiter Stufe mit jeweils neun Komponenten σij bzw.
εkl . C ist ein Tensor vierter Stufe mit 81 Komponenten, den elastischen Konstanten
cijkl . Aus der Definition von σ und ε [62] folgt unmittelbar, dass beide Tensoren eine
symmetrische Struktur aufweisen:
σ =
σ11 σ12 σ13σ12 σ22 σ23
σ13 σ23 σ33
 und ε =
ε11 ε12 ε13ε12 ε22 ε23
ε13 ε23 ε33

Es sind also nur sechs Komponenten verschieden. Dabei repra¨sentieren die Elemente der
Hauptdiagonalen die Normalkomponenten, die u¨brigen Elemente die Scherkomponenten
(Schubkomponenten) der mechanischen Spannung bzw. Dehnung. Um dieser Tatsache
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Abb. 3.2: Definition der Zustandsgro¨ßen in anisotropen Werkstoffen.
a) mechanische Spannung, b) mechanische Dehnung
gerecht zu werden und die Handhabbarkeit dieser Gro¨ßen zu vereinfachen, wird fu¨r die
vorliegende Arbeit die folgende Notation der Zustandsgro¨ßen definiert:
σxx := σ11
σyy := σ22
σzz := σ33
Normalspannungs-komponenten
εxx := ε11
εyy := ε22
εzz := ε33
Normaldehnungs-komponenten
σyz := σ23
σxz := σ13
σxy := σ12
 Scherspannungs-komponenten
γyz := 2 ε23
γxz := 2 ε13
γxy := 2 ε12
 Scherdehnungs-komponenten
(3.2)
Normalkomponenten bzw. Scherkomponenten ko¨nnen dabei auf folgende Weise zusam-
mengefasst werden:
σii := {σxx , σyy , σzz} εii := {εxx , εyy , εzz} (3.3)
bzw.
σij := {σyx , σxz , σxy} γij := {γyz , γxz , γxy} (3.4)
Die Bezeichnung fu¨r γyz , γxz , γxy ist an die der technischen Scherdehnungen γij angelehnt.
Diese sind u¨blicherweise definiert zu [5, 63]:
γij := εij + εji = 2 εij (3.5)
In Abbildung 3.2 sind die voneinander verschiedenen Dehnungs- und Spannungskompo-
nenten am Beispiel eines wu¨rfelfo¨rmigen Volumenelements dargestellt.
Mithilfe der neu eingefu¨hrten Schreibweise la¨sst sich nun das Hookesche Gesetz fu¨r
anisotrope Materialien in Form eines Matrix-Vektor-Produkts formulieren. Dazu werden
die sechs unabha¨ngigen Komponenten des Spannungs- bzw. Dehnungstensors zu Ortho-
normalbasen zusammengefasst [64]. Die dabei genutzten zweifach indizierten Elemente
cij werden als verallgemeinerte Elastizita¨tsmoduln bezeichnet [5, 62]:
σ = C ε −→

σxx
σyy
σzz
σyz
σxz
σxy
 =

c11 c12 c13 · · · c16
c21 c22
...
c31
. . .
...
...
. . .
...
c61 · · · · · · · · · c66


εxx
εyy
εzz
γyz
γxz
γxy
 (3.6)
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Einkristallines Silizium weist aufgrund seiner kubischen Kristallstruktur Materialei-
genschaften auf, welche sich bezu¨glich der Symmetrieachsen des Kristalls mit einem Win-
kel von 90 ◦ in alle Richtungen periodisch verhalten. Man spricht auch von orthotropen
Materialeigenschaften. Diese Orthotropie des Materials fu¨hrt dazu, dass lediglich drei
Elemente der Matrix (cij ) unabha¨ngig und verschieden von null sind:
(cij )orthotrop = T
T
c

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44
Tc (3.7)
Die fu¨r einkristallines Silizium gu¨ltigen Werte c11, c12, c44 finden sich in Anhang A.1. Da
diese nur fu¨r Koordinatensysteme gu¨ltig sind, deren Achsen parallel zu den Kanten der
Silizium-Elementarzelle verlaufen, muss fu¨r den allgemeinen Fall eine Transformations-
matrix Tc ∈ R6×6 eingefu¨hrt werden8. Diese ergibt sich aus der Bedingung(
εxx εyy εzz γyz γxz γxy
)T
= Tc
(
εx ′x ′ εy ′y ′ εz ′z ′ γy ′z ′ γx ′z ′ γx ′y ′
)T
(3.8)
wobei (x′, y′, z′) die lokalen Koordinaten der Elementarzelle des Einkristalls sind.
Fu¨r analytische strukturmechanische Betrachtungen werden oft Elastizita¨tsmoduln E,
Schubmoduln G und die Querkontraktionszahlen ν beno¨tigt. Diese lassen sich mithilfe
der inversen (cij )-Matrix ausdru¨cken. Sie wird auch als (sij )-Matrix oder Matrix der
elastischen Konstanten bezeichnet. Es ergibt sich folgender Zusammenhang:
(cij )
−1 = (sij ) =

1/E1 −ν12/E2 −ν13/E3 s14 s15 s16
−ν12/E1 1/E2 −ν23/E3 s24 s25 s26
−ν13/E1 −ν23/E2 1/E3 s34 s35 s36
s41 s42 s43 1/G23 s45 s46
s51 s52 s53 s54 1/G13 s56
s61 s62 s63 s64 s65 1/G12
 (3.9)
In Anlehnung an Ausdruck (3.2) wird fu¨r diese Arbeit die folgende Notation fu¨r Elasti-
zita¨tsmoduln, Schubmoduln und Querkontraktionszahlen vereinbart:
Exx := E1
Eyy := E2
Ezz := E3
Gyz := G23
Gxz := G13
Gxy := G12
νyz := ν23
νxz := ν13
νxy := ν12
(3.10)
Dabei weicht die Indizierung der Elastizita¨tsmoduln vom bisherigen Benennungsschema
ab, da aus einem einfachen ein doppelter Index wird. Dies ist no¨tig, um eine Unterschei-
dung von den Komponenten des elektrischen Feldes ~E = (Ex Ey Ez )
T zu ermo¨glichen.
A¨hnlich wie bei (cij ) sind fu¨r orthotrope Materialien nur drei Komponenten sij un-
abha¨ngig und verschieden von null:
(sij )orthotrop = T
T
s

s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44
Ts (3.11)
8Die Multiplikation mit T realisiert Koordinatentransformationen wie Drehung oder Translation [65].
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Werte fu¨r einkristallines Silizium finden sich wieder in Anhang A.1. Die Transformati-
onsmatrix der elastischen Konstanten Ts ∈ R6×6 wird durch die Bedingung(
σxx σyy σzz σyz σxz σxy
)T
= Ts
(
σx ′x ′ σy ′y ′ σz ′z ′ σy ′z ′ σx ′z ′ σx ′y ′
)T
(3.12)
bestimmt. (x′, y′, z′) sind dabei wieder die lokalen Koordinaten der Elementarzelle.
3.2 Strukturmechanische Randbedingungen
Aus dem Arbeitsprinzip bzw. der Geometrie der Mikroscannerspiegel ergeben sich eine
Reihe von strukturmechanischen Randbedingungen. Diese beeinflussen die Eigenschaften
der Bauelemente und mu¨ssen daher beim Entwurf und in der Simulation beru¨cksichtigt
werden.
3.2.1 Richtungsabha¨ngige Materialeigenschaften
Wie im vorangegangenen Abschnitt bereits erwa¨hnt wurde, weist einkristallines Sili-
zium orthotrope Materialeigenschaften auf. Da alle deformierbaren Elemente eines
Fraunhofer IPMS Mikroscannerspiegels aus einkristallinem Silizium gefertigt werden,
muss dies beim Entwurf beachtet werden. Die elastischen Eigenschaften spielen dabei
eine wichtige Rolle. Verla¨ufe der Elastizita¨ts- und Gleitmoduln, jeweils in Abha¨ngigkeit
von der Kristallrichtung sind in Anhang A enthalten.
Vor allem bei der Dimensionierung von Federelementen muss die Orthotropie des Ma-
terials beru¨cksichtigt werden. Die Steifigkeiten eines solchen Elements werden anders
als bei isotropen Materialien nicht ausschließlich von der Geometrie bestimmt; auch die
Orientierung innerhalb des Einkristalls beeinflusst die Eigenschaften.
Fu¨r auf Biegung und Zug beanspruchte, gerade Elemente bedeutet dies keine Erho¨hung
des Aufwands bei der Modellierung. Wie im anisotropen Material bestimmt das Produkt
aus Fla¨che und E-Modul bzw. Fla¨chenmoment 2. Ordnung und E-Modul die Steifigkeit. Es
muss bei der Modellierung jedoch darauf geachtet werden, dass das E-Modul entsprechend
der Richtung der Struktur im Einkristall gewa¨hlt wird. Die Biegesteifigkeiten κb eines
geraden, stabfo¨rmigen Elements in x′-Richtung (Abb. 3.3a) ergeben sich fu¨r Biegung um
die z′- und y′-Achsen zu
κb,z′ = Ex ′x ′Iz ′z ′ bzw. κb,y′ = Ex ′x ′Iy ′y ′ (3.13)
Die Zugsteifigkeit eines solchen Elements in x′-Richtung (Abb. 3.3b) ergibt sich zu
κz,x′ = Ex ′x ′A (3.14)
Dabei ist A die Querschnittsfla¨che des Stabs. Das E-Modul Ex ′x ′ ha¨ngt von der Ausrich-
tung der Geometrie innerhalb des Einkristalls ab. In Tabelle 3.2 sind die Steifigkeiten einer
typischen Silizium-Mikrostruktur fu¨r zwei verschiedene Kristallrichtungen enthalten. Es
ist erkennbar, dass sich die Biege- und Zugsteifigkeiten der Struktur fu¨r verschiedene Aus-
richtungen um bis zu 30 % unterscheiden. Dies gilt in gleichem Maße fu¨r die Federha¨rten
einer solchen Struktur; sie ergeben sich direkt aus den Steifigkeiten [66]:
kb,z′ =
Fy′
sy′
=
3κb,z′
l3
bzw. kb,y′ =
Fz′
sz′
=
3κb,y′
l3
(3.15)
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Abb. 3.3: Einige Belastungsfa¨lle stabfo¨rmiger elastischer Elemente.
a) Biegung; b) Zug; c) Torsion.
Tabelle 3.2: Richtungsabha¨ngigkeit der Steifigkeiten einer typischen Mikrostruktur. Aus-
gangspunkt ist eine stabfo¨rmige Struktur mit rechteckigem Querschnitt und den
Abmessungen (l × w × h) = (200µm× 2µm× 30µm), entsprechend Abb. 3.3.
Richtung Biegung Zug Torsion
im Kristall
Ex′x′/GPa Gm/GPa Iz ′z ′ κb,z′/N·m2 A κz,x′/N It/m4 κt,x′/N·m2
〈100〉 130 91 2.6·10−12 7.8 7.0·10−12
〈110〉 169 79
1
12hw
3
3.4·10−12 hw 10.1 7.7·10
−23
6.1·10−12
und
kz,x′ =
Fx′
sx′
=
κz,x′
l
(3.16)
Der Spannungszustand einer torsionsbeanspruchten geraden, stabfo¨rmigen Struktur
(entsprechend Abb. 3.3c) kann mithilfe der folgenden partiellen Differentialgleichung be-
schrieben werden [3, 5]:
1
Gx′z′
∂2φ
∂y′2
+
1
Gx′y′
∂2φ
∂z′2
= −2ϑ mit φRand = 0 (3.17)
Dabei ist φ die Torsionsfunktion (Spannungsfunktion) einer beliebigen Querschnittsfla¨che
entlang der Torsionsachse; φRand entspricht dem Spannungszustand am Rand des Quer-
schnitts; ϑ wird als Verdrillung bezeichnet. Bei geraden Torsionssta¨ben mit homogenen
Materialeigenschaften ist die Verdrillung u¨ber die La¨nge des Stabs konstant. Es gilt:
ϑ =
d
dx′
θ(x′) =
θx′
l
(3.18)
Fu¨r einfache Querschnittsgeometrien kann Gl. (3.17) mithilfe eines Fourier-Reihen-
Ansatzes gelo¨st werden [67]. Die Torsionssteifigkeit ergibt sich dann durch Integration
der Torsionsfunktion u¨ber der Querschnittsfla¨che A des Torsionsstabs:
κt,x′ =
2
ϑ
∫
(A)
∫
φ dA (3.19)
In isotropen Materialien gilt Gx′z′ = Gx′y′ = G. Die Torsionssteifigkeit einer geraden,
stabfo¨rmigen Struktur kann dann auch als Produkt des Gleitmoduls G und des Torsions-
fla¨chenmoments It ausgedru¨ckt werden:
κt,x′ = GIt (3.20)
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Fu¨r einen Torsionsstab mit rechteckigem Querschnitt ergibt sich aus den Lo¨sungen von
Gl. (3.17) und Gl. (3.19) der folgende Ausdruck fu¨r das Torsionsfla¨chenmoment [67]:
It =
1
3
w3h
(
1− 192
pi5
w
h
∞∑
k=1,3,5,...
1
k5
tanh
kpih
2w
)
mit w ≤ h (3.21)
Fu¨r Torsionssta¨be mit anderen Querschnittsgeometrien finden sich Ausdru¨cke und Ta-
bellen zur Bestimmung des Torsionsfla¨chenmoments in Tabellenbu¨chern der technischen
Mechanik [66].
Im orthotropen Fall ist der Gleitmodul im Querschnitt des Torsionsstabs richtungs-
abha¨ngig. Im Allgemeinen gilt daher Gx′z′ 6= Gx′y′ . Die Torsionssteifigkeit eines geraden
Stabs kann dann in Anlehnung an Gl. (3.20) folgendermaßen ausgedru¨ckt werden:
κt,x′ = GmIt (3.22)
Dabei ist Gm das mittlere Gleitmodul der Querschnittsfla¨che. Es ha¨ngt sowohl von der
Richtung der Struktur im Einkristall, als auch von deren Querschnittsgeometrie ab. Gm
la¨sst sich als Integral der Torsionsfunktion φ folgendermaßen ausdru¨cken [5]:
Gm =
1
ϑ It
∫
(A)
∫
φ dA (3.23)
Dieser Ausdruck kann numerisch gelo¨st werden. Fu¨r einen Torsionsstab mit rechteckigem
Querschnitt und Torsionsachse in einer der 〈110〉-Richtungen des Silizium-Einkristalls
la¨sst sich auf diese Weise die folgende Gro¨ßengleichung fu¨r Gm finden [5, 68]:
Gm/GPa =
85.8
4
(
w
h
+ 0.08517
)2
+ 3
+ 51.2 (3.24)
Fu¨r die Torsionsfederha¨rte gilt dann:
kt,x′ =
κt,x′
l
=
GmIt
l
(3.25)
Der Einsatz orthotroper Materialien fu¨hrt also zu einer deutlichen Erho¨hung des Auf-
wands bei der Modellierung torsionsbeanspruchter Federelemente. Wie anhand des Bei-
spiels in Tabelle 3.2 sichtbar wird, muss dieser Aufwand in Kauf genommen werden, um
ausreichend genaue Ergebnisse zu erhalten. Lediglich fu¨r grobe Abscha¨tzungen ist es
zula¨ssig, mithilfe gemittelter Materialkennwerte isotrop zu rechnen.
3.2.2 Geometrische Nichtlinearita¨ten
Um die Federkonstante bzw. Federha¨rte einer Struktur fu¨r eine bestimmte Belastung zu
bestimmen, geht man von der Geometrie im unbelasteten Zustand aus. Mithilfe der elas-
tischen Eigenschaften des Materials und der sich daraus ergebenden Steifigkeiten la¨sst
sich dann die Federha¨rte bestimmen. Es ist jedoch mo¨glich, dass sich die Gestalt ei-
nes deformierbaren Ko¨rpers aufgrund der Belastung in solcher Weise a¨ndert, dass die
Federha¨rte der Struktur signifikant beeinflusst wird. Man spricht dann von einer verfor-
mungsabha¨ngigen Last bzw. von nichtlinearen Geometrien.
In Abbildung 3.4 ist ein typisches Beispiel fu¨r eine Struktur mit verformungsabha¨ngi-
ger Last dargestellt. Es handelt sich um einen beidseitig eingespannten, du¨nnen Stab,
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Abb. 3.4: Beispiel fu¨r eine nichtlineare Geometrie. Aus dem nichtlinearen Zusammenhang
zwischen Auslenkung und La¨nge des Stabs folgt eine mit der Auslenkung u¨berpro-
portional ansteigende Dehnung.
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Abb. 3.5: Torsionsstab mit rechteckiger Querschnittsfla¨che. a) verdrillter Torsionsstab,
Draufsicht; b) Detailansicht des Stabendes: Verschiebung ∆x′ in Stabrichtung;
c) verdrillter Torsionsstab, Seitenansicht.
welcher mit einer orthogonal zur Stabrichtung aufgebrachten Kraft Fy′ beaufschlagt wird.
Da die Breite des Stabs wesentlich geringer ist als seine La¨nge (w  l), wird die Federha¨rte
dieser Anordnung fu¨r große Auslenkungen in erster Na¨herung von der Zugsteifigkeit κz,x′
der Struktur bestimmt. Sie ergibt sich aus dem Produkt des E-Moduls mit der Fla¨che des
Stabquerschnitts (Abschnitt 3.2.1) und kann na¨herungsweise als konstant angenommen
werden. Wie in Abb. 3.4 angedeutet, wa¨chst die La¨ngena¨nderung des Stabs u¨berpro-
portional mit der Auslenkung in Richtung der angreifenden Kraft. Es ergibt sich eine
Abha¨ngigkeit der Federha¨rte von der Auslenkung der Struktur:
ky′ =
Fy′
sy′
≈ 8 sy′ κz,x′
l2
√
1 + 4
s2
y′
l2
(3.26)
Aus dem u¨berproportionalen Zusammenhang zwischen Auslenkung sy′ und Dehnung des
Stabs ∆l resultiert also eine mit der Auslenkung zunehmende Federha¨rte der Struktur.
A¨hnliche Mechanismen wirken auch in prismatischen Torsionssta¨ben. Die Verdrillung
fu¨hrt zu Verschiebungen innerhalb der Struktur nicht nur in Richtung der Scherkom-
ponenten sondern auch in Stabrichtung (Abb. 3.5). Man spricht in diesem Zusammen-
hang auch von einer Querschnittsverwo¨lbung. Der ortsabha¨ngige Verlauf der Verwo¨lbung
∆x′ = f(y′, z′) la¨sst sich mithilfe der Saint-Vernant-Theorie [67, 69] bestimmen. In
der Literatur wird dazu eine Verwo¨lbungsfunktion ψ eingefu¨hrt. Die Verschiebung ergibt
sich dann aus dem Produkt mit der Verdrillung:
∆x′ = ϑψ mit ψ = f(y′, z′) (3.27)
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Abb. 3.6: Querschnittsverwo¨lbung in Torsionssta¨ben mit rechteckigem Querschnitt. a) quali-
tative Darstellung der Verwo¨lbung ∆x′; b) Einfluss einer festen Einspannung.
Die Lo¨sungen fu¨r ψ ergeben sich aus den Gleichgewichts-Bedingungen der Elastizita¨ts-
theorie. Fu¨r einachsige Torsionsbelastung vereinfachen sich diese zu [67]:
∂2 ψ
∂y′2
+
∂2 ψ
∂z′2
= 0 (3.28)
Setzt man voraus, dass an den Ra¨ndern des Stabquerschnitts ausschließlich tangentiale
Scherspannungskomponenten auftreten, ergibt sich die Randbedingung fu¨r die Lo¨sung
dieser Differentialgleichung:(
∂ ψ
∂y′
− z′
)
dz′
ds
−
(
∂ ψ
∂z′
+ y′
)
dy′
ds
= 0 (3.29)
Dabei entspricht s dem Rand der Querschnittsfla¨che A. Fu¨r Torsionssta¨be mit rechtecki-
gem Querschnitt kann eine Lo¨sung von Gl. (3.28), unter Beachtung dieser Randbedingung,
in [70] gefunden werden. Die Verwo¨lbungsfunktion ergibt sich demnach zu
ψ = y′z′ −
∞∑
n=0
8 (−1)n
w k3n cosh
knh
2
sin (kn y
′) sinh (kn z′) (3.30)
mit kn =
(2n+ 1) pi
w
, y′ ∈
[
−w
2
,
w
2
]
, z′ ∈
[
−h
2
,
h
2
]
La¨sst die Einspannung eine freie Verwo¨lbung der Stabenden zu, ist die Verdrillung ϑ
und demnach auch die Verwo¨lbung ψ u¨ber die gesamte La¨nge des Torsionsstabs konstant;
Abbildung 3.6a verdeutlicht dies. Wird hingegen die Verwo¨lbung an den Stabenden durch
Einspannungen verhindert oder eingeschra¨nkt, a¨ndern sich sowohl Verdrillung als auch
Verwo¨lbung entlang des Stabs (Abb. 3.6b). Außerdem treten neben den Scherdehnungen
erhebliche Normaldehnungen senkrecht zur Querschnittsfla¨che auf. Die Torsionssteifig-
keit des Stabs steigt nahe der Einspannung stark an. Dies fu¨hrt zu einer Erho¨hung der
Federha¨rte und außerdem zu einem sta¨rker progressiven Verlauf der Federkennlinie.
Fu¨r kleine Auslenkungen kann dieser Effekt nach [67] na¨herungsweise durch
Einfu¨hrung einer effektiven La¨nge leff des Torsionsstabs beru¨cksichtigt werden. Diese
ergibt sich dann fu¨r einen beidseitig fest eingespannten Stab zu:
leff ≈ l − 2Lb mit Lb = max{h,w}
√
5 (ν + 1)
12
(3.31)
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Dabei ist Lb die La¨nge des Stabintervalls, in dem die Verdrillung bzw. die Verwo¨lbung
aufgrund der Einspannung signifikant verringert wird (Abb. 3.5b); ν ist die Poisson-Zahl
des Materials. Fu¨r die Verdrillung gilt somit na¨herungsweise:
ϑ ≈
{
θx′
leff
: Lb ≤ x′ ≤ l − Lb
0 : sonst
mit 0 ≤ x′ ≤ l (3.32)
Die Torsionsfederha¨rte eines beidseitig eingespannten Torsionsstabs mit rechteckfo¨rmi-
ger Querschnittsfla¨che ergibt sich dann fu¨r kleine Auslenkungen zu:
kt,x′ ≈ κt,x′
leff
(3.33)
Es ist zu beachten, dass diese Na¨herungen (3.31), (3.32), (3.33) prinzipiell nur fu¨r
isotrope Materialien gu¨ltig sind. Es hat sich jedoch gezeigt, dass mithilfe einer mittle-
ren Poisson-Zahl ν = ν¯ ≈ 0.28 auch fu¨r einkristallines Silizium sinnvolle Ergebnisse
erzielt werden ko¨nnen (vgl. dazu Abb. 3.12 auf S. 52). Des Weiteren ist zu beachten,
dass Gl. (3.31) die geometrische Nichtlinearita¨t eines beidseitig eingespannten Torsions-
stabs, also den auslenkungsabha¨ngigen Anstieg der Federha¨rte, nicht beru¨cksichtigt. Die
mit der effektiven La¨nge leff bestimmte Federha¨rte gilt somit ausschließlich fu¨r kleine
Auslenkungen. Die bei der Torsion eines prismatischen Stabs auftretenden nichtlinearen
geometrischen Effekte ko¨nnen mithilfe numerischer Methoden wie der FEM untersucht
werden. In Anhang C.2 wird der auf diese Weise ermittelte Verlauf der Federha¨rte einer
Beispielstruktur im Kontext der analytischen Modelle diskutiert.
Wie in Abschnitt 4.2 noch gezeigt wird, ist der Verlauf der Federkennlinie bzw. die
Abha¨ngigkeit der Federha¨rte von der Auslenkung ein wichtiges Kriterium beim Entwurf
von Fraunhofer IPMS -Mikroscannerspiegeln. Dabei genu¨gen bereits geringe A¨nderungen
der Federha¨rte im Bereich von wenigen Prozent, um die Eigenschaften eines Bauelements
stark zu beeintra¨chtigen. Die geometrischen Nichtlinearita¨ten mikromechanischer Feder-
elemente mu¨ssen also unbedingt beim Entwurf beru¨cksichtigt werden.
3.2.3 Strukturmechanische Spannungen
Wie bereits erwa¨hnt, werden die beweglichen Bestandteile von Fraunhofer IPMS Mikro-
scannerspiegeln ausschließlich mithilfe deformierbarer Strukturen realisiert. In der Konse-
quenz resultieren Auslenkungen in mechanischen Dehnungen und entsprechend Gl. (3.1)
auch in mechanischen Spannungen innerhalb der Strukturen (siehe Anhang C.4). Wird
dabei die Streckgrenze bzw. die Dauerfestigkeit des verwendeten Materials (Anhang A)
u¨berschritten, kann es zur Rissbildung und schließlich zum Versagen des Bauelements
kommen. Eine mo¨glichst genaue Kenntnis der in einem mikromechanischen Bauelement
auftretenden mechanischen Spannungen bzw. deren gezielte Verringerung sind daher wich-
tige Punkte beim Entwurf.
Wie in Abschnitt 3.1.3 bereits erwa¨hnt wurde, ist zur vollsta¨ndigen Beschreibung eines
Spannungszustands ein Tensor zweiter Stufe notwendig. Dieser entha¨lt sechs voneinander
verschiedene Komponenten. Allerdings la¨sst sich fu¨r jeden Ort innerhalb eines Span-
nungsfelds eine Transformationsmatrix T finden [65], die den Spannungstensor in sein
Hauptachsensystem u¨berfu¨hrt. Dies wird als Hauptachsentransformation bezeichnet:σ1 0 00 σ2 0
0 0 σ3
 = T
σxx σxy σxzσxy σyy σyz
σxz σyz σzz
 (3.34)
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Abb. 3.7: Gu¨ltigkeit der Vergleichsspannungshypothesen. Beim MEMS -Entwurf kommen vor
allem die Normalspannungshypothese und die Gestalta¨nderungshypothese zum Ein-
satz. Bauteile aus einkristallinem Silizium sollten vorzugsweise mithilfe der Normal-
spannungshypothese dimensioniert werden (nach [72]).
Im Hauptachsensystem la¨sst sich demnach ein beliebiger Belastungszustand mit lediglich
drei skalaren Werten beschreiben. Die Komponenten σ1, σ2 und σ3 werden als Hauptnor-
malspannungen bezeichnet.
Um eine u¨berschaubare Bewertung der in einem Bauteil auftretenden mechanischen
Spannungen bezu¨glich der Festigkeit bzw. Betriebssicherheit zu erhalten, werden so-
genannte Vergleichsspannungen genutzt. Vergleichsspannungen sind fiktive, einachsige
Spannungen. Sie fassen fu¨r mehrachsige Spannungszusta¨nde verschiedene vergleichbare
Materialbeanspruchungen zu einem skalaren Wert zusammen. In Abha¨ngigkeit von den
Eigenschaften des verwendeten Materials und der Art der Belastung kommen verschie-
dene Ansa¨tze zur Berechnung einer Vergleichsspannung zum Einsatz. Man spricht dabei
auch von Vergleichsspannungshypothesen bzw. Festigkeitshypothesen [71].
Die Schubspannungshypothese bewertet die Belastung eines Bauteils auf Basis der
auftretenden Differenzen zwischen den Hauptnormalspannungen. Sie entsprechen den
doppelten Werten der vorhandenen Scherspannungen. Nach der Schubspannungshypo-
these tritt demnach ein Versagen des Bauteils dann auf, wenn die Scherspannungen einen
bestimmten Grenzwert u¨berschreiten (Fließ- bzw. Gleitbruch). Die dazu bestimmte Ver-
gleichsspannung wird auch als Intensita¨tsspannung oder Tresca-Spannung bezeichnet
und ergibt sich aus den Hauptnormalspannungen:
σν = max (|σ1 − σ2| , |σ1 − σ3| , |σ2 − σ3|) (3.35)
Die Schubspannungshypothese kommt bei za¨hen oder duktilen Werkstoffen unter stati-
scher Belastung zum Einsatz. Haupteinsatzgebiet ist der Maschinenbau.
Die Gestalta¨nderungshypothese (Abb. 3.8a) bewertet die Belastung eines Bauteils
auf Basis der Gestalta¨nderungsenergie. Entsprechend der Gestalta¨nderungshypothese
bzw. Gestalta¨nderungsenergiehypothese (GEH ) tritt ein Versagen des Bauteils dann auf,
wenn die Gestalta¨nderungsenergiedichte einen bestimmten Grenzwert u¨berschreitet. Die
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Abb. 3.8: Vergleichsspannungen einer ausgelenkten mikromechanischen Torsionsfeder. Die
Auslenkung betra¨gt 5 ◦; die Geometrie wurde willku¨rlich gewa¨hlt (vgl. Anhang C.4).
a) Gestalta¨nderungshypothese, Mises-Vergleichsspannung; b) Normalspannungshy-
pothese, gro¨ßte Hauptnormalspannung.
dazu bestimmte Vergleichsspannung wird auch als Mises-Vergleichsspannung9 bezeichnet
und ergibt sich zu
σν =
√
σ2xx + σ
2
yy + σ
2
zz − (σxx σyy + σxx σzz + σyy σzz ) + 3
(
σ2xy + σ
2
xz + σ
2
yz
)
(3.36)
Im Hauptachsensystem vereinfacht sich die Mises-Vergleichsspannung zu
σν =
√
1
2
(
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2
)
(3.37)
Die Gestalta¨nderungshypothese kommt bei za¨hen oder duktilen Werkstoffen unter ru-
hender und wechselnder Beanspruchung zum Einsatz. Wichtige Anwendungsgebiete sind
der Maschinenbau und das Bauwesen (Stahlkonstruktionen). Eine Vergleichsspannung
entsprechend der Gestalta¨nderungshypothese wird im Folgenden als σν,GEH bezeichnet.
Die Normalspannungshypothese (Abb. 3.8b) setzt voraus, dass ein Bauteilversagen
aufgrund der gro¨ßten Normalspannung auftritt (Spro¨dbruch). Die dazu herangezogene
Vergleichsspannung entspricht der gro¨ßten Hauptnormalspannung:
σν = max {σ1, σ2, σ3} (3.38)
Die Normalspannungshypothese wird bei spro¨den Werkstoffen mit ruhender, wechseln-
der oder stoßartiger Belastung angewandt. Ein wichtiges Anwendungsgebiet ist die
Auslegung von Grauguss-Teilen. Eine Vergleichsspannung entsprechend der Normalspan-
nungshypothese wird im Folgenden als σν,NSH bezeichnet.
Wie anhand Abb. 3.8 deutlich wird, kann die Wahl der Festigkeitshypothese großen Ein-
fluss auf die Interpretation von Simulationsergebnissen und damit auf den Entwurf haben.
9Die Nutzung der Mises-Vergleichsspannung in der (GEH ) setzt voraus, dass die Volumena¨nderungs-
energiedichte vernachla¨ssigbar gering ist (inkompressibles Material). Ist dies nicht der Fall, muss die
Beltrami-Vergleichsspannung [71] herangezogen werden.
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Abb. 3.9: Typisches Versagen einer Torsionsfeder mit rechteckigem Querschnitt. Der Bruch
trat bei einer Auslenkung von 37.8 ◦ auf [73]. a) lichtmikroskopische Aufnahme des
Scanners vor der Zersto¨rung; b) lichtmikroskopische Aufnahme der Torsionsfeder
nach der Zersto¨rung; c) REM -Aufnahme der Bruchstelle.
So ergeben sich fu¨r die gleiche Struktur bei identischer Last grundverschiedene Progno-
sen fu¨r ein Versagen. Wa¨hrend die Gestalta¨nderungshypothese einen Bruch in der Mitte
der Torsionsfeder vorhersagt (Abb. 3.8a), prognostiziert die Normalspannungshypothese
einen Bruch in der Na¨he der Einspannung (Abb. 3.8b).
Da es sich bei einkristallinem Silizium um ein a¨ußerst spro¨des Material handelt, ist es
naheliegend beim Entwurf der Mikroscannerspiegel die Normalspannungshypothese an-
zuwenden. Mithilfe von am Fraunhofer IPMS durchgefu¨hrten experimentellen Untersu-
chungen zur mechanischen Belastbarkeit der Bauelemente konnte diese Annahme besta¨tigt
werden [11, 73]. Die im Rahmen dieser Untersuchungen durchgefu¨hrten Versuche haben
ergeben, dass das Versagen einer geraden mikromechanischen Torsionsfeder unter hoher
Belastung typischerweise durch einen Bruch in der Na¨he der Einspannung erfolgt. Ab-
bildung 3.9 zeigt eine speziell gefertigte Teststruktur vor und nach der Zersto¨rung durch
eine gezielte U¨berlastung [73].
Im Normalfall mu¨ssen beim Entwurf von Mikroscannerspiegeln zwei verschiedene Be-
lastungsfa¨lle und die daraus resultierenden mechanischen Spannungen beru¨cksichtigt wer-
den:
• die Belastung bei maximaler Auslenkung im Betrieb,
• die Schockbelastung.
Im Folgenden wird auf diese Belastungsfa¨lle im Detail eingegangen.
Die maximale Auslenkung im Betrieb tritt wa¨hrend der normalen Operation des
Bauelements auf. Aufgrund der resonanten Arbeitsweise wird dieser Belastungszustand
zyklisch, meist mehrere tausend mal in der Sekunde erreicht (zyklische Wechsellast).
Dementsprechend sollten auf diese Weise beanspruchte Strukturen mit ausreichend hoher
Sicherheitsreserve ausgelegt werden. Dabei muss auch eine mo¨gliche U¨berlast beru¨cksich-
tigt werden.
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Die in einem geraden Torsionsstab auftretenden mechanischen Scherspannungen lassen
sich mithilfe der Lo¨sung von Gl. (3.17) bestimmen. Sie entspricht fu¨r einen um die x′-
Achse verdrillten Stab den Richtungsableitungen der Torsionsfunktion φ:
σx′y′ =
∂φ
∂z′
und σx′z′ = − ∂φ
∂y′
(3.39)
In Torsionssta¨ben mit rechteckfo¨rmigem Querschnitt tritt die maximale Scherspannung
am Rand der Querschnittsfla¨che, in der Mitte der la¨ngeren Kante auf. Sie ergibt sich in
guter Na¨herung10 zu [67]
maxσij ≈ Gmϑ a − 8Gmϑ a
2pi2
∞∑
k=1,3,5,...
1
k2 cosh kpi b
2a
mit a < b (3.40)
wobei ϑ wieder die Verdrillung des Stabs nach Gl. (3.32) bezeichnet; a entspricht der
jeweils kleineren Seitenla¨nge des Querschnitts, b der jeweils gro¨ßeren:
a :=
{
w : w ≤ h
h : w > h
und b :=
{
h : w ≤ h
w : w > h
(3.41)
Fu¨r Strukturen mit großem Aspektverha¨ltnis (a  b) wird der Reihenausdruck in
Gl. (3.40) klein im Verha¨ltnis zum ersten Term. Na¨herungsweise gilt daher fu¨r Torsi-
onssta¨be mit sehr schmalem (flachem), rechteckfo¨rmigem Querschnitt:
maxσij ≈ Gmϑ a (3.42)
Fu¨r w/h < 0.5 liegt die Abweichung dieser Na¨herung unterhalb von 10 %.
Geht man von einer einachsigen, reinen Torsionsbeanspruchung aus, so ergibt sich die
aus der maximalen Scherspannung resultierende, gro¨ßte Hauptnormalspannung zu:
σν,NSH = max |σij| (3.43)
Aufgrund der Tatsache, dass am Ort der maximalen Scherspannung innerhalb des Stab-
querschnitts alle u¨brigen Spannungskomponenten null sind (vgl. Abb. 3.10), vereinfacht
sich die Mises-Vergleichsspannung entsprechend Gl. (3.37) zu:
σν,GEH =
√
3 max |σij| (3.44)
Unter Vernachla¨ssigung der eventuell von den Einspannungen hervorgerufenen Dehnun-
gen sagen demnach beide Vergleichsspannungshypothesen ein Versagen des Bauteils bei
U¨berlast durch Bruch im mittleren Bereich der Torsionsfeder voraus.
Sind die Stabenden mit einer Einspannung versehen, welche eine Verwo¨lbung des
Querschnitts verhindert oder zumindest erschwert, mu¨ssen die dadurch in Stabrichtung
entstehenden Normalspannungen beru¨cksichtigt werden. Sie treten in denjenigen Stabin-
tervallen auf, in denen die Verwo¨lbung signifikant verringert wird (siehe Abschnitt 3.2.2).
Die La¨nge eines solchen Intervalls x′ ∈ [0, Lb] ergibt sich entsprechend Gl. (3.31).
10Es handelt sich um eine Na¨herung, da zur Bestimmung der maximalen Scherspannung der mittlere
Schubmodul Gm genutzt wird. Die exakten Lo¨sungen fu¨r die Richtungsableitungen der Torsionsfunktion
Gl. (3.17) und damit die Scherspannungen in orthotropen Materialien sind vergleichsweise unhandlich.
Sie ko¨nnen beispielsweise in [3] gefunden werden.
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Abb. 3.10: Scherspannungen in Torsionssta¨ben mit rechteckfo¨rmigem Querschnitt.
a) Belastung des Stabs und Verlauf der Scherspannungen an den Seiten des Quer-
schnitts; b) Verlauf der Scherspannungskomponente σx′y′ im Querschnitt; c) Verlauf
der Scherspannungskomponente σx′z′ im Querschnitt; d) Verlauf der Vergleichs-
spannung entsprechend der Normalspannungshypothese (σν,NSH ≥ 0).
Zur Bestimmung der Gro¨ßenordnung der an den Einspannungen auftretenden Nor-
malspannungen wird die Verwo¨lbung der Querschnittsfla¨che ∆x′ an der Stelle x′ = Lb
beno¨tigt. Diese folgt aus Gl. (3.30) und Gl. (3.32) und entspricht der Verwo¨lbung
eines Stabs mit der La¨nge leff ohne feste Einspannung in x
′-Richtung. Die x′-
Normaldehnungskomponente des Intervalls x′ ∈ [0, Lb] ergibt sich nun na¨herungsweise
aus der A¨nderung der Verwo¨lbung und der Intervallla¨nge:
εx′x′
∣∣∣
x∈[0,Lb]
=
d
dx′
∆x′
∣∣∣
x∈[0,Lb]
≈
∆x′
∣∣
x′=Lb
− ∆x′∣∣
x′=0
Lb
(3.45)
Geht man nun davon aus, dass die feste Einspannung des Torsionsstabs die Verwo¨lbung
vollkommen unterdru¨ckt, so gilt ∆x′
∣∣
x′=0 = 0. Die maximale Normaldehnung in x
′-
Richtung ergibt sich dann zu:
max εx′x′ ≈
max ∆x′
∣∣
x′=Lb
Lb
(3.46)
Die daraus mithilfe des Hookeschen Gesetzes (3.1) abgeleiteten maximalen Normal-
spannungen in x′-Richtung sind gleichzeitig die gro¨ßten Normalspannungen innerhalb der
Struktur:
maxσii = max σx′x′ ≈ Ex′x′ max εx′x′ (3.47)
Mit den Zusammenha¨ngen (3.46), (3.27), (3.30) und (3.31) ergibt sich die maximale Nor-
malspannung in einem Torsionsstab mit rechteckfo¨rmigem Querschnitt und fester Ein-
spannung na¨herungsweise zu:
maxσii ≈ Ex′x′ θx′
Lb (l − Lb) max−w2 ≤y′≤w2
−h2≤z′≤h2
( ∞∑
n=0
8 (−1)n
w k3n cosh
knh
2
sin (kn y
′) sinh (kn z′)
)
(3.48)
mit kn =
(2n+ 1) pi
w
Aus den Lo¨sungen der Verwo¨lbungsfunktion ψ fu¨r verschiedene w und h la¨sst sich
erkennen, dass die maximalen Verwo¨lbungen des Querschnitts und damit die maximalen
Normalspannungen entweder genau an oder nahebei gegenu¨berliegenden La¨ngskanten des
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Abb. 3.11: Normalspannungen in Torsionssta¨ben mit rechteckfo¨rmigem Querschnitt und fester
Einspannung. a) Belastung des Stabs und Verlauf der Normalspannungen an den
La¨ngskanten; b) Verlauf der Normalspannungskomponente σx′x′ an der Seitenfla¨che
des Torsionsstabs.
Torsionsstabs auftreten. Abbildung 3.11 verdeutlicht dies. Geht man davon aus, dass die
Scherspannungskomponenten entlang der La¨ngskanten des Torsionsstabs zu null werden
(vgl. dazu Abb. 3.10), so kann zur Bestimmung der Vergleichsspannungen wieder von einer
einachsigen Belastung ausgegangen werden. Sowohl die gro¨ßte Hauptnormalspannung, als
auch die Mises-Vergleichsspannung ergibt sich dann zu:
σν,NSH = σν,GEH = max σii (3.49)
Die kritischen (gro¨ßten) Vergleichsspannungen innerhalb der beanspruchten Struktur er-
geben sich also entsprechend den Gln. (3.43), (3.44) und (3.49) nach den beiden wichtigen
Vergleichsspannungshypothesen des MEMS -Entwurfs zu:
maxσν,NSH = max{max |σij| ,maxσii} (3.50)
maxσν,GEH = max{
√
3 max |σij| ,maxσii} (3.51)
Scherspannungen werden demnach in der Gestalta¨nderungshypothese ho¨her bewertet als
in der Normalspannungshypothese. Dies wird auch in Abb. 3.8 deutlich.
Abbildung 3.12a vergleicht den Verlauf der maximalen Normalspannung max σii
mit dem der maximalen Scherspannung maxσij bei variiertem Aspektverha¨ltnis w/h.
Ausgangspunkt sind Strukturen, bestehend aus einkristallinem Silizium mit x′ in [110]-
Richtung. Es ist erkennbar, dass in den analytischen Modellen die maximale Normalspan-
nung meist ho¨here Werte annimmt als die maximale Scherspannung. Lediglich im Bereich
w/h ≈ 1 wird die maximale Scherspannung gro¨ßer. Geht man von der Normalspan-
nungshypothese aus, gilt demnach fu¨r gerade Torsionssta¨be mit w/h 6≈ 1 entsprechend
Gl. (3.51):
maxσν = max σν,NSH = max σii (3.52)
Vergleicht man die Ergebnisse der analytischen Modelle mit Resultaten aus FE-Analysen
(Abb. 3.12a) wird deutlich, dass sich diese Aussage zumindest fu¨r gerade Torsionssta¨be mit
x′ in [110]-Richtung fu¨r beliebige Aspektverha¨ltnisse w/h verallgemeinern la¨sst. Die ma-
ximale Normalspannungskomponente maxσii = maxσx′x′ ist demnach entsprechend der
Normalspannungshypothese immer die kritische Spannung die zum Versagen der Struktur
fu¨hrt.
Wie in Abb. 3.12a bzw. Abb. 3.12b erkennbar ist, treten vor allem im Bereich w/h ≈ 1
große Unterschiede zwischen den Ergebnissen der analytischen Modelle und den Ergebnis-
sen des FE-Modells auf. Der Grund hierfu¨r liegt in erster Linie in der fehlenden bzw. nicht
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Abb. 3.12: Grenzen der analytischen Spannungsmodelle. a) Verlauf der maximalen Normal-
spannung maxσii sowie der maximalen Scherspannung maxσij fu¨r gerade Torsi-
onssta¨be mit rechteckigem Querschnitt aus einkristallinem Silizium (x′ in [110]-
Richtung). Zum Vergleich sind mithilfe der FEM ermittelte Verla¨ufe dargestellt.
b) relative Abweichung rel der analytischen Modelle in Abha¨ngigkeit vom Aspekt-
verha¨ltnis w/h.
vollsta¨ndigen Beru¨cksichtigung der orthotropen Materialeigenschaften in den Gln. (3.31),
(3.40) und (3.48). Als kritisch sind die Abweichungen der analytisch bestimmten Normal-
spannungen im Bereich w/h > 0.8 zu bewerten. Sie fu¨hren zu einer Unterscha¨tzung der
Vergleichsspannung. Die vorgestellten analytischen Modelle sollten demnach unter den
gegebenen Bedingungen (einkristallines Silizium, x′ in [110]-Richtung) ausschließlich zur
Auslegung von Torsionsfedern mit einem Aspektverha¨ltnis w/h < 0.8 genutzt werden.
Die Abweichung liegt in diesem Bereich in einer tolerierbaren Gro¨ßenordnung von 10 %.
Außerdem wird die kritische Spannung eher u¨berscha¨tzt, was die tatsa¨chlich Belastbarkeit
des Bauelements erho¨ht.
Es sei an dieser Stelle noch darauf hingewiesen, dass der auf diese Weise gefundene
Anwendungsbereich der analytischen Modelle nicht ohne Weiteres auf andere Materialien
oder Materialrichtungen u¨bertragbar ist. Um fu¨r diese eine a¨hnliche Aussage treffen zu
ko¨nnen, werden entsprechende Vergleiche mit Ergebnissen aus FE-Analysen beno¨tigt.
Eine weitere Einschra¨nkung der analytischen Modelle ist die Beschra¨nkung auf gera-
de Torsionssta¨be mit ideal fester Einspannung der Stabenden. In der Realita¨t besitzen
Einspannungen aufgrund der Tatsache, dass sie aus dem gleichen Material wie die Feder
ausgebildet werden, nur eine endliche Steifigkeit. Außerdem ko¨nnen, in Abha¨ngigkeit vom
eingesetzten Herstellungsprozess, keine beliebig kleinen geometrischen Radien innerhalb
einer Struktur realisiert werden. Eine reale Torsionsfeder muss also an ihren Enden im-
mer Bereiche aufweisen, in denen sich der Querschnitt vera¨ndert. Beide Eigenschaften
realer Torsionsfedern fu¨hren tendenziell zu einer Verringerung der Normalspannungen in
der Na¨he der Einspannungen und sind somit nicht kritisch fu¨r den Entwurf.
Zusammenfassend la¨sst sich sagen, dass die vorgestellten analytischen Modelle nur
bedingt fu¨r die Auslegung der Bauelemente fu¨r den Dauerbetrieb geeignet sind. Sie sollten
lediglich zur Abscha¨tzung der Gro¨ßenordnung auftretender Spannungen genutzt werden
und ko¨nnen keinesfalls FE-Analysen der belasteten Strukturen ersetzen.
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Die maximale Schockbelastung wirkt aufgrund einer externen Beschleunigung des
Bauelements. Sie tritt meist nicht im Normalbetrieb auf und kann als einmaliges oder sel-
tenes Ereignis (z.B. Aufprall nach Fall, Vibrationen beim Starten einer Maschine, Sto¨ße)
betrachtet werden. Ein Abbruch der Schwingung des Bauelements aufgrund der maxima-
len Schockbelastung ist zula¨ssig. Es du¨rfen jedoch keine bleibenden Scha¨den entstehen.
Durch Schockbelastung hervorgerufene Beschleunigungen ko¨nnen innerhalb der
Bauelement-Ebene (x-y-Ebene) oder senkrecht dazu (z-Richtung) wirken. Dabei werden
die beweglichen Teile des Bauelements ausgelenkt, was zu Kollisionen oder zum Bruch der
belasteten Bestandteile fu¨hren kann. Vor allem Kollisionen der Fingerelektroden mu¨ssen
in jedem Fall vermieden werden. Wegen der geringen Abmessungen ko¨nnen diese sehr
schnell zerbrechen. Außerdem kann eine Kollision der Elektroden wa¨hrend des Betriebs
zu einem elektrischen Kurzschluss fu¨hren, wodurch das Bauelement mit hoher Wahr-
scheinlichkeit zersto¨rt wird. Aufgrund der Tatsache, dass die Absta¨nde zwischen den
Fingerelektroden im Bereich weniger Mikrometer liegen, genu¨gen schon vergleichsweise
geringe Auslenkungen innerhalb der Bauelement-Ebene um einen bleibenden Schaden zu
verursachen. Aus diesem Grund kommen beim Entwurf von Fraunhofer IPMS Mikro-
scannerspiegeln Strukturen zum Einsatz, die unerwu¨nschte Auslenkungen der bewegli-
chen Bestandteile zumindest begrenzen. Ein solcher Stopper kann beispielsweise durch
einen offenen Graben realisiert werden, dessen Breite so gewa¨hlt wird, dass ein definierter
Anschlag erreicht wird, bevor sich Fingerelektroden beru¨hren ko¨nnen.
Geht man davon aus, dass Stopper eine Bescha¨digung des Bauelements bei auftreten-
den Beschleunigungen innerhalb der x-y-Ebene wirksam verhindern, mu¨ssen beim Entwurf
lediglich Beschleunigungen in z-Richtung beru¨cksichtigt werden. Dabei wird die Spiegel-
platte (bzw. bei 2D-Scannern auch der bewegliche Rahmen) in z-Richtung ausgelenkt, was
zu einer Biegebelastung der Torsionsfedern fu¨hrt. Setzt man voraus, dass die Biegung der
Spiegelplatte bzw. des beweglichen Rahmens vernachla¨ssigbar ist, und nimmt man ferner
an, dass die Beschleunigung quasistatisch erfolgt11 und nur geringe Auslenkungen bewirkt,
ergibt sich das statische Biegemoment am Ende einer geraden Torsionsfeder zu [3]:
maxMb,y′ =
Fz l
4
= max |az| ml
4
(3.53)
Dabei ist m die Masse des auslenkbaren Bestandteils des Bauelements und az die Be-
schleunigung in z-Richtung. Die maximale Normalspannung einer geraden Torsionsfeder
mit rechteckigem Querschnitt ergibt sich dann entsprechend [3, 66] zu:
maxσii = max σx′x′ = max |az| 3ml
2w h2
(3.54)
Geht man von einer einachsigen Belastung aus, ergibt sich die kritische Vergleichsspan-
nung nach der Normalspannungshypothese zu:
maxσν,NSH = max σii (3.55)
Vergleicht man nun die Ergebnisse des analytischen Modells wieder mit FE-Analysen,
so zeigt sich ein gemischtes Bild. Fu¨r schmale Torsionsfedern (w  h) stimmen die Ergeb-
nisse u¨ber weite Bereiche des Parameterraums gut u¨berein. Die Abweichung liegt in der
Gro¨ßenordnung von 5 %. Die kritischen Spannungen treten an den Enden der schmaleren
Randfla¨chen der Federn auf (Abb. 3.13a). Dies entspricht der Annahme eines maximalen
11Die Beschleunigung kann als quasistatisch angesehen werden, wenn deren A¨nderungsgeschwindigkeit
gering ist und die Dauer groß im Verha¨ltnis zu der Periodendauer der Eigenschwingung in Richtung der
Beschleunigung. Siehe dazu Abschnitt 3.2.4.
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Abb. 3.13: Mechanische Spannungen in schmalen Torsionsfedern unter Schockbelastung.
a) Verlauf der gro¨ßten Hauptnormalspannung in einer Torsionsfeder (SINUS-
Scanner) mit (w × l × h) = (2µm × 200µm × 30µm) und az = 2500g; b) Ver-
gleich des analytischen Modells mit Ergebnissen aus FE-Analysen bei Variation
des Aspektverha¨ltnisses l/h .
Biegemoments an den Federenden (vgl. Gl. (3.53)). Lediglich fu¨r sehr kurze Torsionsfe-
dern mit l < 2.5h treten erwartungsgema¨ß Abweichungen auf. Die kritische Spannung
wird in diesem Bereich stark unterscha¨tzt. In Abbildung 3.13b sind der Verlauf der kri-
tischen Vergleichsspannung und die relative Abweichung rel des analytischen Modells fu¨r
verschiedene Aspektverha¨ltnisse l/h dargestellt.
Fu¨r Torsionsfedern mit w 6 h (Abb. 3.14a) verliert das analytische Modell mit zu-
nehmender Federbreite w an Gu¨ltigkeit. Aufgrund der endlichen Steifigkeit der Einspan-
nungen bilden sich an den Enden der La¨ngskanten kleine Bereiche mit sehr großen Nor-
malspannungen heraus (Kerbwirkung). Die Gro¨ßenordnung dieser Spannungen ist sehr
stark von der jeweiligen Ausfu¨hrung der Federenden abha¨ngig. Abbildung 3.14b stellt die
mithilfe von FE-Modellen ermittelten Verla¨ufe der kritischen Vergleichsspannung fu¨r ver-
schiedene Radien an den Federenden (siehe auch Abb. 3.9c) gegenu¨ber. Es ist erkennbar,
dass die Abweichung des analytischen Modells mit abnehmendem Radius gro¨ßer wird. Fu¨r
Radien mit R = 7µm (Standardmaß fu¨r Fraunhofer IPMS -Mikroscannerspiegel) u¨ber-
schreitet die relative Abweichung die 10 %-Grenze ab Seitenverha¨ltnissen von w/h ≈ 0.15.
Fu¨r breitere Torsionsfedern wa¨chst die relative Abweichung bis u¨ber 50 % an. Dabei wird
die kritische Spannung unterscha¨tzt.
Die von externen Beschleunigungen hervorgerufenen mechanischen Spannungen sind
in erster Linie fu¨r Mikroscannerspiegel mit schmalen (weichen) Torsionsfedern kritisch
beim Entwurf. Der in Abb. 3.14b dargestellte Verlauf der Vergleichsspannungen fu¨r ver-
schiedene Federbreiten verdeutlicht dies. Mit zunehmender Breite der Federn sinken fu¨r
eine gegebene Beschleunigung die mechanischen Spannungen, sodass fu¨r breite Federn die
Gro¨ßenordnung dieser Spannungen meist weit unterhalb der Bruchspannung des Mate-
rials liegt. Es ist daher trotz der auftretenden großen Abweichungen durchaus sinnvoll,
das analytische Modell entsprechend Gl. (3.54) fu¨r den Entwurf zu benutzen. Es muss
jedoch fu¨r Federn mit w/h > 0.15 die Gro¨ßenordnung der analytisch bestimmten Span-
nungen gepru¨ft werden. Sollten diese in den Bereich der Bruchspannung gelangen, sind
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Abb. 3.14: Mechanische Spannungen in breiten Torsionsfedern unter Schockbelastung.
a) Verlauf der gro¨ßten Hauptnormalspannung in einer vergleichsweise breiten Tor-
sionsfeder mit (w× l× h) = (30µm× 200µm× 30µm), R = 7µm und az = 2500g;
b) Vergleich des analytischen Modells mit Ergebnissen aus FE-Analysen bei Varia-
tion des Aspektverha¨ltnis w/h .
weitere Untersuchungen bzw. Anpassungen der Geometrie notwendig. Gleiches gilt auch
fu¨r Federgeometrien, die von der einer geraden Torsionsfeder stark abweichen.
Es sei an dieser Stelle noch angemerkt, dass das analytische Modell fu¨r Mikroscanner-
spiegel mit sehr langen, schmalen Torsionsfedern (l  h, l  w), also mit einer ver-
gleichsweise weichen Aufha¨ngung an Gu¨ltigkeit verliert. Diese Bauelemente erfahren bei
Beschleunigung in z-Richtung große Auslenkungen. Die dabei aufgrund der zunehmen-
den Zugbelastung in den Federn auftretenden geometrischen Nichtlinearita¨ten (vgl. Ab-
schnitt 3.2.2), fu¨hren zu einer Erho¨hung der Steifigkeit und damit zu einer Verringerung
der Auslenkung und folglich zu einer geringeren Biegebelastung in der Einspannung. Die
Auslegung sehr langer Torsionsfedern bzw. einer Aufha¨ngung, die bei Schockbelastung zu
große Auslenkungen fu¨hrt, erfordert demnach weitere Untersuchungen unter Beru¨cksich-
tigung geometrischer Nichtlinearita¨ten, beispielsweise mithilfe der FEM .
3.2.4 Eigenschwingungen
In den vorangegangenen Betrachtungen werden die Federelemente eines Mikroscanner-
spiegels als ideale Torsionsfedern mit nur einem Freiheitsgrad betrachtet. Die Deformation
des schwingenden Ko¨rpers wird dabei vernachla¨ssigt, ebenso wie die Massentra¨gheit der
Torsionsfedern. Unter diesen Bedingungen kann die Bewegung der Spiegelplatte mithilfe
einer gewo¨hnlichen Differentialgleichung zweiter Ordnung anna¨hernd beschrieben werden
(Gl. (2.24) auf S. 23).
Im realen Bauelement werden sowohl die Torsionselemente, als auch die schwingen-
den Ko¨rper durch Strukturierung einer Schicht aus einkristallinem Silizium ausgebildet
(SOI -Schicht, Abschnitt 2.1). Sie bestehen also aus demselben Material und besitzen die
gleichen mechanischen Eigenschaften. Die Funktion eines mechanischen Elements wird
ausschließlich von seiner Geometrie bestimmt. Außerdem mu¨ssen alle beweglichen Tei-
le mithilfe deformierbarer Strukturen realisiert werden. Mechanische Komponenten, die
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Abb. 3.15: Beispiele fu¨r Freiheitsgrade eines 1D-Mikroscanners. Da sich die Kapazita¨t der
Kammelektrode bei einer mechanischen Auslenkung in jedem Fall a¨ndert, wird bei
aktivem Antrieb eine Kraft oder ein Moment in Verschiebungsrichtung eingekop-
pelt. a) Translation in y-Richtung; b) Rotation um die z-Achse; c) Translation in
z-Richtung.
in guter Na¨herung nur einen Freiheitsgrad besitzen, wie z.B. Gleitlager, ko¨nnen nicht
gefertigt werden.
In der Realita¨t besitzt das Bauelement demnach eine wesentlich ho¨here Anzahl von
Freiheitsgraden n (siehe Abb. 3.15 bzw. Anhang C.3). Ein solches System kann mit einem
Differentialgleichungssystem (Dgls.), bestehend aus n Differentialgleichungen, beschrieben
werden [5]:
M · ~¨X +α · ~˙X + K · ~X = ~P mit M,K,α ∈ Rn×n, ~X ∈ Rn (3.56)
Dabei ist M die Massenmatrix, α die Da¨mpfungsmatrix und K die Steifigkeitsmatrix des
Systems. Diese sogenannten Systemmatrizen werden von den Materialeigenschaften und
der Geometrie des Bauelements definiert. ~X ist der Verschiebungsvektor. Er beschreibt
die Auslenkung (Verschiebung) des Systems bezu¨glich der n Freiheitsgrade. ~P wird als
Lastvektor bezeichnet.
Nimmt man an, dass der i-te Freiheitsgrad des Systems der gewu¨nschten Kippbewe-
gung der Spiegelplatte um die x-Achse entspricht, ergibt sich der folgende Zusammenhang
mit Gl. (2.24):
Mii = Jxx , αii = αx , Kii = kt ,x , Xi = θx und Pi = Mel,x (3.57)
Die Bewegungsgleichung (2.24) ist demnach ein Sonderfall des Dgls. (3.56) fu¨r den gilt:
Xj = 0 fu¨r alle j 6= i, j ∈ {1, 2, . . . , n} (3.58)
Dies ist gleichzeitig die Bedingung dafu¨r, dass sich ein Mikroscannerspiegel in der
gewu¨nschten Weise verha¨lt, also ausschließlich eine Kippbewegung um die Federachse
ausfu¨hrt. Diese Forderung la¨sst sich nur ausreichend sicher gewa¨hrleisten, wenn die fol-
genden Bedingungen erfu¨llt sind:
Pj = 0 fu¨r alle j 6= i (3.59)
Mqr ≈ 0, Kqr ≈ 0 fu¨r alle q 6= r, q, r ∈ {1, 2, . . . , n} (3.60)
αqr > 0 fu¨r alle q, r ∈ {1, 2, . . . , n} (3.61)
Die Komponenten des Lastvektors du¨rfen also nur fu¨r den gewu¨nschten Freiheitsgrad
einen Wert ungleich null annehmen (Gl. (3.59)). Auch muss die mechanische Kopplung
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zwischen den Freiheitsgraden gering sein (Gl. (3.60)). Werden außerdem die Bewegungen
in Richtung der sto¨renden Freiheitsgrade geda¨mpft (Gl. (3.61)), ist zumindest fu¨r t→∞
Bedingung (3.58) ausreichend sicher erfu¨llt.
Aufgrund der Wirkungsweise des Out-of-plane-comb-Antriebs la¨sst sich jedoch in der
Realita¨t Bedingung (3.59) niemals vollsta¨ndig erfu¨llen. Wie in Abb. 3.15 erkennbar ist,
ko¨nnen immer auch in anderen Bewegungsrichtungen als der Kippbewegung elektrosta-
tische Kra¨fte bzw. Momente eingekoppelt werden. Die dabei wirksamen Mechanismen
entsprechen prinzipiell denen der parametrischen Anregung der Kippbewegung (siehe da-
zu Abschnitt 2.3.2).
Auch Bedingung (3.60) la¨sst sich in einem realen mechanischen System nicht erfu¨llen.
Vor allem in 2D-Mikroscannern ist eine mechanische Kopplung zwischen den Freiheits-
graden unvermeidlich.
Es existieren also Wertekombinationen fu¨r die Antriebsparameter U¯ , fu bei denen ein
Mikroscannerspiegel in einer unerwu¨nschten Bewegungsrichtung zu schwingen beginnt.
Dies kann die Funktion des Bauelements beeintra¨chtigen, im schlimmsten Fall sogar zu
dessen Zersto¨rung fu¨hren. Diese Eigenschaft muss beim Entwurf beru¨cksichtigt werden.
Es genu¨gt daher nicht, das Bauelement nur im Kontext des gewu¨nschten Freiheitsgrads
(Kippbewegung) zu betrachten. Die Eigenschaften weiterer Freiheitsgrade mu¨ssen eben-
falls untersucht und gegebenenfalls beru¨cksichtigt werden. Dabei ist vor allem die Lage
der verschiedenen Eigenfrequenzen ein wichtiges Kriterium. Diese kann aus Gl. (3.56)
mithilfe einer Eigenwertanalyse ermittelt werden. Dazu wird zuna¨chst der Lastvektor
null gesetzt und die Da¨mpfung des Systems vernachla¨ssigt (homogenes, ungeda¨mpftes
System):
M ~¨X + K ~X = 0 (3.62)
Der Lo¨sungsansatz ~X = Xˆeλt fu¨hrt zu dem folgenden Eigenwertproblem:(
Mλ2 + K
)
Xˆ = 0 (3.63)
Die nicht-trivialen Lo¨sungen dieser Gleichung bestimmen die Eigenwerte λi des Systems.
Sie lassen sich mithilfe der Koeffizientendeterminate ausdru¨cken:
det
(
Mλ2 + K
)
= 0 (3.64)
Es ergeben sich 2n konjugiert komplexe Eigenwerte λi bzw. n Eigenfrequenzen fi des
Systems:
λi = ±jωi bzw. fi = 1
2pi
ωi (3.65)
Durch Einsetzen der Eigenwerte λi in Gl. (3.63) erha¨lt man die Eigenvektoren ~Xi des
Systems. Diese bestimmen die Form der mit einer Eigenfrequenz verknu¨pften Schwingung.
Mithilfe einer solchen Eigenwertanalyse und geeigneten Entwurfsregeln ist es mo¨glich,
Probleme, die beim Betrieb eines Bauelements auftreten ko¨nnen, schon in der Entwurfs-
phase zu erkennen und zu vermeiden. Anhang C.3 entha¨lt Darstellungen typischer Eigen-
formen von 1D- und 2D-Scannern.
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3.2.5 Fertigungstoleranzen
Bei der Fertigung von Mikroscannerspiegeln kommt es zu Abweichungen zwischen den
Bauelementen bezu¨glich physikalischer Eigenschaften wie Eigenresonanzfrequenz, Da¨mp-
fung, Reflexivita¨t oder elektrischer Widerstand. Der Grund hierfu¨r liegt in geringem Ma-
ße in Variationen der Materialeigenschaften (elastische Konstanten, Massendichte, Do-
tierung). Eine wesentlich gro¨ßere Rolle spielen dabei fertigungsbedingte geometrische
Abweichungen zwischen den einzelnen Bauelementen. Mithilfe des fu¨r die Herstellung
von MEMS -Bauelementen zum Einsatz kommenden Herstellungsprozesses (Abschnitt 2.1)
ko¨nnen Strukturen nur mit einer endlichen Genauigkeit gefertigt werden. Diese Genauig-
keit liegt typischerweise im Bereich von einigen zehn bis hundert Nanometern. Da die
charakteristischen geometrischen Abmessungen der gefertigten Strukturen selbst oft im
Bereich einiger Mikrometer liegen, resultieren diese vergleichsweise hohen geometrischen
Genauigkeiten bei der Fertigung in signifikanten Abweichungen der Bauelementeigenschaf-
ten [74].
Um große Auslenkungen erreichen zu ko¨nnen, mu¨ssen Fraunhofer IPMS Mikro-
scannerspiegel nahe der mechanischen Eigenresonanzfrequenz betrieben werden (Ab-
schnitt 2.3). Daher sind die fertigungsbedingten Abweichungen der Eigenresonanzfre-
quenz besonders wichtig und mu¨ssen unbedingt beim Entwurf beru¨cksichtigt werden.
Der am Fraunhofer IPMS zum Einsatz kommende Herstellungsprozess AME1 (Ab-
schnitt 2.1 bzw. Anhang B) ist dadurch gekennzeichnet, dass signifikante geometrische Ab-
weichungen vor allem bei der Ausbildung der offenen Gra¨ben auftreten (DRIE -A¨tzung).
Dabei ko¨nnen Fehler bezu¨glich der relativen Positionen der Gra¨ben zueinander ver-
nachla¨ssigt werden. Wesentlich wichtiger sind Abweichungen der Grabenbreite und -form.
Sie resultieren beispielsweise aus Schwankungen des Drucks oder der Konzentration des
A¨tzgases wa¨hrend der Prozessierung. Auch die Position und Ausrichtung des Bauele-
ments innerhalb der Prozesskammer kann eine Rolle spielen. Die Abweichungen der Gra-
bengeometrie resultieren in einem Versatz der Strukturkanten im Bauelement und damit
in geringfu¨gigen A¨nderungen der Masse bzw. Massentra¨gheit des schwingenden Ko¨rpers
und in Abweichungen der Federgeometrien.
Die Abweichung der Massentra¨gheit liegt typischerweise in einem Bereich von weit
unter einem Prozent. Da sich die Eigenresonanzfrequenz des Bauelements entsprechend
Gl. (2.14) indirekt proportional zur Quadratwurzel der Massentra¨gheit verha¨lt, ist der
Einfluss der Abweichungen von Massen bzw. Massentra¨gheiten auf die Eigenresonanzfre-
quenz noch geringer.
Wesentlich gro¨ßere Einflu¨sse ergeben sich durch Fertigungstoleranzen der Federgeo-
metrien. Geht man beispielsweise von einer geraden Torsionsfeder mit schmalem rechte-
ckigem Querschnitt aus, ergibt sich aus den Gleichungen zur Bestimmung der Torsionsfe-
derha¨rte (Gl. (3.21) und Gl. (3.25)) unter Annahme eines konstanten mittleren Gleitmo-
duls und der Na¨herung fu¨r die Eigenresonanzfrequenz (Gl. (2.14)) ein u¨berproportionaler
Zusammenhang zwischen der Strukturbreite w und der Eigenresonanzfrequenz:
f ∼
√
kt ∼ w3/2 bzw. f
f + ∆f
=
(
w
w + ∆w
)3/2
fu¨r w < h (3.66)
Dabei bezeichnen ∆f die Abweichung der Frequenz und ∆w die Abweichung der Struk-
turbreite (Abb. 3.16a). Es gilt somit:
∆f =
f
Γ
(
1 +
∆w
w
− Γ
)
mit Γ =
√
w
w + ∆w
(3.67)
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Abb. 3.16: Geometrische Abweichungen aufgrund von Fertigungstoleranzen. a) Abweichun-
gen der Grabenbreite fu¨hren zu Kantenverschiebungen in der gefertigten Struktur
und damit zu Abweichungen der Federbreiten. b) Verteilung der Abweichung der
Strukturbreite ∆w fu¨r 10 890 vergleichbare Fraunhofer IPMS Mikroscannerspiegel.
Der Verlauf der Verteilung ist in guter Na¨herung normalverteilt.
Fu¨r im Verha¨ltnis zur Strukturbreite w kleine Abweichungen ∆w la¨sst sich dieser Aus-
druck durch den Term erster Ordnung seiner Taylor-Reihenentwicklung nach ∆w gut
anna¨hern:
∆f ≈ 3 f ∆w
2w
fu¨r ∆w  w (3.68)
Mithilfe dieses Zusammenhangs la¨sst sich die Gro¨ßenordnung der prozessbedingten Ab-
weichungen der Strukturbreiten fu¨r den Fertigungsprozess AME1 (Anhang B) bestimmen.
Dazu wurde die Eigenresonanzfrequenz einer ausreichend großen Anzahl von Bauelemen-
ten des gleichen Typs experimentell bestimmt. Aus den sich ergebenden Frequenzabwei-
chungen ∆f lassen sich mithilfe des Zusammenhangs (3.68) die dazugeho¨rigen Abweichun-
gen der Torsionsfederbreiten bestimmen. Ab einer Anzahl von ca. 10 000 Bauelementen
a¨ndert sich die Verteilung der so bestimmten Abweichungen nur noch in geringem Maße.
In Abbildung 3.16 ist die sich fu¨r 10 890 zufa¨llig ausgewa¨hlte Bauelemente ergebende Ver-
teilung der Federbreitenabweichung dargestellt. Es ist erkennbar, dass der Verlauf in guter
Na¨herung Gauß-fo¨rmig ist. Ein Test auf Normalverteilung nach Shapiro-Wilk [75] er-
gibt einen Wert der Testgro¨ße von W = 0.986 bei einem Signifikanzniveau P = 0.053.
Demnach kann die prozessbedingte Abweichung der Strukturbreiten in guter Na¨herung
als normalverteilt angesehen werden. Die Standardabweichung betra¨gt dabei12 ca. 75 nm.
Um die Eigenschaften eines bestimmten Entwurfs bezu¨glich der Empfindlichkeit ge-
genu¨ber Fertigungstoleranzen quantifizieren zu ko¨nnen, wird in Anlehnung an die Mess-
technik ein Empfindlichkeitswert S∆w (Sensitivita¨t) eingefu¨hrt:
S∆w =
∂ f
∂∆w
(3.69)
Fu¨r Mikroscannerspiegel mit geraden Torsionsfedern ergibt sich unter Annahme von im
Vergleich zur Strukturbreite kleinen Abweichungen mithilfe der Na¨herung (3.68) der fol-
gende Ausdruck:
S∆w ≈ ∆f
∆w
≈ 3 f
2w
(3.70)
12Dieser Wert besitzt ausschließlich fu¨r die Strukturho¨hen des SINUS-Scanners, also 30µm hohes SOI
Gu¨ltigkeit.
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Dabei ist zu beachten, dass sich die auf diese Weise ermittelten Empfindlichkeiten immer
auf die absoluten Werte der Eigenresonanzfrequenzen beziehen. Will man Entwu¨rfe mit
unterschiedlichen Frequenzen bezu¨glich der relativen Frequenzabweichungen vergleichen,
sollte eine normierte Empfindlichkeit herangezogen werden:
S∆w,rel =
S∆w
f
≈ 3
2w
(3.71)
Fu¨r viele Anwendungen sind die zula¨ssigen Abweichungen der Eigenresonanzfrequenz
ein wichtiges Kriterium beim Entwurf. Ist diese Abweichung zu groß, sinkt die Ausbeu-
te. In der Folge steigen die Fertigungskosten. Die Fertigungstoleranzen mu¨ssen daher
unbedingt beim Entwurf beru¨cksichtigt werden.
3.2.6 Dynamische Deformation
Wie in Abschnitt 2.3.3 bereits erwa¨hnt wurde, kommt es aufgrund endlicher Steifigkeiten
der auslenkbaren Platten zu tra¨gheitsbedingten Deformationen der Spiegeloberfla¨chen.
Diese fu¨hren zu einer Beeinflussung der Eigenschaften des reflektierten Lichts (Abb. 2.17
auf S. 32). Fu¨r die meisten Anwendungen ist daher die Form und Gro¨ßenordnung der
dynamischen Deformation ein wichtiges Kriterium.
Fu¨r die maximale dynamische Deformation existieren Na¨herungslo¨sungen lediglich
fu¨r rechteckfo¨rmige Spiegelplatten [76, 77]. Sie basieren auf der Balkentheorie nach
Bernoulli-Euler. Die Durchbiegung der Spiegelplatte ∆z la¨sst sich demnach durch
die Lo¨sungen einer Differentialgleichung vierter Ordnung (Biegedifferentialgleichung, [77])
beschreiben. Mit der dimensionslosen Variablen χ = y′/w ergibt sich die Lo¨sung der Bie-
gedifferentialgleichung zu [3]:
∆z(χ) =
∆z0
11
(
χ5 − 10χ3 + 20χ2) fu¨r 0 ≤ χ ≤ 1 (3.72)
Aus dieser Biegelinie kann der maximale Oberfla¨chenfehler max δ (vgl. Abb. 2.17 auf
S. 32) bestimmt werden. Er ergibt sich na¨herungsweise zu [76]
max δ ≈ 0.166 ∆z0 mit ∆z0 = 11
3840
mw4Mt,x
κb,z Jxx
(3.73)
mit m als Masse der Spiegelplatte, Mt,x als wirksames Torsionsmoment an der Drehachse
und κb,x als Biegesteifigkeit der Spiegelplatte bei Biegung um die x-Achse. Geht man
davon aus, dass die La¨nge der Spiegelplatte l in der Gro¨ßenordnung der Breite w liegt,
kann der Einfluss der Querkontraktion des Materials auf die Steifigkeit nicht vernachla¨ssigt
werden. Daher muss die Definition der Biegesteifigkeit (Gl. (3.13)) entsprechend der
Plattentheorie korrigiert werden [78]. Es gilt dann:
κb,x =
1
1− ν2xy
Eyy Ixx (3.74)
Mit dem Zusammenhang zwischen Masse und Massendichte bzw. Torsionsfederha¨rte und
Torsionsmoment (kt,x = Mt,x/θx) sowie mit Gl. (2.14) ergibt sich fu¨r die maximale dyna-
mische Deformation na¨herungsweise der folgende Ausdruck:
max δ ≈ 0.226 f 2x θx
ρm w
5
(
1− ν2xy
)
Eyy h2
(3.75)
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Die Deformation nimmt demnach linear mit der Auslenkung und quadratisch mit der
Schwingfrequenz zu. Den gro¨ßten Einfluss auf die Deformation hat die Breite der Spie-
gelplatte. Sie geht mit fu¨nfter Potenz ein.
Neben der maximalen Deformation der Spiegelfla¨che ist der quadratische Mittelwert
des Oberfla¨chenfehlers ein wichtiges Maß zur Bewertung der optischen Qualita¨t. Er ist
definiert zu:
rms δ :=
[
1
A
∫
(A)
∫
δ2 dA
]1/2
(3.76)
Dabei ist A die Spiegeloberfla¨che.
Gleichung (3.75) basiert auf der Annahme, dass das an der Platte angreifende Torsions-
moment Mt,x entlang der Drehachse konstant wirkt. Die Deformation wird daher u¨ber die
gesamte Plattenla¨nge als konstant angenommen. Da im Fall eines Mikroscannerspiegels
nur durch die Torsionsfedern mechanische Momente in die Spiegelplatte eingekoppelt wer-
den, ist fu¨r lange Platten bzw. fu¨r steigende Verha¨ltnisse l/w mit einer zunehmenden
Abweichung des analytischen Modells zu rechnen.
Mithilfe der FEM la¨sst sich die dynamische Deformation von Spiegelplatten mit belie-
biger Gestalt bestimmen. Dafu¨r ko¨nnen zwei verschiedene Ansa¨tze genutzt werden. Sind
geometrische Nichtlinearita¨ten (Abschnitt 3.2.2) vernachla¨ssigbar und wird der Mikro-
spiegel nahe der Eigenresonanzfrequenz betrieben, kann die Deformation na¨herungsweise
mit einer Eigenwertanalyse (Abschnitt 3.2.4) bestimmt werden. Dabei wird ausgenutzt,
dass die Information u¨ber die Gestalt der ausgelenkten Spiegelplatte in der jeweiligen
Eigenform enthalten ist. Die Deformation der Oberfla¨che kann aus der von der Eigen-
form vorgegebenen Verschiebung der Plattenoberfla¨che bestimmt werden. Dazu muss die
folgende Funktion minimiert werden:
1
A
∫
(A)
∫ ((
T · ~∆
)
· ~ez
)2
dA → min (3.77)
mit ~∆ als das sich aus der Eigenform der genutzten Resonanz ergebende Verschiebungs-
vektorfeld, ~ez als Basisvektor in z-Richtung des globalen Koordinatensystems und der
Transformationsmatrix T als Optimierungsparameter. Die Transformation entspricht da-
bei im Falle eines Kippspiegels einer Verschiebung und Drehung [65]. Die dynamische
Deformation fu¨r eine gegebene Auslenkung θx ergibt sich dann zu:
δ =
θx
θnorm
(
T · ~∆
)
(A)
· ~ez (3.78)
Dabei ist θnorm diejenige Auslenkung, welche der Normierung der Eigenvektoren in der zu
Grunde liegenden Eigenform entspricht.
Eine zweite Mo¨glichkeit, mithilfe der FEM die dynamische Deformation einer Spiegel-
platte zu bestimmen, beruht auf einer statischen nichtlinearen Analyse, bei der eine Last
auf den Mikrospiegel simuliert wird, die der bei der jeweiligen Auslenkung und Frequenz
angreifenden Last entspricht [79]. Der Vorteil dieser Methode liegt darin, dass sie auch fu¨r
nicht-resonant ausgelenkte Bauelemente angewandt werden kann. Außerdem ko¨nnen aus-
lenkungsabha¨ngige Federha¨rten (geometrische Nichtlinearita¨ten) beru¨cksichtigt werden.
Voraussetzung fu¨r die statische Analyse ist jedoch, dass die Frequenzen der auf die Spie-
gelplatte wirkenden Lasten gering sind im Vergleich zu den Eigenfrequenzen der Platte
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Abb. 3.17: Deformationsprofile rechteckiger Spiegelplatten. Dargestellt ist der mithilfe der
FEM ermittelte normierte Verlauf der tra¨gheitsbedingten Deformation. Die mit-
tels Torsionsfedern aufgeha¨ngten Spiegelplatten haben eine Breite von w = 3 mm.
a) l = 80µm (l/w = 0.03); b) l = 1.5 mm (l/w = 0.5); c) l = 3 mm (l/w = 1).
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Abb. 3.18: Grenzen des analytischen Modells fu¨r die dynamische Deformation. a) quali-
tativer Verlauf der maximalen Deformation von rechteckfo¨rmigen Spiegelplatten
bei konstanter Auslenkung und Frequenz im Vergleich zu Ergebnissen aus FE-
Analysen; b) relative Abweichung des analytischen Modells.
selbst (vgl. dazu Anhang C.3). Soll diese Methode fu¨r einen in Eigenresonanz betriebe-
nen Mikrospiegel zum Einsatz kommen, entspricht die auf die Spiegelplatte wirkende Last
einer zeitabha¨ngigen Winkelbeschleunigung. Sie ergibt sich aus der Bewegungsgleichung
(2.12) unter Vernachla¨ssigung des Antriebs- und Da¨mpfungsmoments zu:
θ¨x = −kt,x
Jxx
θx bzw. mit Gl. (2.14): θ¨x = − (2pi fx)2 θx (3.79)
Abbildung 3.17 zeigt den mithilfe von Eigenwertanalysen ermittelten, normierten Ver-
lauf der dynamischen Deformation fu¨r rechteckfo¨rmigen Spiegelplatten mit unterschiedli-
chen Seitenverha¨ltnissen l/w. Dabei entspricht Abb. 3.17a den in Gl. (3.75) getroffenen
Annahmen erwartungsgema¨ß recht gut. Die Geometrie kann als Balken, entsprechend
der Theorie nach Bernoulli-Euler betrachtet werden (l  w). Die Deformation
entspricht dem Verlauf der Biegelinie nach Gl. (3.139). Mit zunehmender Plattenla¨nge
(Abb. 3.17b,c) vera¨ndert sich die Gestalt der Deformation jedoch sehr stark. Fu¨r l ≈ w
bzw. l > w sind keine A¨hnlichkeiten mit dem urspru¨nglich angenommenen Verlauf mehr
erkennbar (Abb. 3.17c).
Vergleicht man nun die anhand Gl. (3.75) bestimmten Werte mit Ergebnissen aus
FE-Analysen, la¨sst sich der Gu¨ltigkeitsbereich des analytischen Modells abscha¨tzen. Ab-
bildung 3.18a zeigt den Verlauf der zu erwartenden Deformation in Abha¨ngigkeit von
dem Verha¨ltnis der Plattenla¨nge und -breite. Zusa¨tzlich ist der Verlauf des quadrati-
schen Mittelwerts der Deformation rms δ dargestellt. Es ist erkennbar, dass die mithilfe
der FEM ermittelten Deformationswerte fu¨r Spiegel mit typischen Abmessungen (l ≈ w)
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Tabelle 3.3: Korrekturfaktoren zur Bestimmung der dynamischen Deformation. Sowohl die
maximale dynamische Deformation als auch der quadratische Mittelwert lassen
sich unter Nutzung von geometrieabha¨ngigen Korrekturfaktoren na¨herungsweise
anhand Gl. (3.75) bestimmen (vgl. Anhang C.5). Es gilt h = 30µm.
Gleichung (3.82) f(δ) rechteckig (l = w) elliptisch (l = w)
max δ ξ ≈ 3.9 ξ ≈ 2.5
f(δ) = ξ
(
0.226 f2x θx
ρm w5(1−ν2xy)
Eyy h2
)
rms δ ξ ≈ 1.5 ξ ≈ 0.8
stark von den analytisch ermittelten Ergebnissen abweichen. Akzeptiert man eine rela-
tive Abweichung von 10 %, kann Gl. (3.75) nur fu¨r Platten mit einem Seitenverha¨ltnis
l/w < 0.3 angewandt werden (Abb. 3.18b). Fu¨r einen typischen Mikroscanner mit ei-
nem Seitenverha¨ltnis l/w ≈ 1 ergibt sich eine relative Abweichung in der Gro¨ßenordnung
von −75 %. Das Modell ist demnach nur sehr eingeschra¨nkt fu¨r den Entwurf von Mikro-
scannerspiegeln geeignet.
Anhand der Ergebnisse der durchgefu¨hrten FE-Analysen la¨sst sich zeigen, dass die
in Gl. (3.75) beschriebenen Zusammenha¨nge zumindest qualitativ auch fu¨r große Seiten-
verha¨ltnisse l/w gu¨ltig bleiben (Anhang C.5). Fu¨r l/w = const gilt demnach na¨herungs-
weise:
max δ ∼ f 2x θx
ρmw
5
(
1− ν2xy
)
Eyy h2
∣∣∣∣∣
l/w=const
(3.80)
Außerdem gilt max δ ∼ rms δ und damit:
rms δ ∼ f 2x θx
ρmw
5
(
1− ν2xy
)
Eyy h2
∣∣∣∣∣
l/w=const
(3.81)
Sowohl der Verlauf der maximalen Deformation als auch des quadratischen Mittelwerts
la¨sst sich also bis auf eine geometrieabha¨ngige Konstante na¨herungsweise bestimmen. Wie
ebenfalls anhand von FE-Analysen gezeigt werden kann (Anhang C.5), gilt gleiches fu¨r
elliptische Spiegelplatten mit festem Verha¨ltnis der Halbachsen. Tabelle 3.3 entha¨lt die
fu¨r runde und quadratische Spiegelplatten ermittelten Korrekturfaktoren zur na¨herungs-
weisen Bestimmung der maximalen dynamischen Deformation und zur Bestimmung des
quadratischen Mittelwerts. Die beim Einsatz dieser Faktoren bzw. Gl. (3.82) auftretende
Abweichung liegt in einer Gro¨ßenordnung von lediglich 10 %.
Die bei der dynamischen Deformation wirksamen Mechanismen lassen sich also nur
qualitativ mithilfe von analytischen Methoden beschreiben. Zur Untersuchung von Plat-
tengeometrien mit beliebigem Seitenverha¨ltnis bzw. beliebiger Form sind FE-Analysen
unabdingbar. Mit den dabei erhaltenen Ergebnisse ko¨nnen jedoch anhand der Zusam-
menha¨nge (3.80) bzw. (3.81) Ru¨ckschlu¨sse auf a¨hnliche Geometrien gezogen werden.
So kann beispielsweise der Einfluss einer vera¨nderten SOI -Dicke oder Spiegelgro¨ße ab-
gescha¨tzt werden.
3.2.7 Strukturda¨mpfung
Unter Strukturda¨mpfung versteht man die Umwandlung nutzbarer Energie in nicht nutz-
bare Energie innerhalb der mechanischen Strukturen eines Bauelements. Darunter za¨hlen
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spannungsinduzierte Platzwechselvorga¨nge von Atomen, das Wandern von Versetzungen
sowie Wechselwirkungen an eventuell vorhandenen Korngrenzen [5]. Weitere Ursachen
fu¨r den Verlust nutzbarer Energie in Mikrostrukturen sind Ko¨rperschall und auftretende
thermische Verluste aufgrund von innerer Reibung.
Aufgrund der besonderen Eigenschaften von hochreinem, einkristallinem Silizium (kei-
ne Korngrenzen, sehr hohe Eigenfrequenz der Gitterstruktur) sind die in Mikroscanner-
spiegeln auftretenden Strukturda¨mpfungseffekte vernachla¨ssigbar. Dies wird besonders
deutlich, wenn man die Schwingungsgu¨ten von resonanten Bauelementen mit sehr ge-
ringer fluidmechanischer Da¨mpfung (Vakuum) und guter Entkopplung von energieab-
sorbierenden Tra¨germaterialien (Schwingungsisolation) mit denen von bei Normaldruck
betriebenen Mikroscannerspiegeln vergleicht. So konnten mit mikromechanischen Fil-
terstrukturen (RF -MEMS ) aus einkristallinem Silizium Gu¨ten von u¨ber 600 000 erzielt
werden (bei p ≈ 0.1 Pa, [80]). Die Gu¨te eines Mikroscannerspiegels bei Normaldruck
liegt im Vergleich dazu in einer Gro¨ßenordnung von 100 . Der mit Abstand gro¨ßte Teil
der Da¨mpfung resultiert aus Wechselwirkungen der Mikrostruktur mit dem umgebenden
Fluid – also aus den fluidmechanischen Randbedingungen.
3.3 Fluidmechanische Randbedingungen
Aufgrund des vergleichsweise effizienten Antriebsprinzips (siehe Abschnitt 2.3) ko¨nnen
Fraunhofer IPMS -Mikroscannerspiegel bei Normaldruck – also ohne Vakuum-Geha¨use –
betrieben werden. Dies verringert den Fertigungsaufwand erheblich; das den Resonator
umgebende Fluid fu¨hrt jedoch zu einer vergleichsweise großen Da¨mpfung bzw. zu gerin-
gen Schwingungsgu¨ten. Neben der daraus resultierenden Beschra¨nkung der erreichbaren
Amplituden beeinflusst die Da¨mpfung außerdem noch andere wichtige Eigenschaften der
Bauelemente wie die Stabilita¨tsregionen (siehe Abschnitt 2.3.2). Die wirksamen fluidme-
chanischen Da¨mpfungsmechanismen mu¨ssen daher unbedingt beim Entwurf beru¨cksich-
tigt werden.
Um die Wahl der fu¨r die Modellierung einsetzbaren physikalischen Werkzeuge und
Zusammenha¨nge treffen zu ko¨nnen, stehen einige Kenngro¨ßen zur Verfu¨gung, mit denen
eine Fluidstro¨mung charakterisiert werden kann. Diese werden im Folgenden fu¨r die in
einem Mikroscannerspiegel auftretenden Stro¨mungen bestimmt.
Die Knudsen-Zahl misst das Verha¨ltnis der mittleren freien Wegla¨nge der Mo-
leku¨le eines Fluids zu einer charakteristischen, geometrischen Bezugsla¨nge. Mithilfe der
Knudsen-Zahl la¨sst sich pru¨fen, ob die Kontinuita¨tsbedingung der Navier-Stokes-
Gleichungen erfu¨llt ist [4], also ob sich die Gesetze der Gasdynamik kontinuierlicher Me-
dien anwenden lassen. Die Knudsen-Zahl ist definiert zu:
Kn =
L
d
(3.83)
Dabei ist L die mittlere freie Wegla¨nge der Moleku¨le im Fluid [4]. Die charakte-
ristische La¨nge d entspricht in diesem Fall der typischen Breite eines Mikrokanals
(fu¨r Fraunhofer IPMS Mikroscannerspiegel Abstand der Fingerelektroden), in dem die
Stro¨mung stattfindet. Die mittlere freie Wegla¨nge ergibt sich zu [4]
L = k T√
2pi p σ2
(3.84)
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mit k als Boltzmann-Konstante, T als absolute Temperatur, p als Druck und σ als
Durchmesser der Moleku¨le im Fluid.
Die Kontinuita¨tsbedingung der Navier-Stokes-Gleichungen gilt als erfu¨llt unter der
Bedingung Kn < 0.1. Mit Gl. (3.83) und Gl. (3.84) ergibt sich daher fu¨r den Quotienten
aus Druck und Temperatur:
p
T
>
k√
2piKn d σ2
∣∣∣∣
Kn<0.1
(3.85)
Geht man von einer charakteristischen La¨nge (Elektrodenabstand) von d = 5µm und
einer maximalen Umgebungstemperatur von T = 333 K (≈ 60 ◦C) aus und nimmt fer-
ner einen Moleku¨ldurchmesser von σ = 0.35 nm (Stickstoff) an, ergibt sich ein Mindest-
druck von 1.7 · 104 Pa fu¨r die Erfu¨llung der Kontinuita¨tsbedingung. Bei Normaldruck
(p = p0 ≈ 105 Pa) ist die Bedingung fu¨r die Anwendbarkeit der Stro¨mungstheorie nach
Navier-Stokes demnach erfu¨llt.
Die sich ergebenden Lo¨sungen sind bei Annahme von No-slip-Randbedingungen13 al-
lerdings nur gu¨ltig, wenn zusa¨tzlich die Bedingung Kn < 10−3 erfu¨llt wird. Ist dies nicht
der Fall, tritt ein Schlupf an den Grenzfla¨chen zwischen Struktur und Fluid auf, welcher
durch entsprechende Anpassung der Randbedingungen beru¨cksichtigt werden muss (Slip-
Randbedingung). Mit den oben genannten Parametern ergibt sich ein Mindestdruck von
1.7 · 106 Pa. Die Navier-Stokes-Gleichungen mit No-slip-Randbedingungen sind daher
bei Normaldruck nicht gu¨ltig.
Eine Alternative zur Nutzung von Slip-Randbedingungen ist die Einfu¨hrung einer
sogenannten Slip-Korrektur. Dazu wird die dynamische Viskosita¨t des Fluids mithilfe
eines druck- und temperaturabha¨ngigen, experimentell ermittelten Faktors korrigiert [5,
10]. Es ergibt sich eine effektive dynamische Viskosita¨t:
ηeff :=
η
1 + f(Kn)
(3.86)
Dabei ist η die dynamische Viskosita¨t des Fluids. Diese ist abha¨ngig von der Temperatur,
nicht jedoch vom Druck. Aufgrund der Tatsache, dass der in der effektiven dynamischen
Viskosita¨t enthaltene Korrekturfaktor sowohl von der Temperatur als auch vom Druck
abha¨ngt, gilt im Gegensatz dazu:
η = f(T ), Kn = f(p, T ) → ηeff = f(p, T ) (3.87)
Es ko¨nnen also mithilfe der Slip-Korrektur druckabha¨ngige Pha¨nomene (Einflu¨sse von
Druckschwankungen, Betrieb bei geringen Dru¨cken) untersucht werden. Dabei muss je-
doch immer die Kontinuita¨tsbedingung der Navier-Stokes-Theorie (3.85) erfu¨llt blei-
ben.
Die Reynolds-Zahl wird genutzt, um die turbulenten bzw. laminaren Eigenschaften
von Stro¨mungen zu bestimmen. Sie stellt das Verha¨ltnis von Tra¨gheits- zu Za¨higkeits-
kra¨ften dar. Fu¨r eine ideale Flu¨ssigkeit mit einer Viskosita¨t η von null ist das Verha¨ltnis
unendlich. Die Reynolds-Zahl ist definiert zu [4]:
Re =
ρm
η
u d (3.88)
13stetiger U¨bergang der Geschwindigkeit an den Grenzfla¨chen der Strukturen
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Dabei ist ρm die Massendichte, u ist die charakteristische Geschwindigkeit der Stro¨mung
und d die charakteristische La¨nge der umstro¨mten Struktur. Die maximale Reynolds-
Zahl (max Re) ist ausschlaggebend fu¨r die Eigenschaften der Stro¨mung. U¨berschreitet sie
den kritischen Wert Recr ≈ 2000, treten Turbulenzen auf. Ansonsten ist die Stro¨mung
laminar.
Da die Reynolds-Zahl entsprechend Gl. (3.88) direkt proportional zur Stro¨mungs-
geschwindigkeit ist, muss zur Bestimmung ihres Maximums die maximale Stro¨mungs-
geschwindigkeit bzw. die maximale Geschwindigkeit der sich bewegenden Mikrostruktur
herangezogen werden. Diese tritt typischerweise am a¨ußeren Rand der Spiegelplatte auf.
Sie ergibt sich aus dem Abstand zur Drehachse D/2 und der Frequenz bzw. der Amplitude
der Schwingung:
max Re =
pi ρm
η
θˆx fxDd (3.89)
Selbst fu¨r extreme Scanner-Parameter mit D = 2 mm, fx = 40 kHz, θˆx = 20
◦ ist die
maximale Reynolds-Zahl bei Standard-Bedingungen (p = p0 = 10
5 Pa, ϑ = 20 ◦C)
kleiner als 100. Bei sinkendem Druck verringert sie sich zusa¨tzlich. Es gilt daher fu¨r
Mikroscannerspiegel im Allgemeinen:
max Re  Recr (3.90)
Es treten also keinerlei Turbulenzen auf. Die Theorie der laminaren Stro¨mungen kann
ohne Einschra¨nkungen angewandt werden.
Die Mach-Zahl gibt das Verha¨ltnis von Tra¨gheitskra¨ften zu Kompressionskra¨ften an.
Dies entspricht dem Quotienten aus Stro¨mungsgeschwindigkeit und Schallgeschwindigkeit
im Fluid:
Ma =
u
c
(3.91)
Die Mach-Zahl einer Stro¨mung kann herangezogen werden, um den Einfluss von Kom-
pressionseffekten abzuscha¨tzen. Gilt Ma < 0.3, ko¨nnen diese vernachla¨ssigt werden. In
diesem Fall kann die Stro¨mung mithilfe vereinfachter (inkompressibler) Navier-Stokes-
Gleichungen beschrieben werden [5].
Geht man wieder von den extremen Parametern aus, die zur Bestimmung der maxi-
malen Reynolds-Zahl herangezogen wurden, ergibt sich die maximale charakteristische
Stro¨mungsgeschwindigkeit am Rand der Spiegelplatte zu (maxu) ≈ 45 m/s. Mit der
Schallgeschwindigkeit in Luft ergibt sich daraus eine Gro¨ßenordnung fu¨r die Mach-Zahl
von 0.1.
Die in einem Mikroscannerspiegel auftretenden Stro¨mungen lassen sich demnach mithil-
fe der inkompressiblen Navier-Stokes-Gleichungen unter Beru¨cksichtigung einer Slip-
Korrektur modellieren:
ρm
(
∂~u
∂t
+ (~u · ∇)~u
)
= −∇p + ηeff ∆~u + ~P
∇ · ~u = 0 (3.92)
~uRand = ~vRand
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Dabei ist p = f(x, y, z) der Druck und ~u = f(x, y, z) die Geschwindigkeit des Fluids.
Mithilfe des Ausdrucks ~P la¨sst sich eine auf das Fluid wirkende Volumenkraft (z.B. Gravi-
tationskraft) beru¨cksichtigen; ~uRand und ~vRand entsprechen der Stro¨mungsgeschwindigkeit
an den Randfla¨chen der Struktur bzw. der Geschwindigkeit der Randfla¨chen selbst.
Der Widerstand einer bewegten Struktur im Fluid kann anhand des aus der Lo¨sung
der Navier-Stokes-Gleichungen resultierenden Druck- bzw. Geschwindigkeitsfelds be-
rechnet werden. Die dabei wirksamen Da¨mpfungskra¨fte ergeben sich durch Integration
des Drucks an den Grenzfla¨chen zwischen Struktur und Fluid (Normalkomponente) und
der Geschwindigkeitsa¨nderung des Fluids in Richtung der Grenzfla¨chennormalen (Tan-
gentialkomponente der Da¨mpfungskraft) [4, 5]:
~Fd =
∫
(A)
∫
p~n0 dA +
∫
(A)
∫
ηeff
∂~u
∂~n0
dA (3.93)
Dabei ist ~n0 der Normalenvektor der Grenzfla¨che zwischen Struktur und Fluid. Es ist
zu beachten, dass die effektive dynamische Viskosita¨t ηeff von der fu¨r die jeweilige lokale
Stro¨mung gu¨ltigen charakteristischen La¨nge und damit vom Ort abha¨ngt. Sie kann daher
nicht als konstant betrachtet werden.
Das auf eine kippende Spiegelplatte wirkende, da¨mpfende Drehmoment Md ergibt sich
dann zu:
~Md =
∫
(A)
∫
~r × d~Fd (3.94)
Dabei ist ~r der zur Drehachse der untersuchten Struktur orthogonale Ortsvektor der
Da¨mpfungskraft (vgl. Abb. 3.25 auf S. 76).
Da der zeitliche Verlauf des Da¨mpfungsmoments nicht direkt messtechnisch erfassbar
ist, wurde bereits in Abschnitt 2.3 ein experimentell bestimmbares Da¨mpfungsmaß α¯i ein-
gefu¨hrt. Es kann genutzt werden, um relevante Da¨mpfungsmechanismen durch Variation
der Geometrie zu identifizieren [44]. Außerdem kann es genutzt werden, um Da¨mpfungs-
modelle zu verifizieren. Bezu¨glich der Bewegungsgleichung (2.12) entspricht α¯i dem u¨ber
einer Schwingungsperiode zeitlich gemittelten Da¨mpfungsfaktor αi
α¯i =
1
T
∫ T
0
αi dt =
1
T
∫ T
0
Md,i
θ˙i
dt mit T =
1
fi
(3.95)
und la¨sst sich anhand des Ausschwingverhaltens fu¨r beliebige Mikroscannerspiegel expe-
rimentell ermitteln [44]. Alternativ kann α¯i mithilfe des Zusammenhangs (2.21) auf S. 21
zumindest fu¨r große Auslenkungen na¨herungsweise aus dem gemessenen Zusammenhang
von Amplitude und Pulsspannung im synchronisierten Betrieb bestimmt werden. Dazu
muss jedoch die Kapazita¨t der Antriebselektrode bekannt sein:
α¯i ≈ U2 ∆Ci
2pi2 fi θˆ2i
(3.96)
Werden Messungen bei verschiedenen Schwingungsamplituden durchgefu¨hrt, kann anhand
des sich ergebenden Verlaufs fu¨r α¯i auf den qualitativen Verlauf des Da¨mpfungsfaktors αi
und damit des Da¨mpfungsmoments Md,x ru¨ckgeschlossen werden.
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Abb. 3.19: Approximationen zur Slip-Korrektur. Der Verlauf ist in die drei Knudsen-
Regimes unterteilt. Neben den Approximationen fu¨r die effektive dynamische Vis-
kosita¨t ist der experimentell ermittelte Verlauf dargestellt. Die charakteristische
La¨nge der Test-Struktur betra¨gt 11.5µm [83], die freie Wegla¨nge im Fluid wurde
mit 74 nm angenommen, außerdem gilt ϑ = 20 ◦C.
3.3.1 Na¨herungen zur Slip-Korrektur
Um eine mo¨glichst gute Abbildung der realen Stro¨mungsvorga¨nge zu erhalten, ist die Wahl
der Funktion f(Kn) fu¨r die Slip-Korrektur entsprechend Gl. (3.86) von entscheidender
Bedeutung. In der Literatur ko¨nnen verschiedene Ansa¨tze fu¨r f(Kn) gefunden werden.
Fu¨r den MEMS -Entwurf kommen aufgrund des dabei gu¨ltigen Bereichs der Knudsen-
Zahl lediglich zwei Ansa¨tze in Frage:
1. Die empirische Na¨herung von Knudsen basiert auf Untersuchungen der Stro¨mungs-
verha¨ltnisse in Kapillar-Rohren:
f1(Kn) :=
Z Kn
0.1474
mit Z =
Kn + 2.507
Kn + 3.095
(3.97)
Dieser Ansatz wurde beispielsweise von Andrews et al. fu¨r den Entwurf mikrome-
chanischer Drucksensoren genutzt [81, 82].
2. Die Na¨herung von Veijola et al. wurde fu¨r den Entwurf mikromechanischer Be-
schleunigungssensoren entwickelt [10]:
f2(Kn) := 9.638 Kn
1.159 (3.98)
Die resultierenden qualitativen Verla¨ufe fu¨r die effektive dynamische Viskosita¨t sind in
Abb. 3.19 enthalten.
Eine Entscheidung zugunsten einer der beiden Na¨herungen kann nur aufgrund von
experimentellen Untersuchungen erfolgen. Zu diesem Zweck wurden exemplarisch fu¨r
Fraunhofer IPMS -Mikroscannerspiegel Untersuchungen an den in [44] vorgestellten Test-
strukturen durchgefu¨hrt. Dabei handelt es sich um Scannerspiegel mit runder Spiegelplat-
te (D = 1.5 mm) und einer mechanischen Resonanzfrequenz von ca. 1 kHz. Die Teststruk-
turen zeichnen sich unter anderem dadurch aus, dass die Da¨mpfung hauptsa¨chlich von
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den laminaren Stro¨mungen innerhalb der Kammelektroden verursacht wird [44]. Wie aus
Gl. (3.93) bzw. den nachfolgenden Abschnitten noch deutlich wird, folgt daraus ein na¨he-
rungsweise linearer Zusammenhang zwischen der effektiven dynamischen Viskosita¨t und
den da¨mpfenden Momenten. Entsprechend Gl. (3.95) gilt daher bei konstanter Amplitude
der Auslenkung:
α¯x ∼ Md,x und demzufolge α¯x ∼ ηeff (3.99)
Zur Bestimmung des Verlaufs der tatsa¨chlichen effektiven dynamischen Viskosita¨t muss
der Scannerspiegel bei konstanter Temperatur und vera¨nderlichem Druck mit synchroni-
sierter Anregung betrieben werden. Dabei muss die Antriebsspannung in solcher Weise
geregelt werden, dass die Amplitude der Auslenkung na¨herungsweise konstant ist. Ent-
sprechend Gl. (3.96) la¨sst sich dann der Verlauf des Da¨mpfungsfaktors in Abha¨ngigkeit
vom Druck bestimmen. Nach Gl. (3.99) entspricht dieser dem Verlauf der effektiven dy-
namischen Viskosita¨t. Abbildung 3.19 entha¨lt neben den sich aus den zwei vorgestellten
Ansa¨tzen ergebenden Verla¨ufen den auf diese Weise experimentell bestimmten Verlauf.
Es wird deutlich, dass beide Na¨herungen im Gu¨ltigkeitsbereich der Navier-Stokes-
Gleichungen eine gute U¨bereinstimmung mit den experimentell ermittelten Daten zeigen.
Erwartungsgema¨ß werden die Abweichungen fu¨r Knudsen-Zahlen Kn > 0.1 zunehmend
gro¨ßer. Bei einem Druck von 1000 Pa betra¨gt die relative Abweichung bereits na¨herungs-
weise -50 %.
Aufgrund der besseren U¨bereinstimmung mit den Messwerten im U¨bergangsregime
stellt die Na¨herung nach Knudsen fu¨r den Entwurf von Mikroscannerspiegeln die bessere
Wahl dar. Es gilt daher die folgende Definition:
ηeff :=
η
1 + f1(Kn)
(3.100)
Neben der Verifikation des Ansatzes zur Bestimmung der effektiven dynamischen Vis-
kosita¨t ko¨nnen die experimentell ermittelten Daten genutzt werden, um die Grenzen der
mithilfe der Navier-Stokes-Theorie erstellten Da¨mpfungsmodelle zu untersuchen. Un-
ter diesem Gesichtspunkt wird deutlich, dass die entsprechenden Modelle durchaus geeig-
net sein ko¨nnen, um Abscha¨tzungen und Trenduntersuchungen innerhalb des U¨bergangs
zur freien Molekularstro¨mung, also fu¨r Kn > 0.1 durchzufu¨hren.
3.3.2 Gu¨ltigkeit der quasistatischen Na¨herung
Fluidmechanische Probleme werden oft als statisch bzw. quasistatisch betrachtet. Da-
bei wird vorausgesetzt, dass sich die Randbedingungen der Stro¨mung im Verha¨ltnis zu
den Einschwingvorga¨ngen des Fluids nur langsam vera¨ndern. Da sich die Stro¨mungs-
verha¨ltnisse innerhalb eines Mikroscannerspiegels aufgrund der oszillierenden Bewegung
andauernd vera¨ndern, muss untersucht werden, ob die Fluidstro¨mungen als quasistatisch
betrachtet werden ko¨nnen. Ist dies nicht der Fall, mu¨ssen dynamische Vorga¨nge beru¨ck-
sichtigt werden.
Die Untersuchung des Einschwingverhaltens kann beispielsweise mithilfe eines fluidme-
chanischen FE-Modells erfolgen. Da sich die Stro¨mungsverha¨ltnisse am a¨ußeren Rand des
Scanners wa¨hrend einer Schwingung am sta¨rksten a¨ndern, mu¨ssen die Einschwingvorga¨nge
in diesem Bereich, also innerhalb der Kammelektrode untersucht werden. Aufgrund der
periodischen Struktur der Elektrodenanordnung kann das Modell mithilfe symmetrischer
Randbedingungen entsprechend Abb. 3.20a,b stark vereinfacht werden. Dabei werden
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Abb. 3.20: Fluidmechanisches FE-Modell einer Kammelektrode. Bei der Modellierung der
Stro¨mungsverha¨ltnisse innerhalb eines Out-of-plane-combs kann dessen geometri-
sche Periodizita¨t ausgenutzt werden. a) das realisierte FE-Modell mit symmetri-
schen Randbedingungen im Kontext der Kammelektrode, Draufsicht; b) Seitenan-
sicht; c) zeitliche Konvergenz des Stro¨mungsproblems mit τ ≈ 7µs.
Effekte am Rand der Kammelektrode bzw. der Versatz von Fingerelektroden zueinan-
der (beispielsweise an runden Spiegelplatten) nicht beru¨cksichtigt. Untersuchungen und
Vergleiche mit komplexeren FE-Modellen haben jedoch gezeigt, dass ein solches, mithilfe
symmetrischer Randbedingungen vereinfachtes Modell eine gute Na¨herung darstellt.
Mit einer dynamischen (zeitabha¨ngigen) Simulation der Stro¨mung kann nun die
Gro¨ßenordnung der Einschwingzeit des Fluids bestimmt werden. Dazu wird fu¨r die Ge-
schwindigkeit einer Fingerelektrode der Verlauf einer Sprungfunktion angenommen. Als
Kriterium fu¨r die zeitliche Konvergenz der Stro¨mungsverha¨ltnisse gegen den eingeschwun-
genen Zustand ko¨nnen die an den Seitenfla¨chen der Elektrode wirkenden Scherkra¨fte ge-
nutzt werden. Sie ergeben sich entsprechend Gl. (3.93). In Abbildung 3.20c ist der sich
auf diese Weise ergebende normierte Kraftverlauf fu¨r eine typischen Fingerelektrode dar-
gestellt. Nimmt man als relatives Konvergenzkriterium einen Wert von 99 % an, ergeben
sich Werte fu¨r die Einschwingzeit τ im Bereich von wenigen Mikrosekunden.
Die A¨nderungen der fluidmechanischen Randbedingungen folgen fu¨r einen schwingen-
den Mikroscannerspiegel direkt aus dessen Bewegungsgleichung (2.12). Geht man von
einem sinusfo¨rmigen zeitlichen Verlauf des Auslenkwinkels aus, findet die maximale Ge-
schwindigkeitsa¨nderung wa¨hrend einer halben Periodendauer statt. Damit das fluidme-
chanische Problem als quasistatisch betrachtet werden kann, muss also die Periodendauer
wesentlich gro¨ßer sein als die zweifache Einschwingzeit. Es ergibt sich folgende Bedingung
fu¨r die Gu¨ltigkeit der quasistatischen Na¨herung bezu¨glich der Schwingfrequenz fi eines
Mikroscannerspiegels:
fcr ≈ 1
2 τ
> fi (3.101)
Geht man von einer Einschwingdauer τ = 10µs aus, ergibt sich die maximale Schwingfre-
quenz fcr fu¨r die die quasistatische Na¨herung als gu¨ltig angesehen werden kann zu 50 kHz.
Die Stro¨mungsverha¨ltnisse innerhalb eines typischen Mikroscannerspiegels ko¨nnen also in
guter Na¨herung als quasistatisch betrachtet werden.
3.3.3 Da¨mpfungsmechanismen innerhalb der Kammstruktur
Die Da¨mpfung in Mikroscannerspiegeln wird zu einem großen Teil von der bewegten
Kammstruktur des Out-of-plane-comb-Antriebs verursacht. Dies konnte mithilfe experi-
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Abb. 3.21: Fluidstro¨mungen innerhalb der Kammstruktur. a) Im eingeschwenkten Zustand
verla¨uft das Stro¨mungsprofil zwischen den Fingerelektroden und den Gegenelektro-
den in guter Na¨herung linear (Couette-Stro¨mung); b) Sind die Fingerelektroden
ausgeschwenkt bildet sich zwischen ihnen ein Stro¨mungsprofil mit parabolischem
Verlauf aus (Poiseuille-Stro¨mung).
menteller Untersuchungen an vergleichbaren Teststrukturen mit variierter Elektrodengeo-
metrie in [44] gezeigt werden. Als maßgeblicher Einfluss auf die Da¨mpfung hat sich dabei
vor allem der Abstand der Elektroden herausgestellt.
Zur Beschreibung der Da¨mpfungsmechanismen innerhalb der Kammstruktur lassen
sich in Abha¨ngigkeit von der Auslenkung des Spiegels bzw. des beweglichen Rahmens
θi|i∈{x,y} drei verschiedene Zusta¨nde unterscheiden:
θi ≈ 0 Die Kammelektrode befindet sich im eingeschwenkten Zustand (Abb. 3.21a).
Die Seitenfla¨chen der Fingerelektroden bzw. Gegenelektroden stehen sich ge-
genu¨ber. Aufgrund des im Vergleich zur La¨nge und Ho¨he der Elektroden
geringen Abstands kann die sich ausbildende Stro¨mung als ebene Couette-
Stro¨mung betrachtet werden [5, 44]. Diese spezielle Lo¨sung der inkompres-
siblen Navier-Stokes-Gleichungen zeichnet sich durch einen linearen Ver-
lauf des Geschwindigkeitsprofils zwischen den bewegten Strukturen aus. Der
Druck im Fluid ist dabei konstant. Die Da¨mpfungskraft ergibt sich dann
entsprechend Gl. (3.93) na¨herungsweise zu
~Fd ≈ ~FCouette = −ηeff As
d
~v (3.102)
mit As als Seitenfla¨che der Elektroden (Grenzfla¨che) und ~v als Geschwindig-
keit dieser Seitenfla¨che.
|θi| > θc,i Die Kammelektrode ist vollsta¨ndig aus den Gegenelektroden ausgeschwenkt
(Abb. 3.21b). Das Fluid stro¨mt zwischen den bewegten Elektroden hindurch.
Da der Abstand der Seitenwa¨nde des so entstandenen Stro¨mungskanals noch
immer gering ist im Vergleich zur Ho¨he der Elektroden, kann die sich aus-
bildende Stro¨mung mithilfe des Gesetzes von Hagen-Poiseuille beschrie-
ben werden [44, 66]. Dabei handelt es sich um eine spezielle Lo¨sung der
Navier-Stokes-Gleichungen fu¨r laminare Stro¨mungen innerhalb von gera-
den Stro¨mungskana¨len. Sie ist durch ein parabolisches Geschwindigkeitspro-
fil senkrecht zur Stro¨mungsrichtung entsprechend Abb. 3.21b gekennzeichnet.
Die Da¨mpfungskraft ergibt sich wieder entsprechend Gl. (3.93) [44, 83]:
~Fd ≈ ~FPoiseuille = −4 ηeff As
dh
~v ξ mit ξ =
(
1− |~u0||~v|
)
(3.103)
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Abb. 3.22: Stro¨mungen innerhalb einer Kammelektrode. Es wird die Stro¨mungsgeschwindig-
keit ~u = f(x′, y′, z′, t)|y′=3.25µm um eine Fingerelektrode eines schwingenden Mikro-
scannerspiegels dargestellt. Es gilt R = 750µm, fx = 1 kHz, θˆx = 10
◦. a) t = 30µs:
teilweise eingeschwenkte Elektrode; b) t = 50µs: U¨bergang zum ausgeschwenkten
Zustand.
Dabei ist As die Oberfla¨che der Kanalinnenseite und ~u0 die Stro¨mungsge-
schwindigkeit in der Mitte des Kanalquerschnitts (Abb. 3.21b); dh wird als
hydraulischer Durchmesser bezeichnet. Er ist definiert zu:
dh = 4
A
U
(3.104)
Dabei entspricht A der Querschnittsfla¨che, U dem benetzten Umfang des
Stro¨mungskanals.
0 < |θi| < θc,i Die Kammelektrode ist zum Teil in die Gegenelektroden eingeschwenkt, al-
so im U¨bergang zwischen den beiden bereits beschriebenen Zusta¨nden. Es
tritt sowohl eine Couette-, als auch eine Poiseuille-Stro¨mung auf. Die
Da¨mpfungskraft ergibt sich daher na¨herungsweise zu:
~Fd ≈ ~FCouette + ~FPoiseuille (3.105)
Eventuell auftretende Randeffekte z.B. an den Enden der Fingerelektroden oder Effek-
te beim U¨bergang zwischen Couette- und Poiseuille-Stro¨mungen werden mit den
vorgestellten Modellen nicht beru¨cksichtigt. Sie ko¨nnen jedoch mithilfe der inkompressi-
blen Navier-Stokes-Gleichungen mit Slip-Korrektur (3.92) unter Nutzung numerischer
Lo¨sungsverfahren untersucht werden. A¨hnliches gilt fu¨r die Bestimmung des zum Berech-
nen von ~FPoiseuille beno¨tigten Parameters ξ. Dieser kann zumindest na¨herungsweise auch
mithilfe experimenteller Untersuchungen bestimmt werden.
Das in Abschnitt 3.3.2 eingefu¨hrte fluidmechanische FE-Modell kann zur weiteren Un-
tersuchung des Stro¨mungsproblems genutzt werden. Dazu wird dieses fu¨r verschiedene
Auslenkungen und Geschwindigkeiten der Fingerelektroden gelo¨st. Anhand der sich zwi-
schen den Elektroden ergebenen Stro¨mungsfelder (vgl. Abb. 3.22) ko¨nnen einerseits die
Annahmen bezu¨glich der Stro¨mungsprofile u¨berpru¨ft werden. Andererseits kann der fu¨r
eine konkrete Elektrodengeometrie gu¨ltige Verlauf des Parameters ξ bestimmt werden.
Es zeigt sich, dass die fu¨r die Geschwindigkeitsprofile der Stro¨mungen getroffenen An-
nahmen berechtigt sind. Zwischen eingeschwenkten Elektroden bildet sich ein nahezu
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Abb. 3.23: Ergebnisse des FE-Da¨mpfungsmodells. a) Die mithilfe der FEM ermittelten
Stro¨mungsprofile stimmen gut mit den fu¨r die analytischen Betrachtungen getroffe-
nen Annahmen u¨berein. Im U¨bergang zwischen ein- und ausgeschwenktem Zustand
entsteht eine zweite Poiseuille-Stro¨mung zwischen den Gegenelektroden. b) Ver-
lauf des Parameters ξ im Vergleich zu Na¨herung (3.108) fu¨r 30µm hohe Elektroden
mit einem Abstand von 5µm.
linearer Verlauf heraus. Zwischen ausgeschwenkten Elektroden verla¨uft das Geschwindig-
keitsprofil parabelfo¨rmig.
Ein interessanter Effekt ergibt sich fu¨r den U¨bergang zwischen dem ein- und ausge-
schwenkten Zustand. Dabei bildet sich eine Poiseuille-Stro¨mung auch zwischen den
stationa¨ren Gegenelektroden aus. Abbildung 3.23a verdeutlicht dies. Die dadurch an den
Seitenwa¨nden der Gegenelektroden angreifenden, zusa¨tzlichen Scherkra¨fte mu¨ssen von
der bewegten Struktur aufgebracht werden und tragen somit zur Da¨mpfung des Scanner-
spiegels bei. Um beide Poiseuille-Stro¨mungen beru¨cksichtigen zu ko¨nnen, werden zwei
Stro¨mungsparameter ξ1 und ξ2 beno¨tigt. Da Finger- und Gegenelektroden die gleiche
Ho¨he besitzen, sind die Oberfla¨chen der Kanalinnenseiten beider Stro¨mungen gleich. Es
gilt daher:
~FPoiseuille = −4 ηeff As
dh
~v ξ1 − 4 ηeff As
dh
~v ξ2 mit As = s (2 d+ w + 2 l) (3.106)
Dabei ist s die Auslenkung der Fingerelektrode in z′-Richtung; d ist der Elektrodenab-
stand, l und w sind Elektrodenla¨nge und -breite.
Fasst man nun ξ1 und ξ2 zu einem Parameter zusammen:
ξeff := ξ1 + ξ2 (3.107)
ergibt sich mit ξ → ξeff fu¨r die aus den Poiseuille-Stro¨mungen resultierende Da¨mp-
fungskraft wieder Gl. (3.103). Es ist allerdings zu beachten, dass ξeff im Gegensatz zu ξ
Werte gro¨ßer eins annehmen kann.
Der sich fu¨r eine typische Elektrodengeometrie ergebende Verlauf der Parameter ξ1 und
ξ2 ist in Abb. 3.23b enthalten. Es wird deutlich, dass die Poiseuille-Stro¨mung vor allem
im Bereich kleiner Auslenkungen eine große Rolle spielt. Bei großen Auslenkungen stro¨mt
das Fluid kaum noch zwischen den Elektroden hindurch. Es wird aufgrund seiner Vis-
kosita¨t mitgezogen; die Da¨mpfung verringert sich. Außerdem ist ξ nahezu konstant. Da
bei kleinen Auslenkungen zusa¨tzlich zur Poiseuille-Stro¨mung die Couette-Stro¨mung
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zwischen Fingerelektroden und Gegenelektroden einen Beitrag zur Da¨mpfung liefert, ist
zu erwarten, dass die Da¨mpfung insgesamt auslenkungsabha¨ngig ist und fu¨r große Aus-
lenkungen abnimmt.
Damit die an einer Fingerelektrode angreifenden Da¨mpfungskra¨fte zumindest na¨he-
rungsweise mithilfe der analytischen Zusammenha¨nge in Gl. (3.102) bzw. Gl. (3.103) be-
stimmt werden ko¨nnen, muss der sich fu¨r eine bestimmte Geometrie ergebende Verlauf des
Stro¨mungsparameters ξ mit einem analytischen Ausdruck angena¨hert werden. Dies kann
beispielsweise mithilfe einer Gauß-Funktion geschehen. Dabei muss jedoch sichergestellt
werden, dass ξeff fu¨r große Auslenkungen nahezu konstant verla¨uft:
ξeff =
{
c1 e
− 2(s−c2)2
c3 : s ≤ sT
ξT : s > sT
(3.108)
Die Werte fu¨r die Parameter c1, c2, c3 bzw. sT und ξT ergeben sich aus einer Kurvenan-
passung an die Ergebnisse des FE-Modells. Fu¨r 1.5µm breite Fingerelektroden mit einer
Ho¨he von 30µm und einem Elektrodenabstand von 5µm ergibt sich auf diese Weise die
folgende Na¨herung:
ξeff =
{
1.6 e−
2(s−10−5 m)2
3.6·10−9 m : s ≤ 7.1 · 10−5 m
0.2 : s > 7.1 · 10−5 m (3.109)
Der entsprechende Verlauf fu¨r ξeff ist in Abb. 3.23b dargestellt. Mithilfe dieser Na¨herung
und den Gln. (3.102) und (3.103) lassen sich die Da¨mpfungskra¨fte fu¨r nahezu beliebige
Anordnungen von 1.5µm breiten Fingerelektroden mit einer Ho¨he von 30µm und einem
Elektrodenabstand von 5µm bestimmen. Es muss lediglich beachtet werden, dass bei
der Bestimmung der Kra¨fte nicht von einer Rotation, sondern von einer Translation in
z′-Richtung ausgegangen wird. Diese Na¨herung fu¨hrt zu einer zunehmenden relativen
Abweichung des analytischen Modells fu¨r Fingerelektroden mit geringen Absta¨nden zur
Drehachse. Da jedoch in einer Kammelektrode die außen liegenden Fingerelektroden
aufgrund der ho¨heren Bahngeschwindigkeit und der gro¨ßeren Hebelwirkung die Da¨mp-
fungseffekte dominieren (Abb. 3.24a), ist diese Eigenschaft des Modells in der Regel von
geringer Bedeutung.
Es soll an dieser Stelle noch einmal darauf hingewiesen werden, dass die in Gl. (3.109)
vorgestellte Na¨herung fu¨r den Verlauf von ξeff nur fu¨r die in dem zugrunde liegenden FE-
Modell gewa¨hlten Breite, Ho¨he und Abstand der Fingerelektroden gu¨ltig ist. Wird einer
der Parameter vera¨ndert, mu¨ssen die Parameter der Na¨herung neu bestimmt werden.
Dazu muss das FE-Modell entsprechend angepasst werden.
In Abbildung 3.24a sind die sich mit den Gln. (3.102), (3.103) und (3.94) ergebenden
Drehmomente fu¨r drei Fingerelektroden mit unterschiedlichen Absta¨nden zur Drehachse
R dargestellt. Zum Vergleich entha¨lt die Darstellung ebenfalls die mithilfe von FEM -
Rechnungen ermittelten Momentenverla¨ufe. Es ist erkennbar, dass beide Modelle eine
gute U¨bereinstimmung zeigen.
Das fu¨r die Simulation eines Mikroscannerspiegels relevante, gesamte Da¨mpfungsmo-
ment einer Kammelektrode ergibt sich durch Summation der Beitra¨ge aller Fingerelektro-
den. Das Resultat entspricht typischerweise dem in Abb. 3.24b dargestellten Verlauf. Fu¨r
kleine Auslenkungen ergibt sich ein um T/4 bezu¨glich der Auslenkung phasenverschobe-
ner, na¨herungsweise sinusfo¨rmiger Verlauf fu¨r Md. Der Da¨mpfungsfaktor αi kann dann
als konstant betrachtet werden.
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Abb. 3.24: Verlauf des von einer Kammelektrode verursachten Da¨mpfungsmoments. Als Bei-
spiel dient die in [44] vorgestellte Teststruktur (fx = 1 kHz, D = 1.5 mm). a) Ver-
gleich des analytischen Modells mit einem fluidmechanischen FE-Modell anhand
drei Fingerelektroden mit unterschiedlichem Abstand zur Drehachse R (θˆ = 10 ◦);
b) Verlauf der von der gesamten Kammelektrode verursachten Da¨mpfungsmomente
bei verschiedenen Amplituden.
Mit Erho¨hung der Amplitude vera¨ndert sich der Verlauf zunehmend. Es bilden sich
signifikante lokale Maxima des Da¨mpfungsmoments bei Auslenkungen mit |θi| ≈ θc,i,
also beim U¨bergang vom eingeschwenkten in den ausgeschwenkten Zustand der Kamm-
elektrode. Es gilt dann αi 6= const bzw. Md 6∼ θ˙i. Wie bereits in Abschnitt 2.3 erwa¨hnt
wurde, ko¨nnen die aus dieser Eigenschaft eines Out-of-plane-comb-Antriebs folgenden
Nichtlinearita¨ten das Verhalten eines Mikroscannerspiegels relevant beeinflussen. So muss
beispielsweise die aus dem Verlauf des Da¨mpfungsmoments resultierende Abweichung von
einer sinusfo¨rmigen Schwingung beachtet werden (siehe dazu auch Abschnitt 5.3.4).
3.3.4 Da¨mpfungsmechanismen der bewegten Spiegelplatte
Neben den Antriebselektroden des Mikroscannerspiegels wechselwirken auch die bewegte
Spiegelplatte bzw. im Fall von 2D-Scannern ebenfalls der bewegliche Rahmen mit dem
umgebenden Fluid. Dabei lassen sich zwei Pha¨nomene unterscheiden:
Der Druckwiderstand (auch Formwiderstand, Abb. 3.25a) ist fu¨r alle in einem Fluid
bewegten Strukturen wirksam. Er resultiert aus den sich entsprechend den Lo¨sungen
der Navier-Stokes-Gleichungen ergebenden Druckunterschieden zwischen Vorder- und
Ru¨ckseite der Struktur. Die resultierende Da¨mpfungskraft ergibt sich durch Integration
u¨ber die Druckkomponenten entsprechend Gl. (3.93) [66]:
~FDruck = − ~v|~v| cd ρm |~v|
2 Ap
2
(3.110)
Dabei ist Ap die Projektionsfla¨che der Struktur auf die x
′-y′-Ebene; cd ist ein experimentell
oder mithilfe der FEM zu bestimmender, geometrieabha¨ngiger Beiwert.
Fu¨r eine kippende Bewegung wirkt der Druckwiderstand nicht als Kraft, sondern als
bremsendes Drehmoment. Dieses ergibt sich ebenfalls durch Integration u¨ber die Druck-
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Abb. 3.25: Da¨mpfungsmechanismen kippender Platten. a) Druckwiderstand: Die Bewegung
der Platte resultiert in einer Druckdifferenz zwischen Vorder- und Ru¨ckseite.
b) Squeeze-film-Da¨mpfung: Wird die Platte nahebei einer weiteren Struktur – bei-
spielsweise einer Plan-Platten-Elektrode (siehe Abschnitt 2.2.2) – verkippt, entsteht
ein komplexer Druckverlauf unter der Platte. Außerdem treten laterale Stro¨mungen
unter der Platte auf.
komponenten. Es la¨sst sich jedoch auch entsprechend Gl. (3.94) mithilfe einer differenti-
ellen Da¨mpfungskraft d~FDruck darstellen:
~MDruck =
∫
(Ap)
∫
~r × d~FDruck (3.111)
Mit Gl. (3.110) und dem Zusammenhang zwischen Winkel- und Bahngeschwindigkeit
~v = ~ω×~r ergibt sich das durch den Druckwiderstand erzeugte Drehmoment einer du¨nnen,
kippenden Platte na¨herungsweise zu:
~MDruck ≈ −cd ρm
2
~ω |~ω|
∫
(Ap)
∫
|~r|3 dA mit ~ω = ~˙θ (3.112)
Eine bemerkenswerte Eigenschaft des Druckwiderstands ist dessen quadratische
Abha¨ngigkeit von der Geschwindigkeit bzw. Winkelgeschwindigkeit. Da alle anderen
Da¨mpfungseffekte linear mit der Geschwindigkeit ansteigen, ist aufgrund des Zusammen-
hangs |~ω| ∼ f θˆ mit einem steigenden Einfluss des Druckwiderstands fu¨r Mikroscanner
mit großen Frequenzen bzw. Auslenkwinkeln zu rechnen.
Die Squeeze-film-Da¨mpfung (auch Quetschstro¨mung) entsteht bei der Bewegung ei-
ner Plattenstruktur nahebei einer weiteren Struktur entsprechend Abb. 3.25b. Dabei
vera¨ndert sich der Spaltabstand zwischen den Strukturen, was zu einem Druckverlauf und
folglich zu einer Stro¨mung des Fluids fu¨hrt. Dabei wird kinetische Energie der bewegten
Platte in Stro¨mungsenergie und thermische Energie umgewandelt. Fu¨r nahezu paralle-
le Platten und im Verha¨ltnis zu den Plattenabmessungen w und l kleine Spaltabsta¨nde
d la¨sst sich die Squeeze-film-Da¨mpfung mithilfe analytischer Ausdru¨cke na¨herungsweise
beschreiben [5, 84]. Dazu wird die Reynoldssche Schmierfilmgleichung, eine spezielle
Form der Navier-Stokes-Gleichungen gelo¨st:
∂2p′
∂x′2
+
∂2p′
∂y′2
= 12
ηeff
d3
vz′ mit der Randbedingung p
′
Rand = 0 (3.113)
Fu¨r diese Poissonsche Differentialgleichung mit vz′ = f(x
′, y′) als Geschwindigkeit der
Platte in Richtung der Plattennormalen und p′ = p − p0 als Drucka¨nderung existieren
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Tabelle 3.4: Einfluss der Squeeze-film-Da¨mpfung. Die sich fu¨r eine Ho¨he der Ru¨ckseitengrube
von d = 390µm (vgl. Abb. 2.4, S. 11) ergebenden, aus der Squeeze-film-Da¨mp-
fung resultierenden mittleren Da¨mpfungsfaktoren liegen immer wenigstens eine
Gro¨ßenordnung unterhalb der experimentell ermittelten Werte.
Design- Apertur Frequenz Amplitude mittlere Da¨mpfungsfaktoren /Nm·s
name D/mm fx/kHz θˆx/
◦ α¯x (experimentell) αSq = −MSq,x/θ˙x
EO 0.5 16.00 28 7.87 · 10−14 1.26 · 10−19
SINUS 1.5 0.25 15 1.25 · 10−12 1.09 · 10−14
S30150 3.0 0.15 12 3.12 · 10−11 2.81 · 10−12
zahlreiche analytische Lo¨sungen. Die Da¨mpfungskraft ergibt sich, entsprechend Gl. (3.93),
durch Integration u¨ber den Druck entlang der Plattenunterseite Ap. Das auf eine um
die x′-Achse kippende Platte wirkende Drehmoment MSq,x′ la¨sst sich dann analog zu
Gl. (3.111) bestimmen. Es ergibt sich zu:
MSq,x′ =
∫
(Ap)
∫
p′ y′ dA (3.114)
Da es sich bei Gl. (3.113) um eine lineare Differentialgleichung handelt, gilt unter den
Annahmen ηeff ≈ const und d ≈ const:
MSq,x′ ∼ vz′ und damit MSq,x′ ∼ fx θˆx (3.115)
Die durch die Squeeze-film-Da¨mpfung hervorgerufenen Momente steigen also im Gegensatz
zu den aus dem Druckwiderstand entstehenden Momenten linear mit der Frequenz und
Amplitude des Scanners an.
Typische Beispiele fu¨r durch den Squeeze-film-Effekt hervorgerufene Druckverla¨ufe
und daraus resultierende Da¨mpfungsfaktoren fu¨r einfache Plattengeometrien finden sich
in [5]. Mithilfe numerischer Methoden kann der Einfluss der Squeeze-film-Da¨mpfung
fu¨r beliebig komplexe Strukturen bestimmt werden. Dazu wird die Reynoldssche
Schmierfilmgleichung (3.113) mit den entsprechenden Randbedingungen gelo¨st [84]. In
Anhang D.2 sind die sich auf diese Weise ergebenden Druckverla¨ufe fu¨r zwei typische
Mikroscannerspiegel dargestellt. Die resultierenden Da¨mpfungsfaktoren sind in Tabel-
le 3.4 enthalten. Lediglich fu¨r sehr große Spiegelplatten mit D > 3 mm erreicht der
Einfluss des Squeeze-film-Effekts demnach 10 % der gesamten Da¨mpfung.
Wie aus den in Tabelle 3.4 enthaltenen Werten hervorgeht, spielt die Squeeze-film-Da¨mp-
fung fu¨r Mikroscannerspiegel mit einer Ho¨he der Ru¨ckseitengrube von mindestens 390µm
eine untergeordnete Rolle. Es kann daher angenommen werden, dass die Da¨mpfung vor
allem von der viskosen Stro¨mung in den Kammelektroden und von dem Druckwider-
stand der Spiegelplatte bzw. des beweglichen Rahmens bestimmt wird. Dabei ist fu¨r den
Druckwiderstand bei Bauelementen mit hohen Frequenzen bzw. Amplituden mit einem
steigenden Einfluss zu rechnen.
Wie anhand von Experimenten oder numerischen Berechnungen nachvollzogen werden
kann, wird der fu¨r die Bestimmung des Druckwiderstands beno¨tigte Beiwert cd stark von
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Abb. 3.26: Einfluss der Ru¨ckseitengrube auf die Da¨mpfung. Ergebnisse der fluidmechani-
schen FE-Analyse eines Mikroscannerspiegels beim Nulldurchgang der Auslenkung
(D = 1.5 mm, θ˙x = 500 rad/s). a) Schnitt durch das Stro¨mungsprofil in der Mitte
des Scanners (Seitenansicht); b) Schnitt durch das Stro¨mungsprofil innerhalb der
Kavita¨t (Draufsicht); c) resultierende Da¨mpfungsmomente.
der Geometrie der Ru¨ckseitengrube (Kavita¨t) des Mikroscannerspiegels beeinflusst. Stellt
die Da¨mpfung fu¨r eine Anwendung einen besonders kritischen Punkt dar, kann sie anhand
nichtlinearer FE-Analysen bestimmt bzw. optimiert werden. Entsprechende Ergebnisse
sind beispielhaft in Abb. 3.26 enthalten. Die in Abb. 3.26c enthaltenen Momentenverla¨ufe
ergeben sich dabei entsprechend Gl. (3.93) bzw. Gl. (3.94) aus den Druckverha¨ltnissen an
der Oberfla¨che der bewegten Struktur. Bei der Interpretation muss allerdings beachtet
werden, dass sowohl die Beitra¨ge der Druck- als auch der Squeeze-film-Da¨mpfung in den
Verla¨ufen enthalten sind. Nach einer Kurvenanpassung mithilfe eines Polynoms zweiter
Ordnung la¨sst sich anhand des quadratischen Koeffizienten der Beiwert cd ermitteln.
Wie ebenfalls anhand Abb. 3.26c deutlich wird, kann der Einfluss der Plattenda¨mpfung
durch Vergro¨ßerung der Ru¨ckseitengrube signifikant verringert werden. Dies ist vor allem
fu¨r große, schnelle Spiegel interessant. Fu¨r diese kann die Gesamtda¨mpfung auf diese
Weise durchaus um 25 % verringert werden. Entsprechend Gl. (2.21) entspricht das einer
Erho¨hung der Amplitude von ca. 10 %.
Fu¨r typische Ru¨ckseitengruben mit einer Ho¨he von 390µm ergeben sich fu¨r runde oder
leicht elliptische Spiegelplatten Werte in einem Bereich von cd ≈ 5 . . . 10. Fu¨r rechteckige
Spiegelplatten mit w ≈ l gilt cd ≈ 30 . . . 40. Die von einer rechteckfo¨rmigen Spiegel-
platte verursachten Da¨mpfungsmomente sind also im Vergleich zu runden Spiegelplatten
erheblich gro¨ßer. Dies muss beim Entwurf beachtet werden.
Die gegenseitige, wechselseitige Beeinflussung der Da¨mpfungsmechanismen einer
schwingenden Spiegelplatte bei gleichzeitiger Oszillation des beweglichen Rahmens wurde
im Rahmen dieser Arbeit nicht na¨her untersucht. Anhand von experimentell ermittelten
Werten la¨sst sich jedoch darauf schließen, dass zumindest fu¨r fx  fy nur eine geringfu¨gi-
ge Einflussnahme zu erwarten ist. Beim Entwurf ko¨nnen daher beide Achsen getrennt
voneinander untersucht werden. Der bewegliche Rahmen wird dabei als Spiegelplatte von
entsprechender Form und Gro¨ße betrachtet.
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3.4 Randbedingungen der Elektrik bzw. Elektrostatik
Aufgrund des in Fraunhofer IPMS Mikroscannerspiegeln zum Einsatz kommenden elek-
trostatischen Antriebsprinzips mu¨ssen beim Entwurf eine Reihe von elektrischen bzw.
elektrostatischen Randbedingungen beru¨cksichtigt werden. Diese betreffen sowohl Effek-
te, die die Betriebssicherheit bzw. die Zuverla¨ssigkeit der Bauelemente beeinflussen als
auch weniger harte Kriterien wie Spannungsbedarf oder Leistungsaufnahme. Letztere
stellen zwar nicht die Funktionsfa¨higkeit des Bauelements in Frage, ko¨nnen jedoch eben-
falls zur Folge haben, dass fu¨r eine bestimmte Anwendung alternative Technologien den
Vorzug erhalten. So spielt beispielsweise die Leistungsaufnahme fu¨r mobile Anwendungen
eine entscheidende Rolle.
Zur Bestimmung der elektrostatischen Kraft- bzw. Momentenverla¨ufe wird im Rahmen
dieser Arbeit ausschließlich der auslenkungsabha¨ngige Kapazita¨tsverlauf, also die im elek-
trischen Feld gespeicherte Energie bzw. deren A¨nderung betrachtet. Dazu sind, um den
Anstieg des Verlaufs zu ermitteln, zumindest in numerischen Modellen wenigstens zwei Re-
chenschritte notwendig. Prinzipiell ist es mithilfe des Maxwellschen-Spannungstensors
auch mo¨glich, die in einer Elektrodenanordnung wirkende elektrostatische Kraft direkt
zu berechnen [63, 85]. Es hat sich jedoch gezeigt, dass diese Methode vergleichswei-
se stark von der Wahl der Unterteilungen z.B. eines FE-Netzes abha¨ngig ist und daher
selbst in Netzen mit sehr geringen Diskretisierungsabsta¨nden noch große Abweichungen
bzw. schlechte Konvergenzeigenschaften (siehe auch Abschnitt 5.1.2) auftreten ko¨nnen
[86]. Der Grund dafu¨r liegt in der Tatsache, dass der Maxwellsche Spannungstensor
an Ecken und Kanten einer Modellgeometrie nicht definiert ist. Die Bestimmung der
elektrostatischen Kra¨fte mithilfe von Energiebetrachtungen weist diese Nachteile nicht
auf.
3.4.1 Antriebskapazita¨ten und Randfelder
Die sich fu¨r den Out-of-plane-comb-Antrieb ergebende, auslenkungsabha¨ngige Charak-
teristik der Antriebskapazita¨t ist entscheidend fu¨r die dynamischen Eigenschaften der
Bauelemente. Wie aus Abschnitt 2.3.2 bzw. dem folgenden Kapitel 4 hervorgeht, ist der
Verlauf des sich daraus ergebenden elektrostatischen Moments in der Na¨he der Ruhela-
ge des Mikroscanners außerdem entscheidend fu¨r die Gro¨ße und Gestalt der instabilen
Region des Bauelements und damit fu¨r das Anschwingverhalten. Die in Abschnitt 2.2.2
bzw. Abschnitt 2.3.1 vorgestellten analytischen Modelle zur Bestimmung des Verlaufs der
Kapazita¨t bzw. der resultierenden elektrostatischen Kraft (vgl. Abb. 2.6 auf S. 15) werden
dem nicht ausreichend gerecht. Der sich daraus ergebende Verlauf der Antriebsmomen-
te weist einen Sprung genau bei der Ruhelage des Bauelements auf. Folglich wu¨rde der
fu¨r das Anschwingen eines Bauelements entscheidende Anstieg des elektrostatischen Mo-
ments in der Ruhelage unendlich. Dies ist physikalisch nicht sinnvoll und fu¨hrt zu falschen
Ergebnissen.
Der Grund fu¨r die Abweichung des analytischen Modells nahe der Ruhelage liegt in der
Vernachla¨ssigung von Randeffekten innerhalb des elektrischen Felds. Diese lassen sich fu¨r
komplexe Geometrien nur mithilfe numerischer Analysen ausreichend genau beschreiben.
Dabei werden die Maxwellschen Gleichungen [87] unter Beachtung der entsprechenden
Randbedingungen gelo¨st. Mit dem Ansatz
~E = −∇ϕ (3.116)
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ergibt sich die folgende Poissonsche Differentialgleichung als Bedingung fu¨r die Erfu¨llung
der Maxwellschen Gleichungen im elektrostatischen Feld [85, 87]:
−∇ ·
(
ε∇ϕ− ~P
)
= ρ mit der Randbedingung ϕRand,i = ϕi (3.117)
Dabei sind die elektrische Polarisation ~P und die Raumladungsdichte ρ fu¨r den betrach-
teten Fall gleich null. Die Randbedingung ϕRand,i legt die elektrischen Potentiale an den
Randfla¨chen der Elektroden fest. Aus dem sich fu¨r ϕ ergebenden, ra¨umlichen Verlauf kann
die elektrische Kapazita¨t einer beliebigen Elektrodenanordnung bestimmt werden. Sie er-
gibt sich fu¨r zwei Elektroden mit den voneinander verschiedenen elektrischen Potentialen
ϕ1 und ϕ2 zu
C =
∣∣∣∣ qϕ1 − ϕ2
∣∣∣∣ (3.118)
mit q als elektrischer Ladung der kapazitiven Anordnung. Unter Beru¨cksichtigung von
Gl. (3.116) und dem Zusammenhang zwischen der elektrischen Feldsta¨rke und der dielek-
trischen Verschiebung ~D = ε ~E ergibt sich die Kapazita¨t zu:
C =
∣∣∣ 1
ϕ1 − ϕ2
∫
(A)
∫
~D d ~A
∣∣∣ = ∣∣∣ ε
ϕ1 − ϕ2
∫
(A)
∫
∇ϕ d ~A
∣∣∣ (3.119)
Dabei ist A eine beliebige, alle Feldlinien umfassende Fla¨che im Feldraum (beispielsweise
die Oberfla¨che einer der beiden Elektroden).
Entsprechende Untersuchungen mithilfe der FEM wurden bereits in [3] fu¨r 20µm hohe
Elektrodenstrukturen vorgestellt. Die Ergebnisse wurden jedoch ausschließlich zur U¨ber-
pru¨fung des vorgestellten analytischen Modells genutzt. In den Arbeiten von Ataman
et al. [18, 48] wurden a¨hnliche Untersuchungen an 30µm hohen Strukturen durchgefu¨hrt.
Dabei wurde der auslenkungsabha¨ngige Kapazita¨tsverlauf einer Fingerelektrode mithilfe
eines dreidimensionalen FE-Modells bestimmt. Dieser Ansatz hat den Nachteil, dass sich
die auf diese Weise ermittelten Ergebnisse nur schwer verallgemeinern lassen. A¨ndert
sich die Geometrie der Fingerelektroden, mu¨ssen die vergleichsweise aufwa¨ndigen 3D-
Simulationen wiederholt werden.
Da der qualitative Verlauf des elektrischen Felds auch bei vera¨nderter Geometrie der
Fingerelektroden erhalten bleibt, liegt die Mo¨glichkeit nahe, basierend auf den Ergebnis-
sen von FE-Rechnungen, eine Gro¨ßengleichung zu erstellen. Vernachla¨ssigt man zuna¨chst
Randeffekte an der Basis und am Ende der Fingerelektroden sowie deren Verkippung,
lassen sich die dafu¨r beno¨tigten Charakteristika anhand von zweidimensionalen Feldmo-
dellen bestimmen. Diese sind wesentlich weniger rechenaufwa¨ndig. Es ergibt sich ein
auslenkungsabha¨ngiger Kapazita¨tsbelag C ′i (Kapazita¨t pro Grabenla¨nge). Die sich mit
einem solchen FE-Modell ergebenden Feldverla¨ufe sind in Abb. 3.27a-c fu¨r verschiedene
Auslenkungen dargestellt. Abbildung 3.27d entha¨lt den sich ergebenden Verlauf des Ka-
pazita¨tsbelags fu¨r eine 30µm hohe Struktur. Er a¨hnelt dem des analytischen Modells.
Erwartungsgema¨ß ist der Kapazita¨tsverlauf im Bereich kleiner Auslenkungen stetig diffe-
renzierbar. Die resultierenden Momente weisen demnach keinen Sprung auf. Auch ist der
gesamte Verlauf zu gro¨ßeren Werten hin verschoben. Wie anhand von Untersuchungen bei
Variation der Geometrie gezeigt werden kann, la¨sst sich der Verlauf des Kapazita¨tsbelags,
zumindest fu¨r Elektroden mit einer im Verha¨ltnis zum Abstand großen Ho¨he (h  d),
mit der folgenden Funktion anna¨hern:
C ′i ≈ ∆C ′i e−1.665(s/h)
2
+ C ′0 mit ∆C
′
i = ε
h
s
, C ′0 ≈ const (3.120)
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Abb. 3.27: Einfluss der Randeffekte des elektrischen Felds. Mithilfe der FEM kann der Ka-
pazita¨tsverlauf der Antriebselektroden unter Beru¨cksichtigung der Randfelder er-
mittelt werden. Dargestellt sind die Potentialverla¨ufe fu¨r 30µm hohe Elektroden
mit 5µm Abstand und drei verschiedene Auslenkungen: a) s = 0µm; b) s = 15µm;
c) s = 30µm; d) resultierender Verlauf des Kapazita¨tsbelags.
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Abb. 3.28: Na¨herung fu¨r den Kapazita¨tsverlauf. a) Verlauf des auslenkungsabha¨ngigen Ka-
pazita¨tsbelags, entsprechend Gl. (3.120), fu¨r eine 30µm hohe Struktur mit 5µm
Elektrodenabstand; b) resultierender Verlauf der Kraft pro Grabenla¨nge.
Damit steht ein geschlossen differenzierbarer Ausdruck fu¨r den auslenkungsabha¨ngigen
Verlauf der Kapazita¨t zur Verfu¨gung. Entsprechend dem Zusammenhang zwischen elek-
trostatischer Kraft und Kapazita¨tsa¨nderung (Gl. (2.5) auf S. 13) ergibt sich fu¨r die Kraft
pro Grabenla¨nge na¨herungsweise der folgende Ausdruck:
F ′el,z′ ≈ −1.665 ∆C ′i U2
s
h2
0.1891(s/h)
2
(3.121)
Erwartungsgema¨ß ist die elektrostatische Kraft nicht abha¨ngig von dem aus den Rand-
feldern resultierenden Kapazita¨tsbelag C ′0. Ohne Beschra¨nkung der Allgemeinheit kann
dieser daher zu null gesetzt werden.
Der sich aus der Na¨herung (3.120) ergebende Verlauf ist in Abb. 3.28a dargestellt.
Abbildung 3.28b entha¨lt die resultierende Kraft pro Grabenla¨nge. Zum Vergleich sind
die Verla¨ufe der in Abschnitt 2.2.2 vorgestellten analytischen Modelle ebenfalls enthal-
ten. Es wird deutlich, dass die gesamte A¨nderung der Kapazita¨t ∆Ci fu¨r ausreichend
große Auslenkungen mit der des analytischen Modells identisch ist. Die sich ergebende
einkoppelbare Energie ist demnach gleich. Der auf Basis des analytisch bestimmten Kapa-
zita¨tsverlaufs ermittelte Zusammenhang zwischen Antriebsspannung und Amplitude der
Auslenkung (Gl. (2.21) auf S. 21) bleibt daher gu¨ltig.
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Abb. 3.29: Grenzen der Na¨herung fu¨r den Kapazita¨tsverlauf. a) Bei einer Anordnung der
Elektroden nahe der Drehachse verkippen diese noch im aktiven (eingeschwenkten)
Zustand stark. b) mithilfe der FEM bestimmter Kapazita¨tsverlauf einer achsnahen,
orthogonal ausgerichteten Fingerelektrode (l = 180µm, w = 3µm, h = 80µm) im
Vergleich zur Na¨herung (3.120).
Die sich mithilfe der Na¨herungen (3.120) und (3.121) ergebenden Verla¨ufe der Ka-
pazita¨t bzw. der elektrostatischen Kraft ko¨nnen genutzt werden, um die Eigenschaften
beliebiger Out-of-plane-Elektrodenanordnungen zu ermitteln. Die absoluten Gro¨ßen er-
geben sich dabei jeweils durch Integration u¨ber den Verlauf der offenen Strukturgra¨ben:
Ci =
∫
(KTr)
C ′i dξ mit C
′
i = f(ξ) (3.122)
~Fel =
∫
(KTr)
~F ′el dξ mit ~F
′
el = f(ξ) (3.123)
Dabei entspricht (KTr) dem mit ξ parametrisierten Verlauf der relevanten offenen Struk-
turgra¨ben. Das elektrostatische Drehmoment ergibt sich dann zu
~Mel =
∫
(KTr)
~r × ~F ′el dξ ≈
∫
(KTr)
y′ ~ex′ × F ′el,z′ ~ez′ dξ (3.124)
mit ~r = f(ξ) als zur Drehachse orthogonalem Ortsvektor, entsprechend Abb. 3.29.
Bei der Anwendung der in diesem Abschnitt vorgestellten Zusammenha¨nge ist zu
beachten, dass die genutzten Vereinfachungen fu¨r geringe Absta¨nde der Elektroden zur
Drehachse an Gu¨ltigkeit verlieren. Der Grund dafu¨r liegt in der zunehmenden Verkip-
pung der Anordnung innerhalb des Auslenkungsbereichs mit relevanter Kapazita¨tsa¨nde-
rung. Abbildung 3.29 verdeutlicht dies. Es ist erkennbar, dass zumindest fu¨r orthogonal
zur Drehachse ausgerichtete Gra¨ben der in Abb. 3.27 dargestellte qualitative Verlauf des
elektrischen Potentials weitgehend erhalten bleibt. In achsnahen, parallel zur Drehachse
angeordneten Gra¨ben a¨ndert sich der Feldverlauf jedoch stark. Na¨herung (3.120) ist dann
nicht mehr anwendbar.
Abbildung 3.29b entha¨lt den mithilfe eines dreidimensionalen FE-Modells ermittelten
Kapazita¨tsverlauf einer achsnahen Fingerelektrode. Es wird deutlich, dass die Verkip-
pung der Elektrode einen signifikanten Einfluss auf die Kapazita¨t hat. Selbst bei großen
Auslenkungen ergeben sich im Vergleich zur Na¨herung erhebliche Unterschiede bezu¨glich
der Absolutwerte und des Anstiegs der Kapazita¨t. Fu¨r kleine Auslenkungen resultieren
vor allem Abweichungen bezu¨glich des Anstiegs.
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Abb. 3.30: Isolationsstrukturen in Fraunhofer IPMS Mikroscannerspiegeln. a) gefu¨llter Iso-
lationsgraben; b) Kombination aus gefu¨llten Gra¨ben und offenen Gra¨ben zur Ver-
ringerung der parasita¨ren Kapazita¨t; c) gefu¨llter Isolationsgraben mit erho¨hter me-
chanischer Stabilita¨t [31]; d) REM -Aufnahme einer gefu¨llten Isolationsstruktur im
Profil.
Die in diesem Abschnitt vorgestellte Na¨herung kann demnach ausschließlich zur Be-
stimmung der Charakteristika von Elektrodenanordnungen mit ausreichend großem Ab-
stand zur Drehachse (r  h) genutzt werden. Wird diese Bedingung nicht erfu¨llt, mu¨ssen
weitere Untersuchungen durchgefu¨hrt werden. Fu¨r Fraunhofer IPMS Mikroscannerspiegel
stellt dies jedoch in der Regel kein Problem dar, da hier der Mindestabstand der Elektro-
den fu¨r 30µm hohes SOI standardma¨ßig 120µm betra¨gt. Der Grund dafu¨r liegt in der
Einhaltung von Mindestabsta¨nden zwischen Strukturen mit unterschiedlichen elektrischen
Potentialen.
3.4.2 Spannungsfestigkeit
Die Trennung der fu¨r den Antrieb bzw. fu¨r integrierte Sensoren [27] beno¨tigten elektri-
schen Potentiale wird mithilfe von gea¨tzten Gra¨ben in der SOI -Schicht des Bauelements
realisiert. Bezu¨glich der Spannungsfestigkeit mu¨ssen dabei zumindest zwei Mechanismen
beru¨cksichtigt werden. Zum einen weisen die in den gefu¨llten Gra¨ben (Abschnitt 2.1 bzw.
Abb. 3.30) zum Einsatz kommenden Isolatormaterialien nur eine begrenzte Spannungsfes-
tigkeit auf, zum anderen muss die Gefahr eines elektrischen Durchschlags in einem offenen
Graben, beispielsweise zwischen den Antriebselektroden, in Betracht gezogen werden.
Gefu¨llte Isolationsgra¨ben (Abb. 3.30a-c) realisieren zusa¨tzlich zu einer elektrischen
Isolation eine mechanische Verbindung14. Sie bestehen aus gea¨tzten Gra¨ben, de-
ren Seitenwa¨nde mit einer elektrisch isolierenden Schicht, beispielsweise Siliziumdioxid
oder Siliziumnitrid, versehen werden. Die mechanische Verbindung wird durch eine
Fu¨llung mit polykristallinem Silizium realisiert. Durch Ausbildung einer Ma¨anderstruktur
(Abb. 3.30c) kann dabei die mechanische Belastbarkeit erho¨ht werden [31].
14Die in Abb. 3.30b dargestellte Variante kommt nicht in freistehenden SOI -Schichten zum Einsatz.
Das darunterliegende Substrat realisiert somit eine mechanische Verbindung trotz offener Gra¨ben.
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Tabelle 3.5: Elektrische Eigenschaften der Isolationsstrukturen. Die Spannungfestigkeiten
beziehen sich auf Teststrukturen mit einer Kombination aus Siliziumdioxid
(≈ 180 nm) und Siliziumnitrid (≈ 135 nm) als Isolator [31, 88].
doppelt, gefu¨llt gefu¨llt und offen Ma¨anderstruktur
Eigenschaft
Abb. 3.30a Abb. 3.30b Abb. 3.30c
Spannungsfestigkeit max Uˆi 250 V (230 V)
‡ ≈ 400 V 230 V
typ. Ableitungsbelag G′ 50 pS/mm →∞§ 109 pS/mm
typ. Kapazita¨tsbelag C ′ 1.4 pF/mm 13 fF/mm 3.1 pF/mm
‡Fu¨r Isolationsgra¨ben mit U¨bergang vom Randbereich des Chips (mit Substrat unter SOI ) zur Mitte
(ohne Substrat unter SOI , vgl. Abb. 2.4 auf S. 11) reduziert sich die Spannungsfestigkeit.
§elektrischer Widerstand gro¨ßer als der verfu¨gbare Messbereich
Die Spannungsfestigkeit der gefu¨llten Gra¨ben wird nicht ausschließlich von der Durch-
schlagsfestigkeit des Isolatormaterials bestimmt. Diese liegt fu¨r Siliziumdioxid in einer
Gro¨ßenordnung von 1000 V/µm. Bei einer Dicke der Isolation von ca. 200 nm ergibt sich
eine Spannungsfestigkeit von ca. 200 V je Grabenwand. Fu¨r eine idealisierte Isolations-
struktur, bestehend aus zwei parallelen Isolationsgra¨ben (Abb. 3.30a), ergibt sich demnach
eine theoretische Spannungsfestigkeit in der Gro¨ßenordnung von 800 V. Die experimen-
tell ermittelten Spannungfestigkeiten liegen deutlich unterhalb dieses theoretischen Maxi-
mums [88]. Selbst fu¨r Isolationsstrukturen mit einer zusa¨tzlichen isolierenden Schicht aus
Siliziumnitrid an den Grabenwa¨nden ergeben sich lediglich Werte in der Gro¨ßenordnung
von 200 V (vgl. Tabelle 3.5). Die Gru¨nde fu¨r die großen Abweichungen der experimentell
bestimmten Durchbruchspannung vom theoretischen Maximum liegen in Fertigungstole-
ranzen bei der A¨tzung der Gra¨ben und bei der Abscheidung der Isolatormaterialien. Diese
resultieren in Abweichungen der Isolationswidersta¨nde. Da innerhalb einer Struktur meh-
rere Isolationswidersta¨nde in Reihe angeordnet sind, entsteht u¨ber der Isolation mit dem
jeweils ho¨chsten Widerstand der gro¨ßte Spannungsfall, was zu einem fru¨heren Ausfall bei
Erho¨hung der Spannung fu¨hrt. Die Spannungsfestigkeit steigt daher nicht proportional
mit der Anzahl der in Reihe geschalteten Isolationen.
Offene Isolationsgra¨ben (Abb. 3.30b bzw. Abb. 2.7b auf S. 18) kommen hauptsa¨chlich
zur Definition der beweglichen Teile bzw. der Antriebselektroden eines Mikroscanner-
spiegels zum Einsatz. Das umgebende Fluid wirkt dabei als Isolator. Die Spannungsfes-
tigkeit wird daher von der maximalen Feldsta¨rke innerhalb der Grabenstruktur bzw. der
Durchschlagfeldsta¨rke des Fluids bestimmt.
Als Durchschlagfeldsta¨rke wird diejenige Feldsta¨rke bezeichnet, ab der eine statistisch
auftretende Ionisation zu einer Ionenlawine fu¨hrt. Da ein solcher Vorgang stark von der
freien Wegla¨nge L innerhalb des Fluids bestimmt wird, besteht eine Abha¨ngigkeit von
der Temperatur und dem Druck des Fluids (vgl. Gl. (3.84) auf S. 64). Nimmt die freie
Wegla¨nge Werte in der Gro¨ßenordnung des Elektrodenabstands d an (oder umgekehrt),
treten zusa¨tzliche Effekte auf. Mit steigendem Verha¨ltnis L/d wa¨chst die Wahrscheinlich-
keit, dass ein Ion mit der beno¨tigten Ionisierungsenergie eine Elektrode erreicht, bevor ein
ionisierender Stoß mit einem anderen Teilchen stattfinden kann [3, 89]. Die Durchschlag-
feldsta¨rke steigt daher mit geringer werdendem Elektrodenabstand an. Dieser Zusam-
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Abb. 3.31: Durchschlagspannungen fu¨r Mikrostrukturen in Luft. a) Paschen-Kurve fu¨r Luft
[3]; b) modifizierte Paschen-Kurve unter Beru¨cksichtigung der Feldemission in
Luft bei konstantem Druck p = p0 [90].
menhang wird u¨blicherweise mithilfe des Paschen-Gesetzes beschrieben. Es besagt, dass
in einem homogenen Feld die Durchschlagspannung eine Funktion des Produkts aus Gas-
druck und freier Wegla¨nge (Schlagweite) ist. Es ergibt sich der in Abb. 3.31a dargestellte
Verlauf.
Fu¨r sehr geringe Elektrodenabsta¨nde d < 4µm kann ein von der Paschen-Kurve ab-
weichender Verlauf der Durchschlagspannung beobachtet werden [89, 90]. Es wird ange-
nommen, dass es aufgrund von minimalen Oberfla¨chenrauigkeiten der Elektroden zu star-
ken lokalen U¨berho¨hungen der elektrischen Feldsta¨rke kommt. Wird dabei eine Gro¨ßen-
ordnung von 109 V/m erreicht, ko¨nnen Elektronen aus dem Kathodenmaterial austreten.
Man spricht in diesem Zusammenhang auch von Feldemission (Fowler-Nordheim-
Tunneling, Theorie nach Stratton, [91]). Die resultierenden Durchschlagspannungen
und Stromdichten sind stark vom lokalen elektrischen Feld und von der Beschaffenheit
des Kathodenmaterials abha¨ngig. Die Gro¨ßenordnung der Durchschlagspannung fu¨r eine
bestimmte Elektrodenanordnung la¨sst sich daher nur anhand experimenteller Untersu-
chungen bestimmen. In Abbildung 3.31b sind die Resultate der Arbeitsgruppen um Jones
(Silizium-Kathoden, [90]) und Dhariwal (Metall-Kathoden, [89]) dargestellt. Es wird
deutlich, dass Feldemissionseffekte fu¨r Fraunhofer IPMS Mikroscannerspiegel mit Elek-
trodenabsta¨nden bzw. Grabenbreiten von typischerweise 3 − 8µm keine entscheidende
Rolle spielen. Erst bei einem Elektrodenabstand von ca. 2µm erreicht die Durchbruch-
spannung den Bereich der genutzten Pulsspannungen.
Es soll an dieser Stelle noch darauf hingewiesen werden, dass sich die tatsa¨chlichen
Absta¨nde der Elektroden im ausgelenkten Zustand des Bauelements erheblich verringern
ko¨nnen (vgl. Abb. 3.29). Dies gilt vor allem fu¨r Isolationsgra¨ben, welche parallel und nahe
zur Drehachse angeordnet sind. Diese Tatsache muss beim Entwurf unbedingt beachtet
werden. Als Gegenmaßnahmen ko¨nnen beispielsweise die Breiten der betroffenen Gra¨ben
erho¨ht werden.
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Abb. 3.32: Ersatzschaltbild eines Fraunhofer IPMS Mikroscannerspiegels. a) Ursachen fu¨r pa-
rasita¨re Widersta¨nde und Kapazita¨ten; b) stark vereinfachtes Ersatzschaltbild eines
1D-Mikroscannerspiegels.
3.4.3 Leistungsaufnahme
Wie bereits erwa¨hnt wurde, spielt die Leistungsaufnahme der Mikroscannerspiegel fu¨r
viele Anwendungen eine wichtige Rolle. Grundsa¨tzlich ist das zum Einsatz kommende re-
sonante Antriebsprinzip sehr gut geeignet, um Bauelemente mit sehr geringem Leistungs-
bedarf zu realisieren. Zum einen muss aufgrund der resonanten Arbeitsweise lediglich die
durch Da¨mpfungseffekte entzogene Energie ersetzt werden. Außerdem fließen wa¨hrend
des Betriebs prinzipbedingt nur vergleichsweise geringe (Verschiebungs-) Stro¨me, sodass
der Verlust aufgrund des ohmschen Widerstands gering ist. Dies ist vor allem ein Vorteil
gegenu¨ber Bauelementen mit magnetischem Antriebsprinzip, welche typischerweise einen
mehrfach ho¨heren Leistungsbedarf aufweisen.
Die Leistungsaufnahme wird sowohl bei synchronisierter als auch bei parametrischer
Anregung (Abschnitt 2.3) vor allem von der Gro¨ße der Kapazita¨t bestimmt, welche beim
Umschalten der Potentiale geladen bzw. entladen werden muss. Diese setzt sich aus
der Antriebskapazita¨t und den parasita¨ren Kapazita¨ten des Bauelements zusammen. In
Abbildung 3.32 sind die Ursachen parasita¨rer Kapazita¨ten und Widersta¨nde sowie ein ver-
einfachtes Ersatzschaltbild eines 1D-Mikroscannerspiegels dargestellt. Die sich aus dem
Ableitungsbelag der Isolationen ergebenden Parallelwidersta¨nde 1/∫G′ liegen typischerwei-
se in einem Bereich von mehreren Gigaohm (vgl. Tabelle 3.5) und ko¨nnen vernachla¨ssigt
werden. Geht man davon aus, dass die Kapazita¨ten des Bauelements bei jedem Schaltvor-
gang vollsta¨ndig geladen bzw. entladen werden, ergibt sich die mittlere Leistungsaufnahme
eines Mikroscannerspiegels zu
P¯i = (∆Ci + ∫C ′) fi Uˆ2i mit fi =
1
2
fu,i (3.125)
Dabei wird die nicht in Bewegungsenergie umgewandelte elektrische Energie an den ohm-
schen Widersta¨nden der Zuleitungen RSOI in Wa¨rme umgewandelt. Vernachla¨ssigt man
zuna¨chst die parasita¨ren Kapazita¨ten ∫ C ′ und geht von einer Gro¨ßenordnung der An-
triebskapazita¨t von 1 pF aus, ergibt sich ein theoretisches Minimum des Leistungsbedarfs
im Bereich von einigen 100 pW (SINUS-Scanner) bis zu maximal 1 mW (hochfrequenter
Scanner z.B. zur Bildprojektion).
Wie aus Tabelle 3.5 entnommen werden kann, liegt die sich aus einer 1 mm langen
Isolationsstruktur ergebende, parasita¨re Kapazita¨t durchaus in der Gro¨ßenordnung der
Antriebskapazita¨t. Kommen Ma¨anderstrukturen (Abb. 3.30c) zum Einsatz, kann sie so-
gar um ein Vielfaches ho¨her sein als die Kapazita¨t der Antriebselektroden. Da die Ge-
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samtla¨nge der in einem Mikroscannerspiegel zum Einsatz kommenden Isolationsstruktu-
ren typischerweise mehrere Millimeter betra¨gt, sind die parasita¨ren Kapazita¨ten entschei-
dend fu¨r die Leistungsaufnahme eines Bauelements. Fu¨r hochfrequente Scanner ko¨nnen
daher Werte von 50 mW durchaus u¨berschritten werden.
Um die Leistungsaufnahme entscheidend zu senken, mu¨ssen demnach vor allem die
parasita¨ren Kapazita¨ten verringert werden. Dazu ko¨nnen mehrfach parallele Strukturen
oder Kombinationen mit offenen Gra¨ben (Abb. 3.30b) zum Einsatz kommen. Letzte-
rer Ansatz ist besonders effektiv, beeinflusst jedoch die mechanischen Eigenschaften des
Bauelements. Dies muss beim Entwurf beru¨cksichtigt werden.
Es sei noch angemerkt, dass die zum Betrieb eines Mikroscannerspiegels beno¨tigte Trei-
berschaltung typischerweise einen gro¨ßeren Einfluss auf die gesamte Leistungsaufnahme
hat als das Bauelement selbst. Der Grund dafu¨r liegt vor allem in den zur Bereitstellung
der Antriebsspannungen beno¨tigten Versta¨rkerstufen bzw. Hochsetzstellern [52]. Diese
arbeiten mit steigender Ausgangsspannung immer weniger effizient.
Aufgrund des großen Einflusses der parasita¨ren Kapazita¨ten und der Treiberschaltung
bzw. deren Abha¨ngigkeiten von der Antriebsspannung ergibt sich ein wichtiger Gesichts-
punkt beim Entwurf: Es muss ein prima¨res Ziel sein, die Antriebsspannung der Bau-
elemente zu verringern. Dabei kann sogar eine erho¨hte Da¨mpfung in Kauf genommen
werden.
3.4.4 Elektromechanische Stabilita¨t
Eine wichtige Besonderheit elektrostatischer Antriebsprinzipien ist das mo¨gliche Auftre-
ten elektromechanischer Instabilita¨ten. Diese ko¨nnen sowohl beim Normalbetrieb einer
Elektrodenanordnung [5, 32] als auch bei unerwu¨nschten Auslenkungen aufgrund von
parasita¨ren elektrostatischen Kra¨ften und Drehmomenten auftreten [3]. Voraussetzung
fu¨r ein elektromechanisch instabiles Verhalten ist ein elektrostatisches Moment, welches
in einer Auslenkungsrichtung schneller ansteigt als die mechanischen Ru¨ckstellmomente.
Das Resultat einer solchen Konstellation ist der sogenannte Pull-in-Effekt. Er fu¨hrt zu
einem unkontrollierten Anstieg der Auslenkung. Wird dies nicht durch geeignete Struk-
turen begrenzt (beispielsweise durch definierte Anschla¨ge), fu¨hrt dieses Verhalten zu einer
Kollision der Elektroden. Dies kann zur Zersto¨rung des Bauelements fu¨hren und muss
unbedingt vermieden werden.
Pull-in-Effekte der Kammelektroden
Aufgrund der Arbeitsweise des in Fraunhofer IPMS Mikroscannerspiegeln zum Einsatz
kommenden elektrostatischen Antriebs (Abschnitt 2.3) ko¨nnen Pull-in-Effekte bei der
Verkippung der Spiegelplatte bzw. des beweglichen Rahmens nicht auftreten. Der Grund
dafu¨r liegt in der Tatsache, dass die genutzten elektrostatischen Momente immer in Rich-
tung der mechanischen Ru¨ckstellmomente (in Richtung der Ruhelage) wirksam sind. Die
in einer Out-of-plane-Elektrodenanordnungen wirksamen, parasita¨ren elektrostatischen
Momente ko¨nnen jedoch durchaus zu einer unerwu¨nschten Auslenkung und auch zu einem
Pull-in-Effekt fu¨hren. Dieser Fall kann eintreten, wenn ein solches Moment in Richtung
eines mechanischen Freiheitsgrads (siehe Abschnitt 3.2.4) wirkt.
Die parasita¨ren elektrostatischen Momente eines Mikroscannerspiegels resultieren aus
der Tatsache, dass sich die Kapazita¨t der Elektrodenanordnung nicht ausschließlich bei
Auslenkungen in den genutzten Freiheitsgraden (Rotation um die x- bzw. y-Achse )
a¨ndern. So fu¨hrt beispielsweise auch eine Rotation um die z-Achse (Abb. 3.33) oder
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Abb. 3.33: Wirkung parasita¨rer elektrostatischer Momente. a) Beispiel fu¨r einen Freiheits-
grad mit mo¨glichem Pull-in-Verhalten; b) qualitativer Verlauf von parasita¨ren elek-
trostatischen Momenten. Wird der Anstieg der elektrostatischen Kraft gro¨ßer als
der Anstieg der mechanische Ru¨ckstellkraft, so wird das System instabil (Pull-in).
eine Translation in x- bzw. y-Richtung zu einer A¨nderung der Kapazita¨t. Entsprechend
Gl. (2.5) bzw. Gl. (2.17) folgt daraus eine elektrostatische Kraft bzw. ein elektrostatisches
Drehmoment.
Die allgemeine Bedingung fu¨r elektromechanische Stabilita¨t eines Mikroscanner-
spiegels kann folgendermaßen formuliert werden:
− d
d~s
~Fmech
∣∣∣
~s=0
>
d
d~s
~Fel
∣∣∣
~s=0
und − d
d~θ
~Mmech
∣∣∣
~θ=0
>
d
d~θ
~Mel
∣∣∣
~θ=0
(3.126)
Der Anstieg der ru¨ckstellenden mechanischen Momente (Kra¨fte) in der Ruhelage des Scan-
ners muss also betragsma¨ßig gro¨ßer sein als der des elektrostatischen Moments. Ist diese
Bedingung nicht erfu¨llt, wird das Gleichgewicht in der Ruhelage instabil. Beliebig kleine
Sto¨rungen fu¨hren zu einem Anstieg der Auslenkung und damit zu einem Pull-in. Abbil-
dung 3.33b verdeutlicht diese Zusammenha¨nge am Beispiel des parasita¨ren Drehmoments
um die z-Achse und des dazugeho¨rigen mechanischen Freiheitsgrads.
Mithilfe der Zusammenha¨nge zwischen Spannung, Kapazita¨t und elektrostatischen
Momenten Gl. (2.5) bzw. Gl. (2.17) resultiert aus Gl. (3.126) die folgende Bedingung
fu¨r die maximalen, fu¨r den Antrieb eines Mikroscannerspiegels nutzbaren elektrischen
Spannungen:
max Uˆi < min
{√
2 dd~s ~Fmech/ d
2
d~s2
Ci
∣∣∣∣
~s=0
,
√
2 dd~θ
~Mmech/ d2
d~θ2
Ci
∣∣∣∣
~θ=0
}
(3.127)
Die Spannung, bei der das Momentengleichgewicht gerade instabil wird (rechtsseitiger
Ausdruck der Ungleichung), wird als Stabilita¨tsspannung oder Pull-in-Spannung Upi be-
zeichnet. Sie ist ein wichtiger Betriebsparameter eines Mikroscannerspiegels. Neben der
Spannungsfestigkeit der Isolationen ist die Stabilita¨tsspannung eines Bauelements begren-
zend fu¨r die Antriebsspannung und damit fu¨r die Auslenkung.
In der Ruhelage (~s = 0 bzw. ~θ = 0) sind geometrische Nichtlinearita¨ten vernachla¨ssig-
bar. Der Anstieg der mechanischen Ru¨ckstellkra¨fte la¨sst sich daher fu¨r einfache Feder-
geometrien wie gerade Torsionsfedern mithilfe der linearen Bernoulli-Euler-Theorie
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sehr genau bestimmen. Sie ergeben sich fu¨r die drei relevanten Freiheitsgrade einer Spie-
gelplatte zu [3, 66]
d
d sx
Fmech,x
∣∣∣
sx=0
= −2Exx hw
l
(Translation in x-Richtung) (3.128)
d
d sy
Fmech,y
∣∣∣
sy=0
= −2Exx hw
3
l3
(Translation in y-Richtung) (3.129)
d
d θz
Mmech,z
∣∣∣
θz=0
= −Exx hw
3
2 l
(
4
3
+
a
l
+
a2
l2
)
(Rotation um z-Achse) (3.130)
mit l, w, h als Dimensionen der geraden Torsionsfedern und a als Abstand der Aufha¨ngun-
gen (La¨nge der Spiegelplatte).
Alternativ ko¨nnen die mechanischen Ru¨ckstellmomente mithilfe einer numerischen Ei-
genwertanalyse (siehe Abschnitt 3.2.4) bestimmt werden. Der Vorteil dieser Methode liegt
darin, dass sowohl die Eigenschaften beliebig komplexer Federgeometrien als auch die Ein-
flu¨sse der nur endlich steifen Spiegelplatten und Federaufha¨ngungen beru¨cksichtigt wer-
den ko¨nnen. Dabei wird ausgenutzt, dass die Ableitung der mechanischen Ru¨ckstellkraft
einer als linear angenommenen Feder (Aufha¨ngung) betragsma¨ßig der Federkonstante ent-
spricht. Es werden die sich fu¨r die relevanten Freiheitsgrade ergebenden, Eigenfrequenzen
fi und die dazugeho¨rigen Massen bzw. Massentra¨gheiten Mi bestimmt. Mit dem Zusam-
menhang zwischen Eigenresonanzfrequenz und Federkonstante eines linearen Oszillators
fi =
1
2pi
√
Ki/Mi ergeben sich daraus die Ableitungen der ru¨ckstellenden Momente:
d
d sx
Fmech,x
∣∣∣
sx=0
= −4pi2 f 2i m mit ~Xi‖~ex (3.131)
d
d sy
Fmech,y
∣∣∣
sy=0
= −4pi2 f 2i m mit ~Xi‖~ey (3.132)
d
d θz
Mmech,z
∣∣∣
θz=0
= −4pi2 f 2i Jzz mit ~Xi‖~eθz (3.133)
Dabei ist m die Masse und J das Massentra¨gheitsmoment der Spiegelplatte. Diese Gro¨ßen
mu¨ssen analytisch oder numerisch anhand der konkreten Geometrie bestimmt werden.
Die Ru¨ckstellmomente eines beweglichen Rahmens lassen sich analog dazu bestim-
men. Es mu¨ssen lediglich die sich fu¨r d
dx
Fmech,x und
d
dy
Fmech,y ergebenden Ausdru¨cke
vertauscht und der E-Modul in y-Richtung Eyy anstelle von Exx eingesetzt werden. In
den Gln. (3.131-3.133) muss gegebenenfalls fu¨r die Masse bzw. fu¨r das Massentra¨gheits-
moment der Spiegelplatte die entsprechende Gro¨ße des beweglichen Rahmens (inklusive
Spiegel) eingesetzt werden.
Die gegenseitige Beeinflussung der beiden Achsen eines 2D-Mikroscanners bezu¨glich
der elektromechanischen Stabilita¨t kann vernachla¨ssigt werden. Es wirkt zwar aufgrund
des Kreiselpha¨nomens ein zusa¨tzliches Drehmoment ~Mk auf die Spiegelplatte, welches vom
beweglichen Rahmen aufgebracht werden muss. Dieses hat jedoch einen vernachla¨ssigbar
geringen Einfluss auf die Stabilita¨tsspannung:
Das betragsma¨ßig maximale Kreiselmoment wirkt beim gleichzeitigen Nulldurchgang der
Schwingung beider Achsen (jeweils maximaler Drehimpuls) in Richtung der z-Achse. Es
ergibt sich aus der Massentra¨gheit der Spiegelplatte und den Winkelgeschwindigkeiten [3]:
max |Mk,z| = Jxx max |θ˙x| max |θ˙y| = 4pi2 Jxx fxθˆx fyθˆy (3.134)
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Dieses maximale Kreiselmoment wirkt in Richtung des parasita¨ren elektrostatischen Dreh-
moments bzw. des mechanischen Ru¨ckstellmoments, fu¨hrt also zu einer Verschiebung des
Gleichgewichts. Vernachla¨ssigt man zuna¨chst den Einfluss des elektrostatischen Moments,
so erha¨lt man fu¨r den neuen Gleichgewichtspunkt die folgende Auslenkung:
θ0 =
Mk,z
kt,z
mit kt,z ≈ − d
d θz
Mmech,z
∣∣∣
θz=0
(3.135)
Es ergibt sich somit entsprechend Gl. (3.126) fu¨r die elektromechanische Stabilita¨t
bezu¨glich der Rotation um die z-Achse na¨herungsweise die folgende Bedingung:
kt,z >
d
d θz
Mel,z
∣∣∣
θz=θ0
(3.136)
Bestimmt man die vom Kreiselpha¨nomen verursachten Vorauslenkungen exemplarisch fu¨r
einen Mikroscannerspiegel mit extremen Parametern (hochfrequente, große Spiegelplat-
te mit D = 2 mm, h = 80µm, fx = 40 kHz, beweglicher Rahmen mit sehr weicher
Aufha¨ngung, fy = 150 Hz), ergeben sich Werte in der Gro¨ßenordnung von θ0 ≈ 0.01 ◦.
Die sich daraus ergebende Verringerung der Stabilita¨tsspannung des beweglichen Rah-
mens betra¨gt weniger als 0.1 V (weniger als 0.3 %). Der Einfluss des Kreiselpha¨nomens
kann daher beim Entwurf von Mikroscannerspiegeln vernachla¨ssigt werden.
Der entsprechend Gl. (3.127) zur Bestimmung der Stabilita¨tsspannung ebenfalls
beno¨tigte Ausdruck d
2
d~s2
Ci ist stark von der konkreten Anordnung und Geometrie der
Fingerelektroden des Antriebs abha¨ngig. Fu¨r geometrisch einfache Anordnungen gerader
Fingerelektroden von einheitlicher Gestalt ko¨nnen analytische Na¨herungen dazu in [3]
gefunden werden. Die im Rahmen dieser Arbeit vorgestellte Methode zur Bestimmung
von Kapazita¨tsverla¨ufen bei Auslenkungen in Richtungen parasita¨rer Freiheitsgrade ist
wesentlich flexibler. Sie wird in Anhang F.5 eingehend beschrieben (siehe dazu auch
Kapitel 5).
Pull-in-Effekte der Fingerelektroden ko¨nnen zu einer zusa¨tzlichen Begrenzung der
Antriebsspannung fu¨hren. Sie resultieren aus der endlichen Steifigkeit der Elektroden
selbst. U¨bersteigen die elektrostatischen Kra¨fte die mechanische Widerstandsfa¨higkeit ei-
ner Fingerelektrode bzw. der Gegenelektrode, beginnen diese sich zu verbiegen; es kommt
zu einem Pull-in. Abbildung 3.34a verdeutlicht diesen Mechanismus.
Eine Fingerelektrode kann als einseitig eingespannter Biegebalken mit auslenkungs-
abha¨ngiger Fla¨chenlast betrachtet werden. In den Arbeiten von Pamidighantam [92, 93]
wird ein a¨hnlicher Fall untersucht. Es werden unter anderem die Bedingungen fu¨r den
Pull-in einer einseitig eingespannten Plattenelektrode u¨ber einer festen, massiven Gegen-
elektrode bestimmt. Dazu werden die elektrostatischen und mechanischen Eigenschaften
der Elektroden zuna¨chst auf eine stark vereinfachte Anordnung, bestehend aus einer linea-
ren Feder und einem idealen Plattenkondensator u¨bertragen. Fu¨r eine solche Anordnung
ko¨nnen vergleichsweise einfache analytische Zusammenha¨nge genutzt werden, um eine Be-
dingung fu¨r Stabilita¨t zu ermitteln. Es ergibt sich fu¨r die Spannung u¨ber den Elektroden
des Plattenkondensators [94]
U < Upi =
√
8 k d3
27 εA
(3.137)
mit k als konstanter Federha¨rte (Federkonstante), d als Elektrodenabstand und A als
Fla¨cheninhalt einer Elektrode des Plattenkondensators.
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Abb. 3.34: Pull-in-Effekt einer Fingerelektrode. a) U¨bersteigen die elektrostatischen Kra¨fte
die Widerstandsfa¨higkeit einer Fingerelektrode kommt es zum Pull-in. b) Verlauf
der Stabilita¨tsspannung gerader Fingerelektroden in Abha¨ngigkeit von der La¨nge
und Breite (d = 5µm). Die Ho¨he hat keinen Einfluss auf die Stabilita¨tsspannung.
Der erste Schritt zur Abbildung der beim Pull-in einer Fingerelektrode wirksamen
Mechanismen auf die vereinfachte Anordnung ist die Bestimmung der Fla¨che eines ideali-
sierten Plattenkondensators mit vergleichbaren Eigenschaften. Vernachla¨ssigt man Rand-
effekte des elektrischen Felds und setzt fu¨r die Biegelinie einer Fingerelektrode eine Kosi-
nusfunktion an, ergibt sich fu¨r die effektive Elektrodenfla¨che eines einseitig eingespannten
Balkens u¨ber einer unendlich ausgedehnten, massiven Gegenelektrode die folgende Na¨he-
rung [92]:
Aeff ≈ h
∫ l
l−lc
d− spi
d− f(x′)spi dx
′ mit f(x′) = 1− cos x
′pi
2 l
(3.138)
Dabei ist lc die U¨berlappungsla¨nge der Fingerelektrode mit der Gegenelektrode
(Abb. 3.34) und f(x′) die Ansatzfunktion fu¨r die Biegelinie des Balkens; spi ist die Aus-
lenkung am Ende der Fingerelektrode beim Pull-in.
Um diesen Zusammenhang auf die Eigenschaften einer Out-of-plane-comb-Elektrode
u¨bertragen zu ko¨nnen, muss beru¨cksichtigt werden, dass sich die Gegenelektrode im Fall
eines Pull-ins ebenfalls verbiegt. Dies kann durch eine Modifikation der Ansatzfunktion
f(x′) geschehen. Setzt man fu¨r die Biegung der Gegenelektrode ebenfalls einem kosi-
nusfo¨rmigen Verlauf an, ergibt sich der folgende Ausdruck fu¨r die effektive Biegelinie
eines Balkens u¨ber einer massiven Gegenelektrode:
f(x′) := 2− cos x
′pi
2 l
− cos
(
pi
2
− x
′pi
2 l
)
(3.139)
Nimmt man an, dass die effektive Federha¨rte eines einseitig eingespannten Balkens als
Quotient der elektrostatischen Fla¨chenlast Fy′ ≈ lc dFel,y′ und der Auslenkung am Ende
der Elektrode definiert ist, ergibt sich der folgende Ausdruck [92]:
kb,eff ≈ lc dFel,y′
spi
=
2
3
Ex′x′ hw
3
l3
(
3
λ3c − 6λc + 8
)
mit λc =
lc
l
(3.140)
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Setzt man nun die Ausdru¨cke (3.138) und (3.140) zusammen mit der effektiven Biege-
linie (3.139) in Gl. (3.137) ein, ergibt sich der folgende Ausdruck fu¨r die Stabilita¨ts-
spannung einer Fingerelektrode:
Upi =
√
4pi d3Ex′x′ w3 Γ
27 ε l4 (d− spi) (λ3c − 6λc + 8)
(
Artanh
spi
Γ
− Artanh d− 2spi
Γ
)−1
mit Γ =
√
−d2 + 4spi d− 2 s2pi (3.141)
Der Wert fu¨r spi ist zuna¨chst unbestimmt, kann aber mithilfe numerischer Methoden
oder experimentell bestimmt werden. Geht man wieder von einer geraden Elektrode aus,
welche sich parallel auf eine Gegenelektrode zubewegt, ergibt sich fu¨r die Auslenkung
beim Pull-in ein Wert von d/3 [5]. Es hat sich gezeigt, dass Gl. (3.141) bei Nutzung
dieser Na¨herung eine gute U¨bereinstimmung mit experimentell ermittelten Werten der
Stabilita¨tsspannung aufweist bzw. diese leicht unterscha¨tzt. Es gilt daher
spi ≈ d
3
(3.142)
Die sich fu¨r in [110]-Richtung erstreckenden Elektroden mit verschiedenen Breiten w
ergebenden Verla¨ufe der Stabilita¨tsspannung in Abha¨ngigkeit von der La¨nge l sind in
Abb. 3.34b dargestellt. Geht man davon aus, dass die Antriebsspannung 200 V nicht
u¨berschreitet und die Mindestbreite einer Fingerelektrode 1.5µm betra¨gt, kann die Sta-
bilita¨tsspannung beliebig orientierter Fingerelektroden mit d = 5µm bis zu einer La¨nge
von 75µm vernachla¨ssigt werden. Kommen la¨ngere Elektroden zum Einsatz muss der
vorgestellte Zusammenhang beru¨cksichtigt werden.
Wie anhand Gl. (3.141) deutlich wird, kann die La¨nge der Fingerelektroden l nicht
beliebig erho¨ht werden, ohne dass die fu¨r eine gleichbleibende Stabilita¨tsspannung beno¨tig-
te Breite w u¨berproportional ansteigt (Upi ∼
√
w3/l4). Damit verringert sich jedoch bei
gleichbleibender Breite der gesamten Elektrodenanordnung die Anzahl der realisierbaren
Fingerelektroden. Eine Mo¨glichkeit, diesem Trend entgegenzuwirken besteht darin, so-
wohl die Elektroden als auch die Gegenelektroden trapezfo¨rmig auszufu¨hren (Abb. 3.35a).
Dabei wird der Tatsache Rechnung getragen, dass das wirksame Biegemoment in der Na¨he
der Einspannung am gro¨ßten ist.
Die Federha¨rte einer solchen Struktur kann mithilfe der Methode der virtuellen Arbeit
ermittelt werden. Mit der Auslenkung sy′ bei Angriff einer Kraft Fy′ am freien Ende der
Elektrode
sy′ = 12
∫ l
0
Fy′ (l − x′)2
Ex′x′ hw3
dx′ mit w = f(x′) = w0 +
w1 − w0
l
x′ (3.143)
ergibt sie sich zu:
kb,z′ =
Fy′
sy′
=
Ex′x′ hw
2
0 (w0 − w1)3
6 l3 (3w0 − w1) (w1 − w0) + 2w20 ln w0w1
(3.144)
Wird nun mithilfe dieses Ausdrucks wieder die effektive Federha¨rte fu¨r eine vereinfachte
Elektrodenanordnung ermittelt und diese zusammen mit der effektiven Biegelinie (3.139)
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Abb. 3.35: Erho¨hung der Pull-in-Spannung durch trapezfo¨rmig ausgefu¨hrte Fingerelektroden.
a) Durch den Einsatz trapezfo¨rmiger Fingerelektroden kann die mechanische Wi-
derstandsfa¨higkeit und damit die Pull-in-Spannung erho¨ht werden. b) Verlauf
der Stabilita¨tsspannung trapezfo¨rmiger Fingerelektroden in Abha¨ngigkeit von der
La¨nge und mittleren Breite (d = 5µm) bei w0/w1 = 4.2.
in Gl. (3.137) eingesetzt, ergibt sich die Stabilita¨tsspannung fu¨r eine trapezfo¨rmige Fin-
gerelektrode:
Upi =
√
4pi d3Ex′x′ Θ Γ
27ε l4(d− spi) (λ3c − 6λc + 8)
(
Artanh
spi
Γ
− Artanh d− 2spi
Γ
)−1
(3.145)
mit Γ =
√
−d2 + 4spi d− 2 s2pi , Θ =
2w20 (w0 − w1)3
3 (3w0 − w1) (w1 − w0) + 6w20 ln w0w1
Dies entspricht dem Ausdruck fu¨r die Stabilita¨tsspannung gerader Fingerelektroden, wobei
w3 durch Θ = f(w0, w1) ersetzt wird.
Dividiert man die rechtsseitigen Ausdru¨cke der Gln. (3.145) und (3.141), erha¨lt man
ein Maß fu¨r die relative A¨nderung der Stabilita¨tsspannung beim U¨bergang von geraden
auf trapezfo¨rmige Fingerelektroden:
∆Urel =
√
2w20 (w0 − w1)3
3w3 (3w0 − w1) (w1 − w0) + 6w3w20 ln w0w1
(3.146)
Soll sich bei gleicher Breite der gesamten Elektrodenanordnung die Anzahl der Finger
nicht vera¨ndern, muss die mittlere Breite einer trapezfo¨rmigen Fingerelektrode gleich der
Breite einer geraden Vergleichselektrode sein:
w = w¯ =
w0 + w1
2
(3.147)
Fu¨hrt man nun eine dimensionslose Gro¨ße k = w0/w1 ein, ergibt sich aus Gl. (3.146) der
folgende Ausdruck:
∆Urel =
√
16 (k − 1)3 k2
3 (k + 1)3 (4 k − 3 k2 − 1 + 2 k2 ln k) (3.148)
Die durch den Einsatz trapezfo¨rmiger Fingerelektroden erreichbare Erho¨hung der Sta-
bilita¨tsspannung ha¨ngt demnach bei gleichbleibender La¨nge und Anzahl der Elektroden
ausschließlich von dem gewa¨hlten Breitenverha¨ltnis w0/w1 ab. Der optimale Wert fu¨r k
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wird vom Maximum des Verlaufs fu¨r ∆Urel bestimmt. Dieses la¨sst sich na¨herungsweise
numerisch bestimmen. Es ergibt sich zu:
max
k>0
∆Urel ≈ ∆Urel
∣∣
k=4.2
= 1.27 (3.149)
Unabha¨ngig von der La¨nge, Ho¨he und mittleren Breite einer trapezfo¨rmigen Fingerelek-
trode ergibt sich demnach eine maximale Stabilita¨t fu¨r trapezfo¨rmige Fingerelektroden,
welche an der Einspannung um den Faktor 4.2 breiter sind als an ihrem freien Ende.
Die relative Erho¨hung der Stabilita¨tsspannung betra¨gt dann 27 % (vgl. Abb. 3.34b und
Abb. 3.35b).
Trapezfo¨rmige Fingerelektroden stellen also eine sehr effektive, einfach zu realisierende
Mo¨glichkeit dar, im Bedarfsfall die Stabilita¨tsspannung der Elektroden zu erho¨hen.
3.5 Optische Randbedingungen
Fu¨r Fraunhofer IPMS Mikroscannerspiegel als optische MEMS -Bauelemente spielen op-
tische Eigenschaften bzw. Pha¨nomene eine wichtige Rolle. Im einfachsten Fall wird dabei
die spiegelnde Oberfla¨che als ideal eben angesehen. Werden dann noch Beugungseffekte
am Spiegelrand und die Divergenz des abgelenkten Laserstrahls vernachla¨ssigt, kann das
optische Verhalten mithilfe der Strahlenoptik beschrieben werden.
Fu¨r viele Anwendungen ist es allerdings notwendig, sowohl die Beugung am Spie-
gelrand, als auch die inha¨renten Eigenschaften des Laserlichts zu beru¨cksichtigen. Das
kann beispielsweise mit der Gauß-Optik [95] geschehen. Diese verbindet die Methoden
der Wellen- und Strahlenoptik und ist insbesondere zur Beschreibung des Ausbreitungs-
verhaltens von Laserlicht geeignet. Eine sich aus der Beugung am Plattenrand erge-
bende wichtige Eigenschaft eines Mikrospiegels ist dessen o¨ffnungsbegrenzende Wirkung
auf Laserstrahlen. Kleinere Aperturen D fu¨hren zu einer gro¨ßeren Divergenz und einer
Beeinflussung des Strahlprofils. Dieser Zusammenhang kann mithilfe des Rayleigh-
Kriteriums (2.34) beschrieben werden (siehe Abschnitt 2.3.3). Das Resultat ist eine sich
aus der jeweiligen Anwendung ergebende Mindestgro¨ße der Spiegelplatte. Dies muss beim
Entwurf beachtet werden.
Fu¨r große, schnelle Spiegel genu¨gen die Methoden der Gauß-Optik oft nicht mehr.
Die dynamische Deformation der Spiegelplatte (Abschnitt 3.2.6) kann dann Gro¨ßenord-
nungen erreichen, die der Wellenla¨nge des Lichts entsprechen. Phasenfrontfehler innerhalb
des reflektierten Lichts sind dann nicht mehr vernachla¨ssigbar. Reflektierte Wellenzu¨ge
ko¨nnen miteinander interferieren. Dies fu¨hrt zu einer Modulation der Leistungsdichte
innerhalb des reflektierten Laserstrahls. Es ko¨nnen sogar signifikante Nebenmaxima der
Intensita¨tsverteilung entstehen. Diese wirken sich auf die meisten Anwendungen extrem
sto¨rend aus. Da die dynamische Deformation von der Auslenkung des Mikrospiegels
abha¨ngt, entspricht die daraus resultierende Sto¨rung einer zeitlichen und ra¨umlichen Mo-
dulation der Wellenfront des reflektierten Lichts. Anders als eine statische Sto¨rung la¨sst
sie sich daher nicht ohne Weiteres im optischen System kompensieren.
Die sich aus einem gegebenen Deformationsprofil δ = f(x′, y′) ergebende Sto¨rung des
reflektierten Laserstrahls la¨sst sich mithilfe wellenoptischer Methoden untersuchen. Ent-
sprechend der skalaren Beugungstheorie von Kirchhoff [60] kann die Spiegelfla¨che eines
Mikroscanners dann als eine mit Punktquellen bedeckte Oberfla¨che betrachtet werden
(Prinzip von Fresnel-Huygens). Interpretiert man nun die von der Auslenkung und
Deformation des Mikrospiegels hervorgerufenen Phasendifferenzen innerhalb der gebeug-
ten (reflektierten) Welle als Eigenschaft dieser Punktquellen, la¨sst sich die Spiegelfla¨che
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Abb. 3.36: Fernfeld-Na¨herung der Wellenoptik. a) Entstehung der ortsabha¨ngigen Phasen-
verschiebung in der Blendeno¨ffnungsfunktion; b) Die Fourier-Transformierte der
Blendeno¨ffnungsfunktion A kann als deren Abbildung aus der objektseitigen Brenn-
ebene einer Sammellinse ins Unendliche betrachtet werden. Dabei wird vom Objekt
ausgehendes paralleles Licht in einen Punkt der Bildebene abgebildet.
mithilfe einer sogenannten Blendeno¨ffnungsfunktion darstellen. Diese beschreibt den Zu-
stand der ausfallenden Welle bezu¨glich einer Referenzebene (siehe Abb. 3.36).
Die Referenzebene des Mikrospiegels soll der x′-y′-Ebene eines lokalen Koordinatensys-
tems entsprechen, welches so orientiert ist, dass die x′-y′-Ebene um die Auslenkwinkel des
Spiegels θx und θy verkippt ist, sodass sie parallel zur Oberfla¨che der Spiegelplatte liegt.
Zusa¨tzlich ist dieses lokale Koordinatensystem um die Normale der Spiegelplatte rotiert,
sodass die Einfallsebene des Lichts mit der y′-z′-Ebene u¨bereinstimmt. Fu¨r einen Scan-
nerspiegel mit einem u¨ber der gesamten Spiegelfla¨che konstanten Reflexionsgrad ρr ergibt
sich die Blendeno¨ffnungsfunktion fu¨r die Reflexion von monochromatischem, koha¨rentem
Licht dann zu:
A =
{ √
ρrA0 ejφ : (x′, y′)T ∈ Ap
0 : sonst
mit φ = −2 k˜
(
y′ sin β0 +
δ
cos β0
)
(3.150)
Dabei ist A0 = f(x′, y′) die Amplitude der auf dem Objekt auftreffenden Welle,
δ = f(x′, y′) ist die Deformation der Oberfla¨che; k˜ ist die sich aus der Wellenla¨nge λ
ergebende Kreiswellenzahl mit:
k˜ =
2pi
λ
(3.151)
Die ortsabha¨ngige Amplitude der auftreffenden Welle A beru¨cksichtigt das Strahlpro-
fil des auf den Mikrospiegel gerichteten Laserlichts. Dieses besitzt typischerweise eine
Gauß-fo¨rmige Intensita¨tsverteilung [96]. Der Verlauf der Amplitude auf der Oberfla¨che
eines Mikrospiegels entsprechend der Anordnung in Abb. 3.36 la¨sst sich dann folgender-
maßen ausdru¨cken:
A0 = Aˆ e
− 4
D2
L
(x′2+y′2 cos2 β0)
(3.152)
Dabei ist Aˆ die Amplitude in der Mitte des Laserstrahls, DL ist der Strahldurchmesser.
Dieser ist so definiert, dass die Intensita¨t bei einem Abstand DL/2 vom Zentrum des
Strahls auf den relativen Wert e−2 abgesunken ist.
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Der Mikroscannerspiegel kann nun als fla¨chenhafter, ebener Emitter einer Lichtwel-
le mit der ortsabha¨ngigen Amplitudenfunktion A interpretiert werden. Das von einer
solchen Lichtquelle erzeugte komplexe Amplitudenfeld kann mit den Methoden der Wel-
lentheorie untersucht werden. Geht man davon aus, dass die lateralen Dimensionen des
beugenden Elements (Spiegelplatte) klein sind im Verha¨ltnis zu der Entfernung des Beob-
achtungspunkts, genu¨gen Untersuchungen im Fernfeld (Fraunhofer-Na¨herung). Dabei
werden die aus der Geometrie des beugenden Elements resultierenden nichtlinearen Effek-
te bezu¨glich der Wellenausbreitung vernachla¨ssigt [60]. Das Kirchhoffsche Beugungsin-
tegral, dessen Lo¨sung ψ (komplexe Amplitudendichte) das Beugungsfeld einer beliebigen
Struktur beschreibt, vereinfacht sich dann zu dem folgenden Zusammenhang [60, 95]:
ψ ∼
∫ +∞∫
−∞
A ejk˜(X′ x′+Y ′ y′)/R dx′dy′ mit ψ = f(X ′, Y ′) (3.153)
Dabei ist R → ∞ der Abstand einer zur Referenzebene parallel verlaufenden Beobach-
tungsebene mit den Ebenenkoordinaten X ′ und Y ′ (Abb. 3.36). Fu¨hrt man nun zwei
Ortsfrequenzen k˜X′ und k˜Y ′ mit
k˜X′ :=
k˜ X ′
R
und k˜Y ′ :=
k˜ Y ′
R
(3.154)
ein [60], kann Gl. (3.153) folgendermaßen neu geschrieben werden:
ψ ∼
∫ +∞∫
−∞
A ej(k˜X′ x′+k˜Y ′ y′) dx′dy′ =: F {A} mit ψ = f(k˜X′ , k˜Y ′) (3.155)
Der qualitative Verlauf des Amplitudenfelds im Fraunhoferschen Beugungsmuster
entspricht also der Fourier-Transformierten der Blendeno¨ffnungsfunktion A. Abbil-
dung 3.36 verdeutlicht diesen Zusammenhang. Dabei wird die Fourier-Transformation
mithilfe einer Sammellinse dargestellt, welche ein in der Brennebene platziertes, beugen-
des Objekt auf eine Projektionsfla¨che in der zweiten Brennebene abbildet [95]. Es wird
deutlich, dass dabei jeweils parallel verlaufende, von dem beugenden Objekt ausgehende
Wellen in einen Punkt der Abbildung gebrochen werden. Dies entspricht der Interferenz
im Unendlichen, also der Fernfeldna¨herung.
Mithilfe des Zusammenhangs (3.155) kann das Beugungsmuster in einer beliebigen, zur
Referenzebene parallelen Beobachtungsebene mit dem Abstand R D in guter Na¨herung
bestimmt werden. Anhand der Gln. (3.154) und (3.155) wird deutlich, dass der qualita-
tive Verlauf des Beugungsmusters nicht von R abha¨ngt. Eine Vera¨nderung des Abstands
fu¨hrt lediglich zu dessen Streckung bzw. Stauchung. Es ist daher sinnvoll, eine andere
Darstellung als die in den Ebenenkoordinaten (X ′, Y ′) zu wa¨hlen. Mithilfe geometrischer
Betrachtungen anhand Abb. 3.36 bzw. der Zusammenha¨nge zwischen der Wellenla¨nge
des gebrochenen Lichts und der angenommenen Brennweite der Fourier-Linse, kann
folgender Zusammenhang zwischen den Ortsfrequenzen und den Austrittswinkeln der in-
terferierenden Wellen gefunden werden [95]:
α∞ = − arctanλ k˜X′ bzw. β∞ = − arctanλ k˜Y ′ (3.156)
Dies entspricht einer Transformation des Beugungsfelds ψ aus dem kartesischen Koordi-
natensystem (X ′, Y ′, R) in die Kugelkoordinaten (α∞, β∞, r), wobei der Radius r beliebig
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Abb. 3.37: Anwendung der DFT zur Bestimmung des Beugungsmusters im Fernfeld. Mithilfe
der Fourier-Transformation ko¨nnen die Einflu¨sse der dynamischen Deformation
untersucht werden. Das dargestellte Muster ergibt sich fu¨r D = 1.2 mm, rms δ =
375 nm, DL = 1 mm, β0 = 0
◦, N = M = 1024, ∆x′ = ∆y′ = 3.4µm.
gewa¨hlt werden kann. Es ergibt sich ein ausschließlich von den Winkeln α∞ und β∞
abha¨ngiges Beugungsmuster (Abb. 3.37).
Da das Fourier-Integral nur fu¨r wenige Sonderfa¨lle analytisch gelo¨st werden kann,
wird im Rahmen dieser Arbeit die diskrete Fourier-Transformation (DFT ) genutzt.
Diese stellt einen Sonderfall der Fourier-Transformation dar, bei der ein zeit- oder orts-
diskreter, periodischer Verlauf transformiert wird. Um diese Bedingungen zu erfu¨llen,
muss die Blendeno¨ffnungsfunktion A zuna¨chst diskretisiert werden:
Am,n = A
∣∣∣
x′=x′m
y′=y′n
mit x′m =
(
m− M
2
)
∆x′, y′n =
(
n− N
2
)
∆y′ (3.157)
m = (0, . . . ,M−1) und n = (0, . . . , N−1)
Dabei legen ∆x′ und ∆y′ die Diskretisierungsweiten in x′- und y′-Richtung fest; M und
N sind die Anzahl der Stu¨tzstellen pro Periode. Die Werte fu¨r M,N bzw. ∆x′,∆y′
mu¨ssen so gewa¨hlt werden, dass bei der Diskretisierung von A mo¨glichst keine relevante
Information verloren geht. Dazu muss das WKS-Sampling-Theorem (nach Whittaker-
Kotelnikow-Shannon) beru¨cksichtigt werden [97]. Es besagt, dass die (Orts-) Diskre-
tisierungsfrequenz 1/∆x′ bzw. 1/∆y′ zumindest zweifach gro¨ßer sein muss als die jeweils
gro¨ßte relevante (Orts-) Frequenz des zu diskretisierenden Verlaufs. Da mit steigender
Zahl der Stu¨tzstellen der Rechenaufwand stark ansteigt, muss in der Praxis ein Kompro-
miss zwischen hoher Genauigkeit und langen Rechenzeiten bzw. hohem Speicherbedarf
gefunden werden.
Der Vorteil der DFT ist, dass sie fu¨r beliebige diskrete Verla¨ufe mit beliebiger Ge-
nauigkeit lo¨sbar ist. Außerdem stehen sehr leistungsfa¨hige, effiziente Algorithmen wie
beispielsweise die Fast-Fourier-Transformation (FFT ) zur Verfu¨gung. Die DFT der
Blendeno¨ffnungsfunktion ergibt sich zu [97]:
98 3 RANDBEDINGUNGEN BEIM ENTWURF
ψk,l =
M−1∑
m=0
N−1∑
n=0
Am,n e2pij mkM e2pij nlN =: F {Am,n} k = (0, . . . ,M−1), l = (0, . . . , N−1)
(3.158)
Dies ist allerdings noch nicht das Beugungsmuster im Unendlichen; ψk,l entspricht in
seinem Verlauf vielmehr dem Ortsspektrum der diskretisierten und periodisch fortgesetz-
ten Blendeno¨ffnungsfunktion in Abha¨ngigkeit von den diskreten Ortsfrequenzen k˜X′ k und
k˜Y ′ l. Diese ergeben sich zu:
k˜X′ k =
(
k
M − 1 −
1
2
)
1
∆x′
und k˜Y ′ l =
(
l
N − 1 −
1
2
)
1
∆y′
(3.159)
Mithilfe der Zusammenha¨nge in Gl. (3.156) la¨sst sich der qualitative Amplitudenverlauf
eines Beugungsmusters im Fernfeld aus Gl. (3.158) bestimmen:
ψ∞ k,l ∼ F {Am,n} mit ψ∞ k,l = f(αk, βl)
∣∣∣∣∣αk=− arctanλ k˜X′ k
βl=− arctanλ k˜Y ′ l
(3.160)
In der Literatur wird oftmals nur der qualitative Verlauf der Intensita¨t im Fernfeld
betrachtet. Dieser wird dann auf den maximalen Wert normiert dargestellt. Diese Hand-
habung ist fu¨r viele Anwendungen ausreichend. Sie genu¨gt beispielsweise, um das optische
U¨bersprechen eines mit einem Laser-Projektor projizierten Bildpunktes auf seinen Nach-
barn zu untersuchen (Pixel-Kontrast). In anderen potentiellen Anwendungsbereichen fu¨r
Mikroscannerspiegel wie beispielsweise der Laser-Direktbelichtung ko¨nnen die absoluten
Werte der Leistungsdichte im abgelenkten Licht durchaus eine wichtige Rolle spielen. Aus
diesem Grund wird eine Normierung der Intensita¨tsverteilung beno¨tigt.
Die winkelbezogene Intensita¨t (Leistung je Steradiant) im Fernfeld ergibt sich aus der
komplexen Amplitude des Beugungsmusters ψ∞ k,l. Die zur Bestimmung des absoluten
Verlaufs beno¨tigte Normierung kann mithilfe einer Leistungsbilanz ermittelt werden. Da-
bei wird die von der Oberfla¨che abgestrahlte Leistung mit der Leistung im Ortsspektrum
gleichgesetzt:
∆x′∆y′
M−1∑
m=0
N−1∑
n=0
Am,nA∗m,n =
1
∆x′(M − 1)
1
∆y′(N − 1)
M−1∑
k=0
N−1∑
l=0
ψk,l ψ
∗
k,l (3.161)
Fu¨r die winkelbezogene Intensita¨t ergibt sich aus dieser Leistungsbilanz und Gl. (3.160)
fu¨r M,N  1 in guter Na¨herung:
Ψ∞ k,l ≈ ∆x
′∆y′
(αM−1 − α0) (βN−1 − β0) ψk,l ψ
∗
k,l (3.162)
Der sich auf diese Weise ergebende diskrete Verlauf der winkelbezogenen Leistungsdichte
im Fernfeld Ψ∞ k,l spiegelt den tatsa¨chlichen (kontinuierlichen) Verlauf der Leistungsdich-
te wider. Mithilfe des Zusammenhangs (3.162) besteht daher die Mo¨glichkeit, alle fu¨r die
Anwendung eines Mikroscannerspiegels relevanten und insbesondere die aus der (dynami-
schen) Deformation des Spiegels resultierenden Probleme zu untersuchen.
4 Nichtlineare Dynamik
In Kapitel 2 dieser Arbeit wurden bereits die von Ataman et al. durchgefu¨hrten
und vero¨ffentlichten Untersuchungen [18, 48, 49] zu den dynamischen Eigenschaften der
Fraunhofer IPMS -Mikroscannerspiegel ausfu¨hrlich vorgestellt. Sie basieren auf dem An-
satz, die Bewegungsgleichung (2.12) mithilfe einer linearen Mathieu-Gleichung (2.30)
anzuna¨hern. Mit den diesem Gleichungstyp eigenen, parametrischen Resonanzen [47]
la¨sst sich jedoch ausschließlich das Anschwingen der Bauelemente erkla¨ren. Weder die in-
nerhalb der Frequenz-Antwortkurven auftretenden Hysteresen (siehe Abb. 2.13 auf S. 26),
noch das Abbrechen der Schwingung in der Na¨he der mechanischen Eigenresonanz kann
mithilfe der linearen Na¨herung erkla¨rt werden.
Da Fraunhofer IPMS -Mikroscannerspiegel im Normalfall nahe der mechanischen Ei-
genresonanz, also im Bereich der Hysterese der Antwortkurve betrieben werden, erscheint
es sinnvoll, weitere Untersuchungen zur Dynamik der Bauelemente durchzufu¨hren. Zu die-
sem Zweck wird die in Abschnitt 2.3.2 vorgestellte nichtlineare Bewegungsgleichung (2.29)
weitergehend untersucht. Aus Gru¨nden der U¨bersichtlichkeit wird dabei im folgenden
Text auf mathematische Vollsta¨ndigkeit verzichtet. Es sei jedoch an dieser Stelle auf
Anhang E dieser Arbeit bzw. das in den Anlagen enthaltene Mathematica R©-Notebook
stabilitaetsanalyse.nb verwiesen. Diese enthalten die vollsta¨ndigen Herleitungen
sowie weitere Erkla¨rungen zu den in diesem Kapitel vorgestellten Ergebnissen.
Zur Verdeutlichung der sich aus den Analysen ergebenden Zusammenha¨nge und Er-
kenntnisse werden einige konkrete Beispiele beno¨tigt. Zu diesem Zweck wird im Folgenden
der SINUS-Scanner herangezogen. Tabelle 4.1 entha¨lt die dabei gu¨ltigen, sich aus den Ei-
genschaften des Bauelements ergebenden Zusammenha¨nge zwischen den normierten und
physikalischen Parametern, entsprechend der Substitutionsvorschrift (2.28). Werden die
darin enthaltenen Ausdru¨cke in Gl. (2.29) eingesetzt, ergibt sich die nichtlineare Bewe-
gungsgleichung des SINUS-Scanners.
Es soll an dieser Stelle noch erwa¨hnt werden, dass eine a¨hnliche Analyse in den Ar-
beiten von Turner et al. [98, 99] bereits am Beispiel eines MEMS -Sensors durchgefu¨hrt
wurde. Dabei wurden jedoch ebenfalls nur die parametrischen Resonanzen des Systems
betrachtet. Weder das Hystereseverhalten, noch die ebenfalls auftretenden Schwingungs-
abbru¨che wurden na¨her untersucht oder erkla¨rt.
4.1 Stabilita¨tsanalyse
Zur Untersuchung der dynamischen Eigenschaften der nichtlinearen Bewegungs-Dgl.
eines Mikroscannerspiegels wird im Folgenden die zwei-Zeiten-Methode (two variable
expansion, [47]) genutzt. Diese geho¨rt zu den Standardwerkzeugen der Sto¨rungstheorie.
Die Sto¨rungstheorie wird genutzt, um Na¨herungslo¨sungen fu¨r nicht geschlossen lo¨sbare
Tabelle 4.1: Zusammenhang normierter und physikalischer Parameter des SINUS-Scanners.
Die Darstellung erfolgt in Abha¨ngigkeit von den Parametern Uˆx und fu,x.
x τ c δ1 δ
′
1 δ3 δ
′
3
θx pifu,x t 70pifu,x ·s
2.50·105+3.63·103 U¯2/V2
f2u,x ·s2 1.82 · 10
3 U¯
2/V2
f2u,x ·s2 −2.20 · 10
6 U¯
2/V2
f2u,x ·s2 δ3
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mathematische Problemstellungen zu finden. Sie fu¨hrt im Allgemeinen zu einem Aus-
druck in Form einer Potenzreihe, welche das Problem innerhalb des Konvergenzradius
exakt beschreibt. Durch Vernachla¨ssigen von Termen ho¨herer Ordnung ko¨nnen dann
die strukturellen Eigenschaften untersucht werden. Im Rahmen dieser Arbeit werden
ausschließlich Terme nullter und erster Ordnung beru¨cksichtigt. Dies genu¨gt, um die
Eigenschaften der Bauelemente in der Na¨he der parametrischen Resonanz erster Ordnung
(Abschnitt 2.3.2) zu untersuchen. Um sub- und superharmonische Resonanzen in die
Untersuchungen einzubeziehen, mu¨ssen zusa¨tzliche Terme ho¨herer Ordnung beru¨cksich-
tigt werden17.
Im ersten Schritt wird die normierte Bewegungsgleichung (2.29) in eine zur Anwendung
der Sto¨rungstheorie geeignete Form gebracht. Dazu wird ein dimensionsloser Sto¨rpara-
meter  eingefu¨hrt. Durch Substitution von
δ1 = β = β0 +  β1, δ
′
1 = , δ3 =  γ3, δ
′
3 =  γ
′
3, c =  µ (4.1)
erha¨lt man eine gesto¨rte lineare Differentialgleichung zweiter Ordnung [47, 99]:
d2x
dτ 2
+ β0 x = 
(
− (β1 + 2 cos 2τ)x − (γ3 + γ′3 cos 2τ)x3 − µ
dx
dτ
)
(4.2)
Entsprechend der zwei-Zeiten-Methode werden im na¨chsten Schritt zwei Zeitskalen
eingefu¨hrt [47]. Diese werden auch als schnelle Zeit ξ und langsame Zeit η bezeichnet.
Dabei ist ξ mit der periodischen Lo¨sung der linken Seite von Gl. (4.2) verknu¨pft. Die
langsame Zeit η bezieht sich auf die Modulation der Amplitude dieser Schwingung. Es
ergibt sich folgender Zusammenhang mit der physikalischen Zeit t:
ξ := ωt und η := t (4.3)
ω =
√
β0 entspricht dabei der Kreisfrequenz im Entwicklungspunkt, also der mechanischen
Eigenkreisfrequenz des Scanners. Fu¨r die parametrische Resonanz erster Ordnung gilt
β0 = 1. Die normierten Gro¨ßen ergeben sich daher zu:
ξ = τ und η = τ (4.4)
Im folgenden Schritt wird die normierte Auslenkung x in eine Potenzreihe nach 
entwickelt und in Gl. (4.2) eingesetzt (Anhang E.1). Unter Vernachla¨ssigung der Terme
ho¨herer Ordnung Ω(2) ergibt sich ein gekoppeltes System, bestehend aus einer linearen
und einer nichtlinearen Differentialgleichung zweiter Ordnung:
∂2x0
∂ξ2
+ x0 = 0 (4.5)
∂2x1
∂ξ2
+ x1 = −2 ∂
2x0
∂ξ ∂η
− µ∂x0
∂ξ
− (β1 + 2 cos 2ξ)x0 − (γ3 + γ′3 cos 2ξ)x30 (4.6)
Die allgemeine Lo¨sung der linearen Gleichung la¨sst sich bestimmen. Sie entspricht der
eines ungeda¨mpften, harmonischen Oszillators. Infolgedessen gilt:
x ≈ x0 = A cos ξ +B sin ξ mit A = f(η), B = f(η) (4.7)
17Alternativ kann auch der Entwicklungspunkt der Reihenentwicklung in die Na¨he einer sub- oder
superharmonischen Resonanz gelegt werden. In der gleichen Analyse kann jedoch die parametrische
Resonanz erster Ordnung nicht beru¨cksichtigt werden.
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Die normierte Auslenkung ist also erwartungsgema¨ß eine Oszillation bezu¨glich der schnel-
len Zeit ξ, welche in Abha¨ngigkeit von der langsamen Zeit η in ihrer Amplitude moduliert
wird. Als Bedingungen fu¨r eine stabile Lo¨sung von Gl. (4.7) ergibt sich ein System zweier
gewo¨hnlicher Differentialgleichungen erster Ordnung:
dA
dη
= −µ
2
A+
1
2
(β1 − 1)B + 3
8
γ3B
(
A2 +B2
)− 1
4
γ′3B
3 (4.8)
dB
dη
= −µ
2
B − 1
2
(β1 + 1)A− 3
8
γ3A
(
A2 +B2
)− 1
4
γ′3A
3 (4.9)
Anhand dieses, in der Literatur auch allgemein als Slow-flow [47, 99] bezeichneten Systems
ko¨nnen die Eigenschaften der nichtlinearen Bewegungsgleichung bzw. deren Lo¨sungen
untersucht werden.
4.1.1 Fixpunkte und Grenzzyklen
Zur Bestimmung der strukturellen Eigenschaften der Bewegungsgleichung (2.29) wird die
Tatsache genutzt, dass stabile Lo¨sungen des Slow-flow-Systems (4.8, 4.9) aufgrund des
Zusammenhangs (4.7) zu stationa¨ren Zusta¨nden der nichtlinearen Bewegungsgleichung
fu¨hren. Betrachtet man die sich daraus ergebenden Zusammenha¨nge innerhalb des Pha-
senraums [50, 65] der beiden Systeme, wird deutlich, dass ein Fixpunkt des Slow-flows
im Allgemeinen mit einem Grenzzyklus (d.h. einer geschlossenen Trajektorie) der Bewe-
gungsgleichung mit einem Radius R =
√
A2 +B2 korrespondiert. Es ergeben sich die
folgenden Zusammenha¨nge der strukturellen Eigenschaften:
1. Stabile Fixpunkte des Slow-flow-Systems bei R 6= 0 korrespondieren mit stabilen
Grenzzyklen der Bewegungsgleichung.
2. Instabile Fixpunkte des Slow-flow-Systems bei R 6= 0 korrespondieren mit instabilen
Grenzzyklen der Bewegungsgleichung.
3. Ein Fixpunkt bei R = 0 korrespondiert mit einem degenerierten Grenzzyklus (mit
Radius null), also einem Punktattraktor (stabil) oder Sattelpunkt (instabil) der
Bewegungsgleichung. Die Stabilita¨tseigenschaften bleiben dabei erhalten.
Die sich fu¨r eine Lo¨sung entsprechend Gl. (4.7) ergebenden Fixpunkte {As, Bs} bestimmen
demnach die stationa¨ren Zusta¨nde eines Mikroscannerspiegels (Schwingung mit stabiler
Amplitude). Ein solcher Arbeitspunkt ist zusa¨tzlich zur Amplitude durch eine Phasenlage
φ gekennzeichnet, welcher sich nach Gl. (4.7) ebenfalls aus den Integrationskonstanten A
und B ergibt. Es ist daher zweckma¨ßig, das Slow-flow-System in polare Koordinaten
(R, φ) zu transformieren [47]. In U¨bereinstimmung mit der bereits genutzten Definition
fu¨r R gilt dann:
A = R cosϕ und B = R sinϕ mit R = f(η), ϕ = f(η) (4.10)
Dabei entspricht ϕ der Phasenverschiebung φx der Aktorschwingung entsprechend
Gl. (2.14); R ist die normierte Amplitude der Schwingung.
Wie anhand Anhang E.2 nachvollzogen werden kann, ergeben sich die folgenden Be-
dingungen fu¨r Fixpunkte des Slow-flow-Systems in polaren Koordinaten:
ϕs,1 = −1
2
arcsin
(
4µ
4 +R2s γ
′
3
)
oder ϕs,2 =
pi
2
− 1
2
arcsin
(
4µ
4 +R2s γ
′
3
)
(4.11)
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und
Rs,1 = 0 oder R
2
s,2...9 = −
4 (β1 ± Γ)
2γ′3 Γ± 3γ3
mit Γ =
√
1− 16µ
2
(4 + γ′3R2s )
2 (4.12)
Es existieren also 17 Fixpunkte, von denen jedoch nur fu¨nf von einander verschieden und
fu¨r die Eigenschaften eines Scannerspiegels relevant sind:
{R = Rs,1}, {R = ±Rs,2 , ϕ = ϕs,1} und {R = ±Rs,3 , ϕ = ϕs,2} (4.13)
4.1.2 Stabilita¨t
Im na¨chsten Schritt werden die Stabilita¨tseigenschaften der fu¨nf relevanten Fixpunkte des
Slow-flow-Systems untersucht (Anhang E.2). Dazu werden die Eigenwerte λi der Jacobi-
Matrix des Differentialgleichungssystems (4.8, 4.9) bestimmt. Entsprechend dem Satz von
Hartman-Grobman [50] ist ein Fixpunkt stabil, wenn die Realteile beider Eigenwerte an
dieser Stelle negativ sind. Die Bedingung fu¨r Stabilita¨t ergibt sich entsprechend Gl. (E.24).
Ein u¨berschaubarer Ausdruck la¨sst sich ausschließlich fu¨r den Fixpunkt bei R = Rs,1
angeben. Die Bedingung fu¨r dessen Stabilita¨t lautet:
β < 1− 
√
1− µ2 oder β > 1 + 
√
1− µ2 (4.14)
Dies stimmt im Wesentlichen mit den Ergebnissen der linearen Analyse (Abschnitt 2.3.2,
[18, 47]) u¨berein. Die Bereiche in denen der Fixpunkt bei R = Rs,1 instabil wird, ent-
sprechen demnach den parametrischen Resonanzen des Systems, beschreiben also das
Anschwingverhalten.
Fu¨r die Fixpunkte bei R = ±Rs,2...3 ergeben sich sehr komplexe analytische Ausdru¨cke
als Bedingungen fu¨r Stabilita¨t (siehe Anlage stabilitaetsanalyse.nb ). Der Verlauf
der Eigenwerte kann jedoch numerisch bestimmt werden. Abbildung E.2 auf S. 203 entha¨lt
die sich ergebenden Verla¨ufe der Realteile der Eigenwerte fu¨r die Parameter des SINUS-
Scanners. Es wird deutlich, dass die Fixpunkte bei R = ±Rs,2 immer stabil sind. Bei
R = ±Rs,3 ist genau ein Realteil positiv. Es handelt sich daher um Sattelpunkte.
4.1.3 Bifurkationen
Im letzten Schritt der Stabilita¨tsanalyse werden die Bifurkationen [47, 50] der nichtlinea-
ren Bewegungsgleichung untersucht (Anhang E.3). Von einer Bifurkation spricht man,
wenn sich aufgrund der quasistatischen Variation eines Parameters (Kontrollparameter)
die topologischen Eigenschaften des Systems plo¨tzlich a¨ndern. Dabei ko¨nnen Fixpunkte
verschwinden, entstehen oder ihre Stabilita¨tseigenschaften vera¨ndern. Diejenigen Werte
eines Kontrollparameters bei denen Bifurkationen auftreten, werden als Verzweigungs-
werte bezeichnet. Es lassen sich zwei verschiedene Arten von Bifurkationen unterscheiden
[50]:
1. Lokale Bifurkationen ergeben sich aus den Eigenschaften des dynamischen Systems
in der Na¨he eines (degenerierten) Fixpunktes. Die entsprechenden Verzweigungs-
werte ko¨nnen mithilfe der Funktionaldeterminante des Systems bestimmt werden.
2. Globale Bifurkationen sind parameterabha¨ngige, globale A¨nderungen der dynami-
schen Eigenschaften. Sie lassen sich im Unterschied zu lokalen Bifurkationen nicht
aus lokalen Informationen ableiten.
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Wie in Anhang E.3 na¨her ausgefu¨hrt wird, sind globale Bifurkationen im Fall der Be-
wegungsgleichung eines Scannerspiegels nur theoretisch von Bedeutung (na¨mlich beim
U¨bergang α→ +0). Sie werden daher nicht weiter beru¨cksichtigt.
Hinreichende und notwendige Bedingung fu¨r eine lokale Bifurkation ist ein Nulldurch-
gang der zugeho¨rigen Funktionaldeterminante [50]:
det D
∣∣∣
R=Rs
ϕ=ϕs
= 0 (4.15)
Dabei bezeichnet D die Jacobi-Matrix des Slow-flow-Systems, entsprechend Gl. (E.22)
bzw. Gl. (E.28). Wie anhand Anhang E.3 deutlich wird, ergeben sich die folgenden Ver-
zweigungswerte fu¨r den Kontrollparameter β bezu¨glich einer Bifurkation des Fixpunktes
bei R = ±Rs,1:
βcr1,2 = 1∓ 
√
1− µ2 (4.16)
Fu¨r die Bifurkation der Fixpunkte bei R = ±Rs,2...3 kann ein geschlossener mathemati-
scher Ausdruck fu¨r die Verzweigungswerte nur na¨herungsweise angegeben werden. Unter
Annahme von µ ≈ 0 gilt dann:
βcr3 ≈ 1 + 2 (4.17)
Aus der Normierung (2.28) und der Substitutionsvorschrift (4.1) folgt ein direkter, linearer
Zusammenhang zwischen dem Parameter µ und dem Da¨mpfungsfaktor αx. Die Na¨herung
entspricht also einer Vernachla¨ssigung der Da¨mpfung.
Fu¨r αx 6= 0 bzw. µ 6= 0 ko¨nnen die Verzweigungswerte numerisch ermittelt werden.
Entsprechende Ergebnisse fu¨r den SINUS-Scanner sind in Abb. E.4b in Form eines Bifur-
kationsdiagramms [50] dargestellt. Daraus wird deutlich, dass zumindest die qualitativen
Eigenschaften des Systems bei Anwendung der Na¨herung µ ≈ 0 erhalten bleiben.
Fu¨r gegebene Parameter  und µ treten Bifurkationen immer dann auf, wenn fu¨r den
(quasistatisch) variierten Kontrollparameter β eine der Bedingungen β = βcri erfu¨llt ist.
Die resultierenden topologischen Eigenschaften sind schematisch in Abb. 4.1 dargestellt.
Es ergeben sich nahe der mechanischen Eigenresonanz drei relevante Bifurkationen bzw.
vier Regionen mit unterschiedlichen Stabilita¨tseigenschaften:
Region I: β < βcr1
Es existiert ein Punktattraktor bei R = 0 bzw. bei (x, dx
dτ
) = (0, 0). Alle relevanten
Lo¨sungen der nichtlinearen Bewegungsgleichung (2.29) verlaufen asymptotisch gegen null.
Aufgrund des Zusammenhangs θx = x (siehe Normierung (2.28)) gilt θx|t→∞ = 0. Der
Scannerspiegel schwingt nicht.
U¨bergang β → βcr1 − 0
Entsprechend Abschnitt E.2 wird der Fixpunkt bei R = 0 instabil. Außerdem entsteht
ein stabiler Fixpunkt bei R = ±Rs,2. Eine solche Verzweigung wird als superkritische
Gabelverzweigung bezeichnet [50]. Fu¨r die Bewegungsgleichung (2.29) bedeutet dies den
U¨bergang von einem Punktattraktor zu einem Sattelpunkt bei (x, dx
dτ
) = (0, 0) und zu
einem asymptotisch stabilen Grenzzyklus bei xˆ = ±Rs,2. Dieser Verzweigungstyp wird
als superkritische Hopf-Verzweigung bezeichnet.
104 4 NICHTLINEARE DYNAMIK
x

dx
d stabil
instabil
I II III IV
=
cr1 =cr2 =cr3
Rs,1
Rs,2
Rs,3
Abb. 4.1: Stabilita¨tseigenschaften eines Mikroscannerspiegels bei parametrischer Anregung.
Die qualitativen Eigenschaften des Systems a¨ndern sich aufgrund von Bifurkatio-
nen bei quasistatischer Variation des Kontrollparameters β.
Region II: βcr1 < β < βcr2
Es existiert ein Sattelpunkt bei R = 0 bzw. bei (x, dx
dτ
) = (0, 0). Alle relevanten Lo¨sungen
der nichtlinearen Bewegungsgleichung verlaufen asymptotisch gegen einen Grenzzyklus
mit dem Radius ±Rs,2. Es gilt θˆx|t→∞ = ±Rs,2. Der Scannerspiegel schwingt in parame-
trischer Resonanz (Abschnitt 2.3.2).
U¨bergang β → βcr2 − 0
Der Fixpunkt bei R = 0 wird wieder stabil. Zusa¨tzlich entsteht ein instabiler Fixpunkt
bei R = ±Rs,3. Es handelt sich demnach um eine subkritische Gabelverzweigung [50]. Fu¨r
Gl. (2.29) entspricht das dem U¨bergang von einem Sattelpunkt zu einem Punktattraktor
bei (x, dx
dτ
) = (0, 0). Gleichzeitig entsteht ein instabiler Grenzzyklus bei xˆ = ±Rs,3. Dies
wird als subkritische Hopf-Verzweigung bezeichnet.
Region III: βcr2 < β < βcr3
Es existiert ein stabiler Fixpunkt bei R = 0 (Punktattraktor bei (x, dx
dτ
) = (0, 0)), ein
stabiler Fixpunkt bei R = ±Rs,2 (stabiler Grenzzyklus bei xˆ = ±Rs,2) und ein instabiler
Fixpunkt bei R = ±Rs,3 (instabiler Grenzzyklus bei xˆ = ±Rs,3).
Es gilt θˆx|t→∞ = {±Rs,2, 0}. Der Scannerspiegel wird im Bereich der Hysterese der
Frequenz-Antwortkurve betrieben (Abschnitt 2.3.2).
U¨bergang β → βcr3 − 0
Entsprechend Abschnitt E.2 treffen die stabilen Fixpunkte ±Rs,2 auf die instabilen Fix-
punkte ±Rs,3. Sie fließen ineinander und heben sich gegenseitig auf. Man spricht in
diesem Zusammenhang von einer Falte bzw. Sattel-Knoten-Verzweigung [50]. Fu¨r die
Bewegungsgleichung (2.29) entspricht dies einer Kollision des stabilen Grenzzyklus bei
xˆ = ±Rs,2 mit dem instabilen Grenzzyklus bei xˆ = ±Rs,3, wobei sich beide gegenseitig
aufheben. Dies wird auch als Annihilation bezeichnet.
Region IV: βcr3 < β
Es existiert ein Punktattraktor bei R = 0 bzw. bei (x, dx
dτ
) = (0, 0). Alle relevanten
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Lo¨sungen der nichtlinearen Bewegungsgleichung verlaufen asymptotisch gegen null. Es
gilt θx|t→∞ = 0. Der Scannerspiegel schwingt nicht.
Zur Verifikation bzw. weiteren Veranschaulichung der Ergebnisse der Stabilita¨tsanalyse
wurden am Beispiel des SINUS-Scanners Phasenportraits [50] des Slow-flow-Systems bzw.
der nichtlinearen Bewegungsgleichung (2.29) fu¨r die verschiedenen Stabilita¨tsregionen er-
stellt. Diese sind in Anhang E.4 enthalten.
4.1.4 Diskussion
Anhand der Normierungs- und Substitutionsvorschriften (2.28) bzw. (4.1) ist es mo¨glich,
die ermittelten Zusammenha¨nge auf die physikalischen Eigenschaften eines Mikroscanner-
spiegels zu u¨bertragen. Dabei beschra¨nken sich die folgenden Betrachtungen auf die Anre-
gung bzw. Auslenkung der Spiegelplatte. Die gewonnenen Erkenntnisse ko¨nnen jedoch in
guter Na¨herung auch auf die Eigenschaften des beweglichen Rahmens eines 2D-Scanners
u¨bertragen werden.
Da Systemparameter wie Massentra¨gheitsmoment oder Da¨mpfung fu¨r kleine Auslen-
kungen als konstant angesehen werden ko¨nnen, sind ausschließlich die Pulsspannung Uˆx
und die Pulsfolgefrequenz fu,x der Antriebsspannung als vera¨nderliche Parameter zu be-
trachten. Sowohl die Stabilita¨tsregionen, als auch die Verzweigungswerte ko¨nnen dann in
der Uˆx-fu,x -Ebene eines Mikroscannerspiegels, a¨hnlich Abb. 2.12, u¨bertragen werden. Es
ergeben sich die folgenden, stark nichtlinearen Zusammenha¨nge:
Uˆx = 2
√
2 kt,x 
2 r1 − r1 β und fu,x =
1
pi
√
kt,x
Jxx (β − 2) (4.18)
Mithilfe dieser Transformationsvorschrift ko¨nnen nun die Verzweigungswerte mit der Puls-
folgefrequenz als Kontrollparameter anstelle von β bestimmt werden. Dabei ist zu beach-
ten, dass sich die Richtungen der Bifurkationen aufgrund des resultierenden Zusammen-
hangs
β ∼ 1
f 2
+ C fu¨r  ≈ const (4.19)
umkehren. Die Verzweigungswerte fu¨r die Pulsfolgefrequenz ergeben sich zu:
fcr1,2 =
√
2Jxx
(
4kt,x − r1Uˆ2x
)
− 4α2x ∓
√
J2xxr
2
1Uˆ
4
x + 16α
4
x + 16Jxx
(
r1Uˆ2x − 4kt,x
)
α2x
2pi
√
2 Jxx
(4.20)
bzw.
fcr3 ≈ 1
pi
√
kt,x
Jxx
mit αx ≈ 0 (4.21)
Entsprechend Gl. (4.19) gilt dabei:
fcr1 ≥ fcr2 ≥ fcr3 fu¨r Uˆx = const (4.22)
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Abb. 4.2: Amplituden- und Phasengang bei parametrischer Anregung. a) Verlauf des Radius
und der Phasenlage der Grenzzyklen bei Rs,2 bzw. Rs,3 entsprechen den Gln. (4.11)
und (4.12) (SINUS-Scanner, Uˆx = 4 V); b) Die Phasenlage der Schwingung bezieht
sich auf den Verlauf der Antriebsspannung entsprechend Gl. (2.27).
Das fu¨r einen SINUS-Scanner resultierende Bifurkationsdiagramm mit der Pulsfolgefre-
quenz fu,x als Kontrollparameter und der Pulsspannung Uˆx als Sto¨rparameter ist in
Abb. E.5 dargestellt. Zum Vergleich ist zusa¨tzlich der sich fu¨r αx 6= 0 ergebende, nu-
merisch ermittelte Verlauf enthalten.
Wie bereits aus Abschnitt 4.1.1 deutlich wird, ko¨nnen aus den Bedingungen fu¨r Fix-
punkte des Slow-flow-Systems (4.8, 4.9) direkte Schlussfolgerungen bezu¨glich der Pha-
senlage und Amplitude der Schwingung eines Mikroscannerspiegels gezogen werden. Die
Phasenbedingung ϕs,i entsprechend Gl. (4.11) legt demnach die Phasenlagen der sich
ergebenden stabilen und instabilen Grenzzyklen, und damit die Phasenlage der Spiegel-
schwingung φx fest. Die Amplitudenbedingungen ±Rs,i bestimmen die Amplituden der
Grenzzyklen und damit die Amplitude im eingeschwungenen Zustand θˆx|t→∞. Wendet
man die Substitutionsvorschrift (4.1) auf die Gln. (4.11) und (4.12) an und fu¨hrt anschlie-
ßend eine Entnormierung entsprechend (2.28) durch, kann der Amplituden- und Phasen-
gang eines Mikroscannerspiegels bezu¨glich der Pulsfolgefrequenz fu,x ermittelt werden.
Abbildung 4.2a entha¨lt den sich fu¨r den SINUS-Scanner ergebenden Verlauf. Der sich in
der dritten Stabilita¨tsregion (Abb. 4.1) ausbildende instabile Grenzzyklus bei ±Rs,3 ist
dabei gestrichelt dargestellt. Er kann in einem realen System aufgrund seiner Instabilita¨t
nicht beobachtet werden.
Betrachtet man den Verlauf der Amplitude des stabilen Grenzzyklus bei ±Rs,2, wird
deutlich, dass der sich aus der Stabilita¨tsanalyse ergebende Amplitudengang qualitativ
gut mit dem Verlauf der Frequenz-Antwortkurve eines Scannerspiegels u¨bereinstimmt
(vgl. Abb. 2.13 auf S. 26). Neben den bereits in Abschnitt 2.3.2 beschriebenen instabilen
Regionen, in denen die Oszillation des Bauelements startet, ergibt sich eine Begrenzung
der Amplitude auf endliche Werte. Wie anhand des in Abb. 4.3a enthaltenen Phasen-
portraits des Slow-flow-Systems (E.12, E.13) eines SINUS-Scanners erkennbar ist, laufen
die Trajektorien dabei spiralfo¨rmig auf die stabilen Zusta¨nde bei ±Rs,2 zu. Bezu¨glich der
Schwingungsamplitude entspricht das einer abklingenden Schwingung um θˆx|t→∞ (siehe
Abb. 4.3b). Dieses Verhalten der Bauelemente wurde bereits in [3] beschrieben und kann
bei allen in parametrischer Resonanz gestarteten Scannerspiegeln beobachtet werden.
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Abb. 4.3: Anschwingen in parametrischer Resonanz. a) Phasenportrait des Slow-flow-
Systems fu¨r die Parameter des SINUS-Scanners,  = 0.2, βcr1 < β < βcr2 (Region II in
Abb. 4.1) ; b) typisches Anschwingverhalten des SINUS-Scanners in parametrischer
Resonanz, Uˆx = 10 V, fu,x = 650 Hz.
Auch die Hysterese und der plo¨tzliche Zusammenbruch der Schwingung nahe der me-
chanischen Eigenresonanz werden im Modell beru¨cksichtigt. Sie entsprechen der Anni-
hilation der Grenzzyklen bei β = βcr,3 bzw. fu = fcr3.
Interessant ist außerdem der sich entsprechend Gl. (4.11) ergebende Phasengang im
Bereich der Stabilita¨tsregionen II und III (Abb. 4.1). Er stimmt gut mit experimentell
ermittelten Verla¨ufen [3] u¨berein18. Wie anhand Abbildung 4.2a deutlich wird, verrin-
gert sich die Phasenlage mit fallender Pulsfolgefrequenz. Bei einer Phasenverschiebung
φx = −pi/4 kommt es zur Annihilation der Grenzzyklen und folglich zum Abbruch der
Schwingung.
Bemerkenswert ist der sich an dieser Stelle ergebende Zusammenhang mit der syn-
chronisierten Anregung eines Mikroscannerspiegels (Abschnitt 2.3.1). Betrachtet man die
Schwingung in Abb. 4.2b fu¨r φx = −pi/4 wird deutlich, dass der sich ergebende Ver-
lauf identisch ist mit dem bei synchronisierter Anregung genutzten Antriebsregime (vgl.
Abb. 2.9 auf S. 21). Die synchronisierte Anregung kann folglich als Spezialfall der para-
metrischen Anregung mit fu = fcr3 betrachtet werden.
4.2 Geometrische Nichtlinearita¨ten
Neben den aus dem Out-of-plane-comb-Antrieb eines Mikroscannerspiegels resultierenden
Nichtlinearita¨ten ko¨nnen auch kubische geometrische Nichtlinearita¨ten in der Bewegungs-
gleichung beru¨cksichtigt werden. Die Federcharakteristik wird dazu mit einem Polynom
der folgenden Form angena¨hert:
Mmech,x = −
(
kt,x θx + k
′
t,x θ
3
x
)
mit [k′t,x] = Nm (4.23)
Der Wert fu¨r k′t,x kann beispielsweise mithilfe einer nichtlinearen Kurvenanpassung an
eine mit der FEM ermittelten Federkennlinie bestimmt werden. Alternativ ko¨nnen auch
experimentell ermittelte Verla¨ufe genutzt werden.
18Bei einem Vergleich der Verla¨ufe mit den in [3] ermittelten experimentellen Daten muss allerdings
beachtet werden, dass sich die Phasenlagen um pi/4 unterscheiden. Der Grund dafu¨r liegt in einer von
Gl. (2.27) abweichenden Definition der Phase φx.
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Abb. 4.4: Einfluss geometrischer Nichtlinearita¨ten auf die dynamischen Eigenschaften.
a) Denkbare nichtlineare Federkennlinien des SINUS-Scanners. Der Parameter ν ∼ k′t
beschreibt dabei die Nichtlinearita¨t. b) Bifurkationsdiagramm des SINUS-Scanners
fu¨r verschiedene nichtlineare Federkennlinien.
4.2.1 Einfluss auf die Dynamik
Werden geometrische Nichtlinearita¨ten in der Bewegungsgleichung (2.29) beru¨cksichtigt,
gilt der Zusammenhang δ3 = δ
′
3 (vgl. mit Normierung (2.28) auf S. 24) nicht. Stattdessen
setzt sich δ3 aus zwei Termen zusammen:
δ3 = − r3 Uˆ
2
x
Jxx ω2︸ ︷︷ ︸
elektrisch
+
4 k′t,x
Jxx ω2︸ ︷︷ ︸
mechanisch
(4.24)
Der erste Anteil spiegelt dabei die sich aus den Eigenschaften der Antriebselektroden
ergebenden Nichtlinearita¨ten dritter Ordnung wider und wird dementsprechend von dem
Parameter r3 dominiert (siehe Abb. 2.11 auf S. 24).
Fu¨r den Parameter γ3 der gesto¨rten Differentialgleichung (4.2) folgt dann aus der
Substitutionsvorschrift (4.1):
γ3 = − r3 Uˆ
2
x
Jxx ω2 
+
ν

mit ν =
4 k′t,x
Jxx ω2
(4.25)
Dabei charakterisiert der dimensionslose Parameter ν die Art der geometrischen Nichtli-
nearita¨t (siehe auch Abb. 4.4a):
ν < 0 Die Federha¨rte nimmt mit steigender Auslenkung θx ab. Es gilt k
′
t,x < 0; die
Torsionsfeder ist degressiv.
ν = 0 Die Federha¨rte ist konstant. Es gilt k′t,x = 0; die Torsionsfeder ist linear.
ν > 0 Die Federha¨rte nimmt mit steigender Auslenkung zu. Es gilt k′t,x > 0; die
Torsionsfeder ist progressiv.
4.2 Geometrische Nichtlinearita¨ten 109
2f0
0
5
10
15
f⊓/Hz
θˆ x
/
o
 ←140V
 ←200V
 ←80V
2f0
0
5
10
15
f⊓/Hz
 ←140V
 ←200V
 ←80V
2f0
0
5
10
15
f⊓/Hz
 ←140V
 ←200V
 ←80V
a) b) c)
Abb. 4.5: Einfluss geometrischer Nichtlinearita¨ten auf das Bauelementverhalten. Die Darstel-
lungen enthalten die Frequenz-Antwortkurven eines Scannerspiegels mit den Parame-
tern fx ≈ 5.5 kHz, D = 2 mm bei parametrischer Anregung. f0 ist die mechanische
Eigenresonanzfrequenz des linearen Systems. a) na¨herungsweise lineare Federcha-
rakteristik; b) degressive Federcharakteristik; c) progressive Federcharakteristik.
4.2.2 Diskussion
Untersucht man die Bedingungen fu¨r parametrische Resonanz (Region II in Abb. 4.1) eines
Mikroscanners entsprechend Gl. (4.16) bzw. Gl. (4.20) wird deutlich, dass geometrische
Nichtlinearita¨ten keinen Einfluss auf das Anschwingverhalten der Bauelemente haben. Es
gilt βcr1,2 6= f(ν) bzw. fcr1,2 6= f(k′t,x). Gleiches gilt fu¨r µ = 0 (also αx = 0) bezu¨glich des
Verzweigungswerts βcr3 und damit auch fcr3 (siehe Gl. (4.17) bzw. Gl. (4.21)).
Fu¨r ein reales Bauelement gilt jedoch αx > 0 und damit µ > 0. Wie bereits in Ab-
schnitt 4.1.3 angemerkt wurde, kann der Verlauf der Verzweigungswerte βcr3 bzw. fcr3 fu¨r
diesen Fall numerisch bestimmt werden. Abbildung 4.4b entha¨lt die sich fu¨r drei verschie-
dene Federtypen (linear, degressiv, progressiv) ergebenden Bifurkationsdiagramme. Es
wird deutlich, dass geometrische Nichtlinearita¨ten das Verhalten der Bauelemente im Be-
reich der Hysterese der Antwortkurve (Region III in Abb. 4.1) stark beeinflussen. Nimmt
die Federha¨rte mit steigender Auslenkung ab (degressiv), vergro¨ßert sich der Bereich der
Hysterese. Progressive Federn resultieren in einer Verringerung der Hysteresebreite.
Die geometrischen Nichtlinearita¨ten beeinflussen also das Verhalten der Bauelemente
nahe der Eigenresonanz, also im Arbeitspunkt:
• Bauelemente mit nahezu linearer Federcharakteristik (Abb. 4.5a) sind durch einen
hohen Anstieg der Frequenz-Antwortkurven in der Na¨he der mechanischen Eigen-
resonanz gekennzeichnet. Es ko¨nnen große mechanische Auslenkungen sowohl bei
synchronisierter, als auch bei parametrischer Anregung erreicht werden. Dabei ist
die Resonanzfrequenz im Arbeitspunkt kaum von der Amplitude der Schwingung
abha¨ngig. Der Bereich der Frequenz-Antwortkurven, in dem große Auslenkungen
erreicht werden ko¨nnen (Bandbreite), ist vergleichsweise schmal.
• Bauelemente mit degressiver Federcharakteristik (Abb. 4.5b) weisen einen vergleichs-
weise geringen Anstieg der Frequenz-Antwortkurven in der Na¨he der mechanischen
Eigenresonanz auf. Es ko¨nnen große mechanische Auslenkungen sowohl bei syn-
chronisierter, als auch bei parametrischer Anregung erreicht werden. Aufgrund des
geringeren Anstiegs der Frequenz-Antwortkurven im Arbeitspunkt ist dieser ver-
gleichsweise stabil gegenu¨ber A¨nderungen der Pulsfolgefrequenz fu. Allerdings ist
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die Resonanzfrequenz im Arbeitspunkt von der Auslenkung abha¨ngig. Im Gegenzug
ist die Bandbreite bei großen Auslenkungen vergleichsweise groß.
• Bauelemente mit progressiver Federcharakteristik (Abb. 4.5c) weisen einen sehr
großen Anstieg der Frequenz-Antwortkurven in der Na¨he der mechanischen Eigen-
resonanz auf. Große mechanische Auslenkungen ko¨nnen nur im synchronisierten
Betrieb erreicht werden. Bei parametrischer Anregung kommt es aufgrund der ver-
ringerten Breite der Hysterese (vgl. Abb. 4.4) zum Abbruch der Schwingung bei
vergleichsweise geringen Auslenkungen. Ein solches Verhalten wurde beispielsweise
in [100] experimentell untersucht. Aufgrund des großen Anstiegs der Frequenz-
Antwortkurven im Arbeitspunkt ist dieser außerdem empfindlich bezu¨glich A¨nde-
rungen der Pulsfolgefrequenz fu. Die Resonanzfrequenz im Arbeitspunkt ist wie bei
Bauelementen mit degressiver Federcharakteristik von der Auslenkung abha¨ngig.
Es wird deutlich, das die Charakteristik eines Mikroscannerspiegels stark von geometri-
schen Nichtlinearita¨ten beeinflusst wird. Dies muss beim Entwurf beru¨cksichtigt werden.
4.2.3 Mo¨glichkeiten zur Beeinflussung
Wie in Abschnitt 3.2.2 dieser Arbeit bereits erla¨utert wurde, weisen die als Federn zum
Einsatz kommenden, beidseitig eingespannten Torsionssta¨be grundsa¨tzlich progressive
Kennlinienverla¨ufe auf. Wie aus den vorangegangenen Abschnitten hervorgeht, wirkt sich
eine solche Charakteristik eher ungu¨nstig auf die dynamischen Eigenschaften eines Scan-
nerspiegels aus. Es ist daher oft sinnvoll, die Progressivita¨t der Aufha¨ngung zu verringern.
Fu¨r bestimmte Anwendungen ist sogar eine degressive Federcharakteristik sinnvoll oder
notwendig.
Grundsa¨tzlich bestehen zwei Mo¨glichkeiten, durch Maßnahmen beim Entwurf die Pro-
gressivita¨t eines beidseitig eingespannten, geraden Torsionsstabs zu verringern:
1. Wird die Steifigkeit der Einspannungen des Torsionsstabs durch konstruktive Maß-
nahmen verringert, wird eine Verwo¨lbung der Stabenden in einem gewissen Rahmen
ermo¨glicht (Abschnitt 3.2.2). Infolgedessen verringert sich die Progressivita¨t der
Federcharakteristik. Zusa¨tzlich werden die mechanischen Normalspannungen in der
Na¨he der Einspannung verringert (siehe Abschnitt 3.2.3).
Eine Mo¨glichkeit, die Steifigkeit der Einspannungen zu verringern besteht darin, die
Federn an den Enden T-fo¨rmig auszufu¨hren [5]. Ein Beispiel fu¨r die Realisierung
einer solchen Feder findet sich in [100].
In Kombination mit dem Out-of-plane-comb-Antrieb ergibt sich allerdings ein Nach-
teil fu¨r dieses Konzept: Die Verringerung der Steifigkeit der Einspannungen resul-
tiert in einer Verringerung der elektromechanischen Stabilita¨t (Abschnitt 3.4.4) der
Bauelemente.
2. Alternativ kann die Federgeometrie so gewa¨hlt werden, dass die Verwo¨lbung der
Querschnittsfla¨chen (Abschnitt 3.2.2) mo¨glichst gering wird. Untersucht man den
Verlauf der Verwo¨lbungsfunktion ψ entsprechend Gl. (3.30), ergibt sich ein Minimum
der Verwo¨lbung fu¨r den Fall, dass Ho¨he und Breite des Torsionsstabs gleich sind
(h = w). Dies entspricht erwartungsgema¨ß einem Entwurfspunkt mit minimalen
Normalspannungen an den Einspannungen (siehe Abb. 3.12).
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Abb. 4.6: Beispiel fu¨r eine degressive Torsionsfeder. a) Modell einer Torsionsfeder mit Pa-
rallelstruktur (h = 30µm, w = 2µm, d = 8µm, l = 200µm, θx′ = 20
◦); b) Verlauf
der relativen Torsionsfederha¨rte in Abha¨ngigkeit von der Auslenkung.
Untersuchungen mithilfe der FEM fu¨hren zu einem abweichenden Ergebnis. Fu¨r
einen beidseitig eingespannten Torsionsstab mit mo¨glichst geringer Progressivita¨t
gilt dann w/h ≈ 0.8. Der Grund fu¨r diese Abweichung liegt in der Tatsache, dass
die Anisotropie des Siliziums in der analytischen Beschreibung der Querschnitts-
verwo¨lbung (3.30) im Gegensatz zu den genutzten FE-Modellen nicht beru¨cksichtigt
wird. Dementsprechend gilt das Verha¨ltnis w/h ≈ 0.8 nur fu¨r Torsionsfedern mit
Orientierung in einer der 〈110〉-Richtungen des Silizium-Einkristalls.
Da es in der Regel nicht mo¨glich ist, das Verha¨ltnis w/h beim Entwurf frei zu wa¨hlen,
ist dieser Ansatz nur von eingeschra¨nktem Nutzen. Oft genu¨gt es jedoch, sehr große
bzw. sehr kleine Aspektverha¨ltnisse w/h zu vermeiden, um die Charakteristik der
Feder ausreichend zu beeinflussen.
Es besteht zusa¨tzlich die Mo¨glichkeit, beide Ansa¨tze zu kombinieren. Es ko¨nnen auf
diese Weise Torsionsfedern mit nahezu ideal linearer Federcharakteristik realisiert werden.
Werden Torsionsfedern mit degressiver Charakteristik beno¨tigt, ist der Einsatz gerader
Torsionssta¨be nicht sinnvoll. Es ko¨nnen jedoch mithilfe geeigneter Geometrien durchaus
Federn mit degressiver Charakteristik realisiert werden. Eine Mo¨glichkeit stellen Parallel-
strukturen entsprechend Abb. 4.6a dar. Diese zeichnen sich bei geeigneter Wahl der Para-
meter w, d und l durch eine stark abfallende Federha¨rte im Bereich kleiner Auslenkungen
aus (Abb. 4.6b). Bedingung dafu¨r ist, dass die laterale Biegesteifigkeit der Parallelstruktu-
ren gering ist, sodass sie sich bei Torsion im mittleren Bereich der Feder zur Torsionsachse
hin verbiegen ko¨nnen. Auf diese Weise wird das effektive Torsionsfla¨chenmoment verrin-
gert; die Federha¨rte nimmt ab. Bei gro¨ßeren Auslenkungen entstehen u¨berproportional
mit der Auslenkung ansteigende Normaldehnungen innerhalb der Parallelstruktur. Die
Federha¨rte nimmt folglich wieder zu; die Charakteristik der Kennlinie a¨ndert sich von
degressiv zu progressiv (Abb. 4.6b).
Fu¨r kleine Auslenkungen la¨sst sich die Federha¨rte einer Parallelstruktur entsprechend
Abb. 4.6a mit der Balkentheorie nach Bernoulli-Euler bestimmen. Aus der U¨berla-
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gerung der Torsions- und Biegeha¨rte [66] ergibt sich (vgl. mit Abschnitt 3.2.1 und Ab-
schnitt 3.2.2):
kt,x′ = 2
Gm It
leff︸ ︷︷ ︸
Torsion
+ 2
12Ex′x′ Ib
(
d
2
+ w
2
)2
l3︸ ︷︷ ︸
Biegung
(4.26)
Die nichtlinearen Eigenschaften und die mechanischen Spannungen ko¨nnen mithilfe ge-
eigneter FE-Modelle untersucht werden.
Durch Kombination einer oder mehrerer Parallelstrukturen mit geraden Torsions-
sta¨ben besteht außerdem die Mo¨glichkeit, eine Vielzahl verschiedener Federcharakteris-
tiken zu realisieren. Dabei sind Parallel- oder Reihenanordnungen der verschiedenen
Federtypen mo¨glich. Tabelle 4.2 entha¨lt eine U¨bersicht mit einigen Beispielen solcher
Torsionsfedern und den sich ergebenden qualitativen Eigenschaften. Durch Kombina-
tion verschiedener Federtypen (degressiv, progressiv) ko¨nnen die folgenden Ziele erreicht
werden:
•
”
Linearisierung“ von Federelementen mit nichtlinearer Charakteristik durch spezi-
elle, kompensierend wirkende Strukturen,
• Erho¨hung des Auslenkungsbereichs einer Feder mit einer bestimmten nichtlinearen
Charakteristik (z.B. zur Realisierung degressiver Federn fu¨r große Auslenkungen),
• Verringerung von kritischen mechanischen Spannungen in Parallelstrukturen bei
großen Auslenkungen durch zusa¨tzliche, in Reihe oder parallel angeordnete Struk-
turen.
Durch die Beru¨cksichtigung der nichtlinearen Dynamik ergeben sich also eine Reihe
neuer Mo¨glichkeiten zum Beeinflussen und Optimieren des Bauelementverhaltens. Im
Gegenzug steigt der Aufwand in der Simulation und beim Entwurf stark an. Dies wird
deutlich, wenn man beispielhaft die sich fu¨r eine Ψ-Feder (Tabelle 4.2) ergebende Anzahl
der Entwurfsfreiheitsgrade betrachtet. Werden alle in der realen Geometrie enthaltenen
Radien vernachla¨ssigt, ergeben sich fu¨r eine zur Torsionsachse symmetrische Struktur
acht Entwurfsfreiheitsgrade (Breiten, La¨ngen, Absta¨nde, Ho¨he). Ein gerader Torsionsstab
besitzt im Vergleich dazu lediglich drei Parameter (Breite, La¨nge, Ho¨he).
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Tabelle 4.2: Beeinflussung der Nichtlinearita¨ten mittels Federgeometrien.
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5 Werkzeuge fu¨r den Entwurf
Wie vor allem in Kapitel 3 deutlich wird, spielen Simulationswerkzeuge, beispielswei-
se FEM -Programme eine zentrale Rolle beim Entwurf von MEMS -Bauelementen. Ein
wichtiges Merkmal ist dabei die oftmals beno¨tigte Kopplung verschiedener physikalischer
Doma¨nen. Es sind eine Reihe von Simulations-Programmen und andere Softwarewerk-
zeuge verfu¨gbar, die den Anforderungen des MEMS -Entwurfs gerecht werden. In diesem
Kapitel werden die Bedingungen erarbeitet und formuliert, die beim Entwurf resonan-
ter Aktoren mit elektrostatischem Antrieb erfu¨llt werden mu¨ssen. Anschließend werden
die verwendeten Simulationswerkzeuge vorgestellt. Der Schwerpunkt liegt dabei auf ei-
ner im Rahmen dieser Arbeit entwickelten Klassenbibliothek fu¨r die Programmumgebung
MATLAB R©. Diese ermo¨glicht vollsta¨ndig gekoppelte Simulationen resonanter Bauelemen-
te mit Out-of-plane-comb-Antrieb unter Beru¨cksichtigung aller relevanten nichtlinearen
Effekte.
5.1 Anforderungen an Entwurfswerkzeuge
Aus den erweiterten Anforderungen an Fraunhofer IPMS Mikroscannerspiegel, welche aus
der Erschließung neuer Anwendungsbereiche (Kapitel 2) folgen und den genutzten phy-
sikalischen Prinzipien bzw. den daraus folgenden Randbedingungen (Kapitel 3) ergeben
sich konkrete Voraussetzungen, die Enwurfswerkzeuge erfu¨llen mu¨ssen. Diese werden im
folgenden Abschnitt erla¨utert.
5.1.1 Kopplung physikalischer Doma¨nen
Viele im MEMS -Entwurf genutzte Wirkprinzipien bzw. zu beru¨cksichtigende Effek-
te beinhalten verschiedene, miteinander wechselwirkende, also gekoppelte physikalische
Doma¨nen. Man unterscheidet zwei Arten einer solchen Kopplung:
1. Die explizite Kopplung (auch schwache Kopplung, loose coupling, [101]) ist dadurch
gekennzeichnet, dass die Wechselwirkungen zwischen physikalischen Doma¨nen vor
allem in einer Richtung stattfinden, also das Einwirken einer physikalischen Doma¨ne
auf eine andere ohne bzw. mit vernachla¨ssigbar geringen Ru¨ckwirkungen auf die
erste Doma¨ne verbunden ist.
Typische Beispiele fu¨r explizite Kopplungen sind piezoresistive Wandler [27]. Hier
wirken sich die mechanischen Spannungen eines Volumenko¨rpers (strukturmecha-
nische Doma¨ne) auf dessen Leitfa¨higkeit aus (elektrische Doma¨ne). Vernachla¨ssigt
man die aus den A¨nderungen der elektrischen Stromdichte resultierenden thermi-
schen Effekte und deren Auswirkungen auf die elastischen Eigenschaften des Volu-
menko¨rpers, kann die Kopplung als ru¨ckwirkungsfrei (einseitig) betrachtet werden.
2. Die implizite Kopplung (auch starke Kopplung, strong coupling) zeichnet sich im Ge-
gensatz zur expliziten Kopplung durch eine relevante gegenseitige Wechselwirkung
zwischen den beteiligten physikalischen Doma¨nen aus. Das Einwirken einer physi-
kalischen Doma¨ne auf eine andere fu¨hrt zu Ru¨ckwirkungen auf die erste Doma¨ne
und damit wieder auf die zweite usw.
Typische Beispiele fu¨r implizit gekoppelte Systeme sind elektrostatische Antriebe in
MEMS -Bauelementen mit Plan-Platten-Elektroden (Abschnitt 2.2.2, [32]): Die vom
Antrieb aufgebrachte Kraft (elektrostatische Doma¨ne) resultiert in einer Auslenkung
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Abb. 5.1: Kopplungen zwischen physikalischen Pha¨nomenen bzw. Doma¨nen. Die Darstel-
lung beschra¨nkt sich auf die im Rahmen dieser Arbeit behandelten physikalischen
Doma¨nen (vgl. Abb. 1.2 auf S. 3).
(mechanische Doma¨ne) und damit in einer A¨nderung des Elektrodenabstands. Dies
fu¨hrt zu einer A¨nderung des elektrischen Felds und damit zu einer A¨nderung der
elektrostatischen Kraft.
Im Gegensatz zur impliziten Kopplung besteht bei der expliziten Kopplung die Mo¨glich-
keit, Probleme verschiedener physikalischer Doma¨nen unabha¨ngig voneinander zu lo¨sen.
Dabei muss allerdings beachtet werden, dass die physikalischen Randbedingungen ei-
nes Problems von der Lo¨sung eines anderen Problems bzw. mehrerer anderer Probleme
abha¨ngig sein ko¨nnen.
In Abbildung 5.1 sind die im Rahmen dieser Arbeit bei der Simulation von Mikro-
scannerspiegeln zu beachtenden Kopplungen und deren Eigenschaften schematisch dar-
gestellt. Es wird deutlich, dass sowohl das elektrostatische Antriebsmoment als auch
die fluidmechanische Da¨mpfung bezu¨glich der mechanischen Auslenkung eine implizite
Kopplung aufweisen. Soll das Bauelement mit synchronisierter Anregung betrieben bzw.
simuliert werden, ergibt sich eine zusa¨tzliche Ru¨ckkopplung von der mechanischen Aus-
lenkung zur Antriebsspannung. Da diese wiederum u¨ber das Antriebsmoment mit der
mechanischen Auslenkung wechselwirkt, muss diese Kopplung ebenfalls als implizit be-
trachtet werden. Einzig die Kopplung zur optischen Doma¨ne ist unter Vernachla¨ssigung
thermischer Effekte stets explizit.
5.1.2 Spezielle Anforderungen an FEM-Werkzeuge
Wie in den vorangegangenen Kapiteln deutlich wird, spielen numerische Verfahren zur
Lo¨sung partieller Differentialgleichungen eine wichtige Rolle beim Entwurf bzw. bei der
Simulation von MEMS -Bauelementen. Im Rahmen dieser Arbeit wird dazu ausschließlich
auf die Finite-Elemente-Methode (FEM , [102]) eingegangen.
In der FEM wird ein Lo¨sungsgebiet (z.B. Volumenko¨rper), dessen Eigenschaften mit-
hilfe einer partiellen Differentialgleichung (bzw. eines Differentialgleichungssystems) be-
schrieben werden (beispielsweise der Navier-Stokes-Gleichungen), in Teilgebiete zer-
legt. Zur Lo¨sung des Problems werden innerhalb dieser, als finite Elemente bezeichneten
Teilgebiete Ansatzfunktionen definiert. Dabei schra¨nken sowohl die Unterteilung (Dis-
kretisierung) als auch die Wahl der Ansatzfunktionen die mo¨glichen Na¨herungslo¨sungen
des FEM -Problems und damit auch deren Genauigkeit ein. Durch Multiplikation der
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Abb. 5.2: Beispiele fu¨r 3D-FE-Netze. a) Tetraeder-Netz; b) Hexaeder-Netz. [63]
zu lo¨senden Differentialgleichung bzw. der Randbedingungen mit einer Testfunktion und
numerischer Integration u¨ber das Lo¨sungsgebiet wird das Problem na¨herungsweise gelo¨st.
Aus dieser Methodik ergeben sich eine Reihe von Problemen. So ist die Genauigkeit
der Na¨herungslo¨sung nicht nur von der Art und Anzahl der finiten Elemente oder den
gewa¨hlten Ansatzfunktionen abha¨ngig. Auch der Verlauf der anzuna¨hernden (exakten)
Lo¨sung beeinflusst die Abweichungen der FEM -Na¨herung. Vor allem der Gradient der
Ergebnisgro¨ße spielt dabei eine entscheidende Rolle. Diese Eigenschaft der FEM ist fu¨r
den Entwurf von Mikroscannerspiegeln vor allem im Bereich der strukturmechanischen
Doma¨ne relevant. Am Beispiel des Verlaufs der mechanischen Dehnung bzw. Spannung
in einer Torsionsfeder nahe der Einspannung (Abschnitt 3.2.3) wird dies besonders deut-
lich. Maximum und Minimum der Dehnung liegen nur wenige Mikrometer voneinander
entfernt. In Kombination mit der hohen Zugfestigkeit von einkristallinem Silizium in
der Gro¨ßenordnung von 1 GPa ko¨nnen daher sehr große Gradienten im Dehungsverlauf
auftreten.
Konvergenz verschiedener FE-Netztypen
Um beispielsweise die in einem ausgelenkten Mikroscannerspiegel auftretenden mecha-
nischen Spannungen mit ausreichender Genauigkeit bestimmen zu ko¨nnen, wird im Be-
reich der Torsionsfedern eine vergleichsweise feine Diskretisierung (geringe Diskretisie-
rungsla¨nge) beno¨tigt. Ob eine konkret gewa¨hlte Diskretisierung ausreichend ist, um die
gewu¨nschte Genauigkeit zu erreichen, kann mithilfe einer Konvergenzanalyse untersucht
werden.
Konvergenzanalysen sind wichtige Werkzeuge beim Einsatz der FEM . Mit ihrer Hilfe
kann die Qualita¨t eines FE-Netzes (Diskretisierungsgitter des Lo¨sungsgebiets) untersucht
werden. Dazu wird eine fu¨r das konkrete Problem relevante Ergebnisgro¨ße in Abha¨ngig-
keit von der Anzahl der sich ergebenden Freiheitsgrade eines FE-Netzes betrachtet. Es
wird dabei ausgenutzt, dass die Lo¨sung eines FE-Problems mit abnehmender Diskretisie-
rungsla¨nge gegen die anzuna¨hernde (exakte) Lo¨sung konvergiert19.
In Abbildung 5.3 sind die Ergebnisse von Konvergenzanalysen an FE-Netzen einer
ausgelenkten Torsionsfeder dargestellt. Dabei werden die Eigenschaften einiger wichtiger
3D-Netztypen [63, 85] deutlich (siehe dazu auch Abb. 5.2 bzw. Anhang C.6):
• Freie Tetraeder-Netze bestehen aus tetraederfo¨rmigen finiten Elementen. Diese eig-
nen sich besonders gut fu¨r eine automatisierte Netz-Generierung. Die typischen
Diskretisierungsla¨ngen, also die Elementgro¨ßen werden dabei entweder automatisch
19Dies gilt nicht, wenn die anzuna¨hernde (exakte) Lo¨sung Singularita¨ten aufweist.
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Abb. 5.3: Konvergenzverhalten verschiedener FE-Netze (vgl. Anhang C.6). a) Modell zur Un-
tersuchung des Konvergenz-Verhaltens; b) Konvergenzverhalten bei Nutzung unter-
schiedlicher Vernetzungsstrategien bezu¨glich der Anzahl der Freiheitsgrade.
gewa¨hlt oder durch den Entwerfer vorgegeben. Die freie Vernetzung stellt die fu¨r
den Entwerfer einfachste Mo¨glichkeit dar, ein FE-Netz zu erstellen. Sie resultiert je-
doch oft in Netzen mit sehr vielen Elementen (Freiheitsgraden) und damit in einem
hohen Rechenaufwand.
• Strukturierte Tetraeder-Netze bestehen ebenfalls aus tetraederfo¨rmigen finiten Ele-
menten und werden a¨hnlich den freien Tetraeder-Netzen weitgehend automatisch
generiert. Zusa¨tzlich zur Festlegung einer typischen Diskretisierungsla¨nge besteht
fu¨r den Entwerfer jedoch die Mo¨glichkeit, fu¨r bestimmte Bereiche (Kanten, Fla¨chen,
Volumen) eine Diskretisierung vorzugeben. Auf diese Weise ko¨nnen bestimmte Ei-
genschaften eines FE-Netzes gezielt beeinflusst bzw. verbessert werden (beispielswei-
se durch eine feinere Vernetzung in Regionen mit großem Gradienten der Ergebnis-
gro¨ße). Die Nutzung von strukturierten Tetraeder-Netzen fu¨hrt zu einem erho¨hten
Aufwand in der Modellgenerierung20 bei einem (im Vergleich zu freien Tetraeder-
Netzen) verringerten Rechenaufwand bei vergleichbarer Genauigkeit.
• Strukturierte Hexaeder-Netze bestehen aus hexaederfo¨rmigen finiten Elementen. Da
sich dieser Element-Typ nicht fu¨r eine automatische Netz-Generierung innerhalb
komplexen Geometrien eignet, mu¨ssen Hexaeder-Netze zumeist manuell erstellt wer-
den. Dazu wird die Diskretisierung des Lo¨sungsgebiets durch den Entwerfer vorge-
geben. Strukturierte Hexaeder-Netze sind demensprechend aufwa¨ndig in der Gene-
rierung. Im Gegenzug zeichnen sie sich durch eine hohe Effizienz (vergleichsweise
hohe Genauigkeit bei geringer Elementzahl) und ein gutes Konvergenz-Verhalten
(Abb. 5.3b) aus.
Die Konvergenzeigenschaften der vorgestellten 3D-Netztypen werden anhand der in
Abb. 5.3b dargestellten Verla¨ufe deutlich. Fu¨r den Vergleich wurde die Geometrie ei-
ner Torsionsfeder (Abb. 5.3a) auf verschiedene Arten vernetzt. Beispiele fu¨r typische
resultierende Netz-Topologien sind in Anhang C.6 enthalten. Fu¨r die Konvergenzanalyse
20Moderne FEM -Programme bieten alternativ die Mo¨glichkeit einer automatischen, adaptiven Netz-
Verbesserung (Adaptive Meshing, [63, 85]). Dabei wird das Problem zuna¨chst auf einem automatisch
generierten Netz (freies Tetraeder-Netz) gelo¨st. Im na¨chsten Schritt werden die Bereiche mit dem gro¨ßten
Gradienten der Ergebnisgro¨ße automatisch feiner vernetzt (strukturiertes Tetraeder-Netz).
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wurde die kritische (ho¨chste) Hauptnormalspannung σ1 bei einer Verdrillung von 5
◦ (siehe
Abschnitt 3.2.3) gewa¨hlt. Erwartungsgema¨ß konvergiert die Lo¨sung im Fall des struktu-
rierten Hexaeder-Netzes am besten. Bereits ab einer Anzahl der Freiheitsgrade von ca.
30 000 zeigt der Spannungsverlauf eine gute Konvergenz gegen max σ1 ≈ 403 MPa. Die
strukturierten Tetraeder-Netze weisen ein wesentlich schlechteres Konvergenzverhalten
auf. Eine akzeptable relative Konvergenz von 5 % ergibt sich erst fu¨r Netze ab ca. 40 000
Freiheitsgraden. Eine mit den strukturierten Hexaeder-Netzen vergleichbare Konvergenz
wird erst ab ca. 400 000 Freiheitsgraden erreicht. Wie ebenfalls erwartet, konvergiert die
Lo¨sung bei Nutzung eines freien Tetraeder-Netzes noch wesentlich schlechter. Erst ab ca.
100 000 Freiheitsgraden kann eine relative Konvergenz von 5 % erzielt werden. Das Kon-
vergenzniveau des strukturierten Hexaeder-Netzes wird selbst mit 800 000 Freiheitsgraden
nicht erreicht.
Es sei an dieser Stelle noch angemerkt, dass der Bedarf an Ressourcen zur Lo¨sung von
FEM -Problemen im Allgemeinen u¨berproportional mit der Zahl der Freiheitsgrade an-
steigt21. Es muss also ein Kompromiss zwischen Aufwand bei der Erstellung des Modells,
Ressourcenbedarf und Genauigkeit gefunden werden.
Hybrid-Netze
Eine Besonderheit die beim Einsatz der FEM im Bereich des MEMS -Entwurf beachtet
werden muss, sind die auftretenden, zum Teil extremen Aspektverha¨ltnisse der unter-
suchten Geometrien bzw. extremen Unterschiede der Aspektverha¨ltnisse einzelner Teil-
geometrien. So kann eine Torsionsfeder ein Verha¨ltnis der Ho¨he zur Breite h/w von 15
aufweisen; die damit verbundene Spiegelplatte dagegen ein Verha¨ltnis von 0.02 (SINUS-
Scanner). Noch extremer sind die Verha¨ltnisse in Schichtsystemen. Hier sind Werte fu¨r
h/w in der Gro¨ßenordnung von 10−4 keine Seltenheit [104].
Da die Genauigkeit eines FE-Modells sehr stark von der geometrischen Form (vor al-
lem vom Aspektverha¨ltnis) der finiten Elemente abha¨ngt22, resultiert ein großes Aspekt-
verha¨ltnis der zu vernetzenden Geometrie in einer großen Anzahl der beno¨tigten finiten
Elemente. Dadurch steigt die Anzahl der Freiheitsgrade des Problems und der Ressour-
cenbedarf fu¨r dessen Lo¨sung. Zusa¨tzlich verscha¨rft wird diese Problematik, zumindest
beim Einsatz von strukturierten Hexaeder-Netzen, wenn sich das Aspektverha¨ltnis und
der Gradient der Ergebnisgro¨ße beim U¨bergang zwischen Teilgeometrien (z.B. Torsionsfe-
der und Spiegelplatte) sehr stark a¨ndert. So wird fu¨r eine ausreichend genaue Berechnung
der mechanischen Spannungen innerhalb einer Torsionsfeder eine wesentlich feinere Unter-
teilung in finite Elemente beno¨tigt als innerhalb der angrenzenden Spiegelplatte. Letzere
wird kaum deformiert; der Gradient der Ergebnisgro¨ße (also die mechanische Dehnung)
nimmt nur geringe Werte an. Um dieser Tatsache gerecht zu werden bzw. um die Ef-
fizienz der zum Einsatz kommenden FE-Netze zu erho¨hen (Erho¨hung der Genauigkeit
bei mo¨glichst wenigen Freiheitsgraden), ko¨nnen sogenannte Hybrid-Netze genutzt wer-
den. Von Hybrid-Netzen spricht man, wenn verschiedene Element-Typen (Tetraeder-,
Hexaeder-Elemente usw.) kombiniert vorkommen. Zur Realisierung von Hybrid-Netzen
werden zwei verschiedene Ansa¨tze verfolgt:
21Dies gilt nicht bei der Anwendung sogenannter Mehrgitter-Lo¨sungsverfahren [85, 103]. Diese weisen
eine nahezu proportionale Abha¨ngigkeit des Ressourcenbedarfs (Speicher, Rechenzeit) von der Anzahl der
Freiheitsgrade auf, sind allerdings fu¨r Probleme mit einer geringen Anzahl von Freiheitsgraden ineffizient.
22Es wird beispielsweise fu¨r den 3D-Elementtyp SOLID45 (strukturmechanische Doma¨ne, lineare An-
satzfunktion) des FEM -Programms ANSYS R© ein Aspektverha¨ltnis von ho¨chstens 1 : 30 empfohlen [63].
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Abb. 5.4: Hybrid-Netze in FE-Modellen. Mithilfe von hybriden FE-Netzen ko¨nnen u.a. struk-
turmechanische Probleme im MEMS -Entwurf mit großer Genauigkeit bei verringer-
tem Rechenaufwand gelo¨st werden. Der Aufwand fu¨r die Erstellung des Netzes ist
jedoch vergleichsweise hoch. Die Darstellung entha¨lt ein Hybrid-Netz, bestehend
aus ANSYS R©-Elementen des Typs SOLID45, SOLID95 und SHELL281 [63].
• Mithilfe der direkten Elementkopplung werden verschiedene Element-Typen in einem
FE-Netz integriert. Aus diesem Ansatz erwachsen zum Teil neue Anforderungen
an die Eigenschaften der finiten Elemente; fu¨r einen U¨bergang von tetraederfo¨rmi-
gen auf hexaederfo¨rmige Elemente werden beispielsweise Elemente mit Pyramiden-
Option beno¨tigt [63]. Eine weitere Mo¨glichkeit, die sich aus dieser Technik ergibt,
ist die Nutzung ordnungsreduzierter Elemente zur Verringerung der Freiheitsgrade
eines Problems. So ko¨nnen beispielsweise komplexe Schichtsysteme mithilfe spezi-
eller Schalenelemente (SOLID SHELL [105]) in ein 3D-Problem integriert werden.
Weitere Beispiele fu¨r ordnungsreduzierte Elemente sind Massenpunkte oder Feder-
elemente.
• Durch eine implizite Kopplung von Teilnetzen lassen sich ebenfalls Hybrid-Netze
realisieren. Dabei ergeben sich die diskreten Randbedingungen des Lo¨sungsgebiets
an den Schnittstellen durch Interpolation aus den Ergebnisgro¨ßen des jeweils ande-
ren Netzes. Durch die implizite Kopplung innerhalb des Problems erho¨ht sich der
Rechenaufwand im Vergleich zur direkten Elementkopplung zum Teil betra¨chtlich.
Zur Verdeutlichung der Problematik ist in Abb. 5.4 ein typisches, bei der Simulation
von Mikroscannerspiegeln zum Einsatz kommendes Hybrid-Netz auf Basis der direkten
Elementkopplung dargestellt. Um den großen, innerhalb der Torsionsfedern stattfinden-
den Dehnungen gerecht werden zu ko¨nnen, mu¨ssen diese mit einem vergleichsweise feinen
FE-Netz diskretisiert werden. Um einen U¨bergang auf das wesentlich gro¨bere Netz der
Spiegelplatte zu realisieren, kommen tetraeder- und pyramidenfo¨rmige Elemente zum Ein-
satz. Es muss allerdings beachtet werden, dass die auf diese Weise erreichte Erho¨hung der
Effizienz mit einem vergleichsweise hohen Aufwand bei der Generierung des Modells er-
kauft wird. Dies la¨sst sich jedoch durch eine (Teil-) Automatisierung der Netz-Erzeugung,
z.B. mithilfe der Skript-Schnittstelle des jeweiligen FEM -Programms zumindest teilweise
kompensieren.
5.1 Anforderungen an Entwurfswerkzeuge 121
5.1.3 Ordnungsreduktion
Neben der Nutzung von Symmetrien innerhalb eines Entwurfsproblems ist die Ordnungs-
reduktion ein wichtiges Hilfsmittel zur Verringerung des Rechenaufwands im MEMS -
Entwurf. Im Allgemeinen realisiert eine Ordnungsreduktion die Transformation eines zu
lo¨senden Problems mit einer großen Zahl an Freiheitsgraden in eine Beschreibung mit
wenigen, fu¨r das Problem wesentlichen (dominanten) Freiheitsgraden [106]. Im Folgenden
werden einige Verfahren zur Ordnungsreduktion von Bewegungsgleichungen kurz benannt.
Auf das im Rahmen dieser Arbeit genutzte, auf der Orthogonalprojektion bzw. modalen
Superpositionsmethode beruhende Prinzip der modalen Zerlegung wird in Abschnitt 5.3.3
gesondert eingegangen.
Die Bewegungsgleichung eines strukturmechanischen FE-Modells kann mithilfe des
folgenden Differentialgleichungssystems zweiter Ordnung beschrieben werden [86]:
M · ~¨U +α · ~˙U + K · ~U = B · ~P mit M,K,α ∈ Rm×m, ~U ∈ Rm (5.1)
und B ∈ Rm×n, ~P ∈ Rn, m > n
Dabei entspricht m der Anzahl der Freiheitsgrade des FEM -Problems23; ~U entha¨lt die
Verschiebungskomponenten aller Knoten des FE-Netzes; M, α und K sind die Massen-,
Da¨mpfungs- und Steifigkeitsmatrizen der untersuchten Geometrie, ebenfalls bezogen auf
die Knoten. Die Matrix B wird als Inzidenzmatrix bezeichnet. Sie definiert, an welchen
Knoten des FE-Netzes bzw. in welche Richtungen die mithilfe des Vektors ~P beschriebenen
Lasten wirksam sind. Mithilfe einer zweiten Inzidenzmatrix L ergibt sich ein Zusammen-
hang mit der in Abschnitt 3.2.4 eingefu¨hrten allgemeinen Bewegungsgleichung (3.56) eines
Mikroscannerspiegels mit n Bewegungsfreiheitsgraden:
~X = LT · ~U mit L ∈ Rm×n, ~X ∈ Rn (5.2)
Hier legt L den Zusammenhang zwischen den Knotenfreiheitsgraden des FEM -Problems
und den Bewegungsfreiheitsgraden des Systems ~X (vgl. Abb. 3.15, S. 56) fest. Das Ziel
der Ordnungsreduktion ist es nun, ein Modell der Form
M˜ · ~¨q + α˜ · ~˙q + K˜ · ~q = B˜ · ~P bzw. ~X = L˜T · ~q (5.3)
mit q ∈ Rm˜ als Verschiebungen (Auslenkungen) und M˜, α˜, K˜ ∈ Rm˜×m˜ bzw. B˜ ∈ Rm˜×n
zu erhalten. Dabei ist m˜ m die Anzahl der Freiheitsgrade nach der Ordnungsreduktion.
Ein solches Modell wird auch als Makromodell bezeichnet.
Die Matrixkondensationstechnik (Substrukturtechnik, Guyan-Verfahren) geho¨rt
zu den Standardverfahren der FEM . Es basiert auf der sukzessiven Elimination von Zeilen
und Spalten einer Matrix [107]. Dabei werden die Gleichungen jedoch nicht vollsta¨ndig
aufgelo¨st. Es verbleibt eine definierte Anzahl sogenannter Masterfreiheitsgrade, welche
zur Beschreibung des Makromodells genutzt werden.
Ein mithilfe der Matrixkondensationstechnik erstelltes Makromodell beschreibt das zu-
grunde liegende (statische) Ausgangssystem exakt. Da jedoch bei der Auswahl der Master-
freiheitsgrade keine dynamischen Eigenschaften wie Geschwindigkeit oder Beschleunigung
beru¨cksichtigt werden ko¨nnen, treten in dynamischen Systemen typischerweise gro¨ßere
Abweichungen auf. Die Methode ist daher zur Modellierung von Systemen dieser Art nur
bedingt geeignet [86].
23Unter Annahme von linearen Ansatzfunktionen der Elemente [63].
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Die Approximation der Systemfunktion basiert auf der Idee, die Systemfunktion
H = f(s) eines Originalsystems mithilfe einer Ansatzfunktion anzuna¨hern [86]. Dazu wird
das zu reduzierende System in den Laplace-Raum transformiert und um einen Entwick-
lungspunkt s0 in eine Reihe entwickelt. Die Anzahl der beru¨cksichtigten Koeffizienten
legt dabei die Ordnung m˜ des resultierenden Makromodells fest.
Die Ordnungsreduktion mithilfe der Approximation der Systemfunktion ist fu¨r linea-
re Probleme der Art von Gl. (5.1) gut geeignet. Es kann jedoch in der approximierten
Systemfunktion zu großen Abweichungen von der originalen Systemfunktion bzw. zu Un-
stetigkeiten und Polstellen kommen.
Die Orthogonalprojektion wird auch als Galerkin-Ansatz bezeichnet [86]. Sie ba-
siert auf der Projektion eines linearen Systems in Rm×m auf einen geeigneten, niedrigdi-
mensionalen Unterraum Rm˜×m˜. Dies wird mithilfe einer orthogonalen, regula¨ren Projek-
tionsmatrix Φ ∈ Rm×m˜ realisiert. Ein Makromodell entsprechend Gl. (5.3) ergibt sich
dann anhand der folgenden Zusammenha¨nge:
M˜ = ΦT·M·Φ, α˜ = ΦT·α·Φ, K˜ = ΦT·K·Φ und B˜ = ΦT·B·Φ (5.4)
Aus physikalischer Sicht entsprechen die Spalten der Projektionsmatrix Φ jeweils einem
Vektor ~Φi, der einen bestimmten Deformationszustand bzw. eine bestimmte Auslenkung
der modellierten Struktur beschreibt. Diese Vektoren werden auch als Formfunktionen
bezeichnet. In der Orthogonalprojektion werden sie durch Gewichtsfaktoren qi so ska-
liert, dass sich bezu¨glich der Lo¨sung des Originalsystems eine minimale Abweichung der
Strukturdeformation ergibt. Die Anzahl der genutzten Vektoren ~Φi bzw. Faktoren qi be-
stimmen daher die Anzahl der Freiheitsgrade des Makromodells. Es gilt also ~q ∈ Rm˜ (vgl.
Gl. (5.3)).
Der Deformationszustand einer Struktur wird in der Orthogonalprojektion nicht mehr
durch einzelne Knotenverschiebungen eines FE-Netzes, sondern durch die Linearkombi-
nation von m˜ Vektoren dargestellt. Dabei wird die Qualita¨t der Lo¨sungen entscheidend
von der Wahl der Formfunktionen ~Φi beeinflusst. Zum Aufbau eines Satzes von Form-
funktionen (Orthogonalbasis) ko¨nnen verschiedene Verfahren genutzt werden.
Eine Mo¨glichkeit, eine Orthogonalbasis aufzubauen besteht in der Nutzung eines soge-
nannten Krylov-Unterraum-Verfahrens. Ein Beispiel dafu¨r ist das Arnoldi-Verfahren,
mit dessen Hilfe Makromodelle beliebiger Ordnung und Genauigkeit iterativ aufgebaut
werden ko¨nnen [86, 108]. Krylov-Unterraum-Verfahren sind Standardverfahren der
FEM .
Ein im Bereich des MEMS -Entwurfs oft zum Einsatz kommendes, weiteres Verfahren
ist die modale Superpositionsmethode. Dabei wird die Projektionsmatrix Φ aus m˜ Ei-
genvektoren des Systems aufgebaut [5, 86]. Diese sind per Definition bereits orthogonal
zueinander. Der Grundgedanke ist dabei, dass jede Auslenkung einer Struktur durch eine
Linearkombination der Eigenvektoren beschrieben werden kann. Werden dabei diejeni-
gen Eigenvektoren mit einer, bezogen auf die untersuchte Belastung, geringen Relevanz
vernachla¨ssigt, kann die Ordnung des zu lo¨senden Problems stark reduziert werden. Zur
Verdeutlichung der Methodik ist in Abb. 5.5 ein Beispiel fu¨r ein typisches FEM -Problem
des MEMS -Entwurfs mit einigen hundert Freiheitsgraden dargestellt, welches mithilfe der
modalen Superposition auf ein Makromodell mit lediglich vier Freiheitsgraden reduziert
werden kann. Dabei wird deutlich, dass die konkrete Wahl bzw. Relevanz der fu¨r das
Makromodell nutzbaren Eigenvektoren stark von der auf die Struktur wirkenden Last
abha¨ngig ist.
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Abb. 5.5: Orthogonalprojektion auf Basis der modalen Superposition. Mithilfe einer FEM -
Modalanalyse werden die ersten 16 Eigenvektoren des Systems bestimmt. Die fu¨r
eine bestimmte Belastung relevanten Eigenvektoren bilden die Orthogonalbasis des
resultierenden Makromodells [86].
Ebenso wie die Matrixkondensationstechnik und die Approximation der Systemfunkti-
on kann die Orthogonalprojektion ausschließlich zur Ordnungsreduktion linearer Systeme
genutzt werden. Sie ist daher ohne Modifikationen nur bedingt fu¨r den Entwurf von
Fraunhofer IPMS -Mikroscannerspiegeln geeignet.
Zur Ordnungsreduktion nichtlinearer Systeme existieren bis heute keine allge-
meingu¨ltigen Ansa¨tze. Vielmehr findet man in der Literatur zu diesem Thema eine
Auswahl an heuristischen, iterativen und auf Linearisierung beruhenden Ansa¨tzen mit
verschiedenen Eigenschaften und Anwendungsbereichen [86, 106, 109].
Um die bei der Simulation von Mikroscannerspiegeln auftretenden Nichtlinearita¨ten
beru¨cksichtigen zu ko¨nnen, muss Gl. (5.1) um nichtlineare Terme erweitert werden:
M · ~¨U + (α+α′) ~˙U + (K + K′) ~U = B · ~P + ~P ′ (5.5)
Dabei repra¨sentieren die Ausdru¨cke α′ = f(~U, ~˙U), K′ = f(~U) und ~P ′ = f(~U) die aus
der Da¨mpfung (Abschnitt 3.3), den geometrischen Effekten (Abschnitt 3.2.2) und den Ei-
genschaften des Out-of-plane-comb-Antriebs (Abschnitt 3.4.1) resultierenden Nichtlinea-
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rita¨ten. Das Makromodell eines Mikroscannerspiegels hat dann entsprechend Gl. (5.3)
die folgende Form:
M˜ · ~¨q + (α˜+ α˜′) ~˙q + (K˜ + K˜′) ~q = B˜ · ~P + ~P ′ mit α˜′, K˜′ ∈ Rm˜×m˜ (5.6)
Ein Beispiel fu¨r ein Verfahren zur Ordnungsreduktion eines solchen Systems ist das
Karhunen-Loe`ve-Verfahren [86]. Es basiert auf der Beschreibung einer nichtlinearen
Deformation mithilfe einer Reihe von gewichteten linearen Formfunktionen. Diese werden
aus gekoppelten Feldanalysen fu¨r verschiedene Deformationszusta¨nde (Snapshots) gewon-
nen und in einem Makromodell miteinander kombiniert. Der Nachteil dieses Verfahrens
liegt darin, dass zur Erstellung des Makromodells zuna¨chst vollsta¨ndig gekoppelte Analy-
sen des Originalsystems durchgefu¨hrt werden mu¨ssen. Da eine solche Analyse eines Mikro-
scannerspiegels unter gleichzeitiger Beru¨cksichtigung der strukturmechanischen, fluidme-
chanischen und elektrostatischen Doma¨ne sowie deren Kopplungen extrem aufwa¨ndig bzw.
nicht mo¨glich ist, wird die Methode an dieser Stelle nicht weiter betrachtet.
Besser geeignet fu¨r den Entwurf von Mikroscannerspiegeln ist die Ordnungsreduktion
auf Basis der modalen Zerlegung. Dieses Verfahren zur Generierung nichtlinearer Ma-
kromodelle wurde erstmalig in [110] vorgestellt und eignet sich sehr gut fu¨r nichtlineare
Systeme, welche nahe einer Eigenresonanz betrieben werden. Eine ausfu¨hrliche Beschrei-
bung des Verfahrens und ein Beispiel fu¨r die Umsetzung in einem Modellgenerator kann
auch in [86] gefunden werden.
Das Prinzip der modalen Zerlegung basiert auf dem der modalen Superposition. Es
wird aus den Eigenvektoren des linearisierten Systems eine Orthogonalbasis Φ aufgebaut.
Anschließend wird das nichtlineare System in diese Basis projiziert. Dabei wird die Tat-
sache ausgenutzt, dass nichtlineare Eigenformen im Allgemeinen invariant sind, d.h. eine
Strukturschwingung zu jedem Zeitpunkt in nur einer nichtlinearen Eigenform eingeschlos-
sen ist, ohne andere nichtlineare Eigenschwingungen anzuregen [86]. Das Ergebnis einer
Ordnungsreduktion nach dem Prinzip der modalen Zerlegung ist ein gekoppeltes System
entsprechend Gl. (5.6), bestehend aus m˜ nichtlinearen gewo¨hnlichen Differentialgleichun-
gen zweiter Ordnung.
5.1.4 Spezielle Anforderungen an Optimierungswerkzeuge
Ein weiteres wichtiges Thema beim Entwurf von MEMS -Bauelementen ist die Optimie-
rung. Dabei werden oft ein oder mehrere Teilaspekte gesondert betrachtet. Da jedoch, wie
bereits in den vorangegangenen Abschnitten deutlich wurde, im MEMS -Entwurf physi-
kalische Pha¨nomene oftmals stark wechselwirken, ergeben sich zumeist Randbedingungen
bzw. Einschra¨nkungen. So muss beispielsweise bei der Optimierung (Minimierung) der
mechanischen Spannungen innerhalb eines Federelements beru¨cksichtigt werden, dass sich
die fu¨r eine bestimmte Federgeometrie ergebende Federha¨rte auf die mechanische Reso-
nanzfrequenz des Bauelements und damit auf dessen dynamische Eigenschaften auswirkt.
In einigen Fa¨llen ist eine Optimierung nur mo¨glich, wenn verschiedene Pha¨nomene
gekoppelt betrachtet werden. So kann die Effizienz eines Out-of-plane-comb-Antriebs nur
dann sinnvoll beurteilt werden, wenn die sich aus der elektrostatischen Doma¨ne ergeben-
den Eigenschaften im Kontext der fluidmechanischen Da¨mpfung betrachtet werden.
Fu¨r den Entwurf von Mikroscannerspiegeln werden demnach Optimierungswerkzeuge
mit folgenden Eigenschaften beno¨tigt:
• Um den Parameterraum eines Optimierungsproblems eingrenzen bzw. die aus den
Kopplungen zwischen den Pha¨nomenen resultierenden Einschra¨nkungen beru¨cksich-
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tigen zu ko¨nnen, werden Verfahren beno¨tigt, die fu¨r die Lo¨sung von (nichtlinearen)
Optimierungsproblemen mit Nebenbedingungen geeignet sind. Dabei sollten ne-
ben einer Begrenzung des Wertebereichs der einzelnen Optimierungsparameter auch
zusa¨tzliche Einschra¨nkungen (Constraints, [65]) beru¨cksichtigt werden ko¨nnen.
• Es muss die Mo¨glichkeit bestehen, Optimierungsprobleme so zu formulieren, dass
die Wechselwirkungen zwischen verschiedenen physikalischen Pha¨nomenen beru¨ck-
sichtigt werden ko¨nnen. Dabei sollte sowohl eine explizite als auch eine implizite
Kopplung der relevanten physikalischen Doma¨nen realisierbar sein.
Ein weiterer Aspekt der Optimierung ergibt sich aus der Tatsache, dass ein großer Teil
der Probleme beim MEMS -Entwurf nur mithilfe der FEM gelo¨st werden kann. Da, wie
in den vorangegangenen Abschnitten bereits erwa¨hnt worden ist, die Lo¨sung eines FEM -
Problems unter anderem von der Wahl der Diskretisierungspunke, also von der Gestalt des
FE-Netzes abha¨ngig ist, ergeben sich einige Besonderheiten. Es muss sichergestellt sein,
dass das Lo¨sungsgebiet auf solche Weise diskretisiert wird, dass sich fu¨r alle zula¨ssigen Pa-
rameterkombinationen Lo¨sungen mit vergleichbarer, ausreichender Genauigkeit ergeben.
Ist dies nicht der Fall besteht die Gefahr, dass anstelle des eigentlichen physikalischen
Problems die Diskretisierung des Lo¨sungsgebiets optimiert wird oder zumindest die Op-
timierung negativ beeinflusst wird (z.B. durch große, von numerischen Ungenauigkeiten
verursachte Spru¨nge im Verlauf der Zielfunktion).
5.2 Relevante Entwurfswerkzeuge
Im folgenden Abschnitt werden die im Rahmen dieser Arbeit genutzten Werkzeuge kurz
vorgestellt. Es handelt sich dabei um das am Fraunhofer IIS-EAS in Dresden entwickel-
te Optimierungswerkzeug MOSCITO [111, 112]. Außerdem wird auf das Simulations-
programm MATLAB R© [113] eingegangen. Dabei liegt der Schwerpunkt auf der an der
Universita¨t Berkley entwickelten freien MATLAB R©-Toolbox SUGAR.
Fu¨r eine U¨bersicht zu den am Fraunhofer IPMS bzw. im Rahmen dieser Arbeit außer-
dem genutzten kommerziellen FEM -Programme ANSYS R© und COMSOL MultiphysicsTM
sei an dieser Stelle auf Anhang C.1 verwiesen. Bezogen auf den MEMS -Entwurf wird hier
auf einige zurzeit bestehende Mo¨glichkeiten und Einschra¨nkungen eingegangen.
5.2.1 MOSCITO Optimierungsumgebung
Die MOSCITO-Umgebung realisiert ein internetbasiertes, verteiltes Simulations-
Optimierungs-System [111, 112]. Es wird am Fraunhofer IIS, Institutsteil Entwurfs-
automatisierung in Dresden seit 1997 entwickelt und steht dem Fraunhofer IPMS als
Testversion zur Verfu¨gung. Das Ziel der Entwicklung ist es, kommerziell verfu¨gbare
Simulatoren mit frei verfu¨gbaren Optimierungsalgorithmen zu koppeln und damit die
Designoptimierung fu¨r Mikrosysteme zu unterstu¨tzen [114]. Dabei wird die Kommuni-
kation der einzelnen Systemkomponenten konsequent u¨ber das Internet-Protokoll rea-
lisiert. Die Implementation der Programmkomponenten erfolgt ausschließlich in der
plattformunabha¨ngigen Programmiersprache Java R©. Es ist daher mo¨glich, Rechner an
unterschiedlichen Standorten mit verschiedenen Betriebssystemen in ein Optimierungs-
Problem einzubinden. Voraussetzung ist lediglich eine Internetverbindung und eine
Java R©-Laufzeitumgebung.
Die MOSCITO-Umgebung stellt Komponenten bzw. sogenannte Agenten fu¨r die fol-
genden Aufgaben bereit [114]:
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1 Notwendigkeit verteilter, 
simulationsgestützter 
Optimierung
Der Entwurf komplexer Systeme erfordert in der Regel
die Bewältigung umfassender Simulationsaufgaben.
Sowohl die Teilkomponenten als auch das Gesamtsys-
tem können auf diese Weise bereits in einer frühen
Entwurfsphase geprüft und mit der angestrebten Funk-
tionalität verglichen werden. Sollen gefundene
Realisierungsvarianten bezüglich einer vorgegebenen
Spezifikation zielgerichtet verbessert werden, bietet
sich der Einsatz von Optimierungsverfahren in
Verbindung mit der Simulation an. Man kann dann
auch von simulationsgestützter Optimierung sprechen.
Beim Einsatz der genannten Vorgehensweise für den
Entwurf praxisrelevanter Systeme treten allerdings oft
Probleme auf:
• Sowohl die Simulation als auch die Optimierung
beanspruchen für komplexe Probleme lange
Rechenzeiten und hohen Speicherbedarf.
• Die eingesetzten Werkzeuge (Simulatoren, Opti-
mierungsprogramme) sind unter Umständen nicht
vor Ort verfügbar (Rechner-Plattform, lizenzrecht-
liche Gründe, Installations-/Administrationsauf-
wand, ...).
• Spezialisierte Werkzeuge wie beispielsweise lei-
stungsfähige Simulationsumgebungen erfordern
für den Anwender vielfach einen enormen Einar-
beitungsaufwand. 
• Da für die Simulation und die Optimierung mög-
lichst vorhandene Werkzeuge eingesetzt werden
sollen, besteht Bedarf für ein flexibles Einbinden
beziehungsweise Austauschen von Programmen
für die jeweiligen Teilaufgaben.
Zur Lösung der genannten Probleme bietet sich an, die
Teilaufgaben wie die Simulation und die Optimierung
an eigenständige, für sich jeweils intelligent arbeitende
Programme (Agenten) zu delegieren, die im Internet
verteilt über geeignete Kommunikationsverbindungen
gemeinsam arbeiten. Die Interaktionen mit dem An-
wender (Auswahl der Werkzeuge, Steuerung des
Simulations-Optimierungs-Prozesses, Ausgabe der
Ergebnisse) sowie die Koordination der einzelnen
Agenten muss dabei über ein grafisches Front-End-
Programm realisiert werden.
Bild 1:   Grundkonzept für die simulationsgestützte Optimierung.
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Abb. 5.6: Beispiel fu¨r einen typischen MOSCITO-Workflow. Mithilfe des Optimierungs-
Systems MOSCITO ko¨nnen mehrere Simulatoren bzw. Optimierungsmodule gekop-
pelt werden. Das Schema entha¨lt die einfachstmo¨gliche Variante mit einem Simulator
und einem Optimierungsmodul [114].
• Kapselung von Entwurfsprogrammen, sodass diese u¨ber das Internet gesteuert bzw.
genutzt werden ko¨nnen,
• Schnittstellen fu¨r den einheitlichen Datenaustausch (Modellbeschreibungen, Simu-
lationsergebnisse usw.) zwischen den Programmen,
• Ablaufsteuerung und Ergebnisvisualisierung und -speicherung von Entwurfsprozes-
sen u¨ber eine grafische Benutzeroberfla¨che.
An Simulationswerkzeugen werden unter anderem ANSYS R©, MATLAB R© und SPICE
unterstu¨tzt. Eine Erweiterung um Schnittstellen fu¨r zusa¨tzliche Simulatoren ist dabei
problemlos mo¨glich; Voraussetzung ist lediglich, dass das Simulationsprogramm im Batch-
Betrieb gestartet werden kann. Fu¨r die Optimierung stehen sowohl direkte Algorithmen
(z.B. Nelder-Mead-Simplex, Powell) als auch globale Suchverfahren (z.B. Simulated
Annealing, BTRK ) zur Verfu¨gung. Alle Verfahren sind fu¨r nichtlineare Optimierungs-
probleme geeignet. Außerdem ko¨nnen fu¨r den gro¨ßten Teil der implementierten Algorith-
men zusa¨tzliche Einschra¨nkungen des Optimierungsraums in Form von Nebenbedingun-
gen (Constraints) angegeben werden. Eine U¨bersicht zu den verfu¨gbaren Suchverfahren
und deren Eigenschaften findet sich in [111].
Abbildung 5.6 entha¨lt eine schematische Darstellung des einfachstmo¨glichen
MOSCITO-Optimierungs-Zyklus (Workflow). Es besteht aus vier Modulen, sogenann-
ten Software-Agenten:
1. Im Modul Modellgenerierung wird ein, dem Optimierungsproblem entsprechendes,
parametrisiertes Modell erzeugt (z.B. FE-Netz, SPICE -Netzliste). Dazu muss vom
Entwerfer ein Skript bzw. Makro (generisches Modell) erstellt worden sein, welches
einer von MOSCITO vorgegeben Schnittstelle zur U¨bergabe der Optimierungspa-
rameter gerecht wird.
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2. Im Modul Simulation erfolgt die U¨bergabe des erzeugten Modells an den jeweiligen
Simulator. Die vom Entwerfer festgelegten Ergebnisgro¨ßen werden als Wert der
Istfunktion zuru¨ckgegeben.
3. Das Modul Fehlerberechnung kombiniert bzw. bewertet die Ergebnisgro¨ßen der Si-
mulation. Das Resultat ist ein Skalar als Istwert der Zielfunktion24.
4. Im Modul Optimierung wird der Istwert bzw. der Verlauf der Zielfunktion genutzt,
um mithilfe des gewa¨hlten Algorithmus, gegebenenfalls unter Beru¨cksichtigung von
Nebenbedingungen, den Parametersatz fu¨r den na¨chsten Optimierungsschritt zu
bestimmen. Zusa¨tzlich wird die Konvergenz des Problems u¨berwacht. Beim Un-
terschreiten eines vorgegebenen Konvergenzniveaus (Abbruch-Kriterium) wird die
Optimierung beendet.
Prinzipiell lassen sich mithilfe der MOSCITO-Umgebung auch wesentlich komplexere
Optimierungs-Szenarien realisieren. Dazu ko¨nnen beispielsweise verschiedene Simulatoren
kombiniert werden, um implizit oder explizit gekoppelte physikalische Problemstellungen
zu beru¨cksichtigen [115].
Zur Auswahl des fu¨r das jeweilige Problem geeigneten Workflows bzw. zur Verwal-
tung der MOSCITO-Module und deren Eigenschaften und Parameter steht eine grafische
Benutzerschnittstelle zur Verfu¨gung. Diese dient außerdem der Visualisierung bzw. U¨ber-
wachung des Optimierungsverlaufs sowie zum Zugriff auf dessen Ergebnisse.
Aufgrund des hohen Grads an Flexibilita¨t und der Eignung der zur Verfu¨gung stehen-
den Optimierungsalgorithmen fu¨r nichtlineare Probleme mit Nebenbedingungen ist das
MOSCITO-System gut fu¨r den Entwurf bzw. die Optimierung von Mikroscannerspiegeln
geeignet (vgl. mit Abschnitt 5.1.4).
5.2.2 MATLAB R©-Toolbox SUGAR
Bei der SUGAR-Toolbox handelt es sich um eine an der Universita¨t Berkley entwickelte
Softwarebibliothek, bestehend aus einer Sammlung von MATLAB R©-Algorithmen zur ef-
fizienten Simulation von MEMS -Bauelementen. Diese werden, bestehend aus primitiven
Elementen wie Sta¨be (Platten) und Ankerpunkte, mithilfe von Netzlisten beschrieben.
Parallelen zu dem sehr verbreiteten, ebenfalls auf Netzlisten basierenden Netzwerksimu-
lator SPICE sind dabei durchaus beabsichtigt [8, 116].
Die Grundidee der SUGAR-Toolbox basiert darauf, die physikalischen Eigenschaften
der primitiven Elemente bezu¨glich weniger Freiheitsgrade analytisch zu beschreiben. So
wird beispielsweise der Zustand eines Stabelements mithilfe von nur zwei Punkten (Kno-
ten) festgelegt. Diese besitzen jeweils sechs mechanische Freiheitsgrade (Translation und
Rotation). Die dazugeho¨rigen Steifigkeiten sowie die Masse bzw. Massentra¨gheit des Ele-
ments ergeben sich aus den in der Netzliste hinterlegten Material- und Geometrie-Daten.
Die Interpretation einer Netzliste resultiert demnach in einem Gleichungssystem, a¨hnlich
Gl. (5.1) mit m = 6N , wobei N der Gesamtzahl der in der Geometrie enthaltenen Knoten
entspricht.
Im Allgemeinen erha¨lt man durch Kombination der zur Verfu¨gung stehenden primiti-
ven Elemente ein Modell mit nur eingeschra¨nkter geometrischer Genauigkeit. Auch fu¨hrt
24In der zurzeit am Fraunhofer IPMS verfu¨gbaren Version ist das Modul bzw. der Agent zur Fehler-
berechnung noch ohne Funktion. Die Bewertung eines Istwerts, also die Realisierung der Zielfunktion
erfolgt daher im Simulationsschritt.
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Listing 1: SUGAR-Netzliste eines Mikrospiegels.
use("ame1.net");
use(" stdlib.net");
l = l or 200u; d = d or 10u;
5 a = a or 1000u; b = b or 1000u;
A = node{0,0,0; name = "A"};
anchor{A; material=p2,l=50u,w=50u};
10 beam3d{A, node "B"; material=p1 ,l=l,w=d};
beam3d{node "B", node "C"; material=p1 ,l=b,w=a};
beam3d{node "C", node "D"; material=p1 ,l=l,w=d};
anchor{node "D"; material=p2 ,l=50u,w=50u};
15 relpos_treewalk ();
Mode 1, frequency 4761.743984 Hz
Torsionsfeder 
(beam3d)
Spiegelplatte 
(beam3d)
Einspannung 
(anchor)
       y / m
x 10-4
          x / m
 
 
 
 
 
 
 
 
 
 
 
 
 
 
z 
/ m
Abb. 5.7: SUGAR-Modell eines Mikrospiegels. Dargestellt ist die erste Eigenform der mithilfe
von Listing 1 beschriebenen Geometrie (Spiegelplatte: 1 mm×1 mm, Torsionsfedern:
200µm × 10µm, Strukturho¨he: 30µm). Die Materialeigenschaften sind innerhalb
der Netzliste ame1.net (siehe Anlagen) definiert. Die Grafik wurde mithilfe der
SUGAR-Funktion cho_modeshape() erzeugt [117].
die Tatsache, dass die Schnittstellen der Elemente auf Punkte (Knoten) abgebildet werden
zu zusa¨tzlichen Abweichungen. Andererseits ist der Aufwand zur Lo¨sung der auf diese
Weise formulierten Probleme extrem gering. So besitzt das in Abb. 5.7 dargestellte Modell
eines Mikroscannerspiegels ohne Fingerelektroden lediglich 24 mechanische Freiheitsgrade
von denen 12 bereits von den Randbedingungen (Einspannungen) festgelegt sind.
Neben rein strukturmechanischen Problemen lassen sich mithilfe der SUGAR-Toolbox
auch einfache elektrostatische Antriebe und in eingeschra¨nktem Umfang Problemstellun-
gen innerhalb der thermischen Doma¨ne untersuchen. Es steht allerdings kein primitives
Element zur Verfu¨gung, mit dessen Hilfe sich der in Fraunhofer IPMS Mikroscanner-
spiegeln zum Einsatz kommende Out-of-plane-comb-Antrieb abbilden la¨sst. Lediglich
Plan-Platten-Elektroden und In-plane-Fingerelektroden (siehe Abschnitt 2.2.2) ko¨nnen
realisiert werden. Dabei werden auch nichtlineare Eigenschaften und daraus resultierende
Pull-in-Effekte beru¨cksichtigt. Aufgrund der Tatsache, dass die Verbindung zwischen pri-
mitiven Elementen innerhalb eines SUGAR-Modells aus lediglich einem Knoten besteht
und dieser nur sechs Freiheitsgrade aufweist, ko¨nnen weder Aussagen u¨ber mechanischen
Spannungen, noch u¨ber die dynamische Deformation einer Struktur getroffen werden. Es
ko¨nnen jedoch statische Auslenkungen ermittelt werden. Externe Kra¨fte ko¨nnen dabei
allerdings nur an den wenigen Knoten eines SUGAR-Modells definiert sein. Nichtlineare
geometrische Effekte und anisotrope Materialeigenschaften werden nicht beru¨cksichtigt.
Aufgrund der genannten Einschra¨nkungen ist die SUGAR-Toolbox nur bedingt fu¨r den
Entwurf von Mikroscannerspiegeln geeignet. Sie kann jedoch zur geometrischen Vorausle-
gung verwendet werden. Dabei wird die Tatsache ausgenutzt, dass eine Eigenwertanalyse
aufgrund der geringen Anzahl der beru¨cksichtigten Freiheitsgrade nur einen Bruchteil der
fu¨r eine FEM -Modalanalyse beno¨tigten Rechenzeit in Anspruch nimmt. Die SUGAR-
Toolbox eignet sich daher vor allem zur Untersuchung der Eigenschwingungen komplexer
resonanter Strukturen bzw. zur Optimierung der dynamischen Eigenschaften durch Va-
riation der Geometrie. Abbildung 5.8 zeigt die erste Eigenform einer vergleichsweise kom-
plexen geometrischen Struktur, die mithilfe der SUGAR-Toolbox optimiert wurde. Sie
dient der Realisierung von Translationsschwingern, welche fu¨r die Wegla¨ngenmodulation
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Tabelle 5.1: Die relativen Abweichungen des
SUGAR-Modells liegen trotz Vereinfachungen
bezu¨glich Geometrie und Materialeigenschaf-
ten in der Gro¨ßenordnung von lediglich 10 %.
Eigen- SUGAR- FEM - rel. Ab-
frequenz Modell Modell weichung
f1 424 Hz 473 Hz −10 %
f2 881 Hz 910 Hz −3 %
f3 1200 Hz 1241 Hz −3 %
f4 1775 Hz 1955 Hz −9 %
f5 2430 Hz 2525 Hz −4 %
f6 2626 Hz 2642 Hz −1 %
Abb. 5.8: SUGAR-Modell eines Translationsspiegels. Mithilfe der SUGAR-Toolbox ko¨nnen
auch vergleichsweise komplexe Geometrien realisiert werden. Die mit der SUGAR-
Funktion cho_modshape() dargestellte Netzliste besteht aus 65 beam3d-Elementen.
Das resultierende Modell besitzt nur 396 mechanische Freiheitsgrade.
von Licht, beispielsweise in Fourier-Transform-Spektrometern genutzt werden ko¨nnen
[118, 119].
Bevor eine auf diese Weise ermittelte Geometrie in einem Bauelement realisiert werden
kann, mu¨ssen in jedem Fall weitere Untersuchungen bezu¨glich der auftretenden struktur-
mechanischen Spannungen und Nichtlinearita¨ten durchgefu¨hrt werden. Dazu muss oft-
mals noch ein zusa¨tzliches FE-Modell der Geometrie erstellt werden. In diesem ko¨nnen
dann ebenfalls geometrische Details wie Rundungen und Richtungsabha¨ngigkeiten der
Materialeigenschaften beru¨cksichtigt werden. Die grundlegenden geometrischen Eigen-
schaften stehen jedoch aufgrund der duchgefu¨hrten Vorauslegung bereits fest, was die
Erstellung des FE-Modells erheblich vereinfacht.
Mit dem auf diese Weise realisierten, wesentlich detailreicheren FE-Modell des Transla-
tionsschwingers ergeben sich vergleichbare Eigenfrequenzen bzw. -Vektoren (Tabelle 5.1).
Die relativen Abweichungen des SUGAR-Modells liegen demnach in einer Gro¨ßenordnung
von lediglich 10 %. Die fu¨r die dynamischen Eigenschaften von Mikroscannerspiegeln be-
sonders relevanten relativen Absta¨nde der Eigenfrequenzen weisen noch geringere Abwei-
chungen auf.
5.3 Klassenbibliothek IMtk
Bei der IMtk -Klassenbibliothek (IPMS MEMS Toolkit) handelt es sich um eine objekt-
orientierte Skript-Bibliothek fu¨r die Simulationsumgebung MATLAB R©. Sie wurde im
Rahmen dieser Arbeit entwickelt. Die Motivation war dabei, ein Entwurfswerkzeug zu
schaffen, mit dem eine vollsta¨ndig gekoppelte Simulation resonanter Aktoren mit Out-of-
plane-comb-Antrieb unter Beru¨cksichtigung aller relevanten Nichtlinearita¨ten ermo¨glicht
wird. Besonderer Wert wurde dabei auf Flexibilita¨t und Erweiterbarkeit gelegt. Mithilfe
des IMtk lassen sich sehr effiziente, ordnungsreduzierte Modelle von Mikroscannerspiegeln
erstellen, mit denen sowohl statische als auch zeitabha¨ngige (dynamische bzw. transiente)
Simulationen des Bauelementverhaltens durchgefu¨hrt werden ko¨nnen. Ein Großteil der
in den Kapiteln 3 und 4 behandelten physikalischen Randbedingungen bzw. Erkenntnisse
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spiegelt sich in der Funktionalita¨t der Bibliothek wieder. Sie realisiert somit die prakti-
sche Umsetzung der im Rahmen dieser Arbeit erarbeiteten, theoretischen Erkenntnisse in
einem komfortablen und ma¨chtigen Entwurfswerkzeug.
Der folgende Abschnitt soll dazu dienen, das Grundkonzept der IMtk -Klassenbib-
liothek zu erkla¨ren und deren Mo¨glichkeiten aufzuzeigen. Dazu werden einige Beispiele
behandelt. Eine U¨bersicht zu den innerhalb der IMtk -Bibliothek realisierten Klassen und
Funktionen sowie Erkla¨rungen zur Implementation finden sich in Anhang F. Hier ko¨nnen
auch weitere Skript-Beispiele gefunden werden.
Funktionsaufrufe oder Variablennamen bzw. Methoden und Eigenschaften werden im
Folgenden durch einen Typewriter-Satz gekennzeichnet. Schlu¨sselworte der MATLAB R©-
Sprache ko¨nnen dabei fett gedruckt erscheinen. Funktions- bzw. Methodennamen werden
im Text in verku¨rzter Schreibweise verwendet. Argumente und Format des Ru¨ckgabewerts
werden dabei nicht beru¨cksichtigt. So entspricht beispielsweise der Ausdruck
transient ()
der Methode
[t,Y] = transient(ms, vs , tspan , y0 , varargin)
der Klasse imtk_microscanner. Erkla¨rungen zu den Bedeutungen der einzelnen Parame-
ter und Ru¨ckgabewerte ko¨nnen in Anhang F.5 bzw. im Online-Manual des IMtk (siehe
dazu auch Anhang F.6) gefunden werden.
5.3.1 Programmierparadigmen
Bei der Realisierung der IMtk -Klassenbibliothek wurden die Paradigmen der objektorien-
tierten Programmierung [120, 121] umgesetzt. Die Grundidee ist dabei, dass die zu verar-
beitenden Daten anhand ihrer Eigenschaften und der mo¨glichen Operationen klassifiziert
werden ko¨nnen. Im Gegensatz zu Ansa¨tzen, die Attribute und Funktionen nicht gemein-
sam betrachten (z.B. prozedurale oder modulare Programmiertechniken), werden durch
die objektorientierte Programmierung die menschlichen Abstraktionsmethoden zum Ver-
stehen der realen Welt besser unterstu¨tzt. So kann ein komplexes Gebilde wie ein Mikro-
scannerspiegel aus verschiedenen, vergleichsweise einfachen Objekten mit u¨berschaubaren
Eigenschaften wie Torsionsfedern, Spiegelplatten oder Fingerelektroden zusammengesetzt
werden.
Dem Prinzip der objektorientierten Programmierung liegt die Aufteilung der zu be-
schreibenden Zusammenha¨nge in sogenannte Objekte mit Attributen und Operationen zu-
grunde. Die Beschreibung eines solchen Objekts erfolgt dabei mithilfe einer Klasse. Diese
legt durch ihre Definition die Eigenschaften (Attribute) und Methoden (Operationen) des
Objekts fest. Eine Klasse ist demnach ein instanzierbares Modul, deren Instanzen (Ob-
jekte) die zu verarbeitenden Daten und die darauf anwendbaren Operationen zusammen-
fassen. Tabelle F.1 auf S. 211 entha¨lt eine U¨bersicht zu den zurzeit in der IMtk -Bibliothek
implementierten Klassen. Weitere Informationen u¨ber die dazugeho¨rigen Eigenschaften
und Methoden finden sich ebenfalls in Anhang F.
Die Syntax der IMtk -Bibliothek orientiert sich weitestgehend an den Konventionen der
MATLAB R©-Sprache bzw. an den bereits in der Standardbibliothek verfu¨gbaren Klassen
[120]. Tabelle 5.2 entha¨lt einige Beispiele zum Erzeugen von Objekten bzw. zum Umgang
mit Eigenschaften und Methoden. Des Weiteren sei an dieser Stelle auf die Beispiele in
Anhang F.6 und auf die Online-Dokumentation des IMtk verwiesen.
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Tabelle 5.2: Objektorientierte Programmierung mit dem IMtk. Zur Verdeutlichung der zu-
grunde liegenden Programmierparadigmen wird der Zugriff auf Eigenschaften und
Methoden anhand der IMtk -Klasse imtk_flexure demonstriert.
Skript-Beispiel Kommentar
Erzeugen einer Instanz (Objekt) der Klasse imtk_flexure mit Namen fl:
fl = imtk_flexure(’length ’, 200e-6, ...
’width’, 10e-6, ...
’height ’, 30e-6);
Es mu¨ssen beim Aufruf eines Konstruktors [121]
nicht zwingend alle Eigenschaften festgelegt
werden. Oft ko¨nnen die Standardwerte der
Klassen (siehe IMtk -Online-Manual) genutzt
werden.
Auf die Eigenschaften eines Objekts wird entsprechend den MATLAB R©-Konventionen [120]
mithilfe der Methoden get() und set() zugegriffen:
l = get(fl , ’length ’);
kt = get(fl , ’kt’);
theta = get(fl , ’deflection ’);
Lesen der La¨nge l, der Federha¨rte kt und
Momentanauslenkung θ der Torsionsfeder fl.
Es ko¨nnen mehrere Eigenschaften mit einem Aufruf von set() gleichzeitig gesetzt werden:
fl = set(fl , ’width’, 15e-6);
fl = set(fl , ’length ’, 250e-6, ...
’displacement ’, [0;0;10e-6]);
Setzen der Breite w, der La¨nge l und der
Verschiebung im globalen Koordinatensystem.
Bei Methodenaufrufen wird entsprechend den MATLAB R©-Konventionen [120] das Objekt
als erster Parameter u¨bergeben:
sii = tensile_stress(fl, 20); Zugspannung bei einer Auslenkung von 20
◦.
Viele Methoden sind als u¨berladene Funktionen [121] implementiert. Sie ko¨nnen also mit
unterschiedlichen Parameterzahlen bzw. -typen aufgerufen werden:
m1 = mass(fl);
m2 = mass(fl , rho);
Masse bei Standard-Massendichte;
Masse bei Massendichte ρm =rho.
Einigen Methoden ko¨nnen optional mehrere Objekte oder Arrays [120] u¨bergeben werden:
fl2 = imtk_flexure ();
plot(fl , fl2);
flexures = {fl, fl2};
plot(flexures );
Es wird eine Instanz der Klasse imtk_flexure
erzeugt. Die Methoden plot(), mass() usw.
ko¨nnen mit mehreren Objekten oder einem
Array als Parameter aufgerufen werden.
Wie in MATLAB R© u¨blich, ko¨nnen Mehrfach-Aufrufe von Methoden durch die U¨bergabe
einer Matrix bzw. eines Vektors anstelle eines skalaren Parameters vermieden werden:
sij = shear_stress(fl , 1:10);
Scherspannungen fu¨r die Auslenkungen von 1 ◦
bis 10 ◦ in Einerschritten als Vektor.
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physikalisch
(is_physical=true)
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imtk_reference
imtk_superreference
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imtk_axis
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imtk_capacitor
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Abb. 5.9: Vererbungshierarchie der IMtk-Klassenbibliothek. Mit Ausnahme der Klasse
imtk_voltage_source stammen alle Klassen von der Basisklasse imkt_element ab
und erben somit deren Eigenschaften und Methoden.
Innerhalb eines objektorientierten Programms besteht die Mo¨glichkeit, eine Klasse von
einer beliebigen anderen Klasse (Basisklasse) abzuleiten. Die auf diese Weise entstande-
ne neue Klasse (Subklasse) entha¨lt dann zuna¨chst alle Eigenschaften und Methoden der
Basisklasse (Vererbung). Diese ko¨nnen anschließend durch zusa¨tzliche Eigenschaften und
Methoden erweitert werden; außerdem besteht die Mo¨glichkeit, vorhandene Eigenschaf-
ten oder Methoden zu u¨berschreiben und somit zu entfernen oder zu modifizieren. Der
Vorteil dieses Konzepts liegt darin, dass wiederkehrende Eigenschaften oder Methoden
nur einmal in einer Basisklasse implementiert werden mu¨ssen. Dies erho¨ht die Effizienz
bei der Erstellung, vor allem jedoch bei der Wartung des Programmcodes.
Im folgenden Abschnitt wird die innerhalb der IMtk -Klassenbibliothek realisierte
Vererbungsstrategie anhand der Basisklasse imtk_element erkla¨rt. Diese repra¨sentiert
selbst keinen konkreten Bestandteil eines Mikroscannerspiegels. Sie definiert vielmehr die
Schnittmenge der in der IMtk -Bibliothek realisierten Klassen. Nahezu alle implementier-
ten Klassen sind daher Subklassen von imkt_element.
5.3.2 Vererbungsstrategie
Die innerhalb der IMtk-Klassenbibliothek umgesetzte Vererbungsstrategie basiert
auf der Tatsache, dass alle Komponenten (ausgenommen die Spannungsquelle
imtk_voltage_source) eines Mikroscannerspiegels bestimmte Eigenschaften teilen. Die-
se werden ausschließlich innerhalb der abstrakten Basisklasse imtk_element realisiert.
Die aus diesem Ansatz resultierende Vererbungshierarchie ist in Abb. 5.9 schematisch
dargestellt. Im Folgenden wird detaillierter auf die implementierten Eigenschaften und
Methoden, also die Schnittmenge der verfu¨gbaren Klassen bzw. Objekte eingegangen.
Eine U¨bersicht dazu findet sich außerdem in Tabelle F.4.
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Jeder Bestandteil (Objekt) eines Mikroscannerspiegels besitzt ein eigenes lokales Ko-
ordinatensystem (x′, y′, z′) entsprechend Abschnitt 3.1.2. Ein solches Koordinatensystem
ist durch eine Verschiebung und Rotation bezu¨glich des globalen Koordinatensystems ge-
kennzeichnet. Es werden demnach jeweils ein Verschiebungsvektor ~x ∈ R3, sowie eine
Rotationsmatrix T ∈ R3×3 als gemeinsame Eigenschaften aller Bestandteile eines Mikro-
scannerspiegels beno¨tigt (Eigenschaften displacement, rotation; Tabelle F.4).
Aus den auf diese gemeinsamen Daten anwendbaren Operationen ergeben sich zu-
mindest zwei gemeinsame Methoden, die auf alle Bestandteile eines Mikroscannerspiegels
angewandt werden ko¨nnen:
• Eine Manipulation des Verschiebungsvektors entspricht einer Verschiebung des Ob-
jekts innerhalb des globalen Koordinatensystems (Methode displace()),
• eine Manipulation der Rotationsmatrix entspricht einer Rotation des Bestandteils
(Methode rotate()).
Beide Operationen beno¨tigen als Parameter einen gebundenen Vektor25 (Translations-
bzw. Rotationsvektor). Ein solcher wird mit der Klasse imtk_axis beschrieben (vgl.
dazu Listing 3, S. 135). Diese ist wiederum eine Subklasse von imtk_element. Mit-
hilfe der Eigenschaften displacement und rotation bzw. den dazugeho¨rigen Methoden
displace() und rotate() ko¨nnen alle denkbaren Anordnungen oder Auslenkungen einer
instanzierten IMtk -Klasse realisiert werden.
Als weitere allgemeine Operationen werden fu¨r alle Bestandteile (Objekte) eines
Mikroscannerspiegels Vektor- und Matrixtransformationen vom globalen in das jeweili-
ge lokale Koordinatensystem und umgekehrt beno¨tigt. Diese werden in den Methoden
local_coords() und global_coords() realisiert.
Zusa¨tzlich ko¨nnen die Operationen zur Bestimmung der Masse bzw. Massentra¨gheit
der Objekte bis zu einem gewissen Grad verallgemeinert werden (Methoden mass(),
moment_of_inertia()). Zu diesem Zweck muss allerdings zwischen abstrakten Objekten
und physikalischen Objekten unterschieden werden. Diesem Zweck dient die Eigenschaft
is_physical (Typ logical∈{true,false}, [120]). Ist diese zu false gesetzt, ist das Ob-
jekt abstrakt; es wird beim Aufruf von mass() bzw. moment_of_inertia() ein Wert von
null zuru¨ckgegeben.
Zur Bestimmung der Masse bzw. Massentra¨gheit von Objekten, welche aus
weiteren Objekten bestehen (Superobjekte), mu¨ssen die Methoden mass() bzw.
moment_of_inertia() mehrfach aufgerufen werden. Dies geschieht mit rekursiven Me-
thodenaufrufen. Abbildung 5.10 verdeutlicht dies am Beispiel der Masse eines 1D-
Mikroscannerspiegels. Die eigentliche Berechnung der Masse ist dabei von der jeweili-
gen Geometrie des Objekts abha¨ngig und wird in der Lowlevel-Methode mass_helper()
durchgefu¨hrt. Diese muss fu¨r jede Klasse, mit der ein physikalisches Objekt beschrieben
werden soll, implementiert werden.
Eine weitere verallgemeinerbare Operation ist die grafische Darstellung der Objekte.
Sie erfolgt innerhalb der plot()-Methode. Diese ruft in a¨hnlicher Weise wie mass() (bei
Bedarf rekursiv) spezielle, in den Klassen implementierte Lowlevel-Funktionen auf, die
in einem MATLAB R©-Figure (grafische Ausgabeschnittstelle der MATLAB R©-Umbgebung,
[120]) Fla¨chen erzeugen. Auf diese Weise entsteht eine grafische Repra¨sentation des je-
weiligen Objekts. Dabei werden sowohl allgemeine Eigenschaften wie Verschiebung und
Rotation innerhalb des globalen Koordinatensystems, als auch spezielle Eigenschaften wie
25Vektor, der an einen bestimmten Anfangspunkt gebunden ist [65].
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Listing 2: Prinzipielle Implementation der Me-
thode zur Berechnung der Masse.
function m = mass(e, rho)
i f e.is_super
5 % das Objekt entha¨lt weitere Objekte
m = 0;
% Rekursion fu¨r enthaltenen Objekte
for i = 1: length(e.e)
10 m = m + mass(e.e{i}, rho);
end
% Beenden der aktuellen Rekursion
return;
15 end
% Delegation an spezielle Methode
m = mass_helper(e, rho);
return;
e.is_super=true
Für alle i enthaltenen Objekte
e=e.e{i}
m=m+mass(e)
e=imtk_microscanner
m=0
Ja
 m= mass(e) + 
mass(e.e{1}) + mass(e.e{1}.e{1}) + ...
mass(e.e{2}) + mass(e.e{2}.e{1}) + ...
...
Nein
Abb. 5.10: Nutzung rekursiver Methodenaufrufe im IMtk. Besteht ein Objekt aus weiteren
Objekten, wird die Masse bzw. die Massentra¨gheit durch rekursive Aufrufe der
Methoden berechnet. Die Darstellung des Konzepts erfolgt beispielhaft fu¨r mass(),
gilt jedoch prinzipiell auch fu¨r andere Methoden der Klasse imtk_element.
die geometrische Form und die jeweiligen Parameterwerte (La¨nge, Breite usw.) beru¨ck-
sichtigt. Ein Beispiel fu¨r eine mit der plot()-Methode erzeugte grafische Repra¨sentation
einer Torsionsfeder ist in Abb. 5.11 enthalten. Es lassen sich auf diese Weise Darstel-
lungen von nahezu beliebig komplexen geometrischen Anordnungen erzeugen (siehe auch
Abb. 5.12).
5.3.3 Ordnungsreduktion
Die nichtlinearen Eigenschaften von Mikroscannerspiegeln mit Out-of-plane-comb-Antrieb
schra¨nken die Wahl der zum Einsatz kommenden Techniken zur Ordnungsreduktion ein.
Bei der Implementation der transient()- bzw. transient_2d()-Methode der Klassen
imtk_microscanner bzw. imtk_microscanner_2d wurde das auf S. 124 dieser Arbeit
vorgestellte Verfahren der modalen Zerlegung realisiert. Voraussetzung fu¨r die Anwendung
diese Verfahrens ist, dass das zu beschreibende nichtlineare System in der Na¨he einer
Eigenresonanz betrieben wird. Diese Bedingung ist erfu¨llt.
Bei der Anwendung der modalen Zerlegung muss die folgende, in Abb. 5.13 schematisch
dargestellte Prozedur abgearbeitet werden. Sie verla¨uft in drei Phasen [86]:
1. Generation Pass: Es werden Schritte zur Parameterextraktion aus FE-Modellen
durchgefu¨hrt. Dazu werden zuna¨chst die Eigenvektoren ~Xi der untersuchten Geo-
metrie innerhalb der strukturmechanischen Doma¨ne bestimmt (Abschnitt 3.2.4).
Anschließend werden den fu¨r das jeweilige Problem relevanten Eigenvektoren Be-
wegungsfreiheitsgrade innerhalb einer modal generalisierten Basis zugeordnet. Die
Anzahl der beru¨cksichtigten Freiheitsgrade legt dabei die Anzahl der Freiheitsgrade
des resultierenden Makromodells fest. Anschließend werden durch statische, nicht-
lineare Analysen Wertetabellen fu¨r relevante physikalische Gro¨ßen in Abha¨ngigkeit
von den modalen Auslenkungen qi aufgebaut. Außerdem werden die modalen Mas-
sen der Struktur ermittelt.
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Listing 3: Beispiel fu¨r einen Aufruf der plot()-
Methode eines Objekts (imkt_flexure).
% Aufruf des Konstruktors fu¨r Torsionsfeder
fl = imtk_flexure(’length ’, 200e-6, ...
’width’, 10e-6, ...
’height ’, 30e-6);
5
% rotiert Torsionsfeder (15◦ um x-Achse)
ra = imtk_axis(’x’);
fl = rotate(fl , ra , 15);
10 % grafische Repra¨sentation
plot(fl);
Abb. 5.11: Erzeugen der grafischen Repra¨sentation eines Objekts mit dem IMtk. Der Aufruf
der plot()-Methode der Basisklassen imtk_element fu¨hrt dazu, dass die spezielle
plot_helper()-Methode des imtk_flexure-Objekts ausgefu¨hrt wird. Objekte mit
Masse und Massentra¨gheit werden standardma¨ßig gru¨n dargestellt, Objekte vom
Typ rectangular_area rot, Referenzen und Achsen blau.
imtk_microscanner imtk_microscanner_2d
imtk_elliptical_plate imtk_elliptical_frame
imtk_comb_electrodeimtk_finger_electrodeimtk_rectangular_area
imtk_flexure
imtk_movable_frame
Abb. 5.12: Abha¨ngigkeiten zwischen IMtk-Klassen. Die Superklassen imtk_microscanner
und imtk_microscanner_2d enthalten Instanzen anderer IMtk -Klassen (z.B.
imtk_flexure) bzw. Superklassen (z.B. imtk_comb_electrode). Ebenfalls instan-
zierte Klassen vom Typ imtk_axis, imtk_reference und imtk_superreference
werden aus Gru¨nden der U¨bersichtlichkeit nicht dargestellt.
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Abb. 5.13: Ordnungsreduktion auf Basis der modalen Zerlegung. Bei dem im IMtk umge-
setzten Verfahren zur Ordnungsreduktion werden implizit gekoppelte, multiphysi-
kalische Probleme mit sehr vielen Freiheitsgraden auf Differentialgleichungssysteme
mit lediglich zwei oder vier Freiheitsgraden abgebildet.
2. Use Pass: Das Makromodell wird in eine sogenannte Blackbox-Form gebracht. An-
hand von einfachen parametrisierten Schnittstellen ko¨nnen anschließend Simulatio-
nen durchgefu¨hrt werden. Die Ergebnisse werden innerhalb der modal generalisier-
ten Basis dargestellt.
3. Expansion Pass: Die Ergebnisse werden aus der modal generalisierten Basis auf die
Knoten des FE-Modells zuru¨cktransformiert.
Es folgt die Beschreibung der konkreten Umsetzung der Prozedur zur Simulation reso-
nanter Mikroscannerspiegel mit Out-of-plane-comb-Antrieb:
Im Generation Pass werden strukturmechanische FE-Modelle erstellt. Anschließend
wird eine Modalanalyse durchgefu¨hrt (vgl. Anhang C.3). Dabei muss durch Variation
der Geometrie sichergestellt werden, dass der Frequenzabstand der Eigenschwingungen
ausreichend groß ist, um bei einer parametrischen Anregung (siehe dazu Abschnitt 2.3.2)
keine zusa¨tzlichen parametrischen Resonanzen in Richtung parasita¨rer Freiheitsgrade an-
zuregen. Diese Bedingung ist sicher erfu¨llt, wenn die na¨chstho¨here, u¨ber der genutzten
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Resonanz liegende Eigenfrequenz zumindest um den Faktor 2.5 gro¨ßer ist. Auf diese Weise
wird die Anregung einer ungewu¨nschten Schwingung in parametrischer Resonanz 2. Ord-
nung (siehe Abb. 2.12 bzw. Abb. 2.13 auf S. 26) sicher vermieden. Resonanzen ho¨herer
Ordnung stellen im Allgemeinen kein Problem dar.
Ist also durch einen ausreichend großen Frequenzabstand der Eigenschwingungen si-
chergestellt, dass bei einer parametrischen Anregung ausschließlich Auslenkungen in Rich-
tung des gewu¨nschten Bewegungsfreiheitsgrads stattfinden, kann die Anzahl der relevan-
ten Eigenvektoren stark verringert werden. Fu¨r einen 1D-Mikroscannerspiegel ergibt sich
dann eine modal generalisierte Basis mit der Dimension eins. Die ordnungsreduzierte
Bewegungslgleichung eines 1D-Mikroscannerspiegels ist demnach eine gewo¨hnliche, nicht-
lineare Differentialgleichung zweiter Ordnung (vgl. Gl. (5.6) mit m˜ = 1). Fu¨r die Kom-
ponente der generalisierten Basis gilt dann:
q = q1 ≡ θx (5.7)
Abgesehen von den nichtlinearen Termen (α˜′, K˜ ′, P˜ ′) entspricht die ordnungsreduzierte
Beschreibung des Systems damit der in [3] bzw. Abschnitt 2.3 vorgestellten Bewegungs-
gleichung (2.12).
Fu¨r einen 2D-Mikroscannerspiegel ergibt sich eine modal generalisierte Basis mit der
Dimension zwei. Die ordnungsreduzierte Bewegungsgleichung ist demnach ein Differen-
tialgleichungssystem, bestehend aus zwei gewo¨hnlichen, gekoppelten nichtlinearen Diffe-
rentialgleichungen (vgl. Gl. (5.6) mit m˜ = 2). Fu¨r die Komponenten der Basis gilt dann:
q1 ≡ θx bzw. q2 ≡ θy (5.8)
Im na¨chsten Schritt des Generation Pass werden die nichtlinearen Eigenschaften des
Systems ermittelt. Dazu werden innerhalb der beteiligten physikalischen Doma¨nen stati-
sche Analysen durchgefu¨hrt und Wertetabellen bzw. Look-up-tables aufgebaut (vgl. dazu
auch Abb. 5.13):
1. Innerhalb der strukturmechanischen Doma¨ne werden auslenkungsabha¨ngige Fe-
derha¨rten (geometrische Nichtlinearita¨ten, siehe Abschnitt 3.2.2) beru¨cksichtigt.
Dazu wird die Forma¨nderungsenergie oder das ru¨ckstellende mechanische Drehmo-
ment in Abha¨ngigkeit von der modalen Auslenkung ~q durch das Aufbringen ge-
eigneter Testlasten bestimmt. Dazu kann dasselbe strukturmechanische FE-Modell
zum Einsatz kommen, mit dem zuvor die Eigenvektoren bestimmt wurden. Fu¨r 1D-
Scanner ergeben sich auslenkungsabha¨ngige Kennlinienverla¨ufe K˜ ′ = f(θx) entspre-
chend Anhang C.2. Im Fall eines 2D-Scanners ergibt sich aufgrund der mechanischen
Kopplung zwischen den Achsen eine auslenkungsabha¨ngige Matrix K˜
′
= f(θx, θy)
mit K˜
′ ∈ R2×2 (Abb. F.8).
Zusa¨tzlich werden die modalen Massen (Massentra¨gheiten Jxx, Jyy) der Geometrie
bestimmt. Im Fall eines 2D-Scanners gilt dabei Jyy = f(θx) (Abb. F.8).
2. Innerhalb der elektrostatischen Doma¨ne werden nichtlineare Effekte beru¨cksichtigt,
die aus dem auslenkungsabha¨ngigen Momentenverlauf der zum Einsatz kommenden
Out-of-plane-Fingerelektroden resultieren. Dies kann beispielsweise anhand der in
Abschnitt 3.4.1 vorgestellten analytischen Na¨herung (3.121 geschehen. Fu¨r einen
1D-Scanner ergibt sich wieder eine auslenkungsabha¨ngige Kennlinie P˜ ′ = f(θx);
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fu¨r einen 2D-Scanner ergibt sich eine auslenkungsabha¨ngige Matrix P˜
′
, wobei unter
Vernachla¨ssigung des elektrischen U¨bersprechens zwischen den Antriebsspannungen
folgendes gilt:
P˜
′
=
(
f(θx) 0
0 f(θy)
)
(5.9)
3. Innerhalb der fluidmechanischen Doma¨ne werden auslenkungs- und geschwindig-
keitsabha¨ngige Da¨mpfungseffekte beru¨cksichtigt. Dazu ko¨nnen beispielsweise die in
Abschnitt 3.3 vorgestellten Zusammenha¨nge bzw. analytischen Na¨herungen genutzt
werden. Fu¨r einen 1D-Scanner ergibt sich ein von der Auslenkung und Winkelge-
schwindigkeit abha¨ngiger Verlauf α˜′ = f(θx, θ˙x); fu¨r einen 2D-Scanner ergibt sich
eine auslenkungsabha¨ngige Matrix α˜′. Vernachla¨ssigt man die da¨mpfungsbedingte
Kreuzkopplung zwischen den Achsen, gilt na¨herungsweise:
α˜′ ≈
(
f(θx, θ˙x) 0
0 f(θy, θ˙y)
)
(5.10)
Es wird deutlich, dass ein Großteil der im Generation Pass beno¨tigten Funkionalita¨t in
Form von Eigenschaften oder Methoden innerhalb der IMtk -Klassenbibliothek verfu¨gbar
ist. Die beim Aufruf der init()-Methoden (Anhang F.5) berechneten Kennlinien bzw.
Kennlinienfelder entsprechen dabei den zu erstellenden Wertetabellen.
Fu¨r viele Entwurfsprobleme genu¨gt es also, ein strukturmechanisches FE-Modell des
zu simulierenden Bauelements zu erstellen. Sind die geometrischen Nichtlinearita¨ten nicht
relevant (oder sollen sie zuna¨chst vernachla¨ssigt werden), kann selbst auf diesen Schritt
verzichtet werden. Wird na¨mlich einem Scanner-Objekt keine Massentra¨gheit bzw. Fe-
dercharakteristik zugewiesen, werden diese automatisch mithilfe analytischer (linearer)
Zusammenha¨nge bestimmt (Anhang F.5, torsional_torque(), moment_of_inertia()).
Der Use Pass entspricht in seiner Funktionalita¨t der Methode transient() (imple-
mentiert fu¨r die Klassen imtk_mikroscanner und imtk_microscanner_2d, siehe An-
hang F.5). Diese realisiert eine vergleichsweise einfach zu handhabende Schnittstelle zur
dynamischen Simulation von Mikroscannerspiegeln (Blackbox-Form).
Innerhalb der transient()-Methode werden die nichtlinearen Bewegungsgleichungen
der Bauelemente entsprechend Gl. (5.6) unter Beru¨cksichtigung der Gln. (5.7 - 5.10) nu-
merisch gelo¨st. Die Parameter dieser Gleichungen bzw. Gleichungssysteme werden dabei
von dem jeweiligen Scanner-Objekt bestimmt. Der einer Simulation zugrunde liegende
Verlauf der elektrischen Spannung wird von einem an die Methode u¨bergebenen Objekt
der Klasse imtk_voltage_source definiert (siehe Anhang F.5).
Ein Expansion Pass wird bei der dynamischen Simulation von Mikroscannerspiegeln
nicht zwingend beno¨tigt. Der Grund dafu¨r liegt in der Tatsache, dass das Ergebnis des
Use Pass (na¨mlich die Auslenkwinkel des Bauelements) bereits die in den meisten Fa¨llen
gesuchte Gro¨ße darstellt. Die zu Expansion Pass geho¨rige Funktionalita¨t wird daher im
Rahmen dieser Arbeit nicht realisiert.
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Tabelle 5.3: Verifikation der Modelle zur Berechnung der Stabilita¨tsspannung. Experimentel-
le Untersuchungen zur elektromechanischen Stabilita¨t zeigen eine gute U¨berein-
stimmung. Die Abweichungen liegen in einer Gro¨ßenordnung von maximal 15 %.
Designname SINUS S30150 EO
Messung > 24.3 V > 59.2 V > 60.5 V
Simulation 21.2 V¶ 59.0 V 58.7 V
rel. Abweichung −12.7 % −0.4 % −2.9 %
¶Steifigkeiten aus analytischem Modellen, entsprechend den Gln. (3.128 - 3.130)
Es steht also mit dem IMtk ein effizientes Werkzeug zur dynamischen Simulation von
1D- oder 2D-Mikroscannerspiegeln zur Verfu¨gung. Dabei werden alle relevanten Nichtli-
nearita¨ten und impliziten Kopplungen beru¨cksichtigt. Es ist allerdings zu beachten, dass
die zugrunde liegenden Ansa¨tze zur Ordnungsreduktion den Anwendungsbereich der Mo-
delle einschra¨nken. Sie besitzen nur Gu¨ltigkeit fu¨r oszillierende Auslenkungen nahe der
mechanischen Eigenresonanz. Ist diese Bedingung nicht erfu¨llt, ko¨nnen die parasita¨ren
Freiheitsgrade der Bauelemente im Allgemeinen nicht mehr vernachla¨ssigt werden. Es
sind dann zusa¨tzliche Untersuchungen no¨tig.
5.3.4 Verifikation der Modelle
Es wurden im Rahmen dieser Arbeit eine Reihe von experimentellen Untersuchungen
durchgefu¨hrt mit deren Hilfe die Gu¨ltigkeit bzw. die Genauigkeit der vorgestellten Mo-
delle u¨berpru¨ft wurden. Schwerpunkt lag dabei auf der Verifikation der im IMtk imple-
mentierten Ansa¨tze. Es folgt eine kurze Beschreibung der durchgefu¨hrten experimentellen
Untersuchungen und ein Vergleich zu den Ergebnissen des jeweiligen Modells:
Elektromechanische Stabilita¨t
Die Messung der elektromechanischen Stabilita¨tsspannung (Pull-in-Spannung) geho¨rt
zu den Standardverfahren zur Charakterisierung von Mikroscannerspiegeln am
Fraunhofer IPMS . Dazu wird mithilfe einer elektrischen Gleichspannung ein elektrosta-
tisches Feld zwischen den Antriebselektroden erzeugt. Anschließend wird die Spannung
solange erho¨ht, bis es zum Pull-in der Elektroden kommt (Abschnitt 3.4.4).
Der Vergleich mit den Ergebnissen der Modelle (Tabelle 5.3; Ru¨ckgabewert der Me-
thode stability_voltage(), siehe Anhang F.5) zeigt eine gute U¨bereinstimmung. Es
ist zu erkennen, dass die Modelle die Ho¨he der Stabilita¨tsspannung im Allgemeinen leicht
unterscha¨tzen (-0.4 % bis -13 % relative Abweichung). Außerdem wird deutlich, dass er-
wartungsgema¨ß eine ho¨here Genauigkeit der Vorhersage erreicht werden kann, wenn die
Steifigkeiten zur Bestimmung der mechanischen ru¨ckstellenden Momente mit einem FE-
Modell ermittelt werden. Dabei ko¨nnen Details wie Rundungen an den Federenden oder
komplexere Aufha¨ngungen beru¨cksichtigt werden.
Schwingung bei synchronisierter Anregung
Das Bestimmen der Schwingungsparameter eines Bauelements bei synchronisierter An-
regung geho¨rt ebenfalls zu den Standardverfahren der Bauelementcharakterisierung am
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Abb. 5.14: Verifikation der Modelle anhand von Da¨mpfungsmessungen. Die experimentellen
Versuche wurden mit einer speziellen Da¨mpfungsstruktur durchgefu¨hrt [44, 83].
a) Schwingungsamplitude u¨ber der Pulsspannung bei synchronisiertem Antrieb;
b) mittlerer Da¨mpfungsfaktor in Abha¨ngigkeit von der Schwingungsamplitude.
Fraunhofer IPMS . Dabei wird die Auslenkung und Frequenz des Bauelements mit einer
Laser-Diode und zwei lichtempfindlichen Detektoren bestimmt [122]. Beim Nulldurchgang
der Schwingung wird ein Trigger-Signal ausgelo¨st, mit dessen Hilfe die Antriebsspannung
synchronisiert wird. Abbildung 5.14a entha¨lt den typischen Verlauf der Schwingungsam-
plitude eines Bauelements in Abha¨ngigkeit von der Pulsspannung Uˆ . Zusa¨tzlich ist der
mithilfe der Methode closed_loop_equilibrium() (Anhang F.5) bestimmte Verlauf dar-
gestellt. In Abbildung 5.14b ist der Verlauf des entsprechend Gl. (3.95) bestimmten mitt-
leren Da¨mpfungsfaktors α¯x enthalten. Beide Kurven zeigen eine gute U¨bereinstimmung
mit den Simulationsergebnissen. Im Allgemeinen la¨sst sich die im synchronisierten Be-
trieb erreichbare Amplitude eines Bauelements mit einer maximalen relativen Abweichung
von ca. ±10 % vorhersagen. Dies gilt allerdings ausschließlich fu¨r Mikroscannerspiegel mit
na¨herungsweise elliptischer oder rechteckfo¨rmiger Spiegelplatte. Komplexere Plattenfor-
men ko¨nnen zurzeit nicht beru¨cksichtigt werden und erfordern weitere Untersuchungen
(Abschnitt 3.3.4). Zusa¨tzlich gelten die in Abschnitt 3.3 beschriebenen Einschra¨nkungen
bezu¨glich der Geometrie der Kammelektrode und des Umgebungsdrucks.
Schwingung bei parametrischer Anregung
Die Charakterisierung von Mikroscannerspiegeln bei parametrischer Anregung kann mit
dem selben Messaufbau durchgefu¨hrt werden, der fu¨r die synchronisierte Anregung ge-
nutzt wird. Dabei wird allerdings die Antriebsspannung unabha¨ngig von dem ausgegebe-
nen Trigger-Signal mit einem Funktionsgenerator erzeugt.
Der Aufbau kann unter anderem zur Charakterisierung der Bauelemente bei varia-
bler Pulsfolgefrequenz oder Pulsspannung (Sweeps) genutzt werden. Das Resultat einer
Messung ist der Verlauf der Schwingungsamplitude u¨ber der variierten Gro¨ße. In Abbil-
dung 5.15 ist die experimentell ermittelte Frequenz-Antwortkurve eines SINUS-Scanners
bei einem Down-sweep dargestellt. Zusa¨tzlich entha¨lt die Abbildung den mithilfe der Me-
thode open_loop_response() bestimmten Verlauf der Amplitude θˆx. Es wird deutlich,
dass beide Kurven sowohl qualitativ, als auch quantitativ gut u¨bereinstimmen. Dies gilt in
gleichem Maße auch fu¨r super- und subharmonische Resonanzen und fu¨r die Hysterese der
Bauelemente (siehe dazu Abschnitt 2.3.2 bzw. Abb. 2.13). Die relative Abweichung der
simulierten Amplitudenwerte liegt dabei analog zum synchronisierten Betrieb typischer-
weise in einer Gro¨ßenordnung von ±10 %. Dies gilt allerdings auch hier ausschließlich fu¨r
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Abb. 5.15: Verifikation des Bauelementverhaltens bei parametrischer Anregung. a) Frequenz-
Antwortkurve eines SINUS-Scanners (Down-sweep, Uˆx = 15 V); b) relative Abwei-
chung von der experimentell ermittelten Antwortkurve.
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Abb. 5.16: Verifikation der Stabilita¨tseigenschaften. Die Darstellung entha¨lt die mit der Me-
thode stability_regions() bestimmten Stabilita¨tsregionen des SINUS-Scanners.
Fu¨r die experimentell ermittelten Verzweigungswerte ergibt sich ein vergleichbarer
qualitativer Verlauf.
Mikroscannerspiegel mit na¨herungsweise elliptischer oder rechteckfo¨rmiger Spiegelplatte
und unter Beachtung der in Abschnitt 3.3 beschriebenen Einschra¨nkungen bezu¨glich der
Geometrie der Kammelektrode und des Umgebungsdrucks.
Anhand mehrerer Messungen bei verschiedenen Pulsspannungen Uˆ kann die Stabi-
lita¨tscharakteristik eines Bauelements bestimmt werden. Dazu werden sehr langsame,
manuelle Frequenz-Sweeps durchgefu¨hrt und dabei das Verhalten des Scanners beobach-
tet. Auf diese Weise ko¨nnen die Verzweigungswerte fcr1,2,3 (Abschnitt 4.1.3) des Bauele-
ments experimentell bestimmt werden. Abbildung 5.16 entha¨lt neben den Ergebnissen
der Methode stability_regions() die auf diese Weise experimentell bestimmten Ver-
zweigungswerte eines SINUS-Scanners.
Es wird deutlich, dass die mit der Methode stability_regions() ermittelten
Verla¨ufe der Verzweigungswerte fcr1,2,3 zumindest qualitativ gut mit den experimentell
ermittelten Daten u¨bereinstimmen. Betrachtet man die Ergebnisse quantitativ, fallen
zwei Abweichungen auf:
1. Die theoretisch ermittelten Werte fu¨r fcr1,2 erscheinen zu ho¨heren Pulsspannungen Uˆ
verschoben. Die Abweichung kann mit den genutzten Vereinfachungen bezu¨glich des
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Verlaufs der Antriebsspannung erkla¨rt werden. Entsprechend Gl. (2.26) wird diese
mit einer Kosinusfunktion angena¨hert (Abschnitt 2.3.2). Die in der Realita¨t genutz-
te Pulsfolge fu¨hrt bereits bei geringeren Pulsspannungen zu einem Anschwingen des
Scanners [18].
2. Die Verla¨ufe der Verzweigungswerte fcr1,2 = f(fu,x) weisen einen geringfu¨gig ho¨her-
en Anstieg auf. Dies ist ein Indiz dafu¨r, dass der im Modell genutzte, auslenkungs-
abha¨ngige Kapazita¨tsverlauf einen zu geringen Anstieg in der Na¨he der Ruhelage
aufweist. In anderen Worten: Der Parameter r1 wird als zu gering angenommen.
Die Ergebnisse der Stabilita¨tsanalyse sind also nur bedingt geeignet, um eine exakte Aus-
sage u¨ber das Anschwingverhalten eines Mikroscannerspiegels zu treffen. Sie ko¨nnen je-
doch genutzt werden, um prinzipielle Einflu¨sse konstruktiver A¨nderungen am Bauelement
zu untersuchen.
Der berechnete Verlauf fu¨r fcr3 stimmt hingegen auch quantitativ gut mit den expe-
rimentell ermittelten Werten u¨berein (Abb. 5.16). Die dynamischen Eigenschaften der
Bauelemente in der Na¨he des Arbeitspunktes ko¨nnen also vergleichsweise genau unter-
sucht bzw. vorhergesagt werden.
Zeitlicher Verlauf der Schwingung
Bisher wurde bei Mikroscannerspiegeln immer von einem ideal sinusfo¨rmigen Verlauf der
Auslenkung ausgegangen [3, 18]. Aufgrund der zahlreichen Nichtlinearita¨ten des Sys-
tems liegt jedoch der Verdacht nahe, dass diese Annahme nur na¨herungsweise gilt. Da
innerhalb des vorgestellten ordnungsreduzierten Modells alle relevanten nichtlinearen Ef-
fekte beru¨cksichtigt werden, kann diese Hypothese mithilfe dynamischer Simulationen
u¨berpru¨ft, bzw. die Abweichung der Spiegelbewegung von der idealen Sinus-Schwingung
ermittelt werden. Zur Verifikation der Simulationsergebnisse wurde im Rahmen einer
Praktikumsarbeit ein Messaufbau entwickelt, mit dem die Mo¨glichkeit besteht, sehr ge-
naue Messungen der Auslenkung eines synchronisiert angeregten Mikroscannerspiegels
mit ausreichend hoher zeitlicher Auflo¨sung durchzufu¨hren [122].
In Abbildung 5.17 ist der simulierte und der messtechnisch ermittelte zeitliche Schwin-
gungsverlauf eines Bauelements vom Typ S30150 (Tabelle 2.1, S. 18) dargestellt. Um die
Abweichung von einer idealen Sinus-Schwingung bestimmen zu ko¨nnen, wurden mithilfe
einer nichtlinearen Kurvenanpassung die Parameter einer Sinus-Funktion ermittelt, so-
dass die Quadratsumme der Differenzen zur Messreihe minimal wird (Sinus-Fit). Die
sich fu¨r die Simulationsergebnisse bzw. Messwerte ergebenden absoluten Abweichungen
sind ebenfalls in der Darstellung enthalten. Fu¨r die Messwerte ist zusa¨tzlich die aus dem
Messaufbau resultierende Mess-Unsicherheit fu¨r eine halbe Periodendauer aufgetragen.
Es wird deutlich, dass der Verlauf der Simulationsergebnisse gut mit den experimentell
ermittelten absoluten Abweichung u¨bereinstimmt. Er verla¨uft zyklisch in drei Phasen (vgl.
dazu Abb. 5.17):
I Nach dem Nulldurchgang der Schwingung ist die Winkelgeschwindigkeit aufgrund
des bis dahin wirksamen Antriebsmoments ho¨her als bei einer ideal sinusfo¨rmigen
Bewegung. Die Auslenkung eilt dem Sinus-Verlauf folglich voraus, sie wird aber auf-
grund des nun fehlenden Antriebsmoments und der nichtlinear wirkenden Da¨mpfung
zunehmend abgebremst.
II Es folgt ein Abschnitt in dem die Spiegelbewegung dem ideal sinusfo¨rmigen Verlauf
nacheilt. Aufgrund des nach dem Umkehrpunkt der Auslenkung wieder einsetzenden
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Abb. 5.17: Verifikation der Modelle anhand zeitaufgelo¨ster Amplitudenmessungen. Die Mes-
sungen wurden an einem Mikroscannerspiegel vom Typ S30150 (fx = 150 Hz)
durchgefu¨hrt (vgl. Tabelle 2.1, S. 18; [122]). Es ist erkennbar, dass die Simulations-
ergebnisse gut mit der messtechnisch ermittelten Charakteristik u¨bereinstimmen.
Antriebsmoments erho¨ht sich die Winkelgeschwindigkeit jedoch zunehmend. Die
Abweichung wird geringer.
III Das Antriebsmoment ist voll wirksam. Die Auslenkung eilt dem sinusfo¨rmigen Ver-
lauf voraus. Es folgt wieder Phase I.
Zumindest fu¨r das untersuchte Beispiel bildet das Modell demnach die Wirklichkeit gut
ab. Aufgrund der Tatsache, dass alle nichtlinearen Eigenschaften von Mikroscanner-
spiegeln (also geometrischer Art, da¨mpfungsbedingt und aufgrund des elektrostatischen
Antriebs) in den Modellen enthalten sind, ist das vorliegende Ergebnis ein Hinweis
darauf, dass die Effekte mit ausreichender Genauigkeit beru¨cksichtigt werden.
Zusammenfassend ko¨nnen die Ergebnisse der durchgefu¨hrten Verifikation der ordnungs-
reduzierten Modelle als durchweg positiv angesehen werden. Sie sind somit sowohl fu¨r
statische Untersuchungen (elektromechanische Stabilita¨t, Schwingung bei synchronisier-
ter Anregung), als auch fu¨r dynamische Untersuchungen (Schwingung bei parametrischer
Anregung, zeitlicher Verlauf der Schwingung) geeignet. Die Modelle ko¨nnen daher bei-
spielsweise genutzt werden, um zeitliche Schwingungsverla¨ufe von Scannerspiegeln zu un-
tersuchen bzw. vorherzusagen. Auch ko¨nnen Optimierungen der Schwingungsamplitude
oder Schwingform durch A¨nderung der Kammanordnung durchgefu¨hrt werden. Dies ist
besonders interessant fu¨r Anwendungen wie Spektroskopie [119, 123] oder Bildprojektion
(Abschnitt 2.3.3).
5.3.5 Gu¨ltigkeitsbedingungen
Es soll an dieser Stelle noch einmal darauf hingewiesen werden, dass die in diesem Ab-
schnitt vorgestellten Makromodelle nur unter bestimmten Bedingungen Gu¨ltigkeit besit-
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zen. Diese ergeben sich aus den Untersuchungen der vorangegangenen Kapitel und aus
den Eigenschaften des genutzten Ansatzes zur Ordnungsreduktion:
1. Das zu modellierende Bauelement wird nahe seiner mechanischen Eigenresonanz
betrieben (siehe Abschnitt 5.1.3 bzw. Abschnitt 5.3.3).
2. Der Frequenz-Abstand der genutzten Eigenresonanz zur na¨chstho¨heren Eigen-
schwingung ist ausreichend groß, sodass keine parasita¨ren parametrische Resonanzen
auftreten ko¨nnen (siehe Abschnitt 2.3.2 bzw. Abschnitt 5.3.3).
3. Die Fingerelektroden des Antriebs sind ausreichend weit von der Drehachse entfernt
angeordnet, sodass keine relevante Verkippung im noch eingeschwenkten Zustand
der Elektroden auftritt (siehe Abschnitt 3.3.3 bzw. Abschnitt 3.4.1).
4. Die Bedingungen fu¨r die Gu¨ltigkeit der Navier-Stokes-Gleichungen mit Slip-
Randbedingungen sind fu¨r die gewa¨hlte Elektrodengeometrie bzw. die Umgebungs-
bedingungen erfu¨llt (siehe Abschnitt 3.3).
Ko¨nnen diese Bedingungen nicht oder nicht vollsta¨ndig erfu¨llt werden, sind zusa¨tzliche
Untersuchungen erforderlich. Ein Beispiel fu¨r eine solche Untersuchung zu einer Erweite-
rung des IMtk kann in [33] gefunden werden.
6 Entwurfsprozess
Im folgenden Kapitel werden nun, basierend auf den bereits vorgestellten Erkenntnissen,
Betrachtungen zum Entwurfsablauf der Fraunhofer IPMS Mikroscannerspiegel durch-
gefu¨hrt. Es wird der sich aus den Anforderungen (Abschnitt 2.3.3), den Randbedingungen
(Kapitel 3, Kapitel 4) und den verfu¨gbaren Entwurfswerkzeugen (Kapitel 5) ergebende
Entwurfsprozess vorgestellt. Dieser wird anhand eines konkreten Entwurfsbeispiels ver-
anschaulicht. Die sich fu¨r das realisierte Beispiel ergebenden, experimentell ermittelten
Eigenschaften werden anschließend den Simulationsergebnissen gegenu¨bergestellt und dis-
kutiert.
6.1 Strategie des Bauelemententwurfs
Wie bereits in [5] beschrieben wurde, ist der MEMS -Entwurf typischerweise durch ein
iteratives Vorgehen gekennzeichnet. Iterativ bedeutet in diesem Zusammenhang, dass
ein geradliniger Entwurfsprozess (idealer top-down-Entwurf), ausgehend von der Anfor-
derungsbeschreibung bis zur Prototypenfertigung nicht mo¨glich ist. Stattdessen wer-
den einzelne Entwurfsphasen mehrfach durchlaufen; dabei werden auf Basis der sich aus
den Modellen der ho¨heren Abstraktionsebenen (Bauelement-Ebene, System-Ebene; vgl.
Abb. 1.1 auf S. 2) ergebenden Simulationsergebnisse einzelne Komponenten des Bauele-
ments angepasst. Die Ru¨ckfu¨hrung von Ergebnissen ho¨herer Abstraktionsebenen bzw.
experimenteller Untersuchungen in den Komponentenentwurf wird auch als bottom-up-
Strategie bezeichnet.
Der sich fu¨r den Entwurf von Mikroscannerspiegeln ergebende Entwurfsprozess ist
schematisch in Abb. 6.1 dargestellt. Er kann als Kombination aus top-down- und bottom-
up-Strategie angesehen werden. Dies wird auch als meet-in-the-middle-Strategie bezeich-
net [5]. Der Prozess besteht aus sieben Entwurfsschritten:
1. In der Vorauslegung wird ein erster Entwurfspunkt gewa¨hlt. Dabei werden die an
das Bauelement gestellten Anforderungen und die sich aus der Herstellungstechno-
logie (Abschnitt 2.1) ergebenden Randbedingungen beru¨cksichtigt. Grundlage der
Untersuchungen sind in erster Linie analytische Modelle (Kapitel 3). Das Ergebnis
der Vorauslegung sind die Geometrieparameter eines Mikroscannerspiegels.
2. Im na¨chsten Schritt wird eine Eigenwertanalyse (Abschnitt 3.2.4) durchgefu¨hrt. Da-
zu muss ein strukturmechanisches FE-Modell (Abschnitt 5.1.2) unter Beru¨cksich-
tigung der gewa¨hlten Geometrieparameter erstellt werden. Das Ergebnis sind die
Eigenfrequenzen bzw. Eigenvektoren (Eigenformen) der Struktur.
3. Mithilfe von Testlasten in Richtung der modalen Auslenkungen der Struktur wer-
den statische nichtlineare Analysen durchgefu¨hrt. Es ergeben sich die nichtlinearen
Eigenschaften des Systems. Die aus diesem Schritt resultierenden diskreten Kennli-
nien werden in Wertetabellen (Look-up-tables) hinterlegt. Dieser Schritt entspricht
im Wesentlichen dem Generation Pass des genutzten Ordnungsreduktionsverfahrens
(Abschnitt 5.3.3). Zusa¨tzlich ko¨nnen bei Bedarf die innerhalb des Bauelements auf-
tretenden mechanischen Spannungen bei Nennauslenkung bzw. bei Schockbelastung
(Abschnitt 3.2.3) bestimmt werden.
4. Die Ergebnisse der Eigenwertanalyse bilden zusa¨tzlich den Ausgangspunkt einer
Deformationsanalyse. Dabei wird die dynamische Deformation der Spiegelplatte
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Abb. 6.1: Entwurfsprozess fu¨r Fraunhofer IPMS Mikroscannerspiegel. Es handelt sich um
eine Kombination aus top-down- und bottom-up-Strategie (meet-in-the-middle-
Strategie).
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bei Nennauslenkung mithilfe eines der in Abschnitt 3.2.6 vorgestellten Verfahren
ermittelt.
5. Mithilfe von statischen nichtlinearen gekoppelten Analysen ko¨nnen im na¨chsten
Schritt die statischen Eigenschaften eines dem jeweiligen Entwurfspunkt entspre-
chenden Bauelements untersucht werden. Dazu geho¨rt das Verhalten bei syn-
chronisierter Anregung (Abschnitt 2.3.1), die Stabilita¨tseigenschaften des dynami-
schen Systems (Kapitel 4) und die elektromechanische Stabilita¨t (Abschnitt 3.4.4).
Dazu kann die innerhalb des IMtk zur Verfu¨gung gestellte Funktionalita¨t ge-
nutzt werden (Methoden closed_loop_equilibrium(), stability_regions(),
stability_voltage(); Anhang F.5).
6. Anhand von dynamischen nichtlinearen gekoppelten Analysen wird das zu erwarten-
de zeitabha¨ngige Verhalten der Bauelemente untersucht. Dabei ko¨nnen beispielswei-
se Frequenz-Antwortkurven simuliert und somit die Bandbreite des Arbeitspunktes
bestimmt werden (Abschnitte F.5 bzw. 5.3.3).
7. Zwischen den einzelnen Schritten werden die Eigenschaften des Entwurfspunkts be-
wertet. Ko¨nnen die Anforderungen nicht erfu¨llt werden, wird eine Parameteropti-
mierung durchgefu¨hrt. Dies entspricht einer Iteration innerhalb des Entwurfspro-
zesses. Die Variation bzw. Korrektur der Parameter kann dabei manuell oder au-
tomatisiert erfolgen. Ein Beispiel fu¨r ein Werkzeug, welches fu¨r die automatisierte
Parameteroptimierung genutzt werden kann, ist die in Abschnitt 5.2.1 vorgestellte
MOSCITO Optimierungsumgebung.
Ko¨nnen die gestellten Anforderungen trotz mehrfacher Iteration nicht erfu¨llt werden,
muss eine A¨nderung der Anforderungen in Betracht gezogen werden. Ist dies nicht mo¨glich
oder sinnvoll, kann die Mo¨glichkeit einer Modifikation der Herstellungstechnologie gepru¨ft
werden. Dabei erho¨ht sich im Allgemeinen die Anzahl der Entwurfsfreiheitsgrade bzw.
erweitert sich der nutzbare Parameterraum. Ist ein solcher Schritt nicht mo¨glich oder
fu¨hrt er nicht zur Erfu¨llung der Anforderungen, muss der Entwurfsprozess ergebnislos
abgebrochen werden.
Ist ein Entwurfspunkt gefunden, mit dem alle gestellten Anforderungen erfu¨llt werden,
kann der Entwurfsprozess erfolgreich beendet werden. Die Schnittstelle zum Herstellungs-
prozess bildet dann das Erstellen des sogenannten Masken-Layouts. Es definiert die zur
Herstellung beno¨tigten fotolithografischen Masken (Abschnitt 2.1).
6.2 Entwurfsbeispiel
Im folgenden Abschnitt wird der vorgestellte Entwurfsprozess anhand eines konkreten Bei-
spiels veranschaulicht. Der dazu genutzte 2D-Mikroscannerspiegel soll bei vergleichsweise
großer Spiegelplatte und Auslenkung sowie einer hohen Schwingfrequenz eine geringe dy-
namische Deformation aufweisen. Der bewegliche Rahmen soll eine geringere Schwingfre-
quenz aufweisen. Entsprechend Abschnitt 2.3.3 ist ein derartiger Mikroscannerspiegel bei-
spielsweise geeignet um einen miniaturisierten Laser-Projektor mit mittlerer Bildauflo¨sung
zu realisieren.
6.2.1 Anforderungen und Randbedingungen
Die Anforderungen an das Bauelement ergeben sich aus der Anwendung als Ablenkvorrich-
tung in einem Laser-Projektor mit einer Bildauflo¨sung entsprechend dem VGA-Standard
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Tabelle 6.1: Anforderungen an einen2D-Mikroscannerspiegel (Entwurfsbeispiel).
Spiegelachse fi/kHz fx/fy θˆi/
◦ D/mm rms δ/nm σ1/GPa Uˆi/V
i = x 17.5±0.8 7.8+0.4 ≥ 1.0 ≤ 30
i = y 2.6±0.1 6.731 10.4 +0.6 - - ≤ 1.0 ≤ 140
(Tabelle 2.3 auf S. 29). Dabei soll vor allem auf eine vergleichsweise große optische
Apertur D Wert gelegt werden. Sie soll 1 mm nicht unterschreiten. Auf diese Weise
ko¨nnen die Anforderungen an die Optik und Justagegenauigkeit des Projektionssystems
auf ein vernu¨nftiges Maß reduziert werden. Entsprechend der Anforderung an θD (Ab-
schnitt 2.3.3) ergeben sich daraus die Bedingungen bezu¨glich der Mindestamplituden des
Scanners. Diese und die weiteren beim Entwurf zu beachtenden Anforderungen bzw.
Randbedingungen sind in Tabelle 6.1 zusammengefasst. Der Entwurf soll zuna¨chst fu¨r ei-
ne Strukturho¨he von 30µm durchgefu¨hrt werden. Ko¨nnen die Anforderungen nicht erfu¨llt
werden, besteht jedoch die Mo¨glichkeit diesen Parameter anzupassen.
Die Orientierung der Strukturen im Einkristall wird so gewa¨hlt, dass die La¨ngsachsen
der Torsionfedern in den 〈110〉-Richtungen des Silizium-Einkristalls liegen. Auf diese
Weise wird das Verha¨ltnis von Biege- und Torsionssteifigkeit maximal (Abschnitt 3.2.1),
wodurch die elektromechanische Stabilita¨t des Bauelements erho¨ht wird.
6.2.2 Vorauslegung
Im ersten Schritt wird ein Startpunkt fu¨r den iterativen Entwurf gewa¨hlt. Dabei werden
die in Kapitel 3 vorgestellten Zusammenha¨nge genutzt. Ausgangspunkt ist die Spiegel-
platte bzw. deren Aufha¨ngung. Erst wenn deren Gro¨ße und Form bekannt sind, kann der
bewegliche Rahmen ausgelegt werden.
Spiegelplatte
Um die erforderliche, vergleichsweise hohe Eigenresonanzfrequenz von ca. 17.5 kHz errei-
chen zu ko¨nnen, wird eine Spiegelplatte mit mo¨glichst geringem Massentra¨gheitsmoment
Jxx beno¨tigt. Aus diesem Grund wird eine runde Form fu¨r die Spiegelplatte gewa¨hlt.
Entsprechend den in Tabelle 3.3 vorgestellten Zusammenha¨ngen ist außerdem fu¨r runde
Spiegelplatten mit einer geringeren dynamischen Deformation zu rechnen. Mithilfe von
Gl. (3.82) kann die zu erwartende Deformation ermittelt werden. Es ergibt sich ein Wert
von 115.4 nm fu¨r den quadratischen Mittelwert der dynamischen Deformation rms δ bei
einer Maximalauslenkung von 7.8 ◦.
Um bei einer Strukturho¨he von 30µm die geforderte Ebenheit der Spiegelplatte er-
reichen zu ko¨nnen, stehen verschiedene Mo¨glichkeiten zur Auswahl. Zum Einen kann
die oszillierende Platte durch zusa¨tzliche Strukturen auf der Ru¨ckseite versta¨rkt werden,
sodass die Steifigkeit der Platte erho¨ht wird [124]. Eine weitere Mo¨glichkeit zur Verringe-
rung der dynamischen Deformation wurde bereits in [125] vorgestellt. Sie basiert auf der
Idee, die Aufha¨ngung der Spiegelplatte so zu optimieren, dass die ru¨ckstellenden mechani-
schen Momente zu einer mo¨glichst geringen Deformation der Platte fu¨hren. Dazu werden
jedoch mehr Entwurfsfreiheitsgrade beno¨tigt als von der aus Torsionfedern bestehenden
Plattenaufha¨ngung bereitgestellt werden. Infolgedessen muss die Gesamtfederha¨rte kt,x
6.2 Entwurfsbeispiel 149
x
Federelement
x
y
x
y
Spiegelplatte
x
a) b)
Abb. 6.2: Verteilte Federn zur Reduzierung der dynamischen Deformation. a) Aufha¨ngung
der Spiegelplatte mittels Torsionsfedern (Abschnitt 3.2.6); b) Aufha¨ngung der Spie-
gelplatte mittels verteilter Federn.
durch mehrere verteilte Federelemente zusammengesetzt werden. Abbildung 6.2 verdeut-
licht dieses Prinzip.
Geht man davon aus, dass eine aus acht verteilten Federn bestehende Aufha¨ngung
doppelt symmetrisch, also immer jeweils vier Federelemente gleich ausgefu¨hrt werden, er-
gibt sich ein Entwurfsproblem mit vier Freiheitsgraden {r1, kz,1, r2, kz,2}. Dabei legen die
Parameter ri den Ort des Angriffspunkts an der Spiegelplatte fest; kz,i ist die jeweilige
Federha¨rte der Federelemente in Auslenkungsrichtung. Definiert man den Federort ent-
sprechend Abb. 6.3a als Bogenla¨nge entlang des Plattenrands mit ri ∈ [0, 1], ergibt sich
die effektive Torsionsfederha¨rte der gesamten Anordnung wie folgt:
kt,eff = 4
(
kz,1R
2
1 + kz,2R
2
2
)
mit Ri =
D
2
cos
ri pi
2
(6.1)
Sind die Eigenresonanzfrequenz und die Geometrie der Platte bzw. deren Massentra¨gheits-
moment bekannt, kann mithilfe des Zusammenhangs (2.14) ein Entwurfsfreiheitsgrad eli-
miniert werden. So ergibt sich dann beispielsweise eine der Federha¨rten aus den verblei-
benden Parametern:
kz,2 =
1
R22
(
pi2f 2x Jxx − kz,1R21
)
(6.2)
Die verbleibenden Freiheitsgrade {r1, kz,1, r2} ko¨nnen nun zur Minimierung der dynami-
schen Deformation genutzt werden.
Grundlage fu¨r die Optimierung ist ein stark vereinfachtes, parametrisiertes FE-Modell
der halben Spiegelplatte (Abb. 6.3a). Es besteht aus einem vergleichsweise einfachen,
jedoch sehr regelma¨ßigen FE-Netz mit Symmetrie-Randbedingungen. Dies hat den Vor-
teil, dass die fu¨r eine Optimierung beno¨tigten Iterationen schneller ausgefu¨hrt werden.
Außerdem ist auf diese Weise sichergestellt, dass Einflu¨sse des Netzes auf die Abwei-
chung der Lo¨sung fu¨r jede Iteration in der gleichen Gro¨ßenordnung liegen (siehe auch
Abschnitt 5.1.4).
Die verteilten Federn werden in der Vorauslegung mithilfe idealisierter Hookescher
Federn nachgebildet. Dabei kommen ANSYS R©-Elemente des Typs COMBIN14 [63] zum
Einsatz. Sie werden am Plattenrand paarweise so angeordnet, dass jeweils zwei dieser
Elemente eine verteilte Feder {ri, kz,i} nachbilden (Abb. 6.3a).
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Abb. 6.3: Vorauslegung von verteilten Federn mit ANSYS R© und MOSCITO. a) Vereinfachtes
FE-Modell zur Optimierung der dynamischen Deformation. Die Freiheitsgrade fu¨r
die Optimierung ergeben sich aus dem Ort ri und der Ha¨rte kz, i der zum Einsatz
kommenden COMBIN14-Elemente [63]. b) Beispiel fu¨r ein Zwischenergebnis der
Optimierung. Dargestellt ist der Verlauf der dynamischen Oberfla¨chendeformation.
Die eigentliche Optimierung der dynamischen Deformation wird mithilfe der
MOSCITO-Umgebung (Abschnitt 5.2.1) durchgefu¨hrt. Dazu wird die dynamische Defor-
mation der Platte bei der gewu¨nschten Auslenkung entsprechend den in Abschnitt 3.2.6
vorgestellten Zusammenha¨ngen bestimmt (Abb. 6.3b) und mithilfe einer geeigneten Ziel-
funktion minimiert. Das Ergebnis eines Optimierungsdurchlaufs ist dann ein Parameter-
satz {r1, kz,1, r2, kz,2}, fu¨r den sich bei der gewu¨nschten Eigenresonanzfrequenz des Scan-
nerspiegels eine minimale dynamische Deformation ergibt.
Im konkreten Beispiel ergibt sich fu¨r den optimierten Entwurfspunkt einer Spiegel-
platte mit verteilten Federn ein quadratischer Mittelwert der dynamischen Deformation
von 20 nm. Dies entspricht einer Verringerung um ca. 80 % im Vergleich zu der an geraden
Torsionsfedern aufgeha¨ngten Spiegelplatte.
Beweglicher Rahmen
Nachdem ein Konzept zur Realisierung der Spiegelplatte bzw. deren Aufha¨ngung gefunden
ist, kann die Geometrie des beweglichen Rahmens festgelegt werden. Kommt das in [125]
vorgestellte Konzept zur Realisierung der verteilten Federelemente zum Einsatz, ergibt
sich ein zusa¨tzlicher Platzbedarf von 100−200µm. Fu¨r die zur Potentialtrennung beno¨tig-
ten, gefu¨llten Isolationsgra¨ben innerhalb des beweglichen Rahmens (Abschnitt 2.1) muss
erfahrungsgema¨ß ein Platzbedarf von ca. 200µm veranschlagt werden. Es ergibt sich also
ausgehend vom Rand der Spiegelplatte ein Radius von ca. 400µm, der die Mindestab-
messung des beweglichen Rahmens definiert. Aufgrund der Tatsache, dass die geforderte
Schwingfrequenz von 2.6 kHz immer noch vergleichsweise hoch ist, erscheint fu¨r den be-
weglichen Rahmen ebenfalls eine elliptische Form als sinnvoll. Als Entwurfspunkt werden
die Maße w = l = 1900µm gewa¨hlt.
Fu¨r die Aufha¨ngung des beweglichen Rahmens werden als Ausgangspunkt gerade Tor-
sionsfedern gewa¨hlt. Unter Beachtung der geforderten Schwingfrequenz bzw. der sich
daraus ergebenden Federha¨rte (Abschnitte 2.3.1, 3.2.1) und der mechanischen Spannun-
gen im Betrieb und bei Schockbelastung (Abschnitt 3.2.3) kann die Feder dimensioniert
werden. Dabei sollte die Federla¨nge mo¨glichst gering gehalten werden, sodass die laterale
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Abb. 6.4: Strukturmechanisches FE-Modell eines 2D-Scannerspiegels mit verteilten Federn.
a) Volumendarstellung des detaillierten FE-Modells; b) Konkrete Umsetzung der
verteilten Federn entsprechend Abschnitt 6.2.2 (Elementdarstellung, 3D-FE-Netz) .
Steifigkeit der Aufha¨ngung und damit die elektromechanische Stabilita¨t des beweglichen
Rahmens maximiert wird (Abschnitt 3.4.4, Anhang F.5 bzw. find_flexure()). Es gel-
ten die in Tabelle F.6 auf S. 240 dargestellten Zusammenha¨nge. Fu¨r die Aufha¨ngung
des beweglichen Rahmens ergibt sich ein gu¨nstiger Entwurfspunkt bei w = 13µm und
l = 200.9µm.
6.2.3 Eigenwertanalyse
Im na¨chsten Schritt wird ein strukturmechanisches FE-Modell des ermittelten Entwurfs-
punkts erstellt. Dabei ko¨nnen je nach Anforderung an die Genauigkeit geometrische De-
tails wie Kammelektroden oder Stopper vernachla¨ssigt werden. Bei Bedarf kann mithilfe
des IMtk der jeweilige Einfluss auf die Massentra¨gheit und damit auf die zu erwarten-
de Gro¨ßenordnung der durch eine Vereinfachung verursachten Abweichungen (z.B. der
Resonanzfrequenz) untersucht werden.
Fu¨r das in diesem Abschnitt behandelte Entwurfsbeispiel wird ein FE-Modell mit allen
Details – also mit Kammelektroden und Stoppern – erstellt. Prinzipiell ko¨nnen diese im
vorliegenden Fall auch vernachla¨ssigt werden. Die dadurch auftretenden Abweichungen
der Eigenresonanzfrequenzen liegen in einer Gro¨ßenordnung von lediglich 1 % (vgl. dazu
Tabelle 6.1).
Wie bereits im vorangegangenen Abschnitt erwa¨hnt, werden die verteilten Federn
mithilfe des in [125] vorgestellten Konzepts realisiert. Dabei werden die außerhalb der
Torsionsachse angreifenden Federelemente anhand geeigneter, biegesteifer Hebelstruktu-
ren auf Torsionsfedern abgebildet27 (Abb. 6.4a). Dieses Konzept weist eine Reihe von
Vorteilen im Vergleich zu anderen Ansa¨tzen auf:
• Große Auslenkungen am Angriffspunkt der Federelemente werden mithilfe der He-
belstrukturen auf vergleichsweise geringe Dehnungen abgebildet. Es ko¨nnen daher
große Schwingungsamplituden bei akzeptablen mechanischen Spannungen erreicht
werden.
27Die außen liegenden Deformationsko¨rper (Abb. 6.4) werden aufgrund der Tatsache, dass sie außerhalb
der Drehachse angeordnet sind auch auf Biegung beansprucht. Die Torsionsbeanspruchung u¨berwiegt
jedoch deutlich.
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• Der Platzbedarf der Federstrukturen ist im Vergleich zu Biegefedern (Ma¨anderstruk-
turen, [5]) gering.
• Aufgrund der Realisierung der Deformationsko¨rper als Torsionselemente sind die
auftretenden geometrischen Nichtlinearita¨ten vergleichsweise gering. Bei Bedarf
ko¨nnen die in Abschnitt 4.2.3 vorgestellten Mo¨glichkeiten zur Realisierung von de-
gressiven bzw. linearisierten Federn integriert werden.
Anhand der Ergebnisse von Eigenwertanalysen werden die Eigenfrequenzen der Geo-
metrie manuell optimiert, sodass die genutzten Eigenformen (Rotation um die x- bzw.
y-Achse) nahe der gewu¨nschten Frequenzen liegen. Außerdem muss durch geeignete
konstruktive Maßnahmen sichergestellt werden, dass kritische parasita¨re Eigenfrequen-
zen ausreichend weit von den genutzten Resonanzen entfernt liegen (modale Trennung).
Als zusa¨tzliche Nebenbedingung mu¨ssen die Ergebnisse der in der Vorauslegung durch-
gefu¨hrten Optimierung beru¨cksichtigt werden, welche die Angriffspunkte und Ha¨rten der
verteilten Federn festlegen.
Zur Beeinflussung der modalen Trennung kann neben der Aufha¨ngung (Federla¨ngen
und -breiten) auch die Geometrie der Spiegelplatte bzw. des beweglichen Rahmens variiert
werden. Dabei wird die Tatsache genutzt, dass die Masse m und Massentra¨gheit Jx′x′ in
unterschiedlicher Weise von der Geometrie des Schwingko¨rpers abha¨ngig sind. Dies soll
am Beispiel der Breite einer elliptischen Platte w verdeutlicht werden:
m =
pi
4
ρm l w h bzw. Jx′x′ =
pi
192
ρm l w h
(
3w2 + 4h2
)
(6.3)
Unter der Annahme, dass fi die Eigenfrequenz einer beliebigen Translationsschwingung
und fj die Eigenfrequenz der Torsionsschwingung um die x
′-Achse der Platte entspricht,
gilt aufgrund
m ∼ w bzw. Jx′x′ ∼ w3 folgendes: fi ∼
√
w bzw. fj ∼ w3/2 (6.4)
Durch A¨nderung der Breite w einer elliptischen Spiegelplatte kann also der relative Fre-
quenzabstand zwischen genutzten und parasita¨ren Eigenresonanzen beeinflusst werden.
A¨hnliches gilt fu¨r andere geometrische Parameter wie die La¨nge l und bezu¨glich der Wahl
der Grundform des Schwingko¨rpers (elliptisch, rechteckfo¨rmig).
Das Ergebnis der Eigenwertanalysen bzw. der darauf basierenden Optimierungen ist in
Anhang C.3 dargestellt. Die dazugeho¨rigen Eigenfrequenzen sind in Tabelle 6.2 enthalten.
Es wird deutlich, dass die geforderten Schwingfrequenzen der Spiegelplatte bzw. des
beweglichen Rahmens problemlos realisiert werden ko¨nnen. Die sich fu¨r das in Abb. 6.4
dargestellte Modell ergebenden, fu¨r die Eigenschaften des Bauelements relevanten para-
sita¨ren Resonanzen (f2, f4,5, Anhang C.3, Tabelle 6.2) liegen ausreichend weit von den
Arbeitspunkten f1 und f3 entfernt.
6.2.4 Statische nichtlineare Analysen
Mit dem im vorangegangenen Schritt erstellten FE-Modell des 2D-Mikroscannerspiegels
ko¨nnen nun die Charakteristika der Torsionsfedern bzw. die mechanischen Spannungen
untersucht werden. Dazu werden statische Analysen mit geeigneten Testlasten durch-
gefu¨hrt.
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Tabelle 6.2: Eigenfrequenzen eines 2D-Mikroscannerspiegels (Entwurfsbeispiel). Alle weite-
ren Eigenfrequenzen (fi mit i > 6) liegen jenseits des zweieinhalbfachen der
Schwingfrequenz der Spiegelplatte f3 und mu¨ssen daher beim Entwurf nicht
beru¨cksichtigt werden (Abschnitt 5.3.3).
i fi /kHz Eigenform Bemerkung
f1 2.6 Rotation um y-Achse Auslenkung des beweglichen Rahmens
f2 11.0 Translation in z-Richtung kritisch bzgl. Antrieb des bewgl. Rahmens
f3 17.5 Rotation um x-Achse Auslenkung der Spiegelplatte
f4 20.0 Translation in x-Richtung kritisch bzgl. Antrieb des bewgl. Rahmens
f5 30.8 Rotation um z-Achse kritisch bzgl. Antrieb des bewgl. Rahmens
f6 45.2 Verwo¨lbung unkritisch
Federcharakteristika und mechanische Spannungen bei Auslenkung ko¨nnen
mithilfe einer Winkelbeschleunigung ~α als Testlast bestimmt werden. Diese wird in Rich-
tung der Torsionsachsen definiert, sodass die Auslenkung der Spiegelplatte bzw. des be-
weglichen Rahmens in Richtung der jeweils untersuchten Eigenform erfolgt. Anhand
mehrerer statischer Analysen mit variierten Werten der Winkelbeschleunigung ko¨nnen
diskrete Kennlinienverla¨ufe (Federcharakteristika) ermittelt werden. Es gilt:
~Mt,i = J · ~αi (6.5)
Dabei ist ~Mt,i das fu¨r den i-ten Wert der diskreten Kennlinie gu¨ltige Torsionsmoment. Die
sich aus den statischen FE-Analysen ergebenden, dazugeho¨rigen Auslenkungen ~θi entspre-
chen den dazugeho¨rigen Winkeln der Kennlinie. Die auslenkungsabha¨ngige Federha¨rte
kann dann na¨herungsweise durch den folgenden Differenzenquotienten beschrieben wer-
den:
kt,i =
d | ~Mt|
d |~θ|
∣∣∣∣∣
~θ=~θi
≈ |
~Mt,i| − | ~Mt,i−1|
|~θi| − |~θi−1|
(6.6)
Der Maximalwert der Winkelbeschleunigung sollte so gewa¨hlt werden, dass die resul-
tierende Auslenkung den gestellten Anforderungen entspricht. Geht man davon aus, dass
sich die Federha¨rte mit zunehmender Auslenkung nicht u¨berma¨ßig stark a¨ndert, ko¨nnen
zur Bestimmung der Gro¨ßenordung die folgenden, sich aus der linearen Bewegungsglei-
chung (2.12) ergebenden Zusammenha¨nge genutzt werden:
maxαx = 4pi
2 f 2x θˆx bzw. maxαy = 4pi
2 f 2y θˆy (6.7)
Anhand der durchgefu¨hrten statischen Analysen ko¨nnen gleichzeitig die innerhalb der
Geometrie auftretenden mechanischen Spannungen in Abha¨ngigkeit von der jeweiligen
Auslenkung untersucht werden. U¨berschreiten die Werte der maximalen Hauptnormal-
spannung (Abschnitt 3.2.3) die maximal zula¨ssigen Spannungswerte, mu¨ssen geeignete
Entwurfsmaßnahmen getroffen werden. Dazu ko¨nnen im ersten Schritt Rundungen oder
Entlastungsstrukturen [126] eingebracht werden. Ist dies nicht ausreichend, muss un-
ter Umsta¨nden der Entwurfsprozess fu¨r einen entsprechend angepassten Entwurfspunkt
wiederholt werden (vgl. dazu Abb. 6.1).
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Abb. 6.5: Statische FE-Analyse der Spiegelplatte (Entwurfsbeispiel). a) Verlauf der mechani-
schen Hauptnormalspannung bei θx = 10
◦; b) Verlauf der relativen Federha¨rte in
Abha¨ngigkeit von der Auslenkung θx.
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Abb. 6.6: Statische FE-Analyse des beweglichen Rahmens (Entwurfsbeispiel). a) Verlauf der
mechanischen Hauptnormalspannung bei θy = 11
◦; b) Verlauf der relativen Fe-
derha¨rte in Abha¨ngigkeit von der Auslenkung θy.
Die sich fu¨r das Entwurfsbeispiel ergebenden Federcharakteristika und Spannungs-
verla¨ufe sind in den Abbildungen 6.5 und 6.6 dargestellt. Um die Entwurfsrandbedingung
maxσ1 < 1 GPa (Tabelle 6.1) erfu¨llen zu ko¨nnen, mu¨ssen dabei einige Radien innerhalb
der Geometrie der verteilten Federn vergro¨ßert werden. Die Aufha¨ngung des bewegli-
chen Rahmens stellt erwartungsgema¨ß kein Problem dar. Hier wurden die mechanischen
Spannungen bereits bei der Vorauslegung beru¨cksichtigt (Abschnitt 6.2.2).
Die Federcharakteristik der Spiegelplatte verla¨uft leicht progressiv. Diese Eigenschaft
la¨sst sich allerdings nicht fu¨r Aufha¨ngungen dieser Art verallgemeinern. Fu¨r variier-
te Parameter (Breiten und La¨ngen der Torsionselemente bzw. Hebelstrukturen) ko¨nnen
durchaus auch degressive Charakteristika oder Mischformen (abschnittsweise degressiv
oder progressiv) auftreten.
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Die Aufha¨ngung des beweglichen Rahmens zeigt ein nahezu ideal lineares Verhalten.
Mit einer relativen A¨nderung der Federha¨rte bei Nennauslenkung von nur einem hun-
dertstel Prozent gilt in guter Na¨herung kt = const.
Anhand von a¨hnlichen Analysen kann die mechanische Kopplung zwischen der Spiegel-
platte und dem beweglichen Rahmen bestimmt werden. Dazu werden die Federkennlini-
en der Spiegelaufha¨ngung mehrfach, fu¨r unterschiedliche Auslenkungen des beweglichen
Rahmens berechnet. Anhand des sich ergebenden Kennlinienfeldes kann dann die fu¨r
die Beru¨cksichtigung der mechanischen Kopplung beno¨tigte Matrix Mcross (Anhang F.5)
bestimmt werden. Aufgrund der Tatsache, dass im vorliegenden Beispiel die genutzten
Schwingfrequenzen vergleichsweise weit voneinander entfernt liegen (fx  fy) ko¨nnen
Effekte die aus der mechanischen Kopplung resultieren vernachla¨ssigt werden. Es wird
daher auf die aufwa¨ndige Bestimmung der Koppelmatrix verzichtet. Dementsprechend
gilt Mcross = 0.
Mechanische Spannungen bei Schockbelastung ko¨nnen mithilfe einer Beschleuni-
gung ~a als Testlast untersucht werden. Geht man davon aus, dass aufgrund von Stopper-
Strukturen ausschließlich relevante Auslenkungen in z-Richtung zur Zersto¨rung der Bau-
elemente fu¨hren ko¨nnen (Abschnitt 3.2.3), beschra¨nkt sich der Aufwand auf eine statische
Analyse mit einer Testlast
az = ξ g (6.8)
Dabei ist g die Schwerebeschleunigung der Erde; ξ ist ein empirischer Faktor, der sich aus
den Anforderungen an das Bauelement oder aus den Fertigungsbedingungen (Handling
der Wafer bzw. Bauelemente wa¨hrend des Herstellungsprozess) ergibt. Fu¨r den Entwurf
von Mikroscannerspiegel am Fraunhofer IPMS gilt ξ = 2500.
Es ist zu beachten, dass in der genutzten statischen Analyse keine dynamischen
Vorga¨nge beim Auftreten eines mechanischen Schocks beru¨cksichtigt werden ko¨nnen.
Aufgrund von U¨berschwing-Effekten ko¨nnen daher bei vergleichbaren Beschleunigungen
durchaus ho¨here mechanische Belastungen im Bauelement auftreten. Dies muss im Zwei-
felsfall anhand dynamischer Analysen untersucht werden. Dabei kann auch ein bestimmter
Verlauf bzw. eine bestimmte Dauer der Schockbelastung beru¨cksichtigt werden. Deswei-
teren sind auch Analysen unter Beru¨cksichtigung mehrachsiger Lasten denkbar. So kann
eine Winkelbeschleunigung entsprechend Gl. (6.7) mit einer statischen oder dynamischen
Beschleunigung az kombiniert werden. Auf diese Weise ko¨nnen die mechanischen Span-
nungen wa¨rend einer Schockbelastung im Betrieb untersucht werden.
Im vorliegenden Beispiel stellt die Schockfestigkeit des Bauelements erwartungsgema¨ß
kein Problem dar. Eine Beschleunigung von 2500g in z-Richtung resultiert in einer maxi-
malen Hauptnormalspannung von weniger als 400 GPa. Abbildung 6.7 entha¨lt den Ver-
lauf der mechanischen Hauptnormalspannung bei Schockbelastung. Aufgrund der dop-
pelt symmetrischen Geometrie des Bauelements genu¨gt das Modell eines Viertels mit
Symmetrie-Randbedingungen [63] zur Untersuchung der mechanischen Spannungen. Auf
diese Weise kann der Aufwand zur Lo¨sung des FE-Problems ohne Einschra¨nkung der
Genauigkeit stark verringert werden.
6.2.5 Deformationsanalyse
Im na¨chsten Schritt wird die dynamische Deformation der Spiegelplatte fu¨r die reali-
sierte Plattenaufha¨ngung ermittelt. Dazu kann entsprechend Abschnitt 3.2.6 der auf
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Abb. 6.7: Mechanische Spannungen bei Schockbelastung (Entwurfsbeispiel). a) FE-Modell mit
symmetrischen Randbedingungen und Beschleunigung az = 2500g als Testlast; b) die
maximale Hauptnormalspannung tritt im Bereich der verteilten Federn auf.
die gewu¨nschte Auslenkung skalierte Eigenvektor der Spiegelschwingung genutzt werden.
Alternativ kann mithilfe einer geeigneten Testlast auch eine statische Simulation der aus-
gelenkten Geometrie durchgefu¨hrt werden. Letzteres ermo¨glicht die Beru¨cksichtigung
geometrischer Nichtlinearita¨ten der Aufha¨ngung.
Die sich fu¨r das betrachtete Entwurfsbeispiel mit beiden Verfahren ergebenden De-
formationsverla¨ufe sind in Abb. 6.8 vergleichend gegenu¨bergestellt. Als Testlast fu¨r die
statische Analyse wurde dabei eine Winkelbeschleunigung in Richtung der x-Achse ge-
nutzt. Sie wurde entsprechend Gl. (6.7) so gewa¨hlt, dass sich in der statischen Analyse
eine Auslenkung der Spiegelplatte von na¨herungsweise 7.8 ◦ einstellt:
αx = 4pi
2 f 2x θˆx ≈ 1.6 · 109 1/s2 (6.9)
Beide in Abbildung 6.8 enthaltenen Diagramme wurden mithilfe der IMtk -Funktion
imtk_plot_deformation() erstellt. Es ergeben sich a¨hnliche Deformationsprofile mit
einer vergleichbaren mittleren dynamischen Deformation von 24.8 nm (Eigenwertanalyse)
bzw. 26.4 nm (statische Analyse). Die Maximal- und Minimalwerte der Verla¨ufe weisen
gro¨ßere Unterschiede auf.
Die Abweichungen zwischen den beiden Verfahren resultieren aus den geometrischen
Nichtlinearita¨ten der Plattenaufha¨ngung. Sie nehmen mit steigender Auslenkung der
Spiegelplatte zu. Fu¨r Aufha¨ngungen mit ho¨heren Strukturdicken ko¨nnen noch wesentlich
gro¨ßere Abweichungen der auf der Eigenwertanalyse beruhenden Methode beobachtet
werden. Grundsa¨tzlich sollten daher zumindest beim Einsatz verteilter Federn statische
Analysen zur Bestimmung der dynamischen Deformation genutzt werden.
Mithilfe der in Abschnitt 3.5 vorgestellten Zusammenha¨nge kann nun anhand des
ermittelten Deformationsprofils der Einfluss auf die Leistungsdichteverteilung eines re-
flektierten Laserstrahls im Fernfeld untersucht werden. Abbildung 6.9 entha¨lt die mit
der Funktion imtk_plot_phase_picture() erstellte Darstellung der Leistungsdichtever-
teilung im Fernfeld fu¨r einen senkrecht einfallenden Laserstrahl mit einem Strahldurch-
messer DL = 1 mm. Die Auslenkung des Spiegels betra¨gt dabei 7.8
◦. Geht man da-
von aus, dass 480 Bildpunkte bei einer Auslenkung von 7.8 ◦ projizierte werden sollen
(VGA-Auflo¨sung), ergibt sich ein Pixelabstand von 0.065 ◦. Integriert man nun die sich
entsprechend Abb. 6.9 ergebende Intensita¨t u¨ber benachbarten Pixel-Fla¨chen, kann das
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Abb. 6.8: Dynamische Deformation eines 2D-Mikroscannerspiegels (Entwurfsbeispiel).
a) basierend auf den Ergebnissen der Eigenwertanalyse; b) basierend auf einer sta-
tischen Analyse mit einer Winkelbeschleunigung αx als Testlast.
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Abb. 6.9: Einfluss der Deformation auf die Intensita¨tsverteilung im Fernfeld. a) Ausgangs-
daten fu¨r die Berechnung der Intensita¨tsverteilung: Phasenverschiebung und Inten-
sita¨tsverteilung der reflektierten Welle in der optischen Referenzebene des Spiegels
(Abschnitt 3.5); b) resultierendes Beugungsbild im Fernfeld; zusa¨tzlich sind die Be-
grenzungen zweier Bildpunkte eines projizierten Bilds in VGA-Auflo¨sung dargestellt.
Das geringstmo¨gliche Pixelkontrastverha¨ltnis fu¨r dieses Beispiel ist ca. 1:12.
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Listing 1: Erzeugen eines 2D-Scanner-
Modells mit dem IMtk (Entwurfsbeispiel).
ms = imtk_microscanner( ...
’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.19e-3, ...
’plate.width ’, 1.19e-3, ...
5 ’flexure.length ’, 200e-6, ...
’flexure.characteristic ’, cc , ...
’capacitance_model ’, ’fem_fit ’, ...
’moment_of_inertia ’, 6.237e -15);
10 ms2d = imtk_microscanner_2d( ...
ms, ...
’frame.subtype ’, ’elliptical ’, ...
’frame.length ’, 1.9e-3, ...
’frame.width ’, 1.9e-3, ...
15 ’flexure.length ’, 200.9e-6, ...
’flexure.width’, 13e-6, ...
’capacitance_model ’, ’fem_fit ’);
plot(ms2d);
Abb. 6.10: Makromodell eines 2D-Mikroscannerspiegels (Entwurfsbeispiel). Mithilfe der
IMtk -Klassen imtk_microscanner bzw. imtk_microscanner_2d kann ein Makro-
modell des untersuchten Beispiels erzeugt werden. Dabei ko¨nnen die sich aus den
Eigenwertanalysen (Abschnitt 6.2.3) bzw. nichtlinearen statischen Simulationen
(Abschnitt 6.2.4) ergebenden Eigenschaften beru¨cksichtigt werden.
erreichbare Kontrastverha¨ltnis zwischen benachbarten Punkten des projizierten Bilds be-
stimmt werden. Es ergibt sich fu¨r das vorliegende Beispiel zu 1:12. Dies entspricht in
etwa dem mithilfe eines Passiv-Matrix-LCD erreichbaren Pixelkontrastverha¨ltnis.
Es sei an dieser Stelle noch angemerkt, dass das Pixelkontrastverha¨ltnis kein geeig-
netes Maß zur Charakterisierung eines durch einen abgelenkten Laser projizierten Bilds
ist. Zu diesem Zweck mu¨sste der sich ergebende Bildkontrast bzw. die Modulations-
Transferfunktion des abbildenden Systems herangezogen werden.
6.2.6 Statische nichtlineare gekoppelte Analysen
Bevor die transienten Eigenschaften anhand dynamischer Simulationen untersucht wer-
den, ist es sinnvoll die Stabilita¨tsregionen (Kapitel 4) und die elektromechanische Stabi-
lita¨t (Abschnitt 3.4.4) des Bauelements zu untersuchen. Die dabei bestimmten Parameter
der Antriebsspannung (Pulsfolgefrequenz und Pulsspannung) ko¨nnen dann von Beginn an
beru¨cksichtigt werden. Auch ko¨nnen eventuelle Probleme, die sich beispielsweise aus einer
zu niedrigen Pull-in-Spannungen ergeben, erkannt werden. Dies ermo¨glicht gegebenen-
falls eine Anpassung des Entwurfs bevor die vergleichsweise zeitaufwa¨ndigen dynamischen
Simulationen ausgefu¨hrt werden.
Zur Bestimmung der gesuchten Eigenschaften wird ein Makromodell des Bauelements
erstellt. Listing 1 bzw. Abbildung 6.10 enthalten die dazu beno¨tigten Aufrufe der IMtk -
Klassenbibliothek, sowie die grafische Repra¨sentation des resultierenden Modells (siehe
dazu Anhang F.5). Aufgrund der Tatsache, dass sowohl die Geometrie, als auch die
mechanischen Eigenschaften der verteilten Federn mit der Klassen imtk_flexure und
imtk_elliptical_plate nicht nachgebildet werden ko¨nnen, werden die Massentra¨gheit
und die Federcharakteristik der Spiegelplatte beim Erzeugen des Spiegel-Objekts fest-
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Tabelle 6.3: Stabilita¨tspannungen eines 2D-Mikroscannerspiegels (Entwurfsbeispiel).
Parameter Upi,x′/V Upi,y′/V Upi,x′y′/V minUpi,FE/V
(Richtung) (Translation x′) (Translation y′) (Rotation z′) (Fingerelektroden)
Spiegelplatte 3624 1555 224 375
bewegl. Rahmen 3222 1790 257 375
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Abb. 6.11: Stabilita¨tsregionen eines 2D-Mikroscannerspiegels (Entwurfsbeispiel). a) Bifur-
kationsdiagramm bezu¨glich der Oszillation um die x-Achse (Spiegelplatte);
b) bezu¨glich der Oszillation um die y-Achse (beweglicher Rahmen).
gelegt (Zeilen sechs und acht in Listing 1). Beide Eigenschaften sind aus den bereits
durchgefu¨hrten Untersuchungen anhand des erstellten FE-Modells bereits bekannt (Ab-
schnitt 6.2.3 und 6.2.4). Das vollsta¨ndige Skript zur Erzeugung und Initialisierung des
Modells findet sich als Beispiel in Anhang F.6 (Listing 12).
Die elektromechanische Stabilita¨t des Bauelements kann nun mithilfe der Methode
stability_voltage() (Anhang F.5) bestimmt werden. Die sich fu¨r die relevanten Be-
wegungsfreiheitsgrade der Spiegelplatte und des beweglichen Rahmens ergebenden Werte
sind in Tabelle 6.3 enthalten. Da alle Pull-in-Spannungen des Bauelements deutlich ober-
halb der maximalen Antriebsspannung von 140 V liegen, stellt die elektromechanische
Stabilita¨t in diesem Fall kein Problem dar.
Die Stabilita¨tsregionen des Bauelements ko¨nnen ebenfalls mithilfe des Makromodells
bestimmt werden. Die sich fu¨r max Uˆ = 140 V ergebenden Bifurkationsdiagramme sind in
Abb. 6.11 dargestellt. Beide Diagramme wurden mit der Methode stability_regions()
erzeugt (Anhang F.5) und enthalten die sich fu¨r die bestimmten Verzweigungswerte
fcr3 ergebenden maximalen Auslenkungen. Es wird deutlich, dass die geforderte
Schwingungsamplitude der Spiegelplatte von 7.8 ◦ bei einer zur Verfu¨gung stehenden
Antriebsspannung von 140 V knapp erreicht werden kann. Fu¨r den beweglichen Rahmen
ist eine Amplitude von 10 ◦ bereits mit einer Antriebsspannung in der Gro¨ßenordung von
80 V mo¨glich.
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Die entsprechend Tabelle 6.1 gestellten Anforderungen werden also voraussichtlich von
dem aktuellen Entwurfspunkt erfu¨llt. Wa¨re dies nicht der Fall, mu¨sste der Ent-
wurfsprozess mit einer entsprechend optimierten Bauelementgeometrie wiederholt wer-
den (Abb. 6.1). Dabei kann im Fall einer zu geringen Auslenkung oder eines zu schma-
len Bereichs der parametrischen Resonanz die Geometrie der Antriebselektroden variiert
werden. Bei zu geringer elektromechanischer Stabilita¨t besteht zusa¨tzlich die Mo¨glichkeit
einer Optimierung der mechanische Aufha¨ngung der Spiegelplatte bzw. des beweglichen
Rahmens.
6.2.7 Dynamische nichtlineare gekoppelte Analysen
Im letzten Entwurfsschritt kann bei Bedarf das transiente bzw. dynamische Verhalten des
Bauelements untersucht werden. Die dabei durchgefu¨hrten Simulationen sind trotz der
zum Einsatz kommenden Makromodelle vergleichsweise aufwa¨ndig; sie sollten daher nur
genutzt werden, wenn sich eine entsprechende Notwendigkeit aus den gestellten Anforde-
rungen oder der Anwendung des Bauelements ergibt. Dabei ko¨nnen anhand dynamischer
Simulationen die folgenden Punkte untersucht werden:
• Anstieg der Frequenz-Antwortkurven im Bereich des Arbeitspunkts bei parametri-
scher Anregung (Abschnitt 4.1.4),
• Bandbreite der Antwortkurven im Bereich des Arbeitspunkts fu¨r einen vorgegebenen
Bereich der Antriebsspannung (Abschnitt 4.1.4),
• zeitabha¨ngiger, periodischer Verlauf der Auslenkung bzw. dessen Abweichung von
der idealen Sinus-Form (Abschnitt 5.3.4),
• Einfluss der mechanischen Kopplungen zwischen den genutzten Bewegungsfreiheits-
graden eines 2D-Scanners auf den Verlauf der Schwingungen.
Zur Demonstration der Methodik wurden fu¨r das Entwurfsbeispiel mithilfe des erstell-
ten Makromodells dynamische Simulationen des transienten Bauelementverhaltens durch-
gefu¨hrt. Dazu wurde die innerhalb der Methoden transient() bzw. transient_2d() zur
Verfu¨gung gestellte Funktionalita¨t genutzt (Anhang F.5 und 5.3.3).
Abbildung 6.12a entha¨lt ein Beispiel fu¨r den sich typischerweise ergebenden Verlauf
einer gekoppelten dynamischen Simulation des 2D-Mikroscannerspiegels bei synchroni-
sierter Anregung im eingeschwungenen Zustand. Dabei gilt fu¨r die Pulsspannungen
Uˆx = 140 V und Uˆy = 75 V. Das zur Durchfu¨hrung der Simulation erstellte MATLAB
R©-
Skript ist als Beispiel in Anhang F.6 enthalten (Listing 12). Ein Teil des sich fu¨r diesen
Schwingungsverlauf ergebenden Lissajous-Musters ist in Abb. 6.12b dargestellt. Dabei
ist zu beachten, dass sich die Darstellung nicht auf einen abgelenkten Laserstrahl, sondern
auf die mechanischen Auslenkung des Mikroscannerspiegels bezieht.
Anhand des sich ergebenden Musters wird das in Abschnitt 2.3.3 bzw. [56] vorgestellte
Prinzip der Lissajous-Bildprojektion deutlich. Die Fu¨llrate und damit die Auflo¨sung
und Bildwiederholrate des projizierten Bilds kann dabei durch geringfu¨gige Variation des
Frequenz-Verha¨ltnisses fx/fy beeinflusst werden [57].
Die sich fu¨r das Bauelement ergebenden Frequenz-Antwortkurven des beweglichen
Rahmens sind in Abb. 6.13 dargestellt. Geht man davon aus, dass eine maximale An-
triebsspannung von 140 V zur Verfu¨gung steht, ergibt sich fu¨r die gestellten Anforderungen
(Tabelle 6.1) eine Bandbreiten im Arbeitspunkt von ca. 5 Hz (Abb. 6.13). Die Bandbrei-
te der Spiegelplatte ist relativ zur Resonanzfrequenz noch geringer. Man muss daher
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Abb. 6.12: Dynamische Simulation eines 2D-Mikroscannerspiegels (Entwurfsbeispiel).
a) zeitlicher Verlauf der Schwingung; b) Darstellung als Lissajous-Figur mithilfe
der Funktion imtk_plot_lissajous() (siehe dazu Listing 12).
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Abb. 6.13: Simulierte Antwortkurven des beweglichen Rahmens (Entwurfsbeispiel). Zur Be-
rechnung der Verla¨ufe wurde die Methode open_loop_response() genutzt. Die
Abbildung wurde mit der Funktion imtk_plot_response_curves() erstellt. Da-
bei wird die resultierende Breite des Arbeitsbereichs (Bandbreite) bestimmt und
dargestellt.
davon ausgehen, dass die gewu¨nschten Auslenkungen bei der zur Verfu¨gung stehenden
Antriebsspannung ausschließlich bei synchronisiertem Antrieb erreicht werden ko¨nnen.
Anhand der Eigenschaften und Toleranzen des zum Einsatz kommenden Fertigungs-
prozesses (Abschnitt 3.2.5) kann nun die zu erwartende Ausbeute einer Fertigung ab-
gescha¨tzt werden. Geht man von einer Standardabweichung der gefertigten Strukturbrei-
te σ = 75 nm aus, ergibt sich nach Gl. (3.68) eine Standardabweichung der Resonanzfre-
quenz des beweglichen Rahmens von 23 Hz. Die Empfindlichkeit der Resonanzfrequenz
der vergleichsweise komplexen Spiegelplatte bezu¨glich der auftretenden Fertigungstoleran-
zen kann mithilfe der FEM na¨herungsweise ermittelt werden. Sie ergibt sich zu 0.47 Hz/nm.
Die zu erwartende Standardabweichung der Resonanzfrequenz des Spiegels liegt somit in
der Gro¨ßenordnung von 35 Hz.
Geht man davon aus, dass die Strukturkanten aller Federstrukturen innerhalb eines
Bauelements nicht gegensa¨tzlich beeinflusst werden, ergibt sich eine relative Abweichung
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Abb. 6.14: Lichtmikroskopische Aufnahme eines 2D-Scanners (Entwurfsbeispiel). Erkennbar
ist die Spiegelplatte und deren Aufha¨ngung (vgl. mit Abb. 6.4); am Rand sind
außerdem Teile der a¨ußeren Kammelektrode zu sehen [125].
des Frequenz-Verha¨ltnisses in der Gro¨ßenordnung von 0.01 %. Da jedoch fu¨r die An-
wendung ausschließlich Bauelemente mit einem bestimmten Frequenz-Verha¨ltnis genutzt
werden ko¨nnen (Tabelle 6.1), muss die Schwingfrequenz des beweglichen Rahmens bei
parametrischer Anregung entsprechend angepasst werden. Da jedoch nur eine Bandbreite
von ca. 5 Hz zur Verfu¨gung steht (Abb. 6.13), ist mit einer geringen Reproduzierbarkeit zu
rechnen. Der Anteil der den Spezifikationen entsprechenden Bauelemente ergibt sich bei
einer angenommenen Standardabweichung der Strukturbreiten von 75 nm na¨herungsweise
zu 5 %. Soll das Bauelement in gro¨ßeren Stu¨ckzahlen gefertigt werden, muss der Entwurf
daher u¨berarbeitet werden. Dabei ko¨nnen die folgenden Maßnahmen ergriffen werden:
• Verringern der Empfindlichkeit der Resonanzfrequenzen gegenu¨ber Fertigungstole-
ranzen durch geeignete konstruktive Maßnahmen,
• Erho¨hen der Antriebseffizient und damit der Bandbreite des Bauelements durch
Optimierung des elektrostatischen Antriebs,
• Integration einer Vorrichtung zur Beeinflussung der Eigenresonanzfrequenzen
(Frequenz-Tuning, [35]).
Entsprechend Abbildung 6.1 muss der Entwurfprozess dann erneut durchlaufen werden.
6.3 Diskussion
Der im vorangegangenen Abschnitt als Entwurfsbeispiel genutzte Scannerspiegel wurde
am Fraunhofer IPMS gefertigt und experimentell charakterisiert (Abb. 6.14, [125]). Die
aus der Charakterisierung zur Verfu¨gung stehenden Daten ko¨nnen daher genutzt werden
um die Ergebnisse des Entwurfs zu diskutieren.
Anhang G.1 entha¨lt die experimentell ermittelten Verla¨ufe der Amplitude der Spiegel-
platte und des beweglichen Rahmens sowohl bei synchronisierter, als auch bei parametri-
scher Anregung des Bauelements. Abbildung 6.15 entha¨lt exemplarisch die Verla¨ufe der
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Abb. 6.15: Amplitudenkennlinien eines 2D-Scanners bei synchronisiertem Antrieb (Entwurfs-
beispiel). a) Schwingung der Spiegelplatte; b) Schwingung des beweglichen Rah-
mens.
Amplitudenkennlinien bei synchronisierter Anregung. Zusa¨tzlich sind die Ergebnisse der
Simulationen dargestellt. Die Abweichung der Modelle liegt mit einer Gro¨ßenordung von
10 % im erwarteten Bereich (Abschnitt 5.3.4). Aus dem Vergleich mit den Ergebnissen
der Modelle lassen sich die folgenden Erkenntnisse gewinnen:
• Die U¨bereinstimmung mit den simulierten Amplituden-Charakteristiken ist im er-
warteten Bereich. Die Abweichung ist typischerweise kleiner als 10 %.
• Die Eigenresonanzfrequenz des beweglichen Rahmens stimmt gut mit den Modellen
u¨berein. Die Abweichungen liegen im Bereich der Fertigungstoleranzen.
• Die Eigenresonanzfrequenz der Spiegelplatte ist im Mittel um ca. 2 % zu gering
(Anhang G.1). Der Grund dafu¨r ist unklar. Es wird vermutet, dass aufgrund der
komplexen Geometrie der Aufha¨ngung bisher unbekannte Effekte bei der Fertigung
zu der Abweichung fu¨hren. Dies muss anhand weiterer technologischer Versuche
untersucht werden.
Im Rahmen von Untersuchungen zur dynamischen Deformation wurden am
Fraunhofer IPMS außerdem die Deformationsprofile von Spiegelplatten experimentell er-
mittelt [125]. Ein entsprechendes Ergebnis fu¨r das hier vorgestellte Entwurfsbeispiel ist
in Anhang G.2 enthalten. Es zeigt sich eine gute U¨bereinstimmung mit den Ergebnissen
der Modelle (Abb. 6.8). Der quadratische Mittelwert liegt demnach bei Nennauslenkung
in der Gro¨ßenordnung von 20 nm.
Ausgenommen die Eigenresonanzfrequenz der Spiegelplatte fx ko¨nnen also die gestell-
ten Anforderungen (Tabelle 6.1) erfu¨llt werden. Der vorgestellte Entwurfsprozess erscheint
daher geeignet fu¨r den Entwurf resonanter Mikrospiegel mit Out-of-plane-comb-Antrieb.

7 Zusammenfassung und Ausblick
Ziel der vorliegenden Arbeit war es, vorhandene Methoden und Werkzeuge zum Entwurf
resonanter mikromechanischer Aktoren mit elektrostatischem Antrieb zu erweitern und
zu systematisieren. Der Schwerpunkt lag dabei auf den am Fraunhofer IPMS in Dresden
entwickelten und gefertigten Mikroscannerspiegeln.
Die beim Entwurf von elektrostatisch resonant angetriebenen MEMS -Aktoren relevan-
ten physikalischen Effekte wurden identifiziert, systematisiert und durch geeignete analy-
tische und numerische Modelle beschrieben. Dabei lag im Gegensatz zu vorangegangenen
Arbeiten [3, 18] ein Schwerpunkt auf der Beru¨cksichtigung nichtlinearer Effekte. Dazu
za¨hlen geometrische Nichtlinearita¨ten der Torsionsfederaufha¨ngung, auslenkungsabha¨ngi-
ge Da¨mpfungseffekte sowie Nichtlinearita¨ten des elektrostatischen Antriebs. Soweit dies
mo¨glich war, wurden die theoretischen Erkenntnisse mittels experimenteller Untersuchun-
gen verifiziert.
Die Dynamik resonanter Bauelemente mit elektrostatischem Antrieb wurde am Bei-
spiel des Fraunhofer IPMS -Mikroscannerspiegels anhand eines analytischen Modells un-
tersucht. Dazu wurde die Bewegungsgleichung auf eine nichtlineare Mathieu-Gleichung
abgebildet. Mithilfe einer Stabilita¨tsanalyse konnten die typischen dynamischen Eigen-
schaften der Bauelemente erkla¨rt werden. Dazu za¨hlen das Anschwingen in parame-
trischer Resonanz mit begrenzter Amplitude, das Auftreten einer Hysterese im Verlauf
der Frequenz-Antwortkurven und das abrupte Zusammenbrechen der Schwingung in der
Na¨he der mechanischen Eigenresonanz. Speziell der letzte Punkt stellt eine wichtige
neue Erkenntnis dar und wurde in a¨hnlichen Dynamik-Analysen [18, 98, 99] bisher nicht
beru¨cksichtigt. Aufgrund der Tatsache, dass Fraunhofer IPMS -Mikroscannerspiegel na-
he der mechanischen Eigenresonanz betrieben werden, konnten mit dieser Erweiterung
der vorhandenen Modelle neue Erkenntnisse und Optimierungsansa¨tze gewonnen werden.
Dies betrifft im Besonderen die gezielte Nutzung geometrischer Nichtlinearita¨ten zur Ver-
besserung von Bauelementeigenschaften, wie z.B. der Bandbreite und dem Verlauf der
Frequenz-Antwortkurven.
Mithilfe der gewonnenen Erkenntnisse wurden Anforderungen an Entwurfs- und Op-
timierungswerkzeuge formuliert. Ein weiteres wichtiges Ergebnis dieser Arbeit ist das
daraus resultierende IPMS MEMS Toolkit (IMtk), eine Klassenbibliothek fu¨r die Pro-
grammumgebung MATLAB R©. Sie entspricht der praktischen Realisierung der erarbeite-
ten Ansa¨tze und Methoden und stellt ein flexibles Werkzeug zur Simulation bzw. fu¨r den
Entwurf resonanter MEMS -Bauelemente mit elektrostatischem Antrieb dar. Eine wichti-
ge Funktion besteht dabei in der Bereitstellung ordnungsreduzierter Modelle, mit deren
Hilfe beliebige Nichtlinearita¨ten vollsta¨ndig gekoppelt beru¨cksichtigt werden ko¨nnen.
Als Abschluss der Arbeit wurde auf Basis der gewonnenen Erkenntnisse und
Werkzeuge eine Entwurfsstrategie fu¨r resonante Mikroaktoren mit elektrostatischem
Out-of-plane-comb-Antrieb formuliert. Anhand eines konkreten Entwurfsbeispiels wurde
diese veranschaulicht und verifiziert. Die Ergebnisse der im Rahmen dieses Entwurfs
durchgefu¨hrten Simulationen wurden experimentellen Ergebnissen gegenu¨bergestellt und
diskutiert.
Neuartig sind die umfassenden Untersuchungen zur fluidmechanischen Da¨mpfung des
Out-of-plane-comb-Antriebs, zur dynamischen Deformation der Spiegelplatte und zu den
elektromechanischen Stabilita¨tseigenschaften gerader und trapezfo¨rmiger Fingerelektro-
den (Kapitel 3). Dazu wurden sowohl analytische Zusammenha¨nge, als auch numerische
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Abb. 7.1: Erweiterter Entwurfsraum fu¨r Fraunhofer IPMS Mikroscannerspiegel. Aus den
Ansa¨tzen zur Bauelementoptimierung und zusa¨tzlichen Entwurfsfreiheitsgraden
(verteilte Federn, Ru¨ckseitenstrukturen usw.) ergibt sich ein erweiterter Entwurfs-
raum. hRF entspricht dabei der Ho¨he der realisierbaren Ru¨ckseitenstrukturen [124].
Methoden herangezogen. Die resultierenden Modelle ero¨ffnen neue Mo¨glichkeiten fu¨r den
Entwurf bzw. fu¨r die Optimierung der Bauelemente. So kann beispielsweise die Geo-
metrie einer Out-of-plane-comb-Elektrode bezu¨glich ihrer elektromechanischen Stabilita¨t
oder der Antriebseffizienz optimiert werden.
Auch die im Kapitel 4 vorgestellte nichtlineare Analyse der Bewegungsgleichung von
Fraunhofer IPMS -Mikroscannerspiegeln wurde im Rahmen dieser Arbeit erstmalig vor-
gestellt. Die daraus resultierenden Erkenntnisse ermo¨glichen ein besseres Versta¨ndnis
und eine Optimierung der Bauelementeigenschaften. Dies betrifft beispielsweise das An-
schwingverhalten oder die Dynamik des Bauelements in der Na¨he der mechanischen Ei-
genresonanz, also im Arbeitspunkt. Durch die gezielte Beeinflussung der Nichtlinearita¨ten
ko¨nnen wichtige Eigenschaften der Bauelemente verbessert werden.
Weiterhin stellt die im Kapitel 5 bzw. Anhang F vorgestellte Klassenbibliothek IMtk
einen wichtigen neuen Beitrag dar. Sie ermo¨glicht erstmalig dynamische Simulationen
des Bauelmentverhaltens unter Beru¨cksichtigung aller relevanten Nichtlinearita¨ten. In
Kombination mit der in Kapitel 6 vorgestellten Entwurfsstrategie steht mit dem IMtk ein
effizientes Werkzeug fu¨r den Entwurf zur Verfu¨gung.
Ein weiteres wichtiges Ergebnis ist schließlich die Erweiterung des verfu¨gbaren
Entwurfsraums fu¨r Fraunhofer IPMS -Mikroscannerspiegel. Dies wird in Abb. 7.1 veran-
schaulicht. Sie stellt die in [3] gefundenen, bisherigen Grenzen zusammen mit einigen
anhand der vorgestellten Methoden und Werkzeugen am Fraunhofer IPMS realisierten
neuen Bauelemente dar. Es ist erkennbar, dass vor allem im Bereich hochfrequenter
Mikroscanner mit großer Spiegelplatte Fortschritte erzielt werden konnten. Diese sind
fu¨r viele aktuelle und zuku¨nftige Anwendungen, wie beispielsweise die Bildprojektion,
von großer Bedeutung.
Aufbauend auf den vorgestellten Ansa¨tzen und Methoden zum Entwurf sind zahlreiche
zuku¨nftige Entwicklungen denkbar, mit deren Hilfe eine weitere Ausdehnung der Ent-
wurfsgrenzen ermo¨glicht wird. So ko¨nnen beispielsweise zusa¨tzliche Freiheitsgrade ein-
167
gefu¨hrt werden mit deren Hilfe die Bauelemente besser fu¨r bestimmte Aufgabenstellungen
optimiert werden ko¨nnen. Ein Beispiel fu¨r eine solche Weiterentwicklung wird zurzeit am
Fraunhofer IPMS untersucht. Dabei werden mithilfe eines modifizierten AME1 -Prozesses
versteifende Strukturen auf der Ru¨ckseite der Spiegelplatte ausgebildet. Diese fu¨hren zu
einer Erho¨hung der Steifigkeit der Spiegelplatte bei vergleichsweise geringfu¨gig erho¨htem
Massentra¨gheitsmoment. Auf diese Weise la¨sst sich die dynamische Deformation stark
reduzieren [124]. In Kombination mit einer Aufha¨ngung, bestehend aus verteilten Feder,
lassen sich auf diese Weise perspektivisch hochfrequente Bauelemente mit vergleichsweise
großen Spiegelplatten realisieren.
Weiterfu¨hrende Untersuchungen finden ebenfalls im Bereich des Packaging der Bau-
elemente statt. Hier ist das Ziel zuku¨nftiger Entwicklungen die Realisierung eines praxis-
tauglichen Vakuum-Geha¨uses fu¨r Mikroscannerspiegel. Damit wird der Tatsache Rech-
nung getragen, dass die fu¨r viele Anwendungen beno¨tigten hochfrequenten Bauelemente
aufgrund der Fluid-Da¨mpfung vergleichsweise hohe Antriebsspannungen beno¨tigen. Da
die im Rahmen dieser Arbeit vorgestellten fluidmechanischen Da¨mpfungsmodelle auf den
Gesetzen der Gasdynamik kontinuierlicher Medien beruhen, kann das Verhalten der Bau-
elemente bei geringen Dru¨cken zurzeit nicht mit ausreichender Genauigkeit simuliert wer-
den. Es sind daher zusa¨tzliche Untersuchungen notwendig. Konkret werden Modelle zur
Beschreibung der Da¨mpfung bei Dru¨cken p < 104 Pa beno¨tigt. Dazu ko¨nnen beispielsweise
stochastische Modelle herangezogen werden [128].
Eine weitere zuku¨nftige Aufgabe ist die Integration eines Da¨mpfungsmodells fu¨r eine
Translation der Spiegelplatte aus der Strukturebene heraus. Einerseits wu¨rde auf diese
Weise die Nutzung der entwickelten Werkzeuge und Methoden im Entwurf weiterer Bau-
elemente, beispielsweise resonanter Translationsspiegel [118], ermo¨glicht. Andererseits
ko¨nnte mit einer solchen Erweiterung auch der Entwurf resonanter Kippspiegel verbessert
werden. So ko¨nnten mithilfe der in Kapitel 4 vorgestellten Stabilita¨tsanalyse die Sta-
bilita¨tsregionen eines Bauelements bezu¨glich der parasita¨ren Schwingung in z-Richtung
beim Entwurf beru¨cksichtigt werden und damit das Bauelementverhalten weiter optimiert
werden.
Andere Entwicklungen am Fraunhofer IPMS bescha¨ftigen sich mit der Weiterentwick-
lung des elektrostatischen Antriebskonzepts, sodass neben einem resonanten Betrieb auch
statische bzw. quasistatische Auslenkungen ermo¨glicht werden. Dazu werden die Gegen-
elektroden des Kammantriebs nicht innerhalb der Strukturebene realisiert, sondern nach
oben oder nach unten versetzt bzw. verkippt [33]. Auf diese Weise kann ein Drehmo-
ment erzeugt werden, welches nicht in Richtung der Ruhelage des Mikrospiegels wirkt
und somit eine statische Auslenkung ermo¨glicht. Aufgrund der allgemeinen und flexiblen
Implementierung des IMtk ko¨nnen die aus diesem Ansatz erwachsenden Entwurfsproble-
me zum großen Teil mithilfe der in dieser Arbeit vorgestellten Werkzeuge gelo¨st werden.
Auch die Entwurfsstrategie beha¨lt prinzipiell Gu¨ltigkeit. Es muss allerdings aufgrund des
nicht-resonanten Betriebs dieser zuku¨nftigen Bauelemente die Gu¨ltigkeit der verfu¨gbaren
Methodik zur Ordnungsreduktion gepru¨ft bzw. eine neue Methode implementiert werden.
Außerdem mu¨ssen die Funktionen zum Bestimmen der elektromechanischen Stabilita¨t
eines Bauelements aufgrund der andersartigen Elektrodenanordnungen zumindest u¨ber-
arbeitet werden.
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184 ANHANG A
A Materialeigenschaften
A.1 Einkristallines Silizium
Kristallstruktur
Einkristallines Silizium besitzt eine symmetrische Kristallstruktur. Diese besteht aus zwei
kubisch fla¨chenzentrierten Gittern die um ein Viertel der Raumdiagonale versetzt sind.
Die Gitterkonstante a betra¨gt 0.543 nm. Jedes Atom im Gitter ist tetraederfo¨rmig an
seine vier benachbarten Atome gebunden.
a / 4
a 
/ 4
Draufsicht:perspektivisch:
a 
= 
0.
54
3n
m
Abb. A.1: Einheitszelle des Silizium-Einkristalls.
Isotrope Materialeigenschaften
Alle Angaben sind gu¨ltig fu¨r Raumtemperatur [5]:
Wa¨rmeaus-
Eigen- Streck-
Knoopha¨rte Dichte
Wa¨rmeleit-
dehnungs-
spezifische
schaft grenze fa¨higkeit
koeffizient
Wa¨rme
Symbol σy HK ρm,Si λ α cm
Wert 7.00 GPa 0.85 kg/mm2 2329.0 kg/m3 156 W/m K 2.33 ·10−6/K 695 Ws/kg K
Anisotrope Materialeigenschaften
Aufgrund der symmetrischen Kristallstruktur verhalten sind die richtungsabha¨ngigen Ma-
terialeigenschaften bezu¨glich der Symmetrieachsen des Kristalls periodisch mit einem
Raumwinkel von Ω = 90 ◦. Unterhalb von 700 ◦C kann Silizium als ideal elastisches
Material betrachtet werden. Alle Angaben sind gu¨ltig fu¨r Raumtemperatur [3, 5]:
Elastizita¨ts- Elastizita¨ts-
Eigenschaft
koeffizient moduln
Bruchza¨higkeit
Symbol s E[hkl ] KIC ,(hkl)
s11 = 7.68/TPa E[100] = 130 GPa KIC ,(100) = 0.95 MPa ·m 12
Wert s12 = −2.14/TPa E[110] = 169 GPa KIC ,(110) = 0.90 MPa ·m 12
s44 = 12.56/TPa E[111] = 188 GPa KIC ,(111) = 0.82 MPa ·m 12
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Der Elastizita¨tsmodul E[hkl ] la¨sst sich aus den Elastizita¨tskoeffizienten s bestimmen, es ist
hier jedoch zum besseren Versta¨ndnis der orthotropen Eigenschaften mit aufgefu¨hrt. Wei-
tere wichtige Materialparameter wie der Schubmodul G oder die Poisson-Zahl ν ko¨nnen
ebenfalls aus s bestimmt werden. Der richtungsabha¨ngige Verlauf fu¨r E-Modul, Poisson-
Zahl und Schubmodul fu¨r die (100)-Ebene ist in der folgenden Abbildung enthalten.
Abb. A.2: Richtungsabha¨ngigkeit der eleastischen Eigenschaften. [5]
Temperaturabha¨ngigkeit
Die Dichte von einkristallinem Silizium ist nur geringfu¨gig von der Temperatur
abha¨ngig [5]. Sie sinkt um 0.11 % je 100 ◦C Temperaturerho¨hung. Der Grund dafu¨r
ist die Wa¨rmedehnung des Materials.
Die elastischen Eigenschaften von einkristallinem Silizium sind ebenfalls nur in ge-
ringem Maße von der Umgebungstemperatur abha¨ngig [5]. Der Elastizita¨tsmodul E[hkl ]
verringert sich um ca. 1 % je 100 ◦C Temperaturerho¨hung.
A.2 Umgebungsluft
Alle Angaben sind gu¨ltig fu¨r Raumtemperatur [66]:
Moleku¨l-
Eigenschaft
Boltzmann- Gas- molare
durch-
relative
konstante konstante Masse
messer
Permittivita¨t
Symbol k R M σ εr
Wert 13.8 · 10−24 J/K 8.31 J/mol·K 29 · 10−3 kg/mol 0.35 nm 1
Die dynamische Viskosita¨t η ist stark von der Temperatur des Fluids T abha¨ngig [66]:
T/K 90 169 203 241 273 291 313 327 347 502
η · 106/Pa · s 6.27 11.3 13.3 15.3 17.1 18.3 19.0 19.6 21.0 26.4
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B MEMS-Prozess des Fraunhofer IPMS
[3, 29]
B.1 Prozessablaufplan AME1
Schritt 1: Als Ausgangsmaterial dienen
(100)-orientierte BSOI -Substrate mit 30µm
dickem, Bor-dotiertem SOI . Als Isolator besit-
zen diese eine 1000 nm dicke Oxidschicht zwi-
schen Substrat und SOI .
SOI Oxidschicht Substrat
Schritt 2: Zuerst werden die Isolations-
gra¨ben innerhalb der SOI -Schicht erzeugt, wel-
che im Bauelement spa¨ter die elektrischen Po-
tentiale trennen. Zur Erho¨hung der U¨bersicht-
lichkeit wird auf die dazu no¨tigen Schritte hier
nicht na¨her eingegangen.
gefüllter Isolationsgraben
Schritt 3: Auf das SOI wird ein Film aus
Silicatglas abgeschieden. Nach der Strukturie-
rung der Kontaktlo¨cher wird eine Metallschicht
(AlSiCu) aufgesputtert und strukturiert. Aus
dieser Schicht werden die Leiterbahnen gebil-
det, welche noch mit einer Silicatglasschicht
passiviert werden. Anschließend wird das Oxid
aus den mechanisch und optisch aktiven Ge-
bieten, sowie von den Bondpads nasschemisch
entfernt.
Oxid Metall
Schritt 4: Um die Entfernung des Substrats
unterhalb der mikromechanischen Elemente
mittels anisotroper A¨tzung zu vereinfachen,
wird die Scheibe auf eine Dicke von 420µm ge-
schliffen. Anschließend wird die fu¨r die Ru¨ck-
seitena¨tzung beno¨tigte Hartmaske aus Silizi-
umdioxid und Siliziumnitrid abgeschieden und
strukturiert.
Oxid
Siliziumnitrid
Schritt 5: Im na¨chsten Schritt wird die
Verspiegelung, bestehend aus einer du¨nnen
Aluminium-Schicht, auf der gesamten Ober-
fla¨che abgeschieden. Die Metallschicht wird
anschließend so strukturiert, dass ausschließ-
lich die optisch aktive Fla¨che des spa¨teren Mi-
krospiegels bedeckt ist.
Verspiegelung
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Schritt 6: Nun wird die Fotolackmaske fu¨r
das anisotrope Trockena¨tzen der tiefen Gra¨ben
erzeugt, welche spa¨ter Spiegelplatte, Finger-
elektroden und Torsionselemente definieren.
Fotolack
Schritt 7: Im na¨chsten Prozessschritt wird
die Siliziummembran durch anisotropes A¨tzen
des Siliziumsubstrats freigelegt. Dabei fun-
gieren die {111}-Fla¨che und die Oxidschicht
als A¨tzstopp. Zusa¨tzlich wird das vergrabe-
ne Oxid unter der Membran nasschemisch ent-
fernt.
{111}­Fläche
Schritt 8: Im letzten Schritt erfolgt die
Strukturierung der Membran mithilfe eines
ASETM-Prozesses. Anschließend wird der Fo-
tolack entfernt und die Prozessierung des Wa-
fers ist abgeschlossen, die Bauelemente ko¨nnen
vereinzelt werden.
offener Graben
B.2 Prozessabha¨ngige Materialeigenschaften
Elektrische Eigenschaften
Aufgrund der Dotierung der SOI -Schicht mit Bor-Atomen ergeben sich vera¨nderte elek-
trische Eigenschaften [27]:
Dotierungs- spezifischer elektrischer Widerstand
Eigenschaft Dotierung
konzentration spezifiziert typisch
Symbol - NA ρSOI ρSOI
Wert p++ 1.8 · 1018/cm2 < 0.025 Ω · cm 0.017 Ω · cm
Mechanische Eigenschaften
Die Prozessierung der SOI -Membran und die sich daraus ergebende Mikro-Rauigkeit der
Oberfla¨chen beeinflusst die Bruchspannung sehr stark. Dies muss beim Entwurf beachtet
werden. Es ergeben sich bei Anwendung der Normalspannungshypothese die folgenden
Grenzwerte (siehe auch Abschnitt 3.2.3):
Eigenschaft Streckgrenze max. Scherspannung
Symbol maxσ1 = maxσii maxσ1 = maxσij
Wert 1 GPa 1 GPa
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C Strukturmechanische FE-Analysen
C.1 FEM-Werkzeuge am Fraunhofer IPMS
Am Fraunhofer IPMS stehen die kommerziellen FEM -Programme ANSYS R© und
COMSOL MultiphysicsTM fu¨r den Entwurf von Mikroscannerspiegeln zur Verfu¨gung. Die
Anwendungsmo¨glichkeiten bzw. Fa¨higkeiten beider Werkzeuge weisen in vielen Berei-
chen U¨berschneidungen auf. Teilweise grundsa¨tzliche Unterschiede in der Implementie-
rung bzw. Formulierung der Probleme in beiden Systemen und die sich daraus ergeben-
de Mo¨glichkeit eines Vergleichs verschiedener Lo¨sungsansa¨tze rechtfertigen trotzdem den
parallelen Einsatz im Entwurf.
C.1.1 ANSYS R©
ANSYS R© gilt als etabliertes, ausgereiftes FEM -System mit vergleichsweise großer Verbrei-
tung, vor allem im Bereich der Strukturmechanik. Der in ANSYS R© verfolgte Ansatz zur
Beschreibung eines physikalischen Problems beruht auf der Unterscheidung verschiedener
Elementtypen mit unterschiedlichen physikalischen Eigenschaften. Um die Pha¨nomene
einer bestimmten physikalischen Doma¨ne abbilden zu ko¨nnen, muss das Lo¨sungsgebiet
unter Nutzung eines bestimmten Elementtyps diskretisiert werden. Die zuvor vom An-
wender festgelegten Parameter der Elemente (Materialeigenschaften, Schichtdicken usw.)
bestimmen die Eigenschaften des Lo¨sungsgebiets. Das Element selbst bzw. dessen Im-
plementation legt die Art des zu lo¨senden Problems (also die Material- und Zustands-
gleichungen) fest. Es ist allerdings zu beachten, dass fu¨r eine bestimmte Problemstel-
lung durchaus verschiedene Elementtypen existieren ko¨nnen. Diese unterscheiden sich in
strukturellen Eigenschaften wie der genutzten Ansatzfunktion oder der Anzahl und Art
der Knoten-Freiheitsgrade (z.B. Verschiebungen, Rotationen in der strukturmechanischen
Doma¨ne).
Zurzeit sind in der sogenannten Multiphysics-Version von ANSYS R© (Version 11.0,
[12]) ca. 200 verschiedene Elementtypen verfu¨gbar [63]. Mit deren Hilfe ko¨nnen 1D-,
2D- und 3D-FE-Netze zur Lo¨sung verschiedenster physikalischer Probleme realisiert wer-
den. Kopplungen zwischen verschiedenen physikalischen Doma¨nen werden dabei im All-
gemeinen durch explizite Kopplungen zwischen verschiedenen FE-Netzen innerhalb einer
Geometrie realisiert. Muss eine Kopplung als implizit betrachtet werden, wird sie mit-
hilfe einer Iterationsschleife auf explizite Kopplungen abgebildet (Abschnitt 5.1.1). Fu¨r
einige Spezialfa¨lle existieren allerdings spezielle Elementtypen, welche fu¨r eine implizite
Kopplung genutzt werden ko¨nnen. Als Beispiel sei das ANSYS R©-Element SOLID226 ge-
nannt. Es realisiert u.a. implizite Kopplungen zwischen der strukturmechanischen, der
thermischen und der piezoresistiven Doma¨ne [27, 63].
Besonders hervorzuheben sind die in ANSYS R© verfu¨gbaren, zahlreichen und sehr ef-
fizienten Mo¨glichkeiten, die Vernetzung einer Struktur zu beeinflussen bzw. festzulegen.
Mit ihrer Hilfe lassen sich fast beliebige Kombination von strukturierten und frei vernetz-
ten Bereichen innerhalb eines dreidimensionalen Lo¨sungsgebiets realisieren (siehe dazu
beispielsweise Abb. 5.4). Es ist daher mo¨glich, sehr effiziente (hybride) FE-Netze zu
erstellen.
Alle in ANSYS R© verfu¨gbaren Funktionen ko¨nnen u¨ber einen Skript-Interpreter an-
gesprochen werden. Dabei kommt die spezielle, syntaktisch an die Programmiersprache
Fortran angelehnte Skript-Sprache APDL [63] zum Einsatz. Diese eignet sich allerdings
nur bedingt fu¨r die Realisierung gro¨ßerer Projekte. Der Grund dafu¨r liegt in der Be-
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schra¨nkung auf prozedurale Programmiertechniken, vor allem aber im Fehlen lokaler (auf
die jeweilige Funktion bzw. Prozedur eingeschra¨nkter) Datenstrukturen.
C.1.2 COMSOL MultiphysicsTM
COMSOL MultiphysicsTM ist ein vergleichsweise neues, noch wenig etabliertes FEM -
Werkzeug, welches aus einer MATLAB R©-Toolbox zum Lo¨sen partieller Differentialglei-
chungen hervorgegangen ist. Die Formulierung eines Problems innerhalb einer bestimmten
physikalischen Doma¨ne erfolgt durch die direkte Definition der zu lo¨senden partiellen Dif-
ferentialgleichungen mit Randbedingungen innerhalb des Lo¨sungsgebiets. Im Gegensatz
zu dem in ANSYS R© verfolgten Ansatz kann der Nutzer auf diese Weise nahezu beliebi-
ge, mithilfe von Differentialgleichungen beschreibbare Probleme formulieren bzw. lo¨sena.
Fu¨r eine Reihe von Standardproblemen der verschiedenen physikalischen Doma¨nen stehen
bereits Beschreibungen bzw. Schnittstellen zur Verfu¨gung. Diese werden vom Hersteller
in Form von gro¨ßtenteils kostenpflichtigen Zusatzmodulen bereitgestellt. Die im Rahmen
dieser Arbeit untersuchten Beispiele beziehen sich dabei ausschließlich auf das Basis- bzw.
MEMS -Modul der Version 3.3.
Anders als bei ANSYS R© stand die Kopplung verschiedener physikalischer Doma¨nen bei
der Entwicklung von COMSOL MultiphysicsTM von Beginn an im Vordergrund. Dement-
sprechend lassen sich die zur Verfu¨gung stehenden Module ohne Einschra¨nkungen kombi-
nieren bzw. koppeln. Dabei ko¨nnen sowohl explizite als auch implizite Zusammenha¨nge
abgebildet werden. Dieser Ansatz ermo¨glicht es, selbst sehr komplexe Problemstellungen
vergleichsweise einfach und elegant zu formulieren.
Es existieren allerdings auch eine Reihe von Einschra¨nkungen und Problemen beim
Einsatz von COMSOL MultiphysicsTM. So ist der Bedarf an Ressourcen (hauptsa¨chlich
Speicher) im Vergleich zu ANSYS R© hoch. Auch treten vor allem im Bereich der Struk-
turmechanik in Kombination mit nichtlinearen Geometrien (bzw. großen Auslenkun-
gen) teilweise Konvergenzprobleme auf. Ein weiterer Nachteil der aktuellen Version von
COMSOL MultiphysicsTM sind die vergleichsweise rudimenta¨ren Mo¨glichkeiten zum Er-
stellen von strukturierten Netzen. Auch fu¨hrt die Tatsache, dass zurzeit keine pyrami-
denfo¨rmigen Elemente verfu¨gbar sind dazu, dass sich strukturierte Hexaeder-Netze und
Tetraedernetze nicht mithilfe einer direkten Elementkopplung zu Hybrid-Netzen kombi-
nieren lassen. Vor allem fu¨r Geometrien mit großen, sich a¨ndernden Aspektverha¨ltnissen
resultiert dies in FE-Netzen mit vergleichsweise geringer Effizienz.
A¨hnlich wie in ANSYS R© steht die gesamte in COMSOL MultiphysicsTM realisierte
Funktionalita¨t alternativ in einem Skript-Interpreter zur Verfu¨gung. Die dafu¨r zum Ein-
satz kommende Syntax basiert auf der im Vergleich zur APDL modernen, objektorien-
tierten MATLAB R©-Sprache [120]. Alternativ la¨sst sich COMSOL MultiphysicsTM auch
in eine vorhandene MATLAB R©-Installation integrieren. Auf diese Weise lassen sich die
Funktionalita¨ten beider Systeme kombinieren.
aEs sei an dieser Stelle erwa¨hnt, dass die Lo¨sung beliebiger, mit Differentialgleichungen beschreibbarer
Problemstellungen prinzipiell auch mithilfe von ANSYS R© mo¨glich ist. Dies wird mit einer Schnittstelle
zur Implementation eigener Elementtypen realisiert [63].
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C.2 Nichtlinearita¨ten prismatischer Torsionssta¨be
Einfluss der Einspannung
● Querschnittsverwölbung sowie die 
Scherdehnungen 
x'y' und  x'z' entlang der 
Torsionsachse nahezu konstant
● geringe Normaldehnungen in x'-Richtung, welche 
überproportional mit der Auslenkung ansteigen
● leicht progressiver Verlauf der Federhärte in 
Abhängigkeit von der Auslenkung
● Größenordnung der Normalkomponenten klein 
gegenüber Scherdehnungen
Normaldehnung 
x'z'
 bei freier Verwölbung an 
den Stabenden
Parameter: l = 100µm, w = 3µm, h = 30µm, 
x '
= 15°
Normaldehnung 
x'z'
 bei fest eingespannten 
Stabenden
Parameter: l = 100µm, w = 3µm, h = 30µm, 
x '
= 15°
● Querschnittsverwölbung des Torsionsstabes sowie 
Scherdehnungen 
x'y' und  x'z' ändern sich in der 
Nähe der Einspannungen sehr stark
● zusätzliche große Normaldehnungen in x'-Richtung
● stärker progressiver Verlauf der Federhärte in 
Abhängigkeit von der Auslenkung
● Größenordnung der Normalkomponenten zumeist 
vergleichbar oder groß gegenüber 
Scherkomponenten
Bei freier Verwölbung an den Federenden ist der Verlauf der Federhärte leicht progressiv. Das analytische 
Modell stimmt für kleine Auslenkungen sehr gut mit den numerischen Ergebnissen überein. Für größere 
Auslenkungen steigt die relative Abweichung überproportional an, bleibt jedoch auch für ungünstige 
Geometrien (w≪h bzw. w≫h)  und große Auslenkungen unter 5%.
Eine feste Einspannung der Enden führt im dargestellten Beispiel zu einer Erhöhung der Federhärte für 
kleine Auslenkungen um ca. 15%. Das modifizierte analytische Modell stimmt für kleine Auslenkungen 
wieder sehr gut mit den numerischen Ergebnissen überein. Für große Auslenkungen steigt die relative 
Abweichung auch in diesem Fall überproportional an. Für ungünstige Geometrien kann sie eine 
Größenordnung von 10% erreichen. Dies muss beim Entwurf berücksichtigt werden.
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Verlauf der Federhärten bei freier und fester 
Einspannung
Parameter: l = 100µm, w = 3µm, h = 30µm, leff = 87.4µm
Abweichung der analytischen Modelle
Parameter: l = 100µm, w = 3µm, h = 30µm, leff = 87.4µm
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Verlauf der maximalen mechanischen Spannungen
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● Scherspannungen im mittleren Bereich der 
Torsionsfeder maximal und nahezu konstant
● nahe der Einspannung wird Verwölbung des 
Querschnitts eingeschränkt und damit die 
Torsionssteifigkeit vergrößert
● Verdrillung ist kleiner als im mittleren Bereich 
und Scherspannungen sind geringer
Scherspannung 
x'z'
 bei fest eingespannten 
Stabenden
Parameter: l = 100µm, w = 3µm, h = 30µm, 
x '
= 15°
Normalspannung 
x'x'
 bei fest eingespannten 
Stabenden
Parameter: l = 100µm, w = 3µm, h = 30µm, 
x '
= 15°
● feste Einspannung an den Federenden resultiert 
in einer Einschränkung der Verwölbung
● vergleichsweise große mechanische Normal-
spannungen in Federrichtung
Sowohl der Verlauf der maximalen Scherspannung als auch der Verlauf der maximalen Normalspannung 
lässt sich für w≪h mithilfe analytischer Modelle gut annähern. Der Betrag der relativen Abweichung liegt 
typischerweise in einem Bereich von 5%. Ist die Bedingung w≪h nicht erfüllt, wird die Zugspannung von 
dem analytischen Modell stark überschätzt.
Typischer Verlauf der Spannungskomponenten bei 
fester Einspannung
Parameter: l = 100µm, w = 3µm, h = 30µm, leff = 87.4µm
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C.3 Typische Eigenformen von Mikroscannerspiegeln
1D-Scanner (SINUS)
● Spiegelplatte bildet zusammen mit den 
Torsionsfedern einen Torsionsschwinger mit 
Bewegung um die x-Achse
● → für Kippspiegel genutzte Eigenform
1. Eigenform (f1=250 Hz)
● Spiegelplatte bildet zusammen mit den 
Torsionsfedern einen Translationsschwinger 
mit Bewegung in y-Richtung
● → muss beim Entwurf berücksichtigt werden
2. Eigenform (f2=1.2 kHz)
● Spiegelplatte bildet zusammen mit den 
Torsionsfedern einen Torsionsschwinger mit 
Bewegung um die z-Achse
● → muss beim Entwurf berücksichtigt werden.
3. Eigenform (f3=2.0 kHz)
● Spiegelplatte bildet zusammen mit den 
Torsionsfedern einen Translationsschwinger 
mit Bewegung in z-Richtung
● → muss beim Entwurf berücksichtigt werden
4. Eigenform (f4=16.9 kHz)
● Spiegelplatte bildet zusammen mit den 
Torsionsfedern einen Torsionsschwinger mit 
Bewegung um die y-Achse
● → muss beim Entwurf berücksichtigt werden
5. Eigenform (f5=41.5 kHz)
● erste Eigenform der Spiegelplatte
● diese und die folgenden Eigenformen haben 
vergleichsweise hohe Eigenfrequenzen
● → muss beim Entwurf nicht berücksichtigt werden
6. Eigenform (f6=104.2 kHz)
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2D-Scanner (Entwurfsbeispiel)
● beweglicher Rahmen bildet zusammen mit 
äußeren Torsionsfedern einen Torsionsschwinger 
mit Bewegung um die y-Achse
● → genutzte Eigenform des Bauelements
● beweglicher Rahmen und Spiegelplatte bilden 
zusammen mit Torsionsfedern einen 
Translationsschwinger mit Bewegung in z-Richtung
● → muss beim Entwurf berücksichtigt werden
● Spiegelplatte bildet zusammen mit inneren 
Torsionsfedern einen Torsionsschwinger mit 
Bewegung um die x-Achse
● → genutzte Eigenform des Bauelements
● beweglicher Rahmen bildet zusammen mit äußeren 
Torsionsfedern einen Translationsschwinger mit 
Bewegung in x-Richtung
● → muss beim Entwurf berücksichtigt werden
● beweglicher Rahmen bildet zusammen mit äußeren 
Torsionsfedern einen Torsionsschwinger mit 
Bewegung um die z-Achse
● → muss beim Entwurf berücksichtigt werden
● erste Eigenform des beweglichen Rahmens
● diese und die folgenden Eigenformen haben 
vergleichsweise hohe Eigenfrequenzen
● → muss beim Entwurf nicht berücksichtigt werden
1. Eigenform (f1=2.6 kHz) 2. Eigenform (f2=11.0 kHz)
3. Eigenform (f3=17.5 kHz) 4. Eigenform (f4=20.0 kHz)
5. Eigenform (f5=30.8 kHz) 6. Eigenform (f6=45.2 kHz)
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C.4 Mechanische Spannungen in Torsionsfedern
Auslenkung: θx′ = 5
◦
Aufgrund der festen Einspannung resultieren aus der 
Verwölbung des Querschnitts des prismatischen 
Torsionsstabes mechanische Spannungen an den Stabenden. 
Dies ist die größte auftretenede Normalspannung.
Normalspannung xx
Aufgrund der Abrundungen am Ende des Torsionsstabes 
entstehen auch (wesentlich geringere) Normalspannungen in 
y'-Richtung.
Normalspannung yy
Aufgrund der Abrundungen am Ende des Torsionsstabes 
entstehen auch (wesentlich geringere) Normalspannungen in 
z'-Richtung.
Normalspannung zz
Die Torsionsbelastung führt zu einer vergleichsweise 
geringen mechanischen Scherspannung an der kürzeren 
Seite des Torsionsquerschnitts.
Scherspannung xy
Die Torsionsbelastung führt zu einer vergleichsweise 
großen mechanischen Scherspannung entlang der längeren 
Seite des Torsionsquerschnitts. Dies ist gleichzeitig die 
größte in dem Bauteil auftretende Scherspannung.
Scherspannung xz
Aufgrund der Verwölbung des Querschnitts führt die feste 
Einspannung an den Stabenden zu einer vergleichsweise 
geringen mechanischen Scherspannung.
Scherspannung yz
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C.5 Dynamische Deformation der Spiegelplatte
Vergleich des analytischen Modells (3.75) mit FE-Analysen
Verlauf der Deformation bei variierter Plattenbreite für ein konstantes Seitenverhältnis  l/w=1 
für eine rechteckige (quadratische) Spiegelplatte für  f
x
=5kHz, 
x
=10°
500 1.68 0.63 0.45 3.699 1.395
600 4.14 1.60 1.13 3.662 1.410
700 9.21 3.48 2.44 3.767 1.425
800 18.22 6.85 4.77 3.824 1.437
900 32.16 12.39 8.59 3.744 1.442
1000 54.36 20.96 14.54 3.738 1.441
1200 139.53 52.70 36.19 3.856 1.456
1400 315.09 115.01 78.22 4.028 1.470
1600 604.30 224.22 152.50 3.963 1.470
1800 1078.74 404.84 274.82 3.925 1.473
2000 1753.41 690.22 465.40 3.768 1.483
2200 2986.21 1111.05 749.54 3.984 1.482
2400 4451.41 1707.28 1158.07 3.844 1.474
2600 6598.37 2545.09 1728.01 3.818 1.473
2800 11136.48 3679.44 2503.05 4.449 1.470
3000 13023.25 5034.76 3534.15 3.685 1.425
3500 28860.52 10934.62 7638.69 3.778 1.431
4000 56309.53 21648.71 14892.89 3.781 1.454
w / µm max FEM / nm rms FEM / nm max   / nm max FEM / max  rms FEM / max 
Verlauf der Deformation bei variierter Plattenbreite für ein konstantes Seitenverhältnis  l/w=1 
für eine elliptische (runde) Spiegelplatte für  f
x
=5kHz, 
x
=10°
500 1.16 0.38 0.45 2.555 0.831
600 2.91 0.94 1.13 2.573 0.831
700 6.38 2.04 2.44 2.612 0.835
800 12.34 3.99 4.77 2.589 0.837
900 21.85 7.20 8.59 2.545 0.838
1000 35.17 12.36 14.54 2.418 0.850
1200 95.84 30.27 36.19 2.648 0.836
1400 203.24 65.94 78.22 2.598 0.843
1600 395.04 127.37 152.50 2.590 0.835
1800 725.52 229.56 274.82 2.640 0.835
2000 1158.73 382.18 465.40 2.490 0.821
2200 1904.61 622.93 749.54 2.541 0.831
2400 2823.64 931.24 1158.07 2.438 0.804
2600 4282.03 1389.63 1728.01 2.478 0.804
2800 6139.67 1994.28 2503.05 2.453 0.797
3000 8766.90 2879.03 3534.15 2.481 0.815
3500 18970.24 6143.36 7638.69 2.483 0.804
4000 37971.64 12218.83 14892.89 2.550 0.820
w / µm max FEM / nm rms FEM / nm max   / nm max FEM / max  rms FEM / max 
Für rechteckförmige und elliptische Spiegelplatten mit konstantem Verhältnis der lateralen Abmessungen 
unterscheiden sich sowohl die maximale Deformation, als auch der quadratische Mittelwert bis auf einen 
konstanten Faktor nur unwesentlich von dem analytisch bestimmten Verlauf der maximalen Deformation .
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C.6 Konvergenzeigenschaften von FE-Netzen
Typische Konvergenz der kritischen Vergleichsspannung (vgl. Abb. 5.3, S. 118)
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D Da¨mpfungsmechanismen
D.1 Slide-film-Da¨mpfung
Die fluidmechanischen Vorga¨nge innerhalb des Out-of-plane-comb-Antriebs ko¨nnen an-
hand eines FE-Modells einer halben Fingerelektrode untersucht werden. Die dynamischen
Vorga¨nge innerhalb des Fluids ko¨nnen dabei vernachla¨ssigt werden (Abschnitt 3.3.3). Die
folgenden Darstellungen enthalten typische, mittels COMSOL MultiphysicsTM simulierte
Stro¨mungsverla¨ufe fu¨r eine Fingerelektrode mit einem Abstand zur Torsionsachse von
750µm und den Abmessungen l×w×h = 58.5µm×1.5µm×30µm, bei einer Resonanz-
frequenz von 1 kHz und einer Schwingungsamplitude von 10 ◦:
a) b)
Abb. D.1: Stro¨mungsverha¨ltnisse an eingeschwenkten Fingerelektroden.
a) t = 0µs; b) t = 30µs.
a) b)
Abb. D.2: Stro¨mungsverha¨ltnisse an ausgeschwenkten Fingerelektroden.
a) t = 50µs; b) t = 80µs.
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D.2 Squeeze-film-Da¨mpfung
Mithilfe einer 2D-Temperaturfeldanalogie und einem numerischen Lo¨sungsverfahren wie
der FEM kann das aus dem Squeeze-film-Effekt resultierende Da¨mpfungsmoment fu¨r belie-
bige Plattengeometrien bestimmt werden. Dabei wird ausgenutzt, dass der Wa¨rmetrans-
port mit einer zur Reynoldsschen Schmierfilmgleichung (3.113) analogen Poisson-Dgl.
beschrieben werden kann [5]. Bei der genutzten Analogie wird in der Doma¨ne Wa¨rme-
transport die Wa¨rmeleitfa¨higkeit auf eins gesetzt. Die Randbedingung fu¨r die Temperatur
am Plattenrand wird zu null gesetzt. Die Wa¨rmequelldichte entspricht dem Sto¨rterm der
Schmierfilmgleichung 12 ηeff
d3
vz′ , die sich ergebende Temperatur entspricht der Drucka¨nde-
rung p′ (vgl. Gl. (3.113) auf S. 76).
Im Folgenden sind die sich ergebenden Verla¨ufe der Drucka¨nderung unterhalb der
Spiegelplatte fu¨r drei typische Mikroscannerspiegel dargestellt. Die Parameter der
Bauelemente, die zur Simulation herangezogen wurden, sind in Tabelle 3.4 auf S. 77
enthalten. Dabei wird eine Ho¨he der Ru¨ckseitengrube d von 390µm angenommen.
Mikroscannerspiegel mit D < 2.5 mm
(z.B. EO, SINUS) werden kaum von Squeeze-
film-Effekten beeinflusst. Die sich entspre-
chend Gl. (3.114) auf S. 77 aus dem Verlauf
der Drucka¨nderung ergebenden Da¨mpfungs-
momente sind fu¨r den Scanner EO sechs
Gro¨ßenordnungen geringer als die sich aus
experimentellen Untersuchungen ergeben-
den, wirksamen Momente. Fu¨r den deut-
lich gro¨ßeren SINUS-Scanner (Abbildung)
betra¨gt der Anteil an der Da¨mpfung noch
immer weniger als 1 %.
Simulationsparameter:
Winkelgeschwindigkeit: θ˙x = 411 1/rad
Amplitude: θˆx = 15
◦
Mikroscannerspiegel mit D ≥ 2.5 mm
(z.B. S30150) werden geringfu¨gig von
Squeeze-film-Effekten beeinflusst. Die sich
entsprechend Gl. (3.114) auf S. 77 aus
dem Verlauf der Drucka¨nderung ergebenden
Da¨mpfungsmomente liegen in der Gro¨ßen-
ordnung von 10 % der anhand von ex-
perimentellen Untersuchungen ermittelten
Da¨mpfungsmomente.
Simulationsparameter:
Winkelgeschwindigkeit: θ˙x = 192/rad
Amplitude: θˆx = 12
◦
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E Bewegungs-Dgl. des IPMS Mikroscannerspiegels
[47, 50, 99]
In diesem Abschnitt wird die normierte nichtlineare Bewegungsgleichung (2.29) des Fraun-
hofer IPMS Mikroscannerspiegels mithilfe einer Methode der Sto¨rungstheorie – der zwei-
Zeiten-Methode (two variable expansion) – auf ihre dynamischen Eigenschaften hin unter-
sucht. Es handelt sich bei Gl. (2.29) um eine Form der nichtlinearen Mathieu-Gleichung.
Eine wichtige Eigenschaft dieses Gleichungstyps ist das Auftreten von subharmonischen
und superharmonischen Resonanzen. Der Fraunhofer IPMS Mikroscannerspiegel wird bei
parametrischer Anregung in seiner ersten subharmonischen Resonanz betrieben (parame-
trische Resonanz erster Ordnung). Diese tritt bei Anregungsfrequenzen in der Gro¨ßen-
ordnung der doppelten Resonanzfrequenz des mechanischen Systems auf.
In den folgenden Betrachtungen werden zur Vereinfachung nur die Eigenschaften des
Systems in der Na¨he dieser parametrischen Resonanz erster Ordnung untersucht. Fu¨r
weitergehende Betrachtungen ist die hier vorgestellte Methode ebenfalls geeignet. Es
mu¨ssen dazu lediglich die Terme ho¨herer Ordnung Ω(2) mit Ω als Landau-Symbol, in
die Analyse mit einbezogen werden.
E.1 Fixpunkte
Ausgangspunkt der Analyse ist die gesto¨rte lineare Dgl. (4.2) auf S. 100 dieser Arbeit.
Bei der zwei-Zeiten-Methode wird ausgenutzt, dass die Lo¨sung dieser Differentialgleichung
mehrere Zeitskalen beinhaltet. Es wird daher eine schnelle Zeit ξ und eine langsame Zeit
η eingefu¨hrt. Die schnelle Zeit ist dann mit einer periodischen Lo¨sung verknu¨pft. Diese
wird in ihrer Amplitude bezu¨glich der langsamen Zeit moduliert. Der Zusammenhang der
Zeitskalen mit der physikalischen Zeit ist definiert zu:
ξ := ωt und η := t (E.1)
ω =
√
β0 ist dabei die Kreisfrequenz der zu erwartenden periodischen Bewegung des
Systems und  der Sto¨rparameter der gesto¨rten linearen Dgl. Fu¨r die normierte Gl. (4.2)
gilt bezu¨glich der parametrischen Resonanz erster Ordnung β0 = 1. Fu¨r ξ und η ergibt
sich demnach:
ξ = τ und η = τ (E.2)
Aus der Einfu¨hrung zweier verschiedener Zeitskalen folgt:
x = f(τ) → x = f(ξ, η) (E.3)
Die Auslenkung x wird nun in eine Potenzreihe bezu¨glich des Sto¨rparameters  entwickelt.
x = x0 + x1 + · · · (E.4)
Fu¨r die in Gl. (4.2) enthaltenen Ableitungen von x nach der normierten Zeit τ ergibt sich
nun mit der Summen- und Kettenregel der Differentialrechnung
dx
dτ
=
∂x0
∂ξ
+ 
∂x0
∂η
+ 
∂x1
∂ξ
+ 2
∂x1
∂η
+ · · · (E.5)
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und
d2x
dτ 2
= 2
∂2x0
∂η2
+ 3
∂2x1
∂η2
+ 2
∂2x0
∂ξ ∂η
+ 22
∂2x1
∂ξ ∂η
+
∂2x0
∂ξ2
+ 
∂2x1
∂ξ2
+ · · · (E.6)
Setzt man diese Ausdru¨cke zusammen mit Gl. (E.4) in die gesto¨rte lineare Dgl. (4.2) ein,
ergibt sich nach einigen Umformungsschritten der folgende Ausdruck:
0
(
x0 +
∂2x0
∂ξ2
)
+ 1
(
(β1 + 2 cos 2ξ)x0 + (γ3 + γ
′
3 cos 2ξ)x
3
0 + x1 + µ
∂x0
∂ξ
+ 2
∂2x0
∂ξ ∂η
+
∂2x1
∂ξ2
)
(E.7)
+ (. . . )︸ ︷︷ ︸
Ω(2)
= 0
Unter Vernachla¨ssigung der Terme ho¨herer Ordnung Ω(2) ergibt sich so ein nichtlineares
partielles Differentialgleichungssystem (Dgls.):
∂2x0
∂ξ2
+ x0 = 0 (E.8)
∂2x1
∂ξ2
+ x1 = −2 ∂
2x0
∂ξ ∂η
− µ∂x0
∂ξ
− (β1 + 2 cos 2ξ)x0 − (γ3 + γ′3 cos 2ξ)x30 (E.9)
Gl. (E.8) ist eine Schwingungs-Dgl. (ungeda¨mpfter, harmonischer Oszillator) mit der
Lo¨sung
x0 = A cos ξ +B sin ξ mit A = f(η), B = f(η) (E.10)
Die Lo¨sung der Bewegungsgleichung eines Mikroscannerspiegels ist demnach na¨herungs-
weise eine harmonische Schwingung mit der Amplitude R =
√
A2 +B2. Allerdings sind
die Integrationskonstanten A und B und damit auch die Amplitude der Schwingung Funk-
tionen der langsamen Zeit η. Aus deren Lo¨sungen ergeben sich die Eigenschaften des
nichtlinearen Systems in Abha¨ngigkeit von seinen Parametern.
Setzt man nun die Lo¨sung fu¨r Gl. (E.8) in die partielle Dgl. (E.9) ein, erha¨lt man
einen Ausdruck der folgenden Form:
∂2x1
∂ξ2
+ x1 = (. . . )︸ ︷︷ ︸
resonant
cos ξ + (. . . )︸ ︷︷ ︸
resonant
sin ξ + (. . . )︸ ︷︷ ︸
nichtresonant
(E.11)
Dies ist eine ungeda¨mpfte Schwingungs-Dgl. mit Sto¨rtermen (rechte Seite). Voraussetzung
fu¨r eine stabile Lo¨sung dieser Gleichung ist, dass die resonanten Anteile der Sto¨rterme
null werden. Da die jeweiligen Ausdru¨cke fu¨r sin ξ und cos ξ linear unabha¨ngig sind,
ergeben sich aus dieser Bedingung nach einigen Umformungen zwei gekoppelte, lineare
Dgln. erster Ordnung (in der Literatur auch als Slow-flow bezeichnet):
dA
dη
= −µ
2
A+
1
2
(β1 − 1)B + 3
8
γ3B
(
A2 +B2
)− 1
4
γ′3B
3 (E.12)
dB
dη
= −µ
2
B − 1
2
(β1 + 1)A− 3
8
γ3A
(
A2 +B2
)− 1
4
γ′3A
3 (E.13)
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Bedingung fu¨r eine stabile harmonische Lo¨sung (E.10) ist eine konstante Amplitude R
der Schwingung. Daraus folgen die Bedingungen dA
dη
= 0 und dB
dη
= 0. Diese entspre-
chen den Fixpunkten des Dgls. Deren Lage und Eigenschaften bestimmen demnach die
Stabilita¨tscharakteristik des gesamten Systems.
Da die Eigenschaften des Systems vor allem von der Amplitude der harmonischen
Lo¨sung R bestimmt sind, werden die Dgln. (E.12) und (E.13) zur weiteren Analyse in
polare Koordinaten transformiert. Dazu wird der folgende Zusammenhang genutzt:
A = R cosϕ und B = R sinϕ mit R = f(η), ϕ = f(η) (E.14)
Es ergibt sich das zu den Dgln. (E.12) und (E.13) a¨quivalente Dgls. in polaren Koordinaten
(R,ϕ):
dR
dη
= −µ
2
R− 1
2
R
(
1 +
γ′3
4
R2
)
sin 2ϕ (E.15)
dϕ
dη
= −β1
2
− 3γ3
8
R2 −
(
γ′3
4
R2 +
1
2
)
cos 2ϕ (E.16)
Die Fixpunkte Rs und ϕs ergeben sich durch Nullsetzen der linken Seiten der Dgln. Es ist
jedoch zu beachten, dass die triviale Lo¨sung A = B = 0 fu¨r die Bedingung dA
dη
= 0, dB
dη
= 0
aufgrund der besonderen Eigenschaften des polaren Koordinatensystems im Koordina-
tenursprung nicht beru¨cksichtigt wird. Es gilt daher unabha¨ngig von den nachfolgenden
Betrachtungen fu¨r beliebige ϕ:
Rs,1 =
√
A2 +B2
∣∣∣
A=0
B=0
= 0 (E.17)
mit Rs,1 als Amplitude im ersten Fixpunkt des Systems. Nach einigen Umformungsschrit-
ten lassen sich aus den Dgln. (E.15) und (E.16) die folgenden Ausdru¨cke als Bedingung
fu¨r nicht-triviale Fixpunkte ermitteln:
sin 2ϕs = − 4µ
4 + γ′3R2s
(E.18)
R2s = −
4 (β1 + cos 2ϕs)
3γ3 + 2γ′3 cos 2ϕs
(E.19)
Gl. (E.18) hat fu¨r µ > 0 (geda¨mpftes System) zwei relevante Lo¨sungen fu¨r ϕs:
ϕs,1 = −1
2
arcsin
(
4µ
4 +R2s γ
′
3
)
und ϕs,2 =
pi
2
− 1
2
arcsin
(
4µ
4 +R2s γ
′
3
)
(E.20)
Werden diese in Gl. (E.19) eingesetzt, ergeben sich ebenfalls zwei (beachte ±) Ausdru¨cke
fu¨r Rs:
R2s = −
4 (β1 ± Γ)
2γ′3 Γ± 3γ3
mit Γ =
√
1− 16µ
2
(4 + γ′3R2s )
2 (E.21)
Es ist zu beru¨cksichtigen, dass fu¨r µ 6= 0 der Ausdruck R2s sowohl in der linken, als auch
in der rechten Seite der Gleichungen enthalten ist. Mithilfe eines CAS wie Mathematica R©
lassen sich diese Ausdru¨cke nach Rs umstellen. Es ergeben sich zusa¨tzlich zu der trivialen
Lo¨sung (E.17) acht voneinander verschiedene Lo¨sungen Rs,2...9.
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a) b)
Abb. E.1: Verlauf des komplexen Amplitudenquadrats fu¨r die Fixpunkte des SINUS-Scanners.
Die Darstellung erfolgt fu¨r zwei verschiedene Werte des Sto¨rparameters  in
Abha¨ngigkeit von dem Kontrollparameter β. Die Nulldurchga¨nge des Amplituden-
quadrats kennzeichnen den U¨bergang von komplexen zu reellen Amplituden und
damit Bifurkationen des Systems. a)  = 0.1; b)  = 0.2.
Anhand der Zusammenha¨nge (4.1) lassen sich die Lo¨sungen fu¨r Rs nun als Funktion
des Sto¨rparameters  und des Kontrollparameters β angeben. Auf die Darstellung der
konkreten analytischen Ausdru¨cke wird an dieser Stelle aus Gru¨nden der U¨bersichtlich-
keit verzichtet. Stattdessen ist in Abb. E.1 der Verlauf von R2s fu¨r den SINUS-Scanner
und zwei verschiedene Werte fu¨r  u¨ber dem Kontrollparameter β dargestellt. Dabei wird
sich auf diejenigen Lo¨sungen fu¨r Rs beschra¨nkt, die zumindest fu¨r bestimmte Parame-
terkombinationen reellwertig bzw. fu¨r das Verhalten eines Mikroscannerspiegels relevant
sind. Die zur Abbildung geho¨renden konkreten Werte fu¨r die Parameter der normierten
Bewegungsgleichung sind in Tabelle 4.1 (S. 99) enthalten.
E.2 Stabilita¨t
Im na¨chsten Schritt werden die Stabilita¨tseigenschaften der Fixpunkte des Systems un-
tersucht. Dazu wird die Jacobi-Matrix des Dgls. (E.12,E.13) beno¨tigt:
D =
 34γ3AB − µ2 12 (β1 − 1) + 38γ3A2 + (98γ3 − 34γ′3)B2
−1
2
(1 + β1)− 38γ3B2 +
(
9
8
γ3 +
3
4
γ′3
)
A2 −3
4
γ3AB − µ2

(E.22)
Die Eigenwerte λi dieser Matrix bestimmen die Stabilita¨t des Systems:
λ1,2 = −µ
2
±
[
−6 ((9γ23 − 6γ′23 )A2 + (8β1 + 4) γ3 − 4 (β1 + 1) γ′3)B2 (E.23)
−9γ3 (3γ3 − 2γ′3)B4 +
(−3γ3A2 − 4β1 + 4) ((9γ3 + 6γ′3)A2 + 4 (β1 + 1)) ] 12
Ein Fixpunkt bei A = As und B = Bs ist stabil, wenn der Realteil beider Eigenwerte
negativ ist (Satz von Hartman-Grobman). Es ergibt sich daher die folgende Bedingung
fu¨r Stabilita¨t eines Fixpunktes:
µ
2
>
√
−6 ((9γ23 − 6γ′23 )A2 + (8β1 + 4) γ3 − 4 (β1 + 1) γ′3)B2 − . . .
∣∣∣∣∣
A=As
B=Bs
(E.24)
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Abb. E.2: Verlauf der Realteile der Eigenwerte der Jacobi-Matrix am Beispiel des SINUS-
Scanners. Es sind die Lo¨sungen fu¨r die Fixpunkte Rs,2 und Rs,3 dargestellt.
a)  = 0.1; b)  = 0.2.
Fu¨r den trivialen Fixpunkt bei Rs,1 = 0 wird As = Bs = 0 und es gilt:√
1− β21 < µ (E.25)
Mit den Zusammenha¨ngen in (4.1) la¨sst sich die Bedingung fu¨r Stabilita¨t wieder in der
-β-Ebene darstellen. Der triviale Fixpunkt Rs,1 = 0 ist demnach stabil fu¨r
β < 1− 
√
1− µ2 oder β > 1 + 
√
1− µ2 (E.26)
Um die Stabilita¨t der Fixpunkte Rs,2...9 6= 0 zu bestimmen, mu¨ssen die zugeho¨rigen
Lo¨sungen fu¨r As,2...9 und Bs,2...9 in Ungleichung (E.24) eingesetzt werden. Es ergeben sich
sehr umfangreiche und komplexe Ausdru¨cke, die sich scheinbar nicht vereinfachen lassen.
Es ist daher nicht mo¨glich, eine u¨berschaubare, analytische Bedingung fu¨r die Stabilita¨t
dieser Lo¨sungen anzugeben. Die Stabilita¨tseigenschaften lassen sich jedoch fu¨r beliebige
Parametersa¨tze numerisch bestimmen. Die fu¨r das Verhalten eines Mikroscannerspiegels
relevanten Fixpunkte bzw. die Realteile der dazugeho¨rigen Eigenwerte sind in Abb. E.2
fu¨r die Parameter des SINUS-Scanners und zwei verschiedene  dargestellt. Es ist zu
erkennen, dass die Fixpunkte bei Rs,2 stabil sind, da die Realteile beider Eigenwerte
negativ sind. Fu¨r die Fixpunkte bei Rs,3 ist jeweils ein Realteil positiv. Es handelt sich
also um Sattelpunkte. Eine Variation der Parameter fu¨hrt zu der Vermutung, dass diese
Stabilita¨tseigenschaften fu¨r beliebige  Gu¨ltigkeit besitzen. In [99] wird diese Annahme
besta¨tigt.
Entsprechend Gl. (E.10) korrespondiert jeder Fixpunkt des Systems mit einer harmoni-
schen Schwingung bei konstanter Amplitude. Im Phasenraum des Systems entspricht eine
solche Schwingung einer geschlossenen Trajektorie. Man spricht daher auch von einem
Grenzzyklus. Instabile Fixpunkte des Dgls. (E.12,E.13) korrespondieren dabei mit insta-
bilen Grenzzyklen und stabile Fixpunkte mit stabilen Grenzzyklen. U¨bertra¨gt man die
Stabilita¨tseigenschaften des Slow-flow auf die Bewegungs-Dgl. (2.29), korrespondiert Rs,2
mit einem asymptotisch stabilen Grenzzyklus und Rs,3 mit einem instabilen Grenzzyklus.
Da die Amplitude der harmonischen Lo¨sung (E.10) fu¨r Rs,1 immer null ist, spricht man
hierbei nicht von einen Grenzzyklus. Es handelt sich vielmehr um einen Punktattraktor
(stabiler Zustand) oder um einen Sattelpunkt (instabiler Zustand).
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Abb. E.3: Numerisch ermittelter Verlauf der Funktionaldeterminante (SINUS-Scanner). Die
Darstellung erfolgt fu¨r die drei relevanten Fixpunkte Rs,1...3. a)  = 0.1; b)  = 0.2.
E.3 Bifurkationen
Wie in Abb. E.1 erkennbar ist, kann das Amplitudenquadrat der Fixpunkte negative Wer-
te annehmen. Die Amplitude Rs muss in einem solchen Fall komplexwertig sein. Eine
solche Lo¨sung ist nicht physikalisch und daher nicht fu¨r die Eigenschaften des Mikro-
scannerspiegels relevant. Interessant ist jedoch der U¨bergang von komplexen zu reellen
Lo¨sungen und umgekehrt. Fu¨r das physikalische System bedeutet dies eine plo¨tzliche
A¨nderung seiner topologischen Eigenschaften. Fixpunkte ko¨nnen verschwinden, erschei-
nen oder ihre Eigenschaften a¨ndern. Man spricht in diesem Zusammenhang von einer
Bifurkation.
Lokale Bifurkationen
Mithilfe einer linearen Stabilita¨tsanalyse ko¨nnen Werte fu¨r Kontrollparameter ermittelt
werden, bei denen Bifurkationen auftreten. Diese werden auch als Verzweigungswerte be-
zeichnet. Da bei einer solchen Analyse das Vektorfeld des dynamischen Systems in der
Na¨he eines (degenerierten) Fixpunktes untersucht wird, spricht man von lokalen Bifurka-
tionen.
Die Bedingung fu¨r eine lokale Bifurkation la¨sst sich wieder mithilfe der Jacobi-Matrix
des Systems ausdru¨cken. Verzweigungen von Fixpunkten treten immer dann auf, wenn
deren Determinante (Funktionaldeterminante) null wird. Bedingung fu¨r eine lokale Bi-
furkation ist also
det D
∣∣∣
A=As
B=Bs
= 0 bzw. det Dpolar
∣∣∣
ϕ=ϕs
R=Rs
= 0 (E.27)
Dabei ist Dpolar die Jacobi-Matrix des Slow-flow in polaren Koordinaten (vgl.
Gln. (E.15,E.16)) mit
Dpolar =
(
(γ′3R
2 + 2) cosϕ sinϕ −(3
4
γ3 +
1
2
γ′3 cos 2ϕ)R
−1
4
R cos 2ϕ (γ′3R
2 + 4) −1
2
µ− (3
8
γ′3R
2 + 1
2
)
sin 2ϕ
)
(E.28)
Ein numerisch ermittelter, typischer Verlauf des Betrags der Funktionaldeterminante fu¨r
die drei Fixpunkte Rs,1...3 und zwei verschiedene  ist in Abb. E.3 dargestellt. Diejenigen
Werte fu¨r β, bei denen mindestens eine der drei Kurven null wird, kennzeichnen die
Verzweigungen des Systems.
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Die Bifurkationen des trivialen Fixpunkts Rs,1 lassen sich aufgrund der besonderen
Eigenschaften des polaren Koordinatensystems nur in kartesischen Koordinaten untersu-
chen. Fu¨r die Funktionaldeterminante ergibt sich dann:
det D
∣∣∣
A=0
B=0
=
1
4
(
β21 + µ
2 − 1) (E.29)
Setzt man diesen Ausdruck null, ergibt sich die Bedingung fu¨r eine Bifurkation des tri-
vialen Fixpunkts Rs,1. Mithilfe der Zusammenha¨nge (4.1) la¨sst sich diese Bedingung
innerhalb der -β-Ebene des Systems ausdru¨cken:
βcr1,2 = 1∓ 
√
1− µ2 (E.30)
Fu¨r gegebene Parameter  und µ tritt demnach eine Verzweigung des trivialen Fixpunktes
Rs,1 immer dann auf, wenn fu¨r den (quasistatisch) variierten Kontrollparameter β eine
der Bedingungen β = βcr1 oder β = βcr2 erfu¨llt ist.
U¨bergang β → βcr1 − 0: Entsprechend Abschnitt E.2 wird der Fixpunkt bei R = 0
instabil. Außerdem entsteht ein stabiler Fixpunkt bei R = ±Rs,2. Eine solche Ver-
zweigung wird als superkritische Gabelverzweigung bezeichnet. Fu¨r die Bewegungs-
Dgl. (2.24) bedeutet dies den U¨bergang von einem Punktattraktor zu einem Sattelpunkt
bei (θx , θ˙x ) = (0, 0) und zu einem asymptotisch stabilen Grenzzyklus bei θˆx = ±Rs,2.
Dieser Verzweigungstyp wird als superkritische Hopf-Verzweigung bezeichnet [50].
U¨bergang β → βcr2−0: Der triviale Fixpunkt bei R = 0 wird wieder stabil. Zusa¨tzlich
entsteht ein instabiler Fixpunkt bei R = ±Rs,3. Es handelt sich demnach um eine
subkritische Gabelverzweigung. Fu¨r Gl. (2.24) entspricht das dem U¨bergang von einem
Sattelpunkt zu einem Punktattraktor bei (θx , θ˙x ) = (0, 0). Gleichzeitig entsteht ein
instabiler Grenzzyklus bei θˆx = ±Rs,3. Dies wird als subkritische Hopf-Verzweigung
bezeichnet [50].
Wie in Abb. E.1 erkennbar ist, findet eine weitere A¨nderung der topologischen Eigenschaf-
ten des Systems bei β = βcr3 > βcr2 statt. Dabei verschwinden die Fixpunkte Rs,2 und
Rs,3. Es macht daher Sinn, die Funktionaldeterminante an dieser Stelle zu untersuchen.
Da ein geschlossener Ausdruck fu¨r die Fixpunkte Rs,2 und Rs,3 nur in polaren Koordinaten
vorliegt (Gl. (E.18) und Gl. (E.19)), wird die Funktionaldeterminante ebenfalls in polaren
Koordinaten beno¨tigt. Diese ergibt sich zu
det Dpolar =
1
32
[
2(γ′3(cos 4ϕ− 4µ sin 2ϕ− 9)− 12γ3 cos 2ϕ)R2 (E.31)
+(γ′23 (cos 4ϕ− 5)− 6γ3γ′3 cos 2ϕ)R4 − 16 sin 2ϕ(µ+ sin 2ϕ)
]
Um die qualitativen Eigenschaften dieses komplexen Ausdrucks fu¨r ϕ = ϕs und R = Rs
untersuchen zu ko¨nnen, muss zur Vereinfachung die Da¨mpfung des Systems vernachla¨ssigt
werden. Mit µ ≈ 0 folgt dann aus den Gln. (E.18) und (E.19):
ϕs ≈ 0 und Rs ≈
√
−4 (β1 ± 1)
3γ3 ± 2γ′3
(E.32)
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Abb. E.4: Bifurkationsdiagramm des SINUS-Scanners. a) mit der Na¨herung µ ≈ 0 lassen sich
alle Verzweigungswerte βcr analytisch bestimmen; b) fu¨r µ 6= 0 kann der Verzwei-
gungswert βcr3 numerisch bestimmt werden.
Setzt man diese Na¨herungen in Gl. (E.31) ein und setzt diese dann null, ergeben sich die
folgenden Bedingungen fu¨r Verzweigungen der Fixpunkte Rs,2 und Rs,3:
β1 = ±1 oder β1 = 3γ3 − γ
′
3
γ′3
(E.33)
Die beiden ersten Bedingungen entsprechen dabei dem Ausdruck in Gl. (E.30). Die dritte
Bedingung ist eine zusa¨tzliche, dritte Verzweigung. Mithilfe der Zusammenha¨nge (4.1)
lassen sich die dazugeho¨rigen Verzweigungswerte wieder in der -β-Ebene darstellen:
βcr3 ≈ 1 + 2 (E.34)
Die Genauigkeit dieser Na¨herung ist von der tatsa¨chlichen Gro¨ßenordnung des Da¨mp-
fungsparameters µ abha¨ngig. Die qualitativen Eigenschaften des Systems bleiben jedoch
fu¨r ||  0 erhalten. Abb. E.4 verdeutlicht dies anhand der Gegenu¨berstellung des analy-
tisch und numerisch ermittelten Verlaufs der Verzweigungswerte (Bifurkationsdiagramm)
des SINUS-Scanners.
U¨bergang β → βcr3 − 0: Entsprechend Abschnitt E.2 trifft der stabile Fixpunkt Rs,2
auf den instabilen Fixpunkt Rs,3. Beide fließen ineinander und heben sich gegenseitig auf.
Man spricht in diesem Zusammenhang von einer Falte bzw. Sattel-Knoten-Verzweigung
[50]. Fu¨r die Bewegungs-Dgl. (2.24) bedeutet dies eine Kollision des stabilen Grenzzyklus
bei θˆx = ±Rs,2 mit dem instabilen Grenzzyklus bei θˆx = ±Rs,3, wobei sich beide
gegenseitig aufheben. Dies wird auch als Annihilation bezeichnet [50].
Die ermittelten Zusammenha¨nge lassen sich nun auf die physikalischen Parameter eines
Mikroscannerspiegels u¨bertragen. Fu¨r ein bestimmtes Bauelement ko¨nnen Systempara-
meter wie Massentra¨gheitsmoment oder Da¨mpfung als konstant angesehen werden. Es
macht daher Sinn, die Pulsspannung Uˆx und die Pulsfolgefrequenz fu,x der Antriebs-
spannung als vera¨nderliche Parameter zu betrachten. Anhand der Zusammenha¨nge (2.28)
und (4.1) lassen sich die Bifurkationsbedingung in die Uˆx-fu,x -Ebene eines Mikroscanner-
spiegels u¨bertragen. Mit den Zusammenha¨ngen zwischen den physikalischen und normier-
ten Parametern
Uˆx = 2
√
2 kt,x 
2 r1 − r1 β und fu,x =
1
pi
√
kt,x
Jxx (β − 2) (E.35)
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Abb. E.5: Bifurkationsdiagramm des SINUS-Scanners fu¨r physikalische Parameter. a) mit der
Na¨herung µ ≈ 0 lassen sich alle Verzweigungswerte fcr analytisch bestimmen; b) fu¨r
µ 6= 0 kann der Verzweigungswert fcr3 numerisch bestimmt werden.
ergeben sich die Verzweigungswerte fu¨r die Pulsfolgefrequenz fu,x > 0 in Abha¨ngigkeit
von der Pulsspannung Uˆx zu
fcr1,2 =
√
2Jxx
(
4kt,x − r1Uˆ2x
)
− 4α2x ∓
√
J2xxr
2
1Uˆ
4
x + 16α
4
x + 16Jxx
(
r1Uˆ2x − 4kt,x
)
α2x
2pi
√
2 Jxx
(E.36)
und
fcr3 ≈ 1
pi
√
kt,x
Jxx
mit αx ≈ 0 (E.37)
Die Eigenschaften der Verzweigungen bleiben dabei erhalten. Allerdings kehren sich Rei-
henfolge und Richtung aufgrund der nichtlinearen Koordinatentransformation entspre-
chend Gl. (E.35) um. Die Verzweigungen treten nun bei (quasistatischer) Verringerung
der Pulsfolgefrequenz in folgender Reihenfolge auf:
Superkritische Hopf-Verzweigung bei fu,x → fcr,1 + 0: Der triviale Fixpunkt Rs,1
wird instabil. Es entsteht ein asymptotisch stabiler Grenzzyklus mit der Amplitude ±Rs,2.
Subkritische Hopf-Verzweigung bei fu,x → fcr,2+0: Der triviale Fixpunkt Rs,1 wird
stabil. Es entsteht ein instabiler Grenzzyklus mit der Amplitude ±Rs,3.
Annihilation bei fu,x → fcr,3 + 0: Die Grenzzyklen annihilieren sich. Es existiert nur
noch der Punktattraktor bei Rs,1 = 0.
Abb. E.5 entha¨lt das Bifurkationsdiagramm des SINUS-Scanners fu¨r physikalische Para-
meter (Uˆx -fu,x-Ebene). Zum Vergleich wurde wieder die Na¨herung µ ≈ 0 dem numerisch
ermittelten Verlauf gegenu¨bergestellt. Es ist zu erkennen, dass die qualitativen Eigen-
schaften des geda¨mpften Systems mit denen des ungeda¨mpften vergleichbar sind. Es
treten jedoch gro¨ßere Abweichungen fu¨r die Verzweigungswerte fcr,3 vor allem bei großen
Pulsspannung Uˆx auf.
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Globale Bifurkationen
Als globale Bifurkation wird eine parameterabha¨ngige A¨nderung der globalen dynamischen
Eigenschaften eines Systems bezeichnet. Im Unterschied zu lokalen Bifurkationen lassen
sich globale Bifurkationen nicht aus lokalen Informationen ableiten.
Fu¨r die Bewegungs-Dgl. des Fraunhofer IPMS Mikroscannerspiegels ko¨nnen sich die
dynamischen Eigenschaften bei Variation des Da¨mpfungsparameters µ bzw. α a¨ndern.
Wie in den Abbildungen E.4 und E.5 erkennbar ist, tritt eine globale Bifurkation bei
µ = µcr = 0 bzw. α = αcr = 0 (E.38)
auf. Beim U¨bergang µ→ +0 bzw. α→ +0, a¨ndern sich die qualitative Gestalt der Bifur-
kationsdiagramme und damit die globalen Eigenschaften des Systems. Es existieren dann
bei  = 0 bzw. U = 0 stabile Orbits der Schwingung fu¨r alle Werte der Kontrollparameter
β und Uˆx (ungeda¨mpfte nichtlineare Schwingung).
Aufgrund der Tatsache, dass in einem real existierenden, physikalischen System die
Da¨mpfung immer ungleich null ist, ist diese Eigenschaft der Bewegungs-Dgl. praktisch
nicht von Belang.
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E.4 Phasenportraits
Slow-flow-System (SINUS-Scanner)
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Bewegungs-Differentialgleichung (SINUS-Scanner)b
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bEs wird lediglich eine Projektion des dreidimensionalen Phasenraums (x, dxdτ , τ) der Dgl. (2.29) dar-
gestellt. Es ist daher mo¨glich, dass sich Trajektorien schneiden.
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F IMtk-Klassenbibliothek
F.1 Klassenu¨bersicht
Es folgt eine U¨bersicht zu den im IMtk bereitgestellten Klassen und deren Eigenschaften
und Methoden (vgl. dazu auch Abb. 5.9 auf S. 132). Auf die komplette Beschreibung
der Schnittstellen wird an dieser Stelle aus Platzgru¨nden verzichtet. Es sei daher auf
die Online-Dokumentation der Bibliothek verwiesen. Diese kann fu¨r die IMtk -Methoden
mithilfe der MATLAB R©-Funktion help() aufgerufen werden:
>> help global_coords
IMTK_ELEMENT/GLOBAL_COORDS transformation of a vector or rotation
matrix into global coordinates
5 xt = global_coords(e, x) returns the vector ’x’ of the coordinate
system of object ’e’ as vector in the global coordinate system
rt = global_coords(e, r) returns the rotation matrix ’r’ of the
coordinate system of object ’e’ as rotation matrix in the global
10 coordinate system
example: global_coords(fl, [0; 0; 15e-6]) returns the vector
[0; 0; 15e-6] in the global coordinate system of flexure ’fl’
15 Copyright: (C) 2004 -2007 Fraunhofer IPMS/MSD ,
Address: Maria -Reiche -Str. 2, 01109 Dresden , Germany
Internet: http :// www.ipms.fraunhofer.de
Project: Dissertation ’Modellierung und Entwurf von resonanten
20 Mikroaktoren mit elektrostatischem Antrieb ’
Revision: $Id: global_coords.m,v 1.1.1.1 2007/04/16 14:25:42 klose Exp$
Author: Thomas Klose <thomas.klose@ipms.fraunhofer.de>
Lowlevel-Eigenschaften und Methoden sowie private [120] Funktionen, Eigenschaften und
Methoden sind in der U¨bersicht nicht enthalten.
Tabelle F.1: In der IMtk-Bibliothek realisierte Klassen.
IMtk -Klasse Beschreibung
imtk_axis Rotations- oder Verschiebungsachse innerhalb des globalen
Koordinatensystems
imtk_capacitor Anordnung zweier Fla¨chen zu einer elektrischen Kapazita¨t
(z.B. zur Beschreibung einer Plan-Platten-Elektrode)
imtk_comb_electrode beliebige Anordnung von Fingerelektroden, also im weitesten
Sinne eine Kammelektrode
imtk_element abstrakte Basisklasse, von der alle anderen Klassen abgeleitet
werden (Ausnahme: imtk_voltage_source)
imtk_elliptical_frame elliptischer Rahmen
imtk_elliptical_plate elliptische (Spiegel-) Platte
imtk_finger_elektrode Fingerelektrode (sowohl In-plane als auch Out-of-plane)
imtk_flexure beschreibt ein Torsionsfederelement
imtk_microscanner Superklasse, die einen 1D-Mikroscannerspiegel mit
Out-of-plane-comb-Antrieb beschreibt
fortgesetzt auf der na¨chsten Seite
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Fortsetzung von Tabelle F.1
IMtk -Klasse Beschreibung
imtk_microscanner_2d Superklasse, die einen 2D-Mikroscannerspiegel mit
Out-of-plane-comb-Antrieb beschreibt
imtk_movable_frame Superklasse, die einen beweglichen Rahmen eines
2D-Mikroscannerspiegels mit Out-of-plane-comb-Antrieb
beschreibt
imtk_open_trench offener Graben innerhalb einer Platte oder eines beweglichen
Rahmens
imtk_plate abstraktes Objekt einer Platte mit zuna¨chst undefinierter Form
imtk_plot_reference Referenzpunkt eines Objekts, welches nur fu¨r die grafische
Repra¨sentation erzeugt wird (Lowlevel-Klasse)
imtk_rectangular_area rechteckige Fla¨che, mit deren Hilfe beispielsweise die Kapazita¨t
einer Elektrodenanordnung beschrieben werden kann
imtk_rectangular_frame rechteckfo¨rmiger Rahmen
imtk_rectangular_plate rechteckfo¨rmige (Spiegel-) Platte
imtk_reference Referenzkoordinatensystem eines Objekts (z.B. Einspannung
eines Federelements oder Ort einer Gegenelektrode)
imtk_superreference Zusammenfassung mehrerer Objekte des Typs imtk_reference
(z.B. der Gegenelektroden in einer Kammelektrode)
imtk_voltage_source abstraktes Objekt, mit dem eine (programmierbare) elektrische
Spannungsquelle beschrieben wird
imtk_element
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical local_coords()
is_super mass()
moment_of_inertia()
plot()
rotate()
imtk_reference
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
index local_coords()
is_physical=false plot()
is_super=false rotate()
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imtk_superreference
Eigenschaften Methoden (Highlevel)
displacement add_reference()
rotation displace()
index global_coords()
is_physical=false local_coords()
is_super=true plot()
rotate()
copy()
reset()
imtk_plot_reference
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
index local_coords()
is_physical=false rotate()
is_super=false
imtk_axis
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=false local_coords()
is_super=false plot()
rotate()
imtk_rectangular_area
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=false local_coords()
is_super=false plot()
A, B, C, D rotate()
distance()
shift()
capacitance()
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imtk_capacitor
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=false local_coords()
is_super=false plot()
width rotate()
height capacitance()
distance electrostatic_force()
capacitance_model electrostatic_torque()
imtk_voltage_source
Eigenschaften Methoden (Highlevel)
magnitude voltage()
shape duty_factor()
frequency frequency()
period magnitude()
pulse_length
slope_time
trigger
trigger_time
trigger_off_time
trigger_delay
offset
phase_shift
frequency_sweep
fsweep_frequency
voltage_sweep
vsweep_voltage
duty_sweep
dsweep_factor
dsweep_time
slope_sweep
ssweep_slope
sweep_time
custom_data
imtk_plate
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false rotate()
reference
length
width
height
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imtk_rectangular_plate
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height margin()
drag_torque()
squeeze_torque()
damping_torque()
imtk_elliptical_plate
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height margin()
drag_torque()
squeeze_torque()
damping_torque()
imtk_rectangular_frame
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height margin()
margin drag_torque()
squeeze_torque()
damping_torque()
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imtk_elliptical_frame
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height margin()
margin drag_torque()
squeeze_torque()
damping_torque()
imtk_finger_electrode
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
length moment_of_inertia()
width plot()
bwidth rotate()
distance capacitance()
height damping_force()
reference electrostatic_force()
capacitance_model electrostatic_torque()
deflection trajectory_radius()
stability_voltage()
imtk_comb_electrode
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=true mass()
length moment_of_inertia()
width plot()
bwidth rotate()
height capacitance()
distance damping_torque()
superreference electrostatic_force()
margin electrostatic_torque()
symmetry_factor margin()
nfinger coordinates()
capacitance_model stability_voltage()
capacitors
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imtk_flexure
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height shear_stress()
Gma torsional_torque()
Ita tensile_stress()
leffa margin()
Wta
kta
deflection
characteristic_curve
imtk_open_trench
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=false mass()
reference moment_of_inertia()
length plot()
width rotate()
height margin()
aKein Schreibzugriff; die Eigenschaft kann nur gelesen werden.
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imtk_microscanner
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=true mass()
superreference moment_of_inertia()
platea plot()
plate.subtype write_meander_path()
plate.length rotate()
plate.width margin()
plate.height capacitance()
plate.margina damping_torque()
comb driving_torque()
comb.step torsional_torque()
comb.length init()
comb.width transient()
comb.bwidth closed_loop_equilibrium()
comb.distance open_loop_response()
comb.height plot_cc()
comb.epsilon stability_regions()
comb.margina shock_stress()
capacitance_model stability_voltage()
flexurea parametric_resonance()
flexure.length dynamic_deformation()
flexure.width find_flexure()
flexure.heigth
flexure.kta
flexure.characteristic
axisa
open_trenches
deflection
moment_of_inertia
torsional_torquea
frequencya
capacitance_table
damping_table
aKein Schreibzugriff; die Eigenschaft kann nur gelesen werden.
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imtk_movable_frame
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=true mass()
superreference moment_of_inertia()
frame plot()
frame.subtype write_meander_path()
frame.length rotate()
frame.width margin()
frame.height capacitance()
frame.margina damping_torque()
comb driving_torque()
comb.step torsional_torque()
comb.length init()
comb.width transient()
comb.bwidth closed_loop_equilibrium()
comb.distance open_loop_response()
comb.height plot_cc()
comb.epsilon stability_regions()
comb.margina shock_stress()
capacitance_model stability_voltage()
flexurea parametric_resonance()
flexure.length dynamic_deformation()
flexure.width find_flexure()
flexure.heigth
flexure.kta
flexure.characteristic
axisa
open_trenches
deflection
moment_of_inertia
torsional_torquea
frequencya
capacitance_table
damping_table
aKein Schreibzugriff; die Eigenschaft kann nur gelesen werden.
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imtk_microscanner_2d
Eigenschaften Methoden (Highlevel)
displacement displace()
rotation global_coords()
is_physical=true local_coords()
is_super=true mass()
movable_frame moment_of_inertia()
frame.subtype plot()
frame.length write_meander_path()
frame.width rotate()
frame.height margin()
frame.margina capacitance()
comb damping_torque()
comb.step driving_torque()
comb.length torsional_torque()
comb.width init()
comb.bwidth transient()
comb.distance closed_loop_equilibrium()
comb.height open_loop_response()
comb.epsilon plot_cc()
comb.margina stability_regions()
capacitance_model shock_stress()
flexurea stability_voltage()
flexure.length parametric_resonance()
flexure.width capacitance_2d()
flexure.heigth damping_torque_2d()
flexure.kta driving_torque_2d()
flexure.characteristic moment_of_inertia_2d()
axisa torsional_torque_2d()
open_trenches transient_2d()
deflection dynamic_deformation()
frame.moment_of_inertia find_flexure()
frequencya
capacitance_table
damping_table
microscanner
superreference
cross_coupling_table
frequency_2d
deflection_2d
aKein Schreibzugriff; die Eigenschaft kann nur gelesen werden.
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F.2 Funktionen
Es folgt eine tabellarische U¨bersicht zu den mit dem IMtk bereitgestellten Funktionen
bzw. deren Zweck. Auf die komplette Beschreibung der Schnittstellen wird an dieser Stel-
le aus Platzgru¨nden verzichtet. Es sei daher auf die Online-Dokumentation der Bibliothek
verwiesen. Diese kann fu¨r die Funktionen mithilfe der MATLAB R©-Funktion help() auf-
gerufen werden:
>> help imtk_plot_phasepicture
IMTK_PLOT_PHASEPICTURE plots phase pictures for a given deformation
profile.
5 FFT = imtk_plot_phasepicture(filename , theta) plots the phase
picture for the deformation profile given in ’filename ’ with
default parameters. The Deformation is scaled for a deflection
angle of ’theta’. If ’theta’ is zero the deformation is not
scaled. It returns a 512 x512 matrix with the result
10 of the FFT.
FFT = imtk_plot_phasepicture(filename , theta , name , val , ...)
plots the phase picture for the deformation profile given in
’filename ’ with given properties. The Deformation is scaled for
15 a deflection angle of ’theta’. If ’theta’ is zero the deformation
is not scaled. It returns a ’Resolution ’x’Resolution ’ matrix with
the result of the FFT.
Valid names are ’LaserDirection ’ (incidence angle), ’LaserPosition ’
[x,y], ’LaserDiameter ’, ’WaveLength ’, ’Dimension ’ (transformed area),
20 ’Resolution ’, ’UnitSystem ’ (of input data: MKS|uMKS|mMKS)
defaults:
’LaserDirection ’: 0 ’LaserPosition ’: [0 0] ’LaserDiameter ’: Inf
’WaveLength ’: 650e-9 ’Dimension ’: 15e-3 ’Resolution ’: 512
25 ’UnitSystem ’: uMKS
Copyright: (C) 2004 -2007 Fraunhofer IPMS/MSD ,
Address: Maria -Reiche -Str. 2, 01109 Dresden , Germany
Internet: http :// www.ipms.fraunhofer.de
30
Project: Dissertation ’Modellierung und Entwurf von resonanten
Mikroaktoren mit elektrostatischem Antrieb ’
Revision: $Id: imtk_plot_phasepicture.m,v 1.1.1.1 2007/04/16 13:45:54 klose Exp$
Author: Thomas Klose <thomas.klose@ipms.fraunhofer.de>
Tabelle F.2: Highlevel-Funktionen der IMtk-Klassenbibliothek
Funktionsname Zweck
dynamic_viscosity() Berechnung der effektiven dynamischen Viskosita¨t von Luft
imtk_clear_references() Lo¨scht alle in der globalen Datenstruktur IMTK verwalteten
imtk_reference- und imtk_superreference-Objekte
imtk_init() Initialisiert die globale Datenstruktur IMTK (siehe Anhang F.3)
imtk_plot_deformation() Berechnet und skaliert Oberfla¨chenprofile aus Messungen oder
FEM -Rechnungen und stellt diese dar (Abb. 6.8 auf S. 157)
imtk_plot_lissajous() Erzeugt die Animation einer Lissajous-Figur aus den
Ergebnissen der transienten Simulation eines
imtk_microscanner_2d-Objekts (Abb. 6.12 auf S. 161)
imtk_plot_phasepicture() Berechnet die von einer deformierten Oberfla¨che verursachte
Verzerrung eines Laserstrahls im Fernfeld und stellt diese dar
(Abb. 6.9 auf S. 157)
imtk_plot_response_curves() Stellt die mithilfe der Methode open_loop_response() berech-
neten Frequenz-Antwortkurven dar (Abb. 6.13 auf S. 161)
imtk_read_ansys_results() Bereitet die aus ANSYS R©-Simulationen gewonnenen Ergebnisse
auf, sodass sie an ein imtk_microscanner- bzw.
imtk_microscanner_2d-Objekt u¨bergeben werden ko¨nnen
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F.3 Datenstruktur IMTK
Globale Daten und Informationen zur Konfiguration der IMtk -Klassenbibliothek werden
in der globalen Datenstruktur IMTK verwaltet. Sie wird von der Funktion imtk_init() in-
itialisiert und kann mithilfe der Funktion imtk_clear_references() zuru¨ckgesetzt wer-
den.
Der Zugriff auf die in IMTK enthaltenen Daten kann jederzeit erfolgen. Im folgenden
Beispiel werden die Parameter fu¨r die grafische Repra¨sentation der im IMtk enthaltenen
Objekte an der Kommandozeile abgerufen. Anschließend wird die Farbe, in welcher
Objekte vom Typ imtk_flexure dargestellt werden, auf rot gesetzt:
>> global IMTK
>> IMTK.plots
ans =
5
elliptical_plate_resolution: 50
plate_color: ’green’
flexure_color: ’green’
finger_electrode_color: ’green’
10 reference_color: ’blue’
reference_line_length: 5.0000e-05
axis_color: ’blue’
axis_line_length: 0.0015
area_color: ’red’
15 trench_color: ’black’
plot_whole_comb: 1
>> IMTK.plots.flexure_color = ’red’;
Tabelle F.3: Innerhalb der globalen Datenstruktur IMTK verwaltete Informationen.
Name Typ Zweck
IMTK.constants.poisson_si double mittlere Poisson-Zahl fu¨r Silizium
IMTK.constants.rho_si double Massendichte von Silizium
IMTK.constants.E_si_100 double E-Modul von einkristallinem Silizium (〈100〉-Richtung)
IMTK.constants.E_si_110 double E-Modul von einkristallinem Silizium (〈110〉-Richtung)
IMTK.constants.E_si_111 double E-Modul von einkristallinem Silizium (〈111〉-Richtung)
IMTK.constants.g double Schwerebeschleunigung
IMTK.constants.epsilon_0 double Permittivita¨t von Luft
IMTK.constants.k double Boltzmann-Konstante
IMTK.constants.R double universelle Gaskonstante
IMTK.constants.M_air double molare Masse von Luft
IMTK.constants.standard_pressure double Normaldruck
IMTK.constants.mean_molecular_diameter double mittlerer Moleku¨ldurchmesser von Luft
IMTK.constants.standard_temperature double Raumtemperatur
IMTK.constants.Kn_critical double kritische Knudsen-Zahl
IMTK.constants.dynamic_viscosity 2x25 double Verlauf der relativen dynamischen Viskosita¨t u¨ber T
IMTK.transient.angular_acceleration double externe Winkelbeschleunigung um die x-Achse
IMTK.AME1.substrate_height double Standard-Ho¨he der Struktur-Ebene
IMTK.AME1.trench_width double Standard-Grabenbreite
IMTK.design.min double Mindestabstand einer Fingerelektrode von der x-Achse
IMTK.design.min_i double Mindestabstand einer Fingerelektrode von der y-Achse
IMTK.design.dp double a¨ußere Breite eines Stoppers
IMTK.design.dp2 double innere Breite eines Stoppers
IMTK.design.cavity_height double Ho¨he der Ru¨ckseitengrube
IMTK.plots.elliptical_plate_resolution integer Linienunterteilungen einer elliptischen Platte
IMTK.plots.plate_color char Farbe einer Platte
IMTK.plots.flexure_color char Farbe einer Torsionsfeder
IMTK.plots.finger_electrode_color char Farbe einer Fingerelektrode
IMTK.plots.reference_color char Farbe einer Referenz
fortgesetzt auf der na¨chsten Seite
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Fortsetzung von Tabelle F.3
Name Typ Zweck
IMTK.plots.reference_line_length double La¨nge einer Referenz
IMTK.plots.axis_color char Farbe einer Achse
IMTK.plots.axis_line_length double La¨nge einer Achse
IMTK.plots.area_color char Farbe einer Fla¨che
IMTK.plots.trench_color char Farbe eines offenen Grabens
IMTK.plots.plot_whole_comb logical Darstellung der vollsta¨ndigen Kammelektrode
IMTK.precision.rectangular_area.c_step integer Diskretisierung einer Fla¨che bei der Berechnung von C
IMTK.precision.electrode_finger.c_ds double infinitesimal kleine Auslenkung einer Fingerelektrode
IMTK.precision.microscanner.c_step1 double Diskretisierungsweite bei der Berechnung des C-Verlaufs
IMTK.precision.microscanner.c_angle1 double Auslenkung fu¨r die Diskretisierungsweite c_step1
IMTK.precision.microscanner.c_step2 double Diskretisierungsweite bei der Berechnung des C-Verlaufs
IMTK.precision.microscanner.c_angle2 double Auslenkung fu¨r die Diskretisierungsweite c_step2
IMTK.precision.microscanner.c_method char Interpolationsmethode zur Berechnung des C-Verlaufs
IMTK.precision.microscanner.c_dphi double infinitesimal kleiner Auslenkwinkel eines Mikroscanners
IMTK.precision.microscanner.stability_ds double infinitesimal kleine Auslenkung eines Mikroscanners
IMTK.precision.microscanner.d_step1 double Diskretisierungsweite bei der Berechnung des Md-Verlaufs
IMTK.precision.microscanner.d_angle1 double Auslenkung fu¨r die Diskretisierungsweite d_step1
IMTK.precision.microscanner.d_step2 double Diskretisierungsweite bei der Berechnung des Md-Verlaufs
IMTK.precision.microscanner.d_angle2 double Auslenkung fu¨r die Diskretisierungsweite d_step2
IMTK.precision.microscanner.d_method char Interpolationsmethode zur Berechnung des Md-Verlaufs
IMTK.precision.microscanner.init_deflect double infinitesimal kleine Startauslenkung eines Mikroscanners
IMTK.timebar.show logical Schaltet Fortschrittsanzeigen ein oder aus
IMTK.transient.result x6 double Zwischenschritte der letzten transienten Rechnung
F.4 Eigenschaften und Methoden der Basisklasse imtk_element
Um der besonderen Bedeutung der Klasse imkt_element als Basisklasse gerecht zu
werden, folgt eine U¨bersicht der implementierten Eigenschaften und Methoden. Diese
werden (mit Ausnahme von imtk_voltage_source) an alle u¨brigen Klassen der IMtk -
Bibliothek (vgl. Anhang F.1) vererbt.
Tabelle F.4: U¨bersicht zur Basisklasse imtk element.
Eigenschaft / Methode Beschreibung
displacemet Verschiebungsvektor des lokalen Koordinatensystems des Objekts
bezu¨glich des Koordinatenursprungs des globalen Koordinaten-
systems; Datentyp: <3x1> double
rotation Rotationsmatrix des lokalen Koordinatensystems des Objekts
bezu¨glich des der Orientierung des globalen Koordinaten-
systems; Datentyp: <3x3> double
is_physical Legt fest, ob das Objekt pysikalische Eigenschaften wie Masse
oder Massentra¨gheitsmoment besitzt (z.B. Platten oder Finger-
elektroden) oder ob es von abstrakter Natur ist (z.B. Achsen
oder Referenzen); Datentyp: logical
is_super Legt fest, ob das Objekt ein u¨bergeordnetes Objekt ist, also
weitere Objekte entha¨lt (z.B. Kammelektroden) oder nicht
(z.B. Fla¨chen, Achsen); Datentyp: logical
displace() Verschiebt das Objekt bzw. dessen lokales Koordinatensystem
innerhalb des globalen Koordinatensystems
rotate() Rotiert das Objekt bzw. dessen lokales Koordinatensystem um
eine vorgegebene Achse
global_coords() Transformiert einen Vektor oder eine Matrix aus dem lokalen
Koordinatensystem des Objekts in das globale Koordinatensystem
local_coords() Transformiert einen Vektor oder eine Matrix aus dem globalen
Koordinatensystem in das lokale Koordinatensystem des Objekts
fortgesetzt auf der na¨chsten Seite
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Fortsetzung von Tabelle F.4
Eigenschaft / Methode Beschreibung
mass() Berechnet die Masse des Objekts und gibt sie zuru¨ck
moment_of_inertia() Berechnet das Massentra¨gheitsmoment eines Objekts bezu¨glich
einer vorgegebenen Achse
plot() Erzeugt eine grafische Repra¨sentation des Objekts in einem
MATLAB R©-Ausgabefenster (Figure)
F.5 Implementation
Neben einigen vergleichsweise einfach realisierten Klassen wie beispielsweise imtk_plate
und deren Subklassen, welche lediglich geometrische Eigenschaften und eine bestimm-
te Masse bzw. Massentra¨gheit beitragenc, sowie den abstrakten Klassen imtk_axis,
imtk_reference und imtk_superreference, welche keine nennenswerte u¨ber die Basis-
klasse hinausgehende Funktionalita¨t aufweisen, entha¨lt die IMtk -Klassenbibliothek auch
wesentlich komplexere Klassen. Auf einige ihrer Besonderheiten wird in diesem Abschnitt
na¨her eingegangen.
Die Klasse imtk rectangular area dient zur Modellierung kapazitiver Anordnungen.
Aufgrund der Tatsache, dass eine Fla¨che per Definition weder eine Masse noch ein Mas-
sentra¨gheitsmoment besitzt, geho¨rt imtk_rectangular_area zu den abstrakten Klassen
(is_physical=false). Sie wird ausschließlich in anderen (physikalischen) Klassen wie bei-
spielsweise imtk_finger_electrode oder imtk_capacitor instanziert, kann also auch als
Lowlevel-Klasse bezeichnet werden.
Eine Besonderheit der Klasse imtk_rectangular_area ist die Verfu¨gbarkeit der Me-
thode capacitance(). Sie gibt die elektrische Kapazita¨t einer beliebigen Anordnung
zweier Objekte vom Typ imtk_rectangular_area zuru¨ck. Dabei kann beim Aufruf der
Methode neben der Permittivita¨t des Dielektrikums auch das zur Bestimmung der Kapa-
zita¨t zu nutzende Modell angegeben werden. Es stehen zurzeit vier verschiedene Modelle
zur Verfu¨gung:
1. capacitance_model=’plate_capacitance’ (Abb. F.1a): Eine der beiden zur Elek-
trodenanordnung geho¨renden Fla¨chen (imtk_rectangular_area) wird in n recht-
eckige Fla¨chen unterteilt. Die zum Einsatz kommende Unterteilung kann mit dem
globalen Parameter IMTK.precision.rectangular_area.c_step beeinflusst wer-
den (siehe dazu auch Anhang F.3). Fu¨r jede der n Teilfla¨chen wird die sich aus der
Anordnung ergebende Kapazita¨t bestimmt und aufsummiert:
C ≈ ε
n∑
i=1
Ai
di
(F.1)
Dabei bezeichnet di den Abstand zwischen dem Mittelpunkt der jeweiligen
Teilfla¨che und der zweiten Elektrode (vgl. mit Methode distance() der Klasse
imtk_rectangular_area). Steht einer Teilfla¨che keine zweite Elektrode gegenu¨ber,
gilt di =∞, sodass der entsprechende Beitrag zur Gesamtkapazita¨t null wird.
Aufgrund der Abbildung der Elektrodenanordnung auf idealisierte Plattenkondensa-
toren ko¨nnen Effekte, die aus elektrischen Randfeldern resultieren nicht beru¨cksich-
tigt werden. Der Vorteil des Modells liegt jedoch darin, dass die Kapazita¨t ra¨umlich
cAusnahmen sind die Klassen rectangular_plate und elliptical_plate. Sie besitzen zusa¨tzli-
che Methoden zur Bestimmung des Da¨mpfungsmoments bei einer Kippbewegungen, entsprechend Ab-
schnitt 3.3.4 bzw. Gln. (3.112) und (3.114): drag_torque(), squeeze_torque(), damping_torque().
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C ≈   ∑ Ai /dii=1
n
C ≈  AP /d
-
a) b)
Abb. F.1: Modelle zur Bestimmung der Kapazita¨t zwischen beliebig orientierten Fla¨chen.
a) Unterteilung der Fla¨chen in n rechteckfo¨rmige, ideale Plattenkondensatoren
(capacitance_model=’plate_capacitance’); b) Projektion der Fla¨chen aufein-
ander (capacitance_model=’projection’).
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Abb. F.2: Modelle zur Kapazita¨tsberechnung im IMtk. a) Beispiel fu¨r instanzierte Objekte
des Typs imtk_rectangular_area (Fingerelektrode: l = 58.5µm, w = 1.5µm,
h = 30µm, d = 5µm); b) Fu¨r die verfu¨gbaren Modelle ergeben sich unterschiedli-
che Kapazita¨tsverla¨ufe in Abha¨ngigkeit von der Auslenkung. Fu¨r die Out-of-plane-
Bewegung ist das Modell fem_fit erwartungsgema¨ß am besten geeignet.
beliebig verkippter Anordnungen von Elektrodenfla¨chen mit vergleichsweise hoher
Genauigkeit bestimmt werden kann. Aufgrund der zum Einsatz kommenden Dis-
kretisierung eignet sich das Modell allerdings nur bedingt zur Bestimmung eines Ka-
pazita¨tsanstiegs d
d~s
C (stufenfo¨rmiger Verlauf der Kapazita¨t; vgl. dazu Abb. F.2b).
2. capacitance_model=’projection’ (Abb. F.1b): Es wird der Fla¨cheninhalt
der Projektion einer der beiden zur Elektrodenanordnung geho¨renden Fla¨chen
(imtk_rectangular_area) auf die verbleibende Fla¨che bestimmt. Dazu wird das
folgende Integral numerisch gelo¨st:
Ap =
w
2∫
−w
2
l
2∫
− l
2
inside(x, y) dx dy (F.2)
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Die Funktion inside(x, y) ist folgendermaßen definiert:
inside(x, y) :=
{
1 : distance(x, y) <∞
0 : sonst
(F.3)
distance() ist eine Methode der Klasse imtk_rectangular_area. Sie gibt den
Abstand eines beliebigen Punkts im globalen Koordinatensystem zum Fußpunkt
des darauf gefa¨llten Lots an. Ist dies nicht mo¨glich, wird das Symbol fu¨r einen
unendlichen Wert Inf zuru¨ckgegeben.
Mit dem auf diese Weise bestimmten Fla¨cheninhalt der Projektion la¨sst sich die
Kapazita¨t einer Elektrodenanordnung na¨herungsweise bestimmen:
C ≈ ε Ap
d¯
(F.4)
Dabei bezeichnet d¯ den mittleren Abstand der Fla¨chen zueinander.
Aus elektrischen Randfeldern resultierende Effekte ko¨nnen a¨hnlich dem
plate_capacitance-Modell nicht beru¨cksichtigt werden. Aufgrund der sehr genau-
en Bestimmung der effektiven Elektrodenfla¨che eignet sich das projection-Modell
vor allem zur Bestimmung von elektrostatischen Kra¨ften bei Auslenkungen inner-
halb der Strukturebene (In-plane-Auslenkung). Es muss allerdings beachtet werden,
dass aufgrund des in Gl. (F.4) genutzten mittleren Abstands d¯ fu¨r stark zueinander
verkippte Elektrodenfla¨chen gro¨ßere Abweichungen auftreten ko¨nnen.
3. capacitance_model=’linear’: Der Kapazita¨tsverlauf wird entsprechend [3] als
stu¨ckweise linear angenommen (Abschnitt 2.2.2). Es gilt:
C ≈
{
∆C −∆C |shift()|
h
: |shift()| ≤ h
0 : sonst
mit ∆C = ε
A
d
(F.5)
Dabei ist shift() eine Methode der Klasse imtk_rectangular_area. Sie gibt
die absolute Verschiebung der Fla¨chenmittelpunkte zueinander in Richtung einer
Fla¨chentangente zuru¨ck; h ist die Ho¨he der Elektrodenfla¨chen (also der Fingerelek-
troden). Es ergibt sich ein Verlauf der Kapazita¨t entsprechend Abb. 2.6a auf S. 15.
Wie bei den bereits vorgestellten Modellen ko¨nnen keine elektrischen Randfelder
beru¨cksichtigt werden. Zusa¨tzlich ist das Modell ausschließlich fu¨r Out-of-plane-
Auslenkungen geeignet. Es ergibt sich dann ein mit dem projection-Modell iden-
tischer Kapazita¨tsverlauf (vgl. dazu Abb. F.2). Der Vorteil des linear-Modells ist
der wesentlich geringere Berechnungsaufwand.
4. capacitance_model=’fem_fit’: Der Kapazita¨tsverlauf resultiert aus entsprechend
Abschnitt 3.4.1 durchgefu¨hrten FE-Untersuchungen (Abb. 3.27 bzw. Gl. (3.120) auf
S. 81). Um auch fu¨r leicht verkippte Fingerelektroden hohe Genauigkeiten errei-
chen zu ko¨nnen, werden dazu die Elektrodenfla¨chen in Richtung der Fingerelek-
troden diskretisiert (vgl. dazu Abb. 3.29 bzw. Gl. (3.122) auf S. 82). Die dabei
zum Einsatz kommende Unterteilung kann wieder mithilfe des globalen Parameters
IMTK.precision.rectangular_area.c_step beeinflusst werden (siehe dazu auch
Anhang F.3).
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Im Gegensatz zu den bisher vorgestellten Modellen werden bei Verwendung von
fem_fit relevante (also vera¨nderliche) elektrische Randfelder weitestgehend beru¨ck-
sichtigt (siehe Abb. F.2b). Es ist allerdings zu beachten, dass das Modell a¨hnlich
dem linear-Modell ausschließlich fu¨r Out-of-plane-Auslenkungen geeignet ist.
Je nach Problemstellung kann eines der vier verfu¨gbaren Modelle ausgewa¨hlt werden.
Eine Erweiterung um weitere Ansa¨tze ist ebenfalls problemlos mo¨glich. Wird beim Aufruf
von capacitance() kein Modellname angegeben, erfolgt die Berechnung auf Basis von
plate_capacitance.
Die Klasse imtk finger electrode dient der Modellierung von Fingerelektroden. Sie
entha¨lt u.a. sechs Instanzen der Klasse imtk_rectangular_area. Diese bilden die Sei-
tenfla¨chen der Elektrode bzw. Gegenelektrode und definieren somit die elektrischen Ei-
genschaften einer imtk_finger_electrode-Instanz (Abb. F.2a). Es folgt eine kurze Be-
schreibung der wichtigsten verfu¨gbaren Methoden:
capacitance() dient zur Berechnung der Kapazita¨t einer beliebig ausgelenk-
ten Fingerelektrode. Die Methode ruft die im vorangegangenen Abschnitt be-
schriebene capacitance()-Methode der enthaltenen Fla¨chen-Objekte auf. Das da-
bei zum Einsatz kommende Modell zur Berechnung der Kapazita¨t wird von der
Eigenschaft capacitance_model der Klasse imtk_finger_electrode festgelegt (An-
hang F.1). Die Permittivita¨t wird standardma¨ßig auf den Wert fu¨r Luft gesetzt
(IMTK.constants.epsilon_0, Anhang F.3). Optional kann sowohl das zu nutzende Mo-
dell, als auch die Permittivita¨t beim Aufruf von capacitance() angegeben werden.
stability voltage() berechnet die Pull-in-Spannung einer Fingerelektrode ent-
sprechend Gl. (3.141) fu¨r gerade bzw. Gl. (3.145) fu¨r trapezfo¨rmige Elektroden. Dabei
wird auf die dem Objekt eigenen geometrischen Eigenschaften w0 = bwidth, w1 = width,
d = distance (vgl. mit Anhang F.1) zuru¨ckgegriffen. Optional kann beim Aufruf auch
eine von Luft abweichende Permittivita¨t angegeben werden.
damping force() gibt die auf eine bewegte Fingerelektrode wirkende Da¨mpfungs-
kraft zuru¨ck. Dabei kommt das in Abschnitt 3.3.3 erarbeitete Da¨mpfungsmodell zum
Einsatz. Urspru¨nglich war es geplant, dieses a¨hnlich den Kapazita¨tsmodellen inner-
halb der Klasse rectangular_area zu implementieren. Es hat sich jedoch im Rahmen
der in Abschnitt 3.3.3 durchgefu¨hrten fluidmechanischen FEM -Untersuchungen heraus-
gestellt, dass die relative geometrische Anordnung der Seitenfla¨chen einen großen Ein-
fluss auf die Da¨mpfungsmechanismen ausu¨bt. So hat beispielsweise die Vera¨nderung
der Breite einer Fingerelektrode starke Auswirkungen auf den Verlauf des Stro¨mungs-
parameters ξeff (siehe Gl. (3.108) auf S. 74). Da die geometrische Anordnung der Sei-
tenfla¨chen erst innnerhalb einer Instanz von imtk_finger_electrode bekannt ist, muss
das Da¨mpfungsmodell in dieser Klasse implementiert werden. Dies geschieht innerhalb
der Methode damping_force(). Ru¨ckgabewert ist die Da¨mpfungskraft einer Finger-
elektrode fu¨r eine Out-of-plane-Bewegung entsprechend Gl. (3.105). Beim Aufruf wird
als Parameter die Geschwindigkeit der Elektrode erwartet. Optional ko¨nnen zusa¨tz-
lich Werte fu¨r den Umgebungsdruck oder die Temperatur u¨bergeben werden (Standard:
IMTK.constants.standard_pressure bzw. IMTK.constants.standard_temperature,
vgl. Anhang F.3).
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electrostatic force(), electrostatic torque() berechnen die auf eine Finger-
elektrode wirkenden elektrostatischen Kra¨fte bzw. Drehmomente. Beide Methoden erfor-
dern neben einer elektrischen Spannung U die U¨bergabe eines imtk_axis-Objekts. Die-
ses legt die Richtung der Translation bzw. der Rotation fest, fu¨r die die Kraft bzw. das
Drehmoment bestimmt werden soll. Die Berechnung erfolgt dann anhand des zentralen
Differenzenquotienten [65] des Kapazita¨tsverlaufs entsprechend Gl. (2.5):∣∣∣~Fel∣∣∣ ≈ U2
2
capacitance( displace( ax, ∆s/ ) )− capacitance( displace( ax, −∆s/ ) )
∆s
(F.6)
bzw. entsprechend Gl. (2.17):∣∣∣ ~Mel∣∣∣ ≈ U2
2
capacitance( rotate( ax, ∆θ/ ) )− capacitance( rotate( ax, −∆θ/ ) )
∆θ
(F.7)
Die Richtung der Kraft ~Fel bzw. des Drehmoments ~Mel wird dabei jeweils von ax, einer
Instanz der Klasse imtk_axis, festgelegt. Der Quotient ∆s kann durch Setzen des globa-
len Parameters IMTK.precision.finger_electrode.c_ds beeinflusst werden. Fu¨r ∆θ
gilt:
∆θ =
180
pi
∆s trajectory radius( ax ) (F.8)
Dabei ist trajectory_radius() eine weitere Methode der imtk_finger_electrode-
Klasse. Sie gibt den mittleren Abstand einer Fingerelektrode bezu¨glich einer beliebigen
Rotationsachse zuru¨ck.
Die Klasse imtk comb electrode dient der Modellierung von Kammelektroden. Sie
entha¨lt eine zumeist große Anzahl von Instanzen der Klasse imtk_finger_electrode.
Aufgrund der Tatsache, dass ein Mikroscannerspiegel typischerweise mehrere 100 Fin-
gerelektroden entha¨lt und um den daraus folgenden Berechnungsaufwand zu verringern,
besitzt imtk_comb_electrode eine Funktionalita¨t zur Nutzung von Symmetrien. Dazu
werden alle Elektroden, welche fu¨r eine bestimmte Bewegung der Kammelektrode glei-
che relative Auslenkungen zur jeweiligen Gegenelektrode aufweisen, in einer Instanz zu-
sammengefasst. Die sich fu¨r diese vereinfachte Elektrodenanordnung ergebenden Gro¨ßen
(Kapazita¨t, elektrostatische Kraft, Masse usw.) werden dann mit einem entsprechend
gewa¨hlten Symmetriefaktor (Eigenschaft symmetry_factor) multipliziert.
Tabelle F.5 dient zur Verdeutlichung der zugrunde liegenden Idee. Sie entha¨lt Beispiele
fu¨r typische Auslenkungsrichtungen einer vergleichsweise einfachen, doppelt spiegelsym-
metrischen Elektrodenanordnung und die jeweilige, sich dafu¨r ergebende Symmetrie. Es
wird deutlich, dass fu¨r die typische Bewegung eines Mikroscannerspiegels mit Out-of-
plane-comb-Antrieb, also das Kippen um eine innerhalb der Strukturebene befindlichen
Achse, der Berechnungsaufwand auf ein Viertel reduziert werden kann. Fu¨r Bauelemente
mit translatorischer Auslenkung aus der Ebene heraus [118, 129] muss sogar nur eine ein-
zige Fingerelektrode tatsa¨chlich modelliert werden. Fu¨r In-plane-Auslenkungen reduziert
sich der Aufwand auf die Ha¨lfte.
Sollen im Modell einer Kammelektrode Symmetrien genutzt werden, darf nur derjeni-
ge Teil der Elektrode definiert werden, der tatsa¨chlich modelliert werden soll (Abb. F.3a).
Anschließend muss der Symmetriefaktor des Objekts auf den entsprechenden Wert gesetzt
werden (Standard: symmetry_factor=4). Es ist zu beachten, dass die plot()-Methode
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Tabelle F.5: Nutzung von Symmetrien in der Klasse imtk comb electrode. In Abha¨ngigkeit
von der Auslenkung ko¨nnen verschiedene Symmetrien einer Elektrodenanordnung
genutzt werden. In den Abbildungen sind diejenigen Elektroden blau dargestellt,
die aufgrund der jeweils genutzten Symmetrie nicht modelliert werden mu¨ssen.
Rotation Translation Rotation Translation
Auslenkung
Out-of-plane Out-of-plane In-plane In-plane
Symmetrie
Faktor 4 N¶ 2 2
¶Anzahl der innerhalb der Kammelektrode angeordneten Fingerelektroden.
der Klasse imtk_comb_electrode fu¨r Symmetriefaktoren 2 und 4 standardma¨ßig die de-
finierten Elektroden entsprechend der jeweiligen Symmetrie gespiegelt darstellt. Dieses
Verhalten la¨sst sich mit dem globalen Parameter IMTK.plots.plot_whole_comb (Typ
logical) beeinflussen (vgl. dazu Abb. F.3).
Es folgt eine kurze Beschreibung der wichtigsten Methoden der IMtk -Klasse
imtk_comb_electrode:
capacitance() gibt die elektrische Kapazita¨t einer beliebig ausgelenkten Kamm-
elektrode zuru¨ck. Dazu wird die capacitance()-Methode aller enthaltenen Objekte der
Klassen imtk_finger_electrode und imtk_capacitor aufgerufen. Mithilfe der Eigen-
schaft capacitance_model kann das dabei zum Einsatz kommende Modell festgelegt
werden. Optional kann wieder ein von Luft abweichender Wert fu¨r die Permittivita¨t
u¨bergeben werden.
stability voltage() gibt die geringste Pull-in-Spannung der enthaltenen Finger-
elektroden zuru¨ck:
Upi = min
i=1,...,N
stability voltage( e.e{i} ) (F.9)
Dabei bezeichnet e.e ∈ (imtk finger electrode)N die Menge der in der Kammelektrode
e enthaltenen N Fingerelektroden.
damping torque() gib das auf eine kippende Kammelektrode wirkende Da¨mpfungs-
drehmoment zuru¨ck. Dazu wird die Methode damping_force() fu¨r alle enthaltenen Fin-
gerelektroden aufgerufen:∣∣∣ ~Md∣∣∣ ≈ N∑
i=1
r¯i damping force( e.e{i}, ω r¯i ) (F.10)
mit r¯i = trajectory radius( e.e{i}, ax )
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a) b)
Abb. F.3: Nutzung von Symmetrien bei der Generierung von Scanner-Modellen. a) Dar-
stellung der tatsa¨chlich instanzierten Elektroden im Modell des SINUS-Scanners
(IMTK.plots.plot_whole_comb=false); b) standardma¨ßige Darstellung des Modells
mittels plot() (IMTK.plots.plot_whole_comb=true).
Dabei ist r¯i der mittlere Abstand der i-ten in der Kammelektrode enthaltenen Fingerelek-
trode von der Rotationsachse ax ∈ imtk axis. Letztere legt gleichzeitig die Richtung des
Da¨mpfungsdrehmoments ~Md fest. Die Winkelgeschwindigkeit der Kammelektrode wird
durch ω festgelegt. Sie wird beim Aufruf von damping_torque() als Parameter erwartet.
Es ist zu beachten, dass die Methode aufgrund der Einschra¨nkungen des zugrundelie-
genden Da¨mpfungsmodells (Abschnitt 3.3.3) nur fu¨r eine Kippbewegung aus der Struk-
turebene heraus (siehe Tabelle F.5: Rotation Out-of-plane) genutzt werden kann.
electrostatic force(), electrostatic torque() berechnen die auf eine
Kammelektrode wirkenden elektrostatischen Kra¨fte bzw. Drehmomente. Beide Methoden
erfordern neben einer elektrischen Spannung U die U¨bergabe eines imtk_axis-Objekts.
Dieses legt die Richtung der Translation bzw. der Rotation fest, fu¨r die die Kraft bzw. das
Drehmoment bestimmt werden soll. Die Berechnung erfolgt dann durch Aufsummierung
der Beitra¨ge aller enthaltenen Elektroden:∣∣∣~Fel∣∣∣ = N∑
i=1
electrostatic force( e.e{i}, ax, U ) (F.11)
∣∣∣ ~Mel∣∣∣ = N∑
i=1
electrostatic torque( e.e{i}, ax, U ) (F.12)
Dabei bezeichnet e.e in diesem Fall die Menge aller enthaltenen Instanzen der Klassen
imtk_finger_electrode und imtk_capacitor. Die Richtung der Kraft bzw. des Dreh-
moments wird wieder von der Achse ax bestimmt.
Die Klasse imtk flexure (Abb. 5.11) dient zur Modellierung mikromechanischer Tor-
sionsfedern. Standardma¨ßig wird dabei von einem geraden Torsionsstab mit rechteckigem
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Querschnitt ausgegangen. Aus den geometrischen Eigenschaften (length, width, height)
ergeben sich dann die Eigenschaften der Torsionsfeder (Gm, Wt, It, leff, kt), entspre-
chend den Abschnitten 3.2.1 und 3.2.2. Geometrische Nichtlinearita¨ten werden dabei
allerdings im Gegensatz zur Richtungsabha¨ngigkeit der Materialeigenschaften zuna¨chst
nicht beru¨cksichtigt.
Es folgt eine kurze Beschreibung der wichtigsten in der Klasse imtk_flexure imple-
mentierten Methoden:
shear stress(), tensile stress() berechnen die maximale Scherspannung bzw.
Normalspannung einer Torsionsfeder entsprechend Gl. (3.40) bzw. Gl. (3.48). Als optio-
naler Parameter kann ein Auslenkwinkel angegeben werden; ansonsten werden die Span-
nungswerte fu¨r die aktuelle Auslenkung des Objekts (Eigenschaft deflection) bestimmt.
torsional torque() gibt das ru¨ckstellende mechanische Drehmoment der Torsions-
feder zuru¨ck:∣∣∣ ~Mmech∣∣∣ = −kt θ (F.13)
Dabei ist kt die Torsionsfederha¨rte (Eigenschaft kt) und θ der Auslenkwinkel. Dieser kann
als optionaler Parameter u¨bergeben werden. Ansonsten wird die aktuelle Auslenkung
des Objekts genutzt. Die Richtung des Drehmoments ist identisch mit der Torsionsachse
(x′-Achse des lokalen Koordinatensystems).
Da die Torsionsfederha¨rte kt entsprechend den in Abschnitt 3.2.1 bzw. 3.2.2 vorgestell-
ten Zusammenha¨ngen berechnet wird, lassen sich zuna¨chst nur gerade Torsionsfedern mit
rechteckfo¨rmigem Querschnitt modellieren. Außerdem ko¨nnen geometrische Nichtlinea-
rita¨ten nicht beru¨cksichtigt werden. Um diesen Nachteil aufzuheben, besitzt die Klasse
imtk_flexure die Eigenschaft characteristic, mit deren Hilfe beliebige Federkennlini-
en, also auch nichtlineare Eigenschaften beru¨cksichtigt werden ko¨nnen. Auf diese Weise
kann beispielsweise ein mithilfe der FEM ermittelter diskreter Kennlinienverlauf an ein
Torsionsfeder-Objekt u¨bergeben werden. Dies erfolgt in Form einer zweizeiligen Matrix.
Dabei werden die Komponenten der ersten Zeile als Auslenkungen, die Komponenten
der zweiten Zeile als Absolutwerte des ru¨ckstellenden Drehmoments interpretiert. Ist die
Eigenschaft characteristic gesetzt, gibt torsional_torque() ein Drehmoment ent-
sprechend dem u¨bergebenen Kennlinienverlauf zuru¨ck. Bei Bedarf wird dabei zwischen
den Werten interpoliert.
Die Klasse imtk voltage source dient zur Modellierung einer programmierbaren
Spannungsquelle. Da sie als einzige Highlevel-Klasse des IMtk nicht von der Basisklasse
imtk_element abgeleitet wird, stellt sie eine Besonderheit dar. Sie besitzt weder ein loka-
les Koordinatensystem noch sonstige geometrische Eigenschaften. Die zentrale Funktio-
nalita¨t der Klasse ist in der Methode voltage() realisiert. Sie gibt einen Spannungswert
U fu¨r einen bestimmten Zeitpunkt t zuru¨ck. Abbildung F.4 verdeutlicht dies anhand eines
einfachen Beispiels.
Zurzeit sind vier verschiedene Spannungsverla¨ufe implementiert. Sie ko¨nnen anhand
der Eigenschaft shape ausgewa¨hlt werden:
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Listing 1: Erzeugen einer Spannungsquelle.
% Aufruf des Konstruktors
vs = imtk_voltage_source( ...
’shape’, ’pulse’, ...
’magnitude ’, 10, ...
5 ’pulse_length ’, 0.1, ...
’frequency ’, 5, ...
’frequency_sweep ’, true , ...
’sweep_frequency ’, 50, ...
’sweep_time ’, 1);
10
% Darstellen eines Spannungsverlaufs
t = 0:0.001:1;
U = voltage(vs , t);
plot(t, U); 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
12
t /s
U
/
V
Abb. F.4: Modell einer programmierbaren Spannungsquelle. Es wird eine Instanz der Klasse
imtk_voltage_source erzeugt. Diese wird genutzt, um einen pulsfo¨rmigen Span-
nungsverlauf mit vera¨nderlicher Pulsfolgefrequenz (Frequenz-Sweep) zu berechnen.
1. shape=’step’: Der Verlauf entspricht qualitativ dem der Sprungfunktion H(t) [65].
Als Parameter ko¨nnen Zeitpunkt, Sprungho¨he und Gleichanteil des Verlaufs beein-
flusst werden:
U = magnitude( t ) · H(t− phase shift− trigger time) + offset (F.14)
Die Objekteigenschaften phase_shift und trigger_time legen dabei die Phasen-
verschiebung bzw. den Zeitpunkt des letzten Trigger-Signalse fest. magnitude() ist
eine Methode der Klasse imtk_voltage_source. Sie gibt die fu¨r einen bestimmten
Zeitpunkt gu¨ltige Spannungsamplitude zuru¨ck. Dabei wird nicht nur die Eigen-
schaft magnitude beru¨cksichtigt, sondern auch voltage_sweep, vsweep_voltage
und sweep_time, mit denen ein Spannungs-Sweep definiert werden kann (siehe Bei-
spiel in Anhang F.6).
2. shape=’sine’: Die Spannung verla¨uft sinusfo¨rmig. Neben der Amplitude und der
Phase kann dabei auch ein zeitabha¨ngiger Frequenzverlauf (Sweep) definiert werden:
U = magnitude( t ) sin
(
2pi τ − phase shift + trigger time
period
)
+ offset (F.15)
Dabei ist τ die auf die Periodendauer period normierte, entsprechend den vorgege-
benen Sweep-Parametern gestreckte Zeitf:
τ =
 t
(
frequency + t
2
fsweep frequency− frequency
sweep time
)
: frequency sweep=true
t frequency : frequency sweep=false
(F.16)
eMithilfe des Trigger-Mechanismus kann eine Ru¨ckkopplung (implizite Kopplung) auf die Spannungs-
quelle erfolgen. Dies wird beispielsweise zur Simulation eines Mikroscannerspiegels mit synchronisierter
Anregung beno¨tigt. Die Auslo¨sung des Triggers erfolgt durch Setzen der Eigenschaft trigger_time.
fAus Gru¨nden der U¨bersichtlichkeit wird an dieser Stelle nur prinzipiell auf die Definition der nor-
mierten Zeit τ eingegangen. Die eigentliche Implementation in voltage() ist wesentlich komplexer. Sie
ermo¨glicht Frequenz-Sweeps in verschiedenen Stufen bzw. Sweep-Geschwindigkeiten (vgl. Anhang F.6).
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Die Eigenschaft frequency legt die (Start-) Frequenz des sinusfo¨rmigen Verlaufs der
Spannung fest. Mithilfe von frequency_sweep (Typ logical) kann der Frequenz-
Sweep aktiviert werden; fsweep_frequency und sweep_time legen dann die Para-
meter des Sweeps fest (siehe Beispiel in Anhang F.6).
3. shape=’pulse’ (Abb. F.4): Die Spannung verla¨uft in Form einer Pulsfolge, a¨hnlich
dem in Abschnitt 2.3.1 beschriebenen Verlauf (vgl. mit Gl. (2.18) auf S. 20):
U =
{
offset : τu ≥ pulse length · duty factor( t )period
magnitude( t ) + offset : sonst
(F.17)
Die Eigenschaft pulse_length definiert die (Start-) Pulsla¨nge des Verlaufs;
duty_factor() ist eine Methode der Klasse imtk_voltage_source. Sie gibt das
fu¨r einen bestimmten Zeitpunkt gu¨ltige Tastverha¨ltnis zuru¨ck. Dabei werden a¨hn-
lich wie bei magnitude() die Parameter eines Sweeps beru¨cksichtigt (Eigenschaften
duty_sweep, dsweep_factor, sweep_time; siehe Beispiel in Anhang F.6). τu ist die
auf eine Periodendauer bezogene normierte Zeit. Sie ergibt sich aus der normierten
gestreckten Zeit τ :
τu =
(
τ − phase shift− trigger time− period+ pulse length · duty factor( t )
period
)
mod 1 (F.18)
A¨hnlich dem sinusfo¨rmigen Spannungsverlauf kann sowohl eine vera¨nderliche
Pulsspannung (Spannungs-Sweep), als auch eine vera¨nderliche Pulsfolgefrequenz
(Frequenz-Sweep) realisiert werden. Zusa¨tzlich besteht die Mo¨glichkeit einer
vera¨nderlichen Pulsla¨nge (Duty-sweep).
4. shape=’custom’: Der Spannungsverlauf kann beliebig gewa¨hlt werden. Er wird von
der Eigenschaft custom_data definiert. Diese muss vom Nutzer zuvor gesetzt wer-
den. Dabei wird eine Matrix mit zwei Zeilen erwartet, wobei die Komponenten der
ersten Zeile als Zeitwerte, die Komponenten der zweiten Zeile als Spannungswerte
interpretiert werden. Zwischenwerte werden interpoliert.
Die Klassen imtk microscanner und imtk movable frame dienen zur Model-
lierung von Mikroscannerspiegeln mit Out-of-plane-comb-Antrieb entsprechend Ab-
schnitt 2.3. Sie enthalten als Superklassen Instanzen der Klassen imtk_plate
(bzw. deren Subklassen), imtk_flexure und imtk_comb_electrode (und damit auch
imtk_capacitor, imtk_finger_electrode, imtk_rectangular_area; vgl. Abb. 5.12).
Außerdem werden die Klassen imtk_axis, imtk_reference und imtk_superreference
instanziert.
Eine Besonderheit der Klasse imtk_movable_frame ist, dass sie als Subklas-
se von imtk_microscanner erzeugt wird. Sie entha¨lt also, der Realita¨t entspre-
chend, alle Eigenschaften und Methoden eines 1D-Mikroscannerspiegels. Der Unter-
schied zu imtk_microscanner besteht lediglich in der Art der Spiegelplatte. Anstel-
le von imtk_elliptical_plate bzw. imtk_rectangular_plate werden die Klassen
imtk_elliptical_frame bzw. imtk_rectangular_frame instanziert.
Es folgt eine U¨bersicht zu den fu¨r Objekte der Klasse imtk_microscanner im-
plementierten Methoden. Sie stehen ausnahmslos auch fu¨r Objekte der Klasse
imtk_movable_frame zur Verfu¨gung:
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init() stellt eine Besonderheit der Klassen imtk_microscanner bzw.
imtk_movable_frame dar. Die Methode besitzt keinen Ru¨ckgabewert. Sie dient aus-
schließlich zur Initialisierung der Eigenschaften capacitance_table und damping_table.
Diese enthalten nach dem Aufruf diskrete Kennlinienverla¨ufe fu¨r die Kapazita¨t bzw.
die normierte Da¨mpfung der Antriebselektroden des Bauelements in Abha¨ngigkeit von
dessen Auslenkung und dienen spa¨teren Aufrufen der Methoden capacitance() und
damping_torque() als Look-up-table. Auf diese Weise la¨sst sich die Bestimmung der
Kapazita¨t bzw. des Da¨mpfungsdrehmoments stark beschleunigen.
Die bei der Bestimmung der diskreten Kennlinien zum Einsatz kommenden Para-
meter fu¨r die Diskretisierung des Wertebereichs ko¨nnen mithilfe der globalen Struktur
IMTK.precision.microscanner (Anhang F.3) beeinflusst werden. Alternativ lassen sie
sich beim Aufruf der Methode auch angeben (IMtk -Online-Manual).
Da die Initialisierung der Wertetabellen (in Abha¨ngigkeit vom gewa¨hlten Modell
zur Kapazita¨tsberechnung, der Elektrodenzahl und der Diskretisierung der Kennlini-
en) eine vergleichsweise aufwa¨ndige Operation darstellt, ist es sinnvoll einen Mechanis-
mus zur Verfu¨gung zu stellen, mit dessen Hilfe mehrfache Berechnungen (z.B. nach-
dem das Objekt neu erstellt wurde) vermieden werden ko¨nnen. Aus diesem Grund
werden die Ergebnisse der Initialisierung nach deren Abschluss in einer Datei namens
init_data__[OBJEKTNAME].mat innerhalb des aktuellen Dateiverzeichnisses abgelegt.
Wird die init()-Methode fu¨r ein Objekt mit gleichem Namen und gleichen geometrischen
Eigenschaften der Antriebselektrodeg spa¨ter erneut aufgerufen, wird die Initialisierung
nicht ausgefu¨hrt. Stattdessen werden die in der Datei abgelegten Daten gelesen. Ist ein
solches Verhalten nicht gewu¨nscht, kann es durch U¨bergabe des optionalen Parameters
’ForceInit’ unterbunden werden (IMtk -Online-Manual).
plot cc() dient zur Darstellung der in einem Scanner-Objekt enthaltenen Charak-
teristiken. Die Methode dient vorrangig zur Visualisierung bzw. U¨berpru¨fung der in
der init()-Methode erzeugten diskreten Kennlinien. Auf diese Weise ko¨nnen eventuelle
Probleme, beispielsweise aufgrund einer zu groß gewa¨hlten Diskretisierungsweite bei der
Berechnung des Kapazita¨ts- bzw. Da¨mpfungsverlaufs, erkannt werden. Ein Beispiel fu¨r
eine Ausgabe der plot_cc()-Methode fu¨r das Modell eines Mikroscannerspiegels (SINUS-
Scanner) ist in Abb. F.5 enthalten.
capacitance() gibt die elektrische Kapazita¨t der enthaltenen Antriebselektroden
zuru¨ck. Diese werden vorzugsweise anhand der in capacitance_table abgelegten Kenn-
linien (bei Bedarf durch Interpolation) ermittelt. Ist dies nicht mo¨glich, weil die init()-
Methode nicht ausgefu¨hrt wurde oder fu¨r die vorliegende Auslenkung keine Kapazita¨ts-
werte verfu¨gbar sind, werden die capacitance()-Methoden der enthaltenen Instanzen
von imtk_comb_electrode aufgerufen, um die Kapazita¨t zu bestimmen.
Optional kann beim Aufruf von capacitance() oder frame_capacitance() ein Aus-
lenkwinkel angegeben werden. Die Kapazita¨t wird dann nicht fu¨r die Momentanauslen-
kung des Objekts, sondern entsprechend der angegebenen Auslenkung zuru¨ckgegeben.
Voraussetzung fu¨r die Verfu¨gbarkeit dieser Option ist allerdings ein initialisiertes Objekt
(init() wurde ausgefu¨hrt).
gA¨nderungen an der Geometrie der Antriebselektrode fu¨hren im Allgemeinen zu A¨nderungen der Kenn-
linien. Tritt ein solcher Fall ein, wird dies automatisch festgestellt und fu¨hrt zu einer Neu-Initialisierung.
Dabei wird die Datei init_data__[OBJEKTNAME].mat aktualisiert.
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Abb. F.5: Charakteristiken des SINUS-Scanners. Die U¨bersicht wurde mit der Methode
plot_cc() erzeugt. Diese dient dazu, dem Entwerfer einen U¨berblick u¨ber die fu¨r
ein Scanner-Objekt gu¨ltigen Kennlinien (Wertetabellen) zu verschaffen.
damping torque() gibt das fu¨r eine bestimmte Winkelauslenkung und Winkelge-
schwindigkeit wirksame Da¨mpfungsdrehmoment zuru¨ck. Dabei werden sowohl die Bei-
tra¨ge der Spiegelplatte bzw. des beweglichen Rahmens, als auch der Beitrag der Antriebs-
elektroden beru¨cksichtigt:∣∣∣ ~Md∣∣∣ = damping torque( p, ax, ω ) +Md,y′ (F.19)
Dabei ist p das jeweils enthaltene Objekt einer Subklasse von imtk_plate (also die Spie-
gelplatte oder der bewegliche Rahmen); ax definiert die Achse, um welche die Auslenkung
stattfindet; ω ist die Winkelgeschwindigkeit der ausgelenkten Struktur. Md,y′ ist das sich
fu¨r die jeweilige Antriebselektrode ergebende Da¨mpfungsdrehmoment:
Md,y′ =
{
ωMd,norm : damping table 6= 0
damping torque( e, ax, ω ) : sonst
(F.20)
Md,norm entspricht dabei dem auf eine Winkelgeschwindigkeit von 1 1/s normierte Da¨mp-
fungsdrehmoment. Es wird durch Interpolation zwischen den in damping_table hinterleg-
ten Werten bestimmt. Voraussetzung ist daher eine zuvor durchgefu¨hrte Initialisierung
des Objekts. Ist diese Bedingung nicht erfu¨llt oder kein fu¨r die aktuelle Auslenkung
gu¨ltiger Wert in damping_table hinterlegt, wird die damping_torque()-Methode der
jeweiligen Kammelektrode (symbolisiert durch e) aufgerufen.
Der Grund fu¨r eine Unterscheidung zwischen der Da¨mpfung der bewegten Platte (bzw.
des Rahmens) und der Da¨mpfung der Kammelektrode innerhalb Gl. (F.19) liegt in der
Tatsache, dass die auf eine kippende Platte wirkende Da¨mpfung u¨berproportional mit
der Winkelgeschwindigkeit ansteigt (siehe dazu Abschnitt 3.3.4). Aufgrund dieser Nicht-
linearita¨t kann die fu¨r die Berechnung des Da¨mpfungsdrehmoments beno¨tigte Information
nicht in Form einer normierten Kennlinie hinterlegt werden. Da dessen Berechnung mit
einem vergleichsweise geringen Aufwand verbunden ist (vgl. Gl. (3.111) bzw. (3.114)),
stellt dies jedoch kein Problem dar.
Optional kann beim Aufruf von damping_torque() oder frame_damping_torque()
wieder ein Auslenkwinkel angegeben werden. Das Drehmoment wird dann nicht fu¨r die
Momentanauslenkung des Objekts, sondern entsprechend der angegebenen Auslenkung
berechnet. Voraussetzung fu¨r die Verfu¨gbarkeit dieser Option ist ein initialisiertes Objekt.
driving torque() berechnet das von den Antriebselektroden aufgebrachte elektro-
statische Drehmoment in einer Auslenkungsrichtung des Mikroscanners. Als Parameter
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wird eine elektrische Spannung U erwartet. Optional kann auch ein von der aktuellen
Auslenkung abweichender Winkel angegeben werden.
Zur Berechnung des Drehmoments wird nicht die electrostatic_torque()-Methode
der enthaltenen Kammelektroden genutzt. Stattdessen wird der zentrale Differenzenquo-
tient, a¨hnlich Gl. (F.7), mithilfe der capacitance()-Methode des Objekts berechnet:
Mel,x ≈ U
2
2
capacitance( U, θx+∆θ/ )− capacitance( U, θx−∆θ/ )
∆θ
(F.21)
Mel,y ≈ U
2
2
frame capacitance( U, θy+∆θ/ )− frame capacitance( U, θy−∆θ/ )
∆θ
(F.22)
Anders als in Gl. (F.7) mu¨ssen die Bestandteile des Mikroscanners demnach nicht ro-
tiert werden um den Kapazita¨tsanstieg zu bestimmen. Stattdessen wird auf die in
capacitance_table hinterlegte Kennlinie zuru¨ckgegriffen. Auf diese Weise la¨sst sich die
Berechnung des Antriebsdrehmoments erheblich beschleunigen. Voraussetzung fu¨r einen
Aufruf von driving_torque() bzw. frame_driving_torque() ist dementsprechend ein
initialisiertes Objekt.
torsional torque() gibt das ru¨ckstellende mechanische Drehmoment der Torsions-
federaufha¨ngung zuru¨ck. Dabei kann als optionaler Parameter ein Auslenkwinkel angege-
ben werden; ansonsten wird das Drehmoment fu¨r die aktuelle Auslenkung berechnet. Es
wird in jedem Fall davon ausgegangen, dass die Aufha¨ngung aus zwei gleichen Torsions-
federn besteht. Das Drehmoment ergibt sich demnach zu
Mmech = 2 · torsional torque( fl, θ ) (F.23)
mit fl als dem jeweils aktiven Torsionsfeder-Objekt (Klasse imtk_flexure).
transient() fu¨hrt eine transiente Simulation des Bauelementverhaltens durch. Da-
zu muss ein Objekt der Klasse imtk_voltage_source u¨bergeben werden, welches den der
Simulation zugrunde liegenden Verlauf der Antriebsspannung festlegt. Außerdem wird
die Zeitspanne der Simulation und die Startbedingung fu¨r die Freiheitsgrade u¨bergeben.
Ru¨ckgabewerte sind die Simulationszeit und die zugeho¨rigen Werte fu¨r die Auslenkungen
und Winkelgeschwindigkeiten. Ein Beispiel fu¨r die Nutzung der transient()-Methode
findet sich in Anhang F.6 (Listing 8).
Die innerhalb der Methode realisierten, mathematischen Ansa¨tze und deren Eigen-
schaften und Einschra¨nkungen werden im folgenden Abschnitt im Detail diskutiert.
Es folgt daher an dieser Stelle lediglich eine kurze Beschreibung der zusa¨tzlich in
transient() verfu¨gbaren Funktionalita¨t. Sie kann anhand sogenannter Parameterschal-
ter [120] aktiviert oder deaktiviert werden, welche beim Aufruf zusa¨tzlich angegeben wer-
den (siehe auch IMtk Online Manual):
1. ’SaveAllResults’: Alle wa¨hrend der transienten Simulation als Zwischenergebnis
berechneten Spannungs- und Momentenverla¨ufe werden zusa¨tzlich zu den Ergebnis-
gro¨ßen (Auslenkwinkel und Winkelgeschwindigkeit) gespeichert. Sie ko¨nnen nach
der Simulation in der globalen Struktur IMTK.transient.result abgerufen wer-
den. (Standardma¨ßig deaktiviert.)
2. ’ShowGraph’: Der Verlauf der Simulation wird interaktiv in einem MATLAB R©-
Figure dargestellt. (Standardma¨ßig aktiviert.)
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3. ’StopAtZeroCross’: Die transiente Simulation stoppt beim ersten Nulldurchgang
der Auslenkung. (Standardma¨ßig deaktiviert.)
4. ’StopAtExtremum’: Die transiente Simulation stoppt beim ersten Extrempunkt der
Auslenkung, also beim ersten Nulldurchgang der Winkelgeschwindigkeit.
(Standardma¨ßig deaktiviert.)
5. ’StopAtCutOff’: Die transiente Simulation stoppt, wenn die Amplitude der Aus-
lenkung um mehr als die Ha¨lfte geringer wird als das absolute Maximum der Aus-
lenkung. (Standardma¨ßig deaktiviert.)
6. ’HighPrecision’: Zur numerischen Lo¨sung der Bewegungsdifferentialgleichungen
wird anstelle des standardma¨ßig genutzten Runge-Kutta-Verfahrens [65, 120] das
zum Erreichen ho¨herer Rechengenauigkeiten besser geeignete, dafu¨r aber aufwa¨ndi-
gere Adams-Verfahren [120] verwendet. (Standardma¨ßig deaktiviert.)
7. ’Postprocessing’: Nach Abschluss der transienten Simulation wird fu¨r den resul-
tierenden Schwingungsverlauf die Amplitude und Frequenz in Abha¨ngigkeit von der
Simulationszeit bestimmt. Die Ergebnisse werden innerhalb der globalen Struktur
IMTK.transient.result abgelegt. (Standardma¨ßig deaktiviert.)
Es soll an dieser Stelle noch angemerkt werden, dass sich die Parameterschalter
’StopAtZeroCross’, ’StopAtExtremum’ und ’StopAtCutOff’ nicht miteinander kom-
binieren lassen. Werden mehrere dieser Schalter aktiviert, wird nur der zuletzt gesetzte
beru¨cksichtigt.
open loop response() simuliert die Frequenz-Antwort eines Mikroscannerspiegels.
Als Parameter werden die Antriebsspannung und die Parameter des Frequenz-Sweeps
u¨bergeben. Innerhalb der Methode wird dann eine den Vorgaben entsprechende Span-
nungsquelle erzeugt und eine transiente Simulation durchgefu¨hrt. Ru¨ckgabewerte der
Methode sind die Simulationszeit und die zugeho¨rigen Verla¨ufe der Amplitude und Fre-
quenz der Schwingung. Mit der ebenfalls in der IMtk -Bibliothek enthaltenen Funktion
imtk_plot_response_curves() ko¨nnen mehrere Simulationen mit verschiedenen Puls-
spannungen in einer Darstellung zusammengefasst werden. Dabei kann unter anderem
auch ein fu¨r die jeweilige Anwendung zula¨ssiger Amplitudenbereich angegeben werden.
Anhand dieser Information und den Verla¨ufen der Frequenz-Antwortkurven fu¨r verschie-
dene Pulsspannungen ermittelt die Funktion imtk_plot_response_curves() dann eine
Prognose fu¨r die Bandbreite des Bauelements im Arbeitspunkth. Diese kann dann zu-
sammen mit der Antwortkurvenschar dargestellt werden (Abb. F.6). Ein Beispiel fu¨r eine
Anwendung der Methode open_loop_response() findet sich in Anhang F.6 (Listing 9).
closed loop equilibrium() ermittelt den stationa¨ren Zustand (Arbeitspunkt) ei-
nes Mikroscannerspiegels im synchronisierten Betrieb. Dazu kann wahlweise eine Puls-
spannung oder eine Amplitude als Randbedingung u¨bergeben werden. Die Methode be-
stimmt dann die jeweils verbleibende Gro¨ße, sodass sich bei synchronisierter Anregung
und einem Tastverha¨ltnis τ/T = 0.5 ein stabiler Arbeitspunkt einstellt. Zusa¨tzlich wird
die sich fu¨r diesen Arbeitspunkt ergebende Oszillationsfrequenz zuru¨ckgegeben.
hAls Bandbreite wird in diesem Zusammenhang derjenige Frequenzbereich bezeichnet, in dem das Bau-
element bei Annahme eines vorgegebenen Amplituden- und Spannungsbereichs stabil bei parametrischer
Anregung betrieben werden kann.
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Abb. F.6: Simulierte Frequenz-Antwortkurven eines SINUS-Scanners. Die Abbildung wurde
mithilfe der IMtk -Funktion imtk_plot_response_curves() erstellt. Es ergibt sich
demnach fu¨r einen Amplitudenbereich θˆ = 10 . . . 12 ◦ und eine Antriebsspannung
von maximal 15 V eine Bandbreite von lediglich 0.7 Hz mit einer Mittenfrequenz
von 259.9 Hz.
Zur Bestimmung des stationa¨ren Zustands wird folgendes, sich aus der Energiebilanz
eines Mikroscanners ergebendes nichtlineares Optimierungsproblem gelo¨st:(∫ 0
−θˆ
driving torque( Ut→∞, θ ) dθ +
∫ θˆ
−θˆ
damping torque( θ˙, θ ) dθ
)2
→ Min
mit [θ, θ˙] = transient( Ut→∞, [t0 = 0, t1 = T/2], [θ0 = −θˆt→∞, θ˙0 = 0] ) (F.24)
Dabei legen t0 die Startzeit, t1 die Endzeit sowie θ0 und θ˙0 die Startwerte einer transienten
Simulation fest; Ut→∞ und θˆt→∞ sind die Pulsspannung bzw. die Amplitude im einge-
schwungenen Zustand. Wird einer der Parameter Ut→∞ oder θˆt→∞ als Randbedingung
(bei Aufruf der Methode) vorgegeben, kann der jeweils verbleibende durch Optimierung
bestimmt werden:
Ausdruck (F.24) wird null (minimal), wenn die Arbeit, welche der elektrostatische Antrieb
des Bauelements wa¨hrend einer halben Periodendauer verrichtet, genauso groß wird wie
die durch Da¨mpfung umgewandelte Energie. Dies entspricht dem stationa¨ren Zustand
des Systems.
Ein Beispiel fu¨r die Anwendung der Methode closed_loop_equilibrium() findet sich
wieder in Anhang F.6 (Listing 10).
stability regions() berechnet die Verzweigungswerte (Abschnitt 4.1.3) der Puls-
folgefrequenz fu in Abha¨ngigkeit von der Pulsspannung Uˆ und stellt diese in Form eines
Bifurkationsdiagramms dar. Abbildung F.7 entha¨lt die sich fu¨r den SINUS-Scanner erge-
benden Verla¨ufe. Der zur Berechnung der Verzweigungswerte nach Gl. (4.20) beno¨tigte
Parameter r1 wird anhand des folgenden zentralen Differenzenquotienten bestimmt (siehe
dazu Gl. (2.25)):
r1 ≈ 2 driving torque( U, ∆θ/ )− driving torque( U, −∆θ/ )
∆θ
∣∣∣∣
U=1
(F.25)
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Abb. F.7: Bestimmung der Stabilita¨tseigenschaften des Schwingungssystems mit dem IMtk.
Die Abbildung entha¨lt das mithilfe der Methode stability_regions() erstellte
Bifurkationsdiagramm des SINUS-Scanners.
Die Verzweigungswerte fcr3 werden nicht mithilfe der in Abschnitt 4.1.3 ermittelten Zu-
sammenha¨nge berechnet. Der Grund dafu¨r liegt in der Tatsache, dass mit der nichtlinea-
ren Bewegungsgleichung (2.29) der Verlauf des Antriebsmoments ausschließlich fu¨r kleine
Auslenkungen (|θx| < θc,x) korrekt beru¨cksichtigt werden kann (siehe dazu Abb. 2.11a).
Zur Berechnung des Verlaufs von fcr3 wird daher ein anderer Ansatz genutzt:
Wie aus Abschnitt 4.1.4 deutlich wird, entspricht der dynamische Zustand bei fu = fcr3
auf dem oberen Zweig der Hysterese (R = Rs2) dem Zustand des Bauelements bei syn-
chronisiertem Antrieb. Zur Bestimmung des Verlaufs fcr3 = f(Uˆ) kann daher die Methode
closed_loop_equilibrium() genutzt werden. Dazu wird fu¨r eine gegebene Spannung
Uˆ der Gleichgewichtspunkt bei synchronisierter Anregung bestimmt. Die dazugeho¨rige
Pulsfolgefrequenz entspricht dann gerade fcr3.
Die Methode stability_regions() kann genutzt werden, um das Anschwingverhal-
ten eines Bauelements zu untersuchen bzw. zu optimieren. Gleiches gilt fu¨r die Hysterese
bzw. den Arbeitspunkt. Dabei werden entsprechend Gl. (4.20) und Abschnitt 4.1.4 so-
wohl die nichtlinearen mechanischen und elektrostatischen Eigenschaften, als auch die
Da¨mpfung des Bauelements beru¨cksichtigt.
stability voltage() dient zur Bestimmung der Pull-in-Spannungen (Stabilita¨ts-
spannungen) eines Mikroscannerspiegels. Als Parameter ko¨nnen dazu optional die Stei-
figkeiten der Aufha¨ngung u¨bergeben werden. Diese lassen sich beispielsweise mithilfe der
FEM bestimmen. Die Methode gibt vier Spannungswerte zuru¨ck. Diese entsprechen
den Pull-in-Spannungen der drei in Abschnitt 3.4.4 betrachteten parasita¨ren Freiheits-
grade eines Mikroscannerspiegels. Der vierte Wert ist der Ru¨ckgabewert der Methode
stability_voltage() des enthaltenen imtk_comb_electrode-Objekts und entspricht
somit der geringsten Stabilita¨tsspannung aller enthaltenen Fingerelektroden.
Werden keine Steifigkeiten als Parameter u¨bergeben, wird das jeweilige ru¨ckstel-
lende mechanische Moment basierend auf den geometrischen Eigenschaften der ent-
haltenen Torsionsfedern mit den in den Gln. (3.128 - 3.130) vorgestellten Zusam-
menha¨ngen analytisch bestimmt. Zur Berechnung der Anstiege der elektrostatischen
Momente entsprechend Gl. (3.126) werden die Methoden electrostatic_force() bzw.
electrostatic_torque() des enthaltenen imtk_comb_electrode-Objekts aufgerufen.
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Tabelle F.6: Einflussmatrix zur Auslegung gerader Torsionsfedern (h = const).
l → ≈ 1k ≈ 1k ≈ 1k ≈k ≈
√
1
k3
w → ≈k3‖ ≈k ≈k‖ ≈ 1k ‖ ≈
√
k3
↓ ↓ ↓ ↓ ↓
kt,x′ maxσii|θ=θˆ maxσij |θ=θˆ maxσii|az=2000g Upi
‖Nur gu¨ltig fu¨r w  h; siehe Abschnitt 3.2.1.
Dabei wird die von diesem Objekt bereitgestellte Funktionalita¨t zur Nutzung von Sym-
metrien entsprechend Tabelle F.5 (S. 229) angewandt.
shock stress() bestimmt die maximal auftretende mechanische Hauptnormal-
spannung innerhalb des Bauelements bei einer Beschleunigung in z-Richtung. Als
Parameter wird die Beschleunigung als Faktor der Schwerebeschleunigung g erwartet.
Die Berechnung der Spannung erfolgt nach Gl. (3.54) und ist daher ausschließlich fu¨r
gerade Torsionsfedern gu¨ltig. Außerdem mu¨ssen die in Abschnitt 3.2.3 diskutierten
Einschra¨nkungen bezu¨glich der Gu¨ltigkeit des zugrunde liegenden analytischen Modells
beachtet werden (vgl. dazu auch Abb. 3.13 und Abb. 3.14). Die beschleunigte Masse
wird mit der mass()-Methode des Scanner-Objekts ermittelt.
dynamic deformation() bestimmt den quadratischen Mittelwert und den Maximal-
wert der dynamischen Deformation entsprechend Gl. (3.82) und gibt beides zuru¨ck. Es
ko¨nnen zurzeit ausschließlich Deformationen fu¨r Spiegelplatten mit l = w bestimmt wer-
den. Fu¨r abweichende Geometrien wird eine Fehlermeldung ausgegeben.
find flexure() bestimmt die optimale La¨nge und Breite einer geraden Torsions-
feder, sodass eine bestimmte Eigenresonanzfrequenz fx bei mo¨glichst hoher Auslenkung
erreicht wird. Dazu wird eine nichtlineare Optimierung mit Nebenbedingungen durch-
gefu¨hrt, wobei die Pull-in-Spannung des Bauelements (stability_voltage()), die er-
reichbare Auslenkung bei synchronisierter Anregung (closed_loop_equilibrium()) und
die mechanischen Spannungen (tensile_stress(), shear_stress(), shock_stress())
beru¨cksichtigt werden. Die dazu genutzten Zusammenha¨nge sind in Tabelle F.6 in Form
einer Einflussmatrix zusammengefasst. Dabei entspricht k einem dimensionslosen Faktor,
welcher die Skalierung in Abha¨ngigkeit von der jeweiligen geometrischen Gro¨ße (Breite w,
La¨nge l) angibt.
Beim Aufruf der Methode ko¨nnen optional Parameter wie maximal zula¨ssige mecha-
nische Spannungen oder Parameter-Restriktionen wie Mindestbreite der Torsionsfeder
angegeben werden. Die sich fu¨r den gefundenen Entwurfspunkt ergebenden Eigenschaf-
ten werden in einer U¨bersicht ausgegben. Ein Beispiel fu¨r einen Aufruf der Methode
find_flexure() ist in Listing 2 enthalten.
Die Klasse imtk microscanner 2d dient zur Modellierung von 2D-Mikroscanner-
spiegeln mit Out-of-plane-comb-Antrieb entsprechend Abschnitt 2.3. Sie ist eine
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Listing 2: Beispiel fu¨r einen Aufruf der Methode find flexure(). Das fu¨r die Op-
timierung genutzte Objekt wird mit den Standard-Eigenschaften der Klasse
imtk_microscanner erstellt. Fu¨r die Optimierung werden Restriktionen bezu¨glich
der Federla¨nge und -breite angegeben (siehe IMtk -Online-Manual).
>> ms = imtk_microscanner ();
>> [l,w] = find_flexure(ms , 5000, ’lmax’, 400e-6, ’wmin’, 2e-6, ...
’sigmamax ’, 1e+9)
5 ======================================================
Optimal flexure parameters w = 20.5um , l = 394.6um:
Pull -in voltage: 254.6V
Maximum deflection @185.1V: 17.3 ◦ (f = 5.00 kHz)
Maximum tensile stress @17.3 ◦ : 1.1e+09Pa <== Check with FEM
10 Maximum shear stress @17.3 ◦ : 1e+09Pa
Maximum tensile stress @2500g: 9.9e+07Pa
======================================================
l =
15 3.9461e-04
w =
2.0506e-05
Subklasse von imtk_movable_frame und entha¨lt außerdem eine Instanz der Klasse
imtk_microscanner. Diese wird als Parameter beim Aufruf des Konstruktors erwartet
und kann anschließend nicht mehr vera¨ndert werden.
Neben den von der Basisklasse imtk_movable_frame geerbten sind innerhalb der
Klasse imtk_microscanner_2d eine Reihe von zusa¨tzlichen Methoden implementiert.
Teilweise stellen diese jedoch keine wirklich neue Funktionalita¨t zur Verfu¨gung, son-
dern dienen nur zur Realisierung einer komfortablen bzw. konsistenten Programmier-
Schnittstelle der Klasse. Dazu geho¨ren capacitance_2d(), damping_torque_2d() und
driving_torque_2d(). Sie rufen lediglich die entsprechenden Methoden der enthaltenen
Klassen imtk_microscanner und imtk_movable_frame auf. Dabei wird bei der Anga-
be einer Auslenkung anstelle eines Skalars ein Vektor mit zwei Komponenten (θx, θy)
T
erwartet. Dementsprechend ist der Ru¨ckgabewert ebenfalls ein Vektor.
Es folgt eine U¨bersicht zu den innerhalb der Klasse imtk_microscanner_2d imple-
mentierten Methoden mit zusa¨tzlicher fu¨r die Klasse spezifischer Funktionalita¨t:
init() initialisiert die Wertetabellen (Look-up-tables eines Objekts der Klasse
imtk_microscanner_2d. Dazu werden die init()-Methoden der enthaltenen Objekte
(imtk_microscanner und imtk_movable_frame) aufgerufen.
Fu¨r 2D-Mikroscannerspiegel ergibt sich noch eine Besonderheit bezu¨glich der Initiali-
sierung: Die Massentra¨gheit des jeweiligen beweglichen Rahmens ist von der Auslenkung
der darin enthaltenen Spiegelplatte abha¨ngig. Um dem Rechnung zu tragen, wird der
Verlauf der gekoppelten Massentra¨gheit ebenfalls in der init()-Methode bestimmt und
als diskrete Kennlinie Jyy = f(θx) in einer Wertetabelle abgelegt.
plot cc() dient zur Darstellung der in einem 2D-Scanner-Objekt enthaltenen Cha-
rakteristiken. Zusa¨tzlich zu den bereits in der gleichnamigen Methode der Klasse
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Abb. F.8: Charakteristiken eines 2D-Mikroscannerspiegels. Die U¨bersicht wurde mit der Me-
thode plot_cc() erzeugt. Das entsprechende Skript findet sich als Beispiel in An-
hang F.6 (Listing 11).
imtk_microscanner dargestellten Eigenschaften werden die mechanischen Kopplungen
zwischen den beiden genutzten Bewegungsfreiheitsgraden eines 2D-Mikroscannerspiegels
beru¨cksichtigt. Abbildung F.8 entha¨lt eine entsprechende mit plot_cc() erzeugte Dar-
stellung.
torsional torque 2d() bzw. moment of inertia 2d() geben die ru¨ckstellenden
mechanischen Momente bzw. die Massentra¨gheit des 2D-Scanners, jeweils unter Beru¨ck-
sichtigung der mechanischen Kopplung zwischen den beiden genutzten Bewegungsfrei-
heitsgraden, zuru¨ck.
Die gekoppelte Massentra¨gheit wird dabei aus Performance-Gru¨nden ausschließlich
anhand des innerhalb der init()-Methode berechneten diskreten Kennlinienverlaufs
(Abb. F.8) bestimmt. Voraussetzung fu¨r eine Nutzung dieser Methode ist daher ein
initialisiertes Objekt.
Ist die Eigenschaft cross_coupling_table ungleich null (also gesetzt), wird inner-
halb der Methode torsional_torque_2d() die mechanische Kreuzkopplung zwischen den
Scanner-Achsen beru¨cksichtigt. Das ru¨ckstellende mechanische Moment der Spiegelplatte
ergibt sich dann zu:
Mmech,x = 2 · torsional torque( fl, θx ) + Mcross (F.26)
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Dabei wird Mcross = f(θx, θy) durch Interpolation zwischen den in der Eigenschaft
cross_coupling_table hinterlegten Koppel-Matrizen bestimmt. Diese ko¨nnen mithil-
fe von FE-Modellen oder experimentellen Untersuchungen ermittelt werden. Ein Beispiel
fu¨r den Verlauf von Mcross in Abha¨ngigkeit von den Auslenkungen θx und θy ist in Abb. F.8
enthalten.
transient 2d() entspricht in ihrer Funktionalita¨t der transient()-Methode der
Klasse imtk_mikroscanner. Sie ermo¨glicht die transiente Simulation eines 2D-
Mikroscannerspiegels unter Beru¨cksichtigung der Kopplungen zwischen den beiden ge-
nutzten Bewegungsfreiheitsgraden. Als Parameter werden zwei Objekte der Klasse
imtk_voltage_source erwartet. Außerdem werden beim Aufruf die Zeitspanne der Si-
mulation und die Startbedingungen der Freiheitsgrade festgelegt. Ein Beispiel fu¨r die
Nutzung der transient_2d()-Methode findet sich in Anhang F.6 (Listing 12).
A¨hnlich der transient()-Methode kann das Verhalten anhand von Parameter-
schaltern beeinflusst werden. Fu¨r die transient_2d()-Methode stehen jedoch nur die
folgenden Optionen zur Auswahl: ’SaveAllResults’, ’ShowGraph’, ’Refine’ und
’HighPrecision’ (siehe dazu S. 236f).
Neben den in diesem Abschnitt beschriebenen Klassen entha¨lt die IMtk -Bibliothek auch
Funktionen. Diese sind im Gegensatz zu Methoden durch den Pra¨fix imtk_ gekennzeich-
net. Exemplarisch sei an dieser Stelle auf imtk_plot_phasepicture() verwiesen, welche
die praktische Umsetzung des in Abschnitt 3.5 beschriebenen Verfahrens zur Bestimmung
der Leistungsdichteverteilung im Fernfeld realisiert (siehe Abb. 3.37). Als Ausgangspunkt
dient dazu ein messtechnisch oder mithilfe der FEM ermitteltes Deformationsprofil der
Spiegeloberfla¨che. Da dieses keine Eigenschaft einer der im IMtk implementierten Klassen
darstellt, ist die Implementation als Funktion gerechtfertigt. Eine vollsta¨ndige U¨bersicht
der im IMtk implementierten Funktionen findet sich in Anhang F.2.
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F.6 Beispiele
Zur Verdeutlichung der angewandten Konzepte folgt eine Reihe von Beispielen fu¨r
MATLAB R©-Skripte, welche auf die IMtk -Klassenbibliothek zuru¨ckgreifen. Sie dienen
gleichzeitig als Referenzen fu¨r Abschnitt 6.2, sowie Anhang F.5.
Listing 3: Erzeugen einer Kammelektrode. Die Position und Ausrichtung der in einer Kamm-
elektrode enthaltenen Finger wird mit einer Matrix festgelegt. Diese kann mithilfe
einer margin()-Methode oder manuell erzeugt werden.
% Parameter der Kammelektrode
w = 1.5e-6;
bw = 1.5e-6;
l = 58.5e-6;
5 d = 5e-6;
step = w + bw + 2*d;
% Erzeuge Margin -Matrix , welche die Anordnung
10 % der Elektroden festlegt (Beispiel elliptische Platte)
ep = imtk_elliptical_plate(’length ’, 1.5e-6, ...
’width’, 2e-6);
m = margin(ep , step);
15 % Erzeuge Kammelektrode
ce = imtk_comb_electrode(m, ...
’width’, w, ...
’bwidth ’, bw , ...
’length ’, l, ...
20 ’distance ’, d, ...
’capacitance_model ’, ’fem_fit ’);
% Berechne C im unausgelenkten Zustand
C1 = capacitance(ce);
25
% Berechne C bei 20 ◦ Verkippung um die y-Achse
C2 = capacitance( rotate (ce, imtk_axis(’y’), 20));
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Listing 4: Erzeugen einer gedrehten und verschobenen Torsionsfeder. Um die absolute Posi-
tion einer Torsionsfeder festzulegen, muss deren Referenz verschoben bzw. rotiert
werden. Die Eigenschaften displacement und rotation des Objekts beziehen sich
auf die Momentanauslenkung der Feder.
% Erzeugen einer um 90 ◦ um die z-Achse gedrehten , um
% 750µm in x-Richtung verschobenen Referenz
ref = imtk_reference(’displacement ’, [750e-6; 0; 0], ...
’rotation ’, [0,-1,0; 1,0,0; 0, 0, 1]);
5
% Alternativ kann die Referenz auch erst erzeugt und dann
% rotiert und verschoben werden
ref = imtk_reference ();
ref = rotate (ref , imtk_axis(’z’), 90);
10 ref = displace(ref , imtk_axis(’x’), 750e-6);
% Erzeugen einer Torsionsfeder entsprechend der Referenz
fl = imtk_flexure(ref , ...
’length ’, 200e-6, ...
15 ’width ’, 10e-6);
Listing 5: Verwaltung von Referenzen in Superreferenzen. Eine Superreferenz kann beliebig
viele Referenzen oder weitere Superreferenzen verwalten. Aufgrund der besonderen,
globalen Implementation aller Referenz-Objekte a¨ndern displace() bzw. rotate()
die Eigenschaften, auch ohne dass das Objekt auf sich selbst zuru¨ck geschrieben
wird.
% Erzeugen von zwei Referenzen und zwei Superreferenzen
ref1 = imtk_reference ();
ref2 = imtk_reference ();
sref1 = imtk_superreference ();
5 sref2 = imtk_superreference ();
% Hinzufu¨gen von ’ref1 ’ zu ’sref1 ’
add_reference(sref1 , ref1);
10 % Hinzufu¨gen von ’sref1 ’ und ’ref2 ’ zu ’sref2 ’
add_reference(sref2 , {sref1 , ref2 });
% Rotation aller in ’sref2 ’ enthaltenen Referenzen (’sref1 ’, ’ref2 ’)
% um 45 ◦
15 rotate (sref2 , imtk_axis(’x’), 45);
% Verschieben der aller in ’sref1 ’ enthaltenen Referenzen (’ref1 ’)
% um 10µm
displace(sref1 , imtk_axis(’y’), 10e-6);
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Listing 6: Realisierung von Sweeps mit der Klasse imtk voltage source. Werden Vektoren
als Parameter u¨bergeben, wird ein mehrstufiger Sweep durchgefu¨hrt. Verschiedene
Sweeps lassen sich bei Bedarf auch kombinieren.
% Frequenz -Sweep in drei Stufen: Die Pulsfolge beginnt mit einer
% Frequenz von 500 Hz; bis zu einer Zeit von 100 ms fa¨llt sie linear
% auf 300 Hz; dann bis 200 ms auf 260 Hz, anschließend bis 400 ms auf
% 250 Hz. Ab da bleibt sie konstant.
5 vs = imtk_voltage_source(’shape’, ’pulse’, ...
’magnitude ’, 10, ...
’frequency ’, 500, ...
’pulse_length ’, 1e-3, ...
’frequency_sweep ’, true , ...
10 ’sweep_time ’, [100e-3 200e-3 400e-3], ...
’fsweep_frequency ’, [300 260 250]);
15 % Spannungs -Sweep: Die Pulsfolge beginnt mit einer Pulsspannung von
% 10 V; bis zu einer Zeit von 100 ms steigt sie
% auf 15 V an. Bei U¨bergabe von Vektoren sind ebenfalls
% mehrstufige Sweeps mo¨glich.
vs = imtk_voltage_source(’shape’, ’pulse’, ...
20 ’magnitude ’, 10, ...
’frequency ’, 500, ...
’pulse_length ’, 1e-3, ...
’voltage_sweep ’, true , ...
’sweep_time ’, 100e-3, ...
25 ’vsweep_voltage ’, 15);
% Duty -Sweep: Die Pulsfolge beginnt mit einem Duty -Faktor von 0.5;
30 % bis zu einer Zeit von 100 ms steigt er auf 0.75 an. Bei
% U¨bergabe von Vektoren sind ebenfalls mehrstufige Sweeps mo¨glich.
vs = imtk_voltage_source(’shape’, ’pulse’, ...
’magnitude ’, 10, ...
’frequency ’, 500, ...
35 ’duty_factor ’, 0.5, ...
’pulse_length ’, 1e-3, ...
’duty_sweep ’, true , ...
’sweep_time ’, 100e-3, ...
’dsweep_factor ’, 0.75);
F.6 Beispiele 247
Listing 7: Berechnung der Stabilita¨tsspannungen eines SINUS-Scanners. Zur Bestimmung der
Stabilita¨tsspannungen ist ausschließlich das auf Fla¨chenprojektion basierende Modell
zur Kapazita¨tsberechnung geeignet. Bei Bedarf wird das Modell bei Aufruf von
stability_voltage() unter Ausgabe einer Warnung automatisch angepasst.
% Erzeugen eines Mikroscanner -Objekts
sinus = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.5e-3, ...
’plate.width’, 1.5e-3, ...
5 ’flexure.length ’, 200e-6, ...
’flexure.width’, 1.8e-6, ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
10 ’capacitance_model ’, ’projection ’);
% Berechnen der Stabilita¨tspannungen bezu¨glich der drei parasita¨ren
% Freiheitsgrade des Bauelements und der enthaltenen
% Fingerelektroden
15 [Ux, Uy, Uxy , Ufe] = stability_voltage(sinus );
Listing 8: Transiente Simulation eines SINUS-Scanners. Fu¨r eine transiente Simulation eines
Mikroscannerspiegels wird jeweils ein Objekt der Klassen imtk_microscanner und
imtk_voltage_source mit entsprechend gesetzten Eigenschaften beno¨tigt.
% Erzeugen eines Mikroscanner -Objekts
sinus = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.5e-3, ...
’plate.width’, 1.5e-3, ...
5 ’flexure.length ’, 200e-6, ...
’flexure.width’, 1.8e-6, ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
10 ’capacitance_model ’, ’fem_fit ’);
% Initialisieren des Objekts
sinus = init(sinus );
% Erzeugen einer Spannungsquelle mit geeigneten Parametern
15 % zur Simulation des synchronisierten Betriebs
vs = imtk_voltage_source(’shape’, ’pulse’, ...
’period ’, 2e-3, ...
’pulse_length ’, 1.2e-3, ...
’magnitude ’, 10, ...
20 ’trigger ’, true);
% Parameter der transienten Simulation
% Zeitspanne und Startwerte fu¨r die Freiheitsgrade (θx = 0, θ˙x = 0)
tspan = [0, 100e-3];
25 Y0 = [0, 0];
% transiente Simulation
[t, Y] = transient(sinus , vs, tspan , Y0);
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Listing 9: Simulation der Frequenz-Antwort-Kurve eines SINUS-Scanners. Die Methode
open_loop_response() erzeugt eine den Sweep-Parametern entsprechende Span-
nungsquelle und bestimmt anhand einer transienten Simulation den zeitlichen Ver-
lauf der Frequenz und Amplitude der sich ergebenden Auslenkung.
% Erzeugen eines Mikroscanner -Objekts
sinus = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.5e-3, ...
’plate.width’, 1.5e-3, ...
5 ’flexure.length ’, 200e-6, ...
’flexure.width’, 1.8e-6, ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
10 ’capacitance_model ’, ’fem_fit ’);
% Initialisieren des Objekts
sinus = init(sinus);
% Parameter der Antwortkurve
15 % Pulsspannung , Sweep -Zeiten , Sweep -Frequenzen
U = 15;
sweep_time = [0 200e-3];
sweep_frequency = [500 250];
20 % Simulation der Frequenzantwort (Zeit , Frequenz , Amplitude)
[t, f, A] = open_loop_response(sinus , U, sweep_time , sweep_frequency );
Listing 10: Statische Simulation eines SINUS-Scanners. Eine statische Simulation des
Bauelemente-Verhaltens ist ausschließlich fu¨r den synchronisierten Betrieb mo¨glich.
Alternativ kann der Methode closed_loop_equilibrium() auch eine Auslenkung
(’deflection’) als Parameter u¨bergeben werden. Der Ru¨ckgabewert ist dann die
beno¨tigte Antriebsspannung.
% Erzeugen eines Mikroscanner -Objekts
sinus = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.5e-3, ...
’plate.width’, 1.5e-3, ...
5 ’flexure.length ’, 200e-6, ...
’flexure.width’, 1.8e-6, ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
10 ’capacitance_model ’, ’fem_fit ’);
% Initialisieren des Objekts
sinus = init(sinus);
% statische Simulation des Bauelements bei synchronisiertem Antrieb
15 % und 15 V Antriebsspannung
[theta , f] = closed_loop_equilibrium(sinus , ’voltage ’, 15);
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Listing 11: Darstellung der Charakteristiken eines 2D-Scanners. Es wird ein Objekt der Klas-
se imtk_microscanner_2d erzeugt. Diesem werden die mithilfe der FEM berech-
neten Charakteristiken u¨bergeben. Zur U¨berpru¨fung werden diese anschließend
mit der Methode plot_cc() dargestellt (siehe Abb. F.8 auf S. 242).
% Einlesen von FEM -Ergebnissen mit der Funktion
% imtk_read_ansys_result ():
% Koppelmatrix und Federkennlinie fu¨r Spiegelplatte
5 result = imtk_read_ansys_result(’L12_BB_opt_23.csv’, ...
’mechanical_cross_coupling ’);
ccx = result {1};
CMx = result {3};
10 % Federkennlinie fu¨r beweglichen Rahmen
ccy = imtk_read_ansys_result(’L12_BB_opt_slow_axis.cvs’, ...
’flexure_characteristic ’);
% Parameter fu¨r Massentra¨gheiten (aus FEM)
15 Jxx = 0.75244e-14;
Jyy = 0.30895e-13;
% Erzeugen des 2D-Scanner -Objekts und U¨bergabe der Charakteristiken
ms = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
20 ’plate.length ’, 1.2e-3, ...
’plate.width’, 1.2e-3, ...
’flexure.length ’, 200e-6, ...
’flexure.width’, 11.8e-6, ...
’flexure.characteristic ’, ccx , ...
25 ’moment_of_inertia ’, Jxx , ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
’capacitance_model ’, ’fem_fit ’);
30
ms2d = imtk_microscanner_2d(ms , ...
’frame.subtype ’, ’elliptical ’, ...
’frame.length ’, 1.6e-3, ...
’frame.width’, 1.8e-3, ...
35 ’flexure.length ’, 220e-6, ...
’flexure.width’, 24.2e-6, ...
’flexure.characteristic ’, ccy , ...
’moment_of_inertia ’, Jyy , ...
’comb.length ’, 58.5e-6, ...
40 ’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
’capacitance.model’, ’fem_fit ’, ...
’cross_coupling_matrix ’, CMx);
% Initialisierung des Objekts
45 ms2d = init(ms2d);
% Darstellung der Charakteristiken
plot_cc(ms2d);
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Listing 12: Transiente Simulation eines 2D-Mikroscannerspiegels (Entwurfsbeispiel). Mithil-
fe der Methode transient_2d() wird das zeitliche Verhalten des 2D-Scanners
simuliert. Anschließend wird das resultierende Lissajous-Muster dargestellt
(Abb. 6.12, S. 161).
% Spiegelplatte
% =============
cc = imtk_read_ansys_result(’results_acc_53 .2 x200x1000_1.csv’, ...
’flexure_characteristic ’);
5
ms = imtk_microscanner(’plate.subtype ’, ’elliptical ’, ...
’plate.length ’, 1.19e-3, ...
’plate.width ’, 1.19e-3, ...
’flexure.length ’, 200e-6, ...
10 ’flexure.characteristic ’, cc , ...
’comb.length ’, 58.5e-6, ...
’comb.width ’, 1.5e-6, ...
’comb.bwidth ’, 1.5e-6, ...
’comb.step’, 13e-6, ...
15 ’comb.distance ’, 5e-6, ...
’capacitance_model ’, ’fem_fit ’, ...
’moment_of_inertia ’, 6.2376e -15);
% 2D-Scanner
20 % ==========
ms2d = imtk_microscanner_2d(ms , ...
’frame.subtype ’, ’elliptical ’, ...
’frame.length ’, 1.9e-3, ...
’frame.width’, 1.9e-3, ...
25 ’flexure.length ’, 200.9e-6, ...
’flexure.width’, 13e-6, ...
’comb.length ’, 58.5e-6, ...
’comb.step’, 13e-6, ...
’comb.distance ’, 5e-6, ...
30 ’capacitance_model ’, ’fem_fit ’);
% Initialisierung des Objekts
ms2d = init(ms2d);
35 % Spannungsquellen fu¨r die transiente Simulation
fx = 17000;
vsx = imtk_voltage_source(’shape’, ’pulse’, ...
’frequency ’, 2*fx , ...
’pulse_length ’, 1/fx/4, ...
40 ’magnitude ’, 140, ...
’trigger ’, true);
fy = 2500;
vsy = imtk_voltage_source(’shape’, ’pulse’, ...
45 ’frequency ’, 2*fy , ...
’pulse_length ’, 1/fy/4, ...
’magnitude ’, 75, ...
’trigger ’, true);
50 % Transiente Simulation
[t,Y] = transient_2d(ms2d , {vsx , vsy}, [0,0.1], [7.8 ,0 ,10 ,0]);
% Erzeuge Animation des LISSAJOUS -Musters
imtk_plot_lissajous(t, Y, 1, 500, 10);
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G Experimentelle Ergebnisse (Entwurfsbeispiel)
G.1 Charakterisierung
Die am Fraunhofer IPMS gefertigten Bauelemente werden in einem gro¨ßtenteils auto-
matisierten Prozess charakterisiert. Dabei werden die Eigenschaften bei synchronisierter
oder parametrischer Anregung ermittelt [122]. Es folgen die entsprechenden Ergebnisse
eines dem Entwurfsbeispiel (Abschnitt 6.2) entsprechenden Bauelements.
G.1.1 Synchronisierte Anregung
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Abb. G.1: Spiegelplatte bei synchronisierter Anregung (Entwurfsbeispiel).
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Abb. G.2: Beweglicher Rahmen bei synchronisierter Anregung (Entwurfsbeispiel).
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G.1.2 Parametrische Anregung
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Abb. G.3: Spiegelplatte bei parametrischer Anregung (Entwurfsbeispiel).
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Abb. G.4: Beweglicher Rahmen bei parametrischer Anregung (Entwurfsbeispiel).
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G.2 Dynamische Deformation
Mithilfe eines Weißlicht-Interferometers wurde die dynamische Deformation einer Spie-
gelplatte messtechnisch ermittelt. Dazu wurde die Oberfla¨che stroboskopisch mit einer
Frequenz entsprechend der Schwingfrequenz bei einer bestimmten Auslenkung erfasst.
Aufgrund geometrischer Einschra¨nkungen des Messaufbaus konnte die dynamische De-
formation nur bis zu einer maximalen Auslenkung von ca. 5 ◦ bestimmt werden. Die
gemessene Deformation kann jedoch anhand des Zusammenhangs (3.80) na¨herungsweise
auf beliebige Auslenkungen skaliert werden.
Abb. G.5: Experimentell ermittelter Verlauf der dynamischen Deformation (Entwurfsbeispiel).
Parameter der Messung: fx = 17.1 kHz, θˆx = 4.5
◦, rms δ = 11.2 nm, max δ = 25 nm
[125].
