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 This dissertation aims to reconsider the external behavior and internal 
structures of English nominal expressions in terms of syntax. 
 Chapter 1 observes how generative grammar has tried to capture the 
similarities and differences between noun phrases and sentences.  To capture the 
parallelism between the two, Chomsky (1970) proposed the X-bar theory, which is 
confronted with a problem concerning gerunds.  To solve this problem, Abney (1987) 
proposed the DP hypothesis, and analyzed the three types of gerunds in detail.  However, 
Abney’s analysis also faces some problems concerning ellipsis.  In addition, it is unclear 
what kind of categories D can select.  I will try to solve these problems throughout the 
thesis. 
 In Chapter 2, after briefly introducing technical apparatuses in DM, I consider 
the structure of deverbal nominals, such as criticism, based upon the observation in 
 v 
previous analyses.  Then, I explain the fact that deverbal nominals can be an antecedent 
of verb phrase ellipsis, while verb phrases cannot function as an antecedent of ellipsis in 
deverbal nominals.  I account for this contrast in terms of the syntactic identity condition 
on ellipsis, rather than morphological mismatches.  I also show that the proposed 
analysis can explain ellipsis in deadjectival nominals such as prettiness.  Further, I show 
how verb phrase ellipsis is reanalyzed if the present analysis is correct.  In addition, I 
demonstrate the importance of the syntactic identity condition on ellipsis by considering 
gapping in nominals. 
 Chapter 3 tries to explain the similarities and differences among the three types 
of gerunds: nominal gerunds (such as the girl’s reading of the sonnet), genitive gerunds 
(such as the girl’s reading the sonnet), and clausal gerunds (such as the girl reading the 
sonnet).  Concretely, I explain the fact that nominal gerunds and genitive gerunds can 
be elided while clausal gerunds cannot.  For this purpose, I analyze the three types of 
gerunds in terms of the Labeling Algorithm in Chomsky (2013, 2015).  I argue that the 
labels of nominal gerunds and genitive gerunds are determined to be DP by the standard 
Agreement whereas the label of clausal gerunds is specified as NP by nominal feature 
sharing.  The proposed analyses can not only account for the facts observed in the 
previous studies but also explain facts concerning ellipsis in principled ways. 
 Chapter 4 is dedicated to explaining the facts in sentence initial clauses.  On 
the one hand, it is observed that sentence initial that clauses (as in That John hit Mary is 
obvious) can behave as if they were normal subjects.  For instance, they allow Subject 
Auxiliary Inversion, as other nominal subjects do.  On the other hand, it is known that 
that clauses show the Condition C bleeding effects.  In addition, a pronoun in that 
clauses can have a bound-variable reading.  In fact, they allow the Condition C bleeding 
effects and bound-variable readings of pronouns at the same time.  To account for this 
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paradoxical behavior, I argue that sentence initial that clauses are base-generated in the 
(outer) Spec of TP and that bound-variable readings of pronouns are ensured by the 
mechanisms in Moulton (2013).  The proposed analysis also explains scope relations in 
that clauses.  In addition, the analysis can easily be carried over to the analysis of 
sentence initial to infinitives (as in For John to hit Mary is difficult) and the corresponding 
“displaced” constructions, namely, the it-that and it-for-to constructions (as in It is 
obvious that John hit Mary and It was difficult for John to hit Mary). 
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1.1 The X-bar Theory and the Lexicalist Hypothesis 
 Since early days of generative grammar, the relation between words and 
sentences has been a major issue.  For instance, Lees (1963) tried to derive nominal 
expressions from sentences by transformation.  He proposed the transformational rules 
which apply to sentences such as (1a) to produce derived nominals (DN) such as (1b).  
(1a) and (1b) have the structures in (2a) and (2b), respectively.1 
 
(1) a. He sells cars. 
b. He is the seller of cars. 
(2) a. NP1 + V + NP2 
b. NP1 + be + -er + V + of + NP2 
(adapted from Lees (1963: 70)) 
 
In these structures, the NP1 and NP2 correspond to he and cars, respectively.  The rules 
stipulate insertion of the copula be, the nominal suffix -er, and the preposition of to the 
structure in (2a) to produce the structure in (2b).  Thus, Lee’s analysis captures the 
relation between (1a) and (1b).2 
 On the other hand, Chomsky (1970) argued that nominals should be formed in 
lexicon rather than syntax because DNs are different from the corresponding verbs in a 
number of respects.  For instance, Chomsky points out that making nominals is less 
productive, their meanings are idiosyncratic/unpredictable, and their internal structures 
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are different from the corresponding verbs. 
 First, it is not always possible to make DNs corresponding to sentences.  The 
expressions in (4), which are counterparts of the sentences in (3), are all ungrammatical. 
 
(3) a. John is easy (difficult) to please. 
b. John is certain (likely) to win the prize. 
c. John amused (interested) the children with his stories. 
(Chomsky (1970: 188)) 
(4) a. *John’s easiness (difficulty) to please 
b. *John’s certainty (likelihood) to win the prize. 
c. *John’s amusement (interest) of the children with his stories 
(Chomsky (1970: 189)) 
 
 Second, the meanings of nominals are idiosyncratic/unpredictable.  Chomsky 
(1970: 189) lists the following words as examples: laughter, marriage, construction, 
actions, activities, revolution, belief, doubt, conversion, permutation, trial, residence, 
qualifications, and specifications.  For example, marrige has the unpredictable meaning 
of “wedding” in addition to the predictable meaning of “married relationship.”  
Residence can mean “house” other than “inhabiting.”  The meaning of specification is 
“detail” rather than “stipulate.” 
 Third, the internal structures of nominals seem to be different from the 
corresponding verbs.  Thus, while the DN proof can co-occur with the determiner the, 
the corresponding gerund cannot, as in (5). 
 
(5) a. the proof of the theorem 
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b. *the proving the theorem (Chomsky (1970: 189)) 
 
In addition, DNs cannot contain aspectual have in their structures, as in (6). 
 
(6) a. Guineve’s having presented a golden cup to Bertrand. 
b. *Guineve’s have(ing) presentation of a golden cup to Bertrand. 
(Abney (1987: 182)) 
 
Furthermore, a lot of DNs pluralize and occur with determiners such as John’s, as the 
following examples show: 
 
(7) a. John’s three proofs of the theorem 
b. several of John’s proofs of the theorem 
(Chomsky (1970: 189)) 
 
Lastly, DNs can occur in every position in which ordinaly nouns appear.  Thus, the DN 
advice can behave as a direct object of the double object construction as well as the 
subject and the direct object of the passivised double object construction, as in (8). 
 
(8) a. John gave Bill advice. 
b. Advice was given (to) Bill. 
c. Bill was given advice. 
 
 On the other hand, the contexts in which DNs and the corresponding verbs 
appear are closely related.  For example, both of them can have subjects and objects, as 
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we can see in (9). 
 
(9) a. several of John’s proof of the theorem 
b. John proved the theorem. 
 
 To account for the paradoxical behavior, Chomsky proposed the X-bar theory, 
which reformulates the phrase structure rules so that it can uniformly analyze VP, AP, and 
NP.  The X-bar theory provides the X-bar schema in (10), where X can be any one of V, 
A, or N, and … is replaced by the full range of structures that serve as complements. 
 
(10) X → X… (Chomsky (1970: 210)) 
 
The structure in (10) is further dominated by X, which corresponds to V, A, or N.  The 
phrase associated with X is called “specifier” of X.  Therefore, the whole phrase of any 
category of V, A, or N has the following schema in which Spec is the abbreviation of 
“specifier:” 
 
(11) X → [Spec, X] X (Chomsky (1970: 210)) 
 
On this structure, [Spec N] is analyzed as the determiners such as a or the, [Spec, V] as 
the auxiliary, and [Spec, A] as adverbs or adverbial phrases. 
 Based upon the X-bar theory, the phrase and the sentence in (9) have the 




(12)                  N 
 
      [Spec, N]                   N 
 
  several   [+def, N]      N                N 
 
             John    [prove, pl]       the      theorem 
(Chomsky (1970: 211)) 
(13)               S 
 
      N                       V 
 
     John          [Spec, V]            V 
 
                     past         V         N 
 
                               prove   the     theorem 
(Chomsky (1970: 211)) 
 
The N, N, and N corresponds to the V, V, and V respectively.  The lexical items proof 
and prove are formed in lexicon and inserted to the prelexical structures N and V.  Since 
both of the N and V observe the X-bar schema, and the structure in (12) mirrors that in 
(13), Chomsky’s analysis correctly captures the parallelism between noun phrases and 
verb phrases witnessed in (9).3, 4 
 In this theory, such items as proof and prove are formed in lexicon and do not 
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undergo any transformations in syntax.  For Chomsky, this explains the contrast between 
verb phrases and noun phrases witnessed in (3)-(8).  Since nouns are formed in lexicon, 
rather than syntax, we cannot always have DNs corresponding to sentences, as (3) and 
(4) show.  It is also accounted for by the lexicalist hypothesis that DNs sometimes have 
idiosyncratic meanings.  They have meanings unpredictable from the corresponding 
verbs since DNs are not derivationally related to verbs in syntax.  In addition, since their 
structures are completely nominal in syntax, DNs can co-occur with determiners such as 
the and John’s, cannot contain the aspectual have, can be pluralized, and can occur in 
every position in which normal nouns can, as we have seen in (5)-(8). 
 Although the X-bar theory can correctly capture the parallelism, there is a 
problem with the analysis of noun phrases based upon the X-bar theory in its original 
form.  The analysis cannot correctly account for genitive gerunds (GG) such as John’s 
building a spaceship.  On the one hand, since the GG behave as a noun in its external 
behavior, the category of the whole phrase should be NP.  On the other hand, it behaves 
as a verb in its internal behavior, for it can assign accusative Case to its object.  
Therefore, the gerund should have the structure in (14) under the original X-bar theory. 
 
(14)      NP 
 
      NP       VP 
    John’s 
           V        NP 
        building 
                 a spaceship (Abney (1987: 17)) 
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However, the structure is problematic since the highest NP does not have its head.  The 
head V building cannot be the head of the highest NP, for the category is not the same as 
NP. 
 
1.2 The DP Analysis and Gerunds 
 To solve this problem, Abney (1987) proposed the so-called “DP analysis.” 
The DP analysis partitions noun phrases into DP and NP.  Thus, assuming that the 
nominal suffix -ing is the head of NP, Abney proposes the structure in (15) for GGs. 
 
(15)       DP 
 
      John’s       D´ 
 
             D        NP 
 
                 -ing        VP 
 
                        V        DP 
                      build     a spaceship 
(adapted from Abney (1987: 223)) 
 
In this structure, the morpheme -ing is lowered to the V build to form building.  This 
structure resolves the problem with Chomsky’s analysis.  That is to say, all the 
projections in this structure have their heads. 
 Based upon the DP analysis, Abney further proposes the structure in (16) for 
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nominal gerunds (NG) and derived nominals (DN) such as John’s singing of the 
Marseillaise and Chomsky’s criticism of the Viet Nam War on the one hand, and the 
structure in (17) for clausal gerunds (CG) such as John singing the Marseillaise, on the 
other hand, to explain the fact concerning Case assignment.5  In GGs mentioned above, 
the subject and the object bear genitive and accusative Case, respectively.  On the other 
hand, in NGs, the subject bears genitive Case while the object appears with the 
preposition of.  In CGs, both of the subject and object seem to bear accusative Case.  
These facts can be accounted for by the structures in (15)-(17). 
 
(16)      DP 
 
     John’s       D´ 
 
            D         NP 
 
                  N        PP 
                           of the Marseillaise 
           -ing         V 








(17)      DP 
 
     -ing        IP 
 
          John        I´ 
 
                 I         VP 
 
                      V        DP 
                     sing      the Marseillaise 
(Abney (1987: 223)) 
 
In (16), the nominal suffix -ing is adjoined to the head V.  In other words, this can be 
regarded as forming the gerundive head in lexicon.  Since the head V is nominalized, V 
is invisible in syntax.  The DP John is base-generated in the Spec of DP and receives 
genitive Case from the D head.  In (17), the nominal suffix is in the head of DP, which 
is lowered to V via I to form singing.  The base position of the subject John is the Spec 
of IP, rather than DP.6  The subject John is assigned accusative Case from I (AGR).7  
Since V(P) is invisible in NGs, only GGs and CGs can assign accusative Case to their 
object. 
 Abney’s analysis can correctly explain the fact that NGs and DNs cannot assign 
accusative Case to their object, and it appears with the preposition of, instead.  However, 
his analysis faces a problem when considering verb phrase ellipsis (VPE).  As the 
following examples show, the three types of gerunds can behave as an antecedent of VPE.  
In (18)-(20), the (b) examples are derived by applying VPE to the (a) examples.  An NG, 
 10 
GG, and CG can be used as an antecedent of VPE as illustrated in (18), (19), and (20), 
respectively. 
 
(18) a. I know of Obama’s using of Twitter, and I know that Trump 
uses Twitter, too. 
b. I know of Obama’s using of Twitter, and I know that Trump 
does, too. 
(19) a. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama criticized the Viet Nam War, too. 
b. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama did, too. 
(20) a. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama criticized the Viet Nam War, too. 
b. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama did, too. 
 
Although Abney’s analysis can explain the availability of VPE in GGs and CGs in (19b) 
and (20b), it faces a problem in explaining the elided NGs in (18b).  Recall that Abney 
assumes that V(P) is invisible in syntax in NGs so as to explain the unavailability of 
assigning accusative Case to their object.  Then, his analysis incorrectly predicts that the 
NG in (18b) is ungrammatical since V(P) cannot be an antecedent of ellipsis because of 
the invisibility. 
 Abney’s analysis faces the same problem concerning VPE when considering 
DNs.  It is well known that VPE in clauses is allowed when antecedents are deverbal 
nominals, as in (21) (Hardt (1993), Fu, Roeper, and Borer (1996), Johnson (2001), among 
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others).  The sentence in (21b) is derived by applying ellipsis to (21a). 
 
(21) a. I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized by Chomsky, too. 
b. I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was, too. 
 
In (21b), the verb criticize(d) is elided, taking the deverbal nominal criticism as its 
antecedent.  Thus, the grammaticality of (21b) poses a serious problem to Abney’s 
analysis of DNs which assumes that V(P) is invisible, and hence predicts that deverbal 
nominals cannot function as an antecedent of VPE. 
 
1.3 Distributed Morphology and the Anti-Lexicalist Hypothesis 
 Then, how can we account for these facts?  It can correctly be explained by 
an analysis in Distributed Morphology (DM, originating in Halle and Marantz (1993)) 
that NGs and DNs can be an antecedent of VPE.  DM denies the existence of a 
component dedicated for formation of words.  In DM, morphology is placed between 
syntax and phonology.  Morphological structures are formed in syntax and then 
transmitted (Spelled Out) to phonology, as the figure (22) shows.  In (22), “PF” and “LF” 







(22)            Syntactic Derivation 
 
                   (Spell Out) 
      Morphology  
                 PF         LF (Embick and Noyer (2007: 292)) 
 
Importantly, morphological structures consist of features other than phonological 
information in syntax.  After a number of operations apply to the structures, the 
operation “vocabulary insertion” inserts lexical items to the structures.  Then, the 
inserted lexical items can be targets of further operations in phonology.  Since 
morphological operations apply in syntax and phonology, and are distributed in this sense, 
the morphological framework is called Distributed Morphology.  In addition, since parts 
of words are formed in syntax, DM is regarded as an anti-lexicalist or transformationalist 
hypothesis. 
 To concisely introduce the operations in phonology, I exemplify the derivation 
of the past-tensed verb slept.  In DM, it is standardly assumed that words consist of the 
category-neutral Root and the categorizers, v, a, or n.  Thus, given tense T, the past-
tensed verb slept has the structure in (23a).  After the operation vocabulary insertion 








(23) a.     TP               b.     TP 
 
        T         vP           T         vP 
     [+past]                    -t 
             v        Root           v       Root 
                                     Ø       sleep 
 
Then, the operation “merger” combines these morphemes to produce the structure in (24). 
 
(24)          T 
 
       Root        T 
       sleep 
              v         T 
              Ø         -t 
 
Lastly, the operation “readjustment” readjusts the phonological information in the Root 
to account for the ablaut.  The operation readjustment applies when it is necessary.  In 
most cases, it accounts for ablaut phenomena such as sleep-slept here. 
 This syntactic approach to word formation allows us to explain the fact that 
DNs and NGs behave as an antecedent of VPE.  In the case of (21b) observed above, 
the verb phrase (vP) embedded in the deverbal nominal can behave as an antecedent of 
VPE in the clause.  This is illustrated in (25), in which the elided site and the 
corresponding part in the antecedent phrase are shaded.8 
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(25) (=(21b)) I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized, too. 
Antecedent 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [vP [vP [v t ]j [RootP 
[Root t ]j [DP t ]i ]][PP by Chomsky]]]]] 
Elided Site 
[CP C [TP [DP the Iraq War]i [T´ [T was][vP [v criticized ]j [RootP 
[Root t ]j [DP t ]i ]]]]] 
 
 Lastly, DN’s approach can correctly captures the parallelism observed by 
Chomsky.  Since DNs and NGs are literally derived by the corresponding verbs, the 
former two can behave similarly to the latter in terms of selection as we have seen in (9).  
Namely, the former two can have subjects and objects as the latter can. 
 
1.4 The Aim of the Thesis 
 Based upon these backgrounds, I try to account for three issues in this thesis.  
The first purpose of the thesis is to support DM’s analyses of DNs and NGs by providing 
new pieces of evidence concerning ellipsis.  Although there are indeed some previous 
analyses based upon ellipsis, little attention has been paid to ellipsis in nominals.  
Concretely, it has been observed as in (21) that deverbal nominals can behave as an 
antecedent of VPE.  In contrast, it has not been pointed out that clauses cannot behave 
as an antecedent of ellipsis in nominals, illustrated in (26b): 
 
(26) a. ?I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism by Chomsky. 
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b. *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s. 
 
Since the non-elided sentence (26a) is grammatical, the ungrammaticality should be 
attributed to the ellipsis.  I will try to derive the ungrammaticality of (26b) from the 
framework of DM.  I will also observe and explain ellipsis in deadjectival nominals and 
adjectival phrases. 
 Second, I will try to explain the availability of ellipsis in the three types of 
gerunds, which Abney’s analysis cannot correctly account for.  Abney’s analysis cannot 
explain the contrastive behavior among NGs, GGs and CGs concerning ellipsis.  As the 
examples below show, applying ellipsis makes sentences ungrammatical in CGs as in (29), 
while it does not, in NGs and GGs as in (27) and (28). 
 
(27) a. ?I know of Obama’s using of Twitter, and I know of Trump’s 
using of Twitter, too. 
b. ?I know of Obama’s using of Twitter, and I know of Trump’s, 
too. 
(28) a. I know of Chomsky’s criticizing the Viet Nam War, and I know 
of Obama’s criticizing the Viet Nam War, too. 
b. I know of Chomsky’s criticizing the Viet Nam War, and I know 
of Obama’s, too. 
(29) a. I know of Chomsky criticizing the Viet Nam War, and I know 
of Obama criticizing the Viet Nam War, too. 
b. *I know of Chomsky criticizing the Viet Nam War, and I know 
of Obama, too.  
 16 
These data cannot be explained by Abney’s analysis under the licensing condition on 
ellipsis which is proposed in Saito and Murasugi (1990) and Lobeck (1995).  This 
condition states that ellipsis is permitted in the complement position of a functional 
category which undergoes Spec-Head Agreement, as schematically illustrated in the tree 
diagram in (30): 
 
(30)          FP 
 
    Spec                             Ellipsis 
             F (Head)       Compl 
 
In (30), FP is some functional category, Spec is the abbreviation of specifier, and Compl 
is that of complement. 9   According to Abney’s analysis, D undergoes Spec-Head 
Agreement in NGs and GGs while I undergoes the Agreement in CGs.  In other words, 
all the heads in these gerunds undergo Spec-Head Agreement.  Therefore, Abney’s 
analysis incorrectly predicts that ellipsis is allowed even in CGs.  I will try to explain 
why NGs and GGs allow ellipsis while CGs do not. 
 Lastly, extending Abney’s assumption that D can select IP (in CGs in (17)), I 
will consider a possibility that D selects CP.  I pursue this possibility when considering 
sentence initial that clauses and to infinitives, that is, that clauses and to infinitives which 
appear in sentence initial positions and seem to behave as subjects, as in (31). 
 
(31) a. That he might be too old for Mary was pointed out to her by 
John. 
b. For him to be too old for Mary was pointed out to her by John. 
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Then, I will account for the similarities and differences between sentence initial clauses 
and normal noun phrases. 
 
1.5 The Organization of the Thesis 
 In the next chapter, after briefly introducing technical apparatuses in DM, I 
consider the structure of DNs, based upon the observation in previous analyses.  Then, 
I explain the fact that DNs can be an antecedent of VPE, while verb phrases cannot 
function as an antecedent of ellipsis in DNs.  I will account for this contrast in terms of 
the syntactic identity condition on ellipsis, rather than morphological mismatches.  I also 
show that the proposed analysis can explain ellipsis in deadjectival nominals.  Further, 
I show how VPE is reanalyzed if the present analysis is correct.  In addition, I 
demonstrate the importance of the syntactic identity condition on ellipsis by considering 
gapping in nominals. 
 Chapter 3 tries to explain the fact that NGs and GGs can be elided while CGs 
cannot.  For this purpose, I analyze the three types of gerunds in terms of the Labeling 
Algorithm in Chomsky (2013, 2015).  I argue that the labels of NGs and GGs are 
determined to be DP by the standard Agreement whereas the label of CGs is specified as 
NP by nominal feature sharing.  The proposed analyses can not only account for the 
facts observed in the previous studies but also explain facts concerning ellipsis in 
principled ways. 
 Chapter 4 is dedicated to explaining the facts in sentence initial clauses.  On 
the one hand, it is observed that sentence initial that clauses can behave as if they were 
normal subjects.  For instance, they allow Subject Auxiliary Inversion, as other nominal 
subjects do.  On the other hand, it is known that that clauses show the Condition C 
bleeding effects.  In addition, a pronoun in that clauses can have a bound-variable 
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reading.  In fact, they allow the Condition C bleeding effects and bound-variable 
readings of pronouns at the same time.  To account for this paradoxical behavior, I argue 
that sentence initial that clauses are base-generated in the (outer) Spec of TP and that 
bound-variable readings of pronouns are ensured by the mechanisms in Moulton (2013).  
The proposed analysis also explains scope relations in that clauses.  In addition, the 
analysis can easily be carried over to the analysis of to infinitives and the corresponding 
“displaced” constructions, namely, the it-that and it-for-to constructions. 


















Notes to Chapter 1 
 
1 I abstract away the details not relevant to the present discussion and illustrate the 
structures in (2) in the present terms. 
 
2 Here, I abstract away the exact position of the determiner the. 
 
3  Assuming “the VP-Internal Subject Hypothesis” (Kuroda (1988), Koopman and 
Sportiche (1991), among others) established later, we can capture both of NP and VP 
uniformly regarding their subjects.  Namely, both of NP and VP can have their subjects 
in their Spec positions. 
 
4 In what follows, I represents X, V, A, N, X, V, A, and N, as X´, V´, A´, N´, XP, VP, 
AP, and NP, respectively, for convenience. 
 
5 Although Abney does not clearly state, he seems to implicitly assume that NGs and 
DNs have the same structure.  This assumption has been confirmed to be reasonable 
later in Harley and Noyer (1998). 
 
6  In this era, “the VP-Internal Subject Hypothesis” (Kuroda (1988), Koopman and 
Sportiche (1991), among others) has not been established.  However, even if we adopt 
the hypothesis, the main thesis remains intact. 
 





from V (AGR). 
 
8 Later in Chapter 2, I assume a richer structure for verb phrases.  However, for the 
present purpose, the simplified structure in (25) is sufficient. 
 
9 It is unclear whether the generalization holds true in its original form in the Minimalist 
Program.  It would be desirable to reformulate the generalization in terms of, for 
instance, phases.  However, since it is beyond the scope of this thesis, I simply continue 






Derived Nominals and Ellipsis* 
 
2.1 Introduction 
 Since early days of generative grammar, structures and behavior of derived 
nominals have been one of recurring topics (Lees (1963), Chomsky (1970), Baker (1985), 
Abney (1987), Grimshaw (1990) among others).  After the advent and crystallization of 
Distributed Morphology (DM, henceforth) (see Halle and Marantz (1993) for basic 
arguments and mechanisms in DM; see Embick and Noyer (2007) and Embick (2015) for 
DM in the Minimalist Program (Chomsky (1995, 2000, 2001, 2008))), lots of researchers 
have made efforts to reveal the similarities and differences between deverbal nominals 
and clauses (Marantz (1997, 2001), Harley and Noyer (1998), Alexiadou (2001, 2009, 
2013), Harley (2009), Alexiadou and Schäfer (2010), Sichel (2010), Bruening (2013), to 
enumerate some).  However, much attention has not been paid to ellipsis in derived 
nominals even though some researchers have indeed tackled this issue (Fu, Roeper, and 
Borer (1996, 2001) and Johnson (2001)).  In this chapter, I will show how DM explains 
ellipsis in deverbal nominals, arguing that the syntactic identity condition plays an 
important role for determining their grammaticality.  In the next section, based upon 
observed phenomena and basic standard assumptions, I will consider the structures of 
deverbal nominals to form a basis for the proposed analysis of ellipsis.  Section 2.3 
attempts to explain ellipsis in deverbal nominals in terms of the syntactic identity and 
licensing condition.  Section 2.4 expands the explanation to deadjectival nominals.  
Section 2.5 reconsiders verb phrase ellipsis and the necessity of the syntactic identity 
condition on ellipsis in terms of gapping in nominals.  Section 2.6 concludes the chapter. 
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2.2 The Structure of Deverbal Nominals 
 In Distributed Morphology (henceforth, DM), originally proposed in Halle and 
Marantz (1993) and developed, for example, in Embick and Noyer (2007), there is no 
distinction between phrases and words.  In other words, basically, the so-called words 
are formed in syntax derivationally in the same way as phrases (see also Embick (2015) 
for basic ideas).  The most rudimentary and widely prevailing idea is that “words” 
consist of category-neutral roots and categorizers (see, for example, Marantz (1997, 
2001)).  Thus, verbs, adjectives, and nouns have the following structures: 
 
(32) a.               vP 
 
       v                  Root(P) 
b.               aP 
 
       a                 Root(P) 
c.               nP 
 
       n                 Root(P) 
 
Verbs consist of the category-neutral Root(P) and the verbalizing categorizer v, which 
forces the Root to behave as a verb.  Similarly, adjectives and nouns consist of the 
category-neutral Root(P)s in addition to the adjectivalizing categorizer, a, and the 
nominalizing categorizer, n, respectively. 
 Note that this basic framework does not exclude the possibility that verbs, 
adjectives, and nouns have some other categories such as PredP (Predication Phrase, 
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Bowers (1993)) and VoiceP (Kratzer (1996)).  In fact, Alexiadou (2001, 2009) argues 
on empirical grounds that the so-called deverbal nominals include vP and VoiceP bearing 
the passive feature (and exclude active VoiceP) in their structures.  In many languages 
including English and Greek, verbal morphology appears within deverbal nominals, as 
the morphemes -ize- in English and -m- in Greek demonstrate in the following examples:1 
 
(33) a. The verbalization of the concept took a long time. 
b. The verbalization was long. (Alexiadou (2009: 270)) 
(34) a. To katharisma tu ktiriu kratise 5 
the cleaning the building-GEN took 5 
ores. 
hours 
‘The cleaning of the building took 5 hours.’ 
b. To katharisma mas kurase. 
the cleaning us us tired-made 
‘The cleaning made us tired.’ (Alexiadou (2009: 270)) 
 









(35) i katastrofi ton stihion olosheros 
the destruction the evidence-GEN completely 
(mas kateplikse) 
us shocked 
‘The complete destruction of the evidence shocked us.’ 
(Alexiadou (2001: 47)) 
 
Since an adverb modifies a projection of verb, (35) suggests the existence of vP in 
deverbal nominals.3 
 The existence of passive VoiceP can be seen in Greek and Turkish morphology.  
The examples in (36) and (37) come from Greek and Turkish respectively.4, 5 
 





‘reading’ (Alexiadou (2001: 50), boldface in original) 
(37) a. Mektub yaz -il -di 
letter write pass past 
‘The letter was written’ 
b. mektub-un yaz -il -ma-si 
letter-GEN write pass VN-its 
‘the writing of the letter’ 
(Alexiadou (2001: 50), boldface in original) 
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She argues that these morphemes are realizations of passive VoiceP. 
 Alexiadou also argues that her analysis accounts for the reason why deverbal 
nominals do not assign accusative Case to their internal arguments.  Since it is passive 
VoiceP rather than active VoiceP that is embedded in such nominals, they do not assign 
accusative Case to their internal arguments in tandem with Burzio’s (1981, 1986) 
generalization, which states that accusative Case is assigned when there is an external 
argument. 
 In addition, Alexiadou (2009: 269) assumes that passive Voice is selected by 
NumberP, which “was taken to be the projections that lead to a nominal internal structure.”  
However, since it is unclear how the projections lead to a nominal internal structure, I 
assume that the nominalizing categorizer n selects passive Voice and nominal suffixes 
such as -ation are realization of n, following Marantz (1997, 2001) mentioned above.  














(38)          DP 
 
        Gen       D´ 
 
             D         nP 
 
                   n       VoiceP 
 
                      Voice        vP 
                     [Passive] 
                              v        RootP 
 
                                  Root        (IA) 
 
In this structure, Root internally merges with v, passive Voice, and n, forming the complex 
head, Root-v-Voice[Passive]-n.6  IA is the abbreviation of an internal argument, which 
optionally appears.  Gen is a genitive element, which may be the internal argument 
originating as the complement to Root (by internal Merge) or some other element (by 
external Merge).  I simply assume with Abney (1987) that genitive elements are placed 
in the Spec of DP.  While the DP domain may be more rich, and thus genitive elements 
may be placed in a slightly different position (see, for example, Citko (2014)), it is 
sufficient for the present discussion to assume that genitive elements are placed in the 
Spec of DP.  Note that the genitive elements cannot be an external argument though there 
may remain a possibility that the former has some relation with the latter (for example, 
via binding).  There is no room to introduce an external argument unless by phrase is 
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used, since Voice in this structure necessarily bears the passive feature.  This is 
confirmed by the optionality of genitive elements: Genitive elements are often omitted. 
 Having established the structure of deverbal nominals, I will tackle ellipsis in 
such nominals in the next section. 
 
2.3 Deverbal Nominals and Ellipsis 
2.3.1 Ellipsis in Deverbal Nominals 
 It is well known that verb phrase ellipsis (henceforth, VPE) in clauses is 
allowed when antecedents are deverbal nominals, as in (39) (Hardt (1993), Fu, Roeper, 
and Borer (1996), Johnson (2001), among others).7 
 
(39) a. David Begelman is a great [laugher], and when he does, his 
eyes crinkle at you the way Lady Brett’s did in The Sun Also 
Rises. (from You’ll Never Eat Lunch in This Town Again) 
b. Today there is little or no OFFICIAL harassment of lesbians 
and gays by the national government, although autonomous 
governments might. 
c. The candidate was dogged by charges of infidelity and 
avoiding the draft, or at least trying to. 
(((39a-c) from Hardt (1993: 34-35), cited in Johnson (2001: 470)) 
 
In (39a), the verb laugh is elided, when the deverbal nominals laugher behaves as an 
antecedent.  Similarly, in (39b, c), the deverbal nominals harassment and avoiding 
behave as antecedents for the VP ellipsis.  However, it has not been observed whether 
the similar ellipsis is allowed when antecedents are clauses and elided sites are nominals. 
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 First, consider whether or not voice alternation affects the availability of 
ellipsis.  The sentence in (40b), which is derived by applying ellipsis to (40a), is 
perfectly grammatical.  In this case, both of the antecedent and the elided site are passive. 
 
(40) a. I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized by Chomsky, too. 
b. I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was, too. 
 
Similarly, as (41)-(43) show, this kind of ellipsis is permitted, regardless of voice in 
antecedents and elided clauses.  Applying VPE to the (a) sentences derives the (b) 
sentences. 
 
(41) a. I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama criticized the Gulf War, too. 
b. ?I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama did, too. 
(42) a. I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama criticized the Viet Nam War, too. 
b. I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama did, too. 
(43) a. I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II was criticized by Chomsky, too. 
b. I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II was, too. 
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 However, changing the combination of antecedents and elided positions leads 
to ungrammaticality.  To wit, when antecedents are clauses and elided sites are deverbal 
nominals, the corresponding ellipsis is disallowed.  In (44), the antecedent clause is 
passive, and the elided nominal is also “passive.”  Although the non-elided sentence 
(44a) is grammatical, the elided sentence (44b) is not. 
 
(44) a. ?I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism by Chomsky. 
b. *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s. 
 
The situation does not change even if we change voice of antecedents and elided positions.  
This is shown in (45)-(47) below. 
 
(45) a. I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Viet Nam War. 
b. *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s. 
(46) a. I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s criticism of the Viet Nam War. 
b. *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s. 
(47) a. ?I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism by Chomsky. 
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b. *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s. 
 
 One may argue that the ungrammaticality of (b) sentences in (44)-(47) stems 
from the morphological mismatches: the heads of elided positions are realized as criticism, 
whereas the corresponding heads as criticized.  However, if we pursue such reasoning, 
then, we cannot explain the grammaticality of the sentence (40b), where the head of the 
antecedent phrase and the elided position are morphologically distinct: the head of the 
antecedent is realized as criticism whereas that of the elided position is as criticized.  
Therefore, we cannot attribute the ungrammaticality to the morphological mismatches. 
 Further, it is reported in Potsdam (1997) that morphological mismatches do not 
affect the grammaticality in ellipsis in general.  (48) and (49) illustrate that the forms of 
the elided verb phrases can be different from those of the antecedent phrases. 
 
(48) a. I didn’t touch the TV, but Percy might have touched the TV. 
b. Would you mind washing the dog if you haven’t washed the 
dog already? 
c. I don’t like you.  Never have liked you. 
(49) a. Why don’t you sit quietly?  I am sitting quietly. 
b. “I must see you alone,” she said.  “You are seeing me alone,” 
his uncle said. 
c. John said that he would never take money on the side but I 
knew he was taking money on the side. 
((48) and (49) from Potsdam (1997: 358),  
italics and strikethroughs in original) 
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For instance, in (48a), the verb phrase touched the TV is elided, where the head of the 
phrase is touched.  However, the head of the antecedent verb phrase is touch.  These 
sentences clearly show that morphological identity is not a necessary condition.  
Morphological mismatches do not affect grammaticality of elided sentences. 
 
2.3.2 An Analysis of Ellipsis in Deverbal Nominals 
 To explain the ellipsis data in deverbal nominals observed in (40)-(47), I 
assume that VPE is deletion of VoiceP under the licensing condition and the syntactic 
identity condition, which ignores the feature of Voice.  The latter dictates that the 
structure of an elided site be the same as that of an antecedent position.  The former 
states that ellipsis is licensed in the complement position of some functional projection 
undergoing Spec-Head Agreement (Saito and Murasugi (1990) and Lobeck (1995)).  
This is schematically represented in (50), where FP is some functional category, Spec is 
the abbreviation of specifier, and Compl is that of complement. 
 
(50)          FP 
 
    Spec                              Ellipsis 
   Agree     F (Head)       Compl 
 
 Specifically, I posit that Root internally merges with v, and then with VoiceP.  
After the merger operation, ellipsis of VoiceP is applied.  This easily captures the fact 
that passive morphemes such as -en/-ed are elided with verbs in VPE. 
 Concretely, consider the structures of (40b) and (41b), given in (51) and (52). 
 
 32 
(51) (=(40b)) I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized, too. 
Antecedent 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [Voice[Passive] 
t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]][PP by Chomsky]]]]] 
Elided Site 
[CP C [TP [DP the Iraq War]i [T´ [T was][VoiceP [Voice[Passive] criticized]j 
[vP [v t ]j [RootP [Root t ]j [DP t ]i]]]]]] 
(52) (=(41b)) I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama did criticize the Gulf War, too. 
Antecedent 
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
Elided Site 
[CP C [TP [DP Obama]i [T´ [T did][VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticize]j [vP [v t ]j [RootP [Root t ]j [DP the Gulf War]]]]]]]] 
 
In these structures, the elided sites are placed in the complement positions of the Ts, which 
Agree with their Spec elements (subjects), so that the licensing condition on ellipsis is 
observed.  In addition, both of the antecedent nominals and the target clauses have 
VoiceP (the shaded parts).  Recall that the feature of Voice in deverbal nominals is 
always specified as passive (see Section 2.2).  However, as I have stated above, the 
feature of Voice is irrelevant to ellipsis.  Therefore, VPE (which is, in effect, ellipsis of 
VoiceP) is permitted in (51) and (52).8, 9  The ellipses in (42) and (43) are accounted for 
in the similar fashion.  Their structures are shown below:10, 11, 12 
 33 
(53) (=(42)) I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama did criticize the Viet Nam War, too. 
Antecedent 
[DP [DP the Viet Nam War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t]i ]]][PP by Chomsky]]]]] 
Elided Site 
[CP C [TP [DP Obama]i [T´ [T did][VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticize]j [vP [v t ]j [RootP [Root t ]j [DP the Viet Nam War]]]]]]]] 
(54) (=(43)) I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II was criticized, too. 
Antecedent 
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP t ]j ]]]][DP (of) the Viet Nam War]j ]] 
Elided Site 
[CP C [TP [DP World War II]i [T´ [T was] [Voice[Passive] criticized]j [vP 
[v t ]j [RootP [Root t ]j [DP t ]i ]]]]] 
 
 Then, why are the elided sentences in (44)-(47) ungrammatical?  These are 
explained in terms of (violation of) the syntactic identity condition on ellipsis.  Consider 







(55) (=(44)) *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism. 
Antecedent 
[CP C [TP [DP the Viet Nam War]i [T´ [T was][VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t]i ]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [Voice[Passive] t ]j [vP 
[v t ]j [RootP [Root t ]j [DP t ]i]]]]]] 
(56) (=(45)) *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Viet Nam War. 
Antecedent 
[CP C [TP [DP Chomsky]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP the Viet Nam War]]]]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Viet Nam War]]]]]]] 
(57) (=(46)) *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s criticism of the Viet Nam War. 
Antecedent 
[CP C [TP [DP the Viet Nam War]i [T´ [T was][VoiceP [VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Viet Nam War]]]]]]] 
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(58) (=(47)) *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism. 
Antecedent 
[CP C [TP [DP Chomsky]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP the Viet Nam War]]]]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [Voice[Passive] t ]j [vP 
[v t ]j [RootP [Root t ]j [DP t ]i ]]]]]] 
 
In these structures, the licensing condition on ellipsis is observed, for the elided parts are 
all placed in the complement positions of the Ds, which Agree with their genitive 
elements.  Nevertheless, these sentences are ungrammatical.  Note that it is nP rather 
than VoiceP that is elided although the corresponding sites in the antecedent clauses are 
VoiceP.  This leads to the violation of the syntactic identity condition on ellipsis and 
hence the ungrammaticality.  Even if we assume that elided parts are VoiceP instead of 
nP, we can explain the ungrammaticality.  Eliding VoiceP makes it impossible for the 
nominal suffixes -sm to be attached to the stems criticize.  Since do support is 
unavailable in nominal domains as in do(e)sm, the nominal suffixes have to be attached 
to the stems before the ellipsis operations are applied.  In addition, if the nominal suffix 
-sm is lowered to VoiceP before the application of ellipsis, we can correctly explain the 
ungrammaticality.  Eliding VoiceP violates the licensing condition on ellipsis, which 
requires Spec-Head Agreement in some functional projection to apply ellipsis to its 
complement position.  Therefore, either way, the ungrammaticality of the elided 
sentences in (44)-(47) are explained by the structure illustrated above. 
 In passing, it should be noted that, as far as VPE is concerned, the optional [E] 
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feature assumed in Merchant (2008, 2013) can be eliminated from the grammar.  Rather, 
the sufficient condition on ellipsis is Spec-Head Agreement proposed in Saito and 
Murasugi (1990) and Lobeck (1995).  Turning to the VPE discussed here, note that 
VoiceP is placed in the complement position of T.  Then, it is consistent with the Spec-
Head Agreement analysis to assume that VPE is, in effect, ellipsis of VoiceP.  Because 
the Spec-Head Agreement analysis is independently motivated, the proposed analysis of 
VPE here is preferable to Merchant’s analysis and hence the optional [E] feature can be 
dispensed with.14, 15, 16 
 I have argued that the categorial mismatch plays a crucial role in explaining the 
ungrammaticality of (44)-(47), in which nP is elided whereas the corresponding positions 
in the antecedent clauses are VoiceP.  The next section focuses on derivation and ellipsis 
in deadjectival nominals. 
 
2.4 Ellipsis in Deadjectival Nominals 
 Unlike deverbal nominals, deadjectival nominals have seldom been studied in 
detail in DM (except for Roy (2010) and Borer (2013)).  In this section, I first observe 
basic facts concerning deadjectival nominals and adjectival phrase ellipsis (APE, 
henceforth), and then, show how the proposed analysis explains the ellipsis phenomena. 
 As we have seen in the previous section, deverbal nominals can be antecedents 
of VPE.  Then, can deadjectival nominals be antecedents of APE in the similar way?  
The answer is positive.  In the examples below, deadjectival nominals behave as 
antecedents of APE.  Applying APE to the (a) sentences derives the (b) sentences. 
 
(59) a. ?I know of physics’ difficulty and I know that chemistry is 
difficult, too. 
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b. ?I know of physics’ difficulty and I know that chemistry is, too. 
(60) a. ?I know of physics’ easiness and I know that chemistry is easy, 
too. 
b. ?I know of physics’ easiness and I know that chemistry is, too. 
 
However, adjectives cannot behave as antecedents of ellipsis of deadjectival nominals.  
In (61) and (62), the ungrammatical (b) sentences are derived from the (a) sentences by 
application of ellipsis.17 
 
(61) a. ?I know that physics is difficult and I know of chemistry’s 
difficulty, too. 
b. *I know that physics is difficult and I know of chemistry’s, too. 
(62) a. ?I know that physics is easy and I know of chemistry’s easiness, 
too. 
b. *I know that physics is easy and I know of chemistry’s, too. 
 
 Then, how can we formally explain the data above?  I argue that the data are 
best explained given the syntactic identity condition on ellipsis, coupled with the 
structures proposed in Roy (2010).  Roy observes that adjectives used as predicates can 
be nominalized.  The (French) adjective nasale “nasal,” which is used as a predicate in 
(63a), can be nominalized as in (63b).  However, the same adjective cannot be 





(63) a. Cette voyelle est nasale 
this vowel is nasal 
‘This vowel is nasal.’ 
b. la nasalité de la voyelle 
the nasality of the vowel 
‘the nasality of the vowel’ (Roy (2010: 141)) 
(64) a. *Cette cavité est nasale 
this cavity is nasal 
‘This cavity is nasal.’ 
b. *la nasalité de la cavité 
the nasality of the cavity 
‘the nasality of the cavity’ (Roy (2010: 141)) 
 
Based upon this observation, Roy argues that AP in predicative uses and deadjectival 
nominals is dominated by PredP (predication phrase; Bowers (1993), Svenonius (1994), 
Adger and Ramchand (2003)).19 
 To be consistent with the analysis of deverbal nominals, I further assume as 









(65)          DP 
 
         D        nP 
 
              n       PredP 
 
                  Pred        aP 
 
                         a        RootP 
 
                             Root 
 
In this structure, Root internally merges with a, Pred, and n.  I put aside the exact type 
of the merger operation.  See also Note 6. 
 Given this structure, we can straightforwardly explain the (un)grammaticality 
of the elided (b) sentences in (59)-(62).  First, consider (59) and (60), the structures of 










(66) (=(59)) ?I know of physics’ difficulty and I know that chemistry is 
difficult, too. 
Antecedent 
[DP [DP physics’]i [D´ D [nP [n difficulty]j [PredP [DP t ]i [Pred´ [Pred 
t ]j [aP [a t ]j [RootP [Root t ]j ]]]]]]] 
Elided Site 
[CP C [TP [DP chemistry]i [T´ [T is][PredP [DP t ]i [PredP´ [Pred 
difficult]j [aP [a t ]j [RootP [Root t ]j ]]]]]]] 
(67) (=(60)) ?I know of physics’ easiness and I know that chemistry is easy, 
too. 
Antecedent 
[DP [DP physics’]i [D´ D [nP [n easiness]j [PredP [DP t ]i [Pred´ [Pred 
t ]j [aP [a t ]j [RootP [Root t ]j ]]]]]]] 
Elided Site 
[CP C [TP [DP chemistry]i [T´ [T is][PredP [DP t ]i [PredP´ [Pred easy]j 
[aP [a t ]j [RootP [Root t ]j ]]]]]]] 
 
As the shaded parts show, both of the licensing condition and the syntactic identity 
condition on ellipsis are observed in the structures.  The elided PredP is the complement 
to T which Agrees with its Spec element (subject).  The identity condition is observed 
since the antecedent also has the corresponding PredP.  However, the structures of the 





(68) (=(61)) *I know that physics is difficult and I know of chemistry’s 
difficulty, too. 
Antecedent 
[CP C [TP [DP physics]i [T´ [T is][PredP [DP t ]i [PredP´ [Pred difficult ]j 
[aP [a t ]j [RootP [Root t ]j ]]]]]]] 
Elided Site 
[DP [DP chemistry’s]i [D´ D [nP [n difficulty]j [PredP [DP t ]i [Pred´ 
[Pred t ]j [aP [a t ]j [RootP [Root t ]j ]]]]]]] 
(69) (=(62)) *I know that physics is easy and I know of chemistry’s easiness, 
too. 
Antecedent 
[CP C [TP [DP physics]i [T´ [T is][PredP [DP t ]i [PredP´ [Pred easiness ]j 
[aP [a t ]j [RootP [Root t ]j ]]]]]]] 
Elided Site 
[DP [DP chemistry’s]i [D´ D [nP [n easiness]j [PredP [DP t ]i [Pred´ [Pred 
t ]j [aP [a t ]j [RootP [Root t ]j ]]]]]]] 
 
In these cases, too, the licensing condition on ellipsis is observed, for D Agrees with its 
Spec element (realized as the genitives).  However, the syntactic identity condition on 
ellipsis is violated: what is elided is nP although the corresponding parts in antecedent 
clauses are PredP.  Because of these structural mismatches, the elided sentences in (61) 
and (62) are ungrammatical.  Even if we assume that the elided parts are PredP, instead 
of nP, the prediction is the same.  Since the nominal morphemes (-ity in (68) and -ness 
in (69)) need to be attached to some element, ellipsis of PredP is prohibited.  Eliding 
PredP prevents the morphemes from attaching to the stems (difficult in (68) and easy in 
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(69)).  In addition, PredP is not placed in the complement position of some functional 
projection which Agrees with its Spec element.  In other words, eliding PredP violates 
the licensing condition on ellipsis.  Either way, these sentences are ungrammatical. 
 In this section, I have observed ellipsis in adjectival phrases and deadjectival 
nominals.  I have demonstrated that such an ellipsis can be explained in the same way 
as ellipsis in verb phrases and deverbal nominals.  In the cases of ellipsis in adjectival 
phrases and deadjectival nominals, the syntactic identity condition on ellipsis also plays 
a crucial role. 
 
2.5 Further Consequences 
2.5.1 Deleted Categories of Verb Phrase Ellipsis 
 Merchant (2008, 2013) observes that VPE is available regardless of voice in an 
antecedent and an elided site.  In (70a), the antecedent is passive while the elided phrase 
is active.  On the other hand, in (70b), the antecedent is active, and the elided phrase is 
passive.20 
 
(70) a. The system can be used by anyone who wants to. <use it> 
b. The janitor must remove the trash whenever it is apparent that 
it should be. <removed> (Merchant (2008: 169)) 
 
Merchant derives VPE by deleting vP rather than VoiceP since it is available regardless 
of voice in the antecedent and elided sites.21  The structures of (70a, b) are illustrated in 




(71) (=(70a)) The system can be used by anyone who wants to use it. 
Antecedent 
[TP [DP the system]i [can be [VoiceP [Voice[Passive] -ed][vP [v use]j [RootP 
[Root t ]j [DP t ]i ]][PP by anyone]]]] 
Elided Site 
[TP [DP who] ... [RootP want [CP C [TP PRO [to [VoiceP [Voice[Active] 
[vP [v use]i [RootP [Root t ]i [DP it]]]]]]]]]] 
(72) (=(70b)) The janitor must remove the trash whenever it is apparent that 
it should be remove. 
Antecedent 
[TP [DP the janitor]i [must [VoiceP [DP t ]i [Voice[Active] [vP [v 
remove]j [RootP [Root t ]j [DP the trash]]]]]]] 
Elided Site 
[TP [DP it]i [should be [VoiceP [Voice[Passive] -ed][vP [v remove]j [RootP 
[Root t ]j [DP t ]i ]]]]] 
 
Since what is elided in VPE is vP rather than VoiceP, the structures observe the syntactic 
identity condition, so that the sentences are grammatical. 
 However, adopting Merchant’s idea faces a difficulty when we try to explain 
ellipsis in nominals.  To see why, consider the structure of (40b) and (44b) in his system.  






(73) (=(40b)) I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized, too. 
Antecedent 
[DP [DP the Gulf War’s]i [D´ D [nP [n -sm] [VoiceP Voice[Passive] [vP 
[v criticize]j [RootP [Root t ]j [DP t ]i ]]]]]] 
Elided Site 
[CP C [TP [DP the Iraq War]i [T´ [T was][VoiceP [Voice[Passive] -ed][vP [v 
criticize]j [RootP [Root t ]j [DP t ]i ]]]]]] 
 
In the elided sentence, the passive morpheme -ed should be lowered to v before ellipsis, 
for the morpheme is also elided when VPE is applied.  Then, it is natural to assume that 
the nominal morpheme (and the null morpheme in Voice) should be lowered to v in the 
antecedent sentence.  Although this operation produces a morphological mismatch 
between the antecedent and elided v, for a moment, suppose that this morphological 
mismatch does not affect the availability of VPE.  Then, (40b) would correctly be 
accounted for since both of the antecedent and elided parts have the same vP.  However, 










(74) (=(44b)) *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism. 
Antecedent 
[CP C [TP [DP the Viet Nam War]i [T´ [T was][VoiceP [Voice[Passive] -ed] 
[vP [v criticize]j [RootP [Root t ]j [DP t ]i ]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n -sm][VoiceP Voice[Passive] [vP 
[v criticize]j [RootP [Root t ]j [DP t ]i ]]]]]] 
 
Again, suppose that the passive morpheme -ed and the nominal morpheme -sm are 
lowered to v.  Then, we incorrectly expect that the sentence (44b) is grammatical since 
the structure observes the syntactic identity condition on ellipsis: Both of the antecedent 
and elided parts have the same vP.  Since we have assumed that the morphological 
mismatch does not affect the ellipsis, we cannot attribute the ungrammaticality to the 
morphological mismatch.  Of course, we can stipulate that head movement takes place 
up to the nominal head n in the elided site.  Then, we could attribute the 
ungrammaticality to the syntactic (non-)identity: nP is elided while the corresponding part 
in the antecedent site is vP.  However, it is just a stipulation and necessitates an 
independent motivation.  Therefore, Merchant’s analysis is untenable when we consider 
ellipsis in nominals. 
 The present analysis does not face such a problem.  We have assumed that 
Root head-moves to Voice in verb phrases, and to n in nominal phrases.  In verbal and 
nominal phrases, the direction of head movement is leftward.  Of course, we could make 
a theory in which the direction of head movement is rightward.  However, the important 
point is that the directionality is the same in verbal and nominal phrases.  Once one 
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admits movement with different direction, he/she has the burden of proof: He/she has to 
explain why movement is sometimes leftward and sometimes rightward. 
 Then, how can we capture Merchant’s observation in (70).  This fact is 
accounted for by assuming that the feature in Voice is invisible to VPE.  The present 
analysis provides the sentences in (70) with the following structures:22 
 
(75) (=(70a)) The system can be used by anyone who wants to use it. 
Antecedent 
[TP [DP the system]i [can be [VoiceP [VoiceP [Voice[Passive] used]j [vP [v 
t ]j [RootP [Root t ]j [DP t ]i ]]][PP by anyone]]]] 
Elided Site 
[TP [DP who] ... [RootP want [CP C [TP PRO [to [VoiceP [[Voice[Active] 
use]i [vP [v t ]i [RootP [Root t ]i [DP it]]]]]]]]]] 
(76) (=(70b)) The janitor must remove the trash whenever it is apparent that 
it should be remove. 
Antecedent 
[TP [DP the janitor]i [must [VoiceP [DP t ]i [[Voice[Active] remove]j [vP [v 
t ]j [RootP [Root t ]j [DP the trash]]]]]]] 
Elided Site 
[TP [DP it]i [should be [VoiceP [Voice[Passive] removed]j [vP [v t ]j [RootP 
[Root t ]j [DP t ]i ]]]]] 
 
As the shaded parts clearly show, VoiceP is elided in these sentences.  Since the 
antecedent sentences have VoiceP as a corresponding part and the feature of Voice is 
irrelevant to ellipsis, these sentences observe the syntactic identity condition on ellipsis, 
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and hence grammatical. 
 
2.5.2 Gapping in Nominals 
 Before concluding this chapter, I demonstrate that the necessity of the syntactic 
identity condition on ellipsis is further confirmed by gapping in nominals. 
 Assuming simply that gapping is ellipsis of heads, we expect that it will not be 
applied to sentences if the antecedent phrases are deverbal nominals, for such an ellipsis 
violates the syntactic identity condition on ellipsis.  This prediction is borne out by the 
following data.  The elided (b) sentences in (77)-(80) are derived from the (a) sentences 
by application of gapping. 
 
(77) a. I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized by Obama. 
b. *I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War by Obama. 
(78) a. I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama criticized the Iraq War. 
b. *I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama the Iraq War. 
(79) a. I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama criticized World War II. 
b. *I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama World War II. 
(80) a. I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II was criticized by Obama. 
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b. *I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II by Obama. 
 
These sentences have the following structures: 
 
(81) (=(77)) *I know of the Gulf War’s criticism by Chomsky, but I didn’t 
know that the Iraq War was criticized by Obama. 
Antecedent 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[CP C [TP [DP the Iraq War]i [T´ [T was][VoiceP [VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
(82) (=(78)) *I know of Chomsky’s criticism of the Gulf War, but I didn’t 
know that Obama criticized the Iraq War. 
Antecedent  
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
Elided Site 
[CP C [TP [DP Obama]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] criticize]j 





(83) (=(79)) *I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know that Obama criticized World War II. 
Antecedent 
[DP [DP the Viet Nam War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[CP C [TP [DP Obama]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] criticize]j 
[vP [v t ]j [RootP [Root t ]j [DP World War II]]]]]]]] 
(84) (=(80)) *I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know that World War II was criticized by Obama. 
Antecedent 
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP (of) the Viet Nam War]]]]]]] 
Elided Site 
[CP C [TP [DP World War II]i [T´ [T was][VoiceP [VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
 
Given that Root criticize internally merges with v and then Voice, the sentences in (81) 
and (84) violate the syntactic identity condition since the T and Voice heads are elided 
even though the corresponding antecedent sites are n heads.  The sentences in (82) and 
(83) also violate the condition, for the Voice heads are elided though the antecedents do 
not have the same heads.  What the antecedents have is the n heads, so that the sentences 
violate the identity condition. 
 The similar expectation holds true for the sentences in which antecedents and 
elided sites consist of clauses and deverbal nominals, respectively.  The expectation is 
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borne out by the (b) sentences in (85)-(88), which are derived by application of gapping 
to the corresponding (a) sentences. 
 
(85) a. I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism by Obama. 
b. *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s by Obama. 
(86) a. I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Gulf War. 
b. *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s of the Gulf War. 
(87) a. I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s criticism of the Gulf War. 
b. *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s of the Gulf War. 
(88) a. I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism by Obama. 
b. *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s by Obama. 
 






(89) (=(85)) *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of the Gulf War’s criticism by Obama. 
Antecedent 
[CP C [TP [DP the Viet Nam War]i [T´ [T was][VoiceP [VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Obama]]]]] 
(90) (=(86)) *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Gulf War. 
Antecedent 
[CP C [TP [DP Chomsky]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP the Viet Nam War]]]]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
(91) (=(87)) *I know that the Viet Nam War was criticized by Chomsky, but 
I didn’t know of Obama’s criticism of the Gulf War. 
Antecedent 
[CP C [TP [DP the Viet Nam War]i [T´ [T was][VoiceP [VoiceP [Voice[Passive] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
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(92) (=(88)) *I know that Chomsky criticized the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism by Obama. 
Antecedent 
[CP C [TP [DP Chomsky]i [T´ T [VoiceP [DP t ]i [Voice´ [Voice[Active] 
criticized]j [vP [v t ]j [RootP [Root t ]j [DP the Viet Nam War]]]]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Obama]]]]] 
 
In (89) and (91), the n heads are elided even though the antecedent clauses do not have 
such heads.  The corresponding parts in the antecedent clauses are the T and Voice heads.  
Therefore, these sentences violate the syntactic identity condition on ellipsis, hence being 
ungrammatical.23  The structures in (90) and (92) violate the condition, too, since the n 
heads are elided although the corresponding parts are Voice in the antecedent clauses.  
Therefore, these sentences are all excluded as violation of the syntactic identity condition 
on ellipsis. 
 If the (un)grammaticality of the sentences above stems from the syntactic 
identity condition, making the category of the antecedent part agree with that of the elided 
part should lead to grammatical sentences.  As expected, such sentences are all 
grammatical.  Applying gapping to the (a) sentences derives the grammatical (b) 
sentences in (93)-(96). 
 
(93) a. I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know of the Gulf War’s criticism by Obama. 
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b. ?I know of the Viet Nam War’s criticism by Chomsky, but I didn’t 
know of the Gulf War’s by Obama. 
(94) a. I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Gulf War. 
b. ?I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of Obama’s of the Gulf War. 
(95) a. I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know of Obama’s criticism of the Gulf War. 
b. ?I know of the Viet Nam War’s criticism by Chomsky, but I didn’t 
know of Obama’s of the Gulf War. 
(96) a. I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism by Obama. 
b. ?I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of the Gulf War’s by Obama. 
 
As the structures below show, these sentences perfectly observe the syntactic identity 









(97) (=(93)) ?I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know of the Gulf War’s criticism by Obama. 
Antecedent 
[DP [DP the Viet Nam War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Obama]]]]] 
(98) (=(94)) ?I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of Obama’s criticism of the Gulf War. 
Antecedent 
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP (of) the Viet Nam War]]]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
(99) (=(95)) ?I know of the Viet Nam War’s criticism by Chomsky, but I 
didn’t know of Obama’s criticism of the Gulf War. 
Antecedent 
[DP [DP the Viet Nam War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Chomsky]]]]] 
Elided Site 
[DP [DP Obama’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP [v 
t ]i [RootP [Root t ]i [DP (of) the Gulf War]]]]]]] 
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(100) (=(96)) ?I know of Chomsky’s criticism of the Viet Nam War, but I didn’t 
know of the Gulf War’s criticism by Obama. 
Antecedent 
[DP [DP Chomsky’s][D´ D [nP [n criticism]i [VoiceP [Voice[Passive] t ]i [vP 
[v t ]i [RootP [Root t ]i [DP (of) the Viet Nam War]]]]]]] 
Elided Site 
[DP [DP the Gulf War’s]i [D´ D [nP [n criticism]j [VoiceP [VoiceP 
[Voice[Passive] t ]j [vP [v t ]j [RootP [Root t ]j [DP t ]i ]]][PP by Obama]]]]] 
 
All of these sentences observe the syntactic identity condition on ellipsis since both of 
the antecedent and elides sites have the same n heads, criticism.  Therefore, these 
sentences are all grammatical.24 
 Thus far, I have assumed that gapping is ellipsis of heads.  However, there 
remain possible alternatives other than ellipsis of heads.  For instance, Yoshida, Wang, 
and Potter (2012) propose that gapping in clauses is derived by Across-the-Board (ATB) 
head movement.  Their analysis may be correct as far as gapping in clauses is concerned.  
However, it should be noted that such movement is impossible in the sentences above 
including nominal gapping because the nominals and the elided clauses are not 
coordinated.  The movement is allowed only under coordination structures.  Although 
I do not exclude the ATB-movement analysis of gapping in clauses, the head-ellipsis 
analysis is also necessary in order to explain the nominal gapping discussed in this section. 
 This section has argued for the necessity of the syntactic identity condition on 
ellipsis.  Although the ATB-movement may be involved in ellipsis phenomena (and I do 
not exclude these possibilities), without the condition, we cannot account for the 
(un)grammaticality of the sentences discussed in this section. 
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2.6 Interim Summary 
 In this chapter, after considering the structures of deverbal nominals in Section 
2.2, I have shown how the structures explain ellipsis phenomena in nominals, coupled 
with the syntactic identity condition on ellipsis.  In Section 2.3, I have explained why 
deverbal nominals can be antecedents of verb phrase ellipsis in clauses while applying 
ellipsis to deverbal nominals makes sentences ungrammatical when antecedents are verb 
phrases in clauses.  Section 2.4 has shown how the present analysis can be carried over 
to ellipsis in adjectival phrases and deadjectival nominals, given the structures proposed 
in the previous analyses (Roy (2010) and Borer (2013)).  Section 2.5 has reexamined 
the necessity of the syntactic identity condition on ellipsis.  It has been concluded that 
the condition is definitely necessary although the ATB-movement approach to gapping 














Notes to Chapter 2 
 
*Parts of the discussion and data here were presented at the 89th annual meeting of 
English Literary Society of Japan and its proceedings (proceedings of the 89th General 
Meeting of the English Literary Society of Japan). 
 
1 I add the underlines in (33) on the one hand, and the intended translation and glossaries 
in (34) on the other hand. 
 
2 I add the translation in (35). 
 
3 It is reported that English deverbal nominals can also be modified by adverbs, as in (i). 
 
(i) (While) the removal of evidence purposefully (is a crime), the removal 
of evidence unintentionally (is not). 
(Fu, Roeper, and Borer (2001: 554), italics in original) 
 
However, not all speakers of English accept this way of modification.  In fact, two 
informants of mine do not accept this use.  I leave the reason for future research why 
such an inter-speaker variation exists. 
 
4 I add the glossaries in (36). 
 





Amharic, Bantu languages, and Maori, though she does not show concrete examples. 
 
6 This (morphological) merger operation is either lowering (based upon hierarchical 
structure) or local dislocation (based upon linear adjacency).  I do not specify which of 
the two the merger operation belongs to because it is not the main concern here and does 
not affect the main thesis here.  See Embick and Noyer (2001) for the details of the two 
operations. 
 
7 The examples in (39) are all cited in Johnson (2001: 470). 
 
8 The elided site in (52) includes a copy of Obama represented as [DP t ]i.  Strictly 
speaking, in order for the structure to observe the syntactic identity condition on ellipsis, 
there must be a corresponding copy/trace.  One possibility to solve this problem would 
be to assume that there is an implicit argument in the Spec of VoiceP, which is bound by 
an implicit external argument, sometimes realized as a by-phrase.  However, I put aside 
the problem since it is beyond the scope of the thesis.  The problem also arises in ellipsis 
in clauses in general, and is not specific to ellipsis in nominals. 
 
9 I assume that the preposition of is inserted post-syntactically for phonological reason 
(“of-insertion” in Chomsky’s (1981) sense). 
 
10 In (53), I assume that the by-phrase, by Chomsky is adjoined to VoiceP.  However, I 
do not exclude other possibilities that, for example, by-phrases is adjoined to some other 




treats VPE even in verbal domains (rather than nominal domains discussed here).  See 
also Note 21. 
 
11 In the antecedent phrases in (53) and (54), there must be implicit arguments in the Spec 
of VoiceP so that the elided sentences observe the syntactic identity condition on ellipsis.  
See also Note 8. 
 
12 In (54), I tentatively assume that DP (of) the Viet Nam War is adjoined to nP, so that 
the copy in the base position (represented by [DP t ]j) behaves as a variable.  This 
assumption ensures the syntactic identity between the antecedent phrase and the elided 
clause.  However, I put aside the exact position to which the DP adjoins. 
 
13 For the syntactic identity concerning external arguments in (57) and (58), see Note 8.  
For the adjunction site of the by-phrase in (57), see Note 21 and 10. 
 
14 The same is true of ellipsis in adjectival phrases discussed in Section 2.4. 
 
15 See also the discussion in Section 2.5.1. 
 
16 However, if the [E] feature is a feature of phase heads, we can attribute mechanisms 
for ellipsis to the phase heads. 
 
17 One of my two informants reports that of phrases are preferred to genitive forms.  




be the reason why the sentences in (59) and (60) as well as the (a) sentences in (61) and 
(62) are slightly degraded.  I abstract away the preference and assume that these 
sentences are essentially grammatical. 
 
18 I add the English translation in (63) and (64). 
 
19 Borer (2013) argues that deadjectival nominals have DegP (degree phrase) rather than 
PredP.  Be it DegP or PredP, the two researchers agree that deadjectival nominals contain 
functional phrases in their structures. 
 
20 In these examples, the elided elements are shown by angled brackets, preserving 
Merchants’ original representation. 
 
21 More precisely, Merchant assumes that complement to a head bearing [E] (ellipsis 
feature) is deleted.  In the case of VPE, the head of VoiceP has this feature and hence, 
vP is deleted.  In what follows, I do not explicitly mention [E] for ease of exposition.  
In addition, Merchant assumes that the remnant by-phrases move to Spec of FocusP.  
However, since the main concern here is the deleted category, I abstract away the exact 
position to which a by-phrase moves/adjoins.  Here, I tentatively assume that a by-phrase 
adjoins to VoiceP. 
 
22 I assume that the by phrase is adjoined to VoiceP. 
 




Voice heads, rather than both of these, these sentences violate the syntactic identity 
condition on ellipsis, for the elided parts are the n heads, which are different from the two 
heads. 
 
24 I put aside here the reason why the elided (b) sentences in (93)-(96) are slightly 
degraded, compared with the non-elided (a) sentences. 
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Chapter 3  
 
Three Types of Gerunds and the Labeling Algorithm* 
 
3.1 Introduction 
 Gerunds are divided into three types: nominal, genitive, and clausal gerunds.  
Examples of these gerunds are given in (101). 
 
(101) a. the girl’s reading of the sonnet (nominal gerund, NG) 
b. the girl’s reading the sonnet (genitive gerund, GG) 
c. the girl reading the sonnet (clausal gerund, CG) 
 
In the first type, the subject bears genitive Case while the object appears with the 
preposition of.  The second type is similar to the first, but the object bears accusative 
Case.  An object of the final type also bears accusative Case, but the subject bears 
accusative or nominative Case.  For ease of exposition, I call the first type nominal 
gerunds (NG), the second type genitive gerunds (GG), and the last type clausal gerunds 
(CG).  In this chapter, after reviewing Abney’s (1987) analysis, I propose an alternative 
analysis based upon the Labeling Algorithm (hereafter, LA, Chomsky (2013, 2015)).  
Specifically, I will argue that the label of NGs and GGs is determined to be DP, while that 
of CGs is determined as NP by nominal feature sharing, so that both the subject of a CG 
and the CG itself can bear the same Case (accusative in most cases).  I will provide 
support for the present analysis by considering the facts regarding ellipsis and 
coordination. 
 In the next section, I will review Abney’s (1987) analysis.  Abney provides the 
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first approximation to the structure of CGs while it is confronted with some problems 
regarding Case assignment.  In Section 3.3, I will propose an alternative analysis, 
adopting the LA.  In Section 3.4, I briefly review Pires’ (2006) analysis, which tries to 
solve problems with previous analyses in the Minimalist framework.  Then, Section 3.5 
discusses further consequences of my analysis concerning ellipsis, comparing the three 
types of gerunds.  Section 3.6 summarizes the chapter. 
 
3.2 Abney’s (1987) Analysis and its Problem 
 It has been observed that CGs and GGs are different from NGs and deverbal 
nominals in that the former two assign accusative Case to their object (102).  In addition, 
the former two permit modification by adverbs (103), aspectual have (104), and the 
double object construction (105). 
 
(102) a. John discovering a thesis-writing algorithm 
b. John’s discovering a thesis-writing algorithm 
c. *John’s discovery a thesis-writing algorithm 
((102b, c) from Abney (1987: 182)) 
(103) a. Horace carefully describing the bank vault 
b. Horace’s carefully describing the bank vault to Max 
c. *Horace’s carefully description of the bank vault to Max 
((103b, c) from Abney (1987: 182)) 
(104) a. Guineve having presented a golden cup to Bertrand 
b. Guineve’s having presented a golden cup to Bertrand 
c. *Guineve’s have(ing) presentation of a golden cup to Bertrand 
((104b, c) from Abney (1987: 182)) 
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(105) a. Ilana giving Marc a kiss in public 
b. Ilana’s giving Marc a kiss in public 
c. *Ilana’s gift of Marc of a kiss in public 
((105b, c) from Abney (1987: 182)) 
 
 As for CGs, it has also been observed that CGs can have independent tense.  
The time in the CG in (106) has a future interpretation with respect to the matrix time, 
which is clearly shown with the adverbs yesterday and tonight. 
 
(106) Mary worried yesterday about [Paul coming dinner tonight]. 
(Pires (2006: 25), italic and brackets in original) 
 
In addition, CGs appear in argument positions, as other nominal expressions do.  In 
(107), CGs occur in a complement position of verbs (107a) and prepositions (107b, c) as 
well as in a subject position (107d). 
 
(107) a. Mary favored [Bill taking care of her land]. 
b. Susan worried about [Mark being late for dinner]. 
c. Sylvia wants to find a new house without [Anna helping her]. 
d. [Sue showing up at the game] was a surprise to everybody. 
(Pires (2006: 20), brackets in original) 
 
 In order to account for these data, Abney proposes the structures in (108), (109), 
and (110) for NGs, GGs, and CGs respectively. 
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(108)        DP 
 
    John’s           D´ 
 
            D              NP 
 
                    N              PP 
                                  of the Marseillaise 
           -ing              V 
                            sing (Abney (1987: 223)) 
 
(109)        DP 
 
    John’s           D´ 
 
             D             NP 
 
                   -ing             VP 
 
                            V              DP 
                           sing         the Marseillaise 





(110)         DP 
 
     -ing             IP 
 
            John             I´ 
 
                     I              VP 
 
                             V             DP 
                            sing         the Marseillaise 
(Abney (1987: 223)) 
 
In (109), VP is nominalized, and hence NP dominating VP.  The nominal suffix -ing is 
lowered to V sing, forming singing.  The subject John is base-generated in the Spec of 
DP, where it is assigned genitive Case.  On the other hand, in (108), the nominal suffix 
-ing is adjoined to the head V.  In other words, this can be regarded as forming the 
gerundive head in lexicon.  The subject John is base-generated in the same position as 
GGs (109), and receives genitive Case.  In (110), the nominal suffix is in the head of DP, 
which is lowered to V via I to form singing.  The base position of the subject John is the 
Spec of IP, rather than DP.1   The subject John is assigned accusative Case from I 
(AGR).2 
 The structures straightforwardly account for the facts in (102)-(107).  Since 
V(P) is invisible in NGs, only CGs and GGs can assign accusative Case to their object, 
as in (102).  For the same reason, modification by adverbs is allowed only in CGs and 
GGs (and disallowed in NGs).  Invisibility of V(P) in NGs means that they are nominals 
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(rather than verbs), so that they are modified not by adverbs but by adjectives.  In 
addition, assuming that the aspectual have occurs in the verbal domain accounts for the 
availability of its usage in CGs and GGs.  Furthermore, since the double object 
construction is one type of verb phrases, it is allowed only in CGs and GGs, which clearly 
embed VP in their structure.  Thanks to the existence of IP, it is explained that the CG 
can have an independent time interpretation in (106).  Although Abney does not 
explicitly refer to the fact in (107), if CGs consist of DP, it is straightforwardly explained 
why CGs appear in the positions where DP generally occurs. 
 However, Abney’s analysis is problematic both empirically and theoretically.  
His analysis cannot explain the facts concerning ellipsis.  As the following examples 
show, the three types of gerunds can behave as an antecedent of VPE.  In (111)-(113), 
the (b) examples are derived by applying VPE to the (a) examples.  An NG, GG, and 
CG can be used as an antecedent of VPE as illustrated in (111), (112), and (113), 
respectively. 
 
(111) a. I know of Obama’s using of Twitter, and I know that Trump 
uses Twitter, too. 
b. I know of Obama’s using of Twitter, and I know that Trump 
does, too. 
(112) a. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama criticized the Viet Nam War, too. 
b. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama did, too. 
(113) a. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama criticized the Viet Nam War, too. 
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b. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama did, too. 
 
In (111)-(113), the elided verb phrases are embedded in the tensed clauses.  The situation 
does not change in infinitival clauses, too, as in (114)-(116). 
 
(114) a. John preferred Bill’s using of the super computer, and Mary 
preferred Alex to use the super computer. 
b. ?John preferred Bill’s using of the super computer, and Mary 
preferred Alex to. 
(115) a. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex to use the super computer. 
b. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex to. 
(116) a. John preferred Bill using the super computer, and Mary 
preferred Alex to use the super computer. 
b. John preferred Bill using the super computer, and Mary 
preferred Alex to. 
 
Although Abney’s analysis can explain the availability of VPE in GGs ((112b) and 
(115b)) and CGs ((113b) and (116b)), it faces a problem in explaining the elided NGs 
((111b) and (114b)).  Recall that Abney assumes that V(P) is invisible in syntax in NGs 
so as to explain the unavailability of assigning accusative Case to their object, 
modification by adverbs, the aspectual have, and the double object construction.  Then, 
his analysis incorrectly predicts that the NGs in (111b) and (114b) are ungrammatical 
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since V(P) cannot be an antecedent of ellipsis because of the invisibility. 
 In addition, Abney’s analysis cannot explain the fact that a subject of CGs can 
be null (PRO).  Assuming the Movement Theory of Control (MTC, Hornstein (1999) 
among others), consider the examples in (117).  Each sentence in (117) illustrates that a 
subject of CGs cannot be that of passive and raising predicates.3 
 
(117) a. *Paul is preferred [swimming in the morning]. 
b. *John appears [liking Mary]. (Pires (2006: 27)) 
 
In order to block these sentences, Abney has to assume that accusative Case is obligatorily 
assigned to a subject of CGs.  Then, the sentences in (117) would be excluded as 
receiving Case twice: one (accusative) from I (AGR) in the CGs and the other 
(nominative) from I (AGR) in the roots.  However, this assumption is not motivated, and 
incorrectly excludes the following sentence where the subject of the CG is PRO: 
 
(118) John prefers swimming. (Pires (2006: 39)) 
 
If accusative Case is obligatorily assigned from I (AGR) in the CG, then, the PRO in 
(118) receives the Case.  However, PRO must bear null Case rather than accusative or 
nominative Case (Chomsky and Lasnik (1993)).  Therefore, Abney’s analysis 
incorrectly excludes the grammatical sentence in (118).  Furthermore, it is theoretically 
unclear why I (AGR) in CGs assigns accusative Case.  Abney does not provide any 
reason and just stipulates it although I (AGR) is generally assumed to assign nominative 
Case. 
 As we have witnessed, Abney’s analysis is problematic empirically and 
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theoretically.  Therefore, it is untenable and should be revised. 
 
3.3 An Alternative Analysis 
 This section aims to explain the facts observed in (102)-(107), resolving the 
problems with Abney’s analysis at the same time.  Before entering into the detailed 
analysis, I introduce the Labeling Algorithm (LA) proposed in Chomsky (2013, 2015), 
which the present analysis relies on. 
 Chomsky tries to articulate the way of determining traditional projections.  In 
the long history of generative grammar, it has not been considered seriously how to 
determine projections.  The LA attempts to provide rules for choosing labels.  The 
detailed contents of the LA are given in (119) and (120).  The situation in (120) is called 
“the XP-YP problem” because we cannot determine a label automatically, as in (119) 
 
(119) When a phrase XP and a word Y are merged, Y becomes a label, as in 
(121a) 
(120) When a phrase XP and another phrase YP are merged, 
a. if XP moves (or internally merged with another element), Y 
becomes a label, as in (121b). 
b. if the head of XP and that of YP have the same feature F, F 
becomes a label, as in (121c). 
 
(121) a.          YP 
 
    XP             Y 
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b.          YP 
 
    XP            YP 
 
c.          YP 
 
    XP            YP 
 
    X[F]           Y[F] 
 
In addition, Chomsky assumes that root R in general and T in English are too weak to 
determine a label.4 
 Given the LA and the assumptions above, I propose an alternative analysis of 
NGs, GGs, and CGs.  Specifically, I propose the structures in (122) and (123) for NGs 












(122)        DP 
 
  DP        DP 
 
 Bill’s   D        nP 
 
             n         vP 
            -ing 
                  v         RP 
                 use 
                       R         DP 
                       use 
                              of the super computer 
(123)        DP 
 
  DP        DP 
 
 Bill’s   D        nP 
 
            DP 
                  n 
           Bill   -ing  DP 
                             T        R-v*P 
                     Bill 
                              Bill using the super computer 
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In these structures and in what follows, I represent the category of transitive verbs as v* 
and that of intransitive verbs as v.  v* introduces an external argument and assigns 
accusative Case to its internal argument while v does not.  In (122), the NG subject DP 
is base-generated in the Spec of DP in the traditional term.  In (123), the GG subject is 
base-generated in the Spec of v*P (hence, being a real external argument) and then 
internally merges with DP, via the traditional TP-Spec and nP-Spec positions.  In both 
cases, the DP Bill shares the categorial feature D and receives genitive Case from the D 
head, which means that the DP Bill Agrees with the D head in the standard way (Spec-
Head Agreement).  In addition, I postulate that the suffix -ing is introduced by the 
nominalizer n, as a verb, in effect, consists of the verbalizer and a root.  Since a suffix 
needs to be attached to an element, the suffix -ing is morphologically merged with v/v*, 
forming using.5  The gerunds themselves, namely, nP, receives Case from a matrix 
element.  Since a genitive subject is already assigned Case from the D head, it does not 
block Case assignment to nP.  In (122), I assume that the preposition of is inserted post-
syntactically for phonological reason, the details of which I put aside here.  Importantly, 
the structure (122) differs from Abney’s in that it contains (intransitive) vP.  In (123), 
the labeling up to v*P is determined in the standard way.  Then, R-v*P merges with T.  
The DP Bill, originating in the Spec of R-v*P, moves to the traditional Spec-TP position.  
Although the DP Bill further moves to the upper positions, the label of the traditional TP 
is not determined, for T is too weak to determine a label.  Then, the whole phrase further 
merges with n.  Since the DP Bill further moves to the Spec of DP, the label of the phrase 
is determined to be nP.  Since T is too weak to be a label, the traditional TP position is 
finally labeled by n.6 
 On the other hand, I propose the structure in (124) for CGs such as John prefers 
Mary swimming, where the CG has the overt subject. 
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(124)    CP 
 
C    PhiP 
 
   DP 
      T  R-v*P 
John 
        DP 
           R-v* 
     John  prefers 
                R   NP 
              prefer 
                  DP   nP 
 
               Mary  n 
                    -ing 
                         DP 
 
                      Mary    T   R-v*P 
 
                                Mary swimming 
 
The way of labeling in the matrix clause and R-v*P in the CG is the same as that in 
Chomsky (2013, 2015).  In the CG, R-v*P merges with T.  The DP Mary, originating 
in the Spec of R-v*P, internally merges with the traditional TP.  Then, the DP Mary 
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further moves to the positions in the matrix clause.  However, the label of the traditional 
TP remains unlabeled, for T is too weak to determine a label.  Then, the traditional TP 
merges with the nominalizer n.  At this point, the label of the whole phrase is determined 
to be nP by choosing n rather than T as the label since T is too weak to determine a label.7  
The nominalizer -ing is a suffix, which needs to be attached to an element.  Thus, it is 
morphologically merged with v*, forming swimming in phonology.8  The CG subject 
Mary is base-generated in the Spec of R-v*P, and internally merges with nP via the 
traditional TP-Spec position.  At this point, the XP-YP problem arises, which is solved 
only by taking the option in (120b), for the CG subject Mary does not move further.  
Since it is the nominal feature that these two phrases have in common, the top-most label 
of the CG is determined as NP.9, 10  At this point, Case is assigned from the matrix R, 
which inherits the Case feature from v*, to the CG subject Mary and the CG itself (nP) at 
the same time, for they are equidistant from the matrix R.11 
 When a CG does not have an overt subject, I assume with Pires (2006) the 
MTC, under which the CG subject further moves to a matrix clause.  Thus, the structure 











(125)    CP 
 
C    PhiP 
 
   DP 
      T  R-v*P 
John 
        DP 
           R-v* 
     John  prefers 
                R   nP 
              prefer 
                  DP 
 
               John    n 
                     -ing 
                           DP 
 
                        John    T   R-v*P 
 
                                  John swimming 
 
In this structure, the external argument John moves out of the CG into the matrix clause.  
Therefore, unlike (124), the XP-YP problem does not arise within the CG.  Since the DP 
John moves to the matrix clause, n is automatically chosen as a label, following (120a).  
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At this point, the CG (or more accurately, n) is assigned accusative from the matrix R 
(which inherits the Case feature from v*).  The external argument John further moves 
to the traditional Spec-TP position in the matrix clause via the Spec of R-v*P where it 
receives the second theta role.  In the traditional Spec-TP position in the matrix clause, 
the external argument John Agrees with T, and the label of the traditional TP is 
determined to be PhiP, as is standardly assumed. 
 Regarding nominal feature sharing in (124) (and possibly D feature sharing in 
(122) and (123)), one may wonder how the present analysis captures Moro’s (2000) 
principle of “dynamic antisymmetry.”  Under Chomsky’s (2013, 2015) original labeling 
algorithm, labeling of an XP-YP structure by feature sharing is restricted to the case in 
which XP and YP are (phi-)agreeing elements.  This restriction enables Chomsky to 
recapture the traditional notion of Last Resort on movement, given that movement (or 
internal Merge) applies freely.  Suppose that XP and YP are of the same category in 




For Chomsky, even if XP and YP have the same feature other than phi-features, 
Agreement never happens.  Therefore, the remaining option is to dislocate XP to the top 
of the structure.  This forces the copular sentence to dislocate the underlined first noun 
to the sentence initial position, as in (127). 
 
(127) a. John is a doctor. 
b. *Is John a doctor. 
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For the present analysis, it is indeed possible to share the nominal feature in John and a 
doctor in (127).  Then, is it incorrectly predicted that (127b) is a grammatical case?  
The answer is negative: (127b) is correctly excluded because the label of the top-most 
phrase cannot be determined.  If the subject John did not move to the traditional Spec-
TP position, the label of the whole sentence could not be determined as PhiP.  Recall 
that T is too weak to be a label.  This is schematically illustrated below: 
 
(128)    ? 
 
   T         NP 
 copula 
        XP[N]      YP[N] 
 
By dislocating XP (or YP) to the traditional TP, the top-most category is correctly labeled 
as PhiP by feature sharing, as in (129). 
 
(129)    PhiP 
 
    XP[Phi] 
         T[Phi]      YP 
       copula 
               tXP       YP 
 
Therefore, the sentence (127b) is independently excluded since its structure (128) cannot 
have correct interpretations because of the failure of labeling. 
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 The present analysis can correctly account for the basic facts concerning NGs, 
GGs, and CGs noted in the previous section.  I repeat the data (102)-(107) as (130)-(135) 
for convenience. 
 
(130) a. John discovering a thesis-writing algorithm 
b. John’s discovering a thesis-writing algorithm 
c. *John’s discovery a thesis-writing algorithm 
((130b, c) from Abney (1987: 182)) 
(131) a. Horace carefully describing the bank vault 
b. Horace’s carefully describing the bank vault to Max 
c. *Horace’s carefully description of the bank vault to Max 
((131b, c) from Abney (1987: 182)) 
(132) a. Guineve having presented a golden cup to Bertrand 
b. Guineve’s having presented a golden cup to Bertrand 
c. *Guineve’s have(ing) presentation of a golden cup to Bertrand 
((132b, c) from Abney (1987: 182)) 
(133) a. Ilana giving Marc a kiss in public 
b. Ilana’s giving Marc a kiss in public 
c. *Ilana’s gift of Marc of a kiss in public 
((133b, c) from Abney (1987: 182)) 
(134) Mary worried yesterday about [Paul coming dinner tonight]. 
(Pires (2006: 25), italic and brackets in original) 
(135) a. Mary favored [Bill taking care of her land]. 
b. Susan worried about [Mark being late for dinner]. 
c. Sylvia wants to find a new house without [Anna helping her]. 
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d. [Sue showing up at the game] was a surprise to everybody. 
(Pires (2006: 20), brackets in original) 
 
First, since CGs and GGs have, and NGs (and possibly deverbal nominals) do not have 
transitive v*P, only the former two can assign accusative Case to their objects, as in (130).  
Second, the aspectual have is available in CGs and GGs while it is not, in NGs, as in 
(132), since only the former two have traditional TP.  It is reasonable to assume that the 
aspectual have occurs in the TP domain rather than the v(*)P/VP domain since it is 
intimately related to time interpretation.  Third, given that the double object construction 
is one of transitive constructions, it is allowed only in CGs and GGs, and excluded in 
NGs, as in (133), since only the former two have transitive v*P.  NGs embed only 
intransitive vP in their structures.  Fourth, the availability of adverbs in (131) must not 
be strong evidence.  Fu, Roeper, and Borer (2001) observe that even deverbal nominals 
allow modification by adverbs, as in (136).  In (136), the adverbs purposefully and 
unintentionally modify the deverbal nominal removal. 
 
(136) (While) the removal of evidence purposefully (is a crime), the removal 
of evidence unintentionally (is not). 
(Fu, Roeper, and Borer (2001: 554)) 
 
Therefore, the availability of adverbs must be an inter-speaker variation so that some 
speakers may accept such expressions.  The independent time interpretation in (134) is 
straightforwardly accounted for since CGs embed TP in their structure.13  Lastly, CGs 
appear in argument positions, as in (135), for they are nominals (the top-most category of 
CGs being nP/NP).14 
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 The present analysis can solve the problems with Abney’s analysis.  In (111)-
(116), which are repeated here as (137)-(142) for convenience, we have seen that all sorts 
of gerunds can be an antecedent of VPE. 
 
(137) a. I know of Obama’s using of Twitter, and I know that Trump 
uses Twitter, too. 
b. I know of Obama’s using of Twitter, and I know that Trump 
does, too. 
(138) a. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama criticized the Viet Nam War, too. 
b. I know of Chomsky’s criticizing the Viet Nam War, and I know 
that Obama did, too. 
(139) a. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama criticized the Viet Nam War, too. 
b. I know of Chomsky criticizing of the Viet Nam War, and I 
know that Obama did, too. 
(140) a. John preferred Bill’s using of the super computer, and Mary 
preferred Alex to use the super computer. 
b. ?John preferred Bill’s using of the super computer, and Mary 
preferred Alex to. 
(141) a. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex to use the super computer. 
b. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex to. 
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(142) a. John preferred Bill using the super computer, and Mary 
preferred Alex to use the super computer. 
b. John preferred Bill using the super computer, and Mary 
preferred Alex to. 
 
All types of gerunds can be an antecedent of VPE since they embed a verb phrase: NGs 
have vP on the one hand, and GGs and CGs have v*P/vP on the other hand.  The v(*)P 
behave as an antecedent of VPE. 
 In addition, it is explained in terms of Case assignment that A-movement of a 
CG subject is barred, as in (117), repeated here as (143) for convenience. 
 
(143) a. *Paul is preferred [swimming in the morning]. 
b. * John appears [liking Mary]. (Pires (2006: 27)) 
 
In (143), the subjects Paul and John are assigned Case from the matrix T, but the CGs 
themselves do not receive any Case.  On the other hand, in (118), repeated here as (144), 
accusative Case is assigned only to the CG itself. 
 
(144) John prefers swimming. (Pires (2006: 39)) 
 
Since I adopt the MTC, there is no PRO in the CG, and hence, only the CG itself receives 
the Case.15, 16 
 At this point, it should be noted that all the types of gerunds can be coordinated 
with a that clause.  An NG, GG, and CG are coordinated with a that clause in (145), 
(146), and (147), respectively.  The datum in (147) comes from Shimokariya (2017). 
 83 
(145) ?I remember [your entering of the graduate school] and [that you took 
a doctor’s degree in linguistics]. 
(146) I remember [your winning the lottery] and [that your family roared 
with joy]. 
(147) I remember [you winning the lottery] and [that your family roared with 
joy]. (Shimokariya (2017: 419)) 
 
If a that clause were CP, these gerunds should be CP rather than DP/NP/nP.17  However, 
these data are accounted for by the proposed analysis coupled with Takahashi’s (2010) 
assumption that that-clauses are preceded by an implicit determiner, as illustrated in (148). 
 
(148) [DP THE [CP ……]] (Takahashi (2010: 353)) 
 
As far as Takahashi is correct, that-clauses are DP.  Hence, the sentences in (145)-(147) 
are reanalyzed as coordination of two nominal expressions, and thus, is not problematic 
to the present analysis.18 
 As we have seen thus far, the proposed analysis overcomes the theoretical and 
empirical drawbacks in Abney’s analysis.  In the next section, before discussing further 
consequences of the present approach, I briefly note Pires’s (2006) analysis. 
 
3.4 Remarks on Pires’s (2006) Analysis 
 Pires (2006) analyzes CGs in the Minimalist Program to capture the fact that a 
CG subject cannot undergo A-movement to a matrix clause, as in (143).19  Adopting the 
MTC, he proposes an alternative analysis of CGs, with the hypothesis in (149). 
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(149) The Tense (T0) head of a CG carries an uninterpretable Case feature that 
needs to be valued. (Pires (2006: 41)) 
 
To see how the hypothesis in (149) works, consider the structure of the sentence John 
prefers swimming, given in (150). 
 
(150)     TP2 
 
John    T´ 
 
          vP 
 
      John   v´ 
 
       prefers  VP 
 
         prefers  TP1 
 
            John    T´ 
 
               AGR   vP 
 
                  John  swimming (Pires (2006: 45)) 
 
In this structure, TP2 and TP1 correspond to the matrix clause and the CG, respectively.  
 85 
The morpheme -ing is lowered from AGR to v to form swimming.  The subject John is 
base-generated in the Spec of vP in the CG and receives the first theta role.  Under the 
hypothesis in (149), the Case feature of AGR, the head of TP1, is valued by the matrix v 
and accusative Case is assigned to AGR.  The subject John further moves to (or 
internally merges with) the Spec of TP1 in order to satisfy the EPP requirement in T1 
(AGR).  Then, it moves to the Spec of TP2 via the Spec of vP in the matrix clause, 
satisfying the EPP requirement.  It receives nominative Case from the head of TP2 
(AGR).  When it passes the Spec of vP in the matrix clause, it receives the second theta 
role. 
 When a CG has an overt subject, he proposes a slightly different derivation.  
Consider, for concreteness, the derivation of the sentence Sue prefers John swimming, 















(151)     TP2 
 
 Sue    T´ 
 
          vP 
 
       Sue   v´ 
 
       prefers  VP 
 
         prefers  TP1 
 
            John    T´ 
 
               AGR   vP 
 
                  John  swimming (Pires (2006: 50)) 
 
In this case, the derivation up to VP proceeds similarly to (150).  The root subject Sue is 
base-generated in the Spec of the matrix vP, where it receives a theta role from the matrix 
v and Case from the matrix T.  Then, it moves to the Spec of TP2 to satisfy EPP.  The 
CG receives accusative Case from matrix v and then, it further assigns the Case to its 
subject John.  The CG subject John moves to the Spec of TP1, satisfying the EPP 
requirement.20, 21 
 The analysis correctly accounts for the contrast in (117) and (118), repeated 
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here as (152) and (153). 
 
(152) a. *Paul is preferred [swimming in the morning]. 
b. *John appears [liking Mary]. (Pires (2006: 27)) 
(153) John prefers swimming. (Pires (2006: 39)) 
 
(152) is ungrammatical because T in the CGs is not assigned any Case.  In (153), on the 
other hand, T in the CG is assigned accusative Case from the matrix verb.  The subject 
of the CG John moves to the Spec of the matrix TP, receiving nominative Case, before 
the accusative Case is assigned from T in the CG. 
 Having said that, Pires’ analysis is problematic empirically and theoretically as 
well as Abney’s.  Empirically, it cannot explain the fact that a CG can be coordinated 
with a nominal expression, as the underlined portions in (154) demonstrate.  For 
instance, (154a) shows that we can coordinate the lexical noun physical exercise with the 
CG watching television shows. 
 
(154) a. She always liked physical exercise and watching television 
shows. 
b. The town proposed a tax increase and reviving the translation 
service. 
c. Outdoor bathrooms and pitching a tent every day would wear 
us out. 




e. Someone arranged for a new swimming pool and painting the 
house. (Emonds (2013: 26), underlines in original) 
 
Further, as shown in (155), CGs can coordinate with deverbal nominals, which have the 
similar meaning to the CGs. 
 
(155) a. John preferred destroying an existing notion and creation of a 
new idea. 
b. John preferred destruction of an existing notion and creating a 
new idea. 
 
Since Pires argues that CGs are TP rather than DP or NP/nP, his analysis would provide 
the sentences in (155) with the following structures: 
 
(156) a. John preferred [TP destroying an existing notion] and [DP 
creation of a new idea]. 
b. John preferred [DP destruction of an existing notion] and [TP 
creating a new idea]. 
 
In these structures, the different categories, TP and DP, are coordinated though in general, 
conjuncts of coordination have to be the same categories.  Therefore, Pires’ analysis is 
problematic in light of coordination.22, 23 
 The present analysis correctly accounts for the fact a CG can be coordinated 
with a nominal expression.  Since CGs are NP/nP, such coordination is allowed as 
coordination of two nominals.24 
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 Theoretically, the assumption that T itself bears a Case feature (and receives 
Case) and that the Case is further assigned to another element such as a CG subject is not 
independently motivated, being a construction-specific stipulation.  Generally, T is 
assumed to bear phi-features rather than a Case feature.  It is not observed elsewhere, 
either, that received Case is further assigned to another element. 
 The present analysis eliminates Pires’ stipulation that T in CGs receives Case 
from a matrix clause and it further assigns the Case to the CG subject.  In the present 
analysis, T and an overt subject in the CG receive a Case from a matrix clause at the same 
time since the CG (nP) and its subject are equidistant from NP. 
 
3.5 Further Consequences 
 This section presents further consequences of the proposed analysis regarding 
ellipsis.  In Section 3.2 and 3.3, we have seen that a verb phrase in tensed and to-
infinitival clauses can be elided (verb phrase ellipsis, VPE) when an antecedent is an NG, 
GG, and CG.  However, reversing the relation between an antecedent and an elided 
position makes the sentences ungrammatical.  The examples (157)-(159) show that 
eliding (parts of) gerunds makes sentences ungrammatical when an antecedent is a tensed 
clause. 
 
(157) a. I know that Obama uses Twitter, and I know of Trump’s using 
of Twitter, too. 
b. *I know that Obama uses Twitter, and I know of Trump’s, too. 
(158) a. I know that Chomsky criticized the Viet Nam War, and I know 
of Obama’s criticizing the Viet Nam War, too. 
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b. *I know that Chomsky criticized the Viet Nam War, and I know 
of Obama’s, too. 
(159) a. I know that Chomsky criticized the Viet Nam War, and I know 
of Obama criticizing the Viet Nam War, too. 
b. *I know that Chomsky criticized the Viet Nam War, and I know 
of Obama, too. 
 
Similarly, ellipsis of gerunds is prohibited when an antecedent is a to-infinitive, as in 
(160)-(162) below. 
 
(160) a. John preferred Bill to use the super computer, and Mary 
preferred Alex’s using of the super computer. 
b. *John preferred Bill to use the super computer, and Mary 
preferred Alex’s. 
(161) a. John preferred Bill to use the super computer, and Mary 
preferred Alex’s using the super computer. 
b. *John preferred Bill to use the super computer, and Mary 
preferred Alex’s. 
(162) a. John preferred Bill to use the super computer, and Mary 
preferred Alex using the super computer. 
b. *John preferred Bill to use the super computer, and Mary 
preferred Alex. 
 
Since the sentences without ellipsis are grammatical, we can attribute the 
ungrammaticality to the ellipsis.  The examples of VPE in Section 3.2 and 3.3 indicate 
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that the ungrammaticality of (157)-(162) cannot simply be accounted for in terms of the 
morphological identity.  For example, in (137), repeated here as (163), the verb use is 
elided while the corresponding part is using in the antecedent. 
 
(163) a. I know of Obama’s using of Twitter, and I know that Trump 
uses Twitter, too. 
b. I know of Obama’s using of Twitter, and I know that Trump 
does, too. 
 
In this case, VPE is permitted despite the morphological mismatch.  Therefore, we 
cannot attribute the ungrammaticality of (157)-(162) to the morphological identity 
condition.25 
 Then, how can we explain the (un)grammaticality of the sentences in (157)-
(162)?  It is explained in terms of the syntactic identity and licensing condition on 
ellipsis.  The licensing condition states that applying ellipsis is restricted to the 
complement position of the functional category which undergoes Spec-Head Agreement 
(Saito and Murasugi (1990), Lobeck (1995) among others).  The tree diagram in (164) 
schematically illustrates the condition.  In (164), FP is some functional category, Spec 
is the abbreviation of specifier, and Compl is that of complement. 
 
(164)         FP 
 
    Spec                              Ellipsis 
   Agree     F (Head)       Compl 
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 The sentences in (157)-(162) violate one of or both of the conditions.  First, 
consider the structure of the elided site in (157b), represented as (165), in which the elided 
site is shaded. 
 
(165) *I know that Obama uses Twitter, and I know of Trump’s using of 
Twitter, too. 
          DP 
 
     DP       DP 
 
Trump’s    D        nP  
 
                n        R-vP 
               -ing 
                         use of Twitter 
 
As the structure clearly shows, the ellipsis violates the categorial/syntactic identity 
condition although it satisfies the licensing condition (DP Trump Agreeing with D).  It 
is nP that is elided.  However, the corresponding part in the antecedent is R-v*P.  Note 
that ellipsis of R-vP is prohibited, for it prevents the suffix -ing from attaching v* criticize.  
The suffix needs to attach some element.  The situation is different from VPE cases, 
where do-support is available.  In clauses, verb phrases can undergo ellipsis since they 
satisfy the identity and licensing condition on ellipsis on the one hand, and the suffix -
ed/s is supported by do on the other hand.  Therefore, the elided sentence (157b) is 
ungrammatical. 
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 Second, consider the structure of the elided site in (158b), given below.  The 
labels α, β, and γ are used only for ease of exposition. 
 
(166) *I know that Chomsky criticized the Viet Nam War, and I know of 
Obama’s criticizing the Viet Nam War, too. 
          DP 
 
     DP       DP 
 
Obama’s   D         nP  
 
                DP        α 
 
           Obama     n         β 
                    -ing 
                          DP        γ 
 
                     Obama    T       R-v*P 
 
                           Obama criticize the Viet Nam War 
 
The structure observes the licensing condition, but it violates the categorial/syntactic 
identity condition: nP is elided although the corresponding site in the antecedent is R-v*P.  
Ellipsis of α is prohibited since it is not placed in a complement position of a functional 
category undergoing Spec-Head Agreement.   Ellipsis of β (the traditional TP position) 
 94 
and γ (the traditional T´ position) is also prohibited for the same reason.  The remaining 
possibility, ellipsis of R-v*P, is also excluded, for the DP Obama does not Agree with the 
head T.  Therefore, (158b) is ungrammatical. 
 Lastly, consider the structure of the elided site in (159b), given below. 
 
(167) *I know that Chomsky criticized the Viet Nam War, and I know of 
Obama criticizing the Viet Nam War, too. 
          NP 
 
     DP        nP  
 
 Obama     n        α 
           -ing 
               DP         β 
 
           Obama     T        R-v*P 
 
                       Obama criticize the Viet Nam War 
 
In this structure, both of the identity and licensing conditions are violated.  Since the 
corresponding site in the antecedent is R-v*P, ellipsis of nP is prohibited.  Ellipsis of α 
(the traditional TP position) is disallowed since the DP Obama and the head n -ing do not 
undergo Spec-Head Agreement.  Recall that a CG subject and head receive Case from a 
matrix clause at the same time.  Ellipsis of β (the traditional T´ position) and R-v*P is 
also excluded by the licensing condition.  β is not placed in the complement position of 
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a functional category undergoing Spec-Head Agreement.  Since the DP Obama does not 
Agree with the head T, ellipsis of R-v*P is also prohibited.  In any event, application of 
ellipsis is disallowed in this sort of sentences.  Essentially the same explanation holds 
true for (160)-(162). 
 If the licensing condition plays crucial roles in explaining the ungrammaticality 
of the sentences in (157)-(162), we immediately predict that NGs and GGs behave 
differently from CGs in ellipsis, for a subject of the former two gerunds undergoes Spec-
Head Agreement while that of the latter does not.  The prediction is borne out by the 
examples in (168)-(173).  Below is ellipsis of NGs ((168) and (171)), GGs ((169) and 
(172)), and CGs ((170) and (173)). 
 
(168) a. ?I know of Obama’s using of Twitter, and I know of Trump’s 
using of Twitter, too. 
b. ?I know of Obama’s using of Twitter, and I know of Trump’s, 
too. 
(169) a. I know of Chomsky’s criticizing the Viet Nam War, and I know 
of Obama’s criticizing the Viet Nam War, too. 
b. I know of Chomsky’s criticizing the Viet Nam War, and I know 
of Obama’s, too. 
(170) a. I know of Chomsky criticizing the Viet Nam War, and I know 
of Obama criticizing the Viet Nam War, too. 
b. *I know of Chomsky criticizing the Viet Nam War, and I know 
of Obama, too.  
(171) a. ?John preferred Bill’s using of the super computer, and Mary 
preferred Alex’s using of the super computer. 
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b. ?John preferred Bill’s using of the super computer, and Mary 
preferred Alex’s. 
(172) a. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex’s using the super computer. 
b. ?John preferred Bill’s using the super computer, and Mary 
preferred Alex’s. 
(173) a. John preferred Bill using the super computer, and Mary 
preferred Alex using the super computer. 
b. *John preferred Bill using the super computer, and Mary 
preferred Alex. 
 
In every example, the antecedents and the elided phrases are the same kind of gerunds.  
In other words, the syntactic identity condition on ellipsis is perfectly observed.  These 
data are explained by the licensing condition on ellipsis.  Concretely, consider the 
structure of each example. 










(174) ?I know of Obama’s using of Twitter, and I know of Trump’s using of 
Twitter, too. 
          DP 
 
     DP       DP 
                              OKEllipsis  
Trump’s    D        nP  
 
     Agree      n        R-vP 
               -ing 
                         use of Twitter 
 
Here, the head D assigns genitive Case to DP Trump.  In other words, DP Trump and the 
head D undergo Spec-Head Agreement.  Therefore, the ellipsis is licensed.  The same 












(175) I know of Chomsky’s criticizing the Viet Nam War, and I know of 
Obama’s criticizing the Viet Nam War, too. 
          DP 
 
     DP       DP 
                             OKEllipsis 
Obama’s   D        nP  
 
    Agree      DP 
                    n 
          Obama   -ing  DP 
                             T        R-v*P 
                    Obama 
                            Obama criticize the Viet Nam War 
 
In this case, too, ellipsis of nP is allowed since DP Obama and the head D undergo Spec-
Head Agreement.  However, such an ellipsis is prohibited in CGs since they violate the 









(176) *I know of Chomsky criticizing the Viet Nam War, and I know of 
Obama criticizing the Viet Nam War, too. 
     PP (matrix clause) 
 
P         NP 
                         *Ellipsis 
     DP        nP  
 
 Obama    n 
          -ing  DP 
                    T        R-v*P 
           Obama  
                     Obama criticize the Viet Nam War 
 
The CG and its subject do not undergo Spec-Head Agreement in the standard way.  
Although they share a nominal feature (and hence, the whole category of the CG being 
NP), the head n does not assign Case to the subject.  Rather, Case is assigned to the CG 
head and its subject by the matrix element (P in this case) at the same time.  This is the 
reason behind the ungrammaticality of (170b). 
 As we have seen thus far, as the consequences of the present analysis, we can 
easily explain the ellipsis phenomena in the three types of gerunds. 
 
3.6 Interim Summary 
 In this chapter, after reviewing Abney’s (1987) analysis of gerunds in Section 
3.2, I have proposed an alternative analysis under the framework of the LA (Chomsky 
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(2013, 2015)).  Abney’s analysis is empirically and theoretically problematic.  
Empirically, his analysis cannot explain the fact that NGs can behave as an antecedent of 
VPE.  Theoretically, it is unclear why I (AGR) in CGs can assign accusative Case to 
their Spec element.  To solve these problems, I have proposed the structures of three 
types of gerunds in Section 3.3.  I have argued that NGs embed vP in their structure so 
that they can behave as an antecedent of VPE.  On the other hand, GGs and CGs embed 
TP.  The crucial difference between GGs and CGs is the way of labeling.  The label of 
GGs is determined to be DP while that of CGs is determined as NP by feature sharing.  
This difference in labeling explains the availability of ellipsis in these gerunds.  The 
label of NGs is also DP.  Section 3.4 has briefly reviewed Pires’ (2006) analysis of CGs, 
which tries to solve problems with previous analyses, but it also faces a problem 
concerning coordination and Case assignment.  Section 3.5 has presented a number of 
consequences concerning ellipsis.  Coupled with the categorial/syntactic identity and 












Notes to Chapter 3 
 
*Parts of the discussion and data in this chapter were presented at the 35th conference of 
the English Linguistic Society of Japan and in JELS 35 and Explorations in English 
Linguistics 31.  Another version of this chapter is posted to English Linguistics, and it 
is now under examination.  I owe some of the discussion here to the anonymous 
reviewers in English Linguistics. 
 
1  In this era, “the VP-Internal Subject Hypothesis” (Kuroda (1988), Koopman and 
Sportiche (1991), among others) has not been established.  However, even if we adopt 
the hypothesis, the main thesis remains intact. 
 
2 The internal argument the Marseillaise in (109) and (110) is assigned accusative Case 
from V (AGR). 
 
3 Under the MTC, the bracketed gerunds must be CGs rather than GGs since the DPs 
Paul and John seem not to have genitive Case. 
 
4 For reasons why R in general and T in English cannot determine a label, see Chomsky 
(2013, 2015).  Briefly, his reasoning is related to the fact that R is category neutral and 
English is not a pro-drop language.  The latter implies that English T always determines 
a whole label by sharing a feature with an overt subject. 
 





Lowering and Local Dislocation.  The former operation is based on hierarchy and the 
latter linear precedence.  I will not pursue the detailed work necessary to discover 
exactly which of the merger operations the morphological merger here belongs to. 
 
6 There is a possibility that n can be the label regardless of the weakness of T, for the 
phrase up to nP seems to be of the Y-XP (121a) type.  Although I do not reject the 
possibility, I continue to assume that T is too weak to be a label only for ease of exposition.  
In any event, n is chosen as the label of the phrase. 
 
7 I simply assume T is weak for ease of exposition.  See also Note 6. 
 
8 For morphological merger operations, see Note 5. 
 
9 If we assume that nominal expressions generally have phi-features, another possibility 
for labeling is to share the phi-features, as implied in Chomsky (2013: 45) (fn. 38).  Even 
if we take this option, the core idea and discussion remain intact. 
 
10 When the label of a phrase is determined by nominal feature sharing, I use the label 
NP.  If a derivation chooses the movement option, I use the label nP.  In a phrase headed 
by D, I use the label DP.  The former two, that is, NP and nP are essentially the same, 
but I distinguish them only for the ease of exposition.  Although DP may be different 
from NP/nP, it will be reasonable to assume that DP also has a nominal feature. 
 




12 I consider Pires’ (2006) analysis in Section 3.4. 
 
13 However, the data based upon time interpretation do not strongly support the existence 
of TP, for it is possible to use time adverbs even in NGs and GGs, as the following 
examples show: 
 
(ii) a. Mary worried yesterday about Paul’s submitting of the paper 
to the professor tonight. 
b. Mary worried yesterday about Paul’s submitting the paper to 
the professor tonight. 
 
14 It is also observed that CGs allow the expletive there, as in (iii). 
 
(iii) I approve of [there being a literacy exam for political candidates] 
(Abney (1987: 112), brackets in original) 
 
Traditionally, the expletive there is considered to appear in the Spec of IP/TP.  Then, we 
would predict that GGs, which also have TP in their structure, also permits the expletive 
there, contrary to fact.  I leave such data for the future research. 
 
15 One may wonder how the present analysis explains CGs (bearing accusative Case) in 






(iv) Him getting good results at work encouraged John to stay in the 
company. 
 
Because such a sentence is sometimes treated as an ungrammatical case (for instance, in 
Battistella (1983)), I simply assume that it is rather marginal, leaving for future research 
the reason why there is an inter-speaker variation. 
 
16 Because the main concern in this chapter is how Case is assigned to CGs and their 
subject, I focus on CGs in argument positions and leave those behaving adverbially 
(which are called participial clauses in traditional terms) as in (v) for future investigation. 
 
(v) John probably being a spy, Bill thought it wise to avoid them. 
(Reuland (1983: 108), cited in Abney (1987: 180)) 
 
17 Shimokariya (2017) argues that the top-most category of CGs is CP, based upon the 
fact in (147). 
 
18 One may wonder how the present analysis excludes the sentence below: 
 
(vi) *Does John think [what Mary likes]? 
 
Chomsky (2013) suggests that the ungrammaticality is due to the labeling failure in the 
bracketed clause: what does not Agree with the embedded C[-Q].  It would be pointed 




possible to share a nominal feature between what and the implicit determiner if that 
clauses are generally CP following the implicit D.  Such feature sharing would indeed 
be possible, yet the sentence remains ungrammatical because the verb think does not 
select an interrogative sentence.  In addition, without moving a wh phrase to a sentence 
initial position, we cannot interpret the sentence as a wh interrogative. 
 
19 He does not analyze NGs and GGs. 
 
20 When a CG occurs in a subject position, the CG and its subject receive nominative 
Case. 
 
21 In addition, Pires observes that there is another type of gerunds in which the aspectual 
have cannot appear, tense is always dependent on a matrix clause, and a subject of the 
gerunds is always null.  Calling such gerunds TP-defective gerunds, he argues that they 
project up to vP rather than TP.  Gerunds of this sort appear in complement to start, 
finish, continue, try, and avoid.  I put this sort of gerunds aside, discussing only (TP-
projecting) CGs in this section. 
 
22  Since GGs are also nominal expressions, they can be coordinated with deverbal 
nominals, as in (vii) below. 
 
(vii) a. ?John worries about [the enemy’s destruction of the city] and 





b. ?John worries about [the enemy’s slaughtering people] and [the 
enemy’s destruction of the city]. 
 
23 One may wonder whether the data in (154) and (155) are really counter examples to 
Pires’ analysis, because it is observed that different categories can be coordinated: 
 
(viii) a. John is either stupid or a liar. (AP or NP) 
b. John is either asleep or at the office. (AP or PP) 
 
However, it should be noted that in (154) and (155), the CGs and the nominal phrases 
behave as arguments.  On the other hand, in the examples above, AP, NP, and PP all 
behave as predicates.  Therefore, these seem to be coordination of PredP (predication 
phrase in Bowers (1993)), and the data in (154) and (155) remain problematic to Pires’ 
analysis. 
 
24 I assume that DP, NP and nP can be coordinated even though the categories seem to 
be different at first sight, for they have a nominal feature in common.  See also Note 10. 
 




Sentence Initial Clauses and their Interpretations* 
 
4.1 Introduction 
 When it comes to nominal expressions, one may immediately imagine such 
expressions as deverbal nominals and gerunds.  However, it should be noted that there 
are other types of expressions, which seemingly behave as nouns.  The expressions are 
that clauses and to infinitives appearing in sentence initial positions.  Since sentence 
initial positions are typically occupied by a subject, it would be plausible to assume that 
that clauses and to infinitives behave as a subject and possibly as a noun phrase.  In 
addition, we can see the intuition from the traditional term “sentential subjects” for that 
clauses.  Obviously, this term implicitly assumes that that clauses are nouns occurring 
in sentence initial positions.  However, is it really correct to assume that sentence initial 
clauses are noun phrases and behave as a subject?  If the assumption is correct, then to 
what extent are they similar to typical noun phrases and subjects?  Some studies observe 
that sentence initial that clauses are TP-Spec elements like typical subjects.  Other 
researchers point out that that clauses behave differently from typical subjects with 
respect to binding.  For this reason, and to be descriptively neutral, I do not use the term 
“sentential subjects” and continue to use the term “sentence initial that clauses.”  For 
the construction which contains sentence initial that clauses, I use the term “the that 
construction.”  In this chapter, after reviewing previous studies, I propose an alternative 
analysis which correctly explains both of the syntactic behavior and binding facts. 
 In the next section, I review the previous analyses, which are classified into 
two sorts.  On the one hand, it is claimed that sentence initial that clauses are DP and 
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move to the Spec TP position.  On the other hand, it is argued, based upon binding facts, 
that they are CP base-generated in the Spec of (matrix) CP.  The former cannot explain 
the binding facts while the latter is confronted with many difficulties concerning the 
syntactic behavior.  In order to solve these problems, Section 4.3 presents an alternative 
analysis which proposes that sentence initial that clauses are base-generated in the outer 
Spec of TP.  As a further consequence, the proposed analysis can explain scope relations 
in that clauses, which is discussed in Section 4.4.  Section 4.5 carries over the analysis 
to sentence initial to infinitives.  Section 4.6 summarizes the chapter. 
 
4.2 Movement vs. Base-Generation 
4.2.1 Movement (to Spec TP) Analysis 
 It has been noted in Delahunty (1983), Davies and Dubinsky (1998, 2001, 
2009), among others that (sentence initial) that clauses behave as subjects (TP-Spec 
elements) and have properties similar to noun phrases.  First, they can allow Subject 
Auxiliary Inversion (SAI) as in (177) and (178a) on the one hand, and can occur in 
subordinate clauses as in (178b) on the other hand.1 
 
(177) To what extent did that Fred failed to show up anger those of his devoted 
fans who had waited by the stage door since dawn of the previous day? 
(Delahunty (1983: 382)) 
(178) a. Does that the parent wanted to come home cause any problem 





b. Although that the parent wanted to come home caused 
problems for the older children, it was not a terrible 
inconvenience. 
(Widmann (2005), cited in Davies and Dubinsky (2009: 120)) 
 
If that clauses are in the Spec of TP, they can allow SAI and occur in subordinate clauses. 
 Second, that clauses show parallel behavior with subjects (TP-Spec elements) 
rather than topics (CP-Spec elements).  While wh elements can occur on the right side 
of topics (179), they cannot on the right side of that clauses (180). 
 
(179) a. To Bill, what will you give for Christmas? 
b. And to Cynthia, what do you think you will send? 
c. For Fred, what are you going to buy? 
d. And on this shelf, what do you think we should put? 
e. And a book like this, to whom would you give? 
(Delahunty (1983: 384-385)) 
(180) a. *That Fred always leaves early, who does bother? 
b. *That the Earth is coming to an end, who does upset? 
c. *That Quarks are the colour of a furious idea, to whom is 
known? (Delahunty (1983: 385)) 
 
Conversely, wh elements cannot appear on the left side of topics, as in (181).2  Examples 
in (182) illustrate that this is not true of that clauses. 
 
(181) a. *To whom, a book will you give for Christmas? 
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b. *On which shelf, the pots will you put? 
c. *For whom, a fur coat will you buy? 
(Delahunty (1983: 385)) 
(182) a. Who does that Fred left early bother so greatly that he refuses 
to visit us anymore? 
b. Who does that the world is ending upset so terribly that they 
have decided to abandon the planet? 
c. To whom is that quarks are green so well known that he cannot 
conceive of people who have not heard of the notion? 
d. Amongst which peoples is that the Earth was once flooded so 
often recalled that they refuse to leave their mountain homes 
for fear they will be trapped in the lowlands if the flood should 
ever occur again? (Delahunty (1983: 385)) 
 
Third, that clauses differ from topics in that they can occur in to infinitives.  The 
example (183b), which is derived from the grammatical sentence (183a) by topicalization, 
is ungrammatical, while the corresponding that clauses are grammatical, as in (184). 
 
(183) a. Bill wants to give a raise to Fred. 
b. *Bill wants to Fred to give a raise. (Delahunty (1983: 388)) 
(184) Bill wants that Fred lied to be obvious to everyone. 
(Delahunty (1983: 389)) 
 
 These data empirically demonstrate that (sentence initial) that clauses are 
subjects (in the Spec of TP).  These observations lead Delahunty (1983), Davies and 
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Dubinsky (1998, 2001, 2009), among others to conclude that that clauses have the 
following structure (though details are different): 
 
(185)            CP 
 
    C                        TP 
 
              DP                             T´ 
 
    Ø                  CP          T                  vP 
 
                     that clause                       … tDP … 
 
As (185) illustrates, that clauses, which are CPs following DPs (headed by null Ds), move 
from the position represented with tDP to the surface site, similarly to other nominal 
expressions.3 
 However, this analysis faces a problem concerning binding.  While variables 
in that clauses can be bound by antecedents in matrix clauses as in (186), proper nouns 
in that clauses can be antecedents for pronouns in matrix clauses and hence do not induce 
Condition C violation in their base positions as in (187) (the Condition C bleeding effects). 
 
(186) a. [That some student from hisi class cheated on the exam] seems 




b. [That a student from hisi class cheated on the exam] doesn’t 
seem to [any professor]i to be captured by this document. 
(Takahashi (2010: 350)) 
(187) a. [That Johni’s sister cheated on the exam] seems to himi to be 
captured by this document. 
b. [That Johni’s sister cheated on the exam], hei believes to be 
untrue. (Takahashi (2010: 362)) 
 
Although the former fact supports the view that that clauses are moved from complement 
positions of matrix verbs (the complement to capture in (186)), the latter fact seems to 
show that that clauses are base-generated in the sentence initial positions (the Spec of 
TP/CP). 
 In order to account for the Condition C bleeding effects in (187), Takahashi 
(2010) assumes that (sentence initial) that clauses are CPs following implicit determiners.  
Then, he proposes that that clauses can be inserted a-cyclically by Wholesale Late Merger 
(WLM) before Case is assigned to the implicit determiners.  In (186), merging the that 
clauses in the base positions permits the co-references between his and every 
professor/any professor.  Then, the whole phrases consisting of the implicit determiners 
and that clauses move to the surface positions.  On the other hand, in (187), only the 
implicit determiners move first, and then, the that clauses are merged with the determiners 
in the surface positions.  Since John is not bound in the base positions, the Condition C 
bleeding effects are correctly captured. 
 However, there is a problem with the WLM analysis.  That clauses can 
include variables and proper nouns co-indexed with matrix elements at the same time.  
For example, in (188), he is bound by any boy on the one hand, and she is co-referential 
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with Mrs. Brown on the other hand. 
 
(188) …But that he1 is too old for Mrs. Brown2, I don’t think she2 would 
want any boy1’s father to believe. (Moulton (2013: 266)) 
 
If the that clause is merged in the base position, then, Condition C is violated since Mrs. 
Brown is bound by the co-referential pronoun she, which c-commands it in the base.  On 
the other hand, merging the that clause in the surface position makes it impossible for the 
pronoun he to be bound by any boy since the latter cannot c-command the former at any 
stages.  Therefore, (188) is problematic to the WLM analysis. 
 
4.2.2 Base-Generation (in Spec CP) Analysis 
 To account for this fact, Moulton (2013) assumes the following structure in 
(189),4 and derives bound variable readings of pronouns from semantics of intensional 
predicates without resorting to syntactic c-command. 
 
(189)              CP 
 
        CP                  CP 
 
   that clause       OP                  C´ 
 
                                    … tOp … 
 
Since the that clause is base-generated in the Spec of CP, the proper noun Mrs. Brown in 
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(188) is never c-commanded by the pronoun her, and hence observing Condition C. 
 On the other hand, the pronoun he can be a bound variable because of semantics 
of intensional predicates.  Specifically, following Quine (1956), Kaplan (1968), and von 
Stechow (1982), Moulton assumes that the (de re) intensional verb believe has the 
semantics in (190). 
 
(190) De re believe 
⟦believe⟧ = 	𝜆𝑃. 𝜆𝑦. 𝜆𝑥. 𝜆𝑤. ∀⟨𝑥C, 𝑤C⟩ ∈ Dox(⟨𝑥, 𝑤⟩)[𝑃(𝑦)(𝑤C)]  
≈ x believes P de re of y (in w) (Moulton (2013: 265)) 
 
The variables w, x, y, and P in (190) denote a world, an attitude holder, a res argument, 
and a property argument, respectively.  Roughly, res arguments are participants of the 
proposition expressed by property arguments, which are different from the attitude holder.  
Dox is the abbreviation of “centered doxastic alternatives,” the definition of which is 
given below: 
 
(191) Centered doxastic alternatives 
Dox(x, w)={〈𝑥C, 𝑤′〉:  
it is compatible with what x believes in w that x is 𝑥′ in 𝑤′} 
(Moulton (2013: 262)) 
 





(192) a. (That he is too old for Mrs. Brown) every boy’s father believes. 
b. 𝜆𝑃. 𝜆𝑤. ∀𝑥[boy(𝑥)(𝑤) → believe(𝑃)(𝑝𝑟𝑜R)(𝑥’s father)(𝑤) 
 
    OPP  𝜆𝑤. ∀𝑥[𝑏𝑜𝑦(𝑥)(𝑤) → believe(𝑃)(𝑝𝑟𝑜R)(𝑥’s	father)(𝑤)] 
 
               DP        𝜆𝑥. 𝜆𝑤.believe(𝑃)(𝑝𝑟𝑜Y)(𝑥)(𝑤) 
 
      Every boy1’s father   DP   𝜆𝑦. 𝜆𝑥. 𝜆𝑤.believe(𝑃)(𝑦)(𝑥)(𝑤) 
 
                       𝑝𝑟𝑜Y      believe                P 
 
In this structure, every boy is chosen as a res argument (the participant of the proposition 
denoted by the that clause), so that y is substituted by pro1 coindexed with every boy.  
On the other hand, every boy’s father is chosen as an attitude holder (believer), and thus 
x is substituted by every boy’s father (which subsequently becomes x’s farther).  This 
ensures that he in the that clause is bound by every boy.  Combining the matrix clause 
with the proposition (the that clause) produces the following representation: 
 
(193) a. 𝜆𝑤. ∀𝑥[boy(𝑥)(𝑤) → ∀𝑤′ ∈ Dox(⟨𝑥’s	father, 𝑤⟩) 
[too-old-for-Mrs.Brown(𝑝𝑟𝑜R)(𝑤C)]] 
b. ≈ Every boy x’s father believes in w de re of x that x has the 
property of being too old for Mrs. Brown. 
(Moulton (2013: 267)) 
 
The sentence reports the de re belief of every boy’s father that his child is too old for Mrs. 
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Brown.  The bound variable reading in (188) is derived by the same mechanism in the 
Spec of CP without any boy c-commanding he.  Therefore, the referential expression 
Mrs. Brown is never c-commanded by the co-referential she, which is the reason why the 
sentence observes Condition C and is grammatical. 
 Although it can correctly account for the binding facts, Moulton’s (2013) 
analysis fails to explain the syntactic behaviors seen in (177)-(184).  Recall that he 
assumes that that clauses are base-generated in the Spec of matrix CP.  Then, we 
incorrectly expect that that clauses do not show SAI (contra (177) and (178a)), cannot 
occur within subordinate clauses (contra (178b)), can behave similarly to topics (contra 
(179)-(182)), and cannot be subjects of to infinitives (contra (183) and (184)).  Then, 
how can we explain the syntactic distribution in (177)-(184) and the binding facts in (187) 
and (188) at the same time?  I will tackle this issue in the next section. 
 
4.3 A Revised Base-Generation Analysis 
 In order to solve the problems with previous analyses, this section proposes a 
revised base-generation analysis of sentence initial that clauses.  Concretely, I argue that 
the basic insight of the base-generation analysis is correct, but the positions in which that 
clauses are base-generated are the outer Spec of TP, rather than the Spec of CP.  In 
addition, I argue that that clauses are CP preceded by the null determiner.  The latter 
argument came from the coordination fact in the previous chapter.  Recall that gerunds 
can be coordinated with that clauses, as the examples in (194)-(196) show.  The sentence 
in (196) comes from Shimokariya (2017). 
 
(194) ?I remember [your entering of the graduate school] and [that you took a 
doctor’s degree in linguistics]. 
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(195) I remember [your winning the lottery] and [that your family roared with 
joy]. 
(196) I remember [you winning the lottery] and [that your family roared with 
joy]. (Shimokariya (2017: 419)) 
 
Since gerunds are nominal expressions, these examples imply that that clauses are DP.  
Furthermore, that clauses can be coordinated with deverbal nominals, as the following 
examples show: 
 
(197) a. I confirmed [John’s reservation for Room A] and [that Mary 
reserved Room B]. 
b. I confirmed [that John reserved Room A] and [Mary’s 
reservation for Room B]. 
 
Since deverbal nominals are undoubtedly DP, it is reasonable to assume that that clauses 
are DP.  In addition, Davies and Dubinsky (1998) observe that emphatic reflexives, 
which are known to co-occur with and modify DPs, can be used with that clauses.  The 
examples in (198) show emphatic reflexives co-occurring with DPs, whereas sentences 
in (199) illustrates those with that clauses. 
 
(198) a. The professor herself offered the student sage advice. 
b. The zookeeper forced the monkey itself to clean up the cage. 
c. I gave my x-rays to the doctor herself. 
(Davies and Dubinsky (1998: 84)) 
(199) a. That Leslie arrived drunk itself put Kelly in a foul mood. 
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b. That there were 25 miles to go was itself enough to discourage 
Edwin. (Davies and Dubinsky (1998: 84)) 
 
These data also imply that that clauses are DPs.  Therefore, we have to assume that 
sentence initial that clauses are also DP unless we find evidence to the contrary. 
 Based upon these observations, I propose the following structure: 
 
(200)              TP 
 
        DP                  TP 
 
 D             CP    OP             T´ 
 
          that clause                … tOP … 
 
While the base-generation site of and the category of the that clause are different from 
those in Koster (1978), Alrenga (2005), and Moulton (2009, 2013), the other things are 
the same as these analyses.  Thus, OP moves from its base-generated position tOp to the 
(inner) Spec of TP. 
 Given this structure, we can correctly account not only for the syntactic 
distribution in (177)-(184) but also for the binding facts in (186)-(188).  The data in 





(201) To what extent did that Fred failed to show up anger those of his devoted 
fans who had waited by the stage door since dawn of the previous day? 
(Delahunty (1983: 382)) 
(202) a. Does that the parent wanted to come home cause any problem 
for the older children? 
b. Although that the parent wanted to come home caused 
problems for the older children, it was not a terrible 
inconvenience. 
(Widmann (2005), cited in Davies and Dubinsky (2009: 120)) 
(203) a. To Bill, what will you give for Christmas? 
b. And to Cynthia, what do you think you will send? 
c. For Fred, what are you going to buy? 
d. And on this shelf, what do you think we should put? 
e. And a book like this, to whom would you give? 
(Delahunty (1983: 384-385)) 
(204) a. *That Fred always leaves early, who does bother? 
b. *That the Earth is coming to an end, who does upset? 
c. *That Quarks are the colour of a furious idea, to whom is 
known? (Delahunty (1983: 385)) 
(205) a. *To whom, a book will you give for Christmas? 
b. *On which shelf, the pots will you put? 
c. *For whom, a fur coat will you buy? 
(Delahunty (1983: 385)) 
(206) a. Who does that Fred left early bother so greatly that he refuses 
to visit us anymore? 
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b. Who does that the world is ending upset so terribly that they 
have decided to abandon the planet? 
c. To whom is that quarks are green so well known that he cannot 
conceive of people who have not heard of the notion? 
d. Amongst which peoples is that the Earth was once flooded so 
often recalled that they refuse to leave their mountain homes 
for fear they will be trapped in the lowlands if the flood should 
ever occur again? (Delahunty (1983: 385)) 
(207) a. Bill wants to give a raise to Fred. 
b. *Bill wants to Fred to give a raise. (Delahunty (1983: 388)) 
(208) Bill wants that Fred lied to be obvious to everyone. 
(Delahunty (1983: 389)) 
 
First, the that construction allows SAI as in (201) and (202a), given that head-movement 
of auxiliaries to C derives SAI.  That clauses are placed in positions lower than moved 
auxiliaries.  Second, the construction can occur in subordinate clauses as in (202b) since 
that clauses are base-generated in the (outer) Spec of TP, rather than CP, which 
differentiate them from topics that cannot occur in subordinate clauses.  Similarly, since 
that clauses are in the (outer) Spec of TP, wh elements, moving to the Spec of CP can 
appear on the left side of the that clauses ((203)-(206)).  Third, contrary to topics (CP-
Spec elements), that clauses can behave as a subject of to infinitives since they are in the 
(outer) Spec of TP ((207) and (208)). 
 The binding facts (186)-(188), which are repeated here as (209)-(211) for 
convenience, can also be accounted for in the same way as in Moulton (2009). 
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(209) a. [That some student from hisi class cheated on the exam] seems 
to [every professor]i to be captured by this document. 
b. [That a student from hisi class cheated on the exam] doesn’t 
seem to [any professor]i to be captured by this document. 
(Takahashi (2010: 350)) 
(210) a. [That Johni’s sister cheated on the exam] seems to himi to be 
captured by this document. 
b. [That Johni’s sister cheated on the exam], hei believes to be 
untrue. (Takahashi (2010: 362)) 
(211) …But that he1 is too old for Mrs. Brown2, I don’t think she2 would want 
any boy1’s father to believe. (Moulton (2013: 266)) 
 
Since that clauses are base-generated in, rather than moved to, the (outer) Spec of TP, it 
displays the Condition C bleeding effect as in (210) and (211).  The variable readings in 
(209) and (211) are derived by essentially the same mechanism as Moulton’s, namely by 
semantics of intensional predicates. 
 This section has revised the base-generation analysis so that it can account not 
only for the syntactic distribution but also for the binding facts.  In the next section, I 
will provide the base-generation analysis with further support in term of scope relations. 
 
4.4 The Base-Generation Analysis and Scope Relations 
 In addition to readings reflecting surface word orders, that clauses show 
total/radical reconstruction readings when matrix predicates are intensional expressions 
such as seem and likely and at the same time, that clauses involve quantifiers such as 
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someone or a man.  For example, the sentence (212) has a reading in which likely takes 
a scope over a man as well as a reading where a man is outside the scope of likely. 
 
(212) That a man from New York will win the lottery is likely to be true. 
(a man > likely, likely > a man) 
 
(212) means that there are some possibilities that a (non-specific) man from New York 
will win the lottery or that a specific man (say, John), who is from New York, will win 
the lottery.  How can we account for the fact?  Why can a man take a scope under likely 
in (212)?  The scope relations are well explained given the (revised) base-generation 
analysis. 
 Recall that the (revised) base-generation analysis assumes OP, which is 
responsible for bound-variable readings of pronouns.  The structure (200) is repeated 
here as (213) for convenience. 
 
(213)              TP 
 
        DP                  TP 
 
 D             CP    OP             T´ 
 
          that clause                … tOP … 
 
OP, the value of which is determined by the that clause, moves from its base-generated 
position to the (inner) Spec of TP.  Given that the valuation of OP takes place in A 
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positions, there are multiple possibilities to make interpretations: in the base position, (an) 
intermediate position(s) of movement, or the final landing site (the (inner) Spec of TP). 
 Now, consider the interpretations of (212), which has the following derivation:6 
 
(214)             TP 
 
        DP                 TP 
 
 D             CP     OP        T´ 
 
   That a man from New York   T         AP 
   will win the lottery          is 
                                  A        TP 
                                 likely 
                                       t2         T´ 
 
                                            T         vP 
                                            to 
                                                    t1 be true 
(a man > likely, likely > a man) 
 
In (214), OP moves from the position represented with t1 to the final landing site via the 
intermediate position t2.  If the that clause determines the value of OP in the base 
position t1 or the intermediate position t2, likely takes a scope over a man.  If the 
valuation of OP takes place in the (inner) Spec of TP, a man is outside the scope of likely. 
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 Thus far, I have demonstrated that the base-generation analysis of the sentence-
initial that construction, coupled with movement of OP, can correctly explain the scope 
relations in (212).  If such an analysis can apply to that clauses in general, we predict 
that the corresponding it-that construction behaves similarly in scope relations.  Is this 
expectation correct? 
 The answer is positive: the two constructions behave similarly.  The it-that 
construction (215) is the counterpart of (212). 
 
(215) It is likely to be true that a man from New York will win the lottery. 
(a man > likely, likely > a man) 
 
(215) has the readings where a man is inside or outside the scope of likely, as we have 
witnessed in (212). 
 Then, how can we explain the fact?  I assume as a null hypothesis that (215) 
has the structure in (216), which is quite similar to that in (214).  The only difference is 
that the overt it, which I assume is realization of OP, is inserted to the Spec of TP.  Note 
that the that clause is placed in the (outer) Spec of TP, as in (214), although it is 
pronounced at the end of the sentence.  I attribute this word order to a phonological 
reason, specifically to the overt expletive it (realization of OP) in the (inner) Spec of TP, 







(216)              TP 
 
         TP                 DP 
 
    It         T´     D             CP 
 
         T         AP            that a man from New York 
                                  will win the lottery 
               A        TP 
              likely 
                    t2         T´ 
 
                         T         vP 
                         to 
                                 t1 be true 
(a man > likely, likely > a man) 
 
In (216), OP moves from the position t1 to the final landing site via the intermediate 
position t2.  When it is in the final landing site and realized as the expletive it, the 
sentence receives the interpretation where a man is outside the scope of likely, since the 
valuation of OP takes place in the final site.  When OP is in the base (t1) or intermediate 
(t2) positions, a man takes a scope under likely since the that clause determines the value 
of OP in these lower positions. 
 Before concluding this section, some notes are in order regarding Case 
assignment.  On the one hand, I have argued that sentence initial that clauses are DP.  
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On the other hand, I have claimed that OP is also a nominal expression, which is realized 
as the expletive it in the it-that construction.  This means that there are two Case 
receivers while there is one Case assigner.  How can we check the uninterpretable/ 
unvalued Case features (Chomsky (2000, 2001, 2008)) of sentence initial that clauses and 
OP (the expletive it) at the same time?  Here, I tentatively assume that T multiply checks 
Case features of these elements because both of them are equidistant from the same T.7  
The following tree diagram illustrates how T in sentence initial that clauses Agree with 
OP and DP (that clauses) at the same time. 
 
(217)              TP 
 
        DP                  TP 
 
 D             CP   DP              T´ 
 
        that clause    OP       T              vP 
 
                        Agree               …tOP… 
 
Although more meticulous investigations are necessary, this assumption correctly 
accounts for Case assignment in sentence initial that clauses.8 
 
4.5 Sentence Initial to Infinitives 
 Thus far, we have seen the syntactic behavior and binding facts of sentence 
initial that clauses.  There is another type of sentence initial clause: Sentence initial to 
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infinitives.  This section is dedicated to observing and explaining syntactic and semantic 
behavior of sentence initial to infinitives. 
 In Section 4.2, we have observed that sentence initial that clauses can tolerate 
SAI as in (218).  Similarly, as (219b) shows, SAI is allowed in sentence initial to 
infinitives.  The sentence (219a) is the corresponding that clause. 
 
(218) Does that the parent wanted to come home cause any problems for the 
older children? 
(Widmann (2005), cited in Davies and Dubinsky (2009: 120)) 
(219) a. Did that John lied about his career cause any problems for his 
business life as an actor? 
b. Does for John to lie about his career cause any problems for 
his business life as an actor? 
 
In addition, we have seen that that clauses can be embedded in subordinate clauses.  This 
is true of to infinitives, as in (221b), which forms a minimal pair with (221a).9 
 
(220) Although that the parent wanted to come home cause problems for the 
older children, it was not a terrible inconvenience. 
(Widmann (2005), cited in Davies and Dubinsky (2009: 120)) 
(221) a. Although that John lied about his career caused problems for 
his business life as a writer, it gave him a benefit as an actor. 
b. Although for John to lie about his career cause d problems for 
his business life as a writer, it gave him a benefit as an actor. 
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 As that clauses do, sentence initial to infinitives display Condition C bleeding 
effects.  In (222), the pronouns her and him refer to Mary and John, respectively. 
 
(222) But for John1 to be too old for Mary2 didn’t appear to her2 to be thought 
by him1. 
 
In fact, to infinitives display Condition C bleeding effects and bound variable readings at 
the same time.  In (223), him is bound by any man’s mother, hence behaving as a bound 
variable, and her refers to Mary. 
 
(223) But for him1 to be too old for Mary2 didn’t appear to her2 to be thought 
by any man1’s mother. 
 
 These facts can easily be explained by the present analysis.  Sentence initial 
to infinitives have the same structure as sentence initial that clauses.  Concretely, I 
propose the following structure for to infinitives: 
 
(224)              TP 
 
        DP                  TP 
 
 D             CP    OP             T´ 
 
          to infinitives               … tOP … 
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In this structure, as a null hypothesis, I assume that to infinitives are CP following a null 
D and that OP moves from its base-generated position to the Spec of TP, as in the that 
construction. 
 Based upon this structure, we can easily explain the facts observed above.  First, 
given that SAI is movement of auxiliary verbs from T to C, SAI is allowed since to 
infinitives are base-generated in the Spec of TP.  To infinitives are placed in the position 
lower than the final landing site of auxiliary verbs.  Second, to infinitives can appear in 
subordinate clauses since their base-generated position is lower than C, in which 
complementizers and conjuncts such as although are considered to appear. 
 The binding facts are explained by the semantics of intensional predicates, as 
we have explained binding in sentence initial that clauses.  In (222), the to infinitive, 
showing the Condition C bleeding effect, is base-generated in the Spec of TP so that John 
and Mary are never bound by him and her, respectively.  Rather, these expressions bind 
the pronouns from the base-generated positions.  Similarly, in (223), the to infinitive is 
base-generated in the Spec of TP, in which Mary correctly binds her.  Crucially, the 
bound variable readings of him is derived by the semantics of the intensional predicate.  
In other words, him is indirectly bound by any man, without recourse to syntactic c-
command.  Therefore, coupled with Moulton’s semantic theory, the structure in (224) 
can correctly explain the syntactic behavior and the binding facts at the same time. 
 If the structure in (224) is correct, we expect that sentence initial to infinitives 
display the same scope behavior as sentence initial that clauses, for to infinitives 
determine the value of OP in much the same way as that clauses.  This expectation is 




(225) For a man from New York to win the lottery is likely to be true. 
(a man > likely, likely > a man) 
 
On the one hand, the sentence (225) means that a specific man (say, John) from New York 
has some possibilities to win the lottery.  On the other hand, it means that a non-specific 
man from New York has some possibilities to win the lottery.  This sentence has the 
structure in (226). 
 
(226)             TP 
 
       DP                  TP 
 
D             CP     OP        T´ 
 
  For a man from New York    T        AP 
  to win the lottery           is 
                                A        TP 
 
                                     t2         T´ 
 
                                          T         vP 
 
                                                 t1 be true 
(a man > likely, likely > a man) 
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In this structure, OP is base-generated in the t1 position, and then moves to the (inner) 
Spec of TP via the t2 position.  If OP is valued in the base-generated (t1) or intermediate 
(t2) position, the sentence has the interpretation where a non-specific man has some 
possibility to win the lottery.  If the valuation takes place in the final landing site of OP, 
the sentence has the interpretation where a man is specific, for a man is outside the scope 
of likely. 
 In the previous section, we have seen that the that construction and the 
corresponding it-that construction have the same scope relations.  Then, we expect that 
essentially the same explanation will hold true for the corresponding it-for-to construction 
as in (227).  As expected, the sentence (227) has the same interpretation as (225).  To 
wit, a man in (227) can be interpreted as a specific or non-specific man. 
 
(227) It is likely to be true for a man from New York to win the lottery. 
(a man > likely, likely > a man) 
 











(228)            TP 
 
       TP                 DP 
 
  It         T´      D            CP 
 
       T         AP        for a man from New York 
       is                     to win the lottery 
            A         TP 
          likely 
                  t2         T´ 
 
                       T         vP 
                       to 
                              t1 be true 
(a man > likely, likely > a man) 
 
OP, which is assumed to be realized as the expletive it for phonological reason, moves 
from the position represented with t1 to the final landing site (the Spec of TP) via the 
intermediate position (t2).  If OP is valued in the base (t1) or intermediate (t2) position, a 
man is interpreted as a non-specific man.  If the valuation takes place in the final landing 
site, a man receives the specific interpretation. 
 This section has observed the similarities between sentence initial that clauses 
and to infinitives.  Sentence initial to infinitives behave much the same way as sentence 
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initial that clauses.  The proposed analysis of that construction can easily be carried over 
to that of to infinitives. 
 In this section, I have shown that the (revised) base-generation analysis makes it 
easy to analyze the scope relations in the that construction.  I have also demonstrated 
that the analysis can straightforwardly be carried over into the it-that construction. 
 
4.6 Interim Summary 
 In this chapter, I have observed that sentence initial that clauses syntactically 
behave as a garden-variety subject.  However, they behave rather interestingly in 
binding.  On the one hand, some binding facts show that they are moved to the sentence 
initial positions.  On the other hand, other binding facts show that they are base-
generated in the positions.  To explain these facts, I have argued that sentence initial that 
clauses are base-generated in the (outer) Spec of TP, and the binding facts are explained 
by the same mechanism as Moulton (2013).  Specifically, binding relations are ensured 
by semantics of intensional predicates.  I have shown that the proposed analysis can 
easily explain the scope relations in sentence initial that clauses and the corresponding it-
that construction.  I have also demonstrated that essentially the same analysis holds true 
for to infinitives and the it-for-to construction.  Although the discussion on Case 
assignment to DP in this chapter is rather speculative, I hope that the present analysis 







Notes to Chapter 4 
 
*This chapter is a revised and extended version of Sato (2018).  Some of the data here 
come from Sato (to appear). 
 
1 Based on observations such as (ix) below, Koster (1978) argues that that clauses are 
CPs appearing in Spec CP of matrix clauses (in recent terms). 
 
(ix) *Did that John showed up please you? 
(Koster (1978: 53), italic in original) 
 
Davies and Dubinsky (2009) claim that the ungrammaticality should be attributed to other 
factors such as parsing. 
 
2 In Delahunty’s (1983: 385) original example, (181a) is represented as in (x), which 
would be incorrect. 
 
(x) *To whom, a book will give you for Christmas? 
(Delahunty (1983: 385)) 
 
I modify the example so that it illustrates what Delahunty intends to show. 
 






4 Although details are different, such a structure as (189) is independently proposed in 
Koster (1978) and Alrenga (2005), based upon the observations mentioned in Note 1. 
 
5 Moulton’s original notation, which is represented in (xi), would be incorrect.  The 
incorrect part is shaded in (xi). 
 
(xi) a. (That he is too old for Mrs. Brown) every boy’s father 
believes. 
b. 𝜆𝑃. 𝜆𝑤. ∀𝑥[boy(𝑥)(𝑤) → believe(𝑃)(𝑝𝑟𝑜R)(𝑥’s	father)(𝑤) 
       
    OPP  𝜆𝑤. ∀𝑥[boy(𝑥)(𝑤) → believe(𝑃)(𝑥)(𝑥’s	father)(w)] 
                 
              DP      𝜆𝑥. 𝜆𝑤.believe(𝑃)(𝑝𝑟𝑜Y)(𝑥)(𝑤) 
          
     Every boy1’s father    DP   𝜆𝑦. 𝜆𝑥. 𝜆𝑤.believe(𝑃)(𝑦)(𝑥)(𝑤) 
                               
                       𝑝𝑟𝑜Y      believe                P 
 
Therefore, I modified the notation to reflect Moulton’s intention. 
 
6 Whether likely selects CP or TP does not change the main thesis here.  I simply assume 
throughout the dissertation that likely selects TP for convenience. 
 




8 The same explanation holds true of sentence initial to infinitives and the corresponding 
it-for-to construction discussed in Section 4.5. 
 
9 I also examined whether to infinitives show similar behavior to that clauses with respect 
to topicalization and wh questions ((181)-(184)).  However, my informants judged the 
attested grammatical that construction to be unacceptable, so that I cannot examine the 






 Chapter 1 has observed how generative grammar has tried to capture the 
similarities and differences between noun phrases and sentences.  To capture the 
parallelism between the two, Chomsky (1970) proposed the X-bar theory, which is 
confronted with a problem concerning gerunds.  To solve this problem, Abney (1987) 
proposed the DP hypothesis, and analyzed the three types of gerunds in detail.  However, 
Abney’s analysis also faces some problems concerning ellipsis.  In addition, it is unclear 
what kind of categories D can select.  I have solved these problems throughout the thesis. 
 In Chapter 2, first, I have introduced the framework of Distributed Morphology, 
and shown how it captures the formation of “words.”  Second, I have briefly considered 
the structure of deverbal nominals proposed in Alexiadou (2001, 2009).  Then, I have 
pointed out that deverbal nominals can behave as an antecedent of verb phrase ellipsis, 
while the reversing the relation makes sentences ungrammatical.  To wit, verb phrases 
cannot behave as an antecedent of ellipsis of deverbal nominals.  This fact cannot simply 
be attributed morphological mismatches and should be explained in terms of the syntactic 
identity condition on ellipsis.  I have also demonstrated that the analysis can easily be 
carried over to deadjectival nominals and their ellipsis.  In addition, the importance of 
the syntactic identity condition on ellipsis has been further confirmed by gapping in 
deverbal nominals. 
 In Chapter 3, after pointing out the problems with Abney’s (1987) analysis, I 
have proposed the structures of three types of gerunds in terms of the Labeling Algorithm 
in Chomsky (2013, 2015): nominal, genitive, and clausal gerunds.  Concretely, I have 
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argued that the labels of nominal and genitive gerunds are determined to be DP by the 
standard Agreement while the label of clausal gerunds are specified as NP by nominal 
feature sharing.  The proposed analysis can not only account for the facts observed in 
the previous studies but also explain the reason why clausal gerunds and their subject can 
be assigned the same Case (accusative Case in most cases) from a matrix element thanks 
to the nominal feature sharing.  They are equidistant from NP.  Coupled with the 
licensing condition on ellipsis in Saito and Murasugi (1990) and Lobeck (1995), the 
proposed analysis can also explain the fact that nominal and genitive gerunds allow 
ellipsis whereas clausal gerunds do not. 
 Chapter 4 has been dedicated to the analysis of sentence initial clauses.  Some 
researchers argued that sentence initial that clauses are moved to the Spec of TP, while 
binding data led other researchers to conclude that they are base-generated in the Spec of 
CP.  Interestingly, sentence initial that clauses behave as if they were normal subjects in 
terms of, for instance, Subject Auxiliary Inversion at first glance, whereas they show the 
Condition C bleeding effects.  To solve this paradoxical behavior, I have proposed that 
sentence initial that clauses are base-generated in the (outer) Spec of TP, and binding facts 
are captured by the mechanism in Moulton (2013).  Then, I have demonstrated that the 
proposed analysis can easily be carried over to the analyses of the corresponding it-that 
construction and to infinitives. 
 Although some of the analyses in this thesis may be rather crude and should be 
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