This paper develops asymptotic expansions for the ratios of integrals that occur in Bayesian analysis: for example, the posterior mean. The first term omitted is 0(n -2) and it is shown how the term 0(n -1) can be of importance.
In this paper we discuss the approximate evaluation of the ratio of integrals of the form We shall be concerned with the asymptotic behaviour as n --oo under regularity conditions, which will not be spelt out, in which L(O) concentrates A around the unique maximum likelihood value 0 = O (xl, xz ..... x,) , obtaining an asymptotic series in inverse powers of n as far as the term of order n-L Integrals of the form occurring in the numerator and denominator of (1) were considered by Lindley (1961) for univariate 0, (m=l). He obtained asymptotic expansions as far as the term of order n-L We here show that the asymptotic results for ratios of integrals are simpler than those for the separate integrals; and we illustrate the use of the expansions in several situations.
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In the multivariate case the notation requires care. The basic idea is to where all summations run over all suffixes from 1 to m, the dimensionality of 0. We begin by considering the numerator of (1) deriving the multivariate extension of the univariate results of Lindley (1961) . It is important in collecting terms of like order together, to remember that L, and all of its derivatives, are 0(n), whereas 0,, for all i, is 0(n-l/z). On expansion to 0(n "1) we have Here 14", = w,/w, etc., L, = 0, since the expansion is about the maximum likelihood value, and all functions are evaluated at 3. It is assumed that w = w(0) does not vanish: the case where it is zero will be discussed below. Collecting terms of like order together, the integral is easily seen to be
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