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a b s t r a c t
Multiresolution representations of data are powerful tools in data compression. For a
proper adaptation to the edges, a good strategy is to consider a nonlinear approach. Thus,
one needs to control the stability of these representations. In this paper, 2D multiresolu-
tion processing algorithms that ensure this stability are introduced. A prescribed accuracy
is ensured by these strategies.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Multiresolution representation is one of the most efficient tools for image data compression. The multi-scale represen-
tation of a signal is well adapted to quantization or simple thresholding.
A discrete sequence f L is encoded to produce amulti-scale representation of its information contents, (f 0, e1, e2, . . . , eL);
this representation is then processed and the end result of this step is a modified multi-scale representation (fˆ 0, eˆ1, eˆ2,
. . . , eˆL)which is close to the original one, i.e. such that (in some norm)
‖fˆ 0 − f 0‖ ≤ 0 ‖eˆk − ek‖ ≤ k 1 ≤ k ≤ L,
where the truncation parameters 0, 1, . . . , L are chosen according to some criteria specified by the user.
The simplest data compression procedure is obtained by setting to zero all scale coefficientswhich fall below a prescribed
tolerance. Let us denote
eˆki,j = tr(eki,j; k) =
{
0 |eki,j| ≤ k
eki,j otherwise
(1)
and refer to this operation as truncation. This type of data compression is used primarily to reduce the ‘‘dimensionality’’ of
the data. A different strategy, which is used to reduce the digital representation of the data is ‘‘quantization’’, which can be
modeled by
eˆki,j = qu(eki,j; k) = 2k · round
[
eki,j
2k
]
, (2)
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where round [·] denotes the integer obtained by rounding. For example, if |eki,j| ≤ 256 and k = 4 then we can represent
eki,j by an integer which is not larger than 32 and with a maximal error of 4. Observe that if |eki,j| < k ⇒ qu(eki,j; k) = 0 and
that in both cases
|eki,j − eˆki,j| ≤ k.
After decoding the processed representation, we obtain a discrete set fˆ L which is expected to be close to the original
discrete set f L. In order for this to be true, some form of stability is needed, i.e. we must require that
‖fˆ L − f L‖ ≤ σ(0, 1, . . . , L)
where σ(·, . . . , ·) satisfies
lim
l→0,0≤l≤L
σ(0, 1, . . . , L) = 0.
Wavelet decompositions are key examples widely used for image analysis and compression. These decompositions are
stable but the associated theory is based on their linear nature.
However, it is well known that the efficiency of wavelet decompositions in image compression is generally limited by
the presence of discontinuities or edges. On the one hand, the numerically significant detail coefficients eki,j are mainly those
for which the associated wavelet support is intersected by such discontinuities. On the other hand, to obtain few significant
coefficients in the smooth regions of the signal, highly oscillating wavelets are needed. These wavelets have larger supports,
which implies that the number of significant coefficients related to discontinuities is larger.
Harten’s framework for multiresolution provides an adequate setting for the design of discrete multiresolution
representations [1,2]. Discrete resolution levels are connected by inter-resolution operators, named decimation (from fine
(k) to coarse (k−1)) and prediction (from coarse to fine). These inter-scale operators are directly related to the discretization
and reconstruction operators, which act between the continuous level (where a function f , related to the discrete data,
lives) to each discrete level (where f k lives). The greatest advantage of Harten’s general framework lies in its adaptability.
The fundamental role played by the reconstruction operator makes it possible to perform specific adaptive treatments at
singularities. In general, these involve data-dependent reconstruction operators, which lead to nonlinear prediction schemes
and, hence, to nonlinearmultiresolution decompositions [1,2]. A first step towards nonlinear adaption near singularities has
been achieved by Essentially NonOscillatory (ENO) reconstruction techniques [1,3]. In image examples [4–6]we can see that
nonlinear process allows a better adapted treatment of edges, in the sense that they do not generate so many large detail
coefficients as in the standard wavelet transforms.
Nonlinear analogues of classical wavelet transformations have been designed also within the lifting framework [7]. In
designing and using nonlinear multi-scale transformations for data compression purposes, the main issue is that of ensur-
ing stability. In [2] Harten ensures stability by designing a special error-control mechanism that provides estimates for the
compression error. In [8] no theoretical results are provided, but the authors argue that stability is a consequence of syn-
chronization between the nonlinear decisions made by the prediction operators in the direct and inverse transformations.
By interpreting the nonlinear multi-scale transformation of R. L. Claypoole et al. within Harten’s framework in [9] Aràndiga
and Donat provide stability bounds for the scheme of R. L. Claypoole et al. and establish a theoretical basis for comparison
between both nonlinear multiresolution schemes.
On the other hand, in computational harmonic analysis is very important to find the ‘‘optimal representation’’ of the
objects underlying a problem and then a ‘‘fast algorithm’’ to compute that representation. Certain natural representations
from harmonic analysis are the ‘‘optimal representation’’ for objects in the corresponding functional classes:
• Fourier series for L2-Sobolev classes.
• Wavelets for Lp-Sobolev classes.
• Some nonlinear multiresolution scheme for Bαq (Lp(I))-Besov spaces.
In the case of piecewise smooth functions with geometrically smooth edge discontinuities, optimally sparse and adap-
tive approximations with optimal rate of convergence, can be found in the literature. Curvelets [10,11], bandlets [12],
wedgelet [13] or edge adaptive [14] decomposition are particular and interesting examples. These decompositions are nei-
ther easy to construct nor to analyze. In most of them, any theoretical stability results are provided and an error-control
strategy is necessary to ensure it [14].
The aim of this paper is to present simple conditions for 2D multiresolution algorithms that ensure stability for some
particular nonlinear prediction processes. We present a particular example based on the PPH (Piecewise Polynomial
Harmonic) reconstruction [15]. This reconstruction is based on a replacement of the arithmetic mean of differences by a
‘modified’ harmonic mean. The arithmetic mean and the harmonic mean of two values are very close for values of the same
magnitude, but the harmonic mean is always bounded in absolute value by twice the absolute value of the smallest of the
two numbers. This property is the key to the behavior of the PPH reconstruction close to isolated singularities.
In order to applymultiresolution techniques for image applications theBesov spacesBαq (Lp(I)) emerge as good candidates.
Moreover, these spaces contain functions of different smoothness as it is the case with real images (for more details
the reader is referred to [16]). In [17] we can see that the Besov norms can be computed in a fast way not only by
the classical linear multiresolution algorithms, but also by the associated PPH nonlinear multiresolution techniques. The
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Fig. 1. Definition of the operators.
nonlinearity of these representations makes their analysis more difficult. In many particular cases it is not possible to prove
theoretically the desired smoothness characterization for their associated subdivision schemes. For instance, for all the
analyzed representations in [18] the smoothness is smaller than 0.7.
The paper is organized as follows: We recall the point-value multiresolution schemes in 2. We introduce the schemes,
we establish a contractivity property and we derive the stability in 3. A particular example of stability theory in 1D can be
found in [19] and a generalization in [15]. In Section 4 we present an example.
2. Harten’s framework
Harten’s framework [1,2] is based on two fundamental tools: discretizationDk and reconstructionRk. The discretization
operator obtains discrete information from a (non-discrete) signal (f ∈ F ) at a particular resolution level k. The reconstruc-
tion operator, on the other hand, produces an approximation to a signal from its discrete values. This reconstruction can be
nonlinear, and then better adapted to the considered problem.
Using these two operators we can connect linear vectors spaces (see Fig. 1), V k, that represent in some way the different
resolution levels (k increasing implies more resolution), i.e.,
Dk−1k : V k → V k−1, decimation,
Pkk−1 : V k−1 → V k, prediction.
We focus on one specific case corresponding to the point-value discretization.
2.1. Interpolatory MR analysis in 2D
Let Xk = {xki , ykj }Jki,j=0 the location at scale k, Jk = 2kJ0, J0 some integer, xk2i = xk−1i , yk2j = yk−1j and xk2i−1 = (xk−1i + xk−1i−1 )/2,
yk2j−1 = (yk−1j + yk−1j−1 )/2.
We consider
Dk : C([0, 1]2) −→ V k f ki,j = (Dkf )i,j = f (xki , ykj , ), 0 ≤ i, j ≤ Jk. (3)
In this case, dimV k = (Jk + 1)2 and the decimation operators are
f k−1i,j = (Dk−1k f k)i,j = f k2i,2j, i, j = 0, 1, . . . , Jk−1.
Since f k−1i,j = f k2i,2j, we obtain the null space
N (Dk−1k ) = {vk ∈ V k|vk2i,2j = 0}.
Thus, if we denote by ek the prediction errors, we need to keep ek2i−1,2j−1, e
k
2i−1,2j, e
k
2i,2j−1 only.
A reconstruction procedure for this discretization is given by any operatorRk such that
Rk : V k −→ C([0, 1]2); DkRkf k = f k, (4)
which means
(Rkf k)(xki , y
k
j ) = f ki,j = f (xki , ykj ). (5)
Therefore,Rk should be a continuous function that interpolates the data f k at the grid points of Xk.
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Finally
Pkk−1 := DkRk−1. (6)
The direct and inverse algorithms take the following form:
Algorithm 1. µ(f L) = Mf¯ L (Direct)
for k = L, . . . , 1
for i = 0, . . . , Jk−1
for j = 0, . . . , Jk−1
f k−1i,j = f k2i,2j
end
end
for i = 1, . . . , Jk−1
for j = 0, . . . , Jk−1
ek2i−1,2j = f k2i−1,2j − (Pkk−1f k−1)2i−1,2j
end
end
for i = 0, . . . , Jk−1
for j = 1, . . . , Jk−1
ek2i,2j−1 = f k2i,2j−1 − (Pkk−1f k−1)2i,2j−1
end
end
for i = 1, . . . , Jk−1
for j = 1, . . . , Jk−1
ek2i−1,2j−1 = f k2i−1,2j−1 − (Pkk−1f k−1)2i−1,2j−1
end
end
end
Mf¯ L = {f 0, e1, . . . , eL}
Algorithm 2. f L = M−1µ(f L) (Inverse)
for k = 1, . . . , L
for i = Jk−1, . . . , 0
for j = Jk−1, . . . , 0
f k2i,2j = f k−1i,j
end
end
for i = Jk−1, . . . , 1
for j = Jk−1, . . . , 0
f k2i−1,2j = ek2i−1,2j + (Pkk−1f k−1)2i−1,2j
end
end
for i = Jk−1, . . . , 0
for j = Jk−1, . . . , 1
f k2i,2j−1 = ek2i,2j−1 + (Pkk−1f k−1)2i,2j−1
end
end
for i = Jk−1, . . . , 1
for j = Jk−1, . . . , 1
f k2i−1,2j−1 = ek2i−1,2j−1 + (Pkk−1f k−1)2i−1,2j−1
end
end
end
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3. Stability analysis
We use the following infinity norm∥∥f k∥∥∞ = supi,j |f ki,j|.
In order to obtain stability we consider prediction operators that verify∥∥(Pkk−1f k−1)− (Pkk−1gk−1)∥∥∞ ≤ ∥∥f k−1 − gk−1∥∥∞ + C ∥∥δ(f k−1 − gk−1)∥∥∞ (7)
where δ is a linear operator verifying a contraction property∥∥δ((Pkk−1f k−1)− (Pkk−1gk−1))∥∥∞ ≤ ρ ∥∥δ(f k−1 − gk−1)∥∥∞ (8)
with ρ < 1.
This type of operators can be obtained easily from several 1D nonlinear reconstructions that appear in the literature (see
next section).
Theorem 1. If the prediction operator verifies (7), then the associated 2D multiresolution transform is stable.
Proof. By definition of the infinity norm and of the multiresolution scheme, we have
‖f k − gk‖∞ = max{|f k2i,2j − gk2i,2j|, |f k2i−1,2j − gk2i−1,2j|, |f k2i,2j−1 − gk2i,2j−1|, |f k2i−1,2j−1 − gk2i−1,2j−1|}
and
|f k2i,2j − gk2i,2j| = |f k−1i,j − gk−1i,j |,
|f k2i−1,2j − gk2i−1,2j| ≤ |e(f )k2i−1,2j − e(g)k2i−1,2j| + |(Pkk−1f k−1)2i−1,2j − (Pkk−1gk−1)2i−1,2j|,
|f k2i,2j−1 − gk2i,2j−1| ≤ |e(f )k2i,2j−1 − e(g)k2i,2j−1| + |(Pkk−1f k−1)2i,2j−1 − (Pkk−1gk−1)2i,2j−1|,
|f k2i−1,2j−1 − gk2i−1,2j−1| ≤ |e(f )k2i−1,2j−1 − e(g)k2i−1,2j−1| + |(Pkk−1f k−1)2i−1,2j−1 − (Pkk−1gk−1)2i−1,2j−1|,
where e(f ) and e(g) denote the details corresponding to f and g respectively.
Applying relation (7)
‖f k − gk‖∞ ≤ ‖f k−1 − gk−1‖∞ + C‖δ(f k−1 − gk−1)‖∞ + ‖e(f )k − e(g)k‖∞.
A recursive strategy give us
‖f k − gk‖∞ ≤ ‖f 0 − f˜ 0‖∞ +
k∑
l=1
‖e(f )l − e(g)l‖∞ + C
k∑
l=1
‖δ(f l−1)− δ(g l−1)‖∞.
For the last term, using the linearity of the operator δ we obtain
‖δ(f l−1)− δ(g l−1)‖∞ ≤ ‖δ(P l−1l−2 f l−2)− δ(P l−1l−2g l−2)‖∞ + ‖δe(f )l−1 − δe(g)l−1‖∞,
and then, applying the contraction property (8)
k∑
l=1
‖δ(f l−1)− δ(g l−1)‖∞ ≤ ‖δ(f 0)− δ(g0)‖∞ +
k∑
l=2
(ρ‖δ(f l−2)− δ(g l−2)‖∞ + ‖δe(f )l−1 − δe(g)l−1‖∞)
≤
k∑
l=1
(
ρ l−1‖δf 0 − δg0‖∞ +
l−1∑
m=1
ρ l−m−1‖δe(f )m − δe(g)m‖∞
)
.
Then,
‖f k − gk‖∞ ≤ ‖f 0 − f˜ 0‖∞ +
k∑
l=1
‖e(f )l − e(g)l‖∞ + C 11− ρ
(
‖δ(f 0)− δ(g0)‖∞ +
k−1∑
l=1
‖δe(f )l − δe(g)l‖∞
)
.
Thus, we obtain the stability constant
C˜ = 1+ C‖δ‖∞
1− ρ .
that is
‖f k − gk‖∞ ≤ C˜
(
‖f 0 − g0‖∞ +
k∑
l=1
‖e(f )l − e(g)l‖∞
)
. 
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4. A particular example: Multiresolution transform associated with a modified PPH subdivision scheme
In this section we apply our result to a specific nonlinear multiresolution scheme.
The PPH (Piecewise Polynomial Harmonic) multiresolution is related to a specific subdivision scheme (repeated appli-
cation of the prediction), SPPH , adapted to the presence of discontinuities. The prediction, as it is explained in what follows,
is based on a Piecewise Polynomial interpolation of degree 3 where an arithmetic mean of local differences has been sub-
stituted by an Harmonic mean. In this paper, we emphasize the presentation of SPPH as a nonlinear perturbation of a linear
interpolatory subdivision scheme (the centered Lagrange interpolation of degree 1 or the centered Lagrange interpolation
of degree 3).
To be more precise, we consider the set of points f k−1j−1 , f
k−1
j , f
k−1
j+1 , f
k−1
j+2 corresponding to subsequent values at points
xk−1j−1 , x
k−1
j , x
k−1
j+1 , x
k−1
j+2 of a regular grid, (hk−1 = xk−1j − xk−1j−1 ), and describe the prediction of the value fˆ k2j+1 at the mid-point
xk−1j +xk−1j+1
2 = xkj+ 12 .
Remark 1. For image applications using multiresolution algorithms we use always a regular grid. For other applications
irregular grids are necessary. In this case, the theoretical difficulties increase substantially, we refer [20] as an interesting
example.
Introducing the differences Df k−1j = f k−1j+1 − 2f k−1j + f k−1j−1 , according to [6],
(Pkk−1f
k−1)(xk
j+ 12
) = f
k−1
j + f k−1j+1
2
− 1
4
H(Df k−1j ,Df
k−1
j+1 ), (9)
where H is defined by:
(x, y) ∈ R2 7→ H(x, y) := xy
x+ y (sgn(xy)+ 1), (10)
where sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if x < 0.
It is interesting to compare this expression with the equivalent one obtained from the centered Lagrange interpolatory
polynomial of degree 3 Pj(x)
Pj(xkj+ 12
) = f
k−1
j + f k−1j+1
2
− 1
4
Dk−1j + Dk−1j+1
2
. (11)
Due to the fact that∣∣∣∣∣2 D
k−1
j D
k−1
j+1
Dk−1j + Dk−1j+1
∣∣∣∣∣ ≤ 2min(|Dk−1j |, |Dk−1j+1 |) = O(h2k−1), (12)
we obtain D˜k−1 = O(h2k−1), instead of O(1), as in the linear case when a discontinuity exists in [xk−1j−1 , xk−1j ] or in [xk−1j+1 , xk−1j+2 ].
We notice that the net effect is the replacement of the arithmetic mean of Dk−1j and D
k−1
j+1 by the ‘modified’ harmonic
mean D˜k−1. The arithmetic mean and the harmonic mean of two values are very close for values of the samemagnitude, but
the harmonic mean is always bounded in absolute value by twice the absolute value of the smallest of the two numbers.
This property is the key to the behavior of the PPH reconstruction close to isolated singularities (see [6] for more details).
In [19] we establish the stability of the PPH multiresolution that, due to nonlinearity, is not a direct consequence of the
stability of the associated subdivision scheme. For this scheme, the contraction property was obtained in two steps, in fact
in [19] we present an examplewhere a single step contraction property is not available. As a consequence, the stability proof
becomes too technical.
Now, we modify the original PPH subdivision in order to obtain the desired single step contraction property, while
retaining the convenient properties of the scheme.
Given any η ∈ (0, 1), the function H is replaced by the function Hη defined by:
(x, y) ∈ R2 7→ Hη(x, y) :=
{
H(x, y), if (x, y) ∈ ∆,
(2− η)sgn(x)min(|x|, |y|) otherwise.
where∆ = {(x, y) s. t. max(| xy |, | yx |) ≤ 2−ηη }.
The difference between H and Hη only appears when max(| xy |, | yx |) > 2−ηη , and in this case, if for instance |y| ≥ |x|, we
have
Hη(x, y) = H(x, y˜),
where y˜ = ( 2−η
η
)x, see Fig. 2.
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mod(y)
y
y=((2–e)/e)x
y=(e/(2–e))x
0
0.5
1
1.5
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Fig. 2. Modification of the original values, y→ mod(y) = y˜.
In smooth regions, since |Df k−1j − Df k−1j+1 | = O(h3k−1), the proposed prediction remains of accuracy 4 as original PPH
reconstruction. In the presence of a discontinuity, the accuracy remains O(h2k−1) (since the scheme becomes a perturbation
of the classical two-point scheme of order O(h2k−1)) and in particular the Gibbs phenomenon of linear reconstructions does
not appear.
Following the ideas presented in [19], but in a more simple way, we can find a single step contraction property for this
new scheme (see the Appendix). Notice that it could also be studied using the results in [25].
In the numerical exampleswe consider η = 10−6.We see in Fig. 10 that the performance of the algorithms do not depend
on the value of η for small values of the parameter.
Finally, we consider in 2D the prediction operator given by
(Pkk−1f
k−1)∗,∗ =
{vertical PPH (∗, ∗) = (2i, 2j− 1)
horizontal PPH (∗, ∗) = (2i, 2j− 1)
LIN-4 (∗, ∗) = (2i− 1, 2j− 1)
(13)
where ‘vertical PPH’ represents the application of the corresponding 1D scheme by columns, ‘horizontal PPH’ represents the
application of the corresponding 1D scheme by rows and LIN-4 the 4-points linear scheme.
In particular, we obtain a nonlinear stable multiresolution scheme.
5. Numerical examples
In this section we compare the compression properties and the stability of the above introduced PPH multiresolution
algorithm with respect to two other multiresolution algorithms based on 4th order accurate prediction operators: the 4-
points linear Delauries and Dubuc interpolatory wavelet transform [21,22] and the 4-points nonlinear ENO scheme [3,4].
Notice that 6 points are involved in the stencil selection process for the 4th order ENO reconstruction. We denote M the
direct multiresolution transform f L → {f 0, d1, . . . , dL} andM−1 its inverse.
Due to the finite dimension of images a special treatment at the boundaries is required. The same treatment has been
implemented for the threemultiresolution algorithms. In a simple dimension and at the left boundary this treatment consists
in a modification of the prediction that writes:
(Pkk−1f
k−1)1 =
(
5
16
f k−10 +
15
16
f k−11 −
5
16
f k−12 +
1
16
f k−13
)
and the symmetric expression stands for the right boundary.
At each level of the multiresolution decomposition, 3 sets of details (∆k1,∆
k
2 and ∆
k
3) are required to recover the
approximation Ak from its decimated version Ak−1. The classical representation [23] is:
Ak ↔
(
Ak−1 ∆k2
∆k3 ∆
k
1
)
(14)
For the sake of notation, the 2D multiresolution algorithms based on the linear, ENO and the new PPH reconstruction
(with η = 10−6) operators will be denoted as LIN4, ENO4 and PPH respectively.
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Table 1
Number of nonzero coefficients, compression ratio, l∞ , l1 and l2 prediction errors, geometric image JL = 512 points.
 = 10, L = 4 LINEAR ENO PPH
nnz 4701 4566 4644
rc 1.79 e−02 1.74 e−02 1.77 e−02
l1 2.38 1.24 0.16
l∞ 30.86 88.83 21.26
l2 4.39 4.98 1.00
Table 2
Number of nonzero coefficients, compression ratio, l∞ , l1 and l2 prediction errors, Cameraman JL = 256 points.
 = 10, L = 4 LINEAR ENO PPH
nnz 12580 12467 12100
rc 1.91 e−01 1.90 e−01 1.84 e−01
l1 3.82 4.72 3.25
l∞ 31.30 158.90 29.93
l2 5.23 8.34 4.56
To analyze the compression properties we introduce , a truncation parameter, and the truncation operator tr defined
as
tr(A0,∆) = (A0, ∆ˆ)
with
∆ˆki =
{
0 |∆ki | ≤ 
∆ki otherwise.
The same value of  is used for all multiresolution levels.
After truncation, the inverse multiresolution transform is applied to obtain
fˆ L = M−1tr(Mf L)
which is then compared to f L using the following norms
‖f L − fˆ L‖p =
(
1
(JL + 1)2
∑
i
|f Li − fˆ Li |p
)1/p
, p = 1, 2,
‖f L − fˆ L‖∞ = max
i
(|f Li − fˆ Li |).
The compression ratio is defined as in [1,2] by
rc = nnz
(JL + 1)× (JL + 1)− (J0 + 1)× (J0 + 1)
where nnz denotes the number of nonzero detail coefficients. Note that the smaller rc , the larger the data compression.
We consider first the image displayed in Fig. 3 (upper-left), which is composed of different geometrical objects of constant
luminosity. We apply the three algorithms to this image with L = 4 and  = 10, and display the results in Fig. 3. We readily
observe that PPH (bottom-right) essentially avoids theGibbs-like phenomenon that occurswith LIN4 (upper-right), and does
not create artifacts of the type observed in ENO4 (bottom-left). This example clearly shows that ENO prediction techniques
should not be applied in the standard 2D tensor product approach (see also [24,4]). The artifacts observed in Fig. 3 bottom-
left are a clear sign of instability (see [4,24,6] for more explanations). This test and others not shown in this paper confirm
that the PPH nonlinear multiresolution scheme is stable under perturbations.
Numerical values of the compression ratio and the errors ‖f L− fˆ L‖p, p = 1, 2,∞ for this particular experiment can be
seen in Table 1. In this case the PPH exhibits the best relation between rc and image quality, measured in any of the norms
considered. The better image quality obtained by PPH can also be visually appreciated in Fig. 3.
Our next test concerns Fig. 4, the ‘‘Cameraman’’ figure.
For this numerical test, we consider also L = 4 and  = 10, and display a zoom of the reconstructed images in Fig. 5. As
in the previous cases, the PPH leads to a reconstructed image free of numerical artifacts or blurred regions. The numerical
values in Table 2 are also consistent with our observations and the PPH leads to the best relation between rc and quality of
the reconstructed image.
We have also performed a comparison of the relation rc versus image quality for the three schemes in the two images
using the PSNR (Peak Signal Noise Ratio) quality image indicator. We recall that for an 8 bit image (0− 255),
PSNR = 20 log10
(
255
‖f L − fˆ L‖l2
)
.
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Fig. 3. Upper-left geometric image, upper-right LIN4, bottom-left ENO4, bottom-right PPH, L = 4,  = 10.
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Fig. 4. Cameraman.
In Figs. 6 and 7 the PSNR versus a quotient of the compression ratios is plotted, and one can observe that for a given
level of quality the compression attained by PPH is higher than both LIN4 and ENO4, since the quotients r
LIN
c
rPPHc
and r
ENO
c
rPPHc
are
consistently above 1. For the sake of clarity, we include a plot in Figs. 8 and 9wherewe have depicted the number of nonzero
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Fig. 5. Upper-left Original, upper-right LIN4, bottom-left ENO4, bottom-right PPH, L = 4,  = 10.
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Fig. 6. rc
LIN
rc PPH
versus PSNR, right r
ENO
c
rPPHc
versus PSNR, L = 4, geometric image.
detail coefficients used to decompress the image versus the quotient of the PSNRs attained by the differentmethods. Finally,
we show in Fig. 10 that the proposed PPH algorithm does not almost depend on η for small values of the parameter.
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geometric image.
6. Conclusion
In this paper, a general and simple framework to study the stability of a point-value nonlinear multiresolution scheme
has been presented. A particular example is developed. Using a tensor product strategy, applications to image decomposition
have been performed. Edge resolution, accuracy and compression rate have been investigated. All these results confirm our
theoretical results, and in particular we can conclude that the PPH multiresolution is stable and can be applied without any
error-control strategy. Using the primitive function, see [2], the PPH point-value scheme can be adapted to the cell-average
discretization that is better adapted for image processing.
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Appendix
Lemma 1. For any couples (x, y), (x′, y′) ∈ R2, the function Hη satisfies the following properties:
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(1) Hη(x, y) = Hη(y, x)
(2) Hη(x, y) = 0 if xy ≤ 0
(3) Hη(−x,−y) = −Hη(x, y)
(4) |Hη(x, y)| ≤ max(|x|, |y|)
(5) |Hη(x, y)| ≤ (2− η)min(|x|, |y|)
(6) |Hη(x, y)− Hη(x′, y′)| ≤ (2− η)max{|x− x′|, |y− y′|} if xx′ ≥ 0 or yy′ ≥ 0
(7) |Hη(x, y)− Hη(x′, y′)| ≤ 2max{|x− x′|, |y− y′|} if xx′ < 0 and yy′ < 0.
Proof. The claims (1) to (4) are obvious.
• We prove (5):
(a) Let us suppose first that xy > 0 and x′y′ ≤ 0. We have, if xx′ ≤ 0
|Hη(x, y)| ≤ (2− η)min{|x|, |y|} ≤ (2− η)|x− x′|
and therefore the result. Interchanging x and ywe get the result when yy′ ≤ 0.
(b) If xy ≤ 0 and x′y′ ≤ 0, then Hη(x, y) = Hη(x′, y′) = 0.
(c) We consider xy > 0 and x′y′ > 0. Since the function H satisfies
‖∇H |Ω(x, y)‖∞ ≤ 2
(
1− η + η
2
2
)
≤ 2− η,
whereΩ = ∆⋂{(t, s) : ts > 0}we get directly the result when (x, y), (x′, y′) ∈ Ω .
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If only (x, y) ∈ Ω and assuming that |y| ≥ |x| (the other cases are symmetrical), then we have:
If |y′| > |y|
|Hη(x, y)− Hη(x′, y′)| = |H(x, y˜)− H(x′, y′)|
≤ |H(x, y˜)− H(x′, y˜′)|
≤ (2− η)|x− x′|.
If |y′| ≤ |y|
|Hη(x, y)− Hη(x′, y′)| = |H(x, y˜)− H(x′, y′)|
≤ (2− η)max{|x− x′|, |y˜− y′|}
≤ (2− η)max{|x− x′|, |y− y′|}.
Finally, if both (x, y), (x′, y′) are not inΩ , since xy > 0, x′y′ > 0 and therefore xx′ > 0, yy′ > 0, we have:
|Hη(x, y)− Hη(x′, y′)| = (2− η)|min{|x|, |y|} −min{|x′|, |y′|}|
≤ (2− η)max{|x− x′|, |y− y′|}.
• For property (6), since xx′ < 0 and yy′ < 0, we obtain
|Hη(x, y)− Hη(x′, y′)| ≤ |Hη(x, y)| + |Hη(x′, y′)|
≤ max{|x|, |y|} +max{|x′|, |y′|}
≤ 2max{|x− x′|, |y− y′|}. 
The properties (2), (4), (5) and (6) of the above lemma will be fundamental for the proof of Proposition 1. A stronger
property (6), with a constant less than 2, not true in our case would have played the same role.
Lemma 2. The function Z defined on R3 by Z(x, y, z) = x2 − 18 (Hη(x, y)+ Hη(x, z)) satisfies the following properties:
(1) |Z(x, y, z)| ≤ |x|2
(2) sign(Z(x, y, z)) = sign(x)
(3) |Z(x, y, z)− Z(x′, y′, z ′)| ≤ (1− η4 )max{|x− x′|, |y− y′|, |z − z ′|}.
Proof. Remarking that 0 ≤ yx+y (sgn(xy)+ 1) ≤ 2 we get (1) and (2).
Inequality (3) is a consequence of (1) when xx′ = 0.
When xx′ < 0 we get using properties (5) and (6) of Lemma 1 that
|Z(x, y, z)− Z(x′, y′, z ′)| ≤ max
{ |x− x′|
2
,
1
8
(|Hη(x, y)− Hη(x′, y′)| + |Hη(x, z)− Hη(x′, z ′)|)
}
≤ 1
2
max{|x− x′|, |y− y′|, |z − z ′|}.
Finally, we consider xx′ > 0, then using property (5) of Lemma 1, we get
|Z(x, y, z)− Z(x′, y′, z ′)| ≤ 1
2
|x− x′| + 1
8
(2− η)max(|x− x′|, |y− y′|)+ 1
8
(2− η)max(|x− x′|, |z − z ′|)
=
(
1− η
4
)
max(|x− x′|, |y− y′|, |z − z ′|). 
The bound in (3) is optimal, as one can see in the following example, (x, y, z) = (M + 1, 0, 0) and (x′, y′, z ′) = (M, 1, 1)
withM = 2−η
η
. In particular, the bound for the original PPH reconstruction will not be smaller than 1.
Finally, we have the following contractivity property:
Proposition 1. If, removing k for simplicity, fˆ = SηPPH(f ) and gˆ = SηPPH(g) then
(i) ‖Dfˆ ‖∞ ≤ 12‖Df ‖∞,
and
(ii) ‖D(fˆ − gˆ)‖∞ ≤
(
1− η
4
)
‖D(f − g)‖∞.
(15)
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Proof. We first prove (i), i.e for all j, |Dfˆj| ≤ 12‖Df ‖∞.:
Even and odd values of j should be treated separately:
(a) j = 2n+ 1
Since the prediction is interpolatory we have
fˆj+1 − 2fˆj + fˆj−1 = fn+1 − 2fˆj + fn,
with, (9), fˆj = fn+fn+12 − 18Hη(Dfn+1,Dfn). Thanks to property (3) of Lemma 1, we get
|fn+1 − 2fˆj + fn| ≤ 14 max{|Dfn+1|, |Dfn|}
≤ 1
4
‖Df ‖∞.
(b) j = 2n
Again, due to the interpolatory property, we get
fˆj+1 − 2fˆj + fˆj−1 = fˆj+1 − 2fn + fˆj−1.
From the definition of the PPH subdivision schemes, we get
fˆj+1 − 2fn + fˆj−1 = Z(Dfn,Dfn+1,Dfn−1)
and property (1) of Lemma 2 gives the result.
The proof for (ii) works similarly:
(a) j = 2n+ 1
We get
|fn+1 − 2fˆj + fn − gn+1 + 2gˆj − gn| = 14 |H
η(Dfn+1,Dfn)− Hη(Dgn+1,Dgn)|,
and from property (5) of Lemma 1 we get the result.
(b) j = 2n, we have
|fˆj+1 − 2fn + fˆj−1 − (gˆj+1 − 2gn + gˆj−1)| = |Z(Dfn,Dfn+1,Dfn−1)− Z(Dgn,Dgn+1,Dgn−1)|.
Property (3) of Lemma 2 gives the result. 
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