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A B S T R A C T
Hardware-in-the-loop simulation and test has been an essential part in the development of spacecraft formation flight, rendezvous, capture/docking, and spacecraft
robotics systems since the Gemini project. The need to recreate the kinematics and/or dynamics of spacecraft motion on the ground has led to numerous simulators
and testbeds at academic institutions, government facilities, and industry laboratories. The simulation facilities range from small air-bearing tables at universities to
building-sized simulators for full-sized systems tests at NASA centers. For the first time to the best knowledge of the authors, the paper presents a systematic
classification of spacecraft maneuver simulators into kinematic, dynamic, hybrid, and kino-dynamic systems and discusses the design alternatives, trade-offs and
limitations to be considered for each type of simulator. The paper also lists current and past systems reported in literature, along with their primary characteristics. It
is thus complementary to existing literature focused on air-bearing spacecraft attitude simulators and air-bearing maneuver simulators. The goal of the paper is to
inform designers of new facilities of the current state of the art and the existing experience in the field, and to inform spacecraft developers of existing testbeds in
order for them to be able to plan test and experiment campaigns.
1. Introduction
A proximity maneuver of an autonomous or tele-operated spacecraft
on orbit is generally defined as the operation of one orbiting spacecraft
moving in close proximity to another orbiting object. In this paper, the
term proximity maneuvers is used to summarize all active maneuvers
conducted by one space vehicle within a range of ~100m of another
object [1]. These active maneuvers may include robotic manipulation
of a ‘target’ object with a manipulator based on the ‘chaser’ vehicle.
Proximity maneuvering of an orbiting spacecraft has been histori-
cally of critical importance for space missions including rendezvous
[2,3], docking [4,5], berthing [6], capturing [7], assembling space
stations [8], formation flight [9–13], and on-orbit servicing [14–16].
Furthermore, the capability of performing advanced proximity opera-
tions will be at the core of many future missions including robotic on-
orbit servicing [17,18], active space-debris removal [19], robotic ex-
ploration of asteroids [20,21], the assembly of large telescopes [22],
and the exploration of Moon and Mars [23].
There are three main differences between the orbital and the ter-
restrial environment of concern for proximity maneuvering of space-
craft [24, pp. 54–63]. (1) Spacecraft proximity maneuvers occur in an
accelerated reference frame (the chaser vehicle and target object are
orbiting a central body) which leads to peculiar spontaneous relative
trajectories of the centers-of-mass of the involved objects [25]; (2)
spacecraft proximity maneuvers typically occur in a quasi-frictionless
environment and are dominated by the inertia of the involved objects
moving in all six degrees of freedom. The objects are subject to forces
and torques from the environment, including for instance the gravita-
tional attraction of the central-body and the residual aerodynamic
forces, as well as forces and torques from actuators, including for in-
stance jet thrusters for the control of translation and rotation, and re-
action wheels, magnetorquers or control moment gyroscopes for the
control of the rotation) [26]; (3) the lighting conditions during space-
craft proximity maneuvers are characterized by stark contrasts between
light and shadow [27]. These three characteristics must be carefully
considered in designing, developing and testing spacecraft proximity
maneuvering systems and the associated guidance, navigation, and
control (GNC) architectures. The exact behavior and interaction of at-
titude and orbit control actuators, relative navigation sensors, the dy-
namics of multi-body systems, the contact dynamics between spacecraft
and/or manipulators, as well as possible human-in-the-loop operations
cannot be fully reproduced in computer simulations within reasonable
effort. Therefore, the pre-flight hardware-in-the-loop (HIL) testing of
spacecraft proximity maneuvering systems and their GNC architecture
is a critical verification and validation step.
The development of all space systems involved in such proximity
maneuvering historically has been accompanied by the development of
sophisticated HIL simulation systems: from Gemini and Apollo [28]
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Soyuz [29], through the Space Shuttle [30–32] and the robotic systems
of the International Space Station (ISS) [33,34], to the current gen-
eration of automated robotic on-orbit servicing demonstrators [35].
Such simulation systems reproduce, to a degree of accuracy dictated by
the given applications, several of the characteristics of the orbital en-
vironment discussed above. This can be accomplished by a number of
different approaches depending on the focus of the space system in
question.
Existing literature has provided reviews on limited sets of spacecraft
maneuver simulators. Schwartz et al. provide a historical survey of
spacecraft rotational maneuver simulators, also known as three-axis
attitude simulators [36]. However, their review does not include any of
the newer, small three-axis simulators developed for CubeSats, such as
the system described in Ref. [37]. Rybus and Seweryn provide a review
focused on some of the existing planar air-bearing simulators and ap-
plicable design parameters [38]. The present paper complements and
expands the scope of the previous publications by providing a detailed
historical survey of spacecraft proximity maneuver simulators for both
translational and rotational motion. For the first time to the best
knowledge of the authors, the present paper is covering spacecraft
proximity simulators and their technology in such a detail.
The goal of this paper is to provide a thorough overview and survey
of spacecraft simulators of interest to astronautical engineering students
and researchers and spacecraft system and subsystem developers. This
paper includes tables that list most of the spacecraft simulation facilities
existing world-wide, providing detailed system characteristics and
Nomenclature
5DOFASS Five Degrees of Freedom Air-bearing Spacecraft Simulator
ABF Air Bearing Floor
ABV Air Bearing Vehicle
ADAMUS Advanced Autonomous Multiple Spacecraft
AERCam Autonomous Extravehicular Activity Robotic Camera
[206]
ARGOS Active Response Gravity Offload System
ASTERIX Autonomous Spacecraft Test Environment for Rendezvous
In proXimity
ASTRA Advanced Space Robot Testbed with Redundant Arms
ATK Alliant Techsystems
ATV Automated Transfer Vehicle
BDS Berthing Dynamics Simulator
CAN Canada
CART CSA Automation and Robotics Testbed
CDSL Contact Dynamics Simulation Lab
CESSORS Chinese Experimental Space System for On-orbit Robotic
Services [207]
CMU Carnegie Mellon University
CNES Centre National d’Etudes Spatiales
CSA Canadian Space Agency
DAWN Diverse Air-bearing Weightless eNvironment
DDTF Docking Dynamics Test Facility
DDTS Dynamic Docking Test System
DEOS Deutsche Orbitale Servicing Mission
DFKI Deutsches Forschungszentrum für Künstliche Intelligenz
DLR Deutsches Zentrum für Luft-und Raumfahrt
DOF Degree of Freedom
DOTS Dynamic Overhead Target Simulator
EAC European Astronaut Center
EFFORTS Experimental Free-Floating Robot Satellite Simulator
ELISSA Experimental Laboratory for Proximity Operations &
Space Situational Awareness
EPOS European Proximity Operations Simulator
EPOSx-IVF Extra-large European Proximity Operations Simulator
Integrate and Verification Facility
ERA European Robotic Arm
ESA European Space Agency
ETS Engineering Test Satellite
EVA Extra-Vehicular Activity
FCT Formation Control Testbed
FFR Free-Flying Space Robotics testbed
FFTB Formation Flying Testbed
FRA France
FRL Flight Robotics Laboratory
FSS Floating Spacecraft Simulator
GER Germany
GNC Guidance, Navigation, and Control
GPS Global Positioning System
GRE Greece
HIL Hardware-in-the-Loop
HTV H-II Transfer Vehicle
HOMER Holonomic Omni-directional Motion Emulation Robot
IACS Integrated Attitude Control System
ISR Israel
ISS International Space Station
JAP Japan
JAXA Japan Aerospace Exploration Agency
JPL Jet Propulsion Laboratory
LASR Land Air and Space Robotic laboratory
LED Light Emitting Diode
LLNL Lawrence Livermore National Laboratory
LDMSS Long-Distance Movement Simulation System
MEV Mission Extension Vehicle
MIT Massachusetts Institute of Technology
NASA National Aeronautics and Space Administration
NASDA National Space Development Agency of Japan
NBF Neutral Buoyancy Facility
NBL Neutral Buoyancy Laboratory
NBRF Neutral Buoyancy Research Facility
NET The Netherlands
NRL Naval Research Laboratories
ORBIT Orbital Robotics test Bench for Integrated Technology
PADS Position and Attitude Determination System
POST Proximity Operations System Testbed
PRC People's Republic of China
RACOON Robotic Actuation and On-Orbit Navigation
RDOTS Rendezvous and Docking Operation Test System
RDS Rendezvous Docking Simulator
RMR Relative Motion Robotics
RPHS Reusable Space Vehicle Payload Handling System
RPO Rendezvous and Proximity Operations
RUS Russia
SADS Semi-Autonomous Docking System
S/C = Spacecraft
SDTS Six-Degrees-of-Freedom Test System
SOSC Space Operations Simulation Center
SPDM Special Purpose Dexterous Manipulator
SPHERES Synchronized Position Hold, Engage, Reorient
Experimental Satellites
SSARD Spacecraft Simulator for Autonomous Rendezvous and
Docking
SSTC Shenzhen Space Technology Development Center
STVF SPDM Task Verification Facility
TEAMS Test Environment for Applications of Multiple Spacecraft
TPF Terrestrial Planet Finder
TRON Testbed for Robotic Optical Navigation
VES Vehicle Emulation System
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capabilities if available. While the lists reported in this paper are not
complete, especially regarding simulation systems in the former Soviet
Union and Russia, India, and China, they provide a wide survey of the
published state of technology.
The paper is organized as follows: Section 2 illustrates the main
requirements for spacecraft proximity maneuver simulators based on
space system and mission types, and discusses the main types of
spacecraft simulation systems. Sections 4 - 7 present and discuss the
existing and historical simulation systems (of the kinematic type, dy-
namic type, kino-dynamic type and hybrid type respectively) and pro-
vide an overview of their performance characteristics. Finally, Section 8
concludes the paper.
2. Spacecraft simulator types
Spacecraft simulators can be divided into two broad types de-
pending on the nature of simulated motion: these types are kinematics
and dynamics simulators. In particular, a kinematics simulator is a
system in which the translational and/or rotational motion is imposed
on the simulated spacecraft by using forces and torques generated by
actuators, which are not representative of the actuators used in real
flight. As an example, a kinematics simulator maneuvers the simulated
spacecraft with a combination of electric motors, whereas a real
spacecraft would maneuver with thrusters. Therefore, a kinematics si-
mulator can only be used to reproduce the kinematic and differential
kinematic aspects of single-spacecraft motion or of the relative motion
of multiple spacecraft, as is typically the case for proximity-maneuver
simulators. In contrast, a dynamics simulator is a system in which the
forces and torques causing the motion of the simulated spacecraft are
generated by actuators representative of the actuators used in the real
flight (e.g. thrusters, reaction wheels etc.) and in which methods of
suspension are used to isolate the simulated spacecraft from the direct
effects of gravity and from some of the ground-reaction torques and
forces. Therefore, dynamics simulators simulate not only the kinematic
and differential kinematic aspects of spacecraft motion but also at least
a portion of the dynamic aspects.
A paradigmatically simple example for a kinematics simulator
consists of a single degree-of-freedom (DOF) rotational stage composed
of an electric motor servo-commanded by a digital computer and car-
rying a stage to host, for instance, a rate gyroscope sensor. The corre-
spondingly simple example for a dynamics simulator is a cylindrical
joint with air-bearing or magnetic suspension to provide a quasi fric-
tion-free rotational constraint to a testing platform carrying, for in-
stance, a reaction wheel actuator.
Kinematics simulators are typically used for research, development
and testing related to sensor performance and navigation methods and
for the purpose of training astronaut crew members and operators of
tele-operated spacecraft. Kinematic simulators for proximity/docking
maneuvers commonly require an accurate representation of the shape
and relative motion of the target spacecraft w.r.t. The chaser spacecraft
as well as of the lighting conditions.
Dynamics simulators are mostly used for research, development and
testing related to actuator performance, actuator steering logics, con-
tact dynamics, the performance of docking and capture mechanisms,
verification of dynamic models for multi-body systems (e.g. spacecraft
with robotic manipulators or flexible appendages), validation and
verification of real-time guidance, navigation and control methods,
verification of failure detection and identification methods, and testing
of other whole-system performance characteristics.
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Fig. 1. Broad overview of spacecraft-simulator systems (the short designation between brackets will be used in the rest of the paper).
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categorized by operating environment, type, technology and number of
degrees-of-freedom. The notation for the degrees-of-freedom is as fol-
lows: “[it,jr]” indicates a system with “i” translational DOF and “j”
rotational DOF; (h-k)r indicates a range of possible rotational DOF from
“h” to “k”.
The present paper focuses on spacecraft simulators hosted in a la-
boratory environment with the exception of simulators pertaining only
to rotational motion which are not covered in details as they are the
subject of the survey by Schwartz et al. [36].
3. Spacecraft simulator requirements
For a discussion of spacecraft proximity maneuver simulators it is
convenient to split the requirements for their design and operations into
primary requirements and secondary requirements. The primary require-
ments are dictated by the nature of the space system to be simulated
and must be met by the simulation system to enable meaningful si-
mulation. The secondary requirements are driven by the boundary
conditions of the simulation or test campaign and must be met in order
for the campaign to arrive at its results within reasonable time and
effort.
3.1. Primary requirements
The primary requirements are here defined to include the mechanics
of the simulation, the number of degrees of freedom of the simulated
spacecraft, and the number of simulated spacecraft in the simulation.
3.1.1. Mechanics of the simulation
The simulator type drives the requirements for the mechanics of the
simulation. Dynamics simulators require a decoupling of the dynamics of
the simulation vehicles from their environment. Therefore, the motion
of the vehicles must be controlled by internal (on-board) computers and
actuators, and all power for other on-board systems must also be sup-
plied by internal sources. Communication between the vehicles and
their environment must be wireless. While this reproduces the behavior
of a real space system, it also limits the available power and computing
resources and makes the simulation system more complex to operate.
Furthermore, the need to run test vehicles as self-contained units makes
the integration of new test articles oftentimes challenging.
Kinematics simulators must be equipped to move test articles pre-
cisely along commanded trajectories or into commanded positions and
orientations. As the test articles used in kinematics simulators are of-
tentimes full-scale vehicles, high-load external motion mechanisms
driven by high-torque actuators are typically required. This makes ty-
pical kinematics simulators virtually rigid, so that any contact between
test vehicles in a multi-vehicle simulation will lead to damaging of the
vehicles and the simulator apparatus. The actuators and on-board sys-
tems like sensors, mechanisms or manipulators are usually commanded
by external computers and powered from external sources. Therefore,
the available computing and power resources are higher than in dy-
namics simulators, and individual test articles can easily be integrated,
which is beneficial for the prototyping of new components or technol-
ogies.
In order to use the advantages of kinematics simulators in the si-
mulation of dynamic spacecraft interaction, two additional types of
simulators have been developed: hybrid simulators and dynamics
emulators. Hybrid simulators combine motion mechanisms from kine-
matics simulators with dynamic decoupling elements of dynamics si-
mulators. An example is the combination of a robotic manipulator and
an air-bearing floor. The manipulator can be used to precisely position
sensors or capture mechanisms which can then be tested in their in-
teractions with a free-floating test vehicle. Kino-Dynamics simulators, on
the other hand, combine the positioning mechanisms of kinematics si-
mulators with high-precision force and torque sensors and simulation
models for multi-body dynamics. Feeding back the force and torque
measurements, the simulation model computes trajectories for the po-
sitioning mechanisms emulating the response due to contact dynamics.
To reach good fidelity of the simulation and to prevent damaging the
simulation mechanisms and test articles, low latency in the sensing and
processing loop is required. Dynamics emulators are commonly used in
the simulation of multi-body systems with a large number of DOF, such
as in scenarios involving a manipulator mounted on the chaser space-
craft capturing a target object. Such high-DOF scenarios are out of the
performance envelope of most dynamics simulators and kino-dynamics
simulators.
3.1.2. Degrees of freedom
The degrees of freedom of the simulation vehicles define the second
primary characteristic of proximity maneuver simulation systems. For
many applications, planar simulation systems are sufficient. A basic
planar system offers 3 DOF: linear translation along both axes of the
horizontal plane, plus rotation about the vertical axis. Many planar
systems are augmented by two additional rotational DOF about the
horizontal axes, in order to arrive at a 5 DOF system. The addition of a
vertical linear axis completes the 6 DOF system, allowing the complete
representation of the position and orientation of an object in space. The
majority of kinematics and hybrid simulators feature 6 DOF for the
simulation vehicles, while most dynamics simulators are limited to 3
DOF.
3.1.3. Number of simulated objects
The third characteristic is the number of actuated objects in the
simulation. A dynamics simulator with only one vehicle is sufficient for
the testing of actuators and control algorithms. A kinematics simulator
can meet its purpose of reproducing the relative geometry of proximity
maneuvers by having one fixed object and one actuated vehicle in the
simulation. The number of actuated simulation vehicles can be in-
creased in order to expand the motion envelope of the simulation. This
becomes necessary for simulations of circumnavigations, capture/
docking, or relative navigation of multiple bodies in satellite swarms.
For most kinematics simulators and hybrid simulators, the addition of
simulation objects requires the addition of complex positioning me-
chanisms. For typical dynamics simulators, the individual vehicles are
self-sufficient in nature, so adding simulation vehicles does not entail
substantial changes to the simulation environment.
3.2. Secondary requirements
The set of secondary requirements for a proximity maneuver si-
mulation system encompasses the accessibility, availability, and en-
durance of the simulation system. These parameters substantially affect
the length of design and test iteration cycles, and so project timelines as
a whole.
3.2.1. Accessibility
Accessibility is the measure of whether, and how conveniently, new
vehicles can be added or the existing vehicles in the simulation can be
accessed to be adapted to new missions or improved for new cap-
abilities. The accessibility of a simulation system thus defines the us-
ability of the system for the testing of changing system configurations,
as well as for testing different space systems in the same simulator.
3.2.2. Availability
The criterion availability covers how quickly and conveniently the
simulation system can be available for the testing purposes of a given
space system research and development effort or program. Therefore,
availability covers considerations such as organizational lead times,
simulator staff training requirements, as well as export control issues in
international collaborations. The availability of a simulation system
determines how flexible it can respond to particular testing needs of the
customer.
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3.2.3. Endurance
The endurance of a simulation system is in this paper defined as the
time it can be run continuously before the vehicles must be refueled or
recharged. The endurance of the simulator system has considerable
impact on the testing schedule and overall project timeline of the space
system research and development effort. The required downtime be-
tween simulation runs for facility maintenance, which includes the
recharging or refueling of simulation vehicles, or the recalibration of
mechanisms and sensor systems, also has considerable impact, but is
not discussed in this paper, due to the lack of published data.
In general, kinematics simulators and hybrid simulators have
practically unlimited endurance. This is due to the use of external po-
sitioning mechanisms and external power supplies. Dynamic simulators
are limited in their endurance, due to the use of on-board batteries and
propellant tanks. This limitation also affects kino-dynamics simulators.
The endurance of some dynamic simulators is also limited by the
available duration of micro-gravity conditions (see Section 5.2).
3.2.4. Robustness
The simulation of docking or capture maneuvers bears the inherent
risk of collisions or unintentionally high contact forces, in particular if
the maneuvers are conducted in real-time. While the dangers of da-
maging collisions can to some extent be countered by range safety
equipment and software limits, they must also be addressed by the
robustness of the hardware of the simulation system. In robustness,
dynamics and kino-dynamics simulation systems typically have an ad-
vantage over kinematics and hybrid simulation systems. The test ve-
hicles in dynamics simulators commonly have low mass and low in-
ertias, and are free to move in the event of a collision, so that contact
between vehicles is less probable to cause serious damage. Kinematics
and hybrid simulators, on the other hand, use powerful positioning
mechanisms and massive, oftentimes full-scale simulation vehicle.
Therefore, the dangers of damaging the setup during collisions are
substantially higher. They can be addressed with hardware and soft-
ware limits for relative velocities, accelerations, or trajectories, or using
bumpers in the design of the vehicles.
4. Spacecraft kinematics simulators
The primary design complexity drivers for kinematics simulation
systems are the number of DOF, the number of simulation objects, the
accuracy and the precision of the simulation system. Many kinematics
simulators also simulate the orbital lighting conditions. Although some
kinematics simulators use robotic manipulators, the majority of
spacecraft kinematics simulators are Cartesian motion simulation sys-
tems, with independent positioning mechanisms for each DOF. The
existing kinematics simulators have anything between 1 and 6 DOF and
commonly support one or two actuated simulation vehicles. The me-
chanisms for linear DOF commonly use tracks and/or suspension
cables; the rotary DOF are implemented using gimbals or pan-tilt me-
chanisms. Many Cartesian kinematics simulators are designed for full-
size spacecraft models, resulting in building-sized simulators. The ori-
ginal proximity maneuver simulator was the NASA Rendezvous
Docking Simulator (RDS) at Langley Research Center in Hampton,
Virginia. This hangar-sized facility, originally designed for full-scale,
piloted and tele-operated docking simulations between a Gemini
spacecraft and an Agena target vehicle, and later retrofitted for docking
simulations between an Apollo Command and Service Module and a
Lunar Module, had a motion envelope of 65m length (along-track),
4.6 m width (cross-track), and 12.2 m height. The chaser vehicle was
mounted in a 3 DOF gimbal frame, suspended by cables from an
overhead carriage system (see Fig. 2); the target vehicle was also sus-
pended from the overhead tracks, but with fixed position and orienta-
tion [28,39–41].
Similar large scale Cartesian simulation systems have been devel-
oped in both the United States and Europe. The Dynamic Overhead
Target Simulator (DOTS) at the NASA Marshall Space Flight Center
Flight Robotics Laboratory (Huntsville, Alabama) uses an overhead
gantry system to reproduce the full 6 DOF of the rendezvous spacecraft.
This system can position a 228 kg mockup inside a volume 38m long,
13.3 m wide, and 4.6 m high, with a maximum speed of 0.3m/s. Solar
lighting is simulated by an array of six 6 kVA lights positioned on a 2
DOF mechanism. In the Lockheed Martin Space Operations Simulation
Center (SOSC) in Littleton, Colorado, a rail-mounted, 6 DOF Cartesian
robot maneuvers the model of a chaser spacecraft relative to a sta-
tionary target. The operating volume is 60m long, 15.2m wide and
15.2 m high, supporting full-sized models of ISS modules and Orion
spacecraft (see Fig. 3). Solar lighting is provided by an array of high-
powered lights [43,44].
The development and testing of the current generation of robotic
space systems also relies on the use of kinematics simulation systems.
The Japanese Aerospace Exploration Agency (JAXA) used its
Rendezvous and Docking Operation Test System (RDOTS) at the
Tsukuba Space Center for verification of the automated rendezvous and
docking system of the Engineering Test Satellite VII (ETS-VII), and the
H-II Transfer Vehicle (HTV). RDOTS used a horizontal 6 DOF Cartesian
motion table to position the chaser, and a vertical 2 DOF motion table
to position the target (see Fig. 4). The length of the positioning en-
velope was approx. 20 m, the width and vertical height was not pub-
lished in the existing literature [6,15,46].
The European counterpart, used for the simulation of Automated
Transfer Vehicle (ATV) flight dynamics, was the European Proximity
Operations Simulator (EPOS) operated by the German Aerospace
Agency (DLR) in Oberpfaffenhofen, Germany. EPOS used a set of
Cartesian robots and pan-tilt mechanisms for a 6 DOF simulation of
proximity maneuvers (see Fig. 5) [48,49]. In 2009, EPOS was replaced
by EPOS-2 (see Section 7.1).
The NASA Ames Research Center in Palo Alto, California, operates a
6 DOF kinematics simulator for the NASA and Massachusetts Institute
Fig. 2. The NASA Rendezvous Docking Simulator (Image credit [42]).
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of Technology (MIT) Synchronized Position Hold, Engage, Reorient
Experimental Satellites (SPHERES) testbed. The simulator uses a gantry
mechanism to maneuver one SPHERES within the SPHERES control
volume (refer to Section 5.1) [51].
The Institute of Astronautics at Technical University Munich,
Germany, developed a kinematics simulator for teleoperated and au-
tomated spacecraft proximity maneuvers, called the Robotic Actuation
and On-Orbit Navigation (RACOON) laboratory. The first generation
RACOON was a 5 DOF planar simulation system for two vehicle models.
The second generation RACOON expands the operating envelope to full
6 DOF for the chaser, provided by a Cartesian robot with a motion
envelope 6.5m long, 4m wide and 2m high (see Fig. 6). The target
object has 3 rotational DOF. Lighting is provided by a 2 DOF light
source running on a track around the experiment volume [52–56].
The Florida Institute of Technology Orbital Robotic Interaction, On-
orbit servicing, and Navigation (ORION) Lab uses a 6 DOF planar
gantry system with shared heritage with RACOON. The ORION
Maneuver Kinematics Simulator has a stationary 2 DOF pan-tilt me-
chanism (infinite rotation in azimuth,± 90° rotation in elevation) and a
second, identical 2 DOF mechanism mounted on a 2 DOF horizontal
motion table with a motion envelope 5.5m long and 3.5m wide (see
Fig. 7) [57,58].
Kinematics simulators purely based on Cartesian, gantry-style me-
chanisms have large positioning envelopes and can support large and
heavy test articles. However, they are limited in their positioning speed,
accuracy and precision. To overcome this limitation, some kinematics
simulators combine the Cartesian mechanisms with robotic manip-
ulators, typically industrial robotic arms. The largest example for such a
simulator is the Extra-large European Proximity Operations Simulator
Integrate and Verification Facility (EPOSx-IVF) in Val de Reuill, France.
The European Space Agency (ESA) purpose-built the facility for quali-
fication of the ATV rendezvous and docking system. EPOSx is built
around a 2 DOF model of the ISS service module with over 300m radial
translation capability, and a 6 DOF Payload Carrier Platform mounted
on an industrial manipulator (see Fig. 8) [59,60].
The Naval Research Laboratories (NRL) in Washington, DC, USA
developed the Proximity Operations Testbed. Test articles representing
chaser and target vehicles are mounted on two 4 DOF Robotic
Fig. 3. The Lockheed Martin Space Operations Simulation Center (Image credit
[45]).
Fig. 4. The JAXA RDOTS simulator (Image credit [47]).
Fig. 5. The first generation DLR EPOS facility. The top image shows the sta-
tionary part of the simulator, the bottom image shows the 6 DOF positioning
mechanism (Image credit [50]).
Fig. 6. The 2nd generation RACOON testbed at Technical University Munich
(Image credit [56]).
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Manipulators positioned by independent 2 DOF gantries. Therefore,
both vehicles can be maneuvered in 6 DOF within individual 25m long,
10 m wide and 3m high positioning envelopes. The chaser vehicle has a
rotational range of 300° in roll, 180° in pitch, 180° in yaw; the target
can be rotated within 360° roll angle, 180° pitch angle, and 180° yaw
angle. The maximum vehicle masses are 400 kg for the chaser and
350 kg for the target [61,62] (see Fig. 9).
The German Research Center for Artificial Intelligence (DFKI) in
Bremen developed the Long-Distance Movement Simulation System
(LDMSS) for the testing of rendezvous and capture sensors of robotic
on-orbit servicing and space debris removal systems. The LDMSS uses a
unique combination of a stationary 6 DOF industrial manipulator and a
cable-suspended 3 DOF SpiderCam® robotic system1 to reproduce the
relative maneuvers between two spacecraft (see Fig. 10). The positions
of the simulation objects are tracked by an optical Vicon® metrology
and tracking system,2 within a 6m long, 4m wide and 4.5m high core
maneuver volume [63–65].
A simulation system that is not actually designed for the simulation
of spacecraft proximity maneuvers but shares many of the same char-
acteristics is the Testbed for Robotic Optical Navigation (TRON) at DLR
in Bremen, Germany. TRON is used for testing of lunar descent and
landing sensors. It uses an industrial manipulator mounted on an 11m
linear track running parallel to a lunar surface model mounted
vertically on a wall (see Fig. 11). Lighting is provided by a 4 DOF
lighting system positioned by a gantry. This setup could easily be
adapted for the kinematics simulation of spacecraft proximity man-
euvers [66].
Further examples of simulators using a combination of gantry me-
chanisms and robotic manipulators have sensor/actuator combinations
that are responsive enough to allow the emulation of maneuver and
contact dynamics. These simulators are discussed in Section 7. Table 1
provides an overview of past and present spacecraft kinematics simu-
lation systems, their primary characteristics, and their capabilities.
5. Maneuver dynamics simulators
The primary design requirement for maneuver dynamics simulation
systems is negligible dynamic interaction between the simulation ob-
jects and their environment. Due to this requirement, the simulation
vehicles must be self-contained, which reduces the endurance of the
simulation system, but at the same time increases the scalability of the
system to accommodate a varying number of vehicles. Since the ma-
jority of vehicles used in maneuver dynamics simulators are small and
have low mass, the robustness of the simulation system regarding col-
lisions and contact forces is high. The availability and accessibility of a
dynamics simulation system depends on the class of simulation system
used in the project. There are five main classes: orbital micro-gravity
systems, suborbital micro-gravity systems, neutral buoyancy facilities,
air-bearing systems, and suspension systems. The five system classes are
discussed in the following sections.
5.1. Orbital micro-gravity systems
From the dynamics perspective, the perfect simulation environment
is a pressurized orbital facility, which allows experimentation in full 6
DOF. As of 2018, the only existing facility of this type is the space
component of the SPHERES laboratory aboard the International Space
Station (ISS). Each SPHERES has a diameter of 0.25m, and a mass of
4 kg. They maneuver within the 2m×2m×2m control volume
aboard the ISS by means of CO2 cold-gas thrusters.
Each SPHERES is equipped with three gyroscopes and accel-
erometers. Absolute navigation within the control volume is achieved
by the Position and Attitude Determination System (PADS), which is an
infrared and ultrasonic pseudo-GPS system. The SPHERES tests are al-
ways accompanied by an astronaut, who is also responsible for repla-
cing the tanks of the propulsion system once they run out after about
30min of operations. Due to crew time scheduling, overall test en-
durance aboard the ISS is limited to 2 h, with consecutive sessions being
Fig. 7. ORION maneuver kinematic simulator at Florida institute of technology.
Fig. 8. The ESA EPOSx-IVF simulation facility (Image credit [59]).
Fig. 9. The NRL Proximity Operations Testbed (Image credit [61]).
1 www.spidercam.tv.
2 www.vicon.com.
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separated by two weeks. The SPHERES control algorithms can be
changed on Earth and uploaded to the ISS, where the supervising as-
tronaut is tasked with transferring them to the SPHERES. The accessi-
bility of SPHERES aboard ISS is restricted by the need to qualify new
hardware for use aboard ISS, and to add it to the flight manifest of
supply spacecraft. Furthermore, astronauts must be instructed to per-
form any changes in the flight hardware [68–71].
The replacement for SPHERES is a system called Astrobee. The
Astrobee robots are cubes, with a side-length of 0.32m and a mass of
10 kg. Astrobee uses a vision-based navigation system and ducted
electrical fans to provide holonomic 6 DOF propulsion and control, thus
increasing its endurance and reducing the consumables demand as
compared to SPHERES. The Astrobee system will feature a docking
station mounted inside the ISS. The docking station will be used to
recharge the batteries of up to two Astrobee robots, and provide a data
interface. The Astrobee robots will be able to dock autonomously with
the docking station. Therefore, the amount of astronaut time needed to
operate the Astrobees will be reduced significantly over the SPHERES
system [72] (see Fig. 12).
5.2. Suborbital micro-gravity systems
Alternatives to using an orbital facility for full 6 DOF dynamics si-
mulations are sounding rockets, drop towers and parabolic flights.
Since the micro-gravity time in the experiments is limited to between
tens of seconds and a few minutes, the tests to be conducted must be
thoroughly scripted and prepared. Sounding rocket flights and drop
towers also require a high degree of automation of the experiments.
5.2.1. Sounding rockets
Sounding rockets launch experiments onto a parabolic, suborbital
trajectory. After final-stage engine cut-off, the payload is exposed to
multiple minutes of micro-gravity and vacuum. The exact duration of
the micro-gravity phase depends on the altitude of the apogee of the
trajectory, which can reach 1500 km for NASA sounding rocket flights,
corresponding to about 20min of micro-gravity [73]. After reentry, the
payload carrier commonly descends on a parachute. Therefore, the
experiments can nominally be retrieved after touchdown for further
analysis. Sounding rockets are commonly based on solid-fueled air-
defense missiles and reach very high accelerations and pronounced
vibrations during launch. The test articles must be designed for the
launch loads, in addition to the temperatures at reentry and the impact
of touchdown. Sounding rocket flights are thus not a prime choice for
the testing of delicate spacecraft systems. However, they provide up to
multiple minutes of micro-gravity flight in a decent experiment volume
and can be a valuable venue for the testing of deployment mechanisms,
attitude control systems, or robotics. For NASA sounding rockets,
payloads with a diameter up to 0.44m, a length of 7.6 m and a mass of
up to 700 kg can be accommodated [73]. Sounding rocket flights are
available through most national space agencies and through a number
of commercial provides. The procurement costs and scheduling lead
times for sounding rocket flights can be high and must be a primary
consideration in the selection of the test method.
5.2.2. Drop towers and drop shafts
Drop towers and shafts, typically used for physics experiments in
micro-gravity, can also be used for the testing of space robotic systems.
The drop shaft at the Japan Micro-gravity Centre was used in the ver-
ification of robotic motion in micro-gravity. The total depth of the
former coal mine shaft is 710m, of which 490m are travelled in free
fall. This corresponds to 10 s of experiment time in micro-gravity, de-
fining the endurance of the simulation system. The air drag inside the
shaft is compensated by a thruster on the falling capsule in order to
arrive at a micro-gravity quality of 10−5 g [74,75].
Similar free-fall facilities exist at the NASA Glenn Research Center
[76] and the Center for Applied Space Technology and Micro-gravity
(ZARM) in Bremen, Germany [77]. It is unknown from existing litera-
ture whether these facilities have been used in space robotics or
spacecraft maneuvering research.
Accessibility and availability of the simulation system depend on
the turn-around time of the free-fall towers and the requirements for
payload qualification, which could not be ascertained from the avail-
able literature. The primary parameters for the drop tower and shaft
facilities are listed in Table 2.
5.2.3. Parabolic flights
Parabolic flight test campaigns are available in the USA, Europe,
and Russia, through space agencies and through commercial providers.
A number of robotic manipulators and docking systems have been
tested on such campaigns [78–80]. The SPHERES lab has one compo-
nent designed for parabolic flights aboard a NASA KC-135 [68]. The
control volume is a cube with 3m sides. The micro-gravity portion of
each parabola has a duration of 20 s, which is the primary constraint on
system endurance. All hardware and software must be qualified for use
in the parabolic flight campaign. Since the tests are pre-planned for
each flight day, due to flight safety concerns, the system cannot be
modified on scene. The test campaigns last one week, with consecutive
flight opportunities usually being separated by a minimum of six
months, severely limiting system availability.
Fig. 10. The DFKI Long-Distance Movement Simulation System (Image credit
[65]).
Fig. 11. The DLR Testbed for Robotic Optical Navigation (Image credit [66]).
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5.3. Neutral-buoyancy facilities
Neutral-buoyancy facilities (NBF) are large and deep water tanks.
They are primarily known for their use as micro-gravity simulation
environments for the training of spacecraft crews in extra-vehicular
activity (EVA) procedures. NASA operates one NBF, the Neutral
Buoyancy Laboratory (NBL), at the Johnson Space Center in Houston,
Texas for this purpose. The NBL tank is 61.6 m long, 31.1 m wide, and
12.2 m deep [81]. ESA has a 22m long, 17m wide, and 10m deep
counterpart at the European Astronaut Center (EAC) in Cologne, Ger-
many [82]. The Russian Space Agency operates another NBF at the Yuri
Gagarin Cosmonaut Training Center in Star City [83]. Its circular tank
has a diameter of 23 m and a depth of 12m. These facilities are large
enough to accommodate whole space vehicles and space station mod-
ules, plus a number of astronauts and safety divers. Beyond training for
human space flight, NBFs can also be used as simulators for general
space systems, in particular space robotics systems. The University of
Maryland Space Systems Laboratory has been a pioneer in this area (see
Fig. 13). Its 15m diameter, 7.6 m depth Neutral Buoyancy Research
Facility (NBRF) has been used for experimentation associated with the
development and testing of space robotic vehicles, as well as for robot-
augmented EVAs [84–87].
The Northwestern Polytechnical University in Xi'an, China also uses
a NBF for the simulation of rendezvous and docking of robotic space-
craft. The sparse published material does not include any information
about the dimensions of the testbed or the dimensions and capabilities
of the simulation vehicles [89,90]. Therefore, it is not included in the
overview of NBFs in Table 3.
Table 1
Overview of spacecraft kinematics simulation systems and their capabilities.
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Fig. 12. Two SPHERES in operation aboard the ISS (Image credit [67]).
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Due to the considerable dynamic interaction between the simulation
objects and the surrounding water, NBFs are not perfect as dynamics
simulation systems. However, they have been used in investigation of
the dynamic interaction between manipulators and their base space-
craft [86]. NBFs allow full 6 DOF kinematics simulations, with the
number of simulation vehicles only limited by the size of the water tank
and the capabilities of the object tracking system. The effective degrees
of freedom are limited by the buoyancy properties of the simulation
vehicles. Most objects have a natural, stable orientation under water,
which restricts their rotational motion. A major driver for the com-
plexity of the simulation system is the need for every simulation vehicle
to be designed as miniature submersible. It must be water tight, have
well-defined buoyancy properties, as well as underwater propulsion
and navigation systems. Furthermore, it must either be self-contained,
or be supplied by means of a tether. Self-contained simulation vehicles
limit the endurance of the system, while tethers can form navigation
obstacles and can lead to fidelity of the dynamics simulation system.
Table 3 provides an overview of the main neutral buoyancy facilities
presently in use.
5.4. Air-bearing systems
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space systems is using air-bearing tables or flat-floors, which have been
in use since the 1960s [36]. Compared to the aforementioned orbital,
airborne, and free-fall facilities, air-bearing table or flat-floor facilities
have high availability, can easily be accessed and reconfigured, and
their endurance is typically only limited by the gas supply and battery
capacity of the simulation vehicles. Air-bearing simulators work by
creating a thin film of pressurized gas between the air-bearing vehicle
(ABV) and the flat-floor or table, commonly with a thickness of
50 μm–80 μm [91–93]. The operating pressures for the air-bearings are
between 172 kPa (25 psi) and 482 kPa (70 psi), depending on the ve-
hicle mass to be supported [91,94]. The common operating gases for
air-bearing systems are high-pressure air, N2 and CO2. The film of gas
practically eliminates friction between the ABV and the underlying
surface, effectively decoupling the dynamics of the ABV from the en-
vironment. Flat air-bearings provide 1 DOF motion, whereas hemi-
spherical air-bearings provide 3 DOF. The surfaces of the tables or
floors must be very flat, commonly± 3 μm to± 46 μm [95,96]. This
flatness is reached by using polished granite tables, plate glass, or
precision-cast epoxy [43,97,98]. Of these materials, granite offers the
best achievable overall surface quality. Glass can be used to assemble
large-scale tables or floors from multiple glass panels [98], while epoxy
can be cast to arbitrary floor sizes. In addition to the flatness require-
ment, the surfaces must be level to a high degree, since any inclination
of the surface creates a disturbance acceleration that reduces the
quality of the micro-gravity simulation. The levelling precision
achieved in some of the existing facilities is 0.01° [97]. However, ad-
justing the inclination of the table can be used on purpose to simulate
maneuvers in weak gravity fields, for example in the space around as-
teroids.
Not having to overcome friction, ABVs can maneuver like spacecraft
using cold-gas thrusters and/or momentum exchange devices (e.g. re-
action wheels, momentum wheels, or control moment gyros). As
thrusters can use the gas tanks and supply lines for the air-bearings,
they are the most convenient and most common propulsion system.
The position and velocity of the ABVs must be tracked using con-
tact-free methods. The most common method for absolute navigation is
the use of external optical tracking systems such as Vicon or OptiTrack,
augmented by on-board accelerometers and rate gyros [97,99–104]. An
alternative is to use onboard sensors, as an example an upward looking
camera emulating a star sensor by tracking an array of LEDs on the
ceiling above the table [105]. Relative navigation can, for example, be
achieved with an on-board camera system tracking a LED pattern on the
target vehicle [105]. Alternatives are compact lidars, stereoscopic
cameras, time-of-flight cameras, or commercial-off-the-shelf sensor
systems such as the Microsoft Kinect®.
There exist two different types of air-bearing table systems. In the
majority of air-bearing dynamics simulators, the floor or table is pas-
sive, with the ABVs generating the air layer from compressed gas in
onboard tanks. Therefore, the capacity of the onboard tanks is the
limiting factor for the endurance of the simulation system. In a small
number of simulators, the table or floor is active and generates the air
layer by expelling compressed gas through microscopic holes in the
surface. For such a system, the capacity of the on-board batteries is
limiting the endurance, resulting in higher vehicle endurance at the cost
of a typically more expensive table or floor.
In any case, the table or floor represents the major investment of any
air-bearing simulation environment. Therefore, it remains unchanged
for most of the life of the simulator, the ABVs and external motion
tracking systems can be changed or modernized with comparatively
little effort and thus are changed frequently. Therefore, it cannot be
assumed that any of the ABVs discussed in the cited publications are
still in use. However, the table or floor infrastructure is in most cases
still in existence and in use. The following discussion is complementary
to the overview of planar air-bearing systems provided by Schwartz
et al. [36].
5.4.1. Passive floor/table systems
Proximity maneuver dynamics simulation systems with passive
floors/tables and vehicle-supplied air-bearings are in widespread use at
space and robotics research centers and universities. The largest ex-
isting air-bearing dynamics simulation systems use epoxy floors and are
operated by NASA for general rendezvous and docking testing: the
21.3 m×29.9 m Air Bearing Floor (ABF) at Johnson Space Center
[106] and the 13.4 m×26.2 m floor of the Flight Robotics Laboratory
(FRL) at Marshall Space Flight Center [43,107]. ESA operates the Or-
bital Robotics test Bench for Integrated Technology (ORBIT) simulator
at ESTEC, with a 5m×9m epoxy floor [108]. The Epoxy Floating
Spacecraft Simulator of Spacecraft Robotics Laboratory at the Naval
Postgraduate School is also built around a 4.9 m×4.3m epoxy flat
floor [109–114]. Epoxy floors of similar size are also used for the Ad-
vanced Autonomous Multiple Spacecraft (ADAMUS) testbed at the
University of Florida [115,116], and for the Spacecraft Simulator for
Autonomous Rendezvous and Docking (SSARD) facility at Georgia In-
stitute of Technology, uses a 4m×4.3m epoxy floor [91].
Epoxy flat floors can be cast to basically arbitrary size, but their
surface flatness is oftentimes inconsistent. The better but also sig-
nificantly more expensive alternative is the use of granite monoliths as
air-bearing tables. The primary challenges of institutions aiming for a
granite table are the enormous weight of the monolith, the cost of the
granite itself, and the cost of transportation and installation, which
oftentimes includes substantial construction efforts to move the
monolith into a building. These challenges are exemplified by the lar-
gest granite table in use as spacecraft dynamics simulator: the Gravity
Offset Table at the Naval Research Laboratories in Washington, DC,
with an area of 6.1 m×4.6m. In order to support its own weight, the
granite monolith has a thickness of 0.5 m, which results in a mass of
34,000 kg [61,96]. Of similar size is the 3.7m×7.3m granite table at
the Lockheed Martin Controls and Automation Laboratory in Palo Alto,
CA, USA [105]. The Naval Postgraduate School conducts research in
autonomous rendezvous and capture and spacecraft self-assembly using
the POSEIDYN Floating Spacecraft Simulator testbed of the Spacecraft
Robotics Laboratory (see Fig. 14). Its granite table measures
4m×4m×0.3m, with a mass of 15,200 kg
[97,101,102,104,117–120].
A granite table of similar dimensions is the centerpiece of the
Robotic Manipulator System testbed at the Shenzhen Space Technology
Development Center (SSTC) in China. The table is assembled of several
granite plates to reach total dimensions of 4.2m×3.6m [121]. The
Test Environment for Applications of Multiple Spacecraft (TEAMS)
Formation Flying Testbed at DLR in Bremen, Germany is equipped with
two granite tables measuring 4m×2.5m [95]. The Aerospace Ro-
botics Laboratory at Stanford University operates the Formation Flying
Test-Bed (FFTB), which is built around a 2.7 m×3.7m granite table
[92]. The FFTB supports flight dynamics and controls research [122].
Granite tables with comparable dimensions are in use at the Free-Flying
Space Robotics (FFR) testbed at the MIT Field and Space Robotics
Fig. 14. The POSEIDYN Floating Spacecraft Simulator testbed at the Naval
Postgraduate School.
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Laboratory [123], the Eagle Frictionless Motion Testbed at the Surrey
Space Centre in the United Kingdom [124,125], the Space Robot Si-
mulator at the National Technical University of Athens [126], the
Micro-gravity Simulator at the Space Research Center of the Polish
Academy of Sciences [127], the Aerospace Systems and Control Lab at
the Korea Advanced Institute of Science and Technology (KAIST) [128],
and the NASA SPHERES ground simulator at NASA Ames Research
Center [129]. The Five Degrees of Freedom Air-bearing Spacecraft Si-
mulator (5DOFASS) at the Harbin Institute of Technology is built
around a 1.8m×1.2m marble floor [130]. Granite tables in the
2m–3m size range are significantly cheaper, easier available, and ea-
sier to install than the larger monoliths found at NRL and NPS.
Therefore, the Canadian Space Agency combined two independent air-
bearing tables in the Semi-Autonomous Docking System (SADS) testbed
as part of the Next Generation Canadarm project. The chaser and target
ABVs each have their own air-bearing table, in order to increase the
scale of the simulation of the contact dynamics during docking
[131,132].
The third common type of flat-floor or air-bearing table uses glass
surfaces, typically supported by an optical bench. The primary ground
test facility for the SPHERES at MIT uses a 1.2 m×1.2m glass-topped
table [68,69,71]. The University of Maryland Space Systems Laboratory
uses a 2.4m×1.2m glass surface atop an optical bench [133]. The
FloatCube testbed at Cornell University also uses a plate-glass surface
[94]. Japanese institutions have also invested heavily in air-bearing
dynamics simulators, primarily during the development of ETS-VII and
the HTV. The manipulator/spacecraft interaction simulation models
and control algorithms for ETS-VII were tested in the Experimental
Free-Floating Robot Satellite Simulator (EFFORTS) at the Tokyo In-
stitute of Technology on a 1.8m×1.8m glass table [134,135]. Tokyo
Institute of Technology later also developed a more capable simulation
system, with a target vehicle floating on a 3m×5m plate-glass floor
[136]. A similar but smaller testbed is operated by Tohoku University in
Sendai, Japan [137]. The University of Osaka used a system very si-
milar to EFFORTS, with a 2.4m×1.8m glass-topped table, to simulate
the behavior of a manipulator in micro-gravity [138]. The Politecnico
di Milano in Milan, Italy and Thales Alenia operate a simulator centered
on a 3m×3m glass table [139]. The Dynamic Air Table at Lawrence
Livermore National Laboratory (LLNL) is built around a 1.5m×7.3m
plate glass floor [140].
As the practical size of a single glass plate is limited, such large glass
tables can be assembled from multiple plates, although the leveling and
the smoothing of the transition between plates is challenging. The
largest glass floor system found in literature is the Formation Control
Testbed (FCT) at the Jet Propulsion Laboratory in Pasadena, California.
Multiple glass plates are used to create an approximately circular glass
floor with a diameter of 9m [98,141]. The ORION lab at Florida In-
stitute of Technology combines a 5.94m×3.60m Integrated Flat Floor
made up of four plexiglass sheets with a separate High-Precision Air-
Bearing Table with a 3.6m×1.8m tempered glass plate supported on
an optical bench with pneumatic vibration isolators (see Fig. 15)
[142–144]. A similar solution is to use multiple metal plates, with the
boundaries between them smoothed by epoxy. Such an air-bearing
table with a 6.32m×3.06m surface area is the heart of the Autono-
mous Spacecraft Test Environment for Rendezvous In proXimity (AS-
TERIX) facility at Yonsei University in Seoul, Korea [145].
Additional air-bearing floor and table facilities whose type of floor/
table are not clearly shown in published literature are the 3m×4.5m
table resulting from a collaboration of the Electrotechnical Laboratory
in Tsukuba and the Toshiba Corporation [146]; the flat-floor facility at
the State University of Rome “La Sapienza” [93]; the flat-floor at the
Politecnico de Torino in Turin, Italy [147]; the facilities at the Uni-
versity of Victoria in Canada [148] and at Tsinghua University in China
[149].
To navigate around the cost and design challenges associated with
large air-bearing floors or tables, some institutions design very creative
solutions. Their simulators follow the same principle of the classical air-
bearing table, but employ different technologies for their simulation
needs. The Multi-Vehicle Wireless Testbed at the California Institute of
Technology first used vehicles gliding on ball-bearing casters and then
hovercrafts on a 6.7m×7.3m rectangular plastic floor [150–152]. In
the European Robotic Arm (ERA) Simulation Facility in Leiden, The
Netherlands, the air-bearing table concept was evolved to a system that
theoretically allows a flat-floor of unlimited size. The joints of the ERA
manipulator rest on air-bearings on flat-floor segments that are posi-
tioned by active support trolleys (see Fig. 16). This principle is used to
create a virtual flat-floor of 4m×7m [34], although arbitrary sizes are
possible. A similar concept is used in the Robotic Testbed for Floating-
Dynamics Simulation (ROOTLESS) developed in the ESTEC ORBIT lab
[153].
The primary characteristics of the air-bearing spacecraft maneuver
dynamics simulators with passive floors/tables are listed in Table 4.
5.4.2. Active floor/table systems
The vehicle-side air-bearing systems of the simulation systems listed
above result in complex simulator vehicle designs with limited en-
durance, due to the vehicle-mounted tanks for the air-bearing system. A
small number of simulators evade these design problems by shifting the
task of generating the air film between floor and the vehicle to the air-
bearing table or floor (see Table 5). The Falcon Air-Bearing Testbed at
the Surrey Space Center uses a 1m×1.5m table made out of micro-
porous carbon strips for 3 DOF simulation of CubeSat maneuvering and
docking [124]. A similar system is also used in the Distributed Space
Systems Lab at the Technion – Israel Institute of Technology in Haifa,
Israel [158] (see Fig. 17). The Institute of Space Systems at Technische
Universität Braunschweig runs the Experimental Laboratory for Proxi-
mity Operations and Space Situational Awareness (ELISSA), with an
active air-bearing floor sized 7m×4m [159].
5.4.3. Pitch and roll table system for emulation of orbital relative
acceleration
The floating surface of typical air bearing simulators is fixed and
very accurately leveled. An ABV floating on such a surface moves
nominally in a weightlessness and frictionless condition on the plane
and orbital mechanics effects are not emulated.
A new kind of air bearing simulator has been recently devised and is
under prototype construction at the Spacecraft Robotics Laboratory of
the Naval Postgraduate School. The surface of this air bearing simulator
is actuated about two axes (pitch and roll) in order to impart to an ABV
an acceleration due to gravity which is scaled to physically emulate the
relative orbital mechanics acceleration that a spacecraft would experi-
ence in flying in the vicinity of another spacecraft (e.g. modeled by the
Clohessy-Wiltshire-Hill equations).
By making use of the pi-theorem to properly scale time, space and
forces, it is possible to combine the physical emulation of the co-
Fig. 15. Florida Institute of Technology ORION Lab Integrated Flat Floor (in
front) and High-Precision Air-Bearing Table (in back).
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orbiting effects with a virtual expansion of the duration and area of the
simulation on the table to represent a much longer orbital maneuver
and relative distances. This scaling procedure can also be used on
standard air-bearing systems [160–162].
5.4.4. ABV design
The basic type of ABV is the planar, 3 DOF system, in which the air-
bearing allows the simulation vehicles to translate freely along the
horizontal axes and rotate about the vertical axis. These systems are
comparatively simple designs and solely require the use of a number of
flat air-bearings to float the ABVs and ducted fans, cold-gas thrusters
and/or reaction wheels to actuate the vehicles. Any 3 DOF system can
be expanded into a 5 DOF system by mounting a hemispherical air-
bearing atop the planar maneuvering stage, which adds a pitch axis and
a roll axis to the motion envelope of the vehicle. The major challenge in
this design step is the added gas consumption for the hemispherical
bearing, which results in increased tank volume requirements and ad-
ditional mass. The final step in the evolution of the air-bearing dy-
namics simulation is the addition of the sixth degree of freedom. This is
achievable by mounting the hemispherical bearing on a vertical trans-
lation stage, which must be guided by low-friction bearings and must be
perfectly counterbalanced at all times in order to represent free-body
motion. As can be expected, the number of existing simulation facilities
decreases with increasing system complexity.
5.5. Three degrees of freedom systems
Planar ABVs with 3 DOF are in use with the majority of the labs
discussed above. Most of them use compressed air both for the air-
bearings and for gas thrusters, but differ in size, mass, endurance and
equipment. The Eagle Frictionless Motion Testbed in at the Surrey
Space Center has ABVs in two sizes. The smaller CubeSat simulators
have a footprint of 0.1m×0.1m, with a height of 0.3m, and a system
mass of 3.5 kg. The endurance of their air-bearing system is 5min. The
microsatellite simulators have dimensions of 0.2 m×0.2m×0.3m
height, and a system mass of 4.5 kg. Their endurance is 20min
[124,125]. The NPS Floating Spacecraft Simulators have a square
footprint of 0.2 m×0.2m, a height of 0.8 m, a mass of 10 kg, and are
propelled by eight cold-gas thrusters, which are fed, along with the air-
bearing system, from pressurized air tanks. The vehicles are tracked by
a Vicon system [103]. The ABVs of the ORION lab at Florida Institute of
Technology have a square footprint with 0.4 m sides, 15 kg mass, and
can be equipped with a wide array of sensors and appendages, such as
capture grippers or small robot manipulators. Their motion is con-
trolled by reaction wheels and sets of eight thrusters and tracked by an
OptiTrack system [58]. The ABVs used at the Stanford Formation Flying
Test-Bed have a diameter of 0.5m, a height of 0.8 m and a mass of
80 kg. Tracking is achieved by an indoor GPS and an overhead video
system [92]. The Politecnico de Torino uses a 55 kg vehicle with a
height of 0.95m and a lifting-plate diameter of 0.6 m [147]. The ori-
ginal EFFORTS vehicle at Tokyo Institute of Technology had a foot print
of 0.3 m×0.3m, a mass of 6.3 kg, and was equipped with a two-link,
planar manipulator (see Fig. 18) [134,135]. A later evolution saw the
addition of a second manipulator [156]. The vehicle used at the Elec-
trochemical Laboratory in Tsukuba was even equipped with two three-
joint manipulators, mounted in a base with length, width, and height of
0.7 m and a mass of 450 kg [146].
The alternative to the use of compressed air or N2 for the air-bear-
ings and thrusters is CO2. The Free-Flying Space Robotics testbed MIT
uses two 6.4 kg vehicles on CO2 bearings, equipped with small ma-
nipulators. The position, orientation, and velocity of the vehicles are
measured by means of optical mouse sensors, of which two are installed
per vehicle [123]. The Space Robot Simulator at the National Technical
University of Athens has an ABV floating on CO2 air bearings, equipped
with six CO2 thrusters, one reaction wheel, and two two-joint manip-
ulators [126]. The ABVs of the University of Maryland Space Systems
Laboratory have the dimensions 0.33m×0.33m×0.31m and also
run on CO2 [133]. The Cornell FloatCube testbed has CubeSat-sized
vehicles with CO2 bearings. The vehicles have a maximum mass of
11 kg, of which 9 kg can be allocated for payload, and have an en-
durance of 15min [94].
Another design alternative is to replace parts of the pneumatic
floatation and propulsion system with electrical components. The
SmartFlyer chaser vehicle at Politecnico di Milano has a circular foot-
print and a mass of 15 kg. It floats on three air-bearings supplied with
compressed air with an endurance of 19min but uses four computer
cooling fans to generate the required control forces and torques. This
propulsion system is also used on the target vehicle, called the Target
Flyer. It has a square footprint, a mass of 17 kg. The endurance of the
air-bearing system is 20min [139]. The ABVs used by the ELISSA lab in
Braunschweig also uses ducted fans as propulsion system [159]. The
Multi-Vehicle Wireless Testbed at the California Institute of Technology
also eliminated the air-bearing system. The first generation vehicles
were gliding on ball-bearing casters, propelled by two ducted fans and
tracked by overhead cameras and an on-board gyroscope. The footprint
of the vehicles was 0.37m×0.37m, with a height of 0.18m, a mass of
5 kg, and a battery endurance of 20–25min. The second generation
vehicles were hovercraft, equipped with a gyroscope, an accelerometer,
a heading sensor, and tracked by an overhead camera or differential
GPS. The diameter of these vehicles was 0.2 m, the height 0.075m, with
a mass of 0.75 kg and an endurance of 35–40min [150–152].
5.6. Four degrees of freedom systems
The Dynamic Air Rail system at the Lawrence Livermore National
Laboratory is the only 4 DOF air-bearing dynamics simulation system
appearing in literature. A hemispherical air-bearing is combined with
an air-bearing rail system to arrive at a vehicle capable of maneuvering
about all three axes of rotation, and translating for over 16m along the
rail. The system was used for testing of proximity inspection, collision
avoidance, and intercept maneuvers [140].
5.7. Five degrees of freedom systems
The ideal 5 DOF maneuver dynamics simulator combines a hemi-
spherical air-bearing with a planar air-bearing platform. The Georgia
Institute of Technology SSARD was developed from the earlier 3 DOF
Integrated Attitude Control System (IACS) by adding a hemispherical
rotation stage [163]. The air-bearing system works with compressed
air, the thrusters are operated with N2. The endurance of SSARD is
30–45min. The ABV is tracked by a commercial NorthStar system [91].
Fig. 16. The European Robotic Arm Simulation Facility (Image credit [154]).
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The 5 DOF configuration is shared by the 5DOFASS at the Harbin In-
stitute of Technology, actuated by twelve thrusters and reaction wheels
[130]. The ASTERIX testbed at Yonsei University uses the same con-
figuration, controlled by sixteen compressed air thrusters and a set of
reaction wheels [155]. Another example for this system architecture is
the Dynamic Air Table at Lawrence Livermore [140].
As the complexity of operating a hemispherical air-bearing on top of
a floating platform is significant, labs have searched for ways to sim-
plify the design. The simulation facility at the National Aerospace
Laboratory of Japan combines a mechanical gimbal, instead of a
hemispherical air-bearing, with an air-bearing translation stage [157].
5.8. Six degree of freedom systems
As spacecraft maneuvers occur in full six degrees of freedom, the
ideal simulation environment should also have a full motion envelope.
The typical approach taken in simulator design is to add a vertical ki-
nematics stage to a 5 DOF dynamics setup. This results in a testbed
capable of 6 DOF motion, but not of actual 6 DOF dynamics simulation,
as the vertical linear actuator must be actively controlled. The TEAMS
Testbed at DLR in Bremen uses an air-bearing 5 DOF setup with twelve
thrusters and three reaction wheels in which the rotation stage is con-
nected to the translation stage through a vertical linear actuator [95].
The same technical principle, but on a substantially larger scale, is used
for the Formation Control Testbed at the Jet Propulsion Laboratory. The
testbed was developed to test and verify formation flight control algo-
rithms for the Terrestrial Planet Finder mission [164]. Three vehicles,


























































































































































































































































































































































































































Fig. 17. The Distributed Space Systems Lab flat-floor at the Technion (Image
credit [158]).
Fig. 18. The EFFORTS simulator at Tokyo Institute of Technology (Image credit
[156]).
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thrusters and reaction wheels (see Fig. 19). The vehicles use an inertial
measurement unit and star sensors tracking LED patterns on the testbed
ceiling for navigation. The endurance of the vehicles is 1 h [98,141].
The ultimate goal of air-bearing dynamics simulator development is
a ground-based 6 DOF system. One such facility is the ADAMUS la-
boratory at the University of Central Florida. The vertical translation is
provided by a counterbalanced, air-bearing pulley system carrying the
attitude stage. The mass of the propulsion gas tank on the attitude stage
is counterbalanced by gas tanks of the counterbalance deck that vent
gas synchronously with thruster activity. The vehicles maneuvers are
tracked by a PhaseSpace camera system3 [115,166]. A similar system,
the Diverse Air-bearing Weightless eNvironment (DAWN) is under de-
velopment at the Florida Institute of Technology ORION lab [58].
5.9. Suspension systems
Suspension systems simulate the micro-gravity conditions of space
by supporting the components of space appendages, i.e. the joints and
links of manipulators, in such a way that the resulting force on the
components is zero without actuators actively providing forces or tor-
ques. Therefore, any internal or external force or torque will disturb this
equilibrium just like it would a free-floating space system. Suspension
systems are primarily used for testing of space robotics systems in si-
mulated micro-gravity conditions, as well as for testing deployment
mechanisms for solar arrays, antennas, or other appendages. But the
suspension system principle can also be applied for spacecraft man-
euver and robotic capture simulations. For this reason, a brief overview
of existing suspension systems is included here.
The force and torque equilibrium can be achieved by passive, active,
or hybrid suspension systems. Passive suspension systems use a system
of counterweights, springs, and pulleys to counterbalance the mass of
the test objects. Lu et al. [167] provide a detailed overview of the
mechanisms used for passive gravity compensation systems. In active
suspension systems, motors are used to provide the counterbalancing
forces. This makes the suspension system adaptive regarding the mass
of the test objects, the gravity conditions to be reproduced, as well as
the motion of the test objects. Hybrid systems combine the stability of
passive systems with the adaptability of active systems by having mo-
tors fine-tune the passive counterbalancing system to account for mo-
tion of the test objects and friction in the pulley system.
The counterbalancing system is commonly positioned directly above
the test article by means of a gantry-type system. The gantry is usually
actively controlled to ensure that the cables supporting the test objects
are perfectly vertical, which leads to the vertical motion being de-
coupled from the horizontal motion [168]. If low-friction bearings,
potentially air-bearings, are used, the positioning system can be run
passively [169]. The resulting system can be capable of simulating the
space system dynamics in up to 6 DOF.
Suspension systems have been used for testing of spacecraft ma-
nipulator designs and their controls. A passive suspension system at the
Carnegie Mellon University (CMU) used either a gantry system in
Cartesian coordinates or a boom system using cylindrical coordinates
for testing of space manipulators. The disturbance forces on the robot
due to the suspension system were less than 0.02 g [168]. A hybrid
suspension system was also tested at CMU [170]. The University of
Padova, Italy, used a spring-based passive suspension system to coun-
terbalance a manipulator and its base spacecraft. The weight error
achieved for each manipulator link was± 10% [171]. An active sus-
pension system for space manipulator research was developed by the
Tokyo Metropolitan Institute of Technology, Japan, and Fujitsu La-
boratories. The spacecraft model and dual manipulator arms are sus-
pended by wires from each joint. The tension on the wires is actively
controlled by motors to ensure proper balancing during motion of the
arms, as well as to compensate for the friction in the pulley system
[172].
NASA operates a general-purpose suspension system at the Johnson
Space Center, called Active Response Gravity Offload System (ARGOS).
Using an active suspension system, ARGOS is capable of reproducing
micro-gravity conditions as well as reduced gravity as encountered on
asteroids, the moon, Mars, etc. within its 12.5m×7.3m×5.6m vo-
lume [106]. A suspension system similar to ARGOS, but of smaller
scale, is used at Stanford University to test robots in microgravity
conditions [173].
6. Hybrid simulators
Hybrid simulators combine motion mechanisms from kinematics
simulators with dynamic decoupling elements of dynamics simulators.
An example is the combination of a robotic manipulator and an air-
bearing floor. The manipulator can be used to precisely position sensors
or capture mechanisms which can then be tested in their interactions
with a free-floating test vehicle. Tokyo Institute of Technology devel-
oped such a hybrid system, with the chaser spacecraft represented by a
fixed-base, dual-manipulator robot with 7 DOF per arm and the target
vehicle floating on a flat floor [136]. A similar but smaller testbed is
operated by Tohoku University in Sendai, Japan [137]. The simulation
facility at the National Aerospace Laboratory of Japan combines a 5
DOF dynamics simulation system with a 4 DOF overhead gantry and
two 7 DOF industrial manipulators for object detumbling experiments
[157]. State University of Rome “La Sapienza” developed a flat-floor
facility for testing of a fixed-base, two-link manipulator capturing a
free-floating vehicle [93].
Another alternative is to integrate a flat-floor into a gantry-type
maneuver kinematics simulator. This is the approach taken in the
ORION lab at Florida Institute of Technology. The Integrated Flat Floor
is installed within the base frame of the Maneuver Kinematics
Simulator, thus enabling experiments studying the dynamic interaction
of robot manipulators, capture mechanisms, etc. with floating objects
[58,174].
7. Kino-dynamics simulators
The maneuver dynamics simulation systems described above re-
produce the dominating dynamic properties of the space environment,
but have substantial limitations regarding degrees of freedom, dimen-
sions and mass of the test vehicles, complexity of the test vehicles re-
sulting from the need for an air-bearing system, and dimensions of the
simulation environment itself due to the need for high-precision air-
bearing flat-floors or resulting from the limited space in case of the ISS
SPHERES laboratory, parabolic flights, or drop towers/shafts. If large
scale simulations of proximity maneuvers with the reproduction of
Fig. 19. The JPL Formation Control Testbed (Image credit [165]).3 More information at www.phasespace.com/impulse_motion_capture.html.
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dynamic interaction between vehicles are required, these are commonly
achieved in so-called hybrid simulation systems. Kino-dynamic simu-
lation systems combine precise positioning mechanisms, force/torque
sensors, and high-fidelity multi-body dynamics computation models.
The forces and torques exerted by, for example, a manipulator on its
vehicle base, by an end-effector on a target vehicle, or by the target
vehicle on a docking interface, are measured by force and torque sen-
sors during the maneuver simulation in a kinematics simulation system,
and fed into the dynamics computation model. The numerical model
computes the dynamic reactions in the multi-body system and guides
the positioning mechanisms accordingly. The major challenge in de-
veloping and running hybrid simulation systems is the time delay in the
closed sensing-computation-guidance loop for the dynamic response.
This delay can lead to a loss of fidelity in the dynamics simulation, as
well as to control instabilities [175].
In general, every kinematics simulation system discussed in Section
4 can be converted to a kino-dynamic simulation system by the in-
stallation of force/torque sensors, the multi-body dynamics computa-
tion model, and quick response positioning mechanisms. The posi-
tioning mechanisms must be capable of very quick and precise
positioning, and they must also be able to support the mass of the mock-
ups. Industrial manipulators or 6 DOF Stewart platforms, also referred
to as hexapods, are commonly used in hybrid simulation systems [176].
7.1. Manipulator systems
The Canadian Space Agency in Saint-Hubert, Canada operates the
CSA Automation and Robotics Testbed (CART). CART is an anthro-
pomorphic robot with two 7 DOF manipulators that carry the chaser
and target mockups or associated docking interfaces (see Fig. 20). The
testbed has a positioning envelope of 8m×5.6m×5.6m [177,178].
CSA also developed the Proximity Operations System Testbed
(POST) as part of the Next Generation Canadarm project. POST consists
of two independent industrial manipulators carrying the chaser and
target mockups, equipped with sensors and docking interfaces. The
range for docking simulations is 3 m [132]. Furthermore, a single-ma-
nipulator system for 0-g emulation of spacecraft is also run by CSA. The
industrial manipulator supports an 11 kg spacecraft mockup for testing
of control systems, sensors, and actuators [180]. Apart from the space
agency, the Canadian industry has also been active in developing
testbeds. MD Robotics developed the Reusable Space Vehicle Payload
Handling System (RPHS). The system uses two fixed 6 DOF industrial
manipulators, equipped with force torque sensors, a computer-con-
trolled high-intensity, broad-spectrum light source on an overhead
gantry, and projection screens for reproducing the Earth albedo re-
flection. The maximum payload of the manipulators is 75 kg, with a
maximum nominal motion rate of 2m/s [181]. Another Canadian
system must also be mentioned here, although it was not designed to
emulate the dynamics of whole spacecraft. The Special Purpose Dex-
terous Manipulator (SPDM) Task Verification Facility (STVF) serves for
testing and verification of the SPDM (also called Dextre [182]) task and
control algorithms [33,183]. STVF reproduces the trajectories of the
SPDM under the influence of contact dynamics and the dynamic cou-
pling of the manipulator and the ISS. The center of STVF is a 6 DOF
manipulator with a payload of 100 kg, and a dynamics simulation
model running at 1000 Hz sample rate. The contact forces between the
end-effector and grasping objects are measured indirectly by measuring
the joint accelerations using an absolute encoder, and determining the
manipulator pose with an Optotrack system tracking a set of LEDs.
The 2nd generation EPOS is operated by the DLR in
Oberpfaffenhofen, Germany for rendezvous and docking algorithm
testing. EPOS 2 consists of one stationary industrial manipulator and
one manipulator mounted on a 25m linear track (see Fig. 21), resulting
in a positioning envelope of 25m×4.2m×4.2m. Supported by an
external optical tracking system, the manipulators achieve a range ac-
curacy of 0.5 mm, and azimuth/elevation accuracy of 0.01° [49,184].
Another hybrid simulation system in Oberpfaffenhofen is OOS-SIM
[186], dedicated to the simulation of capture maneuvers and on-orbit
servicing operations. The testbed consists of one fixed, large industrial
manipulator carrying the target mockup, and another fixed, large ma-
nipulator carrying the chaser mockup equipped with a small, light-
weight manipulator (see Fig. 22).
Fujitsu Laboratories in Kawasaki, Japan, developed the Advanced
Space Robot Testbed with Redundant Arms (ASTRA) [188]. ASTRA has
two 7 DOF manipulators mounted on a 3 DOF relative motion platform
representing the chaser spacecraft. The target satellite mockup, with a
diameter of 0.7 m and a height of 0.8 m, is mounted on a separate 3
DOF motion platform. JAXA also operates another industrial manip-
ulator system used for the emulation of spacecraft relative motion and
contact dynamics [189].
In the U.S., Alliant Techsystems (ATK) established the Robotic
Rendezvous and Proximity Operations (RPO) testing facility in
Beltsville, Maryland, in the course of the development of the commer-
cial Mission Extension Vehicle (MEV) system [190]. While there exist
little published information about this testing facility, press releases
[191] indicate that it is a hybrid simulation system using one fixed and
one track-mounted industrial manipulator.
China is also becoming increasingly active in the field of space ro-
botics. The Shenzhen Graduate School at Harbin Institute of
Technology established a testbed for robotic manipulation for on-orbit
servicing, equipped with one static industrial manipulator and another
manipulator mounted on a short rail. The manipulators are equipped
with wrist force/torque sensors for the emulation of contact dynamics
[192]. This system appears to be the successor to a previous testbed
using two fixed manipulators [193].
The motion profile and thus the testbed design for spacecraft
proximity maneuvers are similar to terrestrial applications like aerial
refueling. Therefore, simulators designed for the testing of aerial re-
fueling are in this paper also counted among the spacecraft maneuver
simulators. The Relative Motion Robotics (RMR) facility at the
University of Bristol, United Kingdom, is such a simulator for autono-
mous aerial refueling. It is equipped with two industrial manipulators,
one fixed, the other mounted on a 7.7 m linear track [194].
7.2. Stewart platform systems
The Stewart platform approach for emulating the dynamics of space
systems was the only available approach before industrial robotic ma-
nipulators became widely available. Today, Stewart platforms are
commonly used with large and heavy test articles that are beyond the
capacity of industrial robotic manipulators. Such test articles are
commonly associated with the docking interfaces used in human
spaceflight. The NASA Johnson Space Center in Houston, Texas,
Fig. 20. The CSA Automation and Robotics Testbed (Image credit [179]).
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operates the Six-Degree-of-Freedom Test System (SDTS), in the past also
referred to as Dynamic Docking Test System (DDTS), for the demon-
stration and verification of berthing and docking in the ISS program.
The chaser docking interface is mounted on the 6 DOF Stewart plat-
form; the target is mounted on a 1 DOF vertical gantry to simulate the
final meters during a docking approach (Fig. 23). The vertical range
between Stewart platform and target carriage is 0.76m–7.16m, with
maximum vertical movement± 3.15m, maximum lateral movement in
the Stewart platform±1m, maximum angular movement± 20°, and
an absolute positioning accuracy of 2.5 mm. SDTS is large enough to
accommodate full-scale hardware, with a maximum test article width of
8.5 m, and a maximum mass of 1600 kg [32,195,196].
A very similar system for simulating the behavior of docking me-
chanisms under dynamic interactions is the Contact Dynamics
Simulation Lab (CDSL) at NASA Marshall Space Flight Center
[107,197]. A Soviet/Russian counterpart to the SDTS and CDSL is
mentioned in one publication, but no original literature on this system
could be discovered in the research for this paper [198]. The Chinese
system for testing of docking systems of crewed spacecraft is the Space
Docking Hardware-in-the-Loop Simulation System at the Harbin In-
stitute of Technology, China [198]. The French space agency CNES
(Centre National d’Etudes Spatiales) used its Docking Dynamics Test
Facility (DDTF) for docking system verification for the ESA Columbus
and Hermes programs. Other than the U.S. and Chinese testbeds, the
facility used a horizontal layout instead of a vertical design. The target
docking adapter was mounted on a vertical 2 DOF rotating mechanism,
with the chaser docking adapter being positioned by a linear rail and a
vertically-mounted Stewart platform [199].
Apart from full scale testing of docking and berthing systems of
human spaceflight, Stewart platform systems are also used in the si-
mulation of spacecraft robotics systems. The MIT developed the 2nd
generation Vehicle Emulation System (VES-II) for the testing of control
algorithms for space manipulators. For this purpose, an industrial ma-
nipulator is mounted on a Stewart platform that reproduces the dy-
namics of the base spacecraft during manipulator motion [200]. Japa-
nese institutions also operate a number of similar systems. The NASDA
Berthing Dynamics Simulator (BDS) was designed for the simulation of
capturing free-flying targets. It features a fixed chaser model and a
target actuated by a Stewart platform that is mounted almost vertically
on a horizontal rail (see Fig. 24). The target motion range is 2m in the
radial direction,± 0.2 m laterally and vertically, and±20° in all an-
gles [201].
Tohoku University uses a hybrid hardware-in-the-loop simulator for
general testing of space robotic operations and for the simulation of
contact dynamics between free-flying and free-floating space objects.
The testbed features a stationary 14 DOF dual-arm robot, and a target
mockup on a 9 DOF motion table. The motion table consists of a spin
motion table mounted on a 6 DOF Stewart platform, which is man-
euvered on a planar 2 DOF motion table (see Fig. 25) [175,202]. The
system was developed from an earlier configuration which used only
the Stewart platform [203].
The Stewart platform systems discussed above are limited in their
motion envelope since the Stewart platform is either fixed or mounted
on short-range 1 DOF or 2 DOF motion systems. This limitation is
overcome by the Holonomic Omni-directional Motion Emulation Robot
(HOMER) developed at the Land Air and Space Robotic (LASR) la-
boratory at Texas A&M University in College Station, Texas, USA.
HOMER has a 6 DOF Stewart platform mounted on a 3 DOF robotic
motion platform, and can therefore be used for untethered circumna-
vigation and the testing of multi-vehicle systems, with the planar mo-
tion envelope only limited by the size of the laboratory floor (see
Fig. 26). The 3 DOF platform is actuated by three dual-wheel castors
that allow decoupled translation and rotation. The position of each
HOMER is measured by on-board encoders and optical mouse sensors,
as well as by external tracking using a NorthStar IR beacon, Vicon, or
indoor GPS. The motion platform has a nominal mass of 220 kg, in-
cluding 75 kg of ballast, a footprint diameter of 1m, and a height of
0.4 m. The maximum payload of the platform, without ballast mass, is
Fig. 21. The 2nd Generation European Proximity Operations Simulator (Image
credit [185]).
Fig. 22. The DLR OOS-SIM (Image credit [187]).
Fig. 23. The NASA Six-Degree-of-Freedom Test System (Image credit [196]).
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100 kg. The Stewart platform has a mass of 27 kg and can support a
maximum payload of 10 kg. It allows angular displacement of± 20° in
both pitch and roll [204,205].
Table 6 provides an overview of the discussed kino-dynamic
spacecraft maneuver simulators and their capabilities.
C= chaser; dia.= diameter; dev.= under development;
DS= dynamic sun simulator; FS= fixed sun simulator; inf.= infinite;
M=manipulator, op.= operational; ret. = retired; T= target;
unk.= unknown.
8. Conclusion
Hardware-in-the-loop simulators play an essential part in the de-
velopment and testing of sensors, guidance and control algorithms, as
well as operational procedures for close-proximity relative maneuvers
of spacecraft and for spacecraft-based robotic manipulation. The design
of such simulation systems must reflect the requirements dictated by
the nature of the space system or mission, as well as by the boundary
conditions of the simulation or test campaign. The mechanical nature of
the simulation system, defined by the quantity and quality of the dy-
namic interactions of the space system that are to be simulated, is the
major defining factor for the type of simulation system used. While not
defining them directly, it also affects the degrees of freedom, number of
simulation vehicles, accessibility, availability, endurance, and robust-
ness of the resulting simulation system. Pure kinematics simulators
represent the original type of spacecraft relative maneuver simulators.
They allow testing of sensor and guidance systems with realistic target
mockups over full-scale operating distances, and are still the prime
choice for simulating rendezvous and docking of crewed systems.
However, they are not capable of simulating the complex dynamic in-
teractions between spacecraft, their appendages, and surrounding ob-
jects. While this is not an issue for the reproduction of docking ap-
proaches, in which the dynamic interactions are limited to direct body
contact between chaser and target vehicle, the system dynamics be-
come dominant in capture and berthing operations using spacecraft-
based robotic manipulators. This type of spacecraft mating is typical for
robotic on-orbit servicing or debris removal missions, as well as for
space station operations. Therefore, robotic capture systems are pri-
marily tested in so-called hybrid simulation systems. Kino-dynamic si-
mulation systems are an evolutionary step from kinematics systems and
require the addition of fast positioning mechanisms like industrial
manipulators or Stewart platforms, as well as force/torque sensors. The
fast mechanisms allow the emulation of the dynamic multi-body in-
teractions in the simulated system, based on computer simulations
processing the force/torque measurements.
Kinematics and kino-dynamics simulation systems are capable of
simulating full degrees of freedom for all simulation vehicles, can
support large and heavy test articles, and have high accessibility,
availability, and endurance. However, adding simulation vehicles for
the simulation of multi-vehicle formation flight or even satellite swarms
involves the installation of additional positioning simulators and the
Fig. 24. Schematics of the NASDA Berthing Dynamics Simulator (Image credit
[201]).
Fig. 25. The hybrid hardware-in-the-loop simulator at Tohoku University
(Image credit [202]).
Fig. 26. The HOMER simulator at Texas A&M University (Image credit [204]).
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associated safety equipment. Furthermore, the dynamics emulation in
kino-dynamic systems is based on a computer simulation of the multi-
body system, and is always afflicted by latencies in the sensor feedback
loop. Kino-dynamic systems cannot be used to simulate transient phe-
nomena, and are only capable of reproducing expected and well-un-
derstood interactions. Therefore, dynamics simulation systems that de-
couple the simulation vehicles from forces or torques originating in the
environment are the systems of choice for the simulation of the beha-
vior of attitude or position actuators, as well as dynamic phenomena
like contact dynamics or fuel sloshing. While full six degrees of freedom
dynamics simulation systems are available using the ISS, parabolic
flights, or drop shafts/towers, these systems are limited in their avail-
ability, accessibility, and endurance. The mostly used dynamics simu-
lation system is the air-bearing table, which can be used to simulate
from three to six degrees of freedom, depending on vehicle design.
Since the installation and use of manipulators and other positioning
mechanisms in a safe environment are a major investment in funds,
manpower, and facilities, kino-dynamic and kinematics simulation
systems are usually the domain of laboratories run by the major space
and research agencies. In contrast, the majority of air-bearing table
systems has been developed and is operated by universities. A well-
performing air-bearing table system can be installed in a substantially
smaller facility than a kino-dynamic and kinematics system, at sig-
nificantly lower cost. The compact gas tanks, pressure regulators,
valves, and filters required for the air-bearing and the propulsion
system have become readily available. At the same time, compact,
embedded computers, electronics, and power systems have also become
affordable for student groups and university labs.
Overall, the design of a new simulation system or the selection of an
existing system must consider the unique simulation requirements of
the space system in the focus of the test campaign. Our paper discussed
the main existing types of spacecraft proximity maneuver and space-
craft robotics simulation systems, and provided the primary char-
acteristics of existing systems. This should serve as a guide for the se-
lection of the services of existing facilities, or as a foundation for the
development of new, more advanced simulation systems. With more
ambitious missions requiring rendezvous, proximity maneuvering, and
capture on the horizon - such as debris removal, on-orbit servicing, or
asteroid sample retrieval -, the requirements for the capabilities and the
fidelity of future simulation systems will increase as well. The evolution
of spacecraft simulation systems that started with the preparation of the
first docking missions and has progressed to the demonstration of co-
ordinated guidance and control of a spacecraft and its manipulator
capturing uncooperative objects will accompany the development of
space system capabilities into the future.
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