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LUPO AND PAYNE1401. INTRODUCTION
In this note we will consider the problems of existence and existence with
uniqueness of generalized solutions for the semilinear Tricomi problem
Tu ¼ f ðx; y; uÞ in O;
u ¼ 0 on AC [ s;
(
ðSTÞ
where T  y@2x  @
2
y is the Tricomi operator, f is a nonlinearity to be
speciﬁed and O is a Tricomi domain; that is, a simply connected region
in the plane whose boundary consists of a simple curve s in the
elliptic region where y > 0 which meets the x-axis in points A and B
and the two characteristics AC and BC that issue from A and B: We
will show how, having on hand a sound L2-based linear theory which
includes the compactness of the inverse of T acting on suitable spaces,
some spectral information and maximum principles, one can apply
standard nonlinear analysis tools to obtain clean results on the
existence as well as the existence and uniqueness of solutions to
(ST). The results we present here are a companion to our study of a
nonlocal version of (ST) on symmetric domains in which the
nonlinearity is composed of a linear reﬂection operator and the dual
variational method has been employed to give results on existence and
multiplicity of nontrivial solutions (cf. [15–18]).
The questions of existence and/or uniqueness of solutions for semilinear
problems with mixed-type operators have been considered by several
authors in the past. The ﬁrst results on such questions involved ad hoc
approaches often trying to adapt linear arguments to the nonlinear
problems and resulting in disagreeable technical restrictions such as
differentiability hypotheses on the nonlinearity such as one ﬁnds in the
existence results of Gvazava [11] or the uniqueness results of Gvazava [12]
and Rassias [25]. Starting with the paper of Pogdaev [23], one can ﬁnd a
certain number of results on existence for problems like (ST) if the
nonlinearity takes the very special superlinear form jujru with r > 0 plus
certain lower-order terms (cf. [5] for similar results). The argument involves
a complicated approximation scheme in which solutions to the nonlinear
problem are built as limits of linear combinations of the basis of solutions to
an auxiliary linear problem of ﬁrst order in certain admissible domains;
extensions of this idea to general superlinear nonlinearities seem doubtful.
On the other hand, for very general domains and for nonlinearities with
growth restrictions but without differentiability assumptions, we will show
that the questions can be resolved in a satisfactory way. We are able to treat
sublinear, asymptotically linear and superlinear (but subcritical) problems.
Our results can also be compared to those in the papers of Aziz et al. [5, 6].
SPECTRAL BOUNDS FOR TRICOMI PROBLEMS AND APPLICATIONS 141While we work only with the Tricomi operator, we can remove almost all of
the technical assumptions on the elliptic boundary and provide a systematic
account of the linear theory and its use in the nonlinear problems. In
addition, we obtain our results with minimal conditions on the nonlinearity,
clarify the proper role of a Lipschitz condition for results of existence with
uniqueness and give the ﬁrst applications of the method of upper and lower
solutions to mixed-type problems.
The paper is organized as follows. In Section 2 we present aspects of the
theory of the linear Tricomi problem
Tu ¼ f ðx; yÞ in O;
u ¼ 0 on AC [ s;
(
ðLTÞ
including results on solvability in Sobolev spaces with and without
weights and spectral theory. In particular, we unify the known results on
solvability by emphasizing the characterization that such results are
equivalent to proving certain a priori estimates and introduce in
Deﬁnition 2.1 the idea of r-admissibility of a Tricomi domain. The main
operator theoretic implications of admissibility are given in Theorem 2.2
and classes of admissible domains are given in Examples 2.3 and 2.4. For
such admissible domains we prove that real eigenvalues of the Tricomi
operator must be positive (cf. Theorem 2.5) and show how the techniques
for proving the solvability can be adapted to obtain a lower bound on
the inﬁmum of the modulus of the eigenvalues (cf. Example 2.7). The
maximum principle for translates of the Tricomi operator is established in
Theorem 2.8 and the existence of a continuous eigenfunction is
established in Proposition 2.9. In Section 3, we discuss how the linear
theory in connection with standard nonlinear analysis tools gives results
on the semilinear Tricomi problems. In particular, in Theorem 3.2 we will
use the Leray–Schauder principle to show that for any r-admissible
domain and for any Carath"eodory function with sublinear growth,
problem (ST) admits at least one solution. Then we show how to obtain
existence and uniqueness results for (ST) as an application of the
contraction mapping principle; this works also for asymptotically linear
nonlinearities which satisfy in addition a Lipschitz condition where, in
general, the Lipschitz constant can be chosen to be less than the
minimum modulus of the eigenvalues of T (cf. Theorem 3.5). In the case
of certain superlinear nonlinearities, the maximum principles together
with some information on eigenfunctions are exploited via the method of
upper and lower solutions to yield results on existence (cf. Theorems 3.11
and 3.13).
LUPO AND PAYNE1422. LINEAR SOLVABILITY AND SPECTRAL THEORY
In this section, we will give the main deﬁnitions, notation and results on
generalized solutions, spectral theory and maximum principles for the linear
problem that will be used in the proof of the nonlinear results. We begin by
recalling the spaces of functions in which we will work. In all that follows, G
will be a connected subset of @O which is assumed to be piecewise C1 (in
order to apply the divergence theorem). We consider the following spaces of
smooth functions:
C10;Gð %OÞ ¼ fc 2 C
1ð %OÞ: c  0 on NeG for some e > 0g; ð2:1Þ
where NeG is an e neighborhood of G: For r50; we denote by W 1G;rðOÞ the
Sobolev space obtained as closure of the spaces in ð2:1Þ with respect to the
norm
jjcjj2W 1G;rðOÞ ¼ jjcjj
2
W 1;2r ðOÞ
¼
Z
O
ðjyjrc2x þ c
2
y þ c
2Þ dx dy; ð2:2Þ
and denote by W 1G;r ðOÞ the dual space to W
1
G;rðOÞ equipped with its negative
norm in the sense of Lax (cf. [14]):
jjwjjW 1G;rðOÞ ¼ sup
0=c2W 1G;rðOÞ
jðw;cÞL2 j
jjcjjW 1G;rðOÞ
; w 2 L2ðOÞ
so that W 1G;r ðOÞ can be identiﬁed with the jj  jjW 1G;r norm closure of L
2ðOÞ: It is
easy to check that the Tricomi operator T (deﬁned on dense subspaces of
smooth functions) gives rise to the continuous extensions
T : W 1G;rðOÞ ! W
1
@O=G;2rðOÞ; r 2 ½0; 2;
which for the Tricomi problem are of interest when G is AC [ s or BC [ s:
Making use of the obvious monotonicity properties
G  G0 ) W 1G0;rðOÞ  W
1
G;rðOÞ and W
1
G;r ðOÞ  W
1
G0;rðOÞ
and
r4r0 ) W 1G;rðOÞ  W
1
G;r0 ðOÞ and W
1
G;r0 ðOÞ  W
1
G;r ðOÞ
one can enlarge the codomain for r 2 ½0; 1 so that
TAC[s;r : W 1AC[s;rðOÞ ! W
1
BC[s;rðOÞ ð2:3Þ
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TBC[s;r : W 1BC[s;rðOÞ ! W
1
AC[s;rðOÞ ð2:4Þ
are adjoints of one another. In this way, one sees that the placement of the
boundary conditions on only a portion of the boundary implies that
problems (LT) and ðLTÞn are not self-adjoint, where by ðLTÞn one intends
the conjugate problem in which the boundary condition is placed on s[
BC:
As shown by Didenko for cases r ¼ 0 and 1; a necessary and sufﬁcient
condition to have the generalized solvability for problems (LT) and ðLTÞn
for each f 2 L2ðOÞ is to have continuity properties (2.3) and (2.4) for TAC[s;r
and TBC[s;r as well as the a priori estimates of admissibility as encoded in the
following deﬁnition.
Definition 2.1. Let r 2 ½0; 1: A Tricomi domain O will be said to be
r-admissible if there exist positive constants CA and CB such that
jjujjL2ðOÞ4CAjjTujjW 1BC[s;rðOÞ; u 2 C
1
0;AC[sð %OÞ ð2:5Þ
and
jjvjjL2ðOÞ4CBjjTvjjW 1AC[s;rðOÞ; v 2 C
1
0;BC[sð %OÞ: ð2:6Þ
Since we have continuity properties (2.3) and (2.4) for any Tricomi
domain, some functional analysis shows that r-admissibility is equivalent to
the kind of solvability result in the ﬁrst part of the following theorem whose
proof for r 2 ð0; 1Þ follows exactly the same lines as that for cases r ¼ 0 and
1 established by Didenko [8]. Moreover, we record the main operator
theoretic properties of TAC[s;r in the second part of the theorem whose
similar proof for r ¼ 0 and 1 appears in [16, 19].
Theorem 2.2. Let O be a r-admissible Tricomi domain in the sense of
Definition 2.1 for some r 2 ½0; 1: Then
(i) For every f 2 L2ðOÞ there exists a unique generalized solution u 2
W 1AC[s;rðOÞ to the Tricomi problem (LT) in the sense that there exists a
sequence fujg  C10; AC[sð %OÞ such that
lim
j!1
jjuj  ujjW 1AC[s;rðOÞ ¼ 0 and limj!1
jjTuj  f jjW 1BC[s;rðOÞ ¼ 0:
(ii) There exists a dense subspace WA;r of W 1AC[s;rðOÞ for which the
operator TAC[s;r : WA;r  W 1AC[s;r ! L
2ðOÞ  W 1BC[s;rðOÞ admits a continu-
ous left inverse T1AC[s;r : L
2ðOÞ ! WA;r  L2ðOÞ which is injective, nonsurjective
and compact.
LUPO AND PAYNE144Moreover, similar statements hold for the adjoint problem
ðLTÞn:
The class of 1-admissible domains includes convex normal domains as well
as those that contain a convex normal subdomain; we recall the following
results [19, Theorems 2.1 and 2.2] as an example. By normal, one means that
the elliptic arc s meets the x-axis perpendicularly.
Example 2.3. Let O be a normal Tricomi domain, with boundary AC [
BC [ s such that
(i) O contains O0 as a subdomain where O0 has boundary AC [ BC [
s0 such that the elliptic boundary arc s0 is given as a graph fðx; yÞ: y ¼
gðxÞ;  x04x4x0g which satisﬁes the following hypotheses: g 2 C2ððx0;
x0ÞÞ; gðx0Þ ¼ 0; g0ðx0 Þ ¼ 1 and, for every x 2 ðx0; x0Þ; gðxÞ > 0 and
g00ðxÞ4 k50 for some k > 0:
(ii) There exists an e > 0 such that the elliptic boundaries s and s0 of O
and O0 coincide in a strip fðx; yÞ: 04y4eg:
Then O is 1-admissible in the sense of Deﬁnition 2.1.
We note that the class of 1-admissible domains should also include large
classes of obtuse domains in which s meets the x-axis in obtuse angles. This
would follow from the work of Aziz et al. [6] who established the needed
estimates for special domains which are starlike with respect to the ﬂow of
certain vector ﬁelds with a singular point at A or at B: We will not explore
the possible generalizations here.
The class of 0-admissible domains includes certain domains in which the
elliptic arc meets the x-axis in acute angles; we will call such a domain an
acute domain. We record the result of Proposition 2.2 of [16] along with its
extension using the argument of Theorem 2.2 of [19] in the following
example.
Example 2.4. Let O be an acute Tricomi domain, with boundary AC [
BC [ s such that
(i) O contains O0 as a subdomain where O0 has boundary AC [ BC [
s0 such that the elliptic boundary arc s0 is given as a graph fðx; yÞ: y ¼
gðxÞ;  x04x4x0g which satisﬁes the following hypotheses: g 2 C2ð½x0;
x0Þ; gðx0Þ ¼ 0; gðxÞ > 0 for x 2 ðx0; x0Þ; and there exists a positive
constant h with h5ð3x0=2Þ
1=3 such that jg0ðxÞj5h for x 2 ðx0; x0Þ:
(ii) There exists an e > 0 such that the elliptic boundaries s and s0 of O
and O0 coincide in a strip fðx; yÞ: 04y4eg:
Then O is 0-admissible in the sense of Deﬁnition 2.1.
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problem, we note that on the basis of Theorem 2.2 one knows that if O is r-
admissible, then the nonself-adjoint operators TAC[s;r and TBC[s;r will have
discrete spectrum composed entirely of eigenvalues (possibly complex) of
ﬁnite multiplicity with a unique accumulation point at inﬁnity. For normal
1-admissible domains, we have proven the following maximum/minimum
principle for generalized solutions of the Tricomi problem (cf. [19, Theorem
3.1]): Suppose that f 2 L2ðOÞ satisfies f50ð40Þ a.e. in O: Then u 2 W 1AC[s;1
ðOÞ; the unique generalized solution to problem (LT) satisfies u50ð40Þ a.e. in
O: A similar statement holds for the adjoint problem ðLTÞn: A generalization
of this result is given in Theorem 2.8. In the acute and obtuse cases, we do
not know if this principle is valid as our proof starts by regularizing the
problem and exploiting a C0ð %OÞ-existence result of Agmon [1] that as far as
we know has been established only in the normal case. Using this maximum
principle, a Krein–Rutman-type argument then gives the existence of a
principal eigenvalue in the case of normal domains (cf. [20]); that is, the
existence of a positive eigenvalue of minimum modulus with an associated
positive eigenfunction. Moreover, by reexamining the proof of the
solvability theorems in [16, 19] we will now show that all real eigenvalues
associated to generalized eigenfunctions must be positive. This spectral
information is summarized in the following theorem.
Theorem 2.5. (a) Let O be a normal 1-admissible Tricomi domain as
in Example 2.3. Then there exists a positive (and hence real) eigenvalue l0 of
minimum modulus in the sense that jl0j4jlj for every l 2 sðTAC[s;1Þ; and
associated to l0 there exists a corresponding eigenvector u0 2 W 1AC[s;1  L
2ðOÞ
which is positive; that is, u050 a.e. in O: Moreover,
sðTAC[s;1Þ \ ð1; l0Þ ¼ |:
(b) Let O be an angular 0-admissible Tricomi domain as in Example 2.4. Then
there exists an rn > 0 such that sðTAC[s;0Þ \ Brð0Þ ¼ | for every r 2 ð0; rnÞ:
Moreover,
sðTAC[s;0Þ \ ð1; rnÞ ¼ |:
Similar statements hold for the adjoint problem ðLTÞn:
Proof. For part (a), it remains to show the last statement where one
knows that sðTAC[s;1Þ \ ðl0; l0Þ ¼ | since l0 is a real eigenvalue of
minimum modulus. Our aim will be to show that there are no negative
eigenvalues, that is
sðTAC[s;1Þ \ ð1; 0Þ ¼ |: ð2:7Þ
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Tl :¼ TAC[s;1  lI : WA;1  W 1AC[s;1ðOÞ ! L
2ðOÞ
admits a bounded left inverse, or in other words that O is 1-admissible for
Tl: It is not difﬁcult to show that the proof of Theorems 2.1 and 2.2 of [19]
can be repeated when TAC[s;1 is replaced by Tl: The key points are that the
auxiliary vector ﬁeld D ¼ *a@x þ *b@y that is used in the original energy
integral argument for TAC[s;1 remains a correct choice for Tl and that such
translates of the Tricomi operator are positive deﬁnite when acting in the
elliptic half-space. For the convenience of the reader, we will sketch the main
points of the argument.
Starting with the convex normal case in which O ¼ O0 satisﬁes the
conditions in Example 2.3(i), the ﬁrst step (cf. [19, Lemma 2.1]) is to
establish a priori estimates of the form
jjujjL2ðOÞ4CjjTlujjW 1BC[s2 ;0ðOÞ
; u 2 C2AC[sð %OÞ; ð2:8Þ
where s ¼ s1 [ s2 is a suitable decomposition of the elliptic boundary s
with respect to the ﬂow of D: In particular, selecting the coefﬁcients *a ¼
aðx x1Þ and *b ¼ bðy  yCÞ of the vector ﬁeld D such that a > b > 0;
yð2b aÞ  byC > 0 on %O; and x15xn1 sufﬁciently large where yC is the y-
coordinate of the point C; one can show that the ﬂow of D has a unique
point of tangency with respect to the boundary (that determines the
decomposition of s), AC [ s1 is in bijective correspondence with BC [ s2
and O is D-pseudoconvex (cf. [19, Lemma 6.1]). With u 2 C2AC[sð %OÞ ﬁxed but
arbitrary, one can solve the auxiliary Cauchy problem
Dv ¼ *avx þ *bvy ¼ u in O;
v ¼ 0 on BC [ s2;
(
ð2:9Þ
for a unique v 2 C1ð %OÞ \ C2ð %O=CÞ where C is the integral curve of D that
emanates from point B: One then estimates from above and below the
quadratic form
*IðOÞ ¼
Z
O
vðT  lIÞDv dx dy ¼
Z
O
vTDv dx dy  l
Z
O0
vDv dx dy; ð2:10Þ
where the ﬁrst term is ‘‘old’’ and satisﬁes
d
2
Z
O
ðv2x þ v
2
yÞ dx dy4
Z
O
vTDv dx dy ð2:11Þ
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O
vDv dx dy ¼
aþ b
2
Z
O
v2 dx dy þ
1
2
Z
AC[s1
v2½ð *a; *bÞ ~n ds; ð2:12Þ
where~n is the exterior normal ﬁeld on @O and ds the arc length element. It is
easy to check that ð *a; *bÞ ~n50 on AC [ s1 and hence (2.10)–(2.12) yield the
lower bound
C1jjvjj
2
W 1;2ðOÞ4 *IðOÞ; ð2:13Þ
where C1 ¼ minfd;lðaþ bÞ=2g > 0: For the upper bound, the generalized
Cauchy–Schwarz inequality yields
*IðOÞ4jjvjjW 1BC[s2 ;0ðOÞ
jjTlujjW 1BC[s2 ;0ðOÞ
; ð2:14Þ
where u ¼ Dv and jj  jjW 1BC[s2 ;0ðOÞ
¼ jj  jjW 1;2ðOÞ and hence one has
C1jjvjjW 1;2ðOÞ4jjTlujjW 1BC[s2 ;0ðOÞ
; ð2:15Þ
which yields the desired estimate (2.8) after noting jjujjL24CjjDujjW 1;2
for some C > 0 since D is a ﬁrst-order differential operator with smooth
coefﬁcients.
Estimate (2.8) implies the existence of a solution v 2 W 1BC[s2;0ðOÞ to the
problem
Tlv ¼ g in O;
v ¼ 0 on BC [ s2
(
for each g 2 L2ðOÞ but one wants v to vanish weakly on all of BC [ s: By
considering the translated Tricomi operator in the elliptic part of the
domain Oþ; one can show that v vanishes weakly on all of s at least in a
slightly relaxed norm in which the weight r ¼ 1 appears naturally. In
particular, it is easy to show that for every l50 there exist positive constants
c1 and c2 such that
jj jjW 1
0;1ðO
þÞ4c1jjðT  lIÞjjjW 1
0;1 ðO
þÞ4c2jj jjW 1
0;1ðO
þÞ; j 2 C
1
0 ðO
þÞ; ð2:16Þ
where C10 ðO
þÞ is the space of smooth functions with compact support in
Oþ ¼ O\ fðx; yÞ: y > 0g; W 10;rðO
þÞ is the closure of C10 ðO
þÞ with respect to
norm (2.2) with O ¼ Oþ and W 10;r ðO
þÞ is the corresponding dual space (cf.
[19, Lemma 2.2]). Hence, for each l50 there exists a continuous extension
LUPO AND PAYNE148Tþl of the translated Tricomi operator which establishes an isomorphism
Tþl : W
1
0;1ðO
þÞ ! W 10;1 ðO
þÞ
between a weighted version of H 10 ðO
þÞ and its dual. Then using some
functional analysis, one can show that localizations of v to Oþ must belong
to the dual of W 10;1 ðO
þÞ and hence vanish weakly on all of s (cf. [19, Step 3 of
the proof of Theorem 2.1]).
To complete the proof of part (a), one can show that the weak solution v
found above is a generalized solution in the sense of the theorem. Moreover,
the argument for ﬁnding a solution u to problem (LT) is analogous. The
extension of the result to a normal domain which contains a convex normal
subdomain proceeds exactly as in the case l ¼ 0 (cf. [19, Proof of Theorem
2.2]).
The proof for part (b) is similar, where the existence of rn > 0 such that
sðTAC[s;0Þ \ Brð0Þ ¼ | follows from the compactness of T1AC[s;0: To prove
the last statement, it again sufﬁces to show that O an angular 0-admissible
domain for TAC[s;0 is also 0-admissible for Tl ¼ TAC[s;0  lI for every l50:
In fact, if s ¼ s0 satisﬁes the hypotheses of Example 2.4, by following the
proof of Proposition 2.2 of [16] one selects the coefﬁcients of D to be *a ¼
ð1þ exÞ and *b ¼ hð1þ exÞ with 05e51=x0 one has that O is D-
pseudoconvex and there is a bijective correspondence between AC and BC [
s: One then solves an auxiliary Cauchy problem similar to (2.9) (except that
v ¼ 0 on all of BC [ s) for a unique v 2 Cð %OÞ \ C1ð %O=CÞ \ C2ð %O=CÞ and
estimates the quadratic form (2.10) from above and below. The ‘‘old’’ term
again satisﬁes an estimate of form (2.11) and the ‘‘new’’ term satisﬁesZ
O
vDv dx dy ¼
e
2
Z
O
v2 dx dy þ
Z
AC
v2½ð *a; *bÞ ~n ds; ð2:17Þ
where ð *a; *bÞ ~n50 on AC: Reasoning as in (2.13)–(2.15) one ﬁnds the needed
a priori estimate (2.5) with r ¼ 0;
jjujjL2ðOÞ4C1jjTlujjW 1AC[s;0ðOÞ; u 2 C
2
AC[sð %OÞ:
A similar argument works to give estimate (2.6) for angular domains which
satisfy the conditions of Example 2.4. This completes the proof. ]
Before proceeding with a discussion on lower bounds for the spectrum a
few remarks are in order. The positivity of the real eigenvalues associated to
eigenfunctions compatible with the solvability theory is a new result. If one
knew that the eigenfunctions were sufﬁciently regular, then at least under
certain conditions on the boundary geometry one knows that the spectrum
does not intersect a certain cone about the negative real axis (cf. [21] for
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appears to be open, but one can show the existence of a bounded continuous
eigenfunction (cf. Proposition 2.9). On the other hand, given the
compactness of our inverse operator, we know that locally the generalized
eigenvalues must be bounded away from the negative real axis. Finally, we
remark that the presence of the exponent r in the results above allows us to
unify the cases of angular and normal domains. Whether one can reduce r
in the case of normal domains is not clear; certainly, the exponent r ¼ 1
appears naturally enough.
We now show how one can obtain a lower bound on the inﬁmum of the
modulus of the eigenvalues of Tricomi operator in admissible domains.
These bounds will be of some interest in the context of the nonlinear results
which follow (cf. Theorem 3.5 and Remark 3.7). To begin with, it is clear
that the constants that appear in the deﬁnition of admissibility give such
lower bounds. We record this observation for further reference.
Proposition 2.6. Let O be a r-admissible Tricomi domain in the sense of
Definition 2.1 with r 2 ½0; 1: Let CA and CB be constants such that the a priori
estimates (2.5) and (2.6) hold. Then one has
sðTAC[s;rÞ \ Brð0Þ ¼ | 8r5C1A
and
sðTBC[s;rÞ \ Brð0Þ ¼ | 8r5C1B :
Proof. From the admissibility we have the existence of a continuous left
inverse T1AC[s;r : L
2ðOÞ ! WA;r  W 1AC[s;rðOÞ which satisﬁes
jjT1AC[s;rf jjL2ðOÞ4CAjjf jjW 1BC[s;rðOÞ4CAjjf jjL2ðOÞ; f 2 L
2ðOÞ
and hence CA gives an upper bound on the L2-operator norm of the compact
linear operator T1AC[s;r: Hence, one has as an upper bound the spectral
radius of the inverse which gives a lower bound on the spectral radius of
TAC[s;r:
By carefully following the energy integral argument that was used in the
proof of admissibility, one can obtain upper estimates on the ‘‘admissibility
constants’’ CA and CB whose sharp values give precisely the lower bound on
the modulus of the eigenvalues of the Tricomi problems (LT) and ðLTÞn;
respectively. We sketch one such example below.
Example 2.7. Let O be 0-admissible angular Tricomi domain whose
elliptic boundary s satisﬁes the hypotheses made on s0 in Example 2.4(i).
LUPO AND PAYNE150Then for each e 2 ð0; x0Þ one has sðTAC[s;0Þ \ Brð0Þ ¼ | for every r5rn
where
rn ¼ dn=½4ð1þ hÞð1þ x20 maxf4; h
2gÞ ð2:18Þ
and dn ¼ min %O l > 0 where
lðx; yÞ ¼ 12 ½aþ g ðða gÞ
2 þ 4b2Þ1=2
is the smallest eigenvalue of the positive quadratic form Qðx; y; x; ZÞ ¼
ax2 þ 2bxZþ gZ2 where
a ¼ ey þ hð1þ exÞ; b ¼ hey; and g ¼ e: ð2:19Þ
The key step in the estimate is to obtain a lower bound on the constant d
that appears in inequality (2.11) which gives rise to the factor dn in (2.18).
Given O that satisﬁes the hypotheses of Example 2.4(i) and u 2 C1AC[sð %OÞ
ﬁxed but arbitrary, one selects the vector ﬁeld D ¼ *a@x þ *b@y as in the proof
of Theorem 2.5(b) with *a ¼ ð1þ exÞ and *b ¼ h *a; solves the Cauchy
problem Dv ¼ u for v vanishing on BC [ s and applies the divergence
theorem to giveZ
O
vTDv dx dy ¼
1
2
Z
O
ðav2x þ 2bvxvy þ gv
2
yÞ dx dy
þ
Z
AC
ðv2y þ yv
2
xÞ½ð *a; *bÞ ~n ds; ð2:20Þ
where a;b and g are given by (2.19). The line integral in (2.20) is nonnegative
and one seeks d so that
d
2
Z
O
ðv2x þ v
2
yÞ dx dy4
1
2
Z
O
ðav2x þ 2bvxvy þ gv
2
yÞ dx dy; u 2 C
1
AC[sð %OÞ:
ð2:21Þ
The hypotheses on O; h and e imply that the real symmetric quadratic form
Qðx; y; x; ZÞ is positive for each ðx; yÞ 2 %O so that dn is well deﬁned and
positive. In fact, lðx; yÞ is continuous in %O and satisﬁes Dl40 in %O=fy ¼
0g:Hence, its minimum occurs on the boundary or on the parabolic segment
AB; which then could be estimated from below in terms of x0; h and e:
To complete the estimate, one applies the generalized Cauchy–Schwarz
and Poincar"e inequalities to (2.20) and (2.21) with d ¼ dn to give
dn
1þ C2ðOÞ
jjvjj2W 1;2ðOÞ4jjvjjW 1;2ðOÞjjTujjW 1BC[s;0ðOÞ; u 2 C
1
AC[sð %OÞ;
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jj jjL2ðOÞ4CðOÞjjrjjjL2ðOÞ; j 2 C
1
AC[sð %OÞ:
Placing Oþ; the elliptic part of O; into a triangle formed by the restriction
jg0ðxÞj5h and integrating along coordinate lines gives the estimate CðOÞ4
x0 maxf2; hg which ﬁgures in the denominator of (2.19). Finally, one cancels
a factor of jjvjjW 1;2 and exploits the continuity estimate
jjDvjjL2ðOÞ4CðDÞjjvjjW 1;2ðOÞ; v 2 C
1
BC[sð %OÞ; ð2:22Þ
where Dv ¼ u to give
dn
CðDÞð1þ C2ðOÞÞ
jjujjL2ðOÞ4jjTujjW 1BC[s;0 ; u 2 C
1
AC[sð %OÞ;
which is the desired estimate with CA ¼ CðDÞð1þ C2ðOÞÞ=d
n: One easily
estimates CðDÞ from above by 2ð1þ hÞ to complete the estimate. ]
We conclude this section with a few considerations on the maximum
principle for translates of the Tricomi operator and on the existence of a
continuous eigenfunction which will be exploited in the superlinear
applications via the method of upper and lower solutions. In particular,
we have the following generalization of the main result of Lupo–Payne [19]
which will be used in Theorem 3.11.
Theorem 2.8. Let O be a normal 1-admissible Tricomi domain. Let l 2
½ln; l0Þ be given where l0 is the principal eigenvalue of TAC[s;1 and l
n ¼
5y2C =1650; where yC ¼ ð3x0=2Þ
2=3 is the y-coordinate of point C:
Suppose f 2 L2ðOÞ satisfies f50ð40Þ a.e. in O: Then the unique generalized
solution u 2 W 1AC[s;1ðOÞ to ðTAC[s;1  lIÞu ¼ f satisfies u50ð40Þ a.e. in O: A
similar statement holds for the adjoint problem with TAC[s;1 replaced by
TBC[s;1:
Proof. The existence of a unique solution in W 1AC[s;1ðOÞ for each l5l0 is
provided by Theorem 2.5(a). Assume f50 a.e. in O where the argument for
f40 is analogous. Deﬁne for each l 2 R the translation Tl ¼ TAC[s;1  lI :
The maximum principle of [19] says that T0u50 implies u50: Exploiting this
fact and the ‘‘resolvent trick’’ used by Ortega and Robles-P!erez for the
telegraph equation [22], one can show that
Tlu50) u50 8l 2 ð0; l0Þ:
LUPO AND PAYNE152In fact, in order to solve Tlu ¼ f it sufﬁces to solve ðI  lKÞu ¼ Kf where
K ¼ T10 : L
2ðOÞþ ! L2ðOÞþ;
where L2ðOÞþ is the positive cone in L2ðOÞ: One knows ðI  lKÞ1 ¼Pþ1
n¼0 ðlKÞ
n which is convergent in the L2-operator norm for each l such
that jjlK jjop51; which is to say for jlj5l0 since jjK jjop ¼ 1=l0: Hence, one
has u ¼
Pþ1
n¼0 l
nKnþ1f which is a norm convergent series with nonnegative
terms (since each iterate of K maps L2ðOÞþ into itself).
Using the same resolvent trick, the maximum principle will hold for each
l 2 ðln; 0Þ if the maximum principle holds for l ¼ ln: In fact, since ln50; the
compact operator Kln which satisﬁes the maximum principle will have a
principal eigenvalue mn0 > 0 such that jjK jjop ¼ m
n
0 by using the same
argument for Kln that one uses for K0 in [20]. Moreover, m
n
0 ¼ 1=ðl0  l
nÞ
and hence the Neumann series deﬁning ðI  lKlnÞ
1 will be norm convergent
for l 2 ðln; 0Þ:
To show the maximum principle for l ¼ ln; we recall that in [2] one has
the maximum principle for regular solutions to the Tricomi problem for a
class of mixed-type operators which includes T  lI under certain technical
conditions on the coefﬁcients (cf. [2, Conditions A and B]). Translating these
conditions into our situation yields the threshold value of l5ln ¼ 5y2C =
16: The argument used in [19] to pass from regular to generalized solutions
in W 1AC[s;1ðOÞ goes through unchanged for T  l
nI : This completes the
proof. ]
Finally, as noted above, the regularity of generalized eigenfunctions
remains open, but for the purposes of the application in Theorem 3.13, it
will be convenient to know that there is at least one nonnegative, continuous
and bounded eigenfunction. We begin by recalling that the solvability result
of Agmon [1] in normal domains furnishes a compact solution operator
K0 : C0ð %OÞ ! C0ð %OÞ to the Tricomi problem. That is, given f 2 C0ð %OÞ there
exists u ¼ K0f 2 C0ð %OÞ that solves Tu ¼ f in the sense of distributions and
u ¼ 0 on AC [ s with K0 compact. By repeating the argument in [19], one
can show that there are maximum/minimum principles for such ‘‘Agmon
solutions’’ in normal domains; that is, given f 2 C0ð %OÞ such that f50ð40Þ
then u ¼ K0f satisﬁes u50ð40Þ: Hence, the solution operator K0 is also
injective as there will be a unique C0ð %OÞ solution for each C0ð %OÞ:
Next, by repeating the Krein–Rutman-type argument used in [20], one
can then show the existence of a principle eigenvalue for K0 compact which
preserves the positive cone in C0ð %OÞ; that is, there exists an eigenvalue–
eigenfunction pair ð *m0;j0Þ such that *m0 > 0;j0 2 C
0ð %OÞ;K0j0 ¼ *m0j0; and
j *mj4j *m0j for each *m 2 sðK0Þ:
SPECTRAL BOUNDS FOR TRICOMI PROBLEMS AND APPLICATIONS 153Finally, since C0ð %OÞ  L2ðOÞ one can view K0 as the restriction to C0ð %OÞ
of the solution operator K : L2ðOÞ ! W 1AC[s;1ðOÞ and as such sðK0Þ  sðKÞ
In particular, one has that *l0 ¼ 1= *m0 2 sðTAC[s;1Þ where this ‘‘Agmon
principal eigenvalue’’ *l0 satisﬁes *l05l0; but we do not yet know if *l0 ¼ l0:
We record the following result for future use.
Proposition 2.9. Let O be a normal 1-admissible Tricomi domain. Then
there exists an eigenvalue–eigenfunction pair *l0 > 0 and j0 2 W
1
AC[s;1ðOÞ \
C0ð %OÞ satisfying TAC[s;1j0 ¼ *l0j0:
3. SEMILINEAR EXISTENCE AND EXISTENCE
WITH UNIQUENESS
In this section we will show how the linear theory of Section 2 can be
exploited, using standard nonlinear analysis tools such as the Leray–
Schauder and contraction mapping principles and monotone operator
theory (cf. [3, 26]), to give results on the semilinear mixed-type Tricomi
problem (ST). We will ﬁrst consider, for normal or angular domains, the case
of nonlinearities with sublinear or asymptotically linear growth at inﬁnity
and ﬁnally, in the normal case we will also provide two superlinear existence
results.
We begin by recalling that the solvability result Theorem 2.2 gives the
existence of a continuous left inverse K deﬁned on all of L2ðOÞ whose image
WA;r is a dense proper subspace of W 1AC[s;r which then gives rise to a
compact operator K :¼ T1AC[s;r : L
2ðOÞ ! L2ðOÞ: Hence, the existence of a
unique u0 2 W 1AC[s;rðOÞ such that TAC[s;ru0 ¼ f ðx; y; u0Þ in L
2ðOÞ is
equivalent to the existence of a unique u0 2 W 1AC[s;rðOÞ such that u0 ¼
Kf ðx; y; u0Þ in L2ðOÞ; this equivalent formulation of problem (ST) will be
used throughout the present section.
Next, we suppose that f : O R! R is a Carath"eodory function and
satisﬁes, for some a 2 L2ðOÞ and b50;
jf ðx; y; sÞj4aðx; yÞ þ bjsjp; for some p 2 ½0; 1: ð3:1Þ
By (3.1), f deﬁnes a continuous Nemistkii operator f : L2ðOÞ ! L2ðOÞ
whose action on a given u will be denoted by f ðx; y; uÞ:
Lemma 3.1. If (3.1) holds, then the Nemistkii operator f maps bounded
sets of L2ðOÞ into bounded sets of L2ðOÞ:
LUPO AND PAYNE154Proof. Indeed, let A  L2ðOÞ be a bounded set such that jjujj4M0 for
each u 2 A; where M0 > 0 and jj  jj denotes the L2-norm. Let vðx; yÞ :¼
f ðx; y; uðx; yÞÞ 2 L2ðOÞ: Using bound (3.1) one has
jjvjj24
Z
O
ða2 þ 2abjujp þ b2juj2pÞ dx dy;
and hence there exist constants M1 ¼ M1ðjjajjÞ; M2 ¼ M2ðjjajj; b;p; jOjÞ and
M3 ¼ M3ðb; jOjÞ such that
jjvjj24M1 þM2jjujjp þM3jjujj2p; ð3:2Þ
which is uniformly bounded for each u 2 A and hence the result. ]
Now we deﬁne a nonlinear map G : L2ðOÞ ! L2ðOÞ by
GðuÞ :¼ Kf ð; ; uÞ ð3:3Þ
which will be a compact operator by Lemma 3.1 for any domain O for which
one can prove the r-admissibility since Theorem 2.2 guarantees that K will
be compact. This compactness together with an a priori estimate on G yields
the following existence result.
Theorem 3.2. Let O be a r-admissible Tricomi domain. Suppose that f
satisfies (3.1) with p 2 ½0; 1Þ: Then there exists at least one solution u 2
W 1AC[s;rðOÞ to the problem
Tu ¼ f ðx; y; uÞ in O;
u ¼ 0 on AC [ s:
(
ðSTÞ
Proof. We will utilize the Leray–Schauder principle (cf. [26, Theorem
6.A]) by showing that, given the operator G deﬁned in (3.3), there exist a
priori bounds for solutions of
u ¼ tGðuÞ; for every t 2 ð0; 1Þ: ð3:4Þ
More precisely, there exists an M > 0 such that jjujj5M for any solution u of
(3.4). Indeed, for any nontrivial solution u 2 L2ðOÞ of (3.4), condition (3.1)
with r 2 ½0; 1Þ and (3.2) give
jjf ðx; y; uÞjj24jjujj2p
M1
jjujj2p
þ
M2
jjujjp
þM3
 
: ð3:5Þ
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jjtGðuÞjj4 jjK jjopjjf ðx; y; uÞjj
4 jjK jjopjjujj
p M1
jjujj2p
þ
M2
jjujjp
þM3
 1=2
; ð3:6Þ
where jj  jjop is the L
2-operator norm. Combining (3.3), (3.4) and (3.6) yields
jjujj4jjK jjopjjujj
p M1
jjujj2p
þ
M2
jjujjp
þM3
 1=2
: ð3:7Þ
Since p51; an argument by contradiction shows that (3.7) implies the a
priori bound for solutions of (3.4) and hence the existence of a solution of
u ¼ GðuÞ: ]
Remark 3.3. Theorem 3.2 may be applied in cases of nonsmooth
nonlinearities such as f ðsÞ :¼ maxfcos s; arctan jsjg or f ðsÞ :¼ signðsÞjsjq þ 1;
with 05q51; for which f ð0Þ=0 and hence u  0 is not a solution.
Furthermore, when O is a normal domain we generalize the normal geometry
treated previously as well as relax the regularity hypothesis on the
nonlinearity f (it is required to be C2 in [11] and to be C0;1 in [5]). In
addition, we can cover the case of angular domains, which is not treated in
the previous papers. Moreover, it applies to any kind of domain for which
one can prove the r-admissibility in the sense of Deﬁnition 2.1.
Using the above theorem and the positivity of real eigenvalues obtained in
Theorem 2.5 for classes of r-admissible domains with r ¼ 0; 1 one can
obtain existence results which are not contained in [5] even under their more
restrictive geometrical assumptions. Results similar to those in [5] have been
obtained in [24] for O R3: More precisely, using the notation of Theorem
2.5, we have the following result.
Corollary 3.4. (a) Let O be a 1-admissible normal Tricomi domain.
Suppose that f satisfies (3.1) with p 2 ½0; 1Þ and let l5l0 be given. Then there
exists at least one solution to problem
Tu lu ¼ f ðx; y; uÞ O;
u ¼ 0 AC [ s:
(
ðSTlÞ
(b) Let O be a 0-admissible angular Tricomi domain. Suppose that f
satisfies (3.1) with p 2 ½0; 1Þ and let l5rn be given. Then there exists at least
one solution to problem ðSTlÞ:
LUPO AND PAYNE156Proof. By Theorem 2.5 it sufﬁces to utilize Kl ¼ ðTAC[s;r  lIÞ
1 in the
proof of Theorem 3.2.
Moreover, if O is a normal 1-admissible domain (see Example 2.3), by
adding some Lipschitz regularity and extending (3.1) to cover the
asymptotically linear growth, we can prove the following result on existence
and uniqueness.
Theorem 3.5. Let O be a normal 1-admissible Tricomi domain. Let l0 > 0
be the principal eigenvalue of T and let 05Mn5l0 be given. Suppose that the
Carath"eodory function f : O R! R satisfies, for some a 2 L2ðOÞ; b > 0
jf ðx; y; sÞj4aðx; yÞ þ bjsjp; for some p 2 ½0; 1 ð3:8Þ
and for every s; t 2 R
jf ðx; y; sÞ  f ðx; y; tÞj4Mnjs tj uniformly in O; ð3:9Þ
then there exists exactly one solution to problem (ST).
Proof. By the Banach–Caccioppoli contraction mapping theorem, it
sufﬁces to show that the nonlinear map G deﬁned by (3.3) is a contraction if
f satisﬁes (3.8) and (3.9). Indeed, one notes that
1=l0 :¼ m0 ¼ jjK jjop ¼ max
jjvjj¼1
ðKv; vÞ ð3:10Þ
and that (3.9) implies that the Nemistkii operator associated to f satisﬁes a
Lipschitz condition with constant Mn: Hence for any u; v 2 L2ðOÞ one has
jjGðuÞ  GðvÞjj4
1
l0
jjf ðx; y; uÞ  f ðx; y; vÞjj4
1
l0
Mnjju vjj
and the result follows for any Mn5l0: ]
Remark 3.6. This uniqueness result can be compared with [12] in
which, for a more general mixed-type operator, the nonlinearity f is
assumed to be in C1 and satisﬁes the bound f 0u50: In addition, uniqueness
results have been obtained in [5, 6], with the same kind of geometrical
restrictions quoted in the previous remark; see also [25].
Remark 3.7. Note that in the case of angular domains one could get a
similar result, by replacing the precise value of jjK jjop given in terms of the
ﬁrst eigenvalue for normal domains with the parameter rn of Theorem
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this kind seem not to be present in the literature.
Obviously if f ðx; y; sÞ ¼ lsþ gðx; y; sÞ; result of Theorem 3.5 could be
read as describing perturbations of the linear term which preserve the
existence of a unique solution. More precisely, one could state in this
context the result of Theorem 3.5 as follows.
Corollary 3.8. Let O be a normal 1-admissible Tricomi domain. Let g
be a Carath"eodory function satisfying (3.1) and (3.9) for some 05Mn5l0:
Then given ln ¼ l0 Mn there exists exactly one solution to problem (ST) for
each l 2 R with jlj5ln: On the other hand, if gðx; y; 0Þ  0 in O then there
exists no nontrivial solution to problem (ST) for any l 2 R with jlj5ln:
Corollary 3.9. Let O be a normal 1-admissible Tricomi domain. Let
l5l0 be given. Then there exists exactly one solution to problem (ST) for each
Carath"eodory function g having sublinear growth at infinity (i.e. satisfying
(3.8)) and satisfying (3.9) for 05Mn5l0:
We now consider two applications of the method of upper and lower
solutions (cf. [3, 26]) to superlinear problems in normal domains; we recall
that the maximum principle for generalized solutions has been proven only
for such domains (cf. [19]). From now on we suppose that the nonlinearity f
satisﬁes, for some a 2 L2ðOÞ; b50; the growth restriction
jf ðx; y; sÞj4aðx; yÞ þ bjsjrþ1 where 05r54 ð3:11Þ
and hence and it deﬁnes a continuous Nemistkii operator f : L2rþ2ðOÞ !
L2ðOÞ: The restriction r54 is a kind of subcritical growth hypothesis that is
discussed brieﬂy at the end of this section (cf. also the proof of Lemma 3.10).
We will, therefore, look for solutions of (ST) as ﬁxed points u 2 L2rþ2ðOÞ
of the operator G : L2rþ2ðOÞ ! L2rþ2ðOÞ deﬁned as GðuÞ :¼ Kf ð; ; uÞ: We
note that by an upper solution for (ST) we intend u 2 WA;1  W 1AC[s;1ðOÞ
such that TAC[s;1u5f ðx; y; uÞ a.e. in O; in particular, this conserves the
homogeneous boundary condition on AC [ s: On the other hand, it makes
sense to consider an upper solution to the equation u ¼ GðuÞ as a function
u 2 L2ðOÞ such that u5GðuÞ which is consistent with an upper solution of
(ST) for u 2 W 1AC[s;1ðOÞ and allows us to consider as upper and lower
solutions functions which do not satisfy the homogeneous boundary
condition. A solution of u ¼ GðuÞ will, of course, be a solution of (ST).
Similar considerations are employed for the lower solutions.
LUPO AND PAYNE158Lemma 3.10. Let O be a normal 1-admissible Tricomi domain and let
r 2 ð0; 4Þ be given. Then G is increasing and compact on any order interval of
L2rþ2ðOÞ on which f is increasing.
Proof. Indeed, K : L2ðOÞ ! WA;1  W 1AC[s;1ðOÞ is continuous by Theo-
rem 2.2(ii), and by results in [9, 10] one has that W 1AC[s;1ðOÞ+L
2rþ2ðOÞ is
compact for any 05r54: Furthermore, since ðL2rþ2ðOÞÞþ ¼ ðL2ðOÞÞþ
T
L2rþ2ðOÞ; where here and in the following ðLaÞþðOÞ denotes the positive cone
of LaðOÞ; one has that the positive cone is normal and hence any order
interval in L2rþ2ðOÞ will be bounded (cf. [3]). So, let ½u; v be any order
interval on which f is increasing, then G will be increasing on ½u; v as K
satisﬁes the maximum principle and f ð½u; vÞ  ½f ðuÞ; f ðvÞ will be bounded
and G will be compact on ½u; v as K is compact.
In the ﬁrst application, which generalizes the results in [7, 23] in the
subcritical case, we will suppose that there exists two constants c1505c2
such that
f ðx; y; c1Þ > 0 and f ðx; y; c2Þ50 for every ðx; yÞ 2 O; ð3:12Þ
and furthermore that f satisﬁes
f ðx; y; xÞ  f ðx; y; ZÞ5 oðx ZÞ; ð3:13Þ
for every x; Z 2 ½c1; c2 with Z4x; ðx; yÞ 2 O and where o 2 ð0; 5y2C =16Þ is a
given constant, with yC denoting the y-coordinate of the point C: We
remark that the constraint on the difference quotient of f in (3.13) relaxes as
x0 ! 0 since y2C ! þ1 in that case; that is, for small domains (3.13) does
not restrict much the nonlinearity f : Our result is the following theorem.
Theorem 3.11. Let O be a normal 1-admissible Tricomi domain and
suppose that f satisfies (3.11)–(3.13). Then there exists a solution of (ST).
Proof. By (3.12) and using the maximum principle [19], one sees that
%
u  c1 and %u  c2 are an ordered pair of lower and upper solutions for the
equation u ¼ GðuÞ:
Consider now the operator TAC[s;1 þ oI : By Theorem 2.5(a), this
operator is invertible and satisﬁes the maximum principle since
o55y2C =16 by Theorem 2.8. Thus, denoting by Ko :¼ ðTAC[s;1 þ oIÞ
1;
one has KoððL2ðOÞÞ
þÞ  ðL2ðOÞÞþ which can be thought to act on L2rþ2ðOÞ as
noted in the proof of Lemma 3.10 and preserves the positive cone there as
well. Now, to ﬁnd a solution of problem (ST) it will be sufﬁcient to ﬁnd a
ﬁxed point u 2 L2rþ2ðOÞ to the equation u ¼ Koðf ðx; y; uÞ þ ouÞ: By (3.13),
the Nemitskii operator f þ oI is increasing on ½c1; c2 ¼ ½u; %u; and by%
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interval ½
%
u; %u  L2rþ2ðOÞ in order to get the result. ]
Example 3.12. For r 2 ð0; 4Þ; the nonlinearity f ðsÞ :¼ jsjrsþ gðx; y; sÞ
satisﬁes (3.11)–(3.13) for any suitable choice of the perturbation g: So, not
only do we obtain the results in [7, 23] with a more general geometry for the
elliptic boundary, but Theorem 3.11 also applies to more general
nonlinearities.
As ﬁnal application of our linear results, we consider the following
problem as an example of concave–convex nonlinearities:
Tu ¼ l signðuÞjujq þ jujru in O;
u ¼ 0 on AC [ s;
(
ðSTlÞ
where 05q51; 05r54 and l > 0: Our result is the following theorem.
Theorem 3.13. Let O be a normal 1-admissible Tricomi domain and let
r 2 ð0; 4Þ be given. There exists a lnn > 0 such that, for any l 2 ð0; lnn problem
ðSTÞl admits at least two nontrivial solutions u1; u2 2 W
1
AC[s;1ðOÞ
T
L2rþ2ðOÞ;
where u150 and u240:
Proof. First of all, f ðsÞ :¼ l signðsÞjsjq þ jsjrs satisﬁes (3.11) and, as
before, we will look for solutions u 2 L2rþ2ðOÞ
T
W 1AC[s;1ðOÞ as ﬁxed points
u1; u2 of the equation u ¼ Kf ðuÞ: Adapting an idea in [4] to our framework,
we will construct, for suitable l’s, ordered upper and lower solutions and
apply the theory of monotone operators.
Consider the auxiliary problem
Te ¼ 1 in O;
e ¼ 0 on AC [ s;
(
ð3:14Þ
by Agmon [1] and Lupo and Payne [19] there exists a solution e 2
C0ð %OÞ
T
W 1AC[s;1ðOÞ which satisﬁes e50: The following lemma provides the
key to the proof.
Lemma 3.14. Let O be a normal 1-admissible Tricomi domain. There
exists a lnn > 0 such that associated to each l 2 ð0; lnn there exist an al > 0
and a bl > 0 for which
1. %u :¼ ale is an upper solution for ðSTÞl;
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%
u :¼ blj0 is a lower solution for ðSTÞl; where j0 2 C
0ð %OÞ is the regular
positive eigenfunction defined in Proposition 2.9;
3.
%
u4 %u a.e. in O:
Proof. Let
M1 :¼ max
%O
e ¼ jjejjL1ðOÞ: ð3:15Þ
Since 05q51 and r > 0 an argument by contradiction shows that there
exists a lnn > 0 such that, for every l 2 ð0; lnn there exists an al ¼ aðlÞ > 0
such that
al5la
q
lM
q
1 þ a
rþ1
l M
rþ1
1 : ð3:16Þ
From (3.14), (3.11) and (3.12) it follows that for any ﬁxed l 2 ð0; lnn; the
function %u ¼ ale is an upper solution for ðSTÞl:
Consider now the positive regular eigenfunction j0 associated to the
principal eigenvalue in C0ð %OÞ; whose existence has been proved in
Proposition 2.9. Since j0 2 L
1ðOÞ; it is easy to show that for each l > 0
there exists a bnl > 0 such that for every bl 2 ð0;b
n
l ; the function
%
u :¼ blj0 is
a lower solution for ðSTÞl; that is,
bl4lb
q
lj
q
0 þ b
rþ1
l j
rþ1
0 a:e: in O: ð3:17Þ
On the other hand, if one deﬁnes w :¼ ale blj0 then clearly the function w
is a solution of
Tw ¼ al  l0bj0 in O;
w ¼ 0 on AC [ s:
(
Hence, by selecting bl 2 ð0; b
n
l  so that bl4al=ðljj 0jjL1ðOÞÞ; one has Tw50:
Hence, for bl sufﬁciently small, the maximum principle [19] gives w50
a.e. in O and hence
%
u ¼ blj4ale ¼ %u a.e. in O: ]
Proof of Theorem 3.13. By Lemma 3.14, there exists a lnn > 0 such that
for any ﬁxed l 2 ð0; lnnÞ problem ðSTÞl admits an ordered pair of upper and
lower solutions. The operator G : L2rþ2ðOÞ ! L2ðOÞ deﬁned as GðuÞ :¼
Kðl signðuÞjujq þ jujruÞ is increasing on all of L2rþ2ðOÞ and hence on the order
interval ½
%
u; %u: Thus by Theorem 6.1 in [3], there exists a solution u150 of
ðSTÞl;
%
u4u14 %u: The second solution is given by u2 ¼ u1 by the symmetry
of the nonlinearity.
We conclude by noting that in the case of normal domains, by starting
from the reﬂected Tricomi operator, one could obtain results similar to
SPECTRAL BOUNDS FOR TRICOMI PROBLEMS AND APPLICATIONS 161those obtained in [15–17] for angular domains. The main difference between
the two situations being that, in the case of angular domains the existence
result provides a compact operator K : L2ðOÞ ! WA  W 1AC[s;0ðOÞ+L
2ðOÞ
whose image lies in a Sobolev space without weight. Hence for O bounded in
R2 one has W 1AC[s;0ðOÞ+L
pðOÞ for every p 2 ½1;þ1Þ: On the other hand, in
the case of normal domains one has K ¼ ðTAC[s;1Þ
1 : L2ðOÞ ! WA;1 
W 1AC[s;1ðOÞ+L
2ðOÞ with the image contained in a Sobolev space with weight
and there exists a critical exponent of immersion (cf. [9, 10]); that is, W 1AC[s;1
ðOÞ+LpðOÞ for every p 2 ½1;pnÞ where in this case pn ¼ 10: Hence, all the
existence and multiplicity results in [15, 16] can be revisited in the light of
this restriction on p: Furthermore, one could consider for these nonlocal
problems suitable extensions to the case of TAC[s;r  lI with l5l0: ]
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