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Abstract Chinese developers often cannot effectively search questions in English, because
they may have difficulties in translating technical words from Chinese to English and
formulating proper English queries. For the purpose of helping Chinese developers take
advantage of the rich knowledge base of Stack Overflow and simplify the question retrieval
process, we propose an automated cross-language relevant question retrieval (CLRQR)
system to retrieve relevant English questions for a given Chinese question. CLRQR first
extracts essential information (both Chinese and English) from the title and description
of the input Chinese question, then performs domain-specific translation of the essential
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Chinese information into English, and finally formulates an English query for retrieving rel-
evant questions in a repository of English questions from Stack Overflow. We propose three
different retrieval algorithms (word-embedding, word-matching, and vector-space-model
based methods) that exploit different document representations and similarity metrics for
question retrieval. To evaluate the performance of our approach and investigate the effec-
tiveness of different retrieval algorithms, we propose four baseline approaches based on the
combination of different sources of query words, query formulation mechanisms and search
engines. We randomly select 80 Java, 20 Python and 20 .NET questions in SegmentFault
and V2EX (two Chinese Q&A websites for computer programming) as the query Chinese
questions. We conduct a user study to evaluate the relevance of the retrieved English ques-
tions using CLRQR with different retrieval algorithms and the four baseline approaches.
The experiment results show that CLRQR with word-embedding based retrieval achieves
the best performance.
Keywords Domain-specific translation · Cross-language question retrieval
1 Introduction
Domain-specific community Q&A websites, such as Stack Overflow, have become a preva-
lent platform for knowledge sharing and acquisition. In the past 7 years, Stack Overflow has
accumulated over 10 million questions, and has become a tremendous knowledge reposi-
tory of developers’ thoughts and practices. According to Stack Overflow 2016 Developer
Survey,1 about 40 million people visit Stack Overflow monthly. Every 8 seconds or so, a
developer asks a question on Stack Overflow and 56,033 coders in 173 countries answer the
call. To allow developers in non-English speaking countries to participate on Stack Over-
flow, Stack Overflow has launched localized versions of Stack Overflow in Portuguese,
Russian, and Japanese.
Ten percent of the world’s programmers are in China.2 Even without a localized version
of Stack Overflow in Chinese, it would still be very desirable to support developers in China
to easily access the knowledge repository of the English version of Stack Overflow. Devel-
opers in China usually graduate with a Bachelor degree. To fulfill the degree requirements,
they need to pass the national college English test (Level 4) which contains a very short
writing task but mainly covers listening, reading and general translation tasks. As such,
developers in China are often equipped with basic English reading comprehension skills to
read posts in English. However, most of them often are not comfortable to ask questions in
English (Harkness 2017; Jui 2010). This makes it difficult for them to formulate English
queries to search the Internet.
This reality of English reading and writing skills of developers in China indicates a poten-
tial to make the content of the English version of Stack Overflow more easily accessible to
developers in China. In this paper, we propose a domain-specific cross-language relevant
question retrieval (CLRQR) system that takes as input a question written in Chinese and
1Stack Overflow 2016 Developer Survey, https://stackoverflow.com/research/developer-survey-2016
2Planet Earth Has 18.5 Million Developers, http://www.drdobbs.com/tools/planet-earth-has-185-million-
developers/240165016
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returns relevant questions written in English from Stack Overflow. These relevant English
questions are the keys to accessing the knowledge in the English version of Stack Overflow.
Using our approach, developers can write questions in Chinese (may be mixed with
English words such as programming languages, tools, parameters). Given a question, our
CLRQR system first extracts essential information (both Chinese and English) from the
title and description of the input Chinese question, then performs domain-specific transla-
tion of the essential Chinese information into English, and finally formulates an English
query with scored English words. We propose a suitable retrieval algorithm for retriev-
ing relevant English questions from Stack Overflow. Our CLRQR system improves the
efficiency of Chinese developers to find solutions in a repository of English questions by
solving the problem of domain-specific translation of technical words and the problem
of query formulation. A key benefit of our approach is that it allows Chinese devel-
opers to more easily take advantage of high-quality English Q&A resources on Stack
Overflow.
The main contributions of this paper are the following (the new contributions that extend
our previous works (Xu et al. 2016, 2017b) are highlighted in bold font):
1. We introduce a cross-language question retrieval approach to retrieve relevant English
questions for a Chinese question.
2. Based on the term frequency of Stack Overflow questions for a particular domain
(e.g., Java. Python, or .NET), we build a domain-specific vocabulary to optimize the
translation results of general Chinese-to-English translation tool for the domain. Based
on this domain-specific vocabulary, we propose a filter method to select more-likely
domain-specific translations.
3. We combine the two keyword extraction algorithms to improve the accuracy of Chinese
keyword extraction from the description of query Chinese questions.
4. In addition to the word-matching based question retrieval algorithm proposed in our
previous work (Xu et al. 2016), we design two more question retrieval algorithms
based on different word representations and similarity metrics, namely word
embeddings and vector space model. We extend our experiment to investigate the
effectiveness of different retrieval algorithms.
5. We evaluate our proposed domain specific translation method by comparing
it with the translation method which uses the most common translation result
without considering the domain-specific meaning of the translations.
6. We conduct an evaluation of our approach and the four baseline approaches on 80 Java
questions in Chinese from SegmentFault and V2EX. To demonstrate the generality of
our approach, we also conduct experiments on 20 Python questions and 20 .NET
questions in Chinese from SegmentFault and V2EX.
7. We investigate the impact of different weight settings for different kinds of
essential information on the performance of question retrieval.
8. We conduct qualitative analysis of the experiment results and report a set of examples
to illustrate the benefits of our approach.
The remainder of this paper is structured as follows. Section 2 presents a motivating
example and elaborates the challenges for cross-language relevant question retrieval. Section 3
describes the overall framework and the details of our proposed approach. Section 4 intro-
duces our experimental methods. Section 5 presents our experiments result. Section 6
discusses the qualitative analysis of some search results, and threats to validity of our pro-
posed approach. Section 7 reviews related work. Section 8 concludes our work and discusses
our future plan.
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Fig. 1 A Chinese Question on SegmentFault
2 Motivating Example and Design Challenges
In this section, we present a motivating example to illustrate how our approach formulates
an English query from an input Chinese Java question and how it retrieves relevant English
Java questions from Stack Overflow. Using this example, we highlight the challenges in
cross-language question retrieval and summarize our solutions.
2.1 Motivating Example
Figure 1 shows a Chinese Java question (i.e., tagged with java) from SegmentFault (a
Chinese Q&A website for computer programming). This Chinese question asks for some
useful code review tools which can be used for java and javaweb projects. Our CLRQR
system first extracts essential Chinese and English information from the question, e.g., the
Chinese words and the English words “java”,
“javaweb”. Because all the questions in this work are Java-related questions, we consider
the word ”java” not an important word to distinguish the core issues of different questions.
Therefore, we discard the English word “java” and keep only the English word “javaweb”.
Then the CLRQR system performs domain-specific translation of the extracted Chinese
words, and formulates a English query (i.e. a set of 6 English words with scores as shown
in Table 1) that an English-speaking developer may use for the similar questions.
Table 1 Word List with Score
Word Score
code 1.20
review 1.20
tool 1.20
javaweb 1.00
project 0.20
opensource 0.20
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Our user study (detailed in Section 4.4) shows that users consider this query accurate
and useful in helping them retrieve relevant English questions for the given Chinese ques-
tion. Given the English query, our CLRQR system can use three different question retrieval
algorithms to calculate the relevance between the English query and a repository of English
Java questions from Stack Overflow. All retrieval algorithms return the top-10 most rel-
evant English Java questions for the given Chinese question. Figure 2 shows one of the
top-10 most relevant English Java questions which can be retrieved by all the algorithms for
the given Chinese Java question in Fig. 1. This English question also asks for some useful
code review tools which can be used for java. Through the user evaluation, we find that the
retrieved English questions are relevant for the Chinese question and it is useful in helping
developers solve the problem in the Chinese question.
2.2 Design Challenges
Cross-language relevant question retrieval is a very complex process. To achieve the above
objective of the cross-language question retrieval, we must address the following three
challenges:
2.2.1 Challenges in Keyword Extraction
A question may contain a lot of words. We would like to extract the essential information
for query formulation. To that end, we should use keyword extraction algorithms to sum-
marize the essential information in the question. Many keyword extraction algorithms have
been proposed in the natural language processing field. Different algorithms are based on
different heuristics to evaluate the importance of a word. As they are heuristic-based, some
keyword extraction algorithms may perform better than others on some cases, but worse on
Fig. 2 A Relevant English Question on Stack Overflow
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other cases. One way to address the weaknesses of these keyword extraction algorithms is
to combine them together in order to make a comprehensive judgment. In our CLRQR sys-
tem, we use two different keyword extraction algorithms (FudanNLP3 and IctclasNLP4) to
extract Chinese keywords in the title and description of the Chinese question, and take the
union of the two sets of keywords as the final Chinese keywords.
2.2.2 Challenges in Domain-Specific Translation
Cross-language question retrieval has to translate the words in the source language into
some appropriate words in the target language. The accuracy of this translation will directly
affect the relevance of the questions retrieved in the target language. Kluck and Gey (2001b)
point out that in many cases there exists a clear difference between the domain-specific
meaning and the common meaning of a word. This means that it can be difficult to use the
common translation result of a word for domain-specific information retrieval. For example,
for the Chinese word , the general domain translation tool returns several English
translations, such as “code” and “word”. In the context of software engineering, the transla-
tion “code” is more appropriate than the other translations. Similarly, for the Chinese word
, the translation “review” is more appropriate than the translations “investigate” or
“examine”.
Several studies propose domain-specific translation techniques which are based on build-
ing domain-specific dictionary (Resnik and Melamed 1997; Hiemstra et al. 1997; Pen˜as
et al. 2012). A few research studies have been carried out on domain-specific transla-
tion, which are based on domain-specific translation lexicon (Resnik and Melamed 1997;
Hiemstra et al. 1997; Pen˜as et al. 2012). However, developing a domain-specific dictionary
requires a significant effort. In this paper, we propose a new approach to support domain-
specific translation. We analyze a corpus of 30,000 Stack Overflow questions to build a
domain-specific vocabulary based on the term frequency of each English word. The corpus
contains a total of 111,174 English words.
Given a Chinese word, our CLRQR system first uses a general domain translation tool
(e.g., Youdao translation API5) to obtain a few translation candidates. Then, based on the
term frequency of the translation candidates in the domain-specific vocabulary, it selects
those words whose term frequency are greater than the mean frequency as the translation.
According to practical experience, we find that the performance of selecting words whose
term frequency are greater than the mean frequency is always better than selecting the only
word with highest term frequency. For example, for the Chinese word , the term fre-
quency of the translation “way”, “method”, “mean” and “function” is 2,405, 60,960, 5,307,
125,862 respectively. As a result, “function” and “method” are selected as the translation
of the Chinese word which are widely used in Java. In fact, the two translations are
considered as “synonyms” as many developers always mix these two words in their discus-
sions.6 This approach has two advantages over domain-specific dictionary: 1) it is based on
3FudanNLP, available at http://nlp.fudan.edu.cn
4IctclasNLP, available at http://ictclas.nlpir.org/docs
5Youdao translation API, available at http://fanyi.youdao.com/openapi
6Java’s methods versus functions, available at http://stackoverflow.com/questions/16223531/javas-methods-
vs-functions
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Fig. 3 Search “Joda Time sometimes returns wrong time” on Stack Overflow
the general domain translation tool; and 2) it utilizes the crowdsourced knowledge to build
a domain-specific vocabulary with a very small effort.
2.2.3 Challenges in Question Retrieval Algorithm
When searching on Stack Overflow, we find that the question retrieval algorithm is not very
robust. For example, when we search the question “Joda Time sometimes returns wrong
time”, we can retrieve a question on Stack Overflow successfully as shown in Fig. 3. How-
ever, if we change the word “returns” to “return”, Fig. 4 shows that the search for “Joda
Time sometimes return wrong time” returns no matches. It seems that Stack Overflow ques-
tion retrieval algorithm does not take word stemming into consideration. Furthermore, we
observe that keywords extracted from different parts of the question (such as title versus
description) often have different levels of importance for question retrieval. However, exist-
ing question retrieval algorithms do not take this into account. In this paper, we design
a question retrieval algorithm to address these limitations by considering word stemming
and assigning different weights to the words from title and description. Furthermore, we
Fig. 4 Search “Joda Time sometimes return wrong time” on Stack Overflow
Empir Software Eng
propose three different similarity metrics to determine the relevance between query and
questions.
3 The Approach
In this section, we first present the overall framework of our proposed approach to
cross-language question retrieval (Section 3.1). Then, we describe the details of essential
information extraction, domain-specific cross-language translation, and question retrieval
algorithms in Sections 3.2, 3.3 and 3.4, respectively.
3.1 Overall Framework
Figure 5 presents the overall framework of our domain-specific cross-language relevant
question retrieval. Given a software engineering related question in Chinese, essential
information extraction (step 1) extracts Chinese words and English words from the given
Chinese question. Given the extracted Chinese words, domain-specific cross-language
translation (step 3) translates the Chinese words into domain-specific English words,
based on a domain-specific vocabulary derived from a corpus of Stack Overflow ques-
tions (step 2). Given a list of candidate English words (extracted or translated) from
the input Chinese question, the system formulates an English query as follows: first,
it stems the English words (step 4), then it assigns different weights to the different
types of English words (step 5) depending on whether the words are from the ques-
tion title or description, and finally it takes a subset of English words with the highest
scores to formulate the English query (step 6). The system uses the English query to
search a repository of Stack Overflow questions (step 7), and the retrieval algorithms
using different similarity metrics return the top-10 most relevant English questions to the
user.
Fig. 5 The Framework of Domain-Specific Cross-Language Question Retrieval
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3.2 Essential Information Extraction
Given a question in Chinese, we extract its essential information based on the following two
observations:
1. Question title summarizes the core issue of the question, while the question descrip-
tion contains the details of the question. Information in question title is generally more
important than that in question description.
2. Chinese questions contain a mix of Chinese and English words. Most English words
are technical words that are important for retrieving relevant English questions.
Therefore, we have two dimensions for essential information extraction: the location of
the information (question title or description) and the language of the information (Chinese
or English). Combining the two dimensions, we divide the essential information into four
kinds: (i) Chinese words in Title (CT ), (ii) English words in Title (ET ), (iii) Chinese Key-
words in Description (CKD), and (iv) English words in Description (ED). As described
in Section 3.4.2, we assign different weights to different kinds of essential information for
measuring their importance for relevant question retrieval.
Given a Chinese question, we first extract all Chinese words in Title, all English words in
Title and all English words in Description as essential information. Algorithm 1 presents the
implementation of our composite Chinese keyword extraction algorithm for extracting Chi-
nese keywords in Description. The input is the question description. The Algorithm 1 uses
two different popular Chinese keyword extraction algorithms (FudanNLP & IctclasNLP).
FudanNLP is based on TextRank algorithm. TextRank is a graph-based ranking model
for ranking important text units (e.g., words, phrases or sentences) in a document or cor-
pus (Mihalcea and Tarau 2004). For keyword extraction, FudanNLP creates a graph of the
words and the co-occurrence relationships between words within windows of words from
a document. It then identifies the most important vertices of the graph (words) based on a
random walk of the word graph. IctclasNLP is based on entropy. It uses the cross informa-
tion entropy to compute the context entropy of each candidate word. The words with higher
context entropy are more likely to be the keywords. The two algorithms produce two dif-
ferent but complementary sets of Chinese keywords. To reduce the bias caused by a single
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method, the algorithm takes the union of the two keyword sets as the final set of Chinese
keywords in Description.
For the motivating example shown in Fig. 1, the system extracts three Chinese words
from the title: , and five Chinese keywords from the descrip-
tion: and . There are no English words in the title
of this question. The system extracts two English words from the question description:
“java” and “javaweb”.
For questions of a particular domain (e.g., Java), we consider the domain word (e.g.,
“java”) not an important word to distinguish the core issues of different questions.
Therefore, we discard the English word “java” and keep only the English word “javaweb”.
3.3 Domain-Specific Cross-Language Translation
Translation is a critical step in cross-language information retrieval (Kraaij et al. 2003;
Aceves-Pe´rez et al. 2007). Recent results show that the challenge lies in how to differ-
entiate a word’s domain-specific meaning from its common meaning. General domain
translation tools like Youdao Translation and Google Translation, may not perform well
for domain-specific translation, because it does not consider any domain knowledge. For a
given Chinese word, general domain translation tools usually return two types of transla-
tion results: a basic translation result and several web translation results. Basic translation
result means the most common translation result. Web translation result means the results
are extracted from many web pages based on some NLP techniques.7 However, neither
the basic translation nor the web translation results consider domain-specific meanings of
translations.
We proposed a method to address the lack of domain-specific meanings of general
translations. Figure 6 presents the details of our method. We divide the domain-specific
cross-language translation into an offline vocabulary building step and an online translation
step. To build a domain-specific vocabulary, we make use of crowdsourced knowledge in
Stack Overflow discussions. Take the domain Java as an example. We collect a corpus of
randomly-selected 30,000 Stack Overflow questions tagged with java. Sufficient questions
have to be collected in order to obtain a vocabulary that reaches a high coverage of English
words in questions of a particular domain (see Section 4.2 for the vocabulary coverage anal-
ysis in our experimental questions). We first remove stop words (step 1), such as “hello”,
“the” and “you”. The stop-word list we use is available at Snowball.8 Then, we compute
term frequency for each word in the corpus and build a vocabulary of each word and their
term frequency in the corpus (step 2). The resulting vocabulary contains a total of 111,174
English words. The same process can be adopted to build domain-specific vocabularies for
other domains like Python or .NET.
For online translation, given a Chinese word (which can be a Chinese word in Title or a
Chinese keyword in Description), the system first uses a general Chinese-English transla-
tion tool (Youdao translation API is used in this work) to obtain a list of candidate English
words which includes both basic translation result and several web translation results (step
3). Then, the system checks the term frequency of these English word candidates in the
domain-specific vocabulary (step 4). Finally, the system selects the English words with the
term frequency above the mean term frequency of all the candidate English words as the
7Web translation result, http://faq.youdao.com/dict/?p=65
8Stop-word list, available at http://snowball.tartarus.org/algorithms/english/stop.txt
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Fig. 6 Domain-Specific Cross-Language Translation
translation of the given Chinese word. Although there can be potentially several English
translations for a Chinese word, we find that most Chinese words end up with only one
domain-specific English translation in practice (see Section 4.2). If none of the candi-
date English words exist in the domain-specific vocabulary, the system returns the basic
translation (i.e., the most common translation) as the translation result.
Table 2 shows the general and final translation results of the Chinese words
extracted from the Chinese question in Fig. 1. In particular, the English words
“project”, “opensource”, “code”,“investigate” and “tool” are the basic translation results
for the corresponding Chinese words. Our method returns the English words “project”,
“opensource”, “code”, “review”, “tool” as the final translation of the Chinese word
Table 2 Examples of Domain-specific Cross-language Translation
Chinese
Word
Translation
results
Term Frequency
in Vocabulary
Mean Final
Result
project(basic)
item
article
21,021
2,642
3,101
8,921 project
opensource(basic) 124 124 opensource
code(basic)
word
408,565
9,932
209,249 code
investigate(basic)
review
examine
1,857
2,589
1,807
2,084 review
tool(basic)
instrument
7,481
2,515
4,998 tool
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and . Note that for , the translation
“review” is a better domain-specific translation than the basic translation “investigate”.
To demonstrate the usefulness of domain-specific translation for question retrieval, we
build a baseline in our evaluation. Given a Chinese word, the baseline approach does
not do any domain-specific translation. Instead, it simply uses the basic translation as the
translation result of the Chinese word.
3.4 Relevant Question Retrieval Algorithm
Our cross-language question retrieval contains three steps: stemming, word score computa-
tion and query formulation, and question retrieval.
3.4.1 Stemming
In the stemming step, we reduce each word to its root form, for example, words ”write” and
”written” are both reduced to ”writ”. In this work, we use a popular stemming algorithm
(the Porter stemmer (Porter 1980)).
3.4.2 Word Score Computation
Considering different contributions of a word to express the core issue of the question, we
assign different weights to each kind of words depending on their location and language.
We observe that the question title usually sums up the core issue of the question better
than the question description. Therefore, we set the weight of the words in the title higher
than the words in the description. However, the question description usually contains more
technical details than the question title. Setting a too high weight for the words in the title
will overwhelm the technical words in the question description. A Chinese question usually
mixes the Chinese words and English words. We observe that both Chinese words and
English words are important for question retrieval.
Therefore, we set the same weight to the English words and the Chinese words.
As a result, Chinese words in Title (CT ) and English words (ET ) in Title have one
weight, and Chinese keywords in Description (CKD) and English words in Description
(ED) have another weight. In this work, we set the weight of the words in the title three
times higher than the words in the description, i.e., CT :ET :CKD:ED as 3:3:1:1. We also
experiment other weight settings in the RQ4 in Section 5.
For each English word (either original English words extracted from question title and
description or the translated English words using our domain-specific translation method),
we update its Score by (termf requency × Weight)/WordsetSize.
If a word belongs to different kinds of word set at the same time, the score of the word
will be accumulated. Table 3 shows the score computation for the words in the question
shown in Fig. 1. For example, the word “tool” (the translation for the Chinese word )
is both a Chinese word in Title and a Chinese keyword in Description. For the Chinese
words in Title, we calculate the score of the word “tool” as 1, i.e., (1 × 3)/3 = 1.00. For
the Chinese keywords in Description, we calculate the score of the word “tool” as 0.20, i.e.,
(1 × 1)/5 = 0.20. Thus, we get the final score for the word “tool” as 1.20.
According to practical experience in web log analysis (Liu et al. 2002; Cui et al. 2002),
we use up to six keywords to express the core issue of a question. After computing the score
of all the words, we select up-to six words with the highest scores to formulate an English
query. In this example, the English query contains six query words: “code”, “review”,
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Table 3 Different Scores for 4 Types of Words
Location Word language Weight WordsetSize Score (desc)
Title English Words 3 0 code : 1.20
() review : 1.20
Chinese Words 3 3 tool : 1.20
(code, review, tool) javaweb : 1.00
Description English Words 1 1 project : 0.20
(javaweb) opensource : 0.20
Chinese Keywords 1 5
(tool, code, review,
project, opensource)
“tool”, “javaweb”, “project” and “opensource”. If there are two or more English words with
same score at the cut-off point (i.e., rank 6), our approach will randomly select one of the
equal-score words.
3.4.3 Relevant Question Retrieval
Question retrieval algorithms calculate the relevance between the query words and each
English question in the repository, and recommend the top-10 most relevant English
questions to users that may help them solve the problem in the given Chinese question.
We propose three different retrieval algorithms (i.e., CLRQRWM , CLRQRVSM and
CLRQR) based on different heuristics, word representations and similarity metrics. We
compare the effectiveness of different algorithms in the evaluation to study which one is the
most suitable for the question retrieval task.
• CLRQRWM , a word matching based retrieval algorithm. The typical approach to
measuring relevance between a set of query words and each English question in a repos-
itory is to use a simple lexical matching method, and produce a similarity score based
on the number of lexical units that appear in both the input query word set and the text
of each English question. Improvements to this simple method have considered stem-
ming, stop-word removal, part-of-speech tagging, longest subsequence matching, as
well as various weighting and normalization factors (Salton and Buckley 1988).
Given a query word with its corresponding weight, the algorithm CLRQRWM (i.e.,
Algorithm 2) firstly calculates the term frequency of word in the title and description
of each English question in the question repository (lines 16-17). Then, it computes
the relevance between a query word (Qw) and an English question (Q) by the (1) (line
18). Due to the observation in Section 3.2, we consider that the word in QwMap from
the title of an English question is more important than those from the question descrip-
tion. Thus, we set different weights to the words from the title and the description(i.e.,
2 and 1 respectively). To reduce the bias caused by a word with too high term fre-
quency, the algorithm then counts the number of times (i.e., ContainNum) that a word
appears in the title and description of the English question, and divide the times by the
total number of query words (i.e., the size of QwMap) to have contain-words-ratio
(ContainRatio). The algorithm sums the multiplication of the contain-words-ratio and
the query-question relevance for all the query words following the (2) (line 21). The
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final query-question relevance score is used to rank the questions to be returned (line
24).
Relevance(Qw,Q) = (tf Q.Title × 2 + tf Q.Desc) × Qw.score (1)
Relevance(Query,Q) =
M∑
i=1
Relevance(Qw,Q) × ContainRatio (2)
• CLRQRVSM , a vector space model based retrieval algorithm. CLRQRVSM rep-
resents the query and the questions as term vectors. When text is represented as term
vectors, the correlation between the text vectors reflects the similarity between docu-
ments. The correlation between vectors is often quantified as the cosine of the angle
between vectors, that is, the cosine similarity. Cosine similarity is one of the most pop-
ular similarity measure applied to text documents, such as in numerous information
retrieval applications (Baeza-Yates et al. 1999) and data mining (Tan and et al 2006).
Given a query of n words, the CLRQRVSM algorithm refers to each word in the
query as one dimension. Then, the vector of the given query (i.e., vectorQuery) can be
obtained as:
vectorQuery =
〈
Score1
Sum
,
Score2
Sum
, ...,
Scoren
Sum
〉
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where Sum equals to
n∑
i=1
Scorei and
Scorei
Sum
(1 ≤ i ≤ n) is the word score of the ith
word in the query.
For a given English question in a repository, the algorithm firstly calculates term
frequency of the query word in the title and description of the question. The more fre-
quently a word appears, the more important it is. Same as CLRQRWM , the algorithm
CLRQRVSM also considers that the query word from the title of an English question
is more important than those from the question description. Thus, two factors are con-
sidered as a measure of the importance of a query word in a given English question:
term frequency and appearing in the title or description. Then, the vector of an English
question (i.e., vectorQ) can be obtained as follow:
vectorQ =
〈
tf T itle1 ∗ 2 + tf Desc1 , tf T itle2 ∗ 2 + tf Desc2 , ..., tf T itlen ∗ 2 + tf Descn
〉
In the above vector, tf T itlei refers to the term frequency of the i-th query word in Title
and tf Desci refers to the term frequency of i-th query word in Description.
Given two vectors, A and B, the cosine similarity is represented using a dot product
and magnitude as:
CosineSim(A,B) = A · B‖A‖ ‖B‖ =
i=1∑
n
AiBi
√
i=1∑
n
A2i
√
i=1∑
n
B2i
(3)
The resulting similarity ranges from -1 meaning exactly opposite, to 1 meaning
exactly the same, with 0 indicating orthogonality (decorrelation) and in-between val-
ues indicating intermediate similarity. Thus, the relevance between the query and each
question in the repository is defined as follow:
Relevance(Query,Q) = 1∣∣1 − CosineSim(vectorQuery, vectorQ)∣∣ (4)
• CLRQR, a word embedding based retrieval algorithm. CLRQR exploits dis-
tributed word representation, i.e., word embedding. Distributed word representations
assume that words appear in similar context tend to have similar meanings (Har-
ris 1954). Therefore, individual words are no longer treated as unique symbols, but
mapped to a dense real-valued low-dimensional vector space. Each dimension repre-
sents a latent semantic or syntactic feature of the word. Semantically similar words
are close in the embedding space. Figure 7 shows some examples of domain-specific
word embeddings we learn from the text of Stack Overflow java questions, visual-
ized in a two-dimensional space using the t-SNE dimensionality reduction technique
(Maaten and Hinton 2008). Semantically close words, such as JPanel, JButton, JFrame
and JLabel which are GUI components are close in the vector space.
Word embeddings are typically learned using neural language models. In this work,
we use a continuous skip-gram model, a popular word to vector (word2vec) model
proposed by Mikolov et al. (2013a, b). Continuous skip-gram model learns the word
embedding of a center word (i.e., wi) that is good at predicting the surrounding words
in a context window of 2k + 1 words (k = 2 in this example). The objective function of
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Fig. 7 Example of Word Embedding
skip-gram model is to maximize the sum of log probabilities of the surrounding context
words conditioned on the center word:
n∑
i=1
∑
−k≤j≤k,j=0
log p
(
wi+j|wi
)
(5)
where wi and wi+j denote the center word and the context word in a context window
of length 2k + 1. n denotes the length of the word sequence.
The log p
(
wi+j |wi
)
is the conditional probability defined using the softmax func-
tion:
p
(
wi+j|wi
) = exp(v
′T
wi+j vwi)∑
w∈W exp(v′Tw vwi)
(6)
where vw and v′w are respectively the input and output vectors of a word w in the
underlying neural model, and W is the vocabulary of all words. Intuitively, p
(
wi+j |wi
)
estimates the normalized probability of a word wi+j appearing in the context of a center
word wi over all words in the vocabulary. Mikolov et al. (2013b) propose an efficient
negative sampling method to compute this probability. The output of the model is a
dictionary of words, each of which is associated with a vector representation. Thus,
given a word, it will be converted into a high dimensional vector with real value by
looking up the dictionary of word embeddings.
Given a query word vector vectorQw and a word vector vectorqw in English ques-
tion, we define their semantic similarity as the cosine similarity between their learned
word embeddings:
Relevance(vectorQw, vectorqw) = CosineSim(vectorQw, vectorqw) (7)
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This is simply the inner product of the two vectors, normalized by their Euclidean
norm. To compute the relevance between the query and the question text, we use
the text-to-text similarity measure introduced by Mihalcea et al. (2006). According to
Mihalcea et al. (2006), the relevance between a query word Qw and a English question
Q is computed as the maximum similarity between Qw and any word w′ in Q:
Relevance(Qw,Q) = max
w′Q
Relevance(Qw,w′) × Qw.score (8)
Then, we define the relevance between a given query Query and an English question
Q in a repository as:
Relevance(Query,Q) =
∑
QwQuery
Relevance(Qw,Q) (9)
4 Experimental Methods
This section describes the experiment design for evaluating our approach.
4.1 Research Questions
Our evaluation aims to answer the following five research questions:
• RQ1: How effective are the three proposed retrieval algorithms (i.e., word matching,
vector space model, and word embeddings)? Which retrieval algorithm is most suitable
for our task?
• RQ2: How effective is our domain specific translation method? Howmuch improvement
can it achieve over the baseline approach which directly uses the basic translation
result?
• RQ3: How effective is our approach in cross-language relevant question retrieval? How
much improvement can it achieve over the baseline approaches?
• RQ4: What is the impact of different weight settings for different kinds of essential
information on the performance of question retrieval?
• RQ5: What is the time efficiency of our system?
4.2 Dataset
To demonstrate the generality of our approach for different domains, we test our approach
for Java, Python and .NET questions. We prepare query Chinese questions, English
questions repositories and word embedding corpora as follows.
Query Chinese Questions We crawl all the Chinese technical questions from Segment-
Fault and V2EX and randomly select 80 Java, 20 Python and 20 .NET questions as query
Chinese questions to evaluate our approach. Table 4 shows the distribution of query Chinese
questions from SegmentFault and V2EX, respectively. Since V2EX does not have .NET
questions, the 20 .NET Chinese questions are all from SegmentFault. We manually check
the selected questions and find that those questions are diverse and cover different aspects
of Java, Python or .NET technologies.9 Meanwhile, the number of questions is manageable
9The 120 Query Chinese questions, available at https://goo.gl/zAbLVp
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Table 4 Distribution of Query
Chinese Questions from
SegmentFault and V2EX
SegmentFault V2EX Total
Java 40 40 80
Python 10 10 20
.NET 20 NA 20
for the manual inspection of the question retrieval results which is labor intensive and time
consuming.
Table 5 presents the number of English words in the 120 query Chinese questions and
the number of English technical words among these English words. We can see that 1775
(96.2%) of the 1845 English words in these Chinese questions are technical words. This con-
firms our observation that most English words in Chinese questions are actually technical
words.
English Questions Repositories We extract English questions from Stack Exchange
Data Dump10 of March 2016. Specifically, we extract all 714,599, 715,119 and 248,853
English questions which are tagged as “java”, “python” and “.net” as English question
repositories for Java, Python, and .NET, respectively.
We build domain-specific vocabularies for Java, Python and .NET as described in
Section 3.3. There are 111,174, 69,722 and 29,367 different English words in the Java,
Python and .NET vocabularies, respectively. For each of the 120 query Chinese questions,
there are on average 6.15 Chinese words that need to be translated into English. Each Chi-
nese word has an average of 2.7 candidate English translation results and 2.5 of them exist
in the corresponding domain-specific vocabulary. That is, our domain-specific vocabulary
has a high coverage of the English translation of Chinese keywords of the randomly selected
query Chinese questions. After selecting domain-specific translation using the domain-
specific vocabulary, on average 1.14 of candidate English words are selected. That is, 1.56
of candidate English words are filtered by the domain-specific vocabulary. This indicates
that in most cases a Chinese word will be translated into one domain-specific English word.
Therefore, the impact of false positives of query expansion should be minor.
Word Embedding Corpora We experiment with using several word embedding corpora
of different sizes (with the increments of 100,000 questions) to train word embeddings. We
find that the impact of the size of a corpora on the corpora vocabulary and the resulting word
embeddings is minor. In the end, we randomly select 300,000, 300,000 and 200,000 English
questions from the English questions repositories for Java, Python and .NET as the word
embedding corpora for Java, Python and .NET, respectively. Each corpora contains a total of
329,845, 720,423 and 438,686 English words respectively. We train the word embeddings
using the word2vec tool Gensim (Rˇehu˚rˇek and Sojka 2010).
4.3 Baseline Building
Table 6 summarizes different approaches used for answering the research questions RQ1,
RQ2 and RQ3. In our experiment, all the approaches return the top-10 most relevant
English questions for each query Chinese question. In the following discussion, CLRQR
10Stack Exchange Data Dump, available at https://archive.org/download/stackexchange
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Table 5 Statistics of English
Words and English Technical
Words in the 120 Query Chinese
Questions
Domain #Question #English words #English technical words
Java 80 1002 993
Python 20 516 477
.NET 20 327 305
#Total 120 1845 1775(96.2%)
represents the default cross-language question retrieval approach. It uses word-embedding
based retrieval algorithm. We refer to CLRQR as “our approach”, unless otherwise stated.
For RQ1, we compare CLRQR with the two variants of CLRQR that use word-
matching and vector-space-model based retrieval algorithm, respectively. These two
variants are referred to as CLRQRwm and CLRQRvsm. CLRQR, CLRQRwm and
CLRQRvsm differ only in the retrieval algorithm.
For RQ2, we compare CLRQR with another variant of CLRQR which is referred to
as CLRQRBT . CLRQR uses our domain-specific translation method, while CLRQRBT
directly use the basic translation result. Other than that, CLRQR and CLRQRBT are the
same.
For RQ3, we compare CLRQR with four baseline approaches. These four baseline
approaches are designed to combine different sources of query words, query formula-
tion mechanisms and search engines. In the translation phase, BaselineApproach1 and
BaselineApproach3 translate only Chinese words in Title, while BaselineApproach2 and
BaselineApproach4 translate Chinese words in both Title and Description. All the baseline
approaches use the Google translation. After the translation, we also remove English stop
words from the translated words which is the same as our approach. We refer the remaining
English words (originally in the Chinese question or translated from the Chinese words) as
the “Query Words”.
Stack Overflow search engine and Google search engine are the two widely used search
engines for relevant question retrieval.
BaselineApproach1 and BaselineApproach2 use Stack Overflow search engine, while
BaselineApproach3 and BaselineApproach4 use Google search engine. After removing the
stop words from the question title and the question description, we formulate the query
for the baseline approaches from the first word of the question title and description up to
the length limits of the query that a search engine allows. Different search engines have
different limits for the length of a query. For the Stack Overflow search engine, the query
cannot exceed 140 characters. If the length of the question title and description exceeds 140
characters, we keep the complete words up to the largest character index below or equal to
140. Table 7 presents an example. As the word “type” is across the limit 140, we keep the
words before the word “type” as the query for the Stack Overflow search engine. For the
Google search engine, the query cannot exceed 32 words. Thus, we only keep the first 32
words as query if the question title and description contain more than 32 words.
Furthermore, in order to make fair comparison, we optimize the search scope for
baseline approaches based on their corresponding search engine. When formulating the
query, BaselineApproach1 and BaselineApproach2 append “[domain] is:question” to the
query, which instructs the Stack Overflow search engine search only questions tagged
with the domain word like Java. BaselineApproach3 and BaselineApproach4 append
“site:StackOverflow.com” to the query, which instructs the Google search engine to search
only the Stack Overflow web site.
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Table 7 Example for Query Formulation of the Baseline Approaches using the Stack Overflow Search
Engine
Index 1 2 3 ... 137 138 140 141 142
Query S p r ... <space> t y p e
4.4 User Study
We conduct a user study to evaluate the top-10 most relevant questions returned by different
approaches.
Participants We recruited participants through our school’s mailing lists and selected five
master students for each domain of questions (Java, Python, .NET) to join our user study.
That is, we have three groups and each group includes five different participants (i.e., 15
participants in total). These participants are not affiliated with our research project. All
the participants have industrial experience in corresponding programming domain (ranging
from 3 to 6 years). All the participants have passed the national college English test (Level
4).
Procedure We provided the participants query Chinese questions from SegmentFault and
V2EX. For each query Chinese question, we provided a list of the top-10 most relevant
English questions generated by different approaches (see Table 6). The participants did not
know which result is generated by which approach.
We asked the participants to read the same question at the same time and independently
evaluate whether each retrieved English question is relevant or not to the given Chinese
question. If more than half of the participants consider an English question as relevant to the
given Chinese question, then this English question will be recorded as an actually relevant
English question. To minimize the impact of fatigue, we divided our user study into six
sessions – 20 query Chinese questions is analyzed in each session.
Each session took about 2-3 hours.
4.5 Evaluation Metrics
We use the following metrics to compare the baseline approaches and our approach (Xia
and Lo 2017; Zhou et al. 2012; Bao et al. 2017; Xia et al. 2015):
• Precision@K. Precision is the percentage of actually relevant questions out of the ques-
tions that a relevant question retrieval approach returns for a Chinese question. It is
defined as:
Precision@k = ARQs in top-k
k
(10)
In the above equation, ARQs refers to actually relevant questions. In this paper, we
set k = 1, 5 and 10.
• Recall@K. Recall is the percentage of actually relevant questions returned for a
Chinese question out of all the relevant questions in the repository. It is defined as:
Recall@k = ARQs in top-k
ARQs in Repository
(11)
It is impractical to check every question in repository to determine its relevance
to the query Chinese question. Therefore, ARQs in Repository refers to the union of
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actually relevant questions returned by all approaches for a Chinese question. In this
paper, we set k = 1, 5 and 10.
• Top-K Accuracy. Top-k accuracy is the percentage of Chinese questions for which at
least one actually relevant question is ranked within the top-k position in the returned
lists of English questions. Given a Chinese question CQ, if at least one of the top-
k most relevant English questions is actually relevant, we consider the retrieval to be
successful, and set the value Success(CQ, top − k) to 1; else we consider the retrieval
to be unsuccessful, and set the value success(CQ, top−k) to 0. Given a set of Chinese
questions, denoted as CQs, its top-k accuracy Top@k is computed as:
Top@k =
∑
CQ∈CQs Success(CQ, top-k)
|CQs| (12)
The higher the top-k accuracy score is, the better a relevant question retrieval
approach performs. In this paper, we set k = 1, 5 and 10.
• Mean Reciprocal Rank (MRR). MRR is a popular metric used to evaluate an informa-
tion retrieval technique (Baeza-Yates et al. 1999). Given a query (in our case: a Chinese
technique question), its reciprocal rank is the multiplicative inverse of the rank of the
first correct document (in our case: actually relevant English question) in a rank list pro-
duced by a ranking technique (in our case: relevant question retrieval approach). Mean
Reciprocal Rank (MRR) is the average of the reciprocal ranks of all Chinese questions
in a set of Chinese questions. The MRR of a set of Chinese questions is computed as:
MRR(R) = 1|CQs|
∑
CQ∈CQs
1
Rank(CQ)
(13)
In the above equation, Rank(CQ) refers to the position of the first actually relevant
English question in the ranked list of English questions returned by a cross-language
relevant question retrieval approach for a Chinese question.
• Mean Average Precision (MAP). MAP is a single-figure measure of quality, and it
has been shown to have especially good discrimination and stability to evaluate ranking
techniques (Baeza-Yates et al. 1999). Different from top-k accuracy and MRR that
only consider the first correct result, MAP considers all correct results. For a query (in
our case: a Chinese technique question), its average precision is defined as the mean
of the precision values obtained for different sets of top k documents (in our case:
actually relevant English questions) that were retrieved before each relevant document
is retrieved, which is computed as:
AvgP(CQ) =
∑M
j=1 P(j) × Rel(j)
ARQs in Repository
(14)
In the above equation, M is the number of English questions in a ranked list, Rel(j)
indicates whether the English question at position j is actually relevant or not (in our
case: the question is judged by the users as actually relevant or not), and P(j) is the
precision at the given cut-off position j and is computed as:
P(j) = ARQs in top j positions
j
(15)
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Then the MAP for a set of Chinese questions CQs is the mean of the average
precision scores for all Chinese questions in CQs:
MAP =
∑
CQ∈CQs AvgP(CQ)
|CQs| (16)
In relevant question retrieval, a Chinese question may have a number of relevant
English questions. We use MAP to measure the average performance of different
approaches to retrieve all of the relevant questions. The higher the MAP value, the
better the relevant question retrieval approach performs.
5 Experimental Results
In our experiment, we are interested in the following five research questions:
RQ1: How effective are the three proposed retrieval algorithms (i.e., word match-
ing, vector space model and word embeddings)? Which retrieval algorithm is most
suitable for our task?
Motivation Three different relevant question retrieval algorithms are proposed in this
work. These algorithms adopt different word/document representations and similarity met-
rics. We would like to investigate whether these different word/document representations
and similarity metrics may result in different retrieval performance, and if so, which
algorithm is most suitable for the task.
Approach We compare the performance of the three algorithms (namely CLRQR using
word embeddings, CLRQRwm using word matching, and CLRQRvsm using vector space
model) in terms of the Precision@k, Recall@k, Top-k accuracies (k = 1, 5 and 10), MRR,
and MAP. Morever, we apply the Wilcoxon signed-rank test (Wilcoxon 1945) at 95% sig-
nificance level on the paired data which corresponds to the precision@k, recall@k, top-k
accuracies, MRR, and MAP scores of the best algorithm and the second best algorithm to
test the statistical significance between the performance difference.
Result Table 8 presents the Precision@k, Recall@k, Top-k accuracies (k=1, 5 and 10),
MRR and MAP for CLRQR, CLRQRWM and CLRQRVSM , respectively. We notice that
CLRQR achieves much better performance in all evaluated metrics by a substantial margin,
Table 8 Precision@k, Recall@k, Top-k Accuracies (k=1, 5 and 10), MRR and MAP for CLRQR,
CLRQRWM and CLRQRVSM
Approach Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
CLRQR 0.81 0.77 0.72 0.05 0.20 0.36
CLRQRWM 0.61 0.46 0.37 0.03 0.11 0.17
CLRQRVSM 0.32 0.30 0.28 0.02 0.07 0.13
Approach Top-1 Accuracy Top-5 Accuracy Top-10 Accuracy MRR MAP
CLRQR 0.81 0.92 0.93 0.86 0.28
CLRQRWM 0.61 0.77 0.78 0.67 0.09
CLRQRVSM 0.32 0.58 0.68 0.42 0.05
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compared with CLRQRVSM . From Table 8, we can see that CLRQRWM achieves the
second best performance while CLRQRVSM achieves the worst performance.
We apply Wilcoxon signed-rank test (Wilcoxon 1945) to test the significance of improve-
ment of CLRQR over CLRQRWM . Table 9 shows that the improvement of CLRQR over
the CLRQRWM is significant at the confidence level of 95% score in all evaluated metrics.
CLRQR (i.e., word-embedding based retrieval algorithm) achieves the best performance
among the three retrieval algorithms, and thus it is the most suitable algorithm for the task.
RQ2: How effective is our approach CLRQR which uses our domain specific
translation method? How much improvement can it achieve over the baseline
approach CLRQRBT which uses the basic translation result?
Motivation Accurate translation is a critical step in cross-language information retrieval
(Kraaij et al. 2003; Aceves-Pe´rez et al. 2007). For a given Chinese word, general trans-
lation tools return a basic translation result (i.e., the most common translation). Without
domain-specific knowledge, the most common translation can be blindly adopted, which
may not reflect the developer’s intention. In contrast, our approach takes into account
domain-specific knowledge extracted from Stack Overflow discussions to select more-likely
domain-specific translation. We would like to confirm the benefits of our domain-specific
translation method over the simply use of the most common translation result.
Approach To investigate the effectiveness of our approach CLRQR using our domain
specific translation approach, a baseline approach named CLRQRBT is built. CLRQRBT
is the same as CLRQR, except that it directly uses the basic translation result by the gen-
eral translation tool as the translation result. As the other settings remain the same, the
performance difference reflects the effectiveness of domain-specific translation over the
basic translation. We compare the effectiveness of the two translation methods by the Pre-
cision@k, Recall@k, Top-k accuracies (k = 1, 5 and 10), MRR, and MAP. To check if the
differences in using our domain-specific translation and the basic translation are statistically
significant, for each evaluated metric, we apply the Wilcoxon signed-rank test (Wilcoxon
1945) at 95% significance level on the paired metrics by the two translation methods.
Result Among all 120 query Chinese questions, we find that there are six questions for
which the translation results generated by our domain-specific translation and the basic
translation are the same. For the remaining 114 questions, Table 10 presents the Preci-
sion@k, Recall@k, Top-k accuracies (k=1, 5 and 10), MRR and MAP for CLRQR using
our domain-specific translation compared with CLRQRBT using the basic translation. We
notice that CLRQR using our domain-specific translation achieves the better performance
in all evaluated metrics by a substantial margin, compared with CLRQRBT using the basic
Table 9 P-values of CLRQR compared with CLRQRWM
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
p-value 2.06 × e−4 2.93 × e−11 6.19 × e−14 5.78 × e−3 2.55 × e−9 2.11 × e−11
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
p-value 2.06 × e−4 5.29 × e−4 1.17 × e−3 1.66 × e−11 1.46 × e−4
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Table 10 Precision@k, Recall@k, Top-k Accuracies (k=1, 5 and 10), MRR and MAP for CLRQR and
CLRQRBT
Approach Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
CLRQR 0.81 0.77 0.72 0.05 0.20 0.36
CLRQRBT 0.52 0.38 0.30 0.03 0.10 0.15
Approach Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
CLRQR 0.81 0.92 0.93 0.86 0.28
CLRQRBT 0.52 0.72 0.74 0.60 0.07
translation. Table 11 summarizes the results of the Wilcoxon signed-rank test. The results
show that the performance differences are statistically significant for all evaluated metrics.
The proposed domain-specific translation method is effective. It significantly outper-
forms the simply use of the basic translation result by general translation tool.
RQ3: How effective is our approach CLRQR in cross-language relevant ques-
tion retrieval? How much improvement can it achieve over the four baseline
approaches?
Motivation The goal of our approach is to improve the cross-language question retrieval
by addressing the key challenges in keyword extraction, domain-specific translation, and
query-question relevance ranking in the process of cross-language question retrieval. We
want to investigate whether by addressing these challenges our approach can improve the
effectiveness of cross-language question retrieval, compared with the baseline approaches
which do not explicitly address these challenges.
Approach In this evaluation, we compare the performance of CLRQR, the performance
of CLRQRvsm (i.e., the variant of CLRQR that uses vector space model based retrieval
algorithm that achieves the worst performance among the three retrieval algorithms), and
the performance of the four baseline approaches. The comparison is based on the evaluation
metrics Precision@k, Recall@k, Top-k accuracies (k = 1, 5 and 10), MRR, and MAP. To
check if the differences in the performance of different approaches are statistically signifi-
cant, for each evaluated metric, we apply the Wilcoxon signed-rank test (Wilcoxon 1945) at
95% significance level on the paired metrics by our approach CLRQR and the best baseline
approach.
Result Table 12 presents the Precision@k, Recall@k, Top-k accuracies (k=1, 5 and 10),
MRR and MAP for CLRQR, CLRQRvsm and the four baseline approaches, respectively.
Table 11 P-values of CLRQR compared with CLRQRBT
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
p-value 7.83 × e−7 1.35 × e−14 3.39 × e−15 2.90 × e−4 1.38 × e−12 2.19 × e−13
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
p-value 7.83 × e−7 6.21 × e−6 3.10 × e−5 9.80 × e−15 1.97 × e−7
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Table 12 Precision@k, Recall@k, Top-k Accuracies (k=1, 5 and 10), MRR and MAP for CLRQR
compared with the Other Four Baseline Approaches
Approach Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
CLRQR 0.81 0.77 0.72 0.05 0.20 0.36
CLRQRVSM 0.32 0.30 0.28 0.02 0.07 0.13
BaselineApproach1 0.21 0.12 0.09 0.01 0.03 0.04
BaselineApproach2 0.00 0.00 0.00 0.01 0.00 0.00
BaselineApproach3 0.43 0.29 0.23 0.02 0.07 0.11
BaselineApproach4 0.27 0.13 0.08 0.01 0.03 0.04
Approach Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
CLRQR 0.81 0.92 0.93 0.86 0.28
CLRQRVSM 0.32 0.58 0.68 0.42 0.05
BaselineApproach1 0.21 0.25 0.25 0.22 0.02
BaselineApproach2 0.00 0.00 0.00 0.00 0.00
BaselineApproach3 0.43 0.63 0.67 0.52 0.04
BaselineApproach4 0.27 0.32 0.34 0.29 0.02
We notice that CLRQRvsm achieves the better performance than the BaselineApproach1,
BaselineApproach2 and BaselineApproach4 in all evaluated metrics. In 8 out of 12
metrics, CLRQRvsm achieves slightly better or comparable performance compared with
the best baseline approach BaselineApproach3.
From Table 12, we notice that the BaselineApproach3 achieves the best performance
among the four baseline approaches, while the BaselineApproach2 achieves the worst
performance (indeed, all the metrics of the BaselineApproach2 are 0). The main cause
for the poor performance of the BaselineApproach2 is that Stack Overflow search engine
is very sensitive to input query. For example, the retrieval result of “difference between A
and B” is different from “difference between B and A”. The sensitiveness is also illustrated
in Figs. 3 and 4. Thus, retrieving relevant question by Stack Overflow search engine could
be very difficult for those developers whose native language is not English due to the use of
inappropriate English words and improper query formulation.
Table 12 shows that BaselineApproach1 outperforms BaselineApproach2, and
BaselineApproach3 outperforms BaselineApproach4. BaselineApproach1 and
BaselineApproach3 translate only the title of a given Chinese question. , while
BaselineApproach2 and BaselineApproach4 translate both the title and description of
a given Chinese question. The title and description together usually contain more Chinese
words. Because general Chinese-English translation tool does not know how to translate
Chinese words into domain-specific English words, the more the translated words, the more
translation errors may be accumulated, which may affect retrieval accuracy. Furthermore,
BaselineApproach2 and BaselineApproach4 may recommend questions in the top-10
results for keywords that only appear in the description of a Chinese question. Question
description usually contains many technical details which may mislead search engine to
return irrelevant questions. This may also degrade the performance of BaselineApproach2
and BaselineApproach4.
We also notice that BaselineApproach3 outperforms BaselineApproach1 and
BaselineApproach4 outperforms BaselineApproach2. BaselineApproach1 and
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BaselineApproach2 retrieve relevant questions using Stack Overflow search engine.
BaselineApproach3 and BaselineApproach4 retrieve relevant questions using Google
search engine. Our results indicate that Google search engine performs much better and
more robustly than Stack Overflow search engine.
The performance of our approach CLRQR is much better than the best baseline
approach BaselineApproach3.
We apply Wilcoxon signed-rank test (Wilcoxon 1945) to compare our approach CLRQR
with the best baseline approach BaselineApproach3. Table 13 shows that the improvement
of CLRQR over the BaselineApproach3 is statistically significant at the confidence level
of 95% score for all the evaluated metrics.
By addressing the challenges in keyword extraction, domain-specific translation and
query-question relevance ranking, our approach CLRQR performs much better than the
four baseline approaches for cross-language question retrieval.
RQ4: What is the impact of different weights assignments for different kinds of
essential information on the performance of question retrieval?
Motivation We divide the essential information of a Chinese question into four kinds:
(i) Chinese words in Title (CT), (ii) English words in Title (ET), (iii) Chinese Keywords
in Description (CKD), and (iv) English words in Description (ED), and different kinds of
query words are given different weights for calculating query-question relevance.
We are interested to investigate the impact of different weight settings on the question
retrieval performance.
Approach Our default weight setting for CT, ET, CKD, and ED is 3, 3, 1, and 1, respec-
tively. In this evaluation, we assign CT:ET:CKD:ED with five different weight settings
k:k:1:1 (for k=1 to 5) and compare the performance of different settings.
Result Table 14 presents the Precision@k, Recall@k, Top-k accuracies (k=1, 5 and 10),
MRR and MAP for the different weight settings. We notice that for most of the evaluation
metrics except Recall@1, Top-5 Accuracy and Top-10 Accuracy, the weight setting 3:3:1:1
outperforms the other four weight settings. The weight setting 4:4:1:1 achieves the second
best performance. We also apply Wilcoxon signed-rank test to compare our default weight
setting 3:3:1:1 with the second best weight setting 4:4:1:1. Table 15 shows that the improve-
ment of the weight setting 3:3:1:1 over the second best weight setting 4:4:1:1. Compared
with the weight setting 4:4:1:1, the improvement is statistically significant at the confidence
level of 95% confidence level only for Precision@5, Precision@10, Recall@5, Recall@10
and MAP. This indicates that different weight settings can impact the question retrieval
performance to certain extent, but often not significantly.
Table 13 P-values of CLRQR compared with the Best Baseline Approaches (i.e., Baseline Approach3)
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
p-value 2.39 × e−9 2.37 × e−16 2.20 × e−16 3.59 × e−6 7.73 × e−14 6.64 × e−14
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
p-value 2.39 × e−9 1.53 × e−7 6.69 × e−7 3.37 × e−16 3.49 × e−9
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Table 14 Precision@k, Recall@k, Top-k Accuracies (k=1, 5 and 10), MRR and MAP for the Default Weight
Setting 3:3:1:1 Compared with the other Four Weight Settings
Weights
CT :ET :CKD:ED
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
1:1:1:1 0.65 0.55 0.39 0.04 0.13 0.20
2:2:1:1 0.76 0.63 0.47 0.04 0.16 0.23
3:3:1:1
(CLRQR)
0.81 0.77 0.72 0.05 0.20 0.36
4:4:1:1 0.78 0.67 0.49 0.05 0.17 0.25
5:5:1:1 0.77 0.66 0.48 0.05 0.17 0.24
Weights
CT :ET :CKD:ED
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
1:1:1:1 0.65 0.85 0.87 0.73 0.10
2:2:1:1 0.76 0.90 0.92 0.81 0.13
3:3:1:1
(CLRQR)
0.81 0.92 0.93 0.86 0.28
4:4:1:1 0.78 0.92 0.93 0.84 0.13
5:5:1:1 0.77 0.91 0.93 0.83 0.13
The weight setting 1:1:1:1 means that words in question title and words in question
description are treated the same and given the same weight. Compared with the other four
weight settings where words in question title are given more weight, the performance of
the weight setting is much worse. Table 15 also shows that the improvement of the weight
setting 3:3:1:1 over the weight setting 1:1:1:1. Compared with the weight setting 1:1:1:1,
the improvement is statistically significant at the confidence level of 95% confidence level
for all evaluated metrics.
We also use Cohen’s d (d) which is an effect size used to indicate the standardized dif-
ference between two means (Cohen 1988). In our context, we use Cohen’s d (d) to compare
the best weight setting 3:3:1:1 to the weight setting 1:1:1:1. Table 16 describes the mean-
ing of different Cohen’s d (d) values and their corresponding effectiveness level (Cohen
1988). Table 17 presents the Cohen’s d (d) values in terms of all the metrics. Comparing
the best weight setting 3:3:1:1 with the weight setting 1:1:1:1, we observe that the Cohen’s
d (d) values of five metrics are greater than 0.50 and the other five metrics are greater than
Table 15 P-values of the Weight Setting 3:3:1:1 Compared with the Weight Setting 1:1:1:1 and 4:4:1:1
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
1:1:1:1
p-value
1.053 × e−4 1.193 × e−8 5.980 × e−13 5.439 × e−4 8.312 × e−9 2.45 × e−12
4:4:1:1
p-value
0.172 1.280 × e−5 1.340 × e−12 0.186 4.900 × e−5 9.560 × e−12
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
1:1:1:1
p-value
1.053 × e−4 9.828 × e−3 1.844 × e−2 5.046 × e−4 9.556 × e−12
4:4:1:1
p-value
0.172 1.000 1.000 0.0907 1.230 × e−10
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Table 16 Cohen’s d and the
effectiveness level Cohen’s d (|d|) Effectiveness level
|d|<0.20 Small
0.20 ≤ |d|<0.50 Medium
0.50 ≥ |d| Large
0.20. This indicates that the improvement of the best weight setting 3:3:1:1 over the weight
setting 1:1:1:1 is substantial. This result actually confirmed our observation that the ques-
tion title usually sums up the core issue of the question better than the question description.
Therefore, the weights of the words in the title should be set higher than that of the words
in the description.
Assigning a high weight to the words in title leads to a better result. The best performing
configuration is 3:3:1:1, and its results are significantly better than 1:1:1:1, while only being
significantly better than 4:4:1:1 for some of the metrics considered.
RQ5: What is the time efficiency of our CLRQR system?
Motivation The runtime efficiency of the proposed approach will affect its practical usage.
In our approach, the main time cost is to build domain-specific vocabulary and to retrieve
relevant questions on the fly. The time for building domain-specific vocabulary refers to the
time required to count the term frequency of each word in our dataset. Question retrieval
time refers to the time to extraction Chinese and English words from the input question,
translate Chinese keywords on-the-fly, compute keyword weights, formulate English query,
and finally retrieve relevant questions in question repository.
Approach The experimental environment is an Intel(R) Core(TM) i7 2.5 GHz laptop with
16GB RAM running OS X Version 10.11.1 (64-bit). To answer RQ4, we record the start
time and the end time of the program to build domain-specific vocabulary, and the start time
and the end time to retrieve questions for each query.
Result For building domain-specific vocabulary, it takes about 8 seconds to analyze 30,000
questions on average. For question retrieval time, on average our approach needs about
2 seconds to return relevant questions in the repository of 100,000 questions. Since, the
relevance calculation between a given query and each English question in the repository is
independent with one another, it is possible to reduce question retrieval time by distributed
computing.
Our approach is efficient. The domain-specific vocabulary building time can be com-
pleted in about 8 seconds. On average, question retrieval can return relevant questions in
Table 17 Cohen’s d of the Weight Setting 3:3:1:1 Compared with the Weight Setting 1:1:1:1
Precision@1 Precision@5 Precision@10 Recall@1 Recall@5 Recall@10
1:1:1:1
Cohen’s d
0.446 0.780 1.240 0.352 0.984 1.730
Top-1
Accuracy
Top-5
Accuracy
Top-10
Accuracy
MRR MAP
1:1:1:1
Cohen’s d
0.446 0.286 0.247 0.457 1.560
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Fig. 8 A Chinese Question on V2EX
the repository of 100,000 questions in about 2 seconds, which still have room for future
improvement.
6 Discussion
This section first discusses about the generality of our approach whether our approach
can be applied for some other domains. Then, we presents the qualitative analysis of
some representative examples in our experiments and discusses threats to validity of our
experiment.
6.1 Qualitative Analysis
Our qualitative analysis of representative examples aims to answer the following three
questions:
Q1: Why does CLRQR perform better than CLRQRWM? Why does CLRQRWM
perform better than CLRQRVSM?
Figure 8 presents a Chinese question from V2EX11 (a Chinese Q&A website for com-
puter programming). The meaning of this Chinese question is to ask for the advantage of
Play framework. The translation of the Chinese word in the question is “advantage”.
The most relevant English question from Stack Overflow returned by CLRQR is shown in
Fig. 9. The Stack Overflow question asks about the benefit from getter and setter in Play
framework. We observe that word embedding captures the semantic similarity between the
word “advantage” and “benefit” very well. As such, the cosine similarity between the word
embedding vectors of “advantage” and “benefit” is very high. In contrast, CLRQRWM and
CLRQRVSM cannot overcome the lexical gap between the query and the question.
For the reason why CLRQRWM performs better than CLRQRVSM , we use an example
to illustrate it. Assume the V ectorQuery equals to [0.2, 0.2, 0.2, 0.2] which means there are
four query words and they have 20% contribution for semantic expression respectively.
• Illustrative example: Assume V ectorQ1 equals to [0.15, 0.15, 0.15, 0.15] and
V ectorQ2 equals to [0.1, 0.1, 0.1, 0.1]. The cosine similarity between V ectorQuery
and V ectorQ1 is 1. The cosine similarity between V ectorQuery and V ectorQ2 is also
11A Chinese question on V2EX, available at https://www.v2ex.com/t/47663
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Fig. 9 An Relevant English Question on Stack Overflow question ID=7576550
1. Thus, CLRQRVSM considers that V ectorQ1 and V ectorQ2 have the same rel-
evance for V ectorQuery . Obviously, V ectorQ1 is more relevant with V ectorQuery ,
because each query word in V ectorQ1 has higher weight than the corresponding word
in V ectorQ2.
Cosine similarity only measures the direction similarity between the vectors. However,
in the above example, V ectorQ1 is closer to V ectorQuery in terms of Euclidean distance,
compared with V ectorQ2. As such, CLRQRWM which computes a variant of Euclidean
distance between the query and the question can better reflect the relevance between the
query and the question than CLRQRVSM . Our analysis suggests that cosine similarity is
not suitable for the question retrieval task, compared with other distance metrics.
Q2:Why does our domain specific translation method perform better than the basic
translation CLRQRBT ?
Among 80 Chinese questions, there are only four questions whose translation results are
the same by our domain-specific translation method and the general translation CLRQRBT .
Figure 10 presents a Chinese question from Segment Fault.12 This Chinese question asks
about how to handle stream closed exception. The basic translation result of Chinese word
is “abnormal” which is not the proper translation result in software engineer-
ing context. Our proposed approach CLRQRFilter can obtain the correct domain-specific
translation “exception” for the Chinese word. Our analysis confirms that it is usually
difficult to obtain the right translation result without considering domain-specific knowledge.
Q3: Why does our approach perform better than the four baseline approaches?
Figure 11 presents a Chinese question from V2EX.13 This Chinese question asks about
the route error of Play framework. Our approach extracts essential information from the
Chinese question and then translates Chinese keywords to simulate the English query that
users may enter as follows (sorted by their weights in descending order):
play, f ramework, route, error, api, spring
12A Chinese question on SegmentFault available at https://SegmentFault.com/q/1010000003408795
13A Chinese question on V2EX, available at https://www.v2ex.com/t/137913
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Fig. 10 A Chinese Question on SegmentFault
The 10 questions returned by our approach are all actually relevant. The result shows that the
extracted keywords well represent the core issue of the given question. We observe that our
approach can capture Chinese and English keywords well at the same time if the Chinese
question askers state their question clearly and sum up the core issue in the title. Moreover,
we find that the sentences in question description are often incomplete, and thus it does not
have much impact on our keyword extraction. On the other hand, if we translate the title
of this Chinese question into English by Youdao translation API and then retrieve relevant
questions in Stack Overflow by Google search engine, it returns only one relevant question.
Fig. 11 A Chinese Question on V2EX
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6.2 Threats to Validity
There are several threats that may potentially affect the validity of our study. Threats to
internal validity relate to errors in our experiments and implementation. We have double
checked our experiments and implementation. We have also manually checked the retrieved
questions in our dataset to ensure that they are really tagged with java. Still, there could be
errors that we have not noticed.
Threats to external validity relates to the generalizability of our results. We conducted
a user study to evaluate whether the retrieved relevant questions are actually relevant or
not. To reduce this threat, we invite 5 master students for the user study. All participants
have industrial experience in Java programming (ranging from 3–6 years) and pass the
national College-English-Test Level 4. In the future, we plan to reduce this threat further by
analyzing more Chinese questions and building larger English question repository.
7 Related Work
In this paper, we propose a new approach to retrieve cross-language relevant question in
software engineering(SE). Thus, we first describe cross-language studies and then give a
review on information retrieval in SE. In order to improve the results returned by an search
algorithm, we also propose a new query formulation strategy by building a weighted query
word list for a given technique question. Therefore, we also review some previous studies
on query formulation for software artifacts.
7.1 Cross-Language Studies in Software Engineering
Many studies have been carried out on cross-language issues in SE. Xia et al. propose a
cross-language bug localization algorithm named CrosLocator (Xia et al. 2014). CrosLo-
cator uses multiple translators to convert a non-English textual description of a bug report
into English - each bug report would then have multiple translated versions. For each trans-
lated version, CrosLocator applies a bug localization technique to rank source code files.
Finally, CrosLocator combines the multiple ranked lists of source code files. Hayes et al.
propose a translation-based method for traceability recovery (Hayes et al. 2011). They use
Google translator to translate Italian words into English and then recover the links. Chang
and Lee present a cross-language video Q&A system i.e., CLVQ, which could process the
English questions, and find answers in Chinese videos (Shepherd et al. 2005). Saggion et al.
focus on the resources that are made available for the research community (Saggion et al.
2002). They provide data and tools for evaluation of extractive, non-extractive, single and
multi-document summarization.
Our work also focuses on cross-language question retrieval between Chinese and English
and aims improve the accuracy of translation of domain-specific Chinese words based on
domain knowledge derived from Stack Overflow.
7.2 Cross-Language Information Retreival
The defining characteristic of Cross-language Information Retreival (CLIR) is that queries
and documents are expressed in different languages (Jones et al. 1999). Much research work
focuses on improving the translation performance between the two different languages.
CLIR techniques can be classified into different categories based on different translation
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approaches: (i) Dictionary-based techniques, (ii) Parallel corpora based techniques, (iii)
Comparable corpora based techniques and (iv) Machine translator based techniques (Thai 2007).
Among these four kinds of translation approaches, dictionary-based technique is the most
relevant to our work as we formulate a query as a scored word list. Dictionary-based tech-
niques utilize machine readable dictionaries (MRD), bilingual word lists, or other lexicon
resources to translate the query terms by replacing them with their target language equiv-
alents. Hull and Grefenstette compare the effectiveness of a monolingual IR system, and
CLIR systems that translate the queries using either an automatically constructed bilingual
MRD, or a manually constructed dictionary (Hull and Grefenstette 1996). The study shows
that the recognition and translation of multi-word expressions and phrases are crucial to suc-
cess in CLIR. Another observation is that lexicon ambiguity is a great cause for translation
errors. A word can often be translated into several meanings; not all were intended in the
query. A CLIR system will have either use all the translations or be able to choose among the
options and find the ones that best represent the original query. Kluck and Gey (Kluck and
Gey 2001b) point out that in many cases there exists a clear difference between the domain-
specific meaning and the common meaning of a word. This means that it can be difficult
to use the common translation result of a word for domain-specific information retrieval.
Thus, the drawback of dictionary-based techniques will be magnified in domain-specific
translation tasks. In the paper, we use popular translation tools (i.e., Youdao Translate and
Google Translate) as our “dictionary” to improve the translation results. Furthermore, we
extract domain knowledge by building a domain-specific vocabulary to overcome lexicon
ambiguity.
7.3 Information Retrieval in Software Engineering
Many studies have been reported on information retrieval in SE (e.g., Canfora and Cerulo
(2005), Lucia et al. (2007), Marcus et al. (2004), Poshyvanyk et al. (2007), Cˇubranic´ and
Murphy (2003), Xu et al. (2017a), Yang et al. (2016), Zhang et al. (2015, 2016, 2017).
Marcus et al. propose an information retrieval approach to concept Location in source code
(Marcus et al. 2004). Poshyvanyk et al. recast the problem of feature location in source
code as a decision-making problem in the presence of uncertainty. They point out that the
solution to feature location can be formulated as a combination of the opinions of different
experts (Poshyvanyk et al. 2007). Canfora and Cerulo outline an approach to in automated
bug assignment based on information retrieval in which they report recall levels of around
20% for Mozilla (Canfora and Cerulo 2005).
Cubranic and Murphy apply information retrieval as well as other matching techniques
to recover the implicit traceability among different kinds of artifacts of open source projects
(i.e., source file revisions, change or bug tracks, communication messages, and documents)
(Cˇubranic´ and Murphy 2003). They develop the Hipikat tool which can recommend some
software development artifacts to newcomers under current tasks.
Lucia et al. observe that the main drawback of existing software artifact management sys-
tems is the lack of automatic or semi-automatic traceability link generation and maintenance
(Lucia et al. 2007). Hence, they improve an artifact management system with a traceability
recovery tool based on Latent Semantic Indexing (LSI), an information retrieval technique.
Even more, they assess the strengths and limitations of LSI for traceability recovery and
devise the need for an incremental approach. Kluck and Gey describe the domain-specific
cross-language information retrieval (CLIR) task of CLEF, why and how it is important and
how it differs from general cross-language retrieval problem associated with the general
CLEF collections (Kluck and Gey 2001a).
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Our work mainly focuses on how to adapt information retrieval technology with the
heuristic for extracting information from different parts of a questions for better retrieving
and ranking relevant questions.
7.4 Query Formulation Strategies for Searching Software Artifacts
Query formulation is an essential part of successful information retrieval. Various
approaches have been proposed, which fall in two main categories: query reduction and
query expansion. There are many software engineering tasks that can be addressed by text
retrieval techniques, such as traceability link recovery, feature location, refactoring, code
reuse, etc. Haiduc et al. (2013a). A common issue with all tasks is that the quality of retrieval
results depend largely on the quality of the query. When a query is vague or of poor quality,
it has to be reformulated. Query reformulation can be a difficult task for someone who has
difficulties in writing a good query in the first place. Haiduc et al. develop an Eclipse plu-
gin which is able to automatically detect the quality of a text retrieval query and to propose
reformulations for it, when needed, in order to improve the results of TR-based code search
(Haiduc et al. 2013b). Marcus et al. use Latent Semantic Indexing in order to determine the
most similar terms to the query from the source code and include these similar terms in the
query (Marcus et al. 2004). Yang and Tan use the context in which query words are found in
the source code to extract synonyms, antonyms, abbreviations and related words for query
reformulation (Yang and Tan 2012). Hill et al. also use word context in order to extract
possible query expansion terms from the code (Hill et al. 2009). Shepherd et al. build a
code search tool that expands search queries with alternative words learned from verb-direct
object pairs (Shepherd et al. 2007).
We find that it is difficult for Chinese developers to formulate appropriate English queries
for search. Thus, we propose a query reformulation strategy to formulate an English query
for a given Chinese query. Considering different contribution of a word to express the core
issue a question, we assign different weights to each kind of words depending on their
location in the question and their languages. Thus, the problem we aim to tackle and our
query reformulation strategy are different from existing work.
8 Conclusion and Future Work
We propose a novel approach to retrieve relevant English questions for a given Chinese
question.
We mine domain-specific knowledge from Stack Overflow to improve the accuracy of
translation of domain-specific Chinese words. Considering the difference between ques-
tion title and description, we assign query words from title and descriptions with different
weights in query formulation and query retrieval. To overcome the lexical gap issue, we
propose to adopt neural language model (word embeddings). All the steps of our approach
are automated, and thus it can help developers save time in terms of query translation, query
formulation, and question retrieval. As a result, it can potentially help Chinese developers
improve their efficiency to solve the technical problems. Our experiments involve questions
of three programming languages, i.e., Java, Python and .NET. Our results demonstrate not
only the effectiveness of our approach but also the generality of our approach for questions
related to different programming technologies.
In our experiments, we see some retrieved questions are not very relevant to the query
due to the limitation of the question repository we build for experimentation. We will crawl
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more questions on Stack Overflow or some other Q&A sites. This will help improve the
relevance and usefulness of retrieved questions. Furthermore, we observe that most of the
questions in Stack Overflow contain code. In the current approach, we treat code as natural
language text. In the future, we can extract code segments of questions and process them in
a different way from regular English texts.
Another improvement is to expand our domain-specific stop words list and vocabulary
to improve the accuracy of domain-specific translation.
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