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We formulate a set of conditions under which dynamics of a time-dependent quantum Hamiltonian are in-
tegrable. The main requirement is the existence of a nonabelian gauge field with zero curvature in the space
of system parameters. Known solvable multistate Landau-Zener models satisfy these conditions. Our method
provides a strategy to incorporate time-dependence into various quantum integrable models, so that the resulting
non-stationary Schro¨dinger equation is exactly solvable. We also validate some prior conjectures, including the
solution of the driven generalized Tavis-Cummings model.
Quantum coherent dynamics controlled by strong time-
dependent fields can be realized and explored nowadays in
systems of considerable complexity [1–8]. Time-dependent
parameters play a critical role in NMR [9], quantum infor-
mation processing [10–20], molecular dynamics [21–23] and
cold atom experiments [24–26]. On the theory side, quan-
tum dynamics of time-dependent many-body Hamiltonians,
especially their exact analytical description, present consider-
able challenges. In contrast, exact solutions of significant rel-
evance to experiment inform our understanding of stationary
states, e.g., Bethe’s Ansatz solution of paradigmatic models
[27–29]. Nontrivial exact results have been also obtained for
quantum quenches, such as the Generalized Gibbs Ensemble
description of the dynamics of the spin-1/2 Heisenberg chain
[30] and quantum quench phase diagrams of BCS supercon-
ductors [31]. Such methods, unfortunately, do not apply to a
Hamiltonian with continuous time-dependence.
In this letter, we propose an approach for solving the non-
stationary Shro¨dinger equation exactly for a certain class of
time-dependent Hamiltonians. This approach allows us to
make parameters of a quantum integrable model, e.g., the BCS
and generalized Tavis-Cummings Hamiltonians, vary in time
in such a way that resulting dynamics are exactly solvable.
Here we focus primarily on the scattering problem, i.e. on
determining the time-evolution over a specific time interval.
Important examples of driven systems are matrix Hamil-
tonians linear in time, H(t) = A + Bt, where A and B are
time-independent HermitianN×N matrices. The problem of
finding the scattering matrix that relates the state of the sys-
tem at t = +∞ to that at t = −∞ is called then the multistate
Landau-Zener problem. The 2×2 problem was solved by Lan-
dau, Zener, Majorana and Stu¨ckelberg in 1932 [32–35]. For
N ≥ 3 the solution is known only for special choices of A
and B. Earliest examples include Demkov-Osherov [36, 37],
bow-tie [38], generalized bow-tie [39, 40], composite [41],
and infinite chain [42] models. In a more recent work [43],
it was shown that nontrivial solvable models belong to fami-
lies of mutually commuting Hamiltonians linear or quadratic
in t. It was therefore conjectured that quantum integrability
understood as the existence of nontrivial time-dependent com-
muting partners [44–47] is a necessary condition for the mul-
tistate Landau-Zener solvability. In a parallel development,
methods to solve and search for new models were discovered
[48–50] and since then the number of such models has grown
rapidly [51–54].
Our approach provides a unified framework to derive ex-
act solutions for all these models and supports the conjecture
made in [43]. Below, we first formulate our approach and then
discuss various many-body and matrix models that fit into it.
To illustrate our technique, we solve the scattering problem
for two nontrivial models – the generalized Tavis-Cummings
Hamiltonian with a linear drive and a new 4-state Hamiltonian
linear in t. We conclude with several general observations and
an outline of the idea of the solution for arbitrary t.
Consider a Hamiltonian Hˆ(t, ~x) that, in addition to time,
depends on M real parameters (x1, . . . , xM ) = ~x. For ex-
ample, in the multistate Landau-Zener problem these can be
certain matrix elements of A and B. The main idea is to em-
bed the non-stationary Shro¨dinger equation for Hˆ(t, ~x) into a
set of multi-time Shro¨dinger equations
i∂jΨ(x) = HˆjΨ(x), j = 0, 1, . . . ,M, (1)
where x = (t, ~x), ∂j ≡ ∂/∂xj , x0 = t, Hˆ0 ≡ Hˆ(t, ~x), and
Hamiltonians Hˆj are independent. In other words, the first
equation (j = 0) is the non-stationary Shro¨dinger equation,
while the rest are auxiliary Shro¨dinger equations that help us
solve it exactly. Taking the derivative of Eq. (1) with respect
to xk, we derive consistency conditions
∂jHˆk − ∂kHj − i[Hˆk, Hˆj ] = 0, k, j = 0, . . . ,M. (2)
These conditions are sufficient and necessary for system (1) to
possess a joint solution for any initial condition [55, 56]. We
may view them as a generalization of the notion of integrals
of motion for time-dependent quantum Hamiltonians.
A formal solution of Eq. (1) along a path in the space of real
parameters x that starts at a reference point x0 is an ordered
exponential
Ψ(x) = T exp
(
−i
∫
P
Hˆjdx
j
)
Ψ(x0), (3)
where we assume summation over repeated indices. Treating
Hamiltonians Hˆj as matrix components of a nonabelian gauge
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2field A(x), Aj = −iHˆj , we interpret Eq. (2) as the zero cur-
vature condition Fjk ≡ ∂jAk−∂kAj− [Aj ,Ak] = 0, so that
Ψ(x) in Eq. (3) is independent of the integration path P as
long as its endpoints are fixed. Similar zero curvature integra-
bility condition is also well known in soliton physics [57]. It
is precisely this freedom to choose a suitable path that enables
us to explicitly solve the scattering problem.
Further, consider a path Pτ parameterized by a variable τ
Pτ : xj(τ) = vjτ + xj0, j = 0, . . . ,M, (4)
where vj and xj0 are constants. The state vector Ψ(τ) =
Ψ(x(τ)) along this path satisfies
i
dΨ(τ)
dτ
= hˆ(τ)Ψ(τ), (5)
hˆ(τ) =
∑
j
vjHˆj(x(τ)). (6)
Solutions of Eq. (5) follow from those of Eq. (1). Therefore,
hˆ(τ) – an arbitrary linear combination of Hˆj – is also a solv-
able time-dependent model just like a linear combination of
integrals of motion of a time-independent model is also an
integral. Note however that the coefficients vj of this linear
combination dictate the time-dependence of hˆ(τ).
An important observation is that complex looking Eq. (1)
simplifies considerably when the matrix elements of the
Hamiltonians are real. Then, the real and imaginary parts of
Eq. (2) yield two separate conditions[
Hˆj , Hˆk
]
= 0, (7)
∂jHˆk − ∂kHˆj = 0, j, k = 0, 1, . . . ,M. (8)
These equations suggest a strategy for identifying solvable
time-dependent models. First, we note that Eq. (7) is to be
supplemented with a notion of a nontrivial commuting part-
ner that weeds out trivial partners (e.g., projectors onto the
eigenstates of Hˆ). One way is to restrict the parameter (time)
dependence of Hˆj to be linear or, more generally, polynomial
in t. This leads to a systematic classification and explicit con-
struction of commuting families of parameter-dependent ma-
trix Hamiltonians [43–46], which are interesting candidates
for our approach. More generally, any quantum integrable
model that contains two or more real parameters is a potential
candidate. Such models have an extensive number of integrals
of motion that satisfy Eq. (7). If no initial subset of integrals
satisfies Eq. (8), we attempt to redefine them by taking various
combinations and similarly redefine the parameters to make
Eq. (8) work for at least M = 1. Note that once we declare
one of the variables xj to be the physical time, commuting
partners Hˆj cease to be integrals of motion.
For example, take the generalized Tavis-Cummings model
HˆTC =
Ns∑
j=1
εj sˆ
z
j − ωaˆ†aˆ+ g
Ns∑
j=1
(aˆ†sˆ−j + aˆsˆ
†
j), (9)
where aˆ is the boson annihilation operator and sˆzj , sˆ
±
j are spin-
1/2 operators. Its commuting partners are [58]
Hˆj=(εj+ω)sˆ
z
j+g(aˆ
†sˆ−j +aˆsˆ
†
j)+2g
2
∑
k 6=j
sˆj · sˆk
εj − εk . (10)
FIG. 1. (color online) Paths in the space of parameters εj and time
used to evaluate transition probabilities for the driven generalized
Tavis-Cummings model (9), ω = t. On Pω , ω changes from −R to
+R, all εj are fixed. Since this model is a part of a commuting family
of Hˆj that satisfies the zero curvature condition, we can deform Pω
into a new path P∞ without modifying the scattering matrix.
Equations (7,8) hold with M = Ns, Hˆ0 = HˆTC, x =
(ω, ε1, . . . , εNs). Another example is the BCS Hamiltonian.
In terms of Anderson pseudospin-1/2 operators it reads
HˆBCS =
Ns∑
j=1
2εj sˆ
z
j −
1
2B
∑
j,k
sˆ+j sˆ
−
k , (11)
where (2B)−1 stands for the BCS coupling constant. Its com-
muting partners are Gaudin magnets [27, 59]
Hˆj = 2Bsˆ
z
j −
∑
k 6=j
sˆj · sˆk
εj − εk . (12)
Now Hˆ0 = HˆBCS and x0 = B. Thus, the generalized
Tavis-Cummings model with a linear sweep of the bosonic
frequency, ω = t, and the BCS Hamiltonian with coupling
∝ 1/t both fit into our construction. Similarly, using the com-
muting partners derived in [43], we verified that the Demkov-
Osherov, bow-tie, and generalized bow-tie, as well as Landau-
Zener-Coulomb models [60–63] fit into our construction.
A key point of this letter is that zero curvature condi-
tion (1) leads to an explicit exact solution of the scatter-
ing problem. Consider, e.g., the multistate Landau-Zener
model Hˆ(t, ~x) = Aˆ(~x) + tBˆ(~x) for which we need to de-
termine the matrix of transition probabilities P with elements
Pnn′ ≡ Pn′→n ≡ |Snn′ |2. Here S is the scattering matrix
between eigenstates at t = −∞ and t = +∞ at some fixed
values of the parameters, ~x = ~c [37]. As discussed above,
we are free to choose any path in the space x = (t, ~x) that
connects the points (−∞,~c) and (+∞,~c). It is convenient to
choose a path P∞, such that |x| is always large and the time-
evolution is adiabatic everywhere, except the neighborhood of
isolated points, where scattering takes place. The correspond-
ing scattering problem is typically simple thanks to large |x|,
e.g., it reduces to a 2 × 2 Landau-Zener problem in the two
nontrivial examples we consider below. In general, Eqs. (7,8)
enable one to construct a multidimensional version of WKB
with simple scattering matrices connecting adiabatic (WKB)
solutions in different adiabatic regions [64].
Our first example is the Tavis-Cummings model (9) with
linear drive, ω = t. Let ε1 > ε2 > · · · > εNs . We are inter-
ested in the evolution along the path Pω shown in Fig. 1. On
this path εj = const, while ω changes from −R to R. At the
3end we take the limit R → ∞. This scattering problem was
solved in [52] under the assumption that εj are well separated,
i.e. ε1  ε2  · · ·  εNs . It was further conjectured in [52]
that this is the general solution. We are now in the position to
prove this conjecture. To do so, consider the pathP∞ in Fig. 1
that has the same endpoints as Pω . On the first vertical leg of
P∞, εj evolve, keeping the ordering of εj , until the condition
ε1  ε2  · · ·  εNs is met. On the second vertical leg,
they evolve back to their initial values. Since |ω| is large and
εj are distinct, this evolution is purely adiabatic and does not
affect the transition probabilities. On the horizontal leg of P∞
the problem is precisely the one solved in [52]. This proves
the above conjecture.
In our second example, we take a previously solved 4 × 4
multistate Landau-Zener problem [50, 51] and derive from it
a new, more general Hamiltonian by the prescription outlined
below Eq. (6). We then proceed to determine the transition
probabilities for this new model. Let
H(t, e) =
 b1t+ e 0 g −γ0 −b1t+ e γ gg γ b2t 0
−γ g 0 −b2t
 , (13)
where b1, b2, e, g and γ are constants. To determine if this
Hamiltonian fits into our approach, we first search for a non-
trivial commuting partner H1 linear in t. This reduces to a set
of linear algebraic equations for parameters of H1 [46]. We
find three linearly independent commuting operators. Two of
them are trivial – the unit matrix and H itself. Therefore,
there is a single nontrivial commuting partner, which we de-
termine explicitly. When both H0 ≡ H and H1 are linear in
t , Eq. (7) implies that their time-dependent parts are diagonal
in the same basis. So, to satisfy (8), the parameter x1 must be
constructed from diagonal time-independent elements of H .
A natural candidate is x1 = e. Searching then for H1 that
satisfies (8) in the form of a linear combination of the three
commuting operators, we find
H1(t, e)=

t+ b1e
b21−b22 0
g
b1−b2
−γ
b1+b2
0 t− b1e
b21−b22
−γ
b1+b2
−g
b1−b2
g
b1−b2
−γ
b1+b2
− b2e
b21−b22 0−γ
b1+b2
−g
b1−b2 0
b2e
b21−b22
. (14)
Let the evolution path be
Pτ : t = τ, e = vτ + e0, (15)
with constant v and e0. The Hamiltonian (5) for Pτ is
h(τ)=
 β1τ + e1 0 g(1 + x) −γ(1 + y)0 β2τ + e2 γ(1− y) g(1− x)g(1 + x) γ(1− y) β3τ + e3 0
−γ(1 + y) g(1− x) 0 β4τ + e4
, (16)
x =
v
b1 − b2 , y =
v
b1 + b2
, β1,2 = 2v ± b1(1 + xy), β3,4 =
±b2(1− xy), e1,2 = e0(1± b1xy/v), e3,4 = ∓e0b2xy/v.
This is a new, previously unsolved model more general than
(13), e.g., all couplings (off-diagonal matrix elements) in (16)
are distinct. We proceed to solve it with our method.
FIG. 2. (color online) Paths in the space (t, e) for evaluating tran-
sition probabilities for the model (16). On Pτ , τ changes from −R
to +R; all other parameters are fixed. We deform Pτ into P∞ with-
out affecting the scattering matrix. Points eij and tij marked with
crosses indicate nonadiabatic Landau-Zener transitions between lev-
els i and j for (a) v < b1 − b2 and (b) b1 + b2 > v > b1 − b2.
Let b1 > b2 > 0 and v > 0. We are interested in the evo-
lution matrix for h(τ) along the path Pτ from τ = −R to
τ = R, see Fig. 2(a), in the limit R → ∞. Because H0(t, e)
and H1(t, e) satisfy the zero curvature condition, the evolu-
tion matrix is the same as that for the path P∞. The latter
has two pieces. In the vertical one, we set t = −R and vary
e from −vR + e0 to vR + e0. In the horizontal piece, we
fix e = vR + e0 and vary t from −R to R. According to
Eq. (3), only H1 contributes on the first piece and only H0
on the second. Along P∞, diagonal matrix elements of H0
and H1 (diabatic levels) are large compared to the couplings.
Therefore, the levels are well separated, except on disjoined
small segments of P∞ near points where a pair of the diag-
onal elements is degenerate. These segments connect adia-
batic parts of P∞ where the adiabatic approximation is exact
in the limit R → ∞. Let us write the state of the system
as Ψ(t, e) =
∑
k ak|k〉, where |k〉 are the eigenstates of the
diagonal parts of H0 and H1 (diabatic eigenstates). Diabatic
and adiabatic (instantaneous) eigenstates coincide in adiabatic
parts of P∞ when R → ∞. In the adiabatic approxima-
tion, absolute values of ak remain the same, while their phases
evolve with t and e.
In the vicinity of degeneracy points, two levels come close
and transitions between them become locally possible. The
other two levels, however, remain far remote and do not af-
fect these nonadiabatic transitions. Suppose v < b1 − b2.
For this case, we mark the points of diabatic level crossings
with crosses in Fig. 2(a). Along P∞, adiabatic approximation
brakes near four points that all have e = vR+ e0 and
t13/24 = ∓vR+ e0
b1 − b2 , t14/23 = ∓
vR+ e0
b1 + b2
.
The distances between these points are ∝ R, which means
that regions of pairwise nonadiabatic transitions along P∞ are
well apart. Consider, e.g., the evolution of the amplitudes a1
and a3 near t13 that is governed by H0. Writing t = t′ + t13
4and disregarding the other two levels, we find
i
da1
dt′
= b1t
′a1 + ga3, i
da3
dt′
= b2t
′a3 + ga1, (17)
which is a 2×2 Landau-Zener problem, whose scattering ma-
trix is known explicitly [32–35]. Since the other two levels
do not experience nonadiabatic transitions here, they produce
only diagonal unit entries in the scattering matrix for evolu-
tion through t13. The total evolution matrix S for the path
P∞ factorizes into an ordered product of such pairwise scat-
tering matrices Sab, where a, b label states experiencing nona-
diabatic transitions and diagonal matrices Uα,β describe adi-
abatic evolution between points α and β on this path, i.e.
S = UR,t24S24U t24,t23S23U t23,t14S14U t14,t13S13U t13,−R.
Trivial phases resulting from the adiabatic evolution drop out
from the matrix of transition probabilities and we obtain [64]
P v<b1−b2 =
 p1p2 0 p2q1 q20 p1p2 q2 p2q1p2q1 q2 p1p2 0
q2 p2q1 0 p1p2
 , (18)
p1 = e
−2pig2/(b1−b2), p2 = e−2piγ
2/(b1+b2), q1,2 = 1− p1,2.
This result does not depend on v, so it coincides with the so-
lution for the model (13) found in [50, 51].
The situation changes for b2 + b2 > v > b1 − b2. Now
the points of adiabaticity violation e24 and e13 lie on the first
leg of the path P∞ as shown in Fig. 2(b). Pairwise transitions
near these points are now governed by the Hamiltonian H1
and the transition probability matrix in this case is different
P v>b1−b2v<b1+b2 =
 p1p2 q1q2 p2q1 p1q2q1q2 p1p2 p1q2 p2q1p2q1 p1q2 p1p2 q1q2
p1q2 p2q1 q1q2 p1p2
 . (19)
For v > b1+ b2, all four points with Landau-Zener transitions
lie on the first leg of P∞ and
P v>b1+b2 =
 p1p2 0 q1 p1q20 p1p2 p1q2 q1q1 p1q2 p1p2 0
p1q2 q1 0 p1p2
 . (20)
We see that our approach not only reproduces the previously
known solution for the Hamiltonian (13), but also solves a
more complex model (16).
Thus, we have identified a symmetry – multi-time evolu-
tion with commuting Hamiltonians – that leads to the inte-
grability of unitary dynamics with time-dependent Hamilto-
nians. Our approach generates numerous new solvable multi-
state Landau-Zener models. As examples, we solved a four-
state model (16) and proved the previously conjectured so-
lution of a combinatorially complex driven Tavis-Cummings
model (9), which has important applications in physics of
molecular condensates [65, 66]. We believe, this symmetry
is behind most if not all nontrivial exactly solvable multistate
Landau-Zener and Landau-Zener-Coulomb models [60–63].
It explains why in such problems the scattering matrix fac-
torizes into a product of two-state scattering matrices [48] –
since Eq. (1) allows a choice of an integration path that by-
passes the region of complex nonadiabatic dynamics. It also
explains why basic known solvable models have commuting
partners with simple linear or quadratic dependence on t [43].
Indeed, pairs of such operators that also satisfy Eq. (8) lead to
relatively simple versions of the WKB approximation neces-
sary to determine scattering matrices. Further, Eq. (6) shows
how certain distortions of the parameters [49] give rise to en-
tire families of solvable models.
Finally, we note that when Hˆj are isotropic Gaudin mag-
nets [Eq. (12) at B = 0], the j = 1, . . . ,M subsystem
of Eq. (1) is the famous Knizhnik-Zamolodchikov equation
[67]. Its solutions have been obtained using off-shell Bethe’s
Ansatz [68]. This was generalized to B 6= 0 in [69] (see
also [70]) and exploited in [71] to obtain the dynamics of
an isotropic Gaudin magnet with time-dependent εi. We be-
lieve, solutions to Eq. (1), i.e. exact inexplicit solutions of
the non-stationary Shro¨dinger equation at arbitrary t, for all
time-dependent Hamiltonians discussed in this letter can be
obtained by further extending this technique.
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7SUPPLEMENTAL MATERIAL FOR “INTEGRABLE
TIME-DEPENDENT HAMILTONIANS”
A. Multidimensional WKB approximation
In the examples in the main text, we were able to obtain ex-
plicit transition probability matrices, because the energy levels
of Hamiltonians Hˆj(x) were for the most part well separated
at large |x|, making the adiabatic approximation exact when
|x| → ∞. In this section, we study this method generally,
starting from the zero curvature condition for real symmetric
Hamiltonians, i.e. from Eqs. (7,8) in the main text. We inter-
pret it as a multidimensional WKB method in the real space
RM+1. The elements of this space are x = (t, x1, . . . , xM ),
where x1, . . . , xM are the system parameters and t is the time
variable. In the ordinary WKB method, the eigenstates of a
1D or a multidimensional completely separable Hamiltonian
are proportional to eiS(q,t), where q are the generalized coor-
dinates and S(q, t) is the classical action. In our case, we cast
the x-dependence of the components of the wavefunction in
the adiabatic basis into the form eiS
a(x), where a = 1, . . . , N
is the index of the adiabatic level. The quantities Sa(x) are
single-valued functions thanks to the path-independence of
the time-ordered exponential
Ψ(x) = T exp
(
−i
∫
P
Hˆjdx
j
)
Ψ(x0), (21)
[see Eq. (3) in the main text] and they also turn out to be
real. We therefore interpret Sa(x) as the classical action cor-
responding to the a-th adiabatic level.
Eqs. (7,8) from the main text read
[Hˆj(x), Hˆk(x)] = 0, j, k = 0, 1, . . . ,M. (22)
∂jHˆk(x)− ∂kHˆj(x) = 0. (23)
Eq. (22) implies that there is a basis |ea(x)〉 (adiabatic basis),
where Hˆj(x) are simultaneously diagonal, i.e.
Hj(x)|ea(x)〉 = −paj (x)|ea(x)〉, (24)
Hj(x) = −
∑
a
paj (x)|ea(x)〉〈ea(x)|, (25)
where −paj (x) are the adiabatic levels. The substitution of
Eq. (25) into Eq. (23) yields a matrix equation, whose diago-
nal and off-diagonal parts are
∂jp
a
k(x)− ∂kpaj (x) = 0, (26)
λabj (x)Babk (x)− λabk (x)Babj (x) = 0, (27)
respectively. Here
λabj (x) = p
a
j (x)− pbj(x), (28)
Babj (x) = 〈ea(x)|∂jeb(x)〉, (29)
and Babj (x) are known as the non-adiabatic coupling terms.
Equation (26) implies pa(x) are gradients, whereas
Eq. (27) means that vectors Bab(x) and λab(x) are collinear,
FIG. 3. (color online) Adiabatic domains for the 4-state problem.
There are 8 domains separated by 4 solid lines e = (±b2± b1)t. We
determine these lines from the condition that a pair of diabatic energy
levels of H(t, e) in Eq. (34) is degenerate, Ei(t, e) = Ej(t, e). The
time evolution is adiabatic at large |x| = √t2 + e2 in each domain
away from its boundaries. WKB solutions in neighboring domains
are connected via 2×2 Landau-Zener scattering matrices. Here b1 =
1 and b2 = 0.5.
i.e.
paj (x) = ∂jSa(x), (30)
Babj (x) = κab(x)(paj (x)− pbj(x)). (31)
Equation (30) allows us to interpret pa as the classical mo-
mentum corresponding to the classical action Sa associated
with the a-th adiabatic surface (level). Quantities κab(x) have
the meaning of position-dependent non-adiabaticity parame-
ters, so that the evolution is purely adiabatic when κab(x) →
0 for all a 6= b. Indeed, substituting the wavefunction in the
form
|Ψ(x)〉 =
∑
a
Ψa(x)|ea(x)〉 (32)
into the multi-time Shro¨dinger equations [Eq. (1) in the main
text] and sending κab(x) to zero, we derive
Ψ(x) =
∑
a
ei(S
a(x)−Sa(x0))Ψa(x0)|ea(x)〉. (33)
A key consequence of Eqs. (22,23) is that the non-adiabaticity
parameters κab(x) are the same for all commuting Hamilto-
nians Hˆj(x). In other words, the time evolution at any given
point x0 is equally adiabatic for all paths P passing through
that point. The condition κab(x)  1 for all a 6= b, there-
fore, defines adiabatic domains in the space RM+1 of time
and system parameters. In these domains, Eq. (33) provides
an accurate WKB approximation to Eq. (21) becoming exact
in the limit κab(x)→ 0.
Let us explicate this picture for the 4-state model analyzed
in the main text. To determine κab(x) and the adiabatic
domains, we can use any of the Hamiltonians, H0(t, e) ≡
8H(t, e) or H1(t, e). Take
H(t, e) =
 b1t+ e 0 g −γ0 −b1t+ e γ gg γ b2t 0
−γ g 0 −b2t
 , (34)
When t and e are large, the off-diagonal part of H(t, e) is
typically negligible. Then, the adiabatic and diabatic en-
ergy levels and eigenstates coincide. To the leading order,
〈ea(x)|∂teb(x)〉 = 0, pa0(x)− pb0(x)→∞ and
κab(x) =
〈ea(x)|∂teb(x)〉
pa0(x)− pb0(x)
= 0, (35)
i.e. the dynamics are purely adiabatic.
Adiabaticity breaks down when two of the diabatic energies
E1 = b1t + e, E2 = −b1t + e, E3 = b2t and E4 = −b2t are
close. Consider, for example, levels E2 and E3. First order
perturbation theory in the off-diagonal part of H(t, e) yields
κ23(x) =
γ(b1 + b2)
(E3 − E2)3 =
γ(b1 + b2)
[(b1 + b2)t− e]3 . (36)
The breakdown occurs near the line e = (b1 + b2)t on which
E2(t, e) = E3(t, e). However, the nonadiabatic region where
κ23(x) ≥ 1 is confined inside a small angle of order 1/t,
whose bisector is the e = (b1+b2)t line. Altogether equations
E1(t, e) = E3(t, e), E1(t, e) = E4(t, e), E2(t, e) = E3(t, e)
and E2(t, e) = E4(t, e) define four lines e = (±b2 ± b1)t in
the coordinate space (t, e). They divide the (t, e) plane into
eight adiabatic domains shown in Fig 3. The remaining two
degeneracies E1(t, e) = E2(t, e) and E3(t, e) = E4(t, e) are
insignificant, because these levels are not directly coupled to
each other (matrix elements H12 and H34 are zero).
An important ingredient of the ordinary WKB method in
quantum mechanics is the matching conditions near the turn-
ing points. In our multidimensional case, the hypersurfaces,
where κab is large and the semiclassical approximation (33)
breaks down, play the role of the turning points. In the 4-state
example above these are the four lines where two of the dia-
batic levels are degenerate, see Fig 3. Similarly, in the driven
generalized Tavis-Cummings model in the main text, the adi-
abaticity is violated when two levels get close. In cases like
these, we obtain the matching (scattering) conditions by solv-
ing a 2×2 scattering problem for these two states, say a and
b. The rest of the levels continue to evolve adiabatically, since
they are well separated from levels a and b and from each
other. Then, there is the following linear relationship between
the semiclassical solutions (33) in neighboring domains α and
β separated by a hypersurface on which levels a and b are de-
generate:
Ψcα =
∑
d=a,b
ScdαβΨ
d
β , Sαβ = S¯αβ;ab ⊕ I¯ab, (37)
where c takes values a and b, S¯αβ;ab is a 2× 2 Landau-Zener
scattering matrix for states a and b evaluated near the degen-
eracy hypersurface, and I¯ab is a unit matrix acting on the re-
maining states.
We see that the zero curvature condition makes an explicit
solution of the scattering problem possible in two ways. First,
it allows us to choose a path P∞ connecting the initial and
final points that goes through a series of adiabatic domains at
large |x|. Second, in each such domain it facilitates a mul-
tidimensional WKB approach. Relatively simple scattering
matrices connect WKB solutions in neighboring domains. In
our examples, these were 2 × 2 Landau-Zener matrices, but
other solvable systems may have other matching conditions.
We thus obtain the desired scattering matrix for the evolution
from t = −∞ to t = +∞ by going sequentially from the
domain that contains t = −∞ to the one containing t = +∞
always keeping |x| large and using Eqs. (33) and (37) along
the way. For example, to determine the transition probabili-
ties for H(t, e) in Eq. (34), we need to go from domain #7 to
domain #3 in Fig 3.
B. Transition Probabilities for the 4-State Model: Direct
Calculation
In this section, we detail the calculation of transition prob-
abilities for the new 4-state model h(τ) [Eq. (16) in the main
text]. In particular, we show how the phases accumulated
during adiabatic evolution and Landau-Zener scattering in be-
tween adiabatic domains drop out from the final result.
Consider the case v < b1 − b2 and the path P∞ shown in
Fig. 2(a) of the main text. This path goes from domain #7 to
domain #3 in Fig 3. Its horizontal part crosses the four lines in
Fig 3 where the adiabaticity is violated at points t13, t14, t23
and t24 marked with crosses in Fig. 2(a). The vertical piece of
P∞ does not contain points with nonadiabatic transitions. The
evolution along this piece is adiabatic, described by Eq. (33),
and does not affect the final transition probabilities.
Therefore, it is sufficient to consider only the horizontal
part of P∞. Evolution along this fragment occurs with the
Hamiltonian (34), where e = vR + e0  e0, g, γ. We show
the adiabatic levels of this Hamiltonian in Fig. 4. Due to the
large value of e, anticrossings are well separated in energy
from the rest of the levels. The matrix of evolution along the
horizontal piece of P∞ is
S = U t=R,t24S24LZU
t24,t23S23LZU
t23,t14×
S14LZU
t14,t13S13LZU
t13,t=−R,
(38)
where 4 × 4 matrices Uγ,δ and SijLZ represent the adiabatic
evolution between the time moments γ and δ on the path P∞
and pairwise Landau-Zener transitions between states i and j,
respectively. The Landau-Zener amplitudes are known [see,
e.g., Refs. 32-35 in the main text]. We have
S13LZ =

√
p1 0 i
√
q1e
iφg 0
0 1 0 0
i
√
q1e
−iφg 0
√
p1 0
0 0 0 1
 ,
9FIG. 4. (color online) Energies of the Hamiltonian (34) as functions
of t (adiabatic levels). Numbers 1 through 4 indicate diabatic lev-
els. For each avoided crossings we display the corresponding pair-
wise coupling g or ±γ. Red and green arrows show the two tra-
jectories A and B that contribute to the amplitude of the transition
from diabatic level 1 to level 4. In the time interval between vertical
dashed lines these trajectories have different dynamical phases. Here
b1 = 1, b2 = .5, e = 5.0, g = 0.2, and γ = 0.3.
S24LZ =

1 0 0 0
0
√
p1 0 i
√
q1e
−iφg
0 0 1 0
0 i
√
q1e
iφg 0
√
p1
 ,
S14LZ =

√
p2 0 0 −i√q2eiφγ
0 1 0 0
0 0 1 0
−i√q2e−iφγ 0 0 √p2
 ,
S23LZ =

1 0 0 0
0
√
p2 i
√
q2e
−iφγ 0
0 i
√
q2e
iφγ
√
p2 0
0 0 0 1
 .
Here
p1 = e
−2pig2/(b1−b2), p2 = e−2piγ
2/(b1+b2), q1,2 = 1−p1,2,
and φg , φγ are transition phases associated with couplings g
and γ in Eq. (34), respectively. The sign in front of φg,γ de-
pends on which level has a higher slope at the crossing of the
corresponding diabatic levels. Amplitudes associated with the
couplings −γ in Eq. (34) acquire additional minus signs in
S14LZ.
Let us, for example, evaluate the level 1 to level 4 transition
amplitude S1→4, i.e. the matrix element S14 of Eq. (38). We
work in the diabatic basis. As mentioned in the previous sec-
tion, far away from avoided crossings diabatic and adiabatic
bases coincide, i.e. matrices Uγ,δ in Eq. (38) are diagonal.
It follows from Eq. (38) that there are two “trajectories” that
contribute to this amplitude – shown with green and red ar-
rows and marked as A and B in Fig. 4, i.e.
S1→4 = SA + SB . (39)
The adiabatic (dynamical) phases accumulated on these tra-
jectories are
φd = −
∫ R
−R
E(t) dt, (40)
which are the areas under the curves A and B in Fig. 4. In
order to make these phases well-defined, we use a conven-
tion that a trajectory jumps from one adiabatic level to an-
other as the result Landau-Zener tunneling at the moment of
the minimal separation between the levels. Due to the sym-
metry of the spectrum of the Hamiltonian (34) under the re-
flection t→ −t, areas under the curvesA andB are the same,
i.e. φAd = φ
B
d ≡ φd. This is true even though at intermedi-
ate times between vertical dashed lines in Fig. 4, the adiabatic
phases of trajectories A and B are different.
Thus, using also the above expressions for the scattering
matrices SijLZ, we get
SA = eiφd(i
√
q1e
iφg )(i
√
q2e
−iφγ )(i
√
q1e
−iφg ), (41)
SB = eiφd(
√
p1)(−i√q2e−iφγ )(√p1), (42)
S1→4 = SA + SB = −iei(φd−φγ)√q2, (43)
and the corresponding transition probability,
P1→4 = |S1→4|2 = q2. (44)
We see that both dynamic φd and Landau-Zener φg and φγ
phases drop out from the final answer for the transition proba-
bility. Note, however, that interference between the semiclas-
sical trajectories A and B does take place despite this cancel-
lation, |S1→4|2 6= |SA|2+ |SB|2. For example, interference is
responsible for the independence of the final probability (44)
from the coupling g, even though avoided crossings with this
coupling occur for both contributing trajectories.
Similarly, dynamical phases (40) as well as φγ and φg can-
cel out from all transition probabilities due to the reflection
symmetry in the spectra of H0 and H1. Therefore, as long as
we are interested in the transition probabilities only, we can
disregard the matrices Uα,β in (38) and set the Landau-Zener
phases φg,γ in the scattering matrices S
ij
LZ to zero. The calcu-
lation of S then reduces to finding a properly ordered product
of such truncated scattering matrices SijLZ.
