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STABILIZATION FOR MAPPING CLASS GROUPS OF
3-MANIFOLDS
ALLEN HATCHER AND NATHALIE WAHL
Abstract. We prove that the homology of the mapping class group of any 3-
manifold stabilizes under connected sum and boundary connected sum with an
arbitrary 3-manifold when both manifolds are compact and orientable. The
stabilization also holds for the quotient group by twists along spheres and
disks, and includes as particular cases homological stability for symmetric
automorphisms of free groups, automorphisms of certain free products, and
handlebody mapping class groups. Our methods also apply to manifolds of
other dimensions in the case of stabilization by punctures.
The main result of this paper is a homological stability theorem for mapping
class groups of 3-manifolds, where the stabilization is by connected sum with
an arbitrary 3-manifold. More precisely, we show that given any two compact,
connected, oriented 3-manifolds N and P with ∂N 6= ∅, the homology group
Hi(π0Diff(N#P# · · ·#P rel ∂N);Z) is independent of the number n of copies of
P in the connected sum, as long as n ≥ 2i+ 2, i.e. each homology group stabilizes
with P . We also prove an analogous result for boundary connected sum, and a
version for the quotient group of the mapping class group by twists along spheres
and disks, a group closely related to the automorphism group of the fundamental
group of the manifold.
Homological stability theorems were first found in the sixties for symmetric
groups by Nakaoka [36] and linear groups by Quillen, and now form the foundation
of modern algebraic K-theory (see for example [28, Part IV] and [42]). Stability
theorems for mapping class groups of surfaces were obtained in the eighties by Harer
and Ivanov [14, 25] and recently turned out to be a key ingredient to a solution
of the Mumford conjecture about the homology of the Riemann moduli space [30].
The other main examples of families of groups for which stability has been known
are braid groups [1] and automorphism groups of free groups [17, 18].
The present paper extends significantly the class of groups for which homological
stability is known to hold. It suggests that it is a widespread phenomenon among
families of groups containing enough ‘symmetries’. In addition to the already men-
tioned stability theorems for mapping class groups of 3-manifolds, corollaries of our
main result include stability for handlebody subgroups of surface mapping class
groups, symmetric automorphism groups of free groups, and automorphism groups
of free products ∗nG for many groups G. Using similar techniques we obtain sta-
bility results also for mapping class groups π0Diff(M−{n points} rel ∂M) for M
any m-dimensional manifold with boundary, m ≥ 2 (even the case m = 2 is new
here), as well as for the fundamental group π1Conf(M,n) of the configuration space
of n unordered points in M . Our paper thus also unifies previous known results
as we recover stability for braid groups (as π1Conf(D
2, n)), symmetric groups (as
π1Conf(D
3, n)) and automorphism groups of free groups (as Aut(∗nZ)).
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For mapping class groups of 3-manifolds, we show moreover that, when P =
S1 × S2, the group Hi(π0Diff(N#P# · · ·#P rel ∂N);Z) is independent of the
number of boundary spheres and tori coming from D3 and S1 × D2 summands
in N when there are at least 2i + 4 copies of P . This is to be compared to the
dimension 2 case, where the same result holds for P = S1 × S1 with respect to
D2 summands in N , i.e. the corresponding homology group is independent of the
number of boundary components fixed by the mapping class group when the genus
of the surface is large enough [14, 25]. This type of result does not hold for a general
3-manifold P , however, as we show by an example, although a version of it does
hold for boundary connected sum with P = S1 ×D2.
Following a standard strategy in geometric proofs of stability, we prove our
results by building highly connected simplicial complexes on which the groups act,
and deduce stability from the spectral sequence associated to the action. To be
able to consider many families of groups at once, we have axiomatized a large
part of the process, in particular the spectral sequence argument. The core of the
proof of such a stability theorem is showing that the complexes are indeed highly
connected. For this, we introduce a new combinatorial technique which shows that
certain complexes obtained from a Cohen-Macaulay complex by adding labeling
data on its vertices are highly connected.
Our paper is concerned with the groups of components of the diffeomorphism
groups of 3-manifolds. The diffeomorphism group of a 3-manifold does not in
general have contractible components, though contractibility holds for most prime
3-manifolds. For example, the diffeomorphism group Diff(Hg) of a handlebody of
genus g ≥ 2 has contractible components, and our result gives stability for the
homology of the classifying space BDiff(Hg) with respect to genus. A question left
open by the results in this paper is whether stability holds in general for the full
diffeomorphism group of a 3-manifold, not just the group of components.
The second author would like to thank Andre´ Henriques, Marc Lackenby and
Thomas Schick for stimulating conversations at the Oberwolfach Topology Meet-
ing 2006, after which the scope of this paper grew tremendously. The authors
would furthermore like to thank Karen Vogtmann for many helpful conversations.
The second author was partially supported by the NSF grant DMS-05044932, the
Mittag-Leffler Institute and the Danish Natural Science Research Council.
1. statement of results
Throughout the paper we use results about 2-spheres in 3-manifolds from our
earlier paper [21]. These results require that the 3-manifolds in question, as well as
their universal covers, contain no connected summands which are counterexamples
to the Poincare´ conjecture. As this conjecture has now been proved, we will make
no further mention of this underlying hypothesis. The more general geometrization
conjecture is also used, in a less essential way, in Section 2 (see Proposition 2.1).
Let M be a compact, connected, orientable 3-manifold with a boundary compo-
nent ∂0M , and let
Γ(M) = Γ(M,∂0M) = π0Diff(M rel ∂0M )
denote the mapping class group of M , the group of path-components of the space
of orientation-preserving diffeomorphisms of M that restrict to the identity on
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∂0M . Taking the induced automorphisms of π1M using a basepoint in ∂0M gives
a canonical homomorphism
Φ: Γ(M)→ Aut(π1M).
The following facts about Φ are explained in more detail in Section 2. The kernel of
Φ contains the subgroup generated by twists along embedded spheres and properly
embedded disks. This subgroup is normal, so we can form the quotient groupA(M),
with an induced homomorphism A(M) → Aut(π1M). This last map is injective
when ∂M − ∂0M has no sphere components, and in many interesting cases it is
also surjective.
Suppose that M is the connected sum NPn = N#P# ···#P of a manifold N
with n copies of a manifold P . We assume ∂N 6= ∅ and we choose a component
∂0N of ∂N . Let R be any compact subsurface of ∂N that contains ∂0N . We denote
by
ΓPn (N,R) = Γ(N
P
n , R) = π0Diff(N
P
n rel R )
the mapping class group of NPn fixing R, and by
APn (N,R, T ) = Γ
P
n (N,R)/K(T )
the quotient group by the subgroup K(T ) of ΓPn (N,R) generated by twists along
spheres and disks with boundary in a possibly empty compact subsurface T of ∂NPn
disjoint from R and invariant under ΓPn (N,R).
There is an inclusion NPn → N
P
n+1 obtained by gluing on a copy of the manifold
P 0 obtained from P by deleting the interior of a ball, where the gluing is done by
identifying a disk in the resulting boundary sphere ∂0P
0 = ∂P 0 − ∂P with a disk
in ∂0N . By extending diffeomorphisms of N
P
n to diffeomorphisms of N
P
n+1 via the
identity on the adjoined P 0 we obtain maps
ΓPn (N,R)→ Γ
P
n+1(N,R) and A
P
n (N,R, T )→ A
P
n+1(N,R, T )
where T is extended to NPn+1 by invariance under the Γ
P
n+1(N,R)-action.
Here is our main result:
Theorem 1.1. (i) For any compact, connected, oriented 3-manifolds N and P with
subsurfaces R and T of ∂NPn as above, the induced stabilization maps
Hi(Γ
P
n (N,R))→ Hi(Γ
P
n+1(N,R)) and Hi(A
P
n (N,R, T ))→ Hi(A
P
n+1(N,R, T ))
are isomorphisms when n ≥ 2i+ 2 and surjections when n = 2i+ 1.
(ii)When P = S1×S2 and n ≥ 2i+4, the groups Hi(Γ
P
n (N,R)) and Hi(A
P
n (N,R, T ))
are moreover independent of the number of D3 and S1×D2 summands of N whose
boundary spheres and tori are contained in R.
Here and throughout the paper we use untwisted Z coefficients for homology.
The case where P is a prime 3-manifold is of particular interest in examples. Note
that the theorem for P prime implies that the same result holds for P not prime.
In statement (ii) of the theorem the isomorphisms are induced by filling in bound-
ary spheres with balls and filling in boundary tori of S1×D2 summands with solid
tori to produce trivial S3 summands. The number of D3 or S1 × D2 summands
with boundary in R can be zero (and in this case R is specifically allowed to be
empty), but if this extreme case is avoided then the inequality n ≥ 2i + 4 can be
improved to n ≥ 2i+ 2.
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The special case P = S1×S2 and N = D3 recovers homological stability for
Aut(Fn) and Out(Fn), the automorphism and outer automorphism groups of free
groups, as proved in [17, 18, 19, 20]. The proof given here is somewhat simpler.
More generally, if N is the connected sum of s ≥ 1 balls and k ≥ 0 solid tori (and
possibly some extra summands), with R = ∂N and T = ∅, then APn (N,R, T ) is
the group denoted Asn,k in [21], and the theorem recovers the main stability results
of [21] with an improvement in the stable dimension range.
Another example can be obtained by taking P = S1×D2, N = D3, R = ∂N ,
and T = ∂NPn − ∂N . Then π1N
P
n is the free group Fn and A
P
n (N,R, T ) is the
symmetric automorphism group ΣAut(Fn), the subgroup of Aut(Fn) generated
by the automorphisms that conjugate one basis element by another, send a basis
element to its inverse, or permute basis elements. This group is also known as
the ‘circle-braid’ group, the fundamental group of the space of configurations of n
disjoint unknotted, unlinked circles in 3-space, studied in [8, 2, 27, 39, 6]. Thus we
have:
Corollary 1.2. The stabilization ΣAut(Fn) → ΣAut(Fn+1) induces an isomor-
phism on Hi for n ≥ 2i+ 2 and a surjection for n = 2i+ 1.
More generally, for a free product ∗iGi of a finite collection of groups Gi, the
symmetric automorphism group ΣAut(∗iGi) consists of the automorphisms that
take each Gi onto a conjugate of a Gj . When no Gi is Z or a free product, this
subgroup is all of Aut(∗iGi) (see for example [35]). Consider the case where ∗iGi =
∗nG is the free product of n copies of the same group G. Then for any subgroup
H of Aut(G) containing the inner automorphisms, we can look at the subgroup
ΣHAut(∗nG) of ΣAut(∗nG) consisting of automorphisms taking each factor G to
a conjugate of another G factor via the composition of an automorphism in H and
conjugation in ∗nG. The following result is then a corollary of the proof of our
main theorem rather than of the theorem itself:
Corollary 1.3. Let P be a prime compact orientable 3-manifold with G = π1(P )
not a free product, and let H ≥ Inn(G) be a subgroup of Aut(G). If all elements of
H are realized by orientation-preserving diffeomorphisms of P , then the stabilization
ΣHAut(∗nG)→ ΣHAut(∗n+1G) induces an isomorphism on Hi for n ≥ 2i+2 and
a surjection for n = 2i+ 1.
The group H can always be taken to be just the inner automorphism group of G.
When G = Z, the group ΣHAut(∗nG) is then the subgroup of ΣAut(Fn) consisting
of automorphisms taking each basis element to a conjugate of a basis element.
At the other extreme, there are many cases when we can take H = Aut(G), so
ΣHAut(∗nG) = Aut(∗nG) if G 6= Z. Some examples of groups G to which this
applies are:
(a) Z/2, Z/3, Z/4, Z/6, with P a lens space. (For a general lens space not all
automorphisms of π1 are realized by diffeomorphisms — see for example [33,
Table 3].)
(b) The fundamental group of a closed orientable surface of positive genus, with P
the product of this surface and an interval. (The full mapping class group of a
closed surface is the outer automorphism group of its fundamental group.)
(c) The fundamental group of a hyperbolic 3-manifold M of finite volume and no
orientation-reversing isometries. (Here every automorphism of π1M can be
realized by a diffeomorphism ofM , in fact by an isometry, by Mostow rigidity.)
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Based on these examples, we make the following conjecture:
Conjecture 1.4. For any group G, the map Aut(∗nG)→ Aut(∗n+1G) induces an
isomorphism on Hi for n ≥ 2i+ 2.
The main theorem can be specialized to the case P = D3 when connected sum
with P just adds a puncture to the manifold without changing the fundamental
group. The proof in this case is a lot simpler and yields a slightly better stable range.
It also generalizes to manifolds of any dimensionm ≥ 2 in the following way. LetM
be a connected m-dimensional manifold without any conditions on orientability or
compactness. Let ∂0M be a boundary component of M and let Λn = {p1, ··· , pn}
be a set of n distinct points in the interior of M . We denote by Γ(M,n,R) the
group of components of the space of diffeomorphisms of M which map Λn to itself
and fix a submanifold R of ∂M , with ∂0M ⊂ R. When m = 2, 3, 4, the group
Γ(M,n,R) is isomorphic to Γ(MD
m
n , R), where M
Dm
n denotes M#D
m# · · ·#Dm
as before. This follows from the fact that Diff(Sm−1) has the homotopy type of the
orthogonal group O(m) when m ≤ 4.
There is a map Γ(M,n,R)→ Γ(M,n+ 1, R) induced by gluing onto ∂0M a ball
Dm containing a point pn+1 in its interior, identifying a disk D
m−1 in ∂Dm with a
similar disk in ∂0M .
Proposition 1.5. For any connected manifold M of dimension m ≥ 2, the sta-
bilization map Γ(M,n,R) → Γ(M,n+ 1, R) induces an isomorphism on Hi when
n ≥ 2i+ 1, and a surjection when n = 2i.
When the manifold M has dimension 2, this result gives a stabilization for map-
ping class groups of surfaces different from the classical one considered by Harer
[14]. (A partial result in this direction can be found in [13].) Together with the
classical genus stability, it shows that mapping class groups of orientable surfaces
stabilize with respect to connected sum with any surface. This holds for nonori-
entable surfaces as well by [44]. These general stabilization results are the analogs
for surfaces of the main stabilization result in this paper for 3-manifolds.
Proposition 1.5 also holds if Γ(M,n,R) is replaced by π1Conf(M,n), the fun-
damental group of the configuration space of n unordered points in M . (This is
a subgroup of Γ(M,n,R) when π1Diff(M) = 0.) It gives a variant of the classical
stability for configuration spaces, namely stability for the homology of the space
Conf(M,n) [40, Append.].
When m ≥ 3, π1Conf(M,n) is isomorphic to π1(M) ≀Σn, the wreath product of
π1(M) with the symmetric group. Our techniques here apply to the general case
G ≀Σn for any group G and we obtain the following completely algebraic statement:
Proposition 1.6. For any group G, the inclusion map G ≀Σn → G ≀Σn+1 induces
an isomorphism on Hi when n ≥ 2i+ 1 and a surjection when n = 2i.
This seems to have been known for a long time and can be recovered from [3]
(see also [13]). In the case where G is the trivial group, i.e. for the symmetric
groups, Nakaoka [36] showed that the stabilization map is an isomorphism on Hi
for n ≥ 2i and is injective for all i and n. Granting the injectivity result, his stable
range thus agrees with ours.
When M = D2, Γ(D2, n, ∂D2) ∼= π1Conf(D
2, n) is the braid group Bn, and
Proposition 1.5 recovers the homological stability of the braid groups [1]. For an
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arbitrary S with ∂S 6= ∅, Conf(S, n) is a K(π, 1) and the stability for the surface
braid group BSn = π1Conf(S, n) recovers the dimension 2 case of [40], Proposi-
tion A.1 (see also [37]). The proof also extends easily to wreath products G ≀ BSn ,
formed using the natural map BSn → Σn.
Proposition 1.7. For any group G, the inclusion map G ≀BSn → G ≀B
S
n+1 induces
an isomorphism on Hi when n ≥ 2i+ 1 and a surjection when n = 2i.
Finally we consider stabilization with respect to boundary connected sum. The
operation of boundary connected sum for compact, connected orientable 3-manifolds
M1 and M2 consists of identifying a disk D1 ⊂ ∂M1 with a disk D2 ⊂ ∂M2, pro-
ducing a manifold M1 ♮M2. As with ordinary connected sum, M1 ♮M2 depends
on choosing orientations for M1 and M2, so we assume this has been done, but
M1 ♮M2 also depends on choosing a component ∂0Mi of ∂Mi to contain the disk
Di. Hence we consider now manifolds M with a chosen component ∂0M of ∂M ,
whether we indicate this in the notation or not. For simplicity we will also restrict
attention here to irreducible manifolds.
Let M = N ♮P ♮ ··· ♮ P be the boundary connected sum of a manifold N and n
copies of a manifold P . Let R be a nonempty union of disjoint disks in ∂0N . This
plays the role of a set of boundary circles in the stabilization theory for surfaces, or
of boundary spheres in the 3-manifold stabilization described earlier. We then have
a mapping class group ΓPn (N,R) consisting of isotopy classes of diffeomorphisms
of M fixed on R. There is a stabilization ΓPn (N,R) → Γ
P
n+1(N,R) obtained by
attaching another copy of P by identifying half of a disk in ∂0P with half of a disk
of a chosen component R0 of R.
Theorem 1.8. (i) For any compact, connected, oriented, irreducible 3-manifolds
N and P with chosen boundary components ∂0N and ∂0P , the stabilization map
Hi(Γ
P
n (N,R))→ Hi(Γ
P
n+1(N,R)) induced by boundary connected sum with P is an
isomorphism when n ≥ 2i+ 2 and a surjection when n = 2i+ 1.
(ii) When P = S1 ×D2 the group Hi(Γ
P
n (N,R)) is independent of the number of
disks in R if n ≥ 2i+ 2, and the map ΓPn (N,R)→ Γ
P
n (N) forgetting R induces an
isomorphism on Hi when n ≥ 2i+ 4.
Every compact connected oriented irreducible manifold M has a decomposition
as a sum P1 ♮ ··· ♮ Pn where each Pi is prime with respect to the sum operation,
and such a decomposition is unique up to order and insertion or deletion of trivial
summands D3. This result, which is less standard than the corresponding result
for ordinary connected sum, is a direct corollary of the existence and uniqueness
of compression bodies in irreducible manifolds [5, Thm. 2.1]. As with the usual
connected sum, the theorem for P prime with respect to ♮ -sum implies the result
for P not prime.
For N = D3 and P = S1×D2, the group ΓPg (N) is the mapping class group
Γ(Hg) of a handlebody Hg of genus g. This is a subgroup of the mapping class
group of ∂Hg.
Corollary 1.9. The homology group Hi(Γ(Hg)) is independent of g when g ≥ 2i+4.
Organization of the paper : Section 2 gives the information we will need about
mapping class groups of reducible 3-manifolds, including information on the map
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Γ(M) → Aut(π1(M)) and the fact that stabilization M → M#P induces an in-
jection on mapping class groups. The proof of the main theorem, Theorem 1.1, is
spread over Sections 3 to 6. Section 3 studies a class of simplicial complexes that
we call join complexes and gives our main technical result, Theorem 3.6. Section 4
defines simplicial complexes on which mapping class groups of 3-manifolds act and
proves high connectivity of these complexes using the results of the previous section.
Section 5 gives the axiomatization of the spectral sequence arguments and applies
this, along with connectivity results from the previous section, to prove part (i)
of Theorem 1.1. Corollaries 1.2 and 1.3 follow using Section 2. Section 6 proves
part (ii) of Theorem 1.1. Section 7 considers manifolds of any dimension m ≥ 2 and
proves Propositions 1.5, 1.6 and 1.7. Finally Section 8 is concerned with boundary
connected sums and proves Theorem 1.8.
2. mapping class groups of nonprime 3-manifolds
For a compact connected orientable 3-manifold M with a basepoint x in the
interior of M , let Γ(M,x) denote the group of path components of the group
Diff+(M,x) of orientation-preserving diffeomorphisms of M that fix x. There is
then a homomorphism Φ: Γ(M,x) → Aut(π1(M,x)). When M is prime there has
been much work done on determining the extent to which Φ is an isomorphism. We
begin this section by describing what is known about Φ, or easily deducible from
known results, for a general nonprime M . The end of the section is concerned with
injectivity of the stabilization map Γ(M,R)→ Γ(M#P,R).
There are four obvious types of diffeomorphisms that give elements of the kernel
of the homomorphism Φ: Γ(M,x)→ Aut(π1(M,x)):
(1) Twists along spheres, supported in a product S2×I ⊂ M , rotating the slices
S2×{t} according to a loop generating π1SO(3) = Z/2.
(2) Twists along properly embedded disks, supported in a product D2×I ⊂ M ,
rotating the slices D2×{t} according to a loop generating π1SO(2) = Z.
(3) Permuting two boundary spheres of M by a diffeomorphism supported in a
neighborhood of the union of the two spheres and an arc joining them.
(4) Sliding a boundary sphere of M around a loop in M with its endpoints on the
sphere. This gives a diffeomorphism supported in a neighborhood of the union
of the loop and the sphere.
The following proposition sums up various results spread in the literature over the
last 40 years.
Proposition 2.1. The kernel of Φ:Γ(M,x)→ Aut(π1(M)) is generated by diffeo-
morphisms of the types (1)-(4). In particular, Φ is injective for irreducible manifolds
with (possibly empty) incompressible boundary.
In our applications, we actually consider the map Φ′ : Γ(M,B)→ Aut(π1(M,x))
with domain the mapping class group of M fixing a ball B around x. The result
for Φ is easily seen to imply the corresponding result for Φ′ using the short exact
sequence K → Γ(M,B)→ Γ(M,x), where the kernel is generated by the (possibly
trivial) twist along ∂B.
Proof. Consider first the case that M is irreducible. For Haken manifolds that are
closed or have incompressible boundary this is a classical result of Waldhausen [43,
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Thm. 7.1]. The case of irreducible manifolds with nonempty compressible bound-
ary was shown in [34, Thm. 6.2.1]. For closed (non-Haken) hyperbolic manifolds, it
is a corollary of the main theorems of [9, 11] as such manifolds are K(π, 1)’s. Ac-
cording to the geometrization conjecture, this leaves only closed non-Haken Seifert
manifolds. Those with infinite fundamental group are K(π, 1)’s, and the injectivity
of Φ follows from [4, Thm. 3]. Those with finite fundamental group are spherical
manifolds and injectivity of Φ is shown in the proof of [33, Thm. 3.1].
For reducible manifolds, the result follows now from [31, Thm. 1.5]. An alterna-
tive proof is given in Section 9. 
There are a few simple but useful observations that can be made about twists
along spheres and disks.
(I) If D3n is a 3-ball D
3 with n disjoint sub-balls removed, then for any embedding
D3n ⊂ M the composition of the n+ 1 twists along the boundary spheres of D
3
n is
isotopic to the identity. To construct an isotopy from the identity to this compo-
sition of twists, align the sub-balls along an axis in D3 as in Fig. 2.1(a) and then
rotate each point x in the region between the inner and outer boundary spheres of
D3n by an angle tθ(x) about the axis, where t ∈ I is the isotopy parameter and θ(x)
goes from 0 to 2π as x varies across an ǫ-neighborhood of the boundary spheres,
with θ(x) = 0 on the spheres and θ(x) = 2π outside the neighborhood. From this
observation it follows that if S1, ··· , Sk is any maximal sphere system in M then
every twist along a sphere in M is isotopic to a composition of twists along a subset
of the Si’s, as a twist around a sphere S that intersects S1, ··· , Sk is equal to the
product of twists around spheres obtained by surgering S along the intersections.
In particular the subgroup of Γ(M,x) generated by twists along spheres is finitely
generated, a product of Z/2’s. We will say more about the number of Z/2 factors
at the end of this section.
(II) In a similar fashion, if a disk D0 is surgered to produce a disk D1 and a
sphere S then a twist along D0 is isotopic to the composition of twists along D1
and S (see Fig. 2.1(b)). Hence any composition of twists along disks is isotopic to
a composition of twists along disks that are disjoint from a given maximal sphere
system and twists along spheres in the maximal system.
Figure 2.1: Twists along spheres and disks
We turn now to the image of Φ. If M is the connected sum of prime manifolds
Pi then π1M is the free product of the groups π1Pi, so we will be concerned with
the automorphism group of a free product. For a free product G = G1 ∗ ··· ∗ Gn
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where no Gi can be decomposed further as a free product, Aut(G) is generated by
the following types of automorphisms (see for example [12]):
(1) Automorphisms of the individual factors Gi.
(2) Permutations of isomorphic factors.
(3) Partial conjugations, in which one factor Gi is conjugated by an arbitrary
element xj ∈ Gj for some j and the other factors Gk, k 6= i, are fixed. In
particular, inner automorphisms of G can be realized by compositions of such
partial conjugations.
(4) In case some Gi is infinite cyclic with generator gi there is an automorphism
which sends gi to gigj or gjgi for gj an arbitrary element of Gj , j 6= i, and
which fixes all other factors Gk, k 6= i.
The first three types of automorphisms generate the symmetric automorphism
group ΣAut(G). This can also be described as the subgroup of Aut(G) consist-
ing of automorphisms that take each Gi to a conjugate of a Gj . If no Gi is Z then
ΣAut(G) = Aut(G).
If the prime factors Pi of M have incompressible boundary, then their fun-
damental groups π1Pi are not decomposable as free products, by the version of
Kneser’s theorem for manifolds with boundary (see for example [23, Thm. 7.1]).
Conversely, if Pi has compressible boundary then either π1Pi splits as a free prod-
uct or Pi = S
1×D2.
Proposition 2.2. The map Φ: Γ(M,x) → Aut(π1(M,x)) is surjective provided
that this is true for each prime factor Pi of M and provided also that the following
two conditions are satisfied :
(i) Each Pi which is not closed has incompressible boundary.
(ii) All factors Pi whose fundamental groups are isomorphic are diffeomorphic via
orientation-preserving diffeomorphisms.
Concerning condition (ii), most closed orientable prime 3-manifolds are deter-
mined up to diffeomorphism by their fundamental group, the only exceptions being
lens spaces. If nonempty boundaries are allowed there are many more examples,
such as products of a circle with surfaces of the same Euler characteristic. If orienta-
tions are taken into account the situation is more subtle. There are many orientable
prime 3-manifolds, both with and without boundary, which have no orientation-
reversing diffeomorphisms. If M contains copies of these with both orientations,
then there will not exist orientation-preserving diffeomorphisms of M that per-
mute all the prime factors with the same fundamental group, even though there are
automorphisms of π1(M) that permute the corresponding factors.
Proof. We can build M as the connected sum of its prime summands P1, ··· , Pn in
the following way. Remove the interiors of n disjoint balls from a sphere to produce
a manifold S3n with boundary spheres S
2
i , and remove the interior of a ball from Pi
to produce a manifold P 0i with a new boundary sphere ∂0P
0
i . Then glue each P
0
i
to S3n by identifying ∂0P
0
i with S
2
i . We may assume the basepoint x lies in S
3
n.
Automorphisms of types (1) and (2) are realized by elements of Γ(M,x) by
hypothesis. Type (3) automorphisms can be realized by dragging P 0i around a loop
in P 0j ∪ S
3
n, producing a diffeomorphism supported in a neighborhood of the union
of this loop and S2i . Type (4) automorphisms arise when π1Pi = Z, which means
that Pi = S
1×S2 as it cannot be S1×D2 by assumption. To realize a type (4)
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automorphism in that case, observe that the connected sum with S1×S2 obtained
by attaching P 0i to S
3
n can be achieved instead by replacing S
3
n by S
3
n+1 so that
the boundary sphere S2i is replaced by two boundary spheres which are identified
to produce the connected sum with S1×S2. Then the automorphism in (4) can be
obtained by dragging one of these two spheres around a loop in P 0j ∪ S
3
n+1. 
When Pi = S
1×D2, a type (4) automorphism cannot be realized by a diffeo-
morphism. To see why, note first that the generator gi of π1(Pi) can be realized
by a loop consisting of a circle in the torus ∂Pi joined to the basepoint in S
3
n by
an arc. A diffeomorphism of M must take ∂Pi to a torus ∂Pj for a summand
Pj = S
1×D2, so the diffeomorphism must take the loop representing gi to a similar
loop representing a conjugate of gj or g
−1
j .
When all the summands Pi of M are S
1×D2, the image of Φ is contained in
ΣAut(Fn) by the argument in the preceding paragraph, and in fact the image of Φ
is all of ΣAut(Fn) since the nontrivial automorphism of π1Pi = Z can be realized
by an orientation-preserving diffeomorphism of S1×D2.
Injectivity of Stabilization.
In the preceding section we defined stabilization maps ΓPn (N,R)→ Γ
P
n+1(N,R)
and APn (N,R, T )→ A
P
n+1(N,R, T ), and we will need to know that these are injec-
tive.
More generally, let M and P be compact orientable 3-manifolds with P prime,
and let ∂0M be a component of ∂M . We stabilize via an inclusion M → M#P
obtained by gluing P 0 to M by identifying a disk in ∂0P
0 with a disk in ∂0M . Let
R be any compact subsurface of ∂(M#P ) containing the component ∂0(M#P )
corresponding to ∂0M , and let T be any compact subsurface of ∂(M#P ) − R.
We also use R and T to denote the restrictions of these surfaces to ∂M , where
∂0M ⊂ R in this case. Then we have stabilization maps Γ(M,R) → Γ(M#P,R)
and A(M,R, T )→ A(M#P,R, T ).
Proposition 2.3. The stabilization map Γ(M,R)→ Γ(M#P,R) is injective, and
the same is true for the quotient stabilization A(M,R, T )→ A(M#P,R, T ).
As shown in Proposition 2.1, A(M,R, T ) can often be identified with a sub-
group of Aut(π1M) (and similarly for M#P ). In this case, it is easy to see that
the stabilization A(M,R, T ) → A(M#P,R, T ) is injective since the stabilization
Aut(π1M)→ Aut(π1M ∗π1P ) is obviously injective. Some instances of this are the
groups in Corollaries 1.2 and 1.3, as well as Aut(Fn). Injectivity for the stabiliza-
tions Asn,k → A
s
n+1,k and A
s
n,k → A
s
n,k+1 for s ≥ 1 can also be deduced algebraically
from injectivity on Aut(π1).
Proof. We first prove the proposition in the case that ∂0M is a sphere. This corre-
sponds to a D3 summand of M . If the other prime summands are P1, ··· , Pn then
we can construct M from D3n, a ball with the interiors of n disjoint balls in its
interior removed, by attaching the punctured prime manifolds P 01 , ··· , P
0
n to D
3
n by
identifying their boundary spheres ∂0P
0
i with the corresponding interior boundary
spheres S2i of D
3
n.
Represent an element of the kernel of Γ(M,R) → Γ(M#P,R) by a diffeomor-
phism f of M fixed on R. The spheres S2i = ∂0P
0
i are then isotopic in M#P to
their images f(S2i ). Since M is a retract of M#P , these isotopies in M#P can
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be replaced by homotopies in M . Then by Laudenbach’s homotopy-implies-isotopy
theorem [29, Thm. III.1.3] there is an isotopy of ∪if(S
2
i ) to ∪iS
2
i in M . After ex-
tending this isotopy to an isotopy of f we may assume that f(S2i ) = S
2
i for each i,
and hence also f(P 0i ) = P
0
i . After a further isotopy we can arrange that f is the
identity on D3n since any orientation-preserving diffeomorphism of D
3
n that is fixed
on the outer boundary sphere and takes each of the other boundary spheres S2i to it-
self is isotopic, through such diffeomorphisms, to the identity. Thus we have shown
that the kernel of the stabilization map Γ(M,R)→ Γ(M#P,R) is in the image of
the natural map Ψ:
∏
i Γ(P
0
i , R
0
i )→ Γ(M,R), where R
0
i = (R ∩ P
0
i ) ∪ ∂0P
0
i .
Now we come to the key step in the proof, the fact that Ψ is injective. When
R = ∂M this is an immediate consequence of the main theorem in [24]. To deduce
injectivity of Ψ for general R from the special case that R = ∂M , consider the
fibrations obtained by restricting diffeomorphisms to the boundary:
∏
iDiff(P
0
i , ∂P
0
i )
//

∏
iDiff(P
0
i , R
0
i )
//

∏
iDiff(∂P
0
i , R
0
i )

Diff(M,∂M) // Diff(M,R) // Diff(∂M,R)
The vertical map on the right is an inclusion onto a union of components, the
components that take ∂P 0i to itself for each i. Hence this vertical map induces
an injection on π0 and an isomorphism on π1 in the following diagram of exact
sequences of homotopy groups:
∏
i π1Diff(∂P
0
i , R
0
i )
//

∏
i Γ(P
0
i , ∂P
0
i )
//
Ψ

∏
i Γ(P
0
i , R
0
i )
//
Ψ

∏
i Γ(∂P
0
i , R
0
i )

π1Diff(∂M,R) // Γ(M,∂M) // Γ(M,R) // Γ(∂M,R)
By exactness, injectivity of the first Ψ then implies injectivity of the second Ψ.
In the rest of the proof all diffeomorphisms and isotopies will be understood to
fix R, whether we mention this explicitly or not.
Injectivity of Ψ can be restated as saying that if two diffeomorphisms of M
that are the identity on D3n ∪R are isotopic fixing R, then they are isotopic fixing
D3n ∪ R. The corresponding statement for M#P also holds. We apply this to
the stabilization f#idP of the earlier diffeomorphism f of M : From above, we
have that f#idP fixes D
3
n+1 and is isotopic to the identity. Hence it is isotopic
to the identity fixing D3n+1. Restricting this isotopy to the summands P
0
i of M
shows that f is also isotopic to the identity (fixing D3n), which proves injectivity of
Γ(M,R)→ Γ(M#P,R) in the special case ∂0M = S
2.
The injectivity of A(M,R, T ) → A(M#P,R, T ) is equivalent to the statement
that if a diffeomorphism f of M stabilizes to a diffeomorphism of M#P that is
isotopic to a product of twists, then f itself is isotopic to a product of twists.
Recall from the beginning of the section that twists act trivially on isotopy classes
of embedded spheres, so that f(S2i ) is again isotopic to S
2
i for each i. Hence, by
the same argument as before, we can again assume f fixes D3n. Then we can use
injectivity of Ψ just as before: If the stabilization of f is isotopic to a product of
twists inM#P , then these twists can be chosen to be supported in the complement
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of D3n+1 and the isotopy can be taken to be the identity on D
3
n+1. By restriction to
the summands P 0i of M , this implies that f itself is isotopic to a product of twists.
Next we treat the case that ∂0M is not a sphere but there is some other compo-
nent ∂1M of ∂M that is a sphere, with ∂1M ⊂ R. As before, we can start with a
diffeomorphism f of M that is the identity on D3n, where ∂1M is the outer bound-
ary sphere of D3n. We want to arrange that f#idP is also the identity on D
3
n+1.
We index the summands Pi so that ∂0M is a component of ∂Pn. Choose an arc a
in P 0n from a point in ∂0P
0
n = S
2
n to a point in the interior of the disk in ∂0M where
P 0 attaches (see Fig. 2.2). Since f fixes the spheres S2i and induces the identity
on π1M , the arcs a and f(a) are homotopic in P
0
n , fixing their endpoints. These
arcs have one endpoint on a boundary sphere of P 0n , the sphere ∂0P
0
n , so it follows
from the ‘lightbulb trick’, which is explained after the conclusion of the proof, that
a and f(a) are in fact isotopic in P 0n , fixing their endpoints. Extending this isotopy
to P 0n , we may thus assume that f is the identity on a.
Figure 2.2: Stabilization
It is possible that f might twist the normal bundle to a. This would happen
for example if f was a twist along ∂0P
0
n with a as the axis of the twist. Call this
twist g. After composing f with some power of g we can isotope this composition
to be the identity in a tubular neighborhood V of a in P 0n , as well as on D
3
n. Since g
has order 2 in the mapping class group, this means that we can assume that either
f or fg is the identity in V . Call these two cases (i) and (ii). We can choose V to
include the disk where P 0 attaches to ∂0M , so V is the part of P
0
n shown in the
figure.
We enlarge D3n to a copy of D
3
n+1 in M#P by adding a smaller tubular neigh-
borhood of a in V together with a tubular neighborhood of a disk in P 0 parallel
to the disk ∂0P
0 − ∂0M as shown in the second half of the figure. One comple-
mentary component of D3n+1 in M#P is then a smaller copy Q
0 of P 0 and another
complementary component is a new copy Q0n of P
0
n . In case (i) f is the identity on
D3n+1 and the argument in the earlier situation that ∂0M = S
2 applies to finish the
proof. For case (ii), as f#idP is isotopic to the identity, it follows by composition
with g that fg#idP is isotopic to g#idP . The diffeomorphism g#idP is not itself
the identity on D3n+1, but it is isotopic to a diffeomorphism h which fixes D
3
n+1.
Indeed, g is defined as a twist along the sphere ∂0P
0
n inM , which after stabilization
is isotopic to the product h of the twists along ∂0Q
0 and along ∂0Q
0
n, using the
thrice-punctured S3 formed by the union of D3n+1 − D
3
n with a neighborhood of
∂0P
0
n . By injectivity of Ψ, fg#idP is thus isotopic, fixing D
3
n+1, to h. This isotopy
from fg#idP to h, restricted to Q
0
n, is conjugate, via a diffeomorphism P
0
n ≈ Q
0
n
that is the identity outside V , to an isotopy from fg to g on P 0n fixing ∂0P
0
n . Hence
f is isotopic to the identity on P 0n fixing ∂0P
0
n . On the other P
0
i ’s the isotopy from
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fg#idP to h gives an isotopy from f to the identity, so altogether f is isotopic to
the identity on M .
This finishes the proof for Γ(M,R) → Γ(M#P,R) when R contains a sphere
component. The injectivity of the stabilization A(M,R, T ) → A(M#P,R, T ) fol-
lows in the same way as in the case where ∂0M was a sphere since if twists along
spheres are factored out there is no difference between cases (i) and (ii).
There remains the case that no component of R is a sphere. Let f be a diffeomor-
phism ofM that is isotopic to the identity or a product of twists after stabilization.
Both f and the isotopy are fixed on R, so we may assume they are fixed on a
neighborhood of R. Choose a ball B in this neighborhood, away from where P 0 is
attached to M . Deleting the interior of B fromM gives a submanifold M ′ ⊂M on
which f is a diffeomorphism whose stabilization toM ′#P is isotopic to the identity
or a product of twists, fixing the new boundary sphere ∂B. Having this boundary
sphere, we can deduce from the previous case that the restriction of f to M ′ is
isotopic, fixing R and ∂B, to the identity or a product of twists. Filling B back in,
it follows that f itself is isotopic to the identity or a product of twists. 
The Lightbulb Trick. This is a classical technique for avoiding issues of knotting
and linking of arcs in 3-manifolds in one very special situation. Consider arcs in a
3-manifold that connect one boundary component to another boundary component
that is a sphere. The statement is that if two such arcs have the same endpoints
and are homotopic fixing the endpoints, then they are isotopic fixing the endpoints.
It is a standard fact that a homotopy of an arc a can be replaced by a deformation
that is an isotopy except for finitely many transverse crossings where one subarc α
of a passes through another subarc β, intersecting it transversely in one point at
one instant of time. If one end of a lies on a boundary sphere, such a crossing can
be replaced by an isotopy where the middle portion of α is dragged along a to get
near the sphere, then is dragged around the sphere to the other side of a, and then
is dragged back to the other side of β without crossing a at any time during the
process, assuming that β is closer to the sphere along a than α is, which can always
be arranged by interchanging α and β if necessary. The same technique can be
used to improve homotopies to isotopies for a collection of disjoint arcs ai joining
distinct boundary spheres Si to boundary points not on any Si.
A variant of this construction, with a weaker hypothesis and a weaker conclusion,
will be used in the proof of Lemma 4.6. To distinguish this from the lightbulb trick
we call it the balloon trick. As before, consider arcs a with one endpoint on a
boundary sphere and the other endpoint on another boundary component. Then
for any two such arcs having the same endpoints, there is a diffeomorphism of the
manifold, fixed on the boundary, taking one arc to the other arc. To prove this,
first fill in the boundary sphere with a ball. Then in the resulting enlarged manifold
one can shrink the arc to its endpoint in the other boundary component, dragging
the ball along, until the arc and the ball are in a standard configuration near the
boundary of the manifold. Such an isotopy can be extended to an ambient isotopies
of the enlarged manifold. Then if one first performs the ambient isotopy for one
arc followed by the reverse of the ambient isotopy for another arc, the result is
a diffeomorphism of the original manifold taking one arc to the other. A similar
construction works also for collections of arcs.
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Remark 2.4. We can describe more explicitly the subgroup of Γ(M,R) generated
by twists along spheres. (We will not make essential use of this information in the
rest of the paper.) This subgroup is contained in the subgroup
∏
i Γ(P
0
i , R
0
i ) of
Γ(M,R) so it suffices to see what the subgroup of Γ(P 0i , R
0
i ) generated by twists
along spheres is for each P 0i . For notational convenience we drop the subscript i.
First assume that P 6= S1×S2 so the only nontrivial sphere in P 0 is ∂0P
0, up to
isotopy. There is a fibration Diff(P 0, R0) → Diff(P,R) → E where E is the space
of embeddings of D3 in P . Part of the long exact sequence of homotopy groups for
this fibration is
π1Diff(P,R)→ π1E → Γ(P
0, R0)
Since orientable 3-manifolds have trivial tangent bundle, E is homotopy equivalent
to the product P×O(3), with fundamental group π1P×Z/2. The π1P factor maps
to Γ(P 0, R0) as the inner automorphisms of π1P
0 = π1P and the Z/2 maps to the
twist along the sphere ∂0P
0, so the twist is trivial in Γ(P 0, R0) exactly when this
Z/2 in π1E comes from an element of π1Diff(P,R). One situation where there is
such an element is if there is an action of S1 on P fixing a circle pointwise and
rotating the normal bundle of this circle. This happens for example if P = S1×D2
with R = ∅. It also happens if P is a lens space since a lens space is the union
of two solid tori and the rotation of one solid torus about its core circle always
extends to a rotation of the other solid torus. The group π1Diff(P,R) is trivial if
R 6= ∅, and when R = ∅ it is trivial for hyperbolic manifolds [10] and for Haken
manifolds which are not Seifert-fibered [15]. By the geometrization conjecture, this
leaves only Seifert manifolds to consider. For those which are Haken manifolds the
group π1Diff(P ) is known in very explicit terms [15], so it would be an exercise to
compute the map π1Diff(P ) → π1E in these cases. As far as we know, the group
π1Diff(P ) has not yet been computed for all the remaining small Seifert manifolds,
for example for the Poincare´ homology sphere.
For P = S1×S2 the argument for lens spaces shows that the twist along ∂0P
0
is trivial in Γ(P 0, R0). The only other twist to consider is the twist along the S2
factor, and it is classical that this is nontrivial in Γ(P ), hence also in Γ(P 0, R0).
3. combinatorial connectivity results
In this purely combinatorial section we define the notion of a join complex over a
simplicial complexX and prove the main technical result of the paper, Theorem 3.6,
which says that a join complex over X is highly connected whenever X and certain
of its subcomplexes are highly connected. The proof uses a coloring lemma, which
we present first.
Let E be a finite set and consider simplicial complexes K with vertices labeled
by elements of E. We call a simplex of K good if all its vertices are labeled by
different elements of E, and bad if each of its vertex labels occurs at least twice.
Each simplex is in a unique way the join of a good simplex and a bad simplex,
where these two simplices have disjoint sets of labels.
Lemma 3.1 (Coloring lemma). Let a triangulation of Sk be given with its vertices
labeled by elements of a set E having at least k + 2 elements. Then this labeled
triangulation can be extended to a labeled triangulation of Dk+1 whose only bad
simplices lie in Sk, and with the triangulation of Sk as a full subcomplex. The
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labels on the interior vertices of Dk+1 can be chosen to lie in any subset E0 ⊂ E
with at least k + 2 elements.
Proof. We prove the lemma by induction on k, starting with the trivial case k = −1
when Dk+1 is a point that can be labeled by any element of E0. Suppose we have
proved the lemma in all dimensions less than k and consider a triangulation of Sk
labeled by E. Triangulate the disk Dk+1 bounded by Sk by putting a vertex at
the center of Dk+1 and coning off the triangulation of Sk to this vertex. Label
this vertex by any element of E0. We are going to modify the triangulation in
the interior of Dk+1, adding vertices labeled by elements of E0, until all the bad
simplices lie in Sk.
If there are bad simplices in Dk+1 not contained in Sk, let σ be one of maximal
dimension p. We must have p > 0 since vertices are never bad. Denote by Eσ ⊂ E
the set of labels occurring in σ. The link of σ is a sphere Sk−p since σ is not
contained in Sk. The simplices of the link are labeled by elements of E − Eσ by
maximality of σ. As k − p < k we may apply the induction hypothesis to the link
using labels from E0 − Eσ ⊂ E − Eσ since |E0 − Eσ| ≥ k − p + 2 as |Eσ| ≤ p.
This gives a triangulation of the disk Dk−p+1 bounded by the link of σ. The star
of σ is the join of σ with its link. The triangulation of Dk−p+1 extends to a new
triangulation of the star of σ by joining with ∂σ, and this new triangulation agrees
with the old one on the boundary of the star. A simplex of the new triangulation
has the form τ ∗µ with τ a face of σ and µ a simplex of the disk Dk−p+1, with τ or
µ possibly empty. If such a simplex τ ∗µ is bad, µ must be empty, since otherwise,
as the labels on µ and τ are disjoint, µ would be a bad simplex, hence contained
in Sk−p, contradicting the maximality of σ. Thus we have reduced the number of
bad interior simplices of Dk+1 of top dimension. This gives the induction step.
The fullness condition holds since it held after the initial coning, and for the
induction step, if the vertices of a simplex τ ∗ µ in the star of σ as above all lie in
Sk then µ must lie in ∂Dk−p+1 by the inductive hypothesis of fullness, hence τ ∗ µ
must lie in the boundary of the star where the induction step does not change the
triangulation so τ ∗ µ lies in Sk by induction. 
Definition 3.2. A join complex over a simplicial complexX is a simplicial complex
Y together with a simplicial map π :Y → X , thought of as a projection, satisfying
the following properties:
(1) π is surjective.
(2) π is injective on individual simplices.
(3) For each p-simplex σ = 〈x0, ··· , xp〉 of X the subcomplex Y (σ) of Y consisting
of all the p-simplices that project to σ is the join Yx0(σ) ∗ ··· ∗ Yxp(σ) of the
vertex sets Yxi(σ) = Y (σ) ∩ π
−1(xi).
Note that Y (σ) need not be equal to π−1(σ). If all the inclusions Yxi(σ) ⊂ π
−1(xi)
are equalities we call Y a complete join complex over X .
A reformulation of (3) which we will sometimes use in place of (3) is the following
condition:
(3′) A collection of vertices (y0, ··· , yp) of Y spans a p-simplex of Y if and only
if for each yi there exists a p-simplex σi of Y such that yi ∈ σi and π(σi) =
〈π(y0), ··· , π(yp)〉.
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Clearly (3) implies (3′), and the converse follows from the fact that for a vertex x
of a p-simplex σ of X , Yx(σ) is the set of vertices y ∈ π
−1(x) that are a vertex of
at least one p-simplex of Y projecting onto σ.
Example 3.3 (Labeling systems). Given a simplicial complex X , define a labeling
system for X to be a collection of nonempty sets Lx(σ) for each simplex σ of X
and each vertex x of σ, satisfying Lx(τ) ⊃ Lx(σ) whenever x ∈ τ ⊂ σ. We can
use L to define a new simplicial complex XL having vertices the pairs (x, l) with
x ∈ X and l ∈ Lx(〈x〉). A collection of pairs ((x0, l0), ··· , (xp, lp)) then forms a
p-simplex of XL if and only if σ = 〈x0, ··· , xp〉 is a p-simplex of X and li ∈ Lxi(σ)
for each i. The natural map π :XL → X with π(x, l) = x represents XL as a join
complex over X . The set π−1(x) ∼= Lx(〈x〉) is viewed as a set of ‘labels’ of x, and
(XL)xi(σ)
∼= Lxi(σ) is the set of labels of xi ‘compatible with σ’. In fact, any join
complex is isomorphic to one of this form.
Before stating our first result about join complexes we need a couple definitions.
A complex is called d-spherical if it is of dimension d and is (d− 1)-connected.
Definition 3.4. A simplicial complex X is Cohen-Macaulay of dimension n if X
is n-spherical and the link of each p-simplex of X is (n − p − 1)-spherical. More
generally, we say X is weakly Cohen-Macaulay of dimension n if X is (n − 1)-
connected and the link of each p-simplex of X is (n− p− 2)-connected. We often
shorten Cohen-Macaulay to CM and weakly Cohen-Macaulay to wCM.
This definition of a Cohen-Macaulay complex coincides with [38, Sec. 8] and [41,
II.4.2]. The connectivity condition on the links in a wCM complex X of dimension
n implies that dimX ≥ n (using the fact that ‘k-connected implies ‘nonempty’
when k ≥ −1 since it includes the condition that every map from S−1 = ∅ extends
to a map from D0). The further dimension condition in the strengthening of wCM
to CM is irrelevant for us, but most of the complexes we consider with the CM-
connectivity conditions do also satisfy the dimension condition.
Proposition 3.5. If Y is a complete join complex over a CM (resp. wCM ) complex
X of dimension n, then Y is also CM (resp. wCM ) of dimension n.
Proof. Let π : Y → X be the projection. For each vertex x of X choose a lift
s(x) ∈ π−1(x). Call a simplex of Y ‘good’ if all its vertices are lifts s(x), and call
it ‘bad’ if none of its vertices are of that type. The good simplices form a copy
Xs of X in Y giving a cross section of the projection Y → X . To show that Y is
(n − 1)-connected, it suffices to show that every map f :Sk → Y with k ≤ n − 1
can be deformed by a homotopy to have only good simplices in its image. We
can assume f is simplicial with respect to some triangulation of Sk. Let σ be
a simplex in this triangulation of maximal dimension q such that f(σ) is a bad
simplex of Y , say of dimension p ≤ q. By maximality, f maps the link of σ to Xs
and in fact to the link of πf(σ) in X ∼= Xs. This link is (n − p − 2)-connected
by assumption and LinkSk(σ) ≃ S
k−q−1. As k − q − 1 ≤ n − p − 2, there exists
a map F :Dk−q → LinkX
(
πf(σ)
)
extending f
∣∣
Link(σ)
. Define F s to be F followed
by the inclusion X ∼= Xs →֒ Y . As Y is a complete join complex over X , we have
F s :Dk−q → LinkY
(
f(σ)
)
, hence Hs = F s ∗f
∣∣
σ
maps the ball Dk−q ∗σ to simplices
of Y . This ball has boundary ∂Dk−q ∗ σ ∪Dk−q ∗ ∂σ and Hs defines a homotopy
between f restricted to Star(σ) = ∂Dk−q ∗ σ and F s ∗ f
∣∣
∂σ
on Dk−q ∗ ∂σ. This
defines a new map f ′ homotopic to f and with fewer bad simplices of maximal
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dimension in its image. Finitely many iterations of this step finish the proof that
Y is (n− 1)-connected.
For each p-simplex σ of Y we have LinkY (σ) = π
−1(LinkX(π(σ))). This complex
is a complete join complex over LinkX(π(σ)) so it is (n − p− 2)-connected by the
above and the wCM assumption on X . Thus Y is wCM. As the complexes X and
Y have the same dimension, it follows that Y is CM if X is CM. 
The main technical result of this paper gives a weaker connectivity bound for a
join complex when the completeness condition is replaced by a more subtle condi-
tion:
Theorem 3.6. Let Y be a join complex over a wCM complex X of dimension n.
Suppose that the projected link π(LinkY (σ)) of each p-simplex σ of Y is wCM of
dimension n− p− 2. Then Y is (n2 − 1)-connected.
Both the hypothesis and the conclusion are weaker than what one might have
expected, which would have the numbers n − p − 1 instead of n − p − 2 in the
hypothesis and n − 1 instead of n2 − 1 in the conclusion. In our applications the
stronger hypothesis will in fact be satisfied. But even with the stronger hypothesis
the conclusion cannot be improved, as the next example shows.
Example 3.7. When n = 1, take Y to be the union of two disjoint 1-simplices
with π : Y → X the quotient map identifying an endpoint of one 1-simplex with
an endpoint of the other 1-simplex. The stronger hypotheses of the theorem are
satisfied (the projections of the links of vertices of Y are nonempty, hence (−1)-
connected), and Y has connectivity n2 − 1 = −
1
2 but not n− 1 = 0. The unreduced
suspension ΣY → ΣX gives a 2-dimensional example with ΣY having connectivity
n
2 −1 = 0 but not n−1 = 1. For higher-dimensional examples, take the join of k+1
copies of the 1-dimensional example with itself. This gives spaces Y ∗k and X∗k of
dimension n = 2k + 1 with Y ∗k homotopy equivalent to Sk since Y is homotopy
equivalent to S0, so Y ∗k has connectivity n2 − 1 = k−
1
2 but no more. The stronger
hypotheses of the theorem are satisfied because of the following easily-verified facts
which imply that the stronger hypotheses are preserved under joins: (1) The join
Y1 ∗ Y2 → X1 ∗X2 of two join complexes is a join complex. (2) The projected links
of a join are the joins of the projected links. (3) The join of wCM complexes of
dimensions l and m is a wCM complex of dimension l +m+ 1. (In checking these
statements it is convenient to regard the empty set as a simplex of dimension −1.)
Thus we obtain examples in all odd dimensions. For even-dimensional examples
one can take the unreduced suspensions of the odd-dimensional examples, since
Σ(Y ∗k) is homotopy equivalent to Sk+1 so it has connectivity exactly n2 − 1 = k.
For the proof of the theorem we will be applying the coloring lemma where the
‘colors’ are vertices of X . It will be advantageous to maximize the number of colors
available at a given time, so we make a preliminary digression to prove a lemma
that will aid in this maximization.
Let X be a simplicial complex. The barycentric subdivision of X is the simplicial
complex associated to the poset of simplices of X ordered by inclusion. Thus
the p-simplices of the barycentric subdivision correspond to chains of inclusions of
p + 1 simplices of X . Let Xm be the subcomplex of the barycentric subdivision
corresponding to the poset of simplices of X with at least m vertices. In particular
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X1 is the barycentric subdivision of X , and Xm for m ≥ 2 is homotopy equivalent
to the complement of the (m− 2)-skeleton of X .
Lemma 3.8. If X is wCM of dimension n then Xm is (n−m)-connected.
Proof. This will be proved by induction onm using a links argument. The induction
starts with the case m = 1 which is true by assumption. For m > 1 suppose we
start with a map f :Sk → Xm representing an element of πkXm with k ≤ n −m.
By the induction hypothesis this extends to a map f :Dk+1 → Xm−1 which we
may take to be simplicial for some triangulation of Dk+1. We wish to eliminate the
simplices σ of Dk+1 which are ‘bad’ in the sense that f maps each of their vertices
to simplices of X with only m − 1 vertices. As a p-simplex in Xm−1 is a chain of
inclusions of p+1 simplices of X each of which has at least m− 1 vertices, f must
in fact be constant on bad simplices. Moreover, such simplices must lie strictly in
the interior of Dk+1. If σ is a bad simplex of maximal dimension p then f maps
the link of σ, a sphere Sk−p, to the subcomplex of Xm of systems containing f(σ)
as a strict subsystem. We can regard the restriction of f to the link as a map
fσ :S
k−p → (LinkX(f(σ)))1 where the latter complex is the first subdivision of the
link of f(σ) in X . By assumption, this link is (n − m)-connected as f(σ) is an
(m− 2)-simplex of X . Since k ≤ n−m we have k− p ≤ n−m so we can extend fσ
to a map gσ :D
k−p+1 → (LinkX(f(σ)))1. This allows us to redefine f in the interior
of the star of σ by rewriting Star(σ) = Link(σ) ∗ σ as Dk−p+1 ∗ ∂σ and replacing f
in this join by the join of gσ ∪ f(σ) on D
k−p+1 and f on ∂σ. This eliminates σ as
a bad simplex of maximal dimension without introducing any other bad simplices
of this dimension or larger. Finitely many repetitions of this process yield a new f
with image in Xm, without changing the original f on S
k. 
Proof of Theorem 3.6. We wish to show that πkY = 0 if k ≤ (n− 2)/2, so suppose
we are given a map F : Sk → Y . By composing with the projection π : Y → X
we get a map f : Sk → X . The first step of the proof will be to construct an
‘enlargement’ of this to a map g : Sk → Xk+2. By Lemma 3.8, this extends to
g :Dk+1 → Xk+2 if k ≤ n − (k + 2), which is equivalent to k ≤ (n − 2)/2. Using
this g and the coloring lemma we will then construct a map G :Dk+1 → Y whose
restriction to Sk is homotopic to F , thus showing that πkY = 0.
Step 1: Construction of g :Sk → Xk+2. The given map F :S
k → Y may be taken
to be simplicial with respect to some triangulation T0 of S
k. We denote by T′0 the
barycentric subdivision of T0. A p-simplex of T
′
0 is thus a chain [σ0 < ···<σp] of
simplices of T0. We want to construct a simplicial map g from a subdivision T1 of
T
′
0 to Xk+2 with the following additional property:
(∗) For any vertex v of T1 such that v lies in the interior of a simplex [σ0< ···<σp]
of T′0, there exists a lift of g(v) to Y containing F (σ0) as a face.
We will construct g inductively over the skeleta of T′0.
For each vertex [σ] of T′0, with f(σ) a p-simplex of X , choose a (k − p)-simplex
τ ∈ π(Link(F (σ))) and let g([σ]) = f(σ) ∗ τ , a vertex of Xk+2. Such a τ exists
since (π Link(F (σ)))k−p+1 is (n − p − 2 − (k − p + 1) = n − k − 3)-connected by
Lemma 3.8, and k ≤ (n − 2)/2 implies that n − k ≥ 2 so that this complex is
nonempty. Since τ ∈ π(Link(F (σ))), there exists a lift of g([σ]) containing F (σ) as
a face. Thus the property (∗) is satisfied for the vertex [σ]. For the inductive step
we wish to extend g over a p-simplex τ = [σ0 < ···<σp] of T
′
0, assuming we have
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already defined g on ∂τ so that (∗) is satisfied. In particular, for any vertex v of
∂τ , there exists a lift of g(v) to Y containing F (σ0) as a face as there exists a lift
containing F (σi) ≥ F (σ0) for some i. So the restriction of g to ∂τ has the form
gτ ∗ f(σ0) for gτ : ∂τ → (π Link(F (σ0)))k−q+2, where q is the number of vertices in
f(σ0). This projected link has connectivity n− (q− 1)− 2− (k− q+2) = n− k− 3
by hypothesis. We need it to be (p − 1)-connected in order to extend gτ over the
whole simplex τ , and hence to extend g as gτ ∗ f(σ0). Thus we need the inequality
p− 1 ≤ n− k − 3, which holds if k ≤ (n− 2)/2 as p ≤ k. This gives the induction
step in the construction of g on Sk, and the property (∗) still holds after this step.
The map g extends to g :Dk+1 → Xk+2 by Lemma 3.8. We may take this map
to be simplicial with respect to a triangulation T1 of D
k+1 which extends T1 on S
k.
Step 2: Construction of G :Dk+1 → Y . Since π is surjective we can choose, for
each vertex v of T1, a lift of g(v) to a simplex g(v) of Y . If v is in the interior of a
simplex [σ0< ···<σp] of T
′
0 in S
k, we choose a lift containing F (σ0) as a face. This
is possible by property (∗) in Step 1.
The construction of G :Dk+1 → Y will be inductive over the skeleta of T1. For
a vertex v of T1 we let G(v) be some vertex of g(v). In case v is in the interior
of a simplex [σ0 < ···< σp] of T
′
0 in S
k, we choose G(v) to be a vertex of F (σ0).
This means in particular that if v is in a simplex σ of T0, then G(v) = F (w) for
some vertex w of σ. As T1 is a subdivision of T0, it follows that G extends over S
k
linearly on simplices of T1, and this extension is linearly homotopic to F .
We define G on the higher skeleta in the interior of Dk+1 so that it is simplicial
on a subdivision T2 of T1 that equals T1 on S
k, and so that the following property
is satisfied:
(∗∗) If w is a vertex of T2 which lies in the interior of a simplex τ = 〈v0, ··· , vp〉
of T1 with g(v0) ≤ ··· ≤ g(vp) in Xk+2, then πG(w) is a vertex in g(v0) and
G(w) is the lift of this vertex in g(vp).
Note that this is satisfied by the above definition of G on the 0-skeleton of T1 since
vp = v0 in this case. In particular the condition (∗∗) is satisfied on the whole
boundary sphere Sk, where T2 = T1.
Suppose that we have extended G over the (p − 1)-skeleton of T1. Let τ as
in (∗∗) be a p-simplex of T1 not contained in S
k. For each vertex w of the new
triangulation T2 of ∂τ , we have defined G(w) ∈ g(vj) with πG(w) ∈ g(vi) for some
i, j with i ≤ j. Let E be the set of vertices in g(vp) and E0 the subset of vertices
in g(v0). We apply the coloring lemma (Lem. 3.1) to the sphere ∂τ with vertices
labeled by E via π ◦G. This gives an extension of the triangulation T2 over τ with
∂τ a full subcomplex, and with the vertices interior to τ labeled by E0 and bad
simplices only in ∂τ . (Bad simplices may occur in ∂τ if a face of τ is included in
Sk.) For a vertex w interior to τ labeled by a vertex x of g(v0), we define G(w) to
be the lift of x in g(vp).
To see that this definition is valid we need to check that for each simplex
〈w0, ··· , wq〉 of T2 in τ the vertices G(wr) span a simplex of Y . We may assume
the vertices G(wr) all have distinct π-images since if πG(wr) = πG(ws) with r 6= s
then wr and ws lie in ∂τ , and therefore the edge 〈wr , ws〉 also lies in ∂τ since ∂τ
is a full subcomplex of τ in the T2 triangulation; hence G(wr) = G(ws) since G
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is a well defined simplicial map on ∂τ by induction, and the fibers of π are dis-
crete. All the images πG(wr) are vertices of g(vp), so by condition (3
′) following
the definition of a join complex it now suffices to check that each vertex G(wr)
is a vertex of some simplex of Y projecting to 〈πG(w0), ··· , πG(wq)〉. We have
defined G(wr) ∈ g(vj) with πG(wr) ∈ g(vi) for some i, j with i ≤ j. We claim
that g(vj) contains 〈πG(w0), ··· , πG(wq)〉. If this is so, then the face of g(vj) lying
over 〈πG(w0), ··· , πG(wq)〉 provides the desired lift of 〈πG(w0), ··· , πG(wq)〉 con-
taining G(wr). To see that g(vj) contains 〈πG(w0), ··· , πG(wq)〉, suppose this fails,
so there exists some ws with πG(ws) not contained in g(vj). Then we would have
G(ws) ∈ g(vm) with πG(ws) ∈ g(vl) for some l,m with l ≤ m and j < l. In partic-
ular, j 6= p and l 6= 0 and the edge 〈wr, ws〉 would have its endpoints contained in
two disjoint faces of τ . Since ∂τ is a full subcomplex of τ in the T2 triangulation,
this would force 〈wr, ws〉 to be contained in ∂τ , hence in a (p − 1)-dimensional
face of τ . By the inductive construction, this face would have its boundary a full
subcomplex in the T2 triangulation, and the same argument forces 〈wr , ws〉 to lie
in a (p − 2)-dimensional face of τ . Iterating this argument, we eventually reach a
contradiction. 
4. the complexes
In this section, we define the complexes XA and XFA needed for the proof
of Theorem 1.1, and we deduce from Section 3 that these complexes are highly
connected. The case P = S1×S2 differs from the general case and is treated
separately. (Though we will use the same notation, we note that the complexes XA
and XFA will be defined differently in the two cases P 6= S1×S2 and P = S1×S2.)
We end the section with some properties of the action of Γ(M,R) on the complexes.
4.1. Prime summands P 6= S1×S2. Let M be a compact connected oriented
3-manifold and let S(M) denote the simplicial complex whose vertices are isotopy
classes of embedded spheres in M which neither bound a ball nor are isotopic to a
sphere of ∂M . A set of vertices of S(M) spans a simplex when the corresponding
spheres can be isotoped to be all disjoint. It was shown in [21, Thm 3.1, statement
(1)] that S(M) is contractible if M is not irreducible or the connected sum of an
irreducible manifold with copies of D3.
If P is a nontrivial connected summand of M , let P 0 be the manifold obtained
from P by deleting the interior of a ball, and let ∂0P
0 ⊂ ∂P 0 be the sphere bounding
this deleted ball. Consider orientation-preserving embeddings f : P 0 → M with
f(∂P 0 − ∂0P
0) ⊂ ∂M − R for R a given compact subsurface of ∂M , possibly
empty. Let X = X(M,P,R) be the simplicial complex whose vertices are isotopy
classes of images of such embeddings, where a set of k+1 vertices spans a k-simplex
of X if the vertices are represented by embeddings with disjoint images.
Proposition 4.1. If P 6= S1×S2 then X is CM of dimension n − 1, where n is
the number of P -summands of M disjoint from R.
Proof. We first dispose of the easy special case that P = D3. Then P 0 = S2×I and
vertices of X just correspond to boundary spheres of M disjoint from R, hence X
is a simplex ∆n−1 which is certainly CM. Thus we can assume P 6= D3 from now
on.
Another easy case is when n = 1 so X is 0-dimensional, since the CM condition
is then automatic.
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When n ≥ 2 there is a simplicial map X → S(M) sending a collection of disjoint
copies of P 0 inM to their boundary spheres ∂0P
0, which are nontrivial since n ≥ 2.
This map is injective except in the special case that M = P#P and R = ∅. In
this case S(M) is 0-dimensional since P 6= S1×S2, and it follows that S(M) is a
single point since it is contractible. The complex X is therefore a 1-simplex, which
is CM. Excluding this special case from now on, we can view X as a subcomplex
of S(M).
Next we show that X is (n − 2)-connected by an argument that proceeds by
induction on the ‘complexity’ of M , the number of spheres defining a maximal
simplex of S(M). This is the same number for all maximal simplices. The case of
complexity 1 is covered by the special cases already considered. For the induction
step, let f : Sk → X be any map with k ≤ n − 2. We can extend f to a map
fˆ :Dk+1 → S(M) as the latter complex is contractible. We can assume that fˆ is
simplicial with respect to some triangulation of Dk+1. We are going to modify fˆ
in the interior of Dk+1 so that its image lies in X . Let σ be a maximal simplex of
Dk+1 with the property that none of its vertices map to X . Let M1, ··· ,Md be the
manifolds obtained by splitting M along the spheres of fˆ(σ). If σ has dimension
p then we have fˆ : Link(σ) = Sk−p → X(M1) ∗ ··· ∗X(Md). Each Mi has smaller
complexity thanM . Hence by inductionX(Mi) is (ni−2)-connected where ni is the
number of P -summands in Mi disjoint from R. Moreover,
∑
i ni = n as summands
P 6= S1×S2 cannot disappear when we cut along spheres. Thus X(M1)∗···∗X(Md)
is ((
∑
i ni) − 2) = (n − 2)-connected and the restriction of fˆ to the link of σ can
be extended to a map of the disk Dk−p+1. We take the join of this map with the
restriction of fˆ to ∂σ and use this join to modify fˆ in the interior of the star of σ.
This process reduces the number of maximal simplices such as σ. Finitely many
repetitions of this step finish the argument that X is (n− 2)-connected.
The link of a p-simplex of X is isomorphic to X(M ′) where M ′ is obtained from
M by removing the submanifolds P 0 corresponding to the p-simplex. The manifold
M ′ has (n− p− 1) P -summands disjoint from R, so X(M ′) is (n− p− 2)-spherical.
Thus X is CM. 
We assume now that M has nonempty boundary and that R is nonempty, and
we choose a basepoint x0 ∈ R. For the proof of our main theorem we will need two
enhancements of the complex X that include more data than just the submanifolds
f(P 0). Let I ∨ P 0 be obtained from the disjoint union of I and P 0 by identifying
1 ∈ I with a basepoint p0 in ∂0P
0. Consider embeddings f : I ∨ P 0 → M whose
restriction to P 0 is orientation-preserving, with f(P 0) giving a vertex of X , and
such that f(0) = x0. Let X
A = XA(M,P,R, x0) be the simplicial complex whose
vertices are isotopy classes of such embeddings f : I ∨ P 0 → M , with simplices
corresponding to sets of embeddings with images that are disjoint except at x0.
More generally, if we specify a subsurface T of ∂M − R as in Section 1, we can
define a complex XA = XA(M,P,R, T, x0) whose vertices are isotopy classes of
embeddings f : I ∨ P 0 → M as above, modulo twists along disks in f(P 0) with
boundary in T . There is a natural projection XA → X induced by sending an
embedding f : I ∨ P 0 →M to the submanifold f(P 0).
Note that for a collection of embeddings fi : I∨P
0 →M defining vertices of XA,
it is easy to make the arcs fi(I) disjoint except at x0 just by general position, so
the condition for these embeddings to span a simplex reduces to the existence of
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isotopies making the submanifolds fi(P
0) disjoint and the arcs fi(I) disjoint from
these submanifolds (except at their endpoints fi(1)). It follows that X
A is a join
complex over X . In the notation of Definition 3.2, given a simplex σ = 〈x0, ··· , xp〉
of X , the set (XA)xi(σ) is the set of embeddings fi such that fi(P
0) = xi and fi(I)
is disjoint from xj for each j 6= i.
We note that the equivalence relation of isotopy on the arcs fi(I) is the same as
homotopy, by the lightbulb trick.
As a further refinement of XA, consider pairs (f, τ) where f is as above and τ
is a framing of the normal bundle of the arc f(I) which agrees with a fixed normal
framing of x0 in ∂M at one end and with the image under f of a fixed normal
framing of p0 in ∂0P
0 at the other end. We assume these two fixed framings are
chosen according to some orientation convention that allows the framings at the
endpoints of f(I) to extend over f(I). Taking collections of isotopy classes of such
pairs (f, τ) with the same disjointness conditions as before yields a complex XFA
with a projection to XA and hence also to X . The complex XFA is a join complex
over X and a complete join complex over XA. (For XFA we will not need the
generalization involving factoring out twists along disks with boundary in T .)
The choice of the framing τ is a priori parametrized by Z = π1SO(2), but
actually the choice lies in Z/2 = π1SO(3) since twice a twist along the sphere
f(∂0P
0) is isotopically trivial as a diffeomorphism of P 0 fixing ∂0P
0. For some
prime manifolds P such as lens spaces the twist along ∂0P
0 is itself trivial, so in
these cases the choice of framing is unique.
Proposition 4.2. If P 6= S1×S2 then XA and XFA are (n−32 )-connected, where
n is the number of P -summands in M disjoint from R.
Proof. Consider XA first. The projection XA → X expresses A as a join complex
over X . Now we check that the hypotheses of Theorem 3.6 are satisfied, with the
‘n’ there replaced by n− 1. By Proposition 4.1, X is CM of dimension n− 1. Also,
the projection of the link of a p-simplex σ of XA is an (n− p− 2)-dimensional CM
subcomplex of X . This follows from the fact that the projection of the link of σ is
isomorphic to X(Mσ) where Mσ is the submanifold of M obtained by deleting a
neighborhood of the union of the images fi(I ∨ P
0) for the vertices of σ. Thus the
number of P -summands in Mσ disjoint from R is n− p− 1 and hence X(Mσ) is a
CM complex of dimension n− p− 2.
The complex XFA is treated in exactly the same way. 
In the special case P = D3 the projections XFA → XA is an isomorphism,
and we can view simplices of XA as isotopy classes of systems of arcs from x0 to
boundary spheres of M . The connectivity result in this case can be improved:
Proposition 4.3. When P = D3 the complex XA is (n− 2)-connected, where n is
the number of boundary spheres of M disjoint from R
Proof. In this case XA is a complete join complex over X = ∆n−1 so the result
follows from Proposition 3.5. 
Remark 4.4. The lightbulb trick is applicable in this context, so isotopy classes
of systems of arcs in M defining simplices of XA are the same as homotopy classes.
When P = D3, vertices of XA over a vertex x of X correspond to elements of π1M
once one lift of x to XA is chosen. Thus the complex XA in this case is isomorphic
to the join of n copies of π1M .
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4.2. Prime summands P = S1×S2. When P = S1×S2 we replace the earlier
complex X by Sc(M), the complex of nonseparating sphere systems in M . It
was shown in [21, Prop. 3.2] that this complex is (n− 2)-connected, where n is the
number of S1×S2 summands inM . It follows easily that Sc(M) is Cohen-Macaulay
of dimension n− 1.
We will also change to a new complex XA. To define this, let I + S2 denote
the quotient space of the disjoint union of I and S2 obtained by identifying the
midpoint of I with a basepoint in S2. Consider embeddings f : I + S2 →M which
are smooth on I and S2, with f(I) and f(S2) intersecting transversely, such that
f(0) = x0 and f(1) = x1 for chosen points x0, x1 ∈ R, and where f(S
2) is a
nonseparating sphere in M . The possibility x0 = x1 is allowed. We also impose an
orientation condition on f : The standard orientations of I and S2 give orientations
of f(I) and f(S2) and we require that at f(I)∩f(S2) these orientations combine to
give the orientation of M . Let XA = XA(M,x0, x1) be the complex whose vertices
are the isotopy classes of such embeddings f : I + S2 → M . Simplices of XA are
given by collections of such embeddings fi whose images are all disjoint except at
x0 and x1, and such that the spheres fi(S
2) form a nonseparating system. Thus
there is a natural projection XA → Sc(M). The lightbulb trick again applies, so
we can vary the two halves of the arcs fi(I) on either side of fi(S
2) by homotopy
as well as isotopy.
We can refine XA to a complex XFA by taking isotopy classes of pairs (f, τ)
where f is as above and τ is a framing of f(I) that agrees with fixed framings at
x0 and x1.
Proposition 4.5. When P = S1×S2 the complexes XA and XFA are (n−32 )-
connected, where n is the number of S1×S2 summands in M .
Proof. The argument for Proposition 4.2 applies here as well. 
4.3. Action of the mapping class group. The group Diff(M,R) of diffeomor-
phisms of M that restrict to the identity on R acts on the complexes XA and XFA
in the preceding three propositions by applying diffeomorphisms to the various
types of objects defining simplices and to isotopies of these objects. Elements of
Diff(M,R) in the path-component of the identity act trivially, so there are induced
actions of Γ(M,R). Twists along spheres act trivially on the complexes XA: recall
from Section 2 that such a twist is isotopic to a composition of twists along spheres
disjoint from any given sphere system. So one just has to consider how twists act
on arcs, where they preserve homotopy classes and hence isotopy classes. Similar
reasoning shows that twists along disks with boundary in T act trivially on XA.
Hence there are induced actions of A(M,R, T ) on XA.
Here are three properties of these actions that will be needed in the proof of the
main theorem:
Lemma 4.6. For each of the cases P 6= S1×S2 and P = S1×S2 the actions of
Γ(M,R) on XFA and A(M,R, T ) on XA satisfy:
(i) The action is transitive on simplices of a given dimension.
(ii) The stabilizer of a simplex contains elements realizing arbitrary permutations
of the vertices of the simplex, using diffeomorphisms supported in a neighbor-
hood of the object representing the simplex.
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(iii) An element of the pointwise stabilizer of a simplex can be represented by a
diffeomorphism supported outside a neighborhood of an object representing the
simplex.
In each case there is a natural map from Γ(Mσ, Rσ) or A(Mσ, Rσ, T ) to the
pointwise stabilizer of a simplex σ, where Mσ is the complement of a neighborhood
N(σ) of an object representing σ and Rσ = (R ∩Mσ) ∪ ∂N(σ). By (iii) this map
is surjective, and from Proposition 2.3 it follows that it is also injective.
Proof. Let us start with statement (i) in the case P 6= S1×S2. Fix a maximal
simplex 〈[f0], ··· , [fm]〉 of X
A, where each fi is an embedding of I ∨P
0. Given any
simplex 〈[g0], ··· , [gk]〉 of X
A, the proof of the uniqueness of the factorization of
an oriented 3-manifold into prime manifolds gives an orientation-preserving diffeo-
morphism h of M taking each gi(P
0) to some fj(P
0), and h can be chosen to be
fixed on ∂M (see for example [23]). Any permutation of the submanifolds fi(P
0)
can be realized by a diffeomorphism of M fixing R as R does not intersect these
submanifolds, so we can modify h keeping R fixed so that h takes gi(P
0) to fi(P
0)
for 0 ≤ i ≤ k. Another modification of h allows us to assume that gi = fi on P
0
for each i by composing h with a diffeomorphism supported in a neighborhood of
gi(P
0), using the fact that gi and fi preserve orientation on P0. We can further
arrange that h takes gi(I) to fi(I) for each i by the balloon trick explained after the
proof of Proposition 2.3. For the action on XFA, we can also arrange that h pre-
serves the framing of the arcs by changing the framings if necessary by composing
h with twists along the spheres fi(∂0P
0). This proves (i) in the case P 6= S1×S2.
When P = S1×S2 one can proceed in a similar fashion, but the construction is
more elementary since it suffices just to cut M along the spheres fi(S
2) or gi(S
2),
capping the resulting boundary spheres off with balls, then slide these balls around
in the resulting manifold to obtain the required diffeomorphisms.
Using (i) it suffices to prove (ii) for any particular simplex, so one can choose a
nice model where the existence of the desired diffeomorphism permuting the vertices
is obvious.
For (iii), consider first the case of XFA with P 6= S1×S2. Let a k-simplex σ of
XFA be represented by a (k + 1)-tuple of framed embeddings (fi, τi) of I ∨ P
0. If
g ∈ Diff(M,R) represents an element of the pointwise stabilizer of σ then there is
an isotopy of the restriction g
∣∣∪ifi(I ∨P 0) to the identity. Let us call this isotopy
G. We would like to extend G to an isotopy of g itself, staying fixed on R. If G
were stationary on a half-ball neighborhood B of x0 inM then the standard isotopy
extension technique for extending isotopies of submanifolds could be applied, first
on the submanifolds fi(P
0) and then on the arcs, to give an isotopy of g, fixing B
and R. Let us show how to modify G to be stationary on B. We can assume each
fi(I ∨ P
0) intersects B in a radial line segment and the isotopy G deforms these
segments through radial segments. The outer endpoints of these segments trace out
a pure braid on the boundary hemisphere of B. The isotopy G can be modified to
an isotopy G′ which is constant in B and ends with a new collection of embeddings
f ′i that differ from fi only by a pure braid just outside B. This collection of f
′
i ’s is
isotopic to the fi’s by an isotopy H fixed on B using the lightbulb trick, undoing
the braid by lifting the strands over the spheres fi(∂0P
0). The composite isotopy
consisting of first G′, then H , is a new isotopy of g
∣∣∪ifi(I∨P 0) to the identity that
is fixed inside B. By our earlier remarks we can then isotope g to be the identity
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on ∪ifi(I ∨ P
0). The framings g(τi) can be carried along during this isotopy of g,
yielding framings that differ from the τi’s by even numbers of full twists. These
twists can be eliminated by composing with even powers of twists along the spheres
fi(∂0P
0), as these even powers are isotopic to the identity. Then we can further
isotope g to be the identity in a neighborhood of ∪ifi(I ∨ P
0).
In the case of XA with P 6= S1×S2, the framing data is absent, so after isotoping
g to a diffeomorphism g′ that fixes ∪ifi(I ∨ P
0) it might be necessary to compose
g′ with twists along some of the spheres fi(∂0P
0) to make it preserve framings, in
order to isotope it further to be the identity in a neighborhood of ∪ifi(I ∨ P
0).
Composing with these twists does not change the class of the diffeomorphism in
A(M,R, T ).
The argument for (iii) when P = S1×S2 is similar. 
5. spectral sequence arguments i
In this section, we prove the first part of Theorem 1.1 and Corollary 1.3. This
requires a spectral sequence argument, which we state in enough generality so that
it can be applied directly to prove other stability results in later sections. This
argument has been used many places in the literature to prove stability theorems,
but we don’t know of a reference for a general statement that applies to all the
cases we need.
Suppose we have a sequence of groups G1 ⊂ G2 ⊂ ··· with actions of each Gn on
a complex Xn of dimension at least n− 1 such that:
(1) The action is transitive on simplices of each dimension, and either
(a) the stabilizer of each simplex contains elements that give all permutations
of its vertices, or
(b) the stabilizer of each simplex fixes the simplex pointwise.
(2) The subgroup of Gn fixing a p-simplex pointwise is conjugate to Gn−k−1 for
some 0 ≤ k ≤ p (where Gi is trivial if i < 1).
(3) For each edge of Xn with vertices v and w there exists an element of Gn that
takes v to w and commutes with all elements of Gn that leave the edge fixed
pointwise.
An alternative to condition (1) is
(1′) The action is transitive on vertices, the stabilizer of each simplex fixes the
simplex pointwise, and Hi(Xn/Gn) = 0 for 1 ≤ i ≤ n− 2.
Theorem 5.1. Under these conditions, if each Xn is (n− 2)/2-connected then the
inclusion Gn → Gn+1 induces an isomorphism on Hi if n ≥ 2i+1 and a surjection
if n = 2i.
Note that the theorem also applies if Xn is (n− 2)-connected since n ≥ 1. With
a shift in indices the theorem takes the following form, which is what we will use
most often:
Corollary 5.2. Under the same conditions, if Xn is (n− 3)/2-connected for each
n ≥ 2 then the inclusion Gn → Gn+1 induces an isomorphism on Hi if n ≥ 2i+ 2
and a surjection if n = 2i+ 1.
Proof. Apply the theorem to the sequence of groups G′n = Gn+1 acting on the
spaces X ′n = Xn+1. The hypotheses are easily checked, and the conclusion is that
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Gn+1 → Gn+2 is an isomorphism on Hi for n + 1 ≥ 2i + 2 and a surjection for
n+ 1 = 2i+ 1, which is equivalent to what the Corollary claims. 
There is also a stable version of the above theorem: Consider a group G∞ with
a self inclusion λ :G∞ →֒ G∞. Suppose that G∞ acts on a contractible infinite
dimensional complex X∞, satisfying (1-3) above (or (1
′-3)) with n = ∞ and λ
replacing the inclusion Gn →֒ Gn+1 for each n. In particular, condition (2) requires
now that the inclusion of the stabilizer of a p-simplex St(σp) →֒ G∞ is conjugate
to λk+1.
Theorem 5.3. Under these conditions, the map λ induces a homology isomorphism
λ∗ :H∗(G∞)→ H∗(G∞).
Proof of Theorems 5.1 and 5.3. (For Theorem 5.3, take n =∞ in the proof — this
actually simplifies many of the statements.)
We first reduce (1.a) and (1.b) to (1′). For (1.a), we replace Xn by Yn = ∆Xn,
the simplicial set (or ∆-complex) whose p-simplices are the simplicial maps from
the standard p-simplex ∆p to Xn. This simplicial set is homotopy equivalent to
Xn. The action of Gn on Xn induces an action on Yn which is no longer transitive
on the set of p-simplices for p ≥ 1, but is such that the stabilizer of a simplex fixes
the simplex pointwise. Indeed, the stabilizer of a simplex σ of Yn is the subgroup
of Gn fixing its image Im(σ) pointwise, and this subgroup fixes σ pointwise. By
assumption, the stabilizer St(σ) is conjugate to Gn−k−1 for some k ≤ q if q + 1 is
the number of distinct vertices of Xn in the image of σ. If σ is a p-simplex, we have
0 ≤ q ≤ p, so that condition (2) is still satisfied when Xn is replaced by Yn. Note
also that there are two orbits of edges in Yn, one degenerate and one nondegenerate
and condition (3) holds trivially on the degenerate orbit, and by assumption on Xn
for the other orbit. The quotient ∆Xn/Gn is (n−2)-connected by [17, Lemma 3.5],
using the assumption that Xn has dimension at least n− 1. Hence condition (1.a)
for Xn is replaced by condition (1
′) for Yn, while preserving conditions (2) and (3).
Condition (1.b) is a special case of (1′) since Xn/Gn in that case is a ∆-complex
with a single simplex in each dimension k ≤ n− 1. This complex has the homology
of a point below dimension n − 1, as the boundary maps in its simplicial chain
complex are alternately the identity and the 0-map.
It remains to prove the theorem assuming (1′),(2) and (3). We consider the
double complex E∗Gn+1 ⊗Gn+1 C˜∗(Xn+1), where E∗Gn+1 is a free resolution of Z
over ZGn+1 and C˜∗(Xn+1) is the augmented chain complex of Xn+1. This gives two
spectral sequences, one of which has E∞p,q = 0 for p ≤
n−1
2 due to the connectivity
of Xn+1. Thus the other spectral sequence has E
∞
p,q = 0 for p + q ≤
n−1
2 . It has
E1-term given by
E1p,q =
⊕
orbits
Hq(St(σp),Z)
where the sum runs over representatives σp of the orbits of p-simplices. The coef-
ficients are not twisted because the stabilizer of a simplex of X fixes the simplex
pointwise. (This uses Shapiro’s lemma. See [7, VII.7] for more details.) The differ-
entials are induced by the alternating sum of the face maps:
Hq(St(σp),Z)
di→ Hq(St(diσp),Z)
ch→ Hq(St(σp−1),Z)
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where ch is conjugation by an element h ∈ Gn+1 which takes diσp to the represen-
tative σp−1 of its orbit. We want to show that the differential
d1 :E10,i = Hi(Gn)→ E
1
−1,i = Hi(Gn+1)
is surjective when n ≥ 2i and injective when n ≥ 2i+ 1.
We prove this by induction on i, the case i = 0 being trivial. We start with
surjectivity, so assume that n ≥ 2i. Surjectivity of the d1 above follows from:
(1) E∞−1,i = 0;
(2) E2p,q = 0 for p+ q = i with q < i.
Condition (1) is verified as E∞p,q = 0 when p + q ≤
n−1
2 and i − 1 ≤
n−1
2 when
n ≥ 2i.
For condition (2), we first show that for q < i, the inclusion of stabilizers induces
an isomorphism
E1p,q = ⊕orbitsHq(St(σp),Z)
∼=
→ ⊕orbitsHq(Gn+1,Z)
when p + q ≤ i, and a surjection when p + q = i + 1. Indeed, for a p-simplex σp,
St(σp) is conjugate to Gn−k for some 0 ≤ k ≤ p and by the induction assumption,
the inclusion Gn−k →֒ Gn+1 induces an isomorphism in Hq if n−k ≥ n−p ≥ 2q+1,
i.e. if p+2q ≤ n−1. Now p+2q ≤ 2i−p ≤ n−p by assumption. If p+q = i, we have
p ≥ 1 and the inequality is satisfied, and if p+q < i, then we have strict inequalities
in the above reasoning, also leading to the desired inequality. The surjectivity when
p+ q = i+ 1, q < i is checked in the same way. (In that case, we need p+ 2q ≤ n.
Now p+ 2q = 2i+ 2− p ≤ n+ 2− p ≤ n as p ≥ 2.)
The diagram
Hq(St(σp),Z)

di
// Hq(St(diσp),Z)
vvmm
m
m
m
m
m
m
m
m
m
m
m
ch
// Hq(St(σp−1),Z)

Hq(Gn+1,Z)
id
// Hq(Gn+1,Z)
commutes because ch acts as the identity on Hq(Gn+1,Z). Thus we have a chain
map from the chain complex in the qth line of the E1-term to the augmented chain
complex of Xn+1/Gn+1 with constant coefficients Hq(Gn+1,Z), and this map is an
isomorphism for p+q ≤ i and a surjection for p+q = i+1 by the previous paragraph.
The homology of Xn+1/Gn+1 is trivial in degree ∗ ≤ n − 1 by assumption, which
implies condition (2) since i ≤ n− 1 as n ≥ 2i and i ≥ 1.
To prove injectivity of the map d1 :E10,i = Hi(Gn)→ E
1
−1,i = Hi(Gn+1), we will
show that when n ≥ 2i+ 1
(1) E∞0,i = 0;
(2) E2p,q = 0 for p+ q = i+ 1 with q < i;
(3) d1 :E11,i → E
1
0,i is the 0 -map.
Conditions (1) and (2) follow from the same argument as above: for (1), we need
i ≤ n−12 , which is equivalent to n ≥ 2i + 1. For (2), we now need n − p ≥ 2q + 1
when p+ q ≤ i+1 and n− p ≥ 2q when p+ q = i+2 for all q < i. This is satisfied
in the first case as 2q + p ≤ 2i + 2 − p ≤ n + 1 − p, which is smaller than n − 1
if p + q = i + 1 as p ≥ 2 in that case, and if p + q < i + 1 because we get strict
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inequalities earlier. In the second case as 2q + p = 2i + 4 − p ≤ n + 3 − p ≤ n as
p ≥ 3.
For condition (3), the boundary map is d1 = d11 − d
1
0 on each orbit σ1 with
d1i = chi ◦ di for some h0, h1 ∈ Gn+1. One can choose h0 to be the identity and h1
to be the hypothesized element taking one vertex of σ1 to the other and commuting
with every element in St(σ1). On the group level, we have a commutative diagram
St(σ1)
d1
//
ch1=id

h1 St(σ0)h
−1
1
ch1

St(σ1)
d0
// St(σ0)
where the horizontal maps are the inclusions of St(σ1) to the stabilizer of its two
vertices. Hence d11 = d
1
0 and the d
1-differential is 0. 
Proof of Theorem 1.1(i) (and Proposition 4.3 for m = 3). The result for P nonprime
follows from the result for each of its prime summands, so we can assume that P
is prime. When P is neither S1×S2 nor D3 we use the actions of ΓPn (N,R) on
XFA and APn (N,R, T ) on X
A, as described near the end of Section 4. The condi-
tions (1.a), (2), and (3) at the beginning of this section are satisfied by Lemma 4.6
and Proposition 2.3. Corollary 5.2 then gives the result, using Proposition 4.2 to
guarantee the connectivity hypothesis. For P = S1×S2 the argument is similar
using instead the complexes XA and XFA in Proposition 4.5. For P = D3 one
uses the complex XA in Proposition 4.3. (Here the same complex works for both
groups because the twists along the boundary spheres added by the stabilization
are trivial.) In this case the improved dimension range given in Proposition 1.5 is
obtained by applying Theorem 5.1 directly rather than Corollary 5.2. 
To modify these arguments to apply to the subgroup ΣHAut(∗nG) of ΣAut(∗nG)
appearing in Corollary 1.3 we first need a few algebraic preliminaries. LetG1, ··· , Gn
be copies of the group G, so each Gi is in particular canonically isomorphic to G.
Inside the free product F of these groups Gi we have the collection C(G) of sub-
groups gGig
−1 conjugate to the factors Gi. Each of these subgroups is isomorphic
to G, and if G is neither Z nor itself a free product, these are the only subgroups
of ∗iGi with this property, by the Kurosh Subgroup Theorem. We call an iso-
morphism G → gGig
−1 a parametrization of gGig
−1. A subgroup gGig
−1 has a
canonical parametrization given by composing the canonical isomorphism G→ Gi
with conjugation by g, but this canonical parametrization is only well-defined up to
inner automorphism of G since the element g can be multiplied on the right by any
element of Gi. For a subgroup H of Aut(G) containing the inner automorphisms,
define an H-parametrization of a subgroup in C(G) to be a parametrization that
differs from a canonical parametrization by an element of H .
The symmetric automorphism group ΣAut(F ) permutes the subgroups in C(G)
and acts on parametrizations of these subgroups by composition. Define ΣHAut(F )
to be the subgroup of ΣAut(F ) taking H-parametrizations to H-parametrizations,
so ΣHAut(F ) acts on the set of H-parametrizations. This definition is equivalent
to the one given in Section 1.
Proof of Corollary 1.3. Assume first that G 6= Z, hence P 6= S1×S2, S1×D2. We
can also assume we are not in the trivial case P = D3. Since we assume G is not a
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free product and P is not S1×D2, it follows that ∂P must be incompressible in P if
it is nonempty. LetM be the connected sum ofN = D3 with n copies of P . We take
R = ∂D3 with the basepoint x0 in R as usual, and we may as well choose T = ∅
since ∂M is incompressible. By Proposition 2.1, A(M,R) ⊂ Aut(π1M) and we
have ΣHAut(π1M) ⊂ A(M,R) by restricting the proof of Proposition 2.2. Consider
the action of A(M,R) on XA. The vertices of XA corresponding to embeddings
f : I ∨ P 0 → M for which the induced map on π1 gives an H-parametrization
of the subgroup f∗(π1P
0) span a subcomplex XAH of X
A which is again a join
complex over the same X . This is (n−32 )-connected by the same argument as for
XA. The group ΣHAut(π1M) ⊂ A(M,R) acts on X
A
H , and the hypotheses of
Corollary 5.2 are satisfied as before, so Corollary 1.3 follows when G 6= Z. If G = Z
the argument is the same except that we take P = S1×D2 and use the action
of ΣHAut(π1M) ⊂ ΣAut(π1M) = A(M,R, T ) on X
A
H with T the boundary tori
of M . 
6. spectral sequence arguments ii
In this section we prove part (ii) of Theorem 1.1, given here as Theorems 6.1
and 6.3 and Corollaries 6.2 and 6.5. This gives a new argument for the stability
theorems of [21], improving the dimension ranges and avoiding a gap in the proofs
given there (see [22]).
Let N be a compact, connected, oriented 3-manifold and R a (possibly empty)
submanifold of its boundary. Following the notation of [21] we write M = M sn,k
where
M sn,k = N # (#n S
1×S2) # (#k S
1×D2) # (#s D
3).
Also, we let Γsn,k = Γ(M
s
n,k, Q) where Q = R∪(∂M
s
n,k−∂N) = R∪k (S
1×S1)∪sS
2,
and we denote by Asn,k its quotient A(M
s
n,k, Q, T ) by the subgroup generated by
twists along 2-spheres and disks with boundary in T ⊂ ∂N−R. (In [21] we actually
only consider the case R = ∂N and T = ∅, but there is no reason to restrict to
that case.) The three principal stabilizations for Γsn,k are:
(a) α : Γsn,k → Γ
s
n+1,k induced by enlargingM
s
n,k toM
s
n+1,k by adjoining a punc-
tured S1×S2, identifying a disk in its boundary sphere with a disk in a
boundary sphere of M sn,k.
(b) µ : Γsn,k → Γ
s+1
n,k induced by enlarging M
s
n,k to M
s+1
n,k by adjoining a three-
times punctured sphere, identifying one of its boundary spheres with a
boundary sphere of M sn,k;
(c) ǫ : Γsn,k → Γ
s
n,k+1 induced by enlargingM
s
n,k to M
s
n,k+1 by adjoining a punc-
tured S1×D2, identifying a disk in its boundary sphere with a disk in a
boundary sphere of M sn,k.
These induce corresponding stabilization maps for Asn,k. All these stabilizations
require s ≥ 1. To cover the case s = 0 we need the map δ : Γs+1n,k → Γ
s
n,k induced
by filling in a boundary sphere with a ball. The composition δµ is the identity, so
except when s = 0 the map δ will induce an isomorphism on homology if µ does.
For the proof that the above maps induce isomorphisms in a stable range, we
consider also the map η : Γsn,k → Γ
s−1
n+1,k induced by gluing a three-times punctured
sphere along two of its boundary spheres and the map β = µη : Γsn,k → Γ
s
n+1,k.
Note that α = ηµ.
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Theorem 6.1. The maps α∗, β∗ :Hi(Γ
s
n,k) → Hi(Γ
s
n+1,k) and α∗, β∗ :Hi(A
s
n,k) →
Hi(A
s
n+1,k) are isomorphisms when n ≥ 2i + 2 and surjections when n ≥ 2i + 1
(with s ≥ 1 for α and s ≥ 2 for β).
Proof. This follows from Corollary 5.2 using the complexes XA and XFA for P =
S1×S2 from Proposition 4.5, with the arcs having both boundary points in a
boundary sphere ∂0M for α and one in ∂0M , one in another boundary sphere ∂1M
for β. 
The map α is actually the case P = S1×S2 in Theorem 1.1(i). As β = µη, and
µ is always injective, we deduce:
Corollary 6.2. For s ≥ 1, the maps µ∗ :Hi(Γ
s
n,k)→ Hi(Γ
s+1
n,k ) and µ∗ :Hi(A
s
n,k)→
Hi(A
s+1
n,k ) are isomorphisms when n ≥ 2i+ 2.
Theorem 6.3. The maps δ∗ :Hi(Γ
1
n,k) → Hi(Γ
0
n,k) and δ∗ :Hi(A
1
n,k) → Hi(A
0
n,k)
are isomorphisms when n ≥ 2i+ 4.
In the case of the groups Asn,k it is possible to give a proof of this theorem that
is very similar to the earlier proofs in the paper. One uses the complex XA whose
vertices are isotopy classes of pairs (S, a) where S is a sphere in M0n,k and a is an
oriented circle in M0n,k that intersects S in one point transversely, and simplices are
represented by disjoint collections of such pairs (Si, ai). (The existence of the dual
circles ai implies that the spheres Si form a nonseparating system.) The complex
XA is (n − 3)/2-connected since the circles ai can be regarded as labeling the
spheres Si. The group A
0
n,k acts on X
A, and the pointwise stabilizer of a p-simplex
is Ap+1n−p−1,k. The conditions (1) and (2) at the beginning of Section 5 are satisfied
but not (3). One cannot interchange two pairs (Si, ai) representing an edge of X
A
by a diffeomorphism of M0n,k supported in a neighborhood of the union of the two
pairs, but one can do this in a neighborhood of the union of the two pairs with an arc
joining their two circles ai. This neighborhood is diffeomorphic to S
1×S2 # S1×S2
with a ball removed. The complement of this enlarged neighborhood is M1n−2,k,
and this is included in the complementM2n−2,k of the neighborhood of the two pairs
(Si, ai). By Corollary 6.2 the map Hi(A
1
n−2,k) → Hi(A
2
n−2,k) is surjective under
the given restrictions on n and i, and this suffices to replace (3) at the point where
(3) is used in the proof of Theorem 5.1. (For more details of this type of argument
see the proof of the last theorem in [19].)
One could try to apply this argument for the Γsn,k groups using a version of X
A
that includes mod 2 framing data on the circles ai. However, the stabilizers for the
action of Γsn,k on this complex are not quite what one would want them to be, so
we will instead use a different sort of argument that works for both the Γsn,k and
Asn,k groups.
Proof. We follow here the argument for the proof of Theorem 1.9 in [26]. The map
δ :M1n,k → M
0
n,k induces an equivariant map X
1 = Sc(M
1
n,k) → X
0 = Sc(M
0
n,k)
on the complexes of nonseparating sphere systems in these manifolds. In what
follows, let Gsn,k denote either A
s
n,k or Γ
s
n,k. The group G
s
n,k acts transitively on
the set of p-simplices of Xs for each p and s = 0, 1 as the complements of any two
nonseparating systems of p+ 1 spheres are diffeomorphic.
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The double complex E∗G
s
n,k ⊗Gsn,k C∗(X
s), with E∗G
s
n,k a free resolution of
Z over ZGsn,k and C∗(X
s) the (nonaugmented) chain complex of Xs, defines two
spectral sequences as in Section 5. One of the two spectral sequences has E1-term
sE1p,q = Hq(St
s(σp),Zσp) =⇒ H
Gsn,k
p+q (X
s,Z)
where the spectral sequence now converges to the equivariant homology of Xs,
and where E1p,q has only one term as the action is transitive. The action of the
stabilizer Sts(σp) on Zσp is through the action on the orientation of σp (which is
not pointwise fixed by the stabilizer). As Xs is (n − 2)-connected [21, Prop. 3.2],
H
Gsn,k
i (X
s,Z) ∼= Hi(G
s
n,k,Z) when i ≤ n− 2.
The map δ induces a map of spectral sequences δ1p,q :
1E1p,q →
0E1p,q converging
to
δ∗ :H
G1n,k
p+q (X
1,Z)→ H
G0n,k
p+q (X
0,Z)
which is the map we are interested in when p+ q ≤ n− 2. By [26, Thm. 1.2], δ∗ is
an isomorphism in the range p+ q ≤ N if δ1p,q is an isomorphism when p+ q ≤ N
and a surjection when p+ q = N + 1 with p ≥ 1.
The stabilizer Sts(σp) of a p-simplex σp fits into a short exact sequence
S˜ts(σp)→ St
s(σp)→ Σ2 ≀ Σp+1
where S˜ts(σp) is the subgroup of St
s(σp) that fixes the vertices of σp and their
orientation. The Hochschild-Serre spectral sequence for this short exact sequence
has E1-term
sE1r,t = Fr ⊗Σ2≀Σp+1 Ht(S˜t
s(σp),Zσp) =⇒ Hr+t(St
s(σp),Zσp)
where Fr is a projective resolution of Z over Z[Σ2 ≀ Σp+1]. The map δ induces a
map of spectral sequences δ1r,t :
1E1r,t →
0E1r,t. Note that the action of S˜t
s(σp) on
Zσp is trivial, so that the coefficients in H∗(S˜t
s(σp),Zσp) are actually untwisted.
Case 1: If Gsn,k = A
s
n,k, then S˜t
s(σp) ∼= A
s+2p+2
n−p−1,k. By Corollary 6.2, δ
1
r,t is an
isomorphism for all r when t ≤ n−p−32 as δ∗ = µ
−1
∗ when the manifold has at least
two boundary spheres. By [26, Thm. 1.2], it follows that δ induces an isomorphism
Hq(St
1(σp),Zσp)→ Hq(St
0(σp),Zσp ) for all q ≤
n−p−3
2 . Hence in the first spectral
sequence, δ1p,q is an isomorphism in this range. The theorem follows in that case
from applying [26, Thm. 1.2] to the first spectral sequence with the boundN = n−42 .
Case 2: If Gsn,k = Γ
s
n,k, there is an additional short exact sequence
(Z/2)p+1 → Gs+2p+2n−p−1,k → S˜t
s(σp).
The associated Hochschild-Serre spectral sequence has E2-term
sE2r,t = Hr
(
S˜ts(σp), Ht((Z/2)
p+1,Z)
)
⇒ Hr+t(G
s+2p+2
n−p−1,k,Z)
and δ induces a map of spectral sequences δ2r,t :
1E2r,t →
0E2r,t. By Corollary 6.2,
this map converges to an isomorphism δ∗ :Hi(G
1+2p+2
n−p−1,k,Z) → Hi(G
2p+2
n−p−1,k,Z) in
the range n − p − 1 ≥ 2i + 2. We also have that δ20,t is an isomorphism for all
t because (Z/2)p+1 is central in Gs+2p+2n−p−1,k. By [26, Thm. 1.3], it follows that
δ2r,0 :Hr(S˜t
1(σp),Z) → Hr(S˜t
0(σp),Z) is an isomorphism when r ≤
n−p−3
2 and
we can finish the proof as in Case 1. 
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The remaining stabilization is ǫ. An equivalent inclusion M sn,k → M
s
n,k+1 is
obtained by attaching a 1-handle and a disjoint 2-handle to a sphere boundary
component of M sn,k. Attaching just the 2-handle gives an inclusion M
s
n,k →M
s+1
n,k
equivalent to µ. Then attaching the 1-handle gives an inclusion M s+1n,k → M
s
n,k+1
which we denote by γ. Note that γ is defined even when s = 0. The composition
γµ is ǫ.
Theorem 6.4. For s ≥ 0, the maps γ∗ :Hi(Γ
s+1
n,k )→ Hi(Γ
s
n,k+1) and γ∗ :Hi(A
s+1
n,k )→
Hi(A
s
n,k+1) are isomorphisms when n ≥ 2i+ 1.
Since ǫ = γµ the next result follows from the above and Corollary 6.2:
Corollary 6.5. For s ≥ 1 the maps ǫ∗ :Hi(Γ
s
n,k)→ Hi(Γ
s
n,k+1) and ǫ∗ :Hi(A
s
n,k)→
Hi(A
s
n,k+1) are isomorphisms when n ≥ 2i+ 2.
Proof of Theorem 6.4. Note that γ always induces injections on homology since it
has a left inverse given by filling in part of the new boundary torus, so we only need
to prove surjectivity. Let Gsn,k again denote either A
s
n,k or Γ
s
n,k.
Consider the action of Gsn,k+1 on Dc(M
s
n,k+1, C), the complex of nonseparating
systems of disks with boundary on a fixed circle C in the (k+1)-st boundary torus
ofM sn,k+1 (see [21, Sect. 3]). The stabilizer of a simplex fixes the simplex pointwise
since the disks in a system have an intrinsic ordering near their boundary. The
stabilizer St(σp) of a p-simplex for p ≥ 0 is isomorphic to G
s+p+1
n−p,k . The inclusion
St(σp)→ G
s
n,k+1 is the composition γ η
p. Since α = ηµ, we know that η induces an
isomorphism on homology when α and µ do, and a surjection when α does. Thus
Hq(St(σp)) → Hq(G
s
n,k+1) is an isomorphism for all q < i when n − p ≥ 2q + 2
and a surjection when n − p ≥ 2q + 1 by Theorem 6.1 and Corollary 6.2 and by
induction on i for γ.
The action of Gsn,k+1 on Dc(M
s
n,k+1, C) determines a double complex
E∗G
s
n,k+1 ⊗Gsn,k+1 C˜∗(Dc(M
s
n,k+1, C))
and hence two spectral sequences as in Section 5. The action is transitive on
simplices of each dimension, so (when p ≤ n) one spectral sequence has E1p,q =
Hq(St(σp)) (with untwisted coefficients as the stabilizer of a simplex fixes the sim-
plex pointwise). So E1p,q
∼= Hq(G
s
n,k+1) when q < i and n− p ≥ 2q + 2. The differ-
entials are given by an alternating sum of conjugations cg by elements g ∈ G
s
n,k+1,
one for each face of the simplex, and these fit into a commutative diagram
Hq(St(σp))
cg
//
∼=

Hq(St(σp−1))
∼=

Hq(G
s
n,k+1)
id
// Hq(G
s
n,k+1)
Hence the chain complex (E1∗,q, d
1) is isomorphic to the augmented singular chain
complex of a point with (untwisted) coefficients in Hq(G
s
n,k+1) in the range ∗ ≤
n− 2q − 2 and surjects onto it when ∗ = n− 2q − 1. It follows that E2p,q = 0 when
p ≤ n − 2q − 2 and q < i. In particular, this is the case if p + q = i with q < i as
p+ 2q + 2 = 2i− p+ 2 with p ≥ 1 and n ≥ 2i+ 1.
Now the complex Dc(M
s
n,k+1, C) is (n− 1)-connected [21, Thm. 3.1]. Using the
other spectral sequence, one gets E∞p,q = 0 when p+ q ≤ n− 1. In particular, E
1
−1,i
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must die if i ≤ n. By the above calculation, it can only be killed by d1 :E10,i → E
1
−1,i,
which is the map Hi(G
s+1
n,k )→ Hi(G
s
n,k+1) we are interested in. Hence this map is
surjective. 
Example 6.6. Let us describe a family of examples where Corollary 6.2 fails to
hold when the stabilization is with respect to a prime manifold P different from
S1×S2. The manifold P will be the exterior of an arbitrary (possibly trivial) knot
K in S3. Let the manifold M = Mn,s be the connected sum of n copies of P and
s+ 1 copies of D3. We will think of M as being obtained from the exterior of the
link L in D3 consisting of n separated copies of K by deleting the interiors of s
disjoint balls Bi in the complement of L. We assume n ≥ 1 and s ≥ 1.
For each ball Bi we will construct a homomorphism φi : Γ(M,R) → Z/2 where
R is the union of the boundary spheres of M . As a preliminary remark, we note
that diffeomorphisms of M representing elements of Γ(M,R) take longitudes of L
to longitudes, as these are the only nontrivial circles in ∂M that are homologically
trivial in M . Now to define φi, choose a Seifert surface S for L consisting of
n disjoint orientable surfaces Sj bounded by the components Lj of L and disjoint
from the balls Bk. Applying a diffeomorphism f representing an element of Γ(M,R)
gives a new Seifert surface f(S) by the preliminary remark above. Define φi(f) to
be the class in H2(D
3 − Bi;Z/2) = Z/2 represented by the mod 2 cycle S + f(S).
(We use Z/2 coefficients since f may reverse orientations of the Lj’s.) It is clear
that φi(f) depends only on the isotopy class of f as a diffeomorphism ofM . To see
that φi(f) is independent of the choice of the surface S, let S
′ be another choice
for S. We can assume the four surfaces S, S′, f(S), and f(S′) have general position
intersections, apart from their common boundary L. Since S and S′ represent the
same element of H2(D
3, L;Z/2) ∼= H1(L,Z/2), their sum S + S
′ is the mod 2
boundary of a chain, which we can take to be a simplicial chain with respect to
some triangulation of D3, that is, a region E in D3 whose geometric boundary is
S + S′. Applying f , the region f(E) has boundary f(S) + f(S′). Thus we have(
S+ f(S)
)
+
(
S′+ f(S′)
)
= ∂
(
E+ f(E)
)
in D3. The ball Bi is fixed by f , so Bi is
contained either in both E and f(E) or in neither. Hence
(
S+f(S)
)
+
(
S′+f(S′)
)
is
a mod 2 boundary in D3−Bi, which shows that φi(f) does not depend on the choice
of S. It follows that φi is a homomorphism since if g is another diffeomorphism
then φi(fg) is represented by S + fg(S) =
(
S + g(S)
)
+
(
g(S) + f(g(S))
)
which
represents φi(g) + φi(f).
To see that φi is surjective, consider the diffeomorphism fi of M obtained by
dragging Bi around a loop in D
3 − L that intersects a given Seifert surface S
in one point transversely and is disjoint from the other Bj ’s. Such a loop exists
since D3 − L is connected. The effect of fi on S is to change it only by replacing
a disk D ⊂ S by another disk fi(D) with the same boundary but lying on the
other side of Bi. Thus the cycle S + fi(S) is a sphere isotopic to ∂Bi. This is
nonzero in H2(D
3 −Bi;Z/2) and zero in H2(D
3 −Bj ;Z/2) for j 6= i, so φi(fi) 6= 0
and φj(fi) = 0 for j 6= i. Thus the maps φi are the components of a surjective
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homomorphism Φ: Γ(M,R)→ (Z/2)s. There is a commutative square
Γ(Mn,s, R)
µ
//
Φ

Γ(Mn,s+1, R)
Φ

(Z/2)s
ψ
// (Z/2)s+1
for a certain homomorphism ψ which could be made explicit. Abelianizing the dia-
gram, it follows that µ∗ :H1(Γ(Mn,s, R))→ H1(Γ(Mn,s+1, R)) cannot be surjective
since ψ cannot be surjective.
To see that this holds also for the quotient groups A(M,R, T ) it suffices to show
that each φi vanishes on twists along spheres and disks in M . For twists along
spheres, these are generated by twists along spheres in any maximal collection of
spheres, and a Seifert surface can be chosen disjoint from such a maximal collection,
so each φi is trivial on these generators. For twists along disks, the only case when
these arise is when the knot K is trivial since otherwise the boundary tori of M
are incompressible. For the trivial knot K the twist disks form a Seifert surface for
L, so by taking parallel copies of these twist disks as S we see that φi is trivial on
disk twists.
7. braid groups, symmetric groups and manifolds of other dimensions
One of the stability statements in Theorem 1.1 does not require any 3-dimensional
topology for its proof, namely the case of the stabilization with P = D3. Indeed, to
study the map Γ(ND
3
n , R)→ Γ(N
D3
n+1, R) we used a complex of arcs isomorphic to a
join of copies of π1(M) (see Proposition 4.3), and the proof of high connectivity of
this complex is completely combinatorial. In this section, we prove Proposition 1.5
which extends this stabilization result to manifolds M (not necessarily compact
or orientable) of any dimension m ≥ 2, with Γ(ND
3
n , R) replaced by Γ(M,n,R),
the mapping class group of diffeomorphisms of M permuting a set Λn of n points
interior to M and fixing a submanifold R of its boundary. We moreover prove
Propositions 1.6 and 1.7 concerning symmetric and braid groups, which are both
closely related to the mapping class groups of punctured manifolds.
The extension of puncture-stabilization from dimension 3 to higher dimensions
will be immediate, but dimension 2 requires extra care due to the fact that arcs in
general position in a surface can intersect, and thus the arc complexes are not join
complexes as they are in dimension 3 and above. Most of this section is concerned
with proving the appropriate connectivity result in dimension 2.
Fix a connected surface S (orientable or not, compact or not) with a boundary
circle ∂0S. Let ∆0 be a finite set of points in ∂0S and let Λn = {p1, ··· , pn} be
n distinct points in the interior of S. We consider first the simplicial complex
F(S; ∆0,Λn) whose vertices are isotopy classes of embedded arcs in S with one
boundary point in ∆0 and one in Λn, and whose higher simplices are collections of
such arcs which do not intersect, except possibly at their endpoints.
Lemma 7.1. F(S; ∆0,Λn) is contractible for all n ≥ 1.
Proof. The proof uses the surgery argument introduced in [16], in the variant em-
ployed in [44, Lem 2.5] with Λn = ∆1 in the notation there. The circle ∂0S is a
pure boundary component in the sense of [44] since it only contains points of ∆0.
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The fact that the points p1, ··· , pn do not lie on boundary components does not
play any role in the proof. 
We denote the vertices of F(S; ∆0,Λn) as pairs (i, a), where i ∈ {1, ··· , n} and
a is an arc from ∆0 to pi. Let A(S; ∆0,Λn) be the subcomplex of F(S; ∆0,Λn) of
simplices 〈(i0, a0), ··· , (ip, ap)〉 such that ij 6= ik whenever j 6= k, that is, collections
of arcs with at most one arc ending at each pi. (This is the 2-dimensional analogue
of the complex XA in Proposition 4.3.)
Proposition 7.2. A(S; ∆0,Λn) is Cohen-Macaulay of dimension (n− 1).
Proof. The complex A(S; ∆0,Λn) has dimension n−1 since a maximal simplex has
n arcs. We will show that it is (n− 2)-connected. It will follow that the complex is
Cohen-Macaulay as the link of a q-simplex σ = 〈(i0, a0), ··· , (iq, aq)〉 is isomorphic
to A(S − σ; ∆′0,Λn − {pi0 , ··· , piq}), where ∆
′
0 is the image of ∆0 in S − σ.
The proof of connectivity is analogous to the proof of Lemma 3.1. First note
that the result is trivially true for n = 0, 1. For larger n we induct on n. Fix n ≥ 2
and k ≤ n− 2. Let f :Sk → A(S; ∆0,Λn) be a map. By Lemma 7.1, we can extend
f to a map fˆ :Dk+1 → F(S; ∆0,Λn), which we can assume to be simplicial for some
triangulation of Dk+1. We will modify fˆ so that its image lies in A(S; ∆0,Λn).
Call a simplex σ of Dk+1 bad if fˆ(σ) = 〈(i0, a0), ··· , (ip, ap)〉 with each ij oc-
curring at least twice with different aj ’s. Let σ be a bad simplex of maximal
dimension p. By maximality of σ, fˆ maps the link of σ to collections of arcs in the
complement of ∪jaj connecting points of ∆0 to points pi disjoint from ∪jaj, and
in fact fˆ restricts to a map
fˆ : Link(σ) ≃ Sk−p → Jσ = A(S1; ∆
1
0,Λn1) ∗ ··· ∗A(Sc; ∆
c
0,Λnc)
where S1, ··· , Sc are the surfaces obtained by cutting S along ∪jaj , ∆
i
0 is the image
of ∆0 in Si and Λni = Λn ∩ int(Si). Note that each ∆
i
0 is nonempty and n1+ ···+
nc = n−d for d the number of distinct ij’s in fˆ(σ). We have d ≤ ⌊
p+1
2 ⌋ ≤ p so that,
by induction, Jσ has connectivity (
∑
j nj)− 2 ≥ n − p− 2. As k − p ≤ n− p− 2,
we can extend the restriction of fˆ to the link of σ to a map g :Dk−p+1 → Jσ. We
modify fˆ on the interior of the star of σ using fˆ ∗ g on ∂σ ∗ Dk−p+1 ≃ Star(σ).
This construction removes σ and does not add any new bad simplices of maximal
dimension. The result follows by induction. 
We are now ready to prove the puncture-stabilization in all dimensions. LetM be
an m-dimensional manifold with ∂0M ⊂ R submanifolds of the boundary as before,
and let Λn = {p1, ··· , pn} be a set of n distinct points in the interior of M . As in
Section 1, let Γ(M,n,R) denote the mapping class group of diffeomorphisms map-
ping Λn to itself and fixing R. To see that the map Γ(M,n,R) → Γ(M,n+ 1, R)
induced by gluing a punctured Dm to ∂0M along a disk D
m−1 ⊂ ∂Dm is injective,
consider the following diagram of short exact sequences:
Γ(M,R ∪ Λn) //

Γ(M,n,R) //

Σn

Γ(M,R ∪ Λn+1) // Γ(M,n+ 1, R) // Σn+1
36 ALLEN HATCHER AND NATHALIE WAHL
The vertical map on the left is injective since it has a left inverse defined by forget-
ting the new puncture. The vertical map on the right is obviously injective, so the
middle vertical map is injective as well.
Proof of Propositions 1.5, 1.6 and 1.7. The three results follow from Theorem 5.1.
For Proposition 1.5, we use the action of Gn = Γ(M,n,R) on the complex Xn
of nonintersecting arcs in M from a point p0 ∈ ∂0M to distinct points of Λn.
We have Xn ∼= (∆
n−1)π1(M) if dim(M) ≥ 3 (see Remark 4.4 in the case that
dim(M) = 3) and Xn = A(M ; {p0},Λn) ifM has dimension 2. For Proposition 1.6,
we use the action of Gn = G ≀ Σn on the complex Xn = (∆
n−1)G defined by
(g1, ··· , gn;α)·(i, h) = (α(i), gih), where α ∈ Σn, g1, ··· , gn, h ∈ G and i ∈ {1, ··· , n}
is a vertex of ∆n−1. Finally for Proposition 1.7, we use the action of Gn = G ≀B
S
n
on Xn = A(S; {p0},Λn)
G, where BSn = π1Conf(S, n) acts via the inclusion B
S
n →֒
Γ(S,Λn, ∂S) coming from the long exact sequence of homotopy groups associated
to the fibration Diff(S,Λn, ∂S)→ Diff(S, ∂S)→ Emb(Λn, S)/Σn = Conf(S, n).
Each of the complexes Xn above is of dimension n − 1 and (n − 2)-connected
by Propositions 3.5 and 7.2 and the action of Gn on Xn is transitive on the sets of
p-simplices for each p. For the complexes of the type (∆n)G, the stabilizer of a p-
simplex can realize all the permutations of its vertices, whereas for the complexes of
type A(S; {p0},Λn)
G, the stabilizer of a simplex fixes the simplex pointwise as the
arcs are naturally ordered at p0 in dimension 2, and this order cannot be changed
by a diffeomorphism. The subgroup of Gn fixing a p-simplex pointwise is in each
case conjugate to Gn−p−1, as is clear in the case m = 2, while for m ≥ 3 this
follows from the argument used to prove (iii) in Lemma 4.6. Condition (3) for
Theorem 5.1 is also easily verified in each case since for an edge of Xn defined by a
pair of (labeled) arcs there is a diffeomorphism ofM fixed on ∂M and supported in
a neighborhood of the two arcs which interchanges their endpoints in Λn and takes
the first arc to the second. 
8. connected sums along disks in the boundary
In this section, we prove Theorem 1.8 about stabilization by boundary connected
sum ( ♮ -sum) on irreducible 3-manifolds. Let (M,∂0M) be a compact, connected,
oriented, irreducible 3-manifold with a chosen component ∂0M of its boundary,
and let R be a finite collection of disjoint disks in ∂0M . Consider also a pair
(P, ∂0P ) with P prime with respect to ♮ -sum. The stabilization map M →M ♮P
is obtained by identifying half of a disk in ∂0P with half of a disk of R. It induces
a map Γ(M,R) → Γ(M ♮P,R) which is injective: In an irreducible manifold each
component of the space of disks with fixed boundary (or half of the boundary
fixed) is contractible [15], and in particular simply-connected. So given an isotopy
H joining a diffeomorphism g of M ♮P and the identity, with g fixing P as well as
R, the isotopy H can be deformed (keeping R fixed) to an isotopy fixing the disk
splitting off P .
We assume that P is nontrivial, i.e. P 6= D3. For ordinary connected sum,
S1×S2-summands play a special role as they correspond to nonseparating spheres
in the 3-manifold. The analog for boundary connected sum is S1×D2-summands,
which correspond to disks in M having boundary a nonseparating curve in ∂0M .
To prove Theorem 1.8, we will use complexes Y A analogous to the complexes
XA of Section 4. To prove that the complexes Y A are highly connected, we follow
the same strategy as for XA, namely we deduce it from the connectivity of the
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related disk complexes. However, we cannot use Theorem 3.6 directly here because
the dual arcs live in a 2-dimensional surface, namely ∂0M , and thus the complexes
Y A fail to be join complexes for the same reason as in the 2-dimensional case in the
previous section. We start the section by proving the necessary connectivity results
for complexes of embedded disks. We then prove the connectivity of the complexes
Y A using a combination of the techniques from Sections 3 and 7.
Let (M,∂0M) be as above with R a possibly empty finite collection of disjoint
disks in ∂0M . We define D(M,R) to be the simplicial complex whose vertices are
isotopy classes of nontrivial disks in M with boundary in ∂0M − R, and higher
simplices are disjoint collections of such. Here a disk is nontrivial if it is neither
isotopic to a disk of R nor of ∂0M − R. All isotopies must take place in the
complement of R. When R is empty we abbreviate D(M,R) to D(M).
Proposition 8.1. D(M,R) is contractible when D(M) is nonempty.
Proof. We proceed by induction on the number of disks in R, starting with the base
case of D(M) when R is empty. Contractibility in this case is Theorem 5.3 in [32].
It appears that the proof there might also work when R consists of one disk, but let
us instead show that when R consists of one disk, the map D(M,R)→ D(M) that
ignores R is a homotopy equivalence. Choose a nontrivial annulus A in ∂0M that
contains the disk R in its interior as in Fig. 8.1. (Note that ∂0M is not a sphere
since M is irreducible and is not D3 so that such an annulus exists.) Systems of
disks defining simplices of D(M,R) can be isotoped so that their boundary curves
meet A minimally. The minimal intersections are unions of arcs as shown in the
figure as there are no nontrivial disks with boundary a circle in A by irreducibility
of M . Let D0(M,R) be the subcomplex of D(M,R) formed by disk systems whose
boundary curves cross A from one component of ∂A to the other. The full complex
Figure 8.1: Discs intersecting A minimally in D(M,R)
D(M,R) deformation retracts onto D0(M,R) by pushing curves that do not cross
A across R according to the following scheme. For a simplex σ of D(M,R) not
contained in D0(M,R), let D be the disk of σ which is not in D0(M,R) and which
is ‘innermost’ in A, lying closest to R, and let D′ be the disk obtained from D by
pushing it across R. Note that such a push preserves nontriviality of disks since R is
a single disk. We can isotope D′ to be disjoint from σ and to intersect A minimally
without moving σ. Let τ be the simplex of D(M,R) spanned by σ and D′, so τ = σ
if D′ is already a vertex of σ. Replacing D by D′ can be realized by a linear flow
in τ along lines parallel to the edge from D to D′, giving a deformation retraction
of τ onto its face τ −D. The restriction of this flow to any face of τ obtained by
deleting a disk other than D or D′ is the flow for that face, so we obtain in this way
a well-defined flow on D(M,R) that is stationary on D0(M,R). Each simplex not
in D0(M,R) flows across finitely many simplices until it lies in D0(MR) since each
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flow across a simplex decreases the number of arcs of intersection with A. Thus the
flow defines a deformation retraction of D(M,R) onto D0(M,R).
The restricted map f :D0(M,R) → D(M) can now be seen to be a homotopy
equivalence because its fibers are contractible. Indeed, for any simplex σ of D(M),
consider the fiber f≤σ, the subcomplex of D0(M,R) of disk systems mapping to
a face of σ. Suppose σ = σ0 ∗ σ1 with σ0 the largest face of σ disjoint from
A. Choosing a lift σˆ of σ to D0(M,R) and pushing curves across R gives an
isomorphism f≤σ ∼= σ0 ∗ [R×σ1], a contractible complex.
In the above arguments, we used the fact that pushing the boundary of a disk
acrossR preserves its nontriviality. This is only true when R consists of a single disk.
When R has more than one disk, let R0 be one disk of R and R1 the remaining disks.
Forgetting R0 does not define a map D(M,R)→ D(M,R1) since a disk splitting off
a ball fromM whose intersection with ∂0M is a disk containingR0 and only one disk
of R1 becomes trivial under this map. Call such a disk special. Note that the link
of a vertex of D(M,R) corresponding to a special disk is isomorphic to D(M,R1)
and is thus contractible by induction. If D0(M,R) denotes the subcomplex of
D(M,R) with no vertices corresponding to special disks, then D(M,R) is the union
of D0(M,R) with the stars of the vertices corresponding to special disks. Since
the links of these vertices are contractible, D(M,R) is homotopy equivalent to
D0(M,R). Furthermore, D0(M,R) deformation retracts onto the link in D(M,R) of
a fixed special vertex D by pushing the boundary curves of all disks in D0(M,R) off
∂D by pushing them across R0 as shown in Fig. 8.2. This link is again contractible
by induction. 
Figure 8.2: Pushing disks away from a special disk D in D(M,R)
8.1. Prime summands P 6= S1×D2. Analogous to the complex X in Section 4,
let Y be the complex whose simplices are isotopy classes of collections of disjoint
P -summands of M disjoint from R. We consider here summands with respect to
boundary connected sum along ∂0M and ∂0P , so such summands are cut off by
disks in M with boundary in ∂0M .
Proposition 8.2. If P 6= S1×D2 then Y is Cohen-Macaulay of dimension n − 1
for n the number of P -summands in M .
Proof. This follows the proof of Proposition 4.1 very closely so we will not go
through the argument in detail. The initial special case P = D3 in Proposition 4.1
has no analog in the present situation, so the proof begins with the case n = 1,
where the result is automatic. For n ≥ 2, contractibility of D(M,R) replaces that
of S(M), using the fact that D(M) 6= ∅ as soon as n ≥ 2. At the step where the
manifolds M1, ··· ,Md arise by cutting M along disks, copies of these disks should
be added to the disk-sets R for the manifolds Mi. 
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Now we assume R 6= ∅ and we define an enhanced version Y A of the complex
Y . Choose a distinguished disk B ⊂ ∂0P and let I ∨ P be the union of I and P ,
glued along 1 ∈ I and p0 ∈ ∂B. Consider embeddings f : I ∨ P → M such that
f(P ) is a P -summand of M disjoint from R, cut off by the disk f(B), and f(I)
is an arc in ∂0M intersecting R only in a chosen basepoint x0 = f(0) ∈ ∂R. We
also assume that f is orientation-preserving on P . Define Y A = Y A(M,P,R, x0)
to be the simplicial complex whose vertices are isotopy classes of such embeddings
f , with simplices corresponding to collections of embedding with images that are
disjoint except at x0. There is a forgetful map Y
A → Y .
The following result is proved in Section 8.3 below.
Theorem 8.3. When P 6= S1×D2, the complex Y A is (n−32 )-connected for n the
number of P -summands in M .
8.2. Prime summands P = S1×D2. Let Dc(M,R) denote the subcomplex of
D(M,R) whose simplices are collections of disks 〈D0, ··· , Dp〉 whose boundaries
form a nonseparating curve system 〈∂D0, ··· , ∂Dp〉 in ∂0M .
Proposition 8.4. Dc(M,R) is Cohen-Macaulay of dimension n−1 for n the num-
ber of S1×D2-summands in M .
Proof. Note first that the complex has dimension n − 1 as the neighborhood of k
disks with nonseparating boundary curve system and a dual graph to their bound-
aries in ∂0M is a connected sum of k S
1×D2-summands. Moreover the link of a
p-simplex σ = 〈D0, ··· , Dp〉 in Dc(M,R) is isomorphic to Dc(Mσ, R ∪i D
±
i ), where
Mσ, the manifold obtained from M by cutting along σ, has n − p − 1 S
1×D2-
summands. (Here D±i is the pair of disks in ∂Mσ corresponding to Di.) Hence the
CM property will follow from the fact that Dc(M,R) is (n− 2)-connected.
As in the proof of Proposition 4.1, we proceed by induction on the complexity of
M , which is now the number of disks defining a maximal simplex of D(M,R). Let
k ≤ n−2. A map f :Sk → Dc(M,R) can be extended to a map fˆ :D
k+1 → D(M,R)
by Proposition 8.1, which is applicable here since we can assume n ≥ 2. We want
to modify fˆ so that its image lies in Dc(M,R). Let σ be a simplex of maximal
dimension p in Dk+1 such that fˆ(σ) = 〈D0, ··· , Dq〉 with each ∂Di separating
∂0M − {∂D0, ··· , ∂̂Di, ··· , ∂Dq}. Let M1, · · · ,Md be the manifolds obtained by
cutting M along fˆ(σ). By maximality of σ, the restriction of fˆ to the link is a map
Link(σ) ≃ Sk−p → Jσ = Dc(M1, R1) ∗ ··· ∗ Dc(Md, Rd). The Mi’s have smaller
complexity than M and a total of at least n − p S1×D2-summands. Indeed, the
dual graph Γ of fˆ(σ) in ∂0M has genus at most q ≤ p. A neighborhood of Γ∪ fˆ(σ)
is a handlebody of the same genus as Γ andM is a boundary connected sum of this
handlebody with the manifolds M1, ··· ,Md. It follows that Jσ has connectivity at
least n−p−2. Hence we can extend fˆ |Link(σ) to a diskD
k−p+1 and use this extension
to create a new fˆ with fewer bad simplices of top dimension like σ. Repeating this
process a finite number of times will give a map fˆ with image in Dc(M,R). 
Let x0, x1 be two points in ∂R (possibly x0 = x1) and let I+D
2 denote the union
of I and D2 with the midpoint of I identified with p0 ∈ ∂D
2. When P = S1×D2,
define Y A = Y A(M,R, x0, x1) to be the simplicial complex whose vertices are
isotopy classes of embeddings
f : (I +D2, I + ∂D2)→ (M,∂0M)
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smooth on I and D2 with f(I) transverse to f(∂D2), such that f(∂D2) does not
separate ∂0M and f(I + ∂D
2) intersects R only at f(0) = x0 and f(1) = x1. We
also place an orientation condition on f like the one for XA when P = S1×S2. A
k-simplex of Y A is represented by a collection 〈f0, ··· , fk〉 of pairwise disjoint such
embeddings such that the union of the images fi(∂D
2) does not separate ∂0M .
There is a forgetful map Y A → Dc(M,R). In Section 8.3 we will prove:
Theorem 8.5. When P = S1×D2 and x0 = x1, the complex Y
A is (n−32 )-connected
for n the number of S1×D2-summands in M .
Besides the case x0 = x1 we also need the case that x0 and x1 are distinct and
lie in different components of R. In this case we consider a stable complex: Let
M be an irreducible 3-manifold as before and let Mn be the manifold obtained
from M by boundary connected sum with n copies of S1×D2. We consider the
stabilization α :Mn → Mn+1 identifying half of a disk D in S
1×∂D2 with half of
a disk in the component of R containing x0 and disjoint from x0, as in Figure 8.3.
It induces an inclusion of simplicial complexes Y A(Mn, Rn) → Y
A(Mn+1, Rn+1)
where Rn+1 is obtained from Rn by replacing the half-disk where S
1×D2 attaches
by the unattached half of the disk D in S1×∂D2. Let Y A(M∞, R∞) be the direct
limit
colim(Y A(M,R)
α
→ Y A(M1, R1)
α
→ ···
α
→ Y A(Mn, Rn)
α
→ ···)
where M∞ = ∪nMn and R∞ = ∪nRn ∩ ∂M∞.
Figure 8.3: Construction of M∞
Theorem 8.6. If P = S1×D2 and x0 and x1 lie in different components of R then
Y A(M∞, R∞) is contractible.
8.3. Proof of Theorems 8.3, 8.5 and 8.6. To prove the three theorems, we need
to expand Y A to a larger complex Yˆ A having the same vertices as Y A but more
higher-dimensional simplices. If P 6= S1 × D2 a simplex of Yˆ A is represented by
a collection of embeddings fi : I ∨ P → M as before, but where the submanifolds
fi(P ) are now either disjoint or coincide, and the interiors of the arcs fi(I) are
disjoint and disjoint from the submanifolds fj(P ). For the case P = S
1 × D2
the definition is a little more complicated: A simplex of Yˆ A is represented by a
collection of embeddings fi : I ∨D
2 →M where the disks Di = fi(D
2) are disjoint
or coincide, but we assume there exist annular neighborhoods Ni of the circles ∂Di
in ∂0M , with Ni = Nj if Di = Dj and Ni ∩Nj = ∅ if Di 6= Dj , such that each arc
ai = fi(I) intersects ∪jNj in a single arc that crosses Ni from one circle of ∂Ni to
the other, and different ai’s are disjoint outside ∪jNj except at their endpoints at
x0 and x1. No restrictions are placed on how different ai’s intersect within ∪jNj.
For example, a simplex of Yˆ A can be constructed from a pair (D0, a0) by adding
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parallel copies a1, ··· , ap of a0, then modifying each of these copies by applying to it
a different power of a Dehn twist along ∂D0, and taking D0 as the disk Di for each
i. The expected definition of Yˆ A would have required that different ai’s intersect
only at their endpoints, but this more restrictive definition leads to difficulties, as
will be explained at the end of the proof of the next lemma.
We have defined the complex Y for P 6= S1×D2, and to unify notation we
set Y = Dc(M,R) when P = S
1×D2. Thus in both cases we have a projection
Yˆ A → Y . We denote by Ym the subcomplex of the barycentric subdivision of Y
corresponding to the subposet of simplices of Y with at least m vertices. Let Yˆ Am
denote the subcomplex of the barycentric subdivision of Yˆ A projecting to Ym.
Lemma 8.7. Yˆ Am is (n − m − 1)-connected, where we assume that x0 = x1 if
P = S1×D2.
Proof. We know that Ym is (n − m − 1)-connected by Propositions 8.2, 8.4 and
Lemma 3.8. Thus to prove the lemma it suffices to show that the projection
π : Yˆ Am → Ym is a homotopy equivalence. Consider first the case P 6= S
1×D2.
Let σ = 〈[f0(P )], ··· , [fk(P )]〉 be an element of Ym. The fiber π≥σ is the subposet
of elements 〈[g0], ··· , [gr]〉, with gj : I ∨P →M , such that each fi(P ) occurs among
the gj(P )’s. There is a projection π≥σ → π
−1(σ) defined by forgetting gj ’s for
which gj(P ) is not among the fi(P )’s. The fibers of this projection are contractible
since they have a minimal element. Hence to show that π is an equivalence, it is
enough to show that π−1(σ) is contractible for any σ in Ym. The argument is an
adaptation of that used to prove Lemma 7.1.
Choose a lift σˆ = 〈[f0], ··· , [fk]〉 of σ in Yˆ
A
m , with fi : I∨P →M . We are going to
define a deformation retraction of π−1(σ) to the point σˆ. We think of an element τ
of π−1(σ) as a family of arcs b1, ··· , br, bj = gj(I), which we can assume have been
isotoped into normal form with respect to the arcs ai = fi(I), i.e., intersecting the
ai’s minimally and transversely; such a normal form is unique up to isotopy through
normal forms (except for moving a bj that is parallel to an ai from one side of ai to
the other). If some ai meets a bj at a point other than x0, consider the first such ai
in the ordered list a0, ··· , ak and look at the first intersection point of this ai with a
bj as we move along ai away from x0. Cutting the bj arc at this intersection point
produces two arcs, and we discard the one going to x0. The one going to a disk Dℓ
we keep and extend to rejoin to x0 along an arc parallel to ai, giving a new arc b
′
j
that is compatible with the original collection b1, ··· , br (see Fig. 8.4). This step can
be repeated for each remaining intersection along this ai, then for the intersections
along ai+1, ai+2, ··· until all such intersections are eliminated. This sequence of
steps defines a path in Yˆ Am by varying the weights from the old arc to the new arc
each time, as in the proof of Proposition 8.1. This path ends at a new system of
arcs bj that meet the ai’s only at x0, and we can extend the path so that it ends at
σˆ by shifting the weights from the new bj’s to the ai’s. The combined path depends
continuously on τ , and hence defines a deformation retraction of π−1(σ) to σˆ.
If P = S1×D2 the process is similar, doing surgery on the arcs bj to eliminate
their intersections with ai’s outside the annular neighborhoods of the circles ∂Dj,
surgering from first one end of an ai and then the other. This is done after the
bj’s have first been isotoped to minimize their intersections with the ai’s outside
the annular neighborhoods. This minimal position is unique up to isotopy, so the
surgery process is well-defined on isotopy classes. This would not be the case if we
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Figure 8.4: Surgery on the arcs bj
also tried to surger away intersections of bj ’s with ai’s inside the annuli since such
intersections can be pushed from one side of the core circle ∂Dℓ of an annulus to
the other, and eliminating the intersections by surgery on one side of ∂Dℓ or the
other can produce different results. 
Fortunately, allowing intersections in the annuli when P = S1×D2 will cause no
problems later: In the proof of Theorem 8.5, we will only need that arcs dual to
different disks are disjoint.
The above argument does not apply to the case x0 6= x1 when P = S
1×D2
because an arc b′j obtained from an arc bj by surgery as above could go from x0 to
itself or from x1 to itself, even if ai and bj go from x0 to x1. It is however enough
for our purposes to show that the high connectivity holds stably.
Lemma 8.8. Suppose that P = S1×D2 and that x0 and x1 lie in different compo-
nents of R. Then Yˆ Am (M∞, R∞) is contractible.
Proof. We follow the same general strategy as in the proof of the previous lemma
in the case P = S1×D2, but with a new rerouting construction replacing surgery.
This rerouting technique can be viewed as an analog for surfaces of the lightbulb
trick in 3 dimensions that has played a key role earlier in the paper.
Consider the projection π : Yˆ Am (M∞, R∞) → Ym(M∞, R∞). Since the target
space Ym(M∞, R∞) is contractible (Prop. 8.4), it suffices, as in the previous lemma,
to show contractibility of the pre-image π−1(σ) of each simplex σ = 〈D0, ··· , Dk〉.
Given a map f :Sp → π−1(σ), this has compact image lying in Yˆ Am (Mn, Rn) for some
finite n. To do the rerouting, we choose a collection of 2k+2 disks Ti,ǫ for i = 0, ··· , k
and ǫ = 0, 1, lying in M∞ − (Mn ∪R∞) and forming a nonseparating system with
the Di’s. We lift σ to a simplex σˆ = 〈(D0, a0) ··· , (Dk, ak)〉 in Yˆ
A
m (M∞, R∞) where
each ai is chosen to intersect the disk system of Di’s and Ti,ǫ’s transversely in three
points: starting at x0, ai first crosses Ti,0, then Di, then Ti,1 before ending at x1.
Such arcs ai exist since the Di’s and Ti,ǫ’s form a nonseparating system.
We wish to deform f to the constant map with image σˆ. A simplex in the image
of f is represented by a collection of arcs bj dual to the Di’s but disjoint from the
Ti,ǫ’s. After putting this collection into normal form with respect to the ai’s using
a neighborhood Ni of each Di as before, consider an intersection of a bj with an
ai outside Ni that is closest to the disk Ti,ǫ for ǫ either 0 or 1. We reroute a small
segment of bj near this intersection with ai so that it travels parallel to ai to a
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point near Ti,ǫ, then around ∂Ti,ǫ to a point on the other side of ai, then parallel
to ai back to the original bj, as shown in Figure 8.5. The new b
′
j can be isotoped
to be disjoint from the original bj, and we obtain a deformation of f by varying
the weights to replace bj by b
′
j . The process can be repeated until all intersections
of bj’s with ai’s are eliminated (apart from those in the annular neighborhoods
of the circles ∂Di that we do not care about). After all these intersections have
been eliminated we can do one last deformation of f by shifting the weights on the
resulting new arcs bj to the arcs ai, giving the constant map with image σˆ. 
Figure 8.5: The simplex σ and the deformation
Proof of Theorems 8.3, 8.5 and 8.6. We will show that Y A = Y A(M,R) is (n−32 )-
connected (general case) when M has n P -summands in its prime decomposition,
except in the case P = S1×D2 with x0 6= x1 (special case), where we show that
any map Sk → Y A(M,R) can be filled with a disk in Y A(MN , RN ) for some large
N . Recall that MN is the boundary connected sum ofM with N copies of S
1×D2.
For notational simplicity we will usually omit the term RN .
Suppose that k ≤ n−32 (or k is any number in the special case) and let f :S
k →
Y A be a map. The strategy of the proof is similar to the one in the proof of
Theorem 3.6: We first ‘enlarge’ f to a map g :Sk → Yˆ Ak+2 (after passing to MN1 in
the special case). This map can be extended to a map from the disk Dk+1 by the
known connectivity of Yˆ Ak+2 in the general case (resp. after passing to MN1+N2 in
the special case). We then use a coloring argument to recover a map G :Dk+1 → Y A
which is homotopic to f on Sk.
Step 1: Construction of g :Sk → Yˆ Ak+2. The given map f :S
k → Y A may be taken
to be simplicial with respect to some triangulation T0 of S
k. We denote by T′0 the
barycentric subdivision of T0. A p-simplex of T
′
0 is thus a chain [σ0 < ···<σp] of
simplices of T0. We want to construct a simplicial map g from a subdivision T1 of
T
′
0 to Yˆ
A
k+2 with the following additional property: For any vertex v of T1 such that
v lies in the interior of a simplex [σ0< ···<σp] of T
′
0, g(v) contains f(σ0) as a monic
subset, that is, a subset such that each P -summand or disk of f(σ0) intersects only
one arc of g(v). We will construct g inductively over the skeleta of T′0.
Consider first the general case. For each vertex [σ] of T′0, with f(σ) a p-simplex
of Y A, extend f(σ) to a (k + 1)-simplex g([σ]) = f(σ) ∗ τ of Y A. This is always
possible as every simplex of Y A can be extended to a (maximal) (n − 1)-simplex
and k + 1 ≤ n− 1. We consider g([σ]) as a vertex of Yˆ Ak+2. For the inductive step
we wish to extend g over a p-simplex τ = [σ0 < ···<σp] of T
′
0, assuming we have
already defined g on ∂τ so that the additional property in the preceding paragraph is
satisfied. In particular, for any vertex v of ∂τ , g(v) contains f(σ0) as a monic subset,
and we can consider the restriction of g to ∂τ as a map gτ : ∂τ → Yˆ
A
k+2−q(Mf(σ0)),
where q is the number of vertices in f(σ0) and Mf(σ0) is M with the P -summands
or disks of f(σ0) removed, the resulting boundary disks being added to R. This
complex has connectivity n−q− (k+2−q)−1 = n−k−3 by Lemma 8.7. We need
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it to be (p− 1)-connected in order to extend gτ over the whole simplex τ . Thus we
need the inequality p − 1 ≤ n − k − 3, which holds when k ≤ (n − 3)/2 as p ≤ k.
The extension of gτ over τ may involve arcs that intersect arcs of f(σ0), but such
intersections can be eliminated by rerouting the arcs in gτ along the arcs of f(σ0)
so that they go around the new disks of R. Alternatively, we could use the surgery
technique in the proof of Lemma 8.7 to eliminate the intersections. After this has
been done we can combine the extended gτ with f(σ0) on τ to give the induction
step in the construction of g on Sk, with the additional property still satisfied.
For the special case, the inductive step extending g from the (p − 1)-skeleton
to the p-skeleton requires doing a connected sum with np copies of S
1×D2 by
Lemma 8.8, for some np large enough for each of the p-simplices of S
k — a finite
number is sufficient by compactness. Taking N1 = n0+ ···+nk, we thus get a map
g :Sk → Yˆ Ak+2(MN1).
In the general case, extend g to a map g :Dk+1 → Yˆ Ak+2, which is possible
as Yˆ Ak+2 is (n − (k + 2) − 1)-connected. In the special case, extend g to a map
g :Dk+1 → Yˆ Ak+2(MN1+N2) for some N2 large enough. In both cases, we can assume
that g is simplicial with respect to a triangulation T1 of D
k+1 which restricts to
the already defined T1 on S
k.
Step 2: Construction of G :Dk+1 → Y A. We define G inductively on the skeleta
of T1, from a subdivision T2 of T1, with the following additional property: if w is
a vertex of T2 which lies in the interior of a simplex τ = 〈v0, ··· , vp〉 of T1 with
g(v0) ≤ ··· ≤ g(vp) in Yˆ
A
k+2, we require that G(w) is a vertex of g(v0). In case w is
in Sk, in the interior of a simplex [σ0< ···<σp] of T
′
0, we choose moreover G(w) to
be a vertex of f(σ0), which is possible as f(σ0) ⊂ g(v0) by step 1.
There is no obstruction to defining G on the 0-skeleton of T1 satisfying the
additional property. Note that if a vertex w of T1 lies in a simplex σ of T0, then
we must have G(w) = f(v) for some vertex v of σ. As T1 is a subdivision of T0,
it follows that G extends over Sk linearly on simplices of T1. This extension is
linearly homotopic to f . We are left to define G on higher simplices in the interior
of Dk+1.
Suppose now that we have defined G over the (p − 1)-skeleton of T1. Let τ =
〈v0, ··· , vp〉 as above be a p-simplex of T1 not contained in S
k. For each vertex w
of the new triangulation T2 of ∂τ , we have inductively defined G(w) to be a vertex
of g(vj) for some j. For the projection π : Yˆ
A → Y let E be the set of vertices of
πg(vp) and E0 the vertices of πg(v0). We apply the coloring lemma (Lem. 3.1) to
the sphere ∂τ triangulated by T2 with vertices labeled by E via π ◦G. The result
is an extension of the triangulation T2 over τ with the vertices in the interior of τ
labeled by E0 and bad simplices only in ∂τ . (Bad simplices may occur in ∂τ if a
face of τ is included in Sk.) For a vertex w interior to τ we define G(w) to be any
lift of its label in E0 to a vertex of g(v0). To see that this definition is valid we
need to check that for each simplex σ = 〈w0, ··· , wq〉 of T2 in τ the vertices G(wi)
span a simplex of Y A. But G(σ) is a face of g(vp) such that πG(wi) 6= πG(wj) for
i 6= j unless wi, wj ∈ S
k in which case we could have G(wi) = G(wj). Hence G(σ)
is a simplex of Y A. 
8.4. Proof of Theorem 1.8. The proof uses the action of Γ(M,R) on the complex
Y A. First we need some information about the stabilizers of simplices. For a
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simplex σ of Y A in the case P 6= S1 × D2 we let Mσ be the submanifold of M
obtained by splitting off the P -summands given by σ. In the case P = S1 × D2
with σ a simplex of Y A we let Mσ be the result of splitting M along the disks in
σ. In both cases the collection R of boundary disks in M is contained in Mσ so we
can use the same R for Mσ as for M .
Lemma 8.9. When P 6= S1×D2, the action of Γ(M,R) on Y A is transitive on
p-simplices for any p. The stabilizer of a p-simplex σ fixes the simplex pointwise
and is isomorphic to Γ(Mσ, R).
Proof. If σ and σ′ are p-simplices of Y A then the manifolds Mσ and Mσ′ are
diffeomorphic by the uniqueness of prime ♮ -decompositions. The diffeomorphism
can be chosen to be the identity on R and to take the arcs in σ to the arcs in
σ′. After a further adjustment on the disks splitting off the P -summands the
diffeomorphism can then be extended over these P -summands so as to preserve
their parametrizations specified by σ and σ′. Thus the action is transitive on p-
simplices.
The stabilizer St(σ) of a simplex σ fixes the simplex pointwise since the arcs of
σ have a preferred ordering at x0 and cannot be permuted by a diffeomorphism.
There is a natural map Γ(Mσ, R) → St(σ) since diffeomorphisms of Mσ fixing R
can be assumed to fix also the arcs of σ and the disks splitting off the P -summands
of σ. This map Γ(Mσ, R)→ St(σ) is injective since it is equivalent to an iterate of
the stabilization map Γ(Mσ, R) → Γ(Mσ ♮ P,R) which is injective as noted at the
beginning of this section. An element g ∈ St(σ) fixes the arcs and P -summands of
σ up to isotopy. The isotopy can be assumed to be the identity in a neighborhood
of x0 and then on the rest of σ by the isotopy extension property. Hence the map
Γ(Mσ, R)→ St(σ) is also surjective. 
Lemma 8.10. When P = S1×D2, the action of Γ(M,R) on Y A is transitive
on vertices. The stabilizer of a p-simplex σ fixes the simplex pointwise and is
isomorphic to Γ(Mσ, R). The quotient space Y
A/Γ(M,R) is (n − 1)-spherical for
n the number of S1×D2-summands in M .
Proof. The action is transitive on vertices as in the previous lemma, but not on
simplices of higher dimension because the pairs of endpoints of the arcs of a k-
simplex of Y A can come in all possible orderings at x0 (and x1 if x1 6= x0), and
diffeomorphisms cannot change the ordering pattern of the pairs. The quotient
Qn = Y
A/Γ has dimension n− 1, and we claim that it is (n− 2)-connected. It has
the structure of a ∆-complex since the ordering of the leftmost of the two endpoints
of each arc ai (resp. the position of the arcs at x0 if x0 6= x1) specifies a preferred
ordering for the vertices of a simplex. The location of the rightmost endpoints
among the leftmost endpoints (resp. the ordering at x1) specifies the simplex in
Qn. The natural map Qn−1 → Qn is an inclusion, and its image contains the
(n − 2)-skeleton of Qn. The inclusion Qn−1 → Qn extends to a map of the cone
on Qn−1 to Qn by adjoining an extra arc with both endpoints to the right of all
the other endpoints. These properties imply that Qn is (n − 2)-connected. (This
argument follows Lemma 3.5 of [17], an alternative to Harer’s original argument for
Lemma 3.3 in [14].) 
Proof of Theorem 1.8. In the case P 6= S1×D2, Theorem 1.8 follows from Theo-
rem 8.3 and Corollary 5.2 using the action of Γ(M,R) on Y A. Conditions (1) and
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(2) at the beginning of Section 5 are given by Lemma 8.9, and condition (3) follows
from the fact that a diffeomorphism taking one vertex of an edge to the other can
be chosen to have support in a neighborhood of the union of R and the arcs and
P -summands representing the edge.
When P = S1×D2 we first use the complex Y A with x0 = x1. The action of
Γ(M,R) on Y A satisfies condition (1′) and (2) at the beginning of Section 5 by
Lemma 8.10, and (3) holds as in the former case. The first part of the theorem for
P = S1×D2 then follows from Theorem 8.5 and Corollary 5.2.
To show independence of the number of disks in R, we follow the same strategy
as in [20]. Consider first a manifold M with a collection R = D0 ∪ D1 ∪ · · · ∪
Dd of at least two disks in ∂0M , with points x0 ∈ ∂D0 and x1 ∈ ∂D1. Let
P = S1×D2 and M∞ = colim(M
α
→ M1
α
→ M2
α
→ ···) as before, with α the
stabilization map which identifies half a disk in ∂P with half a disk in D0. There
is another map β :M → M ′ ∼= M ♮P induced by adjoining a ball with two disks
on its boundary by identifying a half disk in each disk with half disks in each of
D0, D1. The induced map on the mapping class groups is also denoted β. The
maps α and β commute (see Fig. 8.6), so that β induces a map β : Γ(M∞, R∞)→
Figure 8.6: The stabilization maps α and β
Γ(M ′∞, R
′
∞)
∼= Γ(M∞, R∞). The action of Γ(M∞, R∞) on Y
A(M∞, x0, x1) satisfies
the stable conditions (1′-3) for Theorem 5.3 with λ = φ ◦β where φ is induced by a
diffeomorphism φ :M ′∞ →M∞. Contractibility of Y
A(M∞) is given by Theorem 8.6
and the inclusion of the stabilizer of a vertex is easily seen to be conjugate to
λ. The other conditions are given in Lemma 8.10. We conclude that β induces
isomorphisms on Hi(Γ(M∞, R∞)) for all i.
By the first part of the theorem and the following diagram, this implies that β
induces an isomorphism on Hi(Γ(M,R)) in the same range as α, namely n ≥ 2i+2,
and a surjection when n = 2i+ 1:
Hi(Γ(M,R))
α
//
β

Hi(Γ(M1, R1))
α
//
β

Hi(Γ(M2, R2))
α
//
β

···
Hi(Γ(M
′, R′)
α
// Hi(Γ(M
′
1, R
′
1))
α
// Hi(Γ(M
′
2, R
′
2))
α
// ···
This corresponds precisely to Theorem 6.1 if we replace S1×D2-summands by
S1×S2-summands. As in Section 6, there are maps µ and η, now obtained by
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gluing a ball with 3 disks along one or two of its disks, and α = ηµ and β = µη.
In particular, we get the analogue of Corollary 6.2 which gives the independence of
the number of disks of R when n ≥ 2i+2 and R is not empty. To show that we can
forget all the disks, we need the analogue of Theorem 6.3. Here we assume that
R consists of a single disk and δ : Γ(M,R) → Γ(M) forgets that the disk is fixed.
The proof of Theorem 6.3, case 2, applies directly to the new situation, replacing
the complexes of spheres by the complexes X1 = Dc(M,R) and X
0 = Dc(M)
of disks with nonseparating boundaries. These complexes are (n − 2)-connected
by Proposition 8.4. We again have short exact sequences S˜ts(σp) → St
s(σp) →
Σp+1 ≀ Σ2 for the stabilizers St
0(σp), St
1(σp) of p-simplices in X
0 and X1. The
second short exact sequence in the proof is replaced by Zp+1 → Γsp → S˜t
s(σp),
where Γ0p = Γ(Mσp , σp) and Γ
1
p = Γ(Mσp , R ∪ σp). This comes from the fact that
π1Diff(D
2) ∼= Z, replacing π1Diff(S
2) ∼= Z/2. 
9. appendix: proof of proposition 2.1
Proof (for reducible manifolds). As in the proof of Proposition 2.2, we build M
from S3n by attaching the manifolds P
0
i . We take the basepoint x to lie in S
3
n.
Let us first treat the case that ∂M contains no spheres, or equivalently, no Pi
is a ball. If an orientation-preserving diffeomorphism f : (M,x) → (M,x) induces
the identity on π1 then by the lemma below it also induces the identity on π2. In
particular, each sphere f(S2i ) is homotopic to S
2
i , so by Laudenbach’s homotopy-
implies-isotopy theorem, which applies to systems of disjoint spheres as well as
individual spheres (Theorem III.1.3 and Lemma V.4.2 on p.124 of [29]), we can
isotope f to take each S2i to itself and hence each P
0
i to itself. This isotopy might
move the basepoint x around a loop inM , so the new f might induce an inner auto-
morphism of π1(M,x) rather than the identity. However, this inner automorphism
respects the free product decomposition of π1(M,x) given by the Pi summands
since the new f takes each P 0i to itself, so this inner automorphism must be the
identity. The result then follows in the case that ∂M contains no spheres from the
irreducible case and from the fact that the mapping class group of a punctured
sphere fixing the boundary spheres is generated by twists along these spheres.
When ∂M contains spheres we can fill them in with balls to obtain a manifold
M with π1M = π1M . There is then a fibration
Diff(M,x)→ Diff(M,x)→ B
whose base B is the space of configurations of disjoint balls in M − x, the number
of balls being equal to the number of boundary spheres of M . From the last few
terms of the long exact sequence of homotopy groups for this fibration we see that
the kernel of Γ(M,x)→ Γ(M,x) is generated by diffeomorphisms of types (3) and
(4). 
Lemma 9.1. If ∂M contains no spheres then an orientation-preserving diffeomor-
phism (M,x)→ (M,x) that induces the identity on π1 also induces the identity on
π2.
This is a result of Laudenbach [29], Appendix III, top of p.142, although the
hypothesis on ∂M seems to have been omitted there. We will give a more geometric
proof than the one there, which uses a spectral sequence argument.
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Proof. Let Σ be the collection of spheres in M consisting of the spheres S2i that
split off the submanifolds P 0i with Pi 6= S
2×S2 together with a nonseparating
sphere in each P 0i with Pi = S
1×S2. Splitting M along Σ then produces the P 0i ’s
corresponding to irreducible Pi’s, together with S
3
m, a 3-sphere with the interiors
of m disjoint balls removed. We can take the basepoint x to lie in the interior of
this S3m. We may assume m ≥ 2, otherwise M is irreducible and π2(M,x) = 0.
Let Σ˜ be the pre-image of Σ in the universal cover M˜ of M . Splitting M˜
along Σ˜ produces copies of S3m and copies of the universal covers P˜
0
i of the P
0
i ’s
corresponding to irreducible Pi’s. Dual to Σ˜ is a tree T with a vertex for each
component of M˜ − Σ˜ and an edge for each component of Σ˜. We can view T as
a quotient space of M˜ . The hypothesis that M has no boundary spheres means
that no Pi is D
3, so every vertex of T has valence at least 2 since m ≥ 2. The
spheres of Σ˜ generate H2(M˜) since attaching balls to the boundary spheres of the
P˜ 0i ’s produces the universal covers P˜i, which are either contractible or homotopy
equivalent to S3 depending on whether π1(Pi) is infinite or finite.
Let f : (M,x)→ (M,x) be an orientation-preserving diffeomorphism that induces
the identity on π1(M,x). Then f has a lift f˜ : M˜ → M˜ which fixes each lift of x.
Showing that f induces the identity on π2(M,x) is equivalent to showing that f˜
induces the identity on π2(M˜). We will do this by using intersection numbers
with properly embedded arcs in M˜ . The arcs we consider are arcs whose images
under the projection M˜ → T are proper paths joining distinct ends of T . We call
such arcs in M˜ admissible. Given an admissible arc α and a map g :S2 → M˜ we
can perturb g to be transverse to α and then the algebraic intersection number
Iα(g) ∈ Z is defined once we orient α and choose a fixed orientation for M˜ . This
intersection number is an invariant of the homotopy class of g. It is defined more
generally for maps of not-necessarily-connected closed oriented surfaces into M˜ ,
and is invariant under oriented cobordism of such maps. The intersection number
Iα defines a homomorphism π2(M˜) = H2(M˜) → Z which depends only on the
proper homotopy class of α since every element of H2(M˜) is represented by a linear
combination of spheres in Σ˜, and the intersection number of α with these spheres
is invariant under proper homotopy of α.
Letting α vary over proper homotopy classes of admissible arcs, we obtain a
homomorphism H2(M˜)→ ΠαZ which we claim is injective. To prove this it suffices
to show that for each nontrivial class in H2(M˜) there is an admissible arc that has
nonzero intersection number with it. The homology class can be represented by a
cycle c which is a linear combination of spheres in Σ˜, once orientations are chosen
for these spheres. Orienting the spheres of Σ˜ is equivalent to orienting the edges
of T , and then c can be regarded as a 1-dimensional simplicial cocycle on T with
compact support. There is a minimal finite subtree Tc ⊂ T containing the support
of c. Let e be an extremal edge of Tc. The cocycle c is then nonzero on e. One
vertex of e abuts edges of T − Tc, and we wish to arrange that this is true for the
other vertex of e as well. This is automatic if there are infinitely many edges at
this second vertex. If there are only finitely many edges at the second vertex and
they are all contained in Tc we can rechoose the cycle c within its homology class
by adding a suitable multiple of the coboundary of the second vertex of e so that
the new Tc is contained in the old one but does not contain e. Iterating this process
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if necessary, we reach the desired situation that both vertices of the edge e abut
edges of T − Tc. There is then a bi-infinite edgepath in T that intersects Tc only
in the edge e. This lifts to an admissible arc α having nonzero intersection number
with the given homology class.
Returning to the diffeomorphism f˜ : M˜ → M˜ that fixes the pre-images of the
basepoint x, let α be an admissible arc in M˜ . We can deform α by a proper homo-
topy so that in each component of M˜ − Σ˜ containing a lift of x, α passes through
that lift. The image f˜(α) is then an admissible arc that also passes through these
lifts. Hence f˜(α) can be deformed to α by a proper homotopy since after projecting
α and f˜(α) into T there is a proper homotopy and this lifts to a proper homotopy
in M˜ . Thus for each g :S2 → M˜ we have Iα(f˜ g) = If˜(α)(f˜g) = Iα(g), the second
equality coming from the fact that f˜ is an orientation-preserving diffeomorphism.
Since elements of H2(M˜) are determined by their intersection numbers with admis-
sible arcs, we conclude that f˜ g and g determine the same element of H2(M˜), hence
the same element of π2(M˜). 
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