Abstract. A new family of distributions called the Topp-Leone generalized odd log-logistic-G family is introduced and studied. We provide some mathematical properties of the new family including ordinary and incomplete moments, generating function and order statistics. We assess the performance of the maximum likelihood estimators in terms of biases and mean squared errors by means of two simulation studies. Finally, the usefulness of the family is illustrated by means of two real data sets. The new model provides consistently better …ts than other competitive models for these data sets.
Introduction
Various continuous univariate models have been extensively used for modeling data in many areas. So, several families of distributions have been constructed by extending common classes of continuous distributions. These generalized distributions give high ‡exibility by adding one or more parameters to the baseline model. The main goal of this article is to propose a new class of distributions from the Topp-Leone model and the generalized odd log logistic model that can have increasing and upside down bathtub hazard rate to be used for modeling lifetime data. Recently, several properties of the Topp-Leone distribution have been investigated by several authors. The cumulative distribution function (cdf) of the Topp-Leone distribution is given by
where 0 < x < 1 and > 0 is a shape parameter. Recently, several properties of the Topp-Leone distribution have been investigated by several authors such as H GOLL G (x; ; ; ) = G (x; ) G (x; ) + h 1 G (x; )
where ; > 0 are shape parameters and G (x; ) is the baseline cdf with parameter vector . For = 1, the odd log-logistic-G (OLL-G) family, de…ned by Gleaton and Lynch (2006) , is obtained. The GOLL-G family is more ‡exible than OLL-G family.
Many odd log-logistic-G families can be cited such as the Kumaraswamy odd loglogistic family of distributions by Alizadeh et al. (2015) , the Zografos-Balakrishnan odd log-logistic family of distributions by Cordeiro et al. (2016a) , the beta odd loglogistic generalized family of distributions by Cordeiro et al. (2016b) , the generalized odd log-logistic family of distributions by , the another generalized odd log-logistic family of distributions by Haghbin et al. (2017) , the Topp-Leone odd log-logistic G (TLOLL-G) family of distributions by Brito et al. (2017) and the exponential Lindley odd log-logistic G family by Korkmaz et al. (2018) . This paper is organized as follows. In Section 2, we de…ned the new family. In Section 3, we provide two special TLGOLL-G distributions. In Section 4, several of its mathematical properties are derived. Section 5 provides some useful characterization results. The maximum likelihood inference of the model parameters is performed in Section 6 as well as two simulation studies are presented for maximum likelihood estimations of the parameters in Section 7. Applications to two real data sets illustrating the performance of the methodology have been proposed in Section 8. The paper is concluded in Section 9.
The new family
In this Section, we de…ne a new ‡exible family of distributions with various types of hazard rate and density ‡exibility. A method of generating families of distributions is to combine with F (H) structure which have the cdf as the value of the cdf of the distribution F whose range is the unit interval H. With this idea, by using equations (1) and (2), we can de…ne the cdf of the new family by
where ; ; > 0 are the additional shape parameters which ensure the ‡exibility of the model. The pdf corresponding to Equation (3) is given by
where G 1 ( ) is the inverse of the baseline cdf. Hence, If U is a uniform random variable on (0, 1), then X U has TLGOLL-G distribution.
Two Special members of the family
Here, we obtain two special sub-models of the new family. These special models extend some well-known distributions given in the literature.
3.1. The TLGOLL-normal (TLGOLL-N) distribution. To extend the normal distribution, we consider TLGOLL-N distribution as …rst example by taking G (x; ; ) = x and g (x; ; ) = x to be the cdf and pdf in (3) , where x; 2 R, > 0, ( ) and ( ) are the pdf and cdf of the standard normal distribution, respectively. The cdf of the TLGOLL-N distribution is given by
Some possible plots of the TLGOLL-N density and hrf for selected parameter values are displayed in Figure 1 . This …gure shows that the pdf shapes of the TLGOLL-N can be skewed, bi-modal and uni-modal shaped. Also, its hrf shapes are increasing or …rstly increasing shaped then bathtub shaped. bi-modal, uni-modal, decreasing, …rstly U shaped then decreasing shaped. Nevertheless, its hrf shapes can be bathtube shaped, uni-modal shaped, …rstly increasing shaped then bathtub shaped, decreasing and increasing shaped.
From these results, we can say that the TLGOLL-G family can generate very ‡exible distributions for data modeling.
4. Some mathematical properties 4.1. Useful expansions. Using the generalized binomial expansion the cdf in (3) can be written as
Expanding A and B as
and b k = h k ( ; ; 2 i); the quantity h k ( ; ; 2 i) de…ned in Appendix A and c 0 = a 0 (b 0 ) 1 and for k 1 we have
Finally, the cdf of the TLGOLL-G family can be expressed as
where
and (x) = G(x) is the exp-G cdf with power parameter > 0. By di¤erentiating Equation (6), we obtain the density function of X as
1 is the exp-G pdf with power parameter > 0. Equation (7) reveals that the TLGOLL-G density function is a linear combination of exp-G densities. Based on this equation, we can obtain some statistical quantities for the new family from the corresponding ones of the exp-G model.
4.2.
Moments, incomplete moments and generating function. The r th ordinary moment of X is given by E(X r ) =
Then we obtain
Henceforth, Y denotes the exp-G random variable with power parameter . For
which can be computed numerically in terms of the baseline quantile function (qf) (8), we have the mean of X. The last integration can be computed numerically for most parent distributions. The skewness and kurtosis measures can be calculated from the ordinary moments using well-known relationships. The n th central moment of X,
The skewness and kurtosis measures also can be calculated from the ordinary moments using well-known relationships. The main applications of the …rst incomplete moment refer to the mean deviations and the Bonferroni and Lorenz curves. These curves are very useful in demography, economics, reliability, insurance and medicine. The r th incomplete moment, say I r (t), of X , can be expressed from (7) as
The …rst incomplete moment I 1 (t) can be obtained from (9) with r = 1. A general equation for I 1 (t) can be derived from (9) as
x (x) dx is the …rst incomplete moment of the exp-G model. The moment generating function (mgf) M X (t) = E e t X of X can be derived from equation (7) as M X (t) = and
We obtain skewness and kurtosis values for TLGOLL-N and TLGOLL-W distributions in Figure 3 and Table 1 . It is well-known that the normal distribution has zero skewness and three kurtosis values. So, it is more e¤ective to model on symmetrical data for inference. Hence, its modeling ability is bounded. From Figure 3 , we see that TLGOLL-N distribution can be left skewed, right skewed and symmetrical as well as having di¤erent kurtosis values from ordinary normal distribution. Table 1 shows that very di¤erent skewness and kurtosis values have been obtained for the same and values. Consequently, we can say that these new models can be more useful for various data sets than their ordinary models. The n th moment of the residual life say, a n (t) = E[(X t) n j X > t], n = 1; 2,. . . , uniquely determines F (x) and is given by a n (t) = 1 1 F (t) 
The n th moment of the reversed residual life say,
n dF (x). Then, the n th moment of the reversed residual life of X becomes
The mean residual life (MRL) function or the life expectation at age t de…ned by z 1 (t) = E [(X t) j X > t], which represents the expected additional life length for a unit which is alive at age t. The MRL of X can be obtained by when n = 1 in A n (t) equation. For the TLGOLL-W model we have
w;k;r ; 8 n > ;
and
where (n;k+1) w;k;r
and # (n;k+1) w;k;r
4.4. Order statistics. Suppose X 1 ; : : : ; X n is a random sample from any TLGOLL-G model and let X i:n denote the i th order statistic. The pdf of X i:n can be expressed as
We can write the density function of X i:n as
and the quantities j+i 1;k can be determined with j+i 1;0 = d
and recursively for k 1; (10) is the main result of this section. It reveals that the pdf of the TLGOLL-G order statistics is a linear combination of exp-G density functions. So, several mathematical quantities of the TLGOLL-G order statistics such as ordinary, incomplete and factorial moments, mean deviations and several others can be determined from those quantities of the exp-G distribution. For the TLGOLL-W model we have
Characterization
This section deals with certain characterizations of TLGOLL-G distribution. These characterizations are in terms of: (i) two truncated moments and (ii) conditional expectations of functions of the random variable. One of the advantages of characterization (i) is that the cdf is not required to have a closed form. Due to the nature of our cdf, we believe our characterizations may be the only possible ones. We present our characterizations (i) and (ii) in two subsections.
5.1.
Characterizations based on two truncated moments. In this subsection we present characterizations of TLGOLL-G distribution in terms of a simple relationship between two truncated moments. This characterization result employs a theorem due to Glel (1987) ; see Theorem 1 of Appendix B. Note that the result holds also when the interval H is not closed. Moreover, as mentioned above, it could also be applied when the cdf F does not have a closed form. As shown in Glel (1990) , this characterization is stable in the sense of weak convergence.
! R be a continuous random variable and let
The random variable X has pdf (4) if and only if the function de…ned in Theorem 1 has the form
Proof. Let X be a random variable with pdf (4), then
and …nally
Conversely, if is given as above, then
and hence
Now, in view of Theorem 1, X has pdf (4) :
Corollary 5.1. Let X : ! R be a continuous random variable and let q 1 (x) be as in Proposition 5.1. The pdf of X is (4) if and only if there exist functions q 2 and de…ned in Theorem 1 satisfying the di¤erential equation
The general solution of the di¤erential equation in Corollary 5.1 is
where D is a constant. Note that a set of functions satisfying the above di¤erential equation is given in Proposition 5.1 with D = 0: However, it should be also noted that there are other triplets (q 1 ; q 2 ; ) satisfying the conditions of Theorem 1.
5.2.
Characterization based on the conditional expectation of certain functions of the random variable. In this subsection we employ a single function of X and characterize the distribution of X in terms of the truncated moment of (X) : The following proposition has already appeared in Hamedani's previous work (2013), so we will just state it here as a proposition, which can be used to characterize TLGOLL-G distribution for = 1. Proposition 5.2. Let X : ! (d; e) be a continuous random variable with cdf F . Let (x) be a di¤erentiable function on (d; e) with lim x!e (x) = 1. Then for 6 = 1,
if and only if
and = 2 3 , Proposition 5.2 provides a characterization of TLGOLL-G distribution.
Maximum Likelihood Estimations (MLEs) of the parameters
Several approaches for parameter estimation were proposed in the literature but the maximum likelihood method is the most commonly employed. The MLEs enjoy desirable properties and can be used for constructing con…dence intervals and also for test statistics. The normal approximation for these estimators in large samples can be easily handled either analytically or numerically. Here, we consider the estimation of the unknown parameters of the new family from complete samples only by maximum likelihood Method. Let x 1 ; : : : ; x n be a random sample from TLGOLL-G model with a (q + 3) 1 parameter vector =( ; ; ; ) | ; where is a q 1 baseline parameter vector. The log-likelihood function for is ( ) = log 2 + log + log + log + n X i=0 log g (x i ; )
Setting the nonlinear system of equations U ( ) = U ( ) = U ( ) = U ( r ) = 0 (for r = 1 = : : : ; q) and solving them simultaneously yields the MLEs
To solve these equations, it is more convenient to use nonlinear optimization methods such as the quasi-Newton algorithm to numerically maximizè ( ).
The likelihood ratio (LR) statistic can be used for comparing the TLGOLL-G model with TLOLL-G model, which is equivalently to test H 0 : = 1. For this situaiton, the LR statistic is computed with w = 2[`(^ ;^ ;^ ;^ ) `(~ ;~ ; 1;~ )], where (^ ;^ ;^ ;^ ) are the unrestricted MLEs and (~ ;~ ; 1;~ ) are the restricted estimates under H 0 . The statistic w is asymptotically (as n ! 1) distributed as 2 , where is di¤erence of two parameter vectors of nested models. For example, = 1 for above hypothesis test.
Simulation studies
In this Section, we perform two simulation studies by using the TLGOLL-W and TLGOLL-N distributions to see the performance of the MLEs corresponding to these distribution. The random numbers generation is obtained by the inverse of their cdfs. All results related to MLEs were obtained using optim-CG routine in the R programme.
7.1. Simulation study 1. In the …rst simulation study, we obtain the graphical results. We generate N = 1000 samples of size n = 20; 25; 30; : : : ; 1000 from TLGOLL-W distribution with parameters values = 4, = 2, = 8, = 0:1 and = 2. We calculate the empirical mean, standard deviation (sd), bias and mean square errors (MSE) of the MLEs. The bias and MSE are calculated by (for h = ; ; ; ; )
respectively. We give results of this simulation study in Figure 4 . From Figure 4 , we observe that when the sample size increases, the empirical means approach the true parameter value whereas all biases, sds and MSEs approach to 0 in all cases. 7.2. Simulation study 2. In the second simulation study, we generate 1; 000 samples of sizes 20, 100 and 150 from selected TLGOLL-N distributions. For this simulation study, we obtain the empirical means and sd's of the MLEs. The results of this simulation study are reported in Table 2 . Table 2 shows that when the sample size increases, the empirical means approach true parameter value whereas the sds decrease in all the cases as expected.
As a results, we can say that the MLE method works very well to estimate the parameters of the TLGOLL-G distribution.
Empirical applications
In this section, we illustrate the ‡exibility of the TLGOLL-N and TLGOLL-W models via two data sets. We also compare these models with others models which are well-known in the literature. To determine the optimum model, we also compute the estimated log-likelihood values^, Akaike Information Criteria (AIC), corrected Akaike information criterion (CAIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), Cramer von Mises (W ) and Anderson-Darling (A ) goodness of-…t statistics for all models. We note that the AIC, CAIC, BIC and HQIC are given by AIC = 2 b + 2p; CAIC = 2 b + 2pn (n k 1) 1 ; BIC = 2 b + p log n and HQIC = 2 b + p log (log n), where p is the number of the estimated model parameters and n is the sample size. The W and A statistics can be calculated as
The statistics W and A are described in detail in Chen and Balakrishnan (1995) and The total time test (T T T ) plot due to Aarset (1987) is an important graphical approach to verify whether the data can be applied to a speci…c distribution or not. According to Aarset (1987) , the empirical version of the T T T plot is given by plotting T (r=n) = [ P r i=1 y i:n + (n r)y r:n ]= P n i=1 y i:n against r=n, where r = 1; : : : ; n and y i:n (i = 1; : : : ; n) are the order statistics of the sample. Aarset (1987) showed that the hazard function is constant if the T T T plot is graphically presented as a straight diagonal, the hazard function is increasing (or decreasing) if the T T T plot is concave (or convex). The hazard function is U-shaped (bathtub) if the T T T plot is …rstly convex and then concave, if not, the hazard function is unimodal. The T T T plots for Voltage data set is presented in Figure 5 . This plot indicates that the empirical hazard rate functions of the data set is U-shaped (bathtub). Table 3 lists the MLEs, their standard erros of the parameters and^values from the …tted models and Table 4 shows AIC, CAIC, BIC, HQIC, W and A statistics for both data sets. The TGLOLL-N and TLGOLL-W models could be chosen as the best model among the …tted models since these models have the lowest values of the AIC, CAIC, HQIC, W and A statistics and have the biggest^values. Figure 6 . The …tted pdfs and cdfs for the data sets
The plots of the …tted densities and …tted cdfs of all models are displayed in Figure 6 . These plots also reveal that the TGLOLL-N and TGLOLL-W models provide the good …t to these data compared to the other models. The TLGOLL-N model …ts the data set as bi-modal shaped whereas ordinary N model …ts the data set as symmetrical bell-shaped. At the same time, The TLGOLL-W model …ts the data set as …rstly U-shaped then decreasing shaped whereas ordinary W model …ts the data set as uni-modal shaped. Hence, we observe that …ttings of the TLGOLL-N and TLGOLL-W are better than the …ttings of the ordinary N and W models and successfully capture the shape of the data. A comparison of the proposed distributions with some of their sub-models using LR statistics is performed in Table 5 . Table 5 shows that TLGOLL-G models provide a better representation of the data than the their sub-model based on the LR test at the 10% signi…cance level. We reject the null hypotheses of two LR tests in favor of the TLGOLL-G distributions. The rejection is extremely highly signi…cant for the voltage data as well as for the IQ data. Hence, we can say that the additional parameter is e¤ective on sub-models. 
Conclusions
A new family of distributions called the Topp-Leone Generalized Odd Log-logistic G family is introduced and studied. We provided some mathematical properties of the new family including ordinary and incomplete moments, generating function and order statistics. Some new useful characterization results based on two truncated moments as well as on the conditional expectation of certain functions of the random variable are provided. We assessed the performance of the maximum likelihood estimators in terms of the biases and mean squared errors by means of two simulation studies. Finally, the usefulness of the family is illustrated by means of two real data sets. The new proposed models provide consistently better …ts than other competitive models on data sets. Theorem 1. Let ( ; F; P) be a given probability space and let H = [a; b] be an interval for some d < b (a = 1; b = 1 might as well be allowed) : Let X : ! H be a continuous random variable with the distribution function F and let q 1 and q 2 be two real functions de…ned on H such that E [q 2 (X) j X x] = E [q 1 (X) j X x] (x) ; x 2 H; is de…ned with some real function . Assume that q 1 ; q 2 2 C 1 (H), 2 C 2 (H) and F is twice continuously di¤ erentiable and strictly monotone function on the set H. Finally, assume that the equation q 1 = q 2 has no real solution in the interior of H. Then F is uniquely determined by the functions q 1 ; q 2 and , particularly
where the function s is a solution of the di¤ erential equation s 0 = 0 q1 q1 q2 and C is the normalization constant, such that R H dF = 1.
