Recently, spectral imaging techniques such as Multispectral (MSI) and Hyperspectral Imaging (HSI) have gained importance in the field of heritage conservation. This paper explores the analytical robustness of quantitative chemical imaging for Islamic paper characterization by focusing on the effect of different measurement and processing parameters, i.e. acquisition conditions and calibration on the accuracy of the collected spectral data. This will provide a better understanding of the technique that can provide a measure of change in collections through imaging.
INTRODUCTION
Heritage objects are well-known for their compositional inhomogeneity due to materials and processes used in their production 1 . Techniques such as hyperspectral imaging have combined imaging and material characterization 2 by expanding spectroscopic applications from spot analysis to the examination of the entire surface of an object which consequently provided valuable information about the distribution of material properties [3] [4] [5] [6] [7] . The spectral data collected especially in the near infrared region could be used to study the physical and chemical composition of objects [8] [9] [10] .
Quantitative investigation is a complex process due to the lack of standard materials for calibration which should be representative of the complexity of the real objects. Thus, most of the focus of the spectral imaging techniques was focusing on qualitative applications.
Similar to the spectroscopic applications, multivariate data analysis methods are required due to the complexity of the collected spectral data that consist of two dimensions for spatial information and one dimension for spectral information 6, 9 .
In this paper, the limitations and benefits of quantitative chemical imaging and its analytical robustness will be studied by mapping the chemical composition and condition of Islamic paper in particular. Cellulose degree of polymerization (DP), in addition to one of the main characteristic components of Islamic paper 11 : starch sizing, were of interest. An evaluation methodology will be developed to provide better understanding of the technique using discrimination and regression models for the calibration of the two properties. To build these quantitative models, a special calibration target was devised from the well-characterized reference Islamic paper collection of UCL Institute for Sustainable Heritage.
Spectral data were acquired using a pushbroom scanner from Gilden Photonics in the 1000-2500 nm range using a mirror scanning setup and illuminated with a line of halogen lamps.
Different measurement conditions and acquisition parameters may have an effect on the accuracy of the collected spectra such as the spectral power distribution of illumination and its intensity, optics and scanning backgrounds. Even post processing methods used in the data analysis stage could affect the quantitative results. In view of this, we studied the metrology of quantitative chemical mapping based on hyperspectral imaging in the NIR region using the developed evaluation methodology.
METHODOLOGY

Hyperspectral Imaging (HSI) System and Acquisition Parameters
Spectral data in the range 1000-2500 nm was collected using a pushbroom HSI scanner manufactured by Gilden Photonics Ltd (Figure 1 ). The scanner consists of a line-spectrograph (Specim, ImSpector N25E) with a 30-μm slit connected to a Mercury-Cadmium-Telluride (MCT) camera and a mirror scanning setup. The system includes a camera with a maximum frame rate of 100 fps, a fixed scanning distance ~110 cm and a spectral resolution of 6.3 nm. Two different lenses were also used in this research to acquire the data; 30 mm and 56 mm. The illumination is done using a line of halogen lamps at an angle of ~30˚ and a distance of ~18 cm. The illumination was used with two intensities; 500 and 250 W. During all the experiments, the lights were warmed up for ~1 h before scanning for stabilization. Different combinations of acquisition parameters were used to collect the spectral measurements which are listed in Table 1 . 
Calibration Target Development
105 samples were selected from the well-characterized reference collection of Islamic paper to devise the calibration target ( Figure 2 The identification of starch and DP of cellulose in paper of the samples were analyzed using chemical analytical methods 11 : iodine test 12, 13 and viscometric standard method with Mark-Houwink-Sakurada equation 14, 15 , respectively.
Starch was identified in 45 samples versus 60 samples without starch. However, DP measurements were conducted for only 57 samples as the other samples contained lignin, which cannot be measured using the traditional analytical method.
The average DP of all the samples is 848 with a standard deviation of 427.
The design of the target permits the use of different backgrounds during scanning as seen in Figure 2 (right). 
Multivariate Data Analysis (MVA)
All spectral data was acquired in the RAW format, then spectrally and spatially corrected using the manufacturer's software (SpectraSENS). Spectralon reference standard and detector dark current were used in the correction process.
Using Matlab (R2015b) with PLS-Toolbox library (Eigenvector), different pre-treatments and multivariate data analysis methods were used to select best practice for the collected data.
In this study, three different spectral pre-treatments 16 were tested to optimize the quality of the results; Standard Normal Variate (SNV), Multiplicative Scatter Correction (MSC) and Savitzky-Golay (SG) filtering methods. This was followed by either a discriminant or a regression method.
For the discrimination of starch presence, principal component analysis (PCA) was used on the spectra to reduce variability followed by a linear discriminant (LDA) on the selected PC scores -PCDA method [17] [18] [19] [20] was used with the spectral data of all the samples in the Islamic paper target.
Partial least squares (PLS) regression method 18, [20] [21] [22] was used to build the calibration model for the determination of DP for unknown samples using 57 samples from the Islamic paper target and the actual DP measurements.
Leave one out cross-validation (LOOCV) was used to validate the results of the calibration models. Evaluation of the DP regression model is based on the root mean square error of the cross-validation (RMSECV) and the correlation coefficient (Rcv) 18 . On the other hand, the proportion of correctly identified samples (% Correctness) was used to validate the accuracy of the starch discrimination model.
RESULTS
Discrimination Model (Starch Presence)
As starch sizing is one of the main characteristic of Islamic paper, a discrimination calibration model was developed to identify the presence of starch in samples based on the calibration target data. Spectral data were collected using the 30 mm lens and under the 500 W illumination (Set 1, Table 1 ). An average spectrum from the middle of each sample (region of interest -ROI = 3x3 pixels) in the target was extracted. PCDA method was used with the aim to get the lowest error rate on cross-validation results. Validation of the model was based on the percentage of correctly identified samples.
Whatman filter papers (4 layers) were used as the background of the samples. The spectral region 1450-2350 nm was used and pre-treated using SNV method. LDA was applied on each PC from 1-25 PCs generated from the PCA where the PC number that gave the highest % correctness on cross-validation was selected.
The highest results were 83.8% successfully identified samples out of 105 samples used in the calibration with 9 PCs, which proves the ability of the HSI technique for discrimination.
Regression Model (Degree of Polymerization)
A regression model was developed for the prediction of DP values for unknown samples based on the 57 samples from the calibration target that were measured using the viscometric method. DP of cellulose in paper is one of the important characteristics for cellulosic materials that gives an overview of the current material condition.
Similar to the discrimination model, spectral data were collected using the acquisition parameters of Set 1 in Table 1 with Whatman paper background as well. Savitzky-Golay (SG) filter (1 st derivative) with different polynomials (2, 3 and 4) and filtering window sizes from 5-55 points was used to pre-treat the data and the optimal parameters for the model were selected. The model was calculated for each PLS factor from 1-25 and the factor that gave the best validation results based on the root mean square error of the cross validation (small RMSECV) and the Correlation coefficient (high Rcv) was selected.
The optimal calibration model under the described parameters gave an RMSECV=308 and Rcv=0.73 using 14 factors, 2 nd polynomial and 25-points window size. The model has a potential to be used in collection surveys similar to the models previously developed using the other spectroscopic techniques 11, 23 .
Evaluation Methodology
The two developed regression (PLS) and discrimination (PCDA) models for determination of DP and starch presence were used as an evaluation methodology to study the effect of the different measurements and calibration parameters and processing methods such as scanning backgrounds, lenses, ROI size for the average spectra and pre-treatment methods on the accuracy of the results.
Spectralon diffuse reflectance standard target is considered one of the common reference standards used in most of the spectroscopic applications for calibrations due to its flatness and constant reflectivity over the range 250-2500 nm 10, 24 . However, due to the cost of such standards it is difficult to use a standard target of the same size as the scanner stage (A3 size), thus Whatman filter paper No. 1 was seen as an alternative as a pure cellulose material similar to the objects under investigation. The Islamic paper calibration target was scanned with the two backgrounds and without one, then PLS models were calculated for each dataset using the spectral range 1450-2350 nm to evaluate the effect on the results of the quantitative calibration model. The data were acquired using the 30 mm lens and under 500 W illumination (Set 1, Table  1 ). The different PLS model results are shown in Table 2 comparing the RMSECV and Rcv values. RMSECV values do not change substantially, taking into consideration the typical error of the traditional viscometric method to determine the DP.
On the other hand, using the same spectral datasets, different PCDA models were developed and showed that Spectralon background leads to the most optimal results with 93.3% accuracy compared to 83.8% using the Whatman background and 79% using no background.
It is common practice in the analysis of spectral data and the development of calibration models to use spectral pretreatments methods to help in preparing the data and avoid noise or scatter. However, its selection depends on testing and experience 4, 10 which may cause variations in the results. Thus, in this paper, different pre-treatment methods were evaluated to explore these effects. The same collected spectral datasets that were scanned with the different backgrounds were pre-processed with three different methods; Multiplicative scatter correction (MSC), standard normal variate (SNV) and Savitzky-Golay filter (1st and 2nd derivatives) (SG) then the PLS regression model was calculated for each and also calculated from the RAW data. All results are presented in Table 2 which are showing slight variations between using the different methods. Illumination in any imaging system has a great influence on the reliability of the collected data 2, 25 . There is always a trade-off between the intensity of illumination and the exposure/integration time needed to achieve the optimal conditions, which additionally depends on the sensitivity of the object under investigation. Therefore, both modes of illumination (250 and 500 W) were tested to evaluate their effect of the collected spectra. For the acquisition parameters for each intensity, see Set 1 and Set 2 in Table 1 . The difference of the average spectra of the whole target from both scans is showing no variation except for random noise at the edges (Figure 3 -right) . A slight peak in the range 1900 -1950 nm was observed, which could be the effect of changes in the relative humidity from one scan to another (moisture peak) but further investigation is needed. Band Figure 3 . Two average spectra and their difference, collected from the Islamic paper target using HSI scanner using different acquisition parameters; two illumination intensities: 250 and 500 W (right) and two lenses; 30 and 56 mm (left) to visualize variability in the measurements.
Spatial resolution (ability to get the spatial details required in an image) is one of the key parameters of an HSI system. It depends on different components in the system such as scanning distance, lens, aperture, detector and electronics 25, 26 . Since most of these parameters are fixed in a given setup, a scanning test using the Islamic paper calibration target was conducted using two lenses (30 and 56 mm) to evaluate the influence on the collected data. Table 1 includes the acquisition parameters used for the two scans (Set 1 and Set 3). Similar to the illumination test, the difference of the average spectra of the target from the two scans was calculated. As seen in Figure 3 (left), there is a noticeable difference between both scans which could affect the analysis results and requires more investigation.
Since a difference in the spectra was observed using different lenses, the PCDA discrimination model was calculated using these datasets to check if this variation in the spectra affects the calibration results. The Whatman paper background was used and scanning was carried out using 500 W illumination. Table 3 shows the results of the model for each lens.
ROI size could also be a parameter that may affect the results, so this was tested as well using the same spectral datasets of the two lenses. It could be argued that the more pixels we get from each sample square (7x7 pixels) in the target, the more representative the sample will be. Therefore, two different ROI sizes; 3x3 and 5x5 pixels from the calibration target scans were tested using the developed PCDA models and the results are given in Table 3 .
As shown, both parameters lead to have a slight change in the results indicating its low effect on the calibration accuracy. 
CONCLUSION
In this paper, hyperspectral imaging (1000-2500 nm) was explored for non-destructive quantitative characterization of Islamic paper focusing on the effect of the use of different acquisition and data analysis parameters on the accuracy of the results. A custom-made calibration target made from 105 samples of Islamic paper from a well-characterized collection was used to enable the development of quantitative calibration models. Different spectral pre-processing and multivariate data analysis methods were applied to the collected spectral data. A discrimination model was developed to establish the presence of starch as an important characteristic of Islamic paper and a PLS regression model was developed for quantitative mapping of cellulose DP in paper, which could provide visual cues to the current condition of the object. Both models were used as an evaluation methodology for the different parameters under investigation.
A pushbroom HSI scanner from Gilden Photonics with a spectral resolution of 6.3 nm using a mirror scanning setup and halogen illumination was used to collect the spectral data. The calibration target was scanned and analyzed with different measurement conditions, acquisition parameters and post-processing methods.
Different scanning backgrounds, lenses and illumination intensities were tested. Also, three pre-treatment methods were explored in addition to different sizes of the extracted average spectrum for each sample in the calibration target. Results based on the evaluation methodology are showing that measurement parameters may have a slight to no influence on the quantitative results. In addition, the methodology was able to give guidelines for the selection of the optimal postprocessing method to be applied to the spectral data.
