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Abstract
In this paper, we prove the existence and uniqueness of the solutions for the 2D viscous
shallow water equations with low regularity assumptions on the initial data as well as the
initial height bounded away from zero.
1 Introduction
In this paper, we study the 2D viscous shallow water equations with a more general diffusion
ht + div(hu) = 0,
h(ut + u · ∇u)− ν∇ · (hD(u)) − ν∇(hdiv(u)) + h∇h = 0,
u(0, ·) = u0, h(0, ·) = h0,
(1.1)
where h(t, x) is the height of fluid surface, u(t, x) = (u1(t, x), u2(t, x)) is the horizontal velocity
vector field, D(u) = 12(∇u + ∇u
t) is the deformation tensor, and ν > 0 is the viscous
coefficient. If the diffusion terms in (1.1) are replaced by −ν∇ · (h∇u), then (1.1) turns into
the usual viscous shallow water equations.
Recently, the viscous shallow water equations have been widely studied by Mathemati-
cians, see the review paper[4]. Bui [5] proved the local existence and uniqueness of classical
solutions to the Cauchy-Dirichlet problem for the shallow water equations with initial data h0,
u0 in Ho¨lder spaces as well as h0 bounded away from vacuum. Kloeden[17] and Sundbye[20]
independently proved global existence and uniqueness of classical solutions to the Cauchy-
Dirichlet problem in Sobolev spaces. Later, Sundbye[21] also proved global existence and
uniqueness of classical solutions to the Cauchy problem. However, for all above results (ex-
cept [5]), the authors only consider the case when the initial data h0 is a small perturbation
of some positive constant h¯0 and u0 is small in some sense. Very recently, Wang and Xu[23]
proved the local well-posedness of the Cauchy problem in Sobolev spaces for the large data
u0 and h0 closing to h¯0. More precisely, they obtained the following result.
Theorem 1.1 [23] Let h¯0 be a strictly positive constant and s > 2. Assume that
(i) (u0, h0 − h¯0) ∈ H
s(R2)⊗Hs(R2);
(ii) ‖h0 − h0‖Hs ≪ h0.
1
Then there exist a positive time T and a unique solution (u, h) of (1.1) such that
u, h− h¯0 ∈ L
∞([0, T ],Hs), ∇u ∈ L2([0, T ];Hs). (1.2)
Moreover, there exists a strictly positive constant c such that if
‖u0‖Hs + ‖h0 − h¯0‖Hs ≤ c, (1.3)
then we can choose T = +∞.
One purpose of this paper is to study the well-posedness of (1.1) for the initial data with
the minimal regularity. For the incompressible Navier-Stokes equations, such research has
been initiated by Fujita and Kato[16], see also [6, 7, 18] for other relevant results. They
proved local well-posedness for the incompressible Navier-Stokes equations in the scaling
invariant space. The scaling invariance means that if (u, p) is a solution of the incompressible
Navier-Stokes equations with initial data u0(x), then
uλ(t, x) , λu(λ
2t, λx), pλ(t, x) , λ
2p(λ2t, λx) (1.4)
is also a solution of the incompressible Navier-Stokes equations with u0,λ , λu0(λx). Obvi-
ously, H˙
d
2
−1(Rd) is a scaling invariant space under the scaling of (1.4), i.e.
‖uλ‖
H˙
d
2−1
= ‖u‖
H˙
d
2−1
.
The equations (1.1) have no scaling invariance like the incompressible Navier-Stokes equa-
tions. However, due to the similarity of the structure between (1.1) and the incompressible
Navier-Stokes equations, we still solve (1.1) for initial data whose regularity fits with the
scaling of (1.4). It should be pointed out that R. Danchin was the first to consider the sim-
ilar problem for the compressible Navier-Stokes equations, and some ideas of this paper is
motivated by [11].
The second purpose of this paper is to prove the local well-posedness of (1.1) under more
natural assumption that the initial height is bounded away from zero. For the initial data
with slightly higher regularity, this can be easily obtained by modifying the argument of
Danchin[13]. However, for the initial data with low regularity, his method is not applicable
any more, since the proof of [13] relies on the fact that some profits can be gained from the
inclusion map Bs →֒ L∞ in the case of s > d2 . For this reason, we have to introduce some
kind of weighted Besov space EsT (see Section 3) which is crucial to get rid of the condition
that the initial height h0 is close to h¯0. One important observation is that the E
s
T norm of
the solution is small for small time T .
Before stating our main result, let us first introduce some notations and definitions.
Choose a radial function ϕ ∈ S(Rd) such that
suppϕ ⊂ {ξ ∈ Rd;
5
6
≤ |ξ| ≤
12
5
},
∑
k∈Z
ϕ(2−kξ) = 1, ξ ∈ Rd \{0}.
Here ϕk(ξ) = ϕ(2
−kξ), k ∈ Z.
Definition 1.1 Let k ∈ Z, the Littlewood-Paley projection operators ∆k and Sk are defined
as follows
∆kf = ϕ(2
−kD)f, Skf =
∑
j≤k−1
∆jf, for f ∈ S
′(Rd).
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We denote the space Z ′(Rd) by the dual space of Z(Rd) = {f ∈ S(Rd); Dαfˆ(0) =
0;∀α ∈ Nd multi-index}, it also can be identified by the quotient space of S ′(Rd)/P with the
polynomials space P. The formal equality
f =
∑
k∈Z
∆kf
holds true for f ∈ Z ′(Rd) and is called the homogeneous Littlewood-Paley decomposition.
It has nice properties of quasi-orthogonality: with our choice of ϕ,
∆j∆kf = 0 if |j − k| ≥ 2 and ∆j(Sk−1∆kf) = 0 if |j − k| ≥ 4. (1.5)
Definition 1.2 Let s ∈ R, 1 ≤ p, r ≤ +∞. The homogeneous Besov space B˙sp,r is defined by
B˙sp,r = {f ∈ Z
′(Rd) : ‖f‖B˙sp,r
< +∞},
where
‖f‖B˙sp,r
=

(∑
k∈Z
2ksr‖∆kf‖
r
p
) 1
r
, for r < +∞,
sup
k∈Z
2ks‖∆kf‖p, for r = +∞.
If p = r = 2, B˙s2,2 = H˙
s, and if d = 2, we have B˙12,1 →֒ L
∞ and
‖f‖∞ ≤ C‖f‖B˙12,1
.
We refer to [8, 22] for more details.
In addition to the general time-space space such as Lρ(0, T ; B˙sp,r), we introduce a useful
mixed time-space homogeneous Besov space L˜ρT (B˙
s
p,r) which is initiated in [10] and is used in
the proof of the uniqueness.
Definition 1.3 Let s ∈ R, 1 ≤ p, r, ρ ≤ +∞, 0 < T ≤ +∞. The mixed time-space homoge-
neous Besov space L˜rT (B˙
s
p,q) is defined by
L˜ρT (B˙
s
p,r) = {f ∈ Z
′(Rd+1) : ‖f‖eLρ
T
(B˙sp,r)
< +∞},
where
‖f‖eLρ
T
(B˙sp,r)
=
∥∥∥∥2ks(∫ T
0
‖∆kf(t)‖
ρ
pdt
) 1
ρ
∥∥∥∥
ℓr
.
Using the Minkowski inequality, it is easy to verify that
LρT (B˙
s
p,r) ⊆ L˜
ρ
T (B˙
s
p,r) if ρ ≤ r and L˜
ρ
T (B˙
s
p,r) ⊆ L
ρ
T (B˙
s
p,r) if ρ ≥ r.
Next, we introduce a hybrid-index Besov space which plays an important role in the study
of compressible fluids and is initiated in [11, 12].
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Definition 1.4 Let s, σ ∈ R, and set
‖f‖ eBs,σ2
,
∑
k≤0
2ks‖∆kf‖2 +
∑
k>0
2kσ‖∆kf‖2.
Let m = −[d2 + 1− s], we define
B˜s,σ2 (R
d) = {f ∈ S ′(Rd) : ‖f‖ eBs,σ2
< +∞} if m < 0,
B˜s,σ2 (R
d) = {f ∈ S ′(Rd)/Pm : ‖f‖ eBs,σ2
< +∞} if m ≥ 0,
where Pm denotes the set of polynomials of degree ≤ m.
Throughout this paper, we will denote B˙s2,1 by B
s, and B˜s,σ2 by B˜
s,σ. The following facts
can be easily verified by using the definition of B˜s,σ:
(i) B˜s,s = B˙s2,1;
(ii) If s ≤ σ, then B˜s,σ = B˙s2,1 ∩ B˙
σ
2,1. Otherwise, B˜
s,σ = B˙s2,1 + B˙
σ
2,1.
Now we state our main result as follows.
Theorem 1.2 Let h¯0 be a positive constant. Assume that
(i) (u0, h0 − h¯0) ∈ B
0(R2)⊗ B˜0,1(R2);
(ii) h0 ≥ h¯0.
Then there exist a positive time T and a unique solution (u, h) of (1.1) such that
u ∈ C([0, T ];B0) ∩ L1(0, T ;B2), h− h¯0 ∈ C([0, T ]; B˜
0,1) ∩ L1(0, T ; B˜2,1), h ≥
1
2
h¯0. (1.6)
Moreover, there exists a strictly positive constant c such that if
‖u0‖B0 + ‖h0 − h¯0‖ eB0,1 ≤ c, (1.7)
then we can choose T = +∞.
The structure of this paper is as follows.
In Section 2, we recall some useful multilinear estimates in the Besov spaces . In Section
3, we prove the existence of solution. In Section 4, we prove the uniqueness of the solution.
Finally, in the Appendix, we prove some multilinear estimates in the weighted Besov spaces.
Throughout the paper, C denotes various “harmless” large finite constants, and c denotes
various “harmless” small constants. We shall sometimes use X . Y to denote the estimate
X ≤ CY for some constant C. We denote ‖ · ‖p by the L
p norm of a function.
2 Multilinear estimates in the Besov spaces
Let us first recall the Bony’s paraproduct decomposition.
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Definition 2.1 We shall use the following Bony’s paraproduct decomposition(see [1, 3])
fg = Tfg + Tgf +R(f, g), (2.1)
with
Tfg =
∑
k∈Z
Sk−1f∆kg and R(f, g) =
∑
k∈Z
∑
|k′−k|≤1
∆kf∆k′g. (2.2)
Next, let us recall some useful lemmas and multilinear estimates in the Besov spaces.
Lemma 2.1 (Bernstein’s inequality) Let 1 ≤ p ≤ q ≤ +∞. Assume that f ∈ S ′(Rd), then
for any γ ∈ Zd, there exist constants C1, C2 independent of f , j such that
suppfˆ ⊆ {|ξ| ≤ A02
j} ⇒ ‖∂γf‖q ≤ C12
j|γ|+jd( 1
p
− 1
q
)
‖f‖p,
suppfˆ ⊆ {A12
j ≤ |ξ| ≤ A22
j} ⇒ ‖f‖p ≤ C22
−j|γ| sup
|β|=|γ|
‖∂βf‖p.
The proof can be found in [8].
Proposition 2.2 If s > 0, f, g ∈ Bs ∩ L∞. Then fg ∈ Bs ∩ L∞ and
‖fg‖Bs ≤ C(‖f‖∞‖g‖Bs + ‖g‖∞‖f‖Bs). (2.3)
If s1, s2 ≤
d
2 such that s1 + s2 > 0, f ∈ B
s1, and g ∈ Bs2. Then fg ∈ Bs1+s2−
d
2 and
‖fg‖
Bs1+s2−
d
2
≤ C‖f‖Bs1‖g‖Bs2 . (2.4)
If |s| < d2 , 1 ≤ r ≤ +∞, f ∈ B˙
s
2,r ,and g ∈ B
d
2 . Then fg ∈ B˙s2,r and
‖fg‖B˙s2,r
≤ C‖f‖B˙s2,r
‖g‖
B
d
2
. (2.5)
If s ∈ (−d2 ,
d
2 ], f ∈ B
s, and g ∈ B˙−s2,∞. Then fg ∈ B˙
− d
2
2,∞ and
‖fg‖
B˙
− d2
2,∞
≤ C‖f‖Bs‖g‖B˙−s2,∞
. (2.6)
If 1 ≤ ρ1, ρ2, ρ ≤ ∞, s ∈ (−
d
2 ,
d
2 ], f ∈ L˜
ρ1
T (B
s), and g ∈ L˜ρ2T (B˙
−s
2,∞). Then there holds
‖fg‖
eLρ
T
(B˙
− d2
2,∞)
≤ C‖f‖eLρ1
T
(Bs)‖g‖eLρ2
T
(B˙−s2,∞)
, (2.7)
where 1ρ1 +
1
ρ2
= 1ρ .
Proof. For the sake of simplicity, we only present the proof of (2.4) below, the others can
be deduced in the same way (see also [14, 19]). By the Bony’s paraproduct decomposition
and the property of quasi-orthogonality (1.5), for fixed j ∈ Z, we write
∆j(fg) =
∑
|k−j|≤3
∆j(Sk−1f∆kg) +
∑
|k−j|≤3
∆j(Sk−1g∆kf) +
∑
k≥j−2
∑
|k−k′|≤1
∆j(∆kf∆k′g)
, I + II + III.
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Thanks to the definition of Besov space Bs, we have
‖fg‖
Bs1+s2−
d
2
≤
(∑
j∈Z
2(s1+s2−
d
2
)j‖I‖2
)
+ · · · +
(∑
j∈Z
2(s1+s2−
d
2
)j‖III‖2
)
, I ′ + II ′ + III ′. (2.8)
It suffices to estimate the above three terms separately. Using the Young’s inequality and
lemma 2.1, we have
‖∆j(Sk−1f∆kg)‖2 . ‖Sk−1f‖∞‖∆kg‖2 .
∑
k′≤k−2
‖∆k′f‖∞‖∆kg‖2
.
∑
k′≤k−2
2k
′s1‖∆k′f‖22
k′(d
2
−s1)‖∆kg‖2
. ‖f‖Bs1‖∆kg‖22
k(d
2
−s1),
where we have used the fact s1 ≤
d
2 in the last inequality. Hence, we get
I ′ . ‖f‖Bs1
∑
j∈Z
2(s1+s2−
d
2
)j
∑
|k−j|≤3
2k(
d
2
−s1)‖∆kg‖2
. ‖f‖Bs1
∑
|ℓ|≤3
2−(s1+s2−
d
2
)ℓ
∑
j∈Z
2s2(j+ℓ)‖∆j+ℓg‖2 . ‖f‖Bs1‖g‖Bs2 . (2.9)
Similarly, using the fact s2 ≤
d
2 , we can obtain
II ′ . ‖f‖Bs1‖g‖Bs2 . (2.10)
Now we turn to estimate III ′. From Lemma 2.1 and Ho¨lder inequality , it follows that
‖∆j(∆kf∆k′g)‖2 . 2
j d
2 ‖∆kf∆k′g‖1 . 2
j d
2 ‖∆kf‖2‖∆k′g‖2.
So, we get by Minkowski inequality that for s1 + s2 > 0
III ′ .
∑
j∈Z
2(s1+s2−
d
2
)j2j
d
2
( ∑
k≥j−2
∑
|k−k′|≤1
‖∆kf‖2‖∆k′g‖2
)
.
∑
ℓ≥−2
2−(s1+s2)ℓ
∑
j∈Z
2s1(j+ℓ)‖∆j+ℓf‖2‖g‖Bs2 . ‖f‖Bs1‖g‖Bs2 . (2.11)
Summing up (2.8)-(2.11), we get the desired inequality (2.4). 
Proposition 2.3 (1) Let s > 0. Assume that F ∈ W
[s]+2,∞
loc (R
d) such that F (0) = 0. Then
there exists a constant C(s, d, F ) such that if u ∈ Bs ∩ L∞, there holds
‖F (u)‖Bs ≤ C(1 + ‖u‖∞)
[s]+1‖u‖Bs ; (2.12)
and if u ∈ B˙s2,∞ ∩ L
∞, there holds
‖F (u)‖B˙s2,∞
≤ C(1 + ‖u‖∞)
[s]+1‖u‖B˙s2,∞
. (2.13)
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(2)Assume that G ∈ W
[ d
2
]+3,∞
loc (R
d) such that G′(0) = 0. Then there exists a functions
C(s, d,G) such that if −d2 < s ≤
d
2 , u, v ∈ B
d
2 ∩ L∞ and u− v ∈ Bs, there holds
‖G(u) −G(v)‖Bs ≤ C(‖u‖∞, ‖v‖∞)(‖u‖
B
d
2
+ ‖v‖
B
d
2
)‖u− v‖Bs ; (2.14)
and if |s| < d2 , u, v ∈ B
d
2 ∩ L∞ and u− v ∈ B˙s2,∞, there holds
‖G(u) −G(v)‖B˙s2,∞
≤ C(‖u‖∞, ‖v‖∞)(‖u‖
B
d
2
+ ‖v‖
B
d
2
)‖u− v‖B˙s2,∞
. (2.15)
Proof. We can refer to [2, 19] for the proof of (1). For (2), we refer to [11, 15]. For example,
we write
G(u) −G(v) = (u− v)
∫ 1
0
G′(v + τ(u− v))dτ,
then it follows from (2.5) that for |s| < d2
‖G(u) −G(v)‖B˙s2,∞
≤ C‖u− v‖B˙s2,∞
‖G′(v + τ(u− v))‖
B
d
2
,
which together with (2.12) implies (2.15). 
Proposition 2.4 Let A be a homogeneous smooth function of degree m. Assume that −d2 <
s1, t1, s2, t2 ≤ 1 +
d
2 , Then there hold: if k ≥ 1,
|(A(D)∆k(v · ∇f), A(D)∆kf)|
. αk2
−k(s2−m)‖v‖
B
d
2+1
‖f‖ eBs1,s2‖A(D)∆kf‖2, (2.16)
and if k ≤ 0,
|(A(D)∆k(v · ∇f), A(D)∆kf)|
. αk2
−k(s1−m)‖v‖
B
d
2+1
‖f‖ eBs1,s2‖A(D)∆kf‖2, (2.17)
and if k ≥ 1,
|(A(D)∆k(v · ∇f),∆kg) + (∆k(v · ∇g), A(D)∆kf)|
. αk‖v‖
B
d
2+1
(2−kt2‖g‖ eBt1,t2‖A(D)∆kf‖2 + 2
−k(s2−m)‖f‖ eBs1,s2‖∆kg‖2), (2.18)
and if k ≤ 0,
|(A(D)∆k(v · ∇f),∆kg) + (∆k(v · ∇g), A(D)∆kf)|
. αk‖v‖
B
d
2+1
(2−kt1‖g‖ eBt1,t2‖A(D)∆kf‖2 + 2
−k(s1−m)‖f‖ eBs1,s2‖∆kg‖2), (2.19)
where
∑
k∈Z
αk ≤ 1.
For the proof we refer to [12].
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3 Existence
In this section, we prove the existence of the solution for the 2D viscous shallow water
equations. Without loss of generality, we assume that h¯0 = 1 and ν = 1. Replacing h by
h+ 1 in (1.1), we rewrite (1.1) as
ht + divu+ div(hu) = 0,
ut − (∇ ·D(u) +∇divu) + u · ∇u−
∇h
1+h(D(u) + divu) +∇h = 0,
u(0, ·) = u0, h(0, ·) = h0.
(3.1)
3.1 The linearized system
In this subsection, we consider the linearized system of (3.1):
ht + v · ∇h+ divu = H,
ut − (∇ ·D(u) +∇divu) + v · ∇u+∇h = G,
u(0, ·) = u0, h(0, ·) = h0.
(3.2)
Let us first introduce some definitions. Set
erk(t) , (1− e
−cr22kt)
1
r , ωk(t) =
∑
ek≥k
2−(
ek−k)(e1
ek
(t) + e2
ek
(t)),
where c is a positive constant which will be determined later. We remark that
ωk(t) ≤ C, for any k ∈ Z,
which will be constantly used in the following.
Definition 3.1 Let s ∈ R and T > 0. The function space EsT is defined by
EsT = {f ∈ Z
′((0, T ) ×Rd) : ‖f‖Es
T
< +∞},
where
‖f‖Es
T
,
∑
k∈Z
2ksωk(T )‖∆kf‖L∞
T
(L2).
Definition 3.2 Let s1, s2 ∈ R and T > 0. The function space E˜
s1,s2
T is defined by
E˜s1,s2T = {f ∈ Z
′((0, T ) ×Rd) : ‖f‖ eEs1,s2
T
< +∞},
where
‖f‖ eEs1,s2
T
,
∑
k≤0
2ks1ωk(T )‖∆kf‖L∞
T
(L2) +
∑
k≥1
2ks2ωk(T )‖∆kf‖L∞
T
(L2).
Remark 3.1 If s1 ≤ s2, then E˜
s1,s2
T = E
s1
T ∩ E
s2
T . Otherwise, E˜
s1,s2
T = E
s1
T + E
s2
T .
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Let (u, h) be a smooth solution of (3.2). We want to establish the following a-priori
estimates for (h, u):
‖u‖L1
T
(B2) + ‖u‖L2
T
(B1) + ‖h‖ eE0,1
T
≤ C
∑
k∈Z
ωk(T )Ek(0) + C
∑
k∈Z
ωk(T )‖∆kG(t)‖L1
T
(L2)
+C
∑
k≥1
ωk(T )‖∇∆kH(t)‖L1
T
(L2) +C
∑
k<1
ωk(T )‖∆kH(t)‖L1
T
(L2)
+C‖u‖L2
T
(B1)‖v‖L2
T
(B1) + C‖h‖ eE0,1
T
‖v‖L1
T
(B2), (3.3)
and
‖u‖L∞
T
(B0) + ‖h‖L∞
T
( eB0,1)
+ ‖h‖
L1
T
( eB2,1)
≤ E0 + C
(
‖H‖L1
T
( eB0,1) + ‖G‖L1T (B0)
+
∫ T
0
V ′(t)(‖u(t)‖B0 + ‖h(t)‖ eB0,1 )dt
)
, (3.4)
where V (t) = ‖v(t′)‖L1t (B2) and
E0 =
∑
k∈Z
Ek(0), Ek(t) =
{
Ehk(t) k ≥ 1,
Elk(t) k < 1,
with
E2hk(t) =
1
2
‖uk(t)‖
2
2 + ‖∇hk(t)‖
2
2 + (uk(t),∇hk(t)), and
E2lk(t) =
1
2
‖uk(t)‖
2
2 +
1
2
‖hk(t)‖
2
2 +
1
8
(uk(t),∇hk(t)).
Let us begin with the proof of (3.3) and (3.4). Set
uk = ∆ku, hk = ∆kh, H
k = ∆kH, G
k = ∆kG.
Then we get by applying the operator ∆k to (3.2) that
∂thk +∆k(v · ∇h) + divuk = Hk,
∂tuk − (∇ ·D(uk) +∇divuk) + ∆k(v · ∇u) +∇hk = Gk,
uk(0, ·) = ∆ku0, hk(0, ·) = ∆kh0.
(3.5)
Multiplying the second equation of (3.5) by uk, and integrating the resulting equation over
R2, we obtain
1
2
d
dt
‖uk‖
2
2 +
1
2
‖∇uk‖
2
2 +
3
2
‖divuk‖
2
2 + (∇hk, uk) = (Gk, uk)− (∆k(v · ∇u), uk). (3.6)
In the following, we will deal with the high frequency and the low frequency of h in a
different manner.
High frequencies: k ≥ 1.
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Firstly, applying ∇ to the first equation of (3.5), and multiplying it by ∇hk, then inte-
grating the resulting equation over R2, we obtain
1
2
d
dt
‖∇hk‖
2
2 + (∇divuk,∇hk) = (∇Hk,∇hk)− (∇∆k(v · ∇h),∇hk). (3.7)
Secondly, applying the operator ∇ to the first equation of (3.5) and taking the L2 product of
the resulting equation with uk; then taking the L
2 product of second equation of (3.5) with
∇hk, we get by summing them up that
d
dt
(uk,∇hk)− ‖divuk‖
2
2 − 2(∇divuk,∇hk) + ‖∇hk‖
2
2
= (∇Hk, uk) + (Gk,∇hk)− (∇∆k(v · ∇h), uk)− (∆k(v · ∇u),∇hk), (3.8)
where we used the fact that
(∇ ·D(uk) +∇divuk,∇hk) = 2(∇divuk,∇hk).
Then we get by summing up (3.6), (3.7)×2, and (3.8) that
d
dt
[1
2
‖uk‖
2
2 + ‖∇hk‖
2
2 + (uk,∇hk)
]
+
[
‖∇hk‖
2
2 +
1
2
‖∇uk‖
2
2 +
1
2
‖divuk‖
2
2 + (∇hk, uk)
]
=
[
(∇Hk, uk) + 2(∇Hk,∇hk) + (Gk, uk) + (Gk,∇hk)
]
−(∆k(v · ∇u), uk)− 2(∇∆k(v · ∇h),∇hk)
−
[
(∇∆k(v · ∇h), uk) + (∆k(v · ∇u),∇hk)
]
, I + II + III + IV. (3.9)
Note that
(uk,∇hk) ≤
1
3
‖uk‖
2
2 +
3
4
‖∇hk‖
2
2,
hence, we get by the definition of Ehk that
1
6
(‖uk‖
2
2 + ‖∇hk‖
2
2) ≤ E
2
hk ≤ 2(‖uk‖
2
2 + ‖∇hk‖
2
2). (3.10)
Similarly, using the fact that 562
k ≥ 53 and (3.10), we have
‖∇hk‖
2
2 +
1
2
‖∇uk‖
2
2 +
1
2
‖divuk‖
2
2 + (∇hk, uk) ≥
1
8
E2hk. (3.11)
By summing up (3.9)-(3.11), we obtain
d
dt
E2hk + cE
2
hk ≤ C|I + II + III + IV |. (3.12)
In order to obtain (3.3), we use Lemma 5.1 to deal with the right hand terms of (3.12).
Firstly, we get by using the Cauchy-Schwartz inequality and (3.10) that
|I| ≤ C(‖∇Hk(t)‖2 + ‖Gk(t)‖2)Ehk. (3.13)
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From Lemma 5.1 and (3.10), it follows that
|II + III + IV | ≤ C(‖F1k (t)‖2 + ‖F˜
0
k (t)‖2)Ehk. (3.14)
By summing up (3.12), and (3.13)-(3.14), we obtain
d
dt
Ehk + cEhk ≤ C
(
‖∇Hk(t)‖2 + ‖Gk(t)‖2 + ‖F
1
k (t)‖2 + ‖F˜
0
k (t)‖2
)
, (3.15)
which implies that
‖Ehk(t)‖L∞T ≤Ehk(0) +C
(
‖∇Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
+ ‖F1k (t)‖L1
T
(L2) + ‖F˜
0
k (t)‖L1
T
(L2)
)
. (3.16)
Furthermore, by (5.4) and (5.5), there holds∑
k∈Z
ωk(T )
(
‖F1k (t)‖L1
T
(L2) + ‖F˜
0
k (t)‖L1
T
(L2)
)
≤ C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖E1
T
‖v‖L1
T
(B2)
)
.
Multiplying ωk(T ) on both sides of (3.16), then summing up the resulting equation over
k ≥ 1, we obtain∑
k≥1
ωk(T )‖Ehk(t)‖L∞T ≤
∑
k≥1
ωk(T )Ehk(0)
+C
∑
k≥1
ωk(T )
(
‖∇Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
)
+C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖E1
T
‖v‖L1
T
(B2)
)
. (3.17)
Next, we use the decay effect of the parabolic operators to estimate ‖u‖L2
T
(B1)∩L1
T
(B2). It
follows from (3.6) and Lemma 5.1 that
d
dt
‖uk‖2 + c2
2k‖uk‖2 ≤ C(‖∇hk(t)‖2 + ‖Gk(t)‖L2 + ‖F˜
0
k (t)‖L2),
which implies that
‖uk‖2 ≤ e
−ct22k‖uk(0)‖2 + Ce
−ct22k ∗t
(
‖∇hk(t)‖2 + ‖Gk(t)‖2 + ‖F˜
0
k (t)‖2
)
,
where the sign ∗ denotes the convolution of functions defined in R+, more precisely,
e−ct2
2k
∗t f ,
∫ t
0
e−c(t−τ)2
2k
f(τ)dτ.
Taking the Lr norm for r = 1, 2 with respect to t, we get by using the Young’s inequality
that
‖uk‖Lr
T
(L2) ≤ C2
−2k/rerk(T )
(
‖uk(0)‖2 + ‖∇hk‖L1
T
(L2) + ‖Gk‖L1
T
(L2) + ‖F˜
0
k‖L1
T
(L2)
)
,
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which together with (5.5) implies that∑
k≥1
(
22k‖uk‖L1
T
(L2) + 2
k‖uk‖L2
T
(L2)
)
≤ C
∑
k≥1
ωk(T )‖uk(0)‖2
+ C
∑
k≥1
ωk(T )
(
‖∇hk‖L1
T
(L2) + ‖Gk‖L1
T
(L2)
)
+ C‖u‖L2
T
(B1)‖v‖L2
T
(B1), (3.18)
where we used the fact that
e1k(T ) + e
2
k(T ) ≤ ωk(T ).
On the other hand, it follows from (3.15) that
‖Ehk‖2 ≤ e
−ctEhk(0) + Ce
−ct ∗t
(
‖∇Hk(t)‖2 + ‖Gk(t)‖2 + ‖F
1
k (t)‖2 + ‖F˜
0
k (t)‖2
)
.
Taking the L1 norm with respect to t, we get by using the Young’s inequality that
‖Ehk‖L1
T
≤ C(1− e−cT )Ehk(0) + C(1− e
−cT )
(
‖∇Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
+ ‖F1k (t)‖L1
T
(L2) + ‖F˜
0
k (t)‖L1
T
(L2)
)
. (3.19)
Note that for k ≥ 1
1− e−ct ≤ 1− e−ct2
2k
≤ ωk(t),
which together with (3.19) and Lemma 5.1 gives∑
k≥1
‖Ehk‖L1
T
≤C
∑
k≥1
ωk(T )Ehk(0) + C
∑
k≥1
ωk(T )
(
‖∇Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
)
+ C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖E1
T
‖v‖L1
T
(B2)
)
. (3.20)
Plugging (3.20) into (3.18), we obtain∑
k≥1
(
22k‖uk‖L1
T
(L2) + 2
k‖uk‖L2
T
(L2)
)
≤ C
∑
k≥1
ωk(T )Ehk(0) + C
∑
k≥1
ωk(T )
(
‖∇Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
)
+ C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖E1
T
‖v‖L1
T
(B2)
)
. (3.21)
On the other hand, in order to obtain (3.4), we use Proposition 2.4 to deal with the right
hand terms of (3.12). Applying (2.16) with s1 = s2 = 0 to II, (2.16) with s1 = 0, s2 = 1 to
III, (2.18) with t1 = t2 = 0, s1 = 0, s2 = 1 to IV , we obtain
|II + III + IV | ≤ CEhkαkV
′(t)(‖u‖B0 + ‖h‖ eB0,1), (3.22)
with
∑
k∈Z
αk ≤ 1 and V (t) = ‖v(t
′)‖L1t (B2). From (3.13) and (3.22), it follows that
d
dt
Ehk + cEhk ≤ C
(
‖∇Hk(t)‖2 + ‖Gk(t)‖2 + αkV
′(t)(‖u‖B0 + ‖h‖ eB0,1)
)
,
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from which, a similar proof of (3.21) ensures that∑
k≥1
(
‖Ehk‖L1
T
+ ‖Ehk‖L∞
T
)
≤ C
∑
k≥1
Ehk(0)
+C
(
‖H‖L1
T
( eB0,1) + ‖G‖L1T (B0)
+
∫ T
0
V ′(t)(‖u(t)‖B0 + ‖h(t)‖ eB0,1 )dt
)
. (3.23)
Low frequencies: k < 1.
Multiplying the first equation of (3.5) by hk, we get by integrating the resulting equation
over R2 that
1
2
d
dt
‖hk‖
2
2 + (divuk, hk) = (Hk, hk)− (∆k(v · ∇h), hk). (3.24)
Summing up (3.6), (3.8)× 18 , and (3.24), we obtain
d
dt
[1
2
‖uk‖
2
2 +
1
2
‖hk‖
2
2 +
1
8
(uk,∇hk)
]
+
[1
8
‖∇hk‖
2
2 +
1
2
‖∇uk‖
2
2 +
11
8
‖divuk‖
2
2 −
1
4
(∇divuk,∇hk)
]
=
[1
8
(∇Hk, uk) + (Hk, hk) + (Gk, uk) +
1
8
(Gk,∇hk)
]
− (∆k(v · ∇u), uk)− (∆k(v · ∇h), hk)
−
1
8
[
(∇∆k(v · ∇h), uk) + (∆k(v · ∇u),∇hk)
]
, I + II + III + IV. (3.25)
Note that 2k ≤ 1, we get by the Cauchy-Schwartz inequality that
1
8
(uk,∇hk) ≤
3
10
‖uk‖2‖hk‖2 ≤
1
4
‖uk‖
2
2 +
1
4
‖hk‖
2
2,
hence, we get by the definition of Elk that
1
4
(‖uk‖
2
2 + ‖hk‖
2
2) ≤ E
2
lk ≤ 2(‖uk‖
2
2 + ‖hk‖
2
2). (3.26)
Similarly, we can prove
1
4
(∇divuk,∇hk) ≤
3
5
‖∇uk‖2‖∇hk‖2 ≤
9
10
‖∇uk‖
2
2 +
1
10
‖∇hk‖
2
2,
which together with (3.26) implies that
1
8
‖∇hk‖
2
2 +
1
2
‖∇uk‖
2
2 +
11
8
‖divuk‖
2
2 −
1
4
(∇divuk,∇hk)
≥
1
160
22k(‖uk‖
2
2 + ‖hk‖
2
2) ≥
1
320
22kE2lk. (3.27)
By summing up (3.25)-(3.27), we obtain
d
dt
E2lk + c2
2kE2lk ≤ C|I + II + III + IV |. (3.28)
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In order to obtain (3.3), we use Lemma 5.1 to estimate the right hand terms of (3.28).
Using the fact that 2k ≤ 1, we get by the Cauchy-Schwartz inequality and (3.26) that
|I| ≤ C(‖Hk(t)‖2 + ‖Gk(t)‖2)Elk. (3.29)
Using Lemma 5.1 and (3.26), we have
|II + III + IV | ≤ C(‖F1k (t)‖2 + ‖F
0
k (t)‖2 + ‖F˜
0
k (t)‖2)Elk. (3.30)
By summing up (3.28)-(3.30), we obtain
d
dt
Elk + c2
2kElk ≤ C
(
‖Hk(t)‖2 + ‖Gk(t)‖2 + ‖F
1
k (t)‖2 + ‖F
0
k (t)‖2 + ‖F˜
0
k (t)‖2
)
,
which implies that
Elk ≤ e
−c22ktElk(0) + Ce
−c22kt ∗t
(
‖Hk(t)‖2 + ‖Gk(t)‖2 + ‖F
1
k (t)‖2 + ‖F
0
k (t)‖2 + ‖F˜
0
k (t)‖2
)
.
Taking the Lr norm with respect to t, we get by using the Young’s inequality that
‖Elk‖LrT ≤ C2
−2k/rerk(T )
(
Elk(0) + ‖Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2)
+ ‖F1k (t)‖L1
T
(L2) + ‖F
0
k (t)‖2 + ‖F˜
0
k (t)‖L1
T
(L2)
)
,
from which and Lemma 5.1, it follows that∑
k<1
ωk(T )‖Elk‖L∞T ≤ C
∑
k<1
ωk(T )Elk(0) +
∑
k<1
ωk(T )(‖Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2))
+C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖ eE0,1
T
‖v‖L1
T
(B2)
)
, (3.31)
and ∑
k<1
(22k‖Elk‖L1
T
+ 2k‖Elk‖L2
T
)
≤ C
∑
k<1
ωk(T )Elk(0) +
∑
k<1
ωk(T )(‖Hk(t)‖L1
T
(L2) + ‖Gk(t)‖L1
T
(L2))
+ C
(
‖u‖L2
T
(B1)‖v‖L2
T
(B1) + ‖h‖ eE0,1
T
‖v‖L1
T
(B2)
)
. (3.32)
On the other hand, in order to obtain (3.4), we use Proposition 2.4 to deal with the right
hand terms of (3.28). Applying (2.17) with s1 = s2 = 0 to II, (2.17) with s1 = 0, s2 = 1 to
III, (2.19) with t1 = t2 = 0, s1 = 0, s2 = 1 to IV , we obtain
|II + III + IV | ≤ CElkαkV
′(t)(‖u‖B0 + ‖h‖ eB0,1), (3.33)
with
∑
k∈Z
αk ≤ 1 and V (t) = ‖v(t
′)‖L1t (B2). From (3.32) and (3.36), it follows that
d
dt
Elk + c2
2kElk ≤ C
(
‖Hk(t)‖2 + ‖Gk(t)‖2 + αkV
′(t)(‖u‖B0 + ‖h‖ eB0,1)
)
,
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from which and a similar proof of (3.21) ensure that∑
k<1
(
22k‖Elk‖L1
T
+ ‖Elk‖L∞T
)
≤
∑
k<1
Ehk(0)
+C
(
‖H‖
L1
T
( eB0,1)
+ ‖G‖L1
T
(B0) +
∫ T
0
V ′(t)(‖u(t)‖B0 + ‖h(t)‖ eB0,1 )dt
)
. (3.34)
The completion of the a-priori estimates
Firstly, adding up (3.17), (3.21), (3.31), and (3.32) yields that
‖u‖L1
T
(B2) + ‖u‖L2
T
(B1) + ‖h‖ eE0,1
T
≤ C
∑
k∈Z
ωk(T )Ek(0) + C
∑
k∈Z
ωk(T )‖Gk(t)‖L1
T
(L2)
+C
∑
k≥1
ωk(T )‖∇Hk(t)‖L1
T
(L2) +C
∑
k<1
ωk(T )‖Hk(t)‖L1
T
(L2)
+C‖u‖L2
T
(B1)‖v‖L2
T
(B1) + C‖h‖ eE0,1
T
‖v‖L1
T
(B2), (3.35)
where we used the fact that
‖h‖E1
T
≤ C‖h‖ eE0,1
T
.
On the other hand, adding up (3.23) and (3.34) gives rise to
‖u‖L∞
T
(B0) + ‖h‖L∞
T
( eB0,1) + ‖h‖L1
T
( eB2,1)
≤ E0 + C
(
‖H‖L1
T
( eB0,1) + ‖G‖L1T (B0)
+
∫ T
0
V ′(t)(‖u‖B0 + ‖h‖ eB0,1)dt
)
, (3.36)
which together with the Gronwall inequality implies that
‖u‖L∞
T
(B0) + ‖h‖L∞
T
( eB0,1)
+ ‖h‖
L1
T
( eB2,1)
≤ Ce
C‖v‖
L1
T
(B2)
(
E0 + ‖H‖L1
T
( eB0,1) + ‖G‖L1T (B0)
)
. (3.37)
Finally, let us remark that
E0 ≈ (‖h0‖ eB0,1 + ‖u0‖B0).
3.2 The uniform estimate of the approximate sequence of solutions
In this subsection, we will construct the approximate solutions of (3.1) and present the
uniform estimate of the approximate solutions. Let us first define the approximate sequence
(hn, un)n∈N of (3.1) by the following system:
∂th
n+1 + un · ∇hn+1 + divun+1 = Hn,
∂tu
n+1 − (∇ ·D(un+1) +∇divun+1) + un · ∇un+1 +∇hn+1 = Gn,
(hn+1, un+1)|t=0 =
∑
|k|≤n+N
∆k(h0, u0),
(3.38)
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where
Hn , −hndivun, Gn ,
∇hn
1 + hn
∇˜un, with ∇˜un = D(un) + divun,
and N is a fixed large integer such that
1 + hn(0) ≥
3
4
, for n ≥ 1.
Set (h0, u0) = (0, 0) and solve the linear system, we can define (hn, un)n∈N0 by the induction.
Next, we are going to prove by the induction that there exist positive constants η, K, and T
such that the following bounds hold for all n ∈ N0:
1 + hn ≥
1
2
, (3.39)
‖un‖L1
T
(B2)∩L2
T
(B1) + ‖h
n‖ eE0,1
T
≤ η, (3.40)
‖un‖L∞
T
(B0) + ‖h
n‖L∞
T
( eB0,1)∩L1
T
( eB2,1) ≤ KE0. (3.41)
Assume that (3.39)-(3.41) hold for (hn, un), we need to prove that (3.39)-(3.41) also hold for
(hn+1, un+1). Applying the a-priori estimates (3.35) and (3.37) to (hn+1, un+1), we obtain
‖un+1‖L1
T
(B2) + ‖u
n+1‖L2
T
(B1) + ‖h
n+1‖ eE0,1
T
≤ CQ0(T ) + C
∑
k∈Z
ωk(T )‖G
n
k (t)‖L1
T
(L2) + C
∑
k≥1
ωk(T )‖∇H
n
k (t)‖L1
T
(L2)
+C
∑
k<1
ωk(T )‖H
n
k (t)‖L1
T
(L2) + C‖u
n+1‖L2
T
(B1)‖u
n‖L2
T
(B1)
+C‖hn+1‖ eE0,1
T
‖un‖L1
T
(B2), (3.42)
and
‖un+1‖L∞
T
(B0) + ‖h
n+1‖L∞
T
( eB0,1) + ‖h
n+1‖L1
T
( eB2,1)
≤ Ce
C‖un‖
L1
T
(B2)
(
E0 + ‖H
n‖L1
T
( eB0,1) + ‖G
n‖L1
T
(B0)
)
, (3.43)
with
Q0(T ) ,
∑
k∈Z
ωk(T )Ek(0).
Thanks to (2.4), we have
‖Hn‖B0 ≤ C‖h
n‖B0‖u
n‖B2 , and ‖H
n‖B1 ≤ C‖h
n‖B1‖u
n‖B2 ,
which together with the fact that B˜0,1 = B0 ∩B1 yields
‖Hn‖
L1
T
( eB0,1)
≤ C‖hn‖
L∞
T
( eB0,1)
‖un‖L1
T
(B2) ≤ CKE0η. (3.44)
We rewrite Gn as
∇hn
1 + hn
∇˜un = (1 + hn)∇
(
hn
1 + hn
)
∇˜un.
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Using (2.4) and (2.12), we get
‖Gn‖L1
T
(B0) ≤ C
∥∥∥∇( hn
1 + hn
)∥∥∥
L∞
T
(B0)
‖(1 + hn)∇˜un‖L1
T
(B1)
≤ C(1 + ‖hn‖L∞
T
(L∞))
2‖hn‖L∞
T
(B1)(1 + ‖h
n‖L∞
T
(B1))‖u
n‖L1
T
(B2)
≤ C(1 + ‖hn‖L∞
T
( eB0,1))
3‖hn‖L∞
T
(B1)‖u
n‖L1
T
(B2)
≤ CKE0(1 +KE0)
3η. (3.45)
Plugging (3.44) and (3.45) into (3.43) yields that
‖un+1‖L∞
T
(B0) + ‖h
n+1‖
L∞
T
( eB0,1)
+ ‖hn+1‖
L1
T
( eB2,1)
≤ CeCη
(
E0 +KE0(1 +KE0)
3η
)
. (3.46)
We take T, η > 0 small enough and K = 4C such that
eCη ≤ 2, K(1 +KE0)
3η ≤ 1, (ℜ1)
from which and (3.46), it follows that
‖un+1‖L∞
T
(B0) + ‖h
n+1‖
L∞
T
( eB0,1)
+ ‖hn+1‖
L1
T
( eB2,1)
≤ KE0.
This proves (3.41) for (un+1, hn+1).
Next, we prove (3.40) for (un+1, hn+1). Applying Lemma 5.2 with s1 = 0 and s2 = 1,
(2.4) with s1 = s2 = 1, and Lemma 5.4 with s = 1, we obtain∑
k∈Z
ωk(T )‖G
n
k (t)‖L1
T
(L2) ≤ C
∥∥∥∇( hn
1 + hn
)∥∥∥
E0
T
‖(1 + hn)∇˜un‖L1
T
(B1)
≤ C(1 + ‖hn‖L∞
T
(L∞))
3‖hn‖E1
T
(1 + ‖hn‖L∞
T
(B1))‖u
n‖L1
T
(B2)
≤ C(1 + ‖hn‖L∞
T
( eB0,1))
4‖hn‖ eE0,1
T
‖un‖L1
T
(B2)
≤ C(1 +KE0)
4η2. (3.47)
On the other hand, we apply Lemma 5.2 with s1 = 0, s2 = 1 to get∑
k≥1
ωk(T )‖∇H
n
k (t)‖L1
T
(L2) +
∑
k<1
ωk(T )‖H
n
k (t)‖L1
T
(L2)
≤ C
∑
k∈Z
ωk(T )(‖∇h
n
k‖L∞T (L2) + ‖h
n
k‖L∞T (L2))‖divu
n‖L1
T
(B1)
+C
∑
k∈Z
ωk(T )2
2k‖unk‖L1
T
(L2)‖h
n‖L∞
T
( eB0,1)
, I + II.
Obviously, we have
I ≤ C‖hn‖ eE0,1
T
‖un‖L1
T
(B2) ≤ Cη
2. (3.48)
In order to estimate II, we first fix k0 ≥ 1 such that∑
k≥k0
‖uk(0)‖2 ≤
η
16CKE0
. (3.49)
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Then we write
II =
∑
k≥k0
ωk(T )2
2k‖unk‖L1
T
(L2)‖h
n‖
L∞
T
( eB0,1)
+
∑
k≤k0
ωk(T )2
2k‖unk‖L1
T
(L2)‖h
n‖
L∞
T
( eB0,1)
, II1 + II2.
Using (3.18), (3.47), and (3.49), we obtain
II1 ≤ CKE0
[∑
k≥k0
ωk(T )‖uk(0)‖2 +
∑
k≥k0
ωk(T )
(
‖∇hnk‖L1
T
(L2) + ‖G
n−1
k ‖L1T (L2)
)
+ ‖un‖L2
T
(B1)‖u
n−1‖L2
T
(B1)
]
≤ CKE0
[ η
16CKE0
+
∑
k≥k0
ωk(T )‖∇h
n
k‖L1
T
(L2) + (1 +KE0)
4η2
]
. (3.50)
On the other hand, thanks to (3.19) and Lemma 5.1, we have∑
k≥k0
ωk(T )‖∇h
n
k‖L1
T
(L2) ≤ C(1− e
−cT )
∑
k≥k0
ωk(T )Ehk(0)
+ C(1− e−cT )
∑
k≥k0
ωk(T )
(
‖∇Hn−1k (t)‖L1T (L2)
+ ‖Gn−1k (t)‖L1T (L2)
)
+ C‖un‖L2
T
(B1)‖u
n−1‖L2
T
(B1) +C‖h
n‖E1
T
‖un−1‖L2
T
(B1)
≤ C(1− e−cT )E0 + C(1− e
−cT )KE0η + C(1 +KE0)
4η2,
where we used (3.44) and (3.47) in the second inequality. Plugging the above inequality into
(3.50) yields that
II1 ≤ CKE0
[ η
16CKE0
+ (1− e−cT )(E0 +KE0η) + (1 +KE0)
4η2
]
. (3.51)
Note for k ≤ k0, we can choose T > 0 small enough so that
ωk(T ) ≤
1
16CKE0η
, (ℜ2)
so we get
|II2| ≤
η
16
. (3.52)
Plugging (3.47), (3.48), (3.51), (3.52) into (3.42), we get
‖un+1‖L1
T
(B2) + ‖u
n+1‖L2
T
(B1) + ‖h
n+1‖ eE0,1
T
≤ CQ0(T ) +
η
8
+ C(1 +KE0)
5η2 + CKE0(1− e
−cT )(E0 +KE0η)
+Cη(‖un+1‖L2
T
(B1) + ‖h
n+1‖ eE0,1
T
). (3.53)
Note that Q0(0) = 0, we can take T, η small enough such that
Cη ≤
1
2
, CQ0(T ) ≤
η
8
, C(1 +KE0)
5η <
1
8
, and
CKE0(1− e
−cT )(E0 +KE0η) ≤
η
8
, (ℜ3)
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which together with (3.53) gives
‖un+1‖L1
T
(B2) + ‖u
n+1‖L2
T
(B1) + ‖h
n+1‖ eE0,1
T
≤ η.
Finally, let us prove (3.39) for hn+1. We rewrite the first equation of (3.38) as
∂t(1 + h
n+1) + un · ∇(1 + hn+1) + divun+1 −Hn = 0.
Then 1 + hn+1 can be represented as
(1 + hn+1)(t, x) =(1 + hn+10 )((ψ
n)−1t (x)) +
∫ t
0
divun+1(τ, ψnτ ((ψ
n)−1t (x)))dτ
+
∫ t
0
Hn(τ, ψnτ ((ψ
n)−1t (x)))dτ, (3.54)
where the flow map ψnt is defined by{
∂tψ
n
t (x) = u
n(t, ψnt (x))
ψnt |t=0 = x.
Thanks to the inclusion map B1 →֒ L∞ and (2.4), we get∫ t
0
‖div un+1(τ, ψnτ ((ψ
n)−1t (x)))‖∞dτ ≤ ‖u
n+1‖L1t (B2) ≤ η,∫ t
0
‖Hn(τ, ψτ (ψ
−1
t (x)))‖∞dτ ≤ ‖h
ndivun‖L1t (B1)
≤ C‖hn‖
L∞t (
eB0,1)
‖un‖L1t (B2) ≤ CKE0η,
from which and (3.54), it follows that
1 + hn+1 ≥
3
4
− (1 + CKE0)η. (3.55)
We take η small enough such that
(1 + CKE0)η ≤
1
4
, (ℜ4)
which together with (3.55) ensures that
1 + hn+1 ≥
1
2
.
So far, we have show that T , η can be chosen small enough such that the assumption (ℜ1)−
(ℜ4) hold under which the approximate solutions (u
n, hn)n∈N0 is uniformly bounded in
ET ,
(
L∞T (B
0) ∩ L1T (B
2)
)
×
(
L∞T (B˜
0,1) ∩ L1T (B˜
2,1)
)
.
It should be pointed out that if ‖u0‖B0 + ‖h0‖ eB0,1 is small enough, we can take T = +∞
such that the assumption (ℜ1)− (ℜ4) hold.
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3.3 The existence of the solution
Now let us turn to prove the existence of the solution, and the standard compact arguments
will be used. In the section 3.2, we have showed that the approximate solutions (hn, un)n∈N
satisfy (3.39)-(3.41), and without loss of generality, we can assume the following:
1 + hn ≥
1
2
, (3.56)
‖un‖L∞
T
(B0)∩L1
T
(B2) + ‖h
n‖L∞
T
( eB0,1)∩L1
T
( eB2,1) ≤ KE0. (3.57)
Using the interpolation and the fact that B0 ∩B1 = B˜0,1, we have
‖hn‖L2
T
(B1) . ‖h
n‖
1
2
L∞
T
( eB0,1)
‖hn‖
1
2
L1
T
( eB2,1)
, ‖un‖L2
T
(B1) . ‖u
n‖
1
2
L∞
T
(B0)
‖un‖
1
2
L1
T
(B2)
,
‖hn‖
L4
T
(B
1
2 )
. ‖hn‖
1
2
L∞
T
( eB0,1)
‖hn‖
1
2
L2
T
(B1)
, ‖un‖
L
4
3
T
(B
3
2 )
. ‖un‖
1
4
L∞
T
(B0)
‖un‖
3
4
L1
T
(B2)
,
from which and (3.56), it follows that
‖hn‖L2
T
(B1) + ‖u
n‖L2
T
(B1) + ‖h
n‖
L4
T
(B
1
2 )
+ ‖un‖
L
4
3
T
(B
3
2 )
. KE0. (3.58)
Now, we show that (hn, un) is uniformly bounded in C
1
2
loc(B
0) × C
1
4
loc(B
− 1
2 ). Using (2.4),
(3.57) and (3.58), it is easy to verify that
‖un · ∇hn+1‖L2
T
(B0) . ‖u
n‖L2
T
(B1)‖h
n+1‖L∞
T
( eB0,1) . (KE0)
2,
‖hndivun‖L2
T
(B0) . ‖u
n‖L2
T
(B1)‖h
n‖L∞
T
( eB0,1) . (KE0)
2,
from which and the first equation of (3.38), it follows that ∂th
n is uniformly bounded in
L2T (B
0) which implies hn is uniformly bounded in C
1
2
loc(B
0). On the other hand, thanks to
(2.4), (3.56) and (2.12), we have
‖un · ∇un+1‖
L
4
3
T
(B−
1
2 )
. ‖un‖L∞
T
(B0)‖u
n+1‖
L
4
3
T
(B
3
2 )
. (KE0)
2,∥∥∥∥ ∇hn1 + hn ∇˜un
∥∥∥∥
L
4
3
T
(B−
1
2 )
. C(1 + ‖hn‖L∞
T
(B1))
3‖un‖
L
4
3
T
(B
3
2 )
. C(1 +KE0)
3KE0,
from which and the second equation of (3.38), it follows that ∂tu
n is uniformly bounded in
L
4
3
T (B
− 1
2 ) which implies un is uniformly bounded in C
1
4
loc(B
− 1
2 ).
Next, we claim that the inclusions B0 ∩ B1 →֒ L2 and B−
1
2 ∩ B0 →֒ H˙−
1
2 are locally
compact. Indeed, these can be proved by noting that for s′ < s, H˙s
′
∩ H˙s →֒ H˙s
′
is locally
compact and for s ∈ R, Bs →֒ H˙s. Then, by the Arzela-Ascoli theorem and Cantor’s diagonal
process, there exist a subsequence (unk , hnk) and a function (u, h) such that
(unk , hnk)→ (u, h) in Cloc(H˙
− 1
2
loc )× Cloc(L
2
loc), (3.59)
as nk → ∞. On the other hand, (u
nk , hnk) is uniformly bounded in ET , then there exists a
subsequence (which still denoted by (unk , hnk)) such that
(unk , hnk)⇀ (u, h) in ET ,
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where “⇀ ” denotes weak* convergence.
Finally, let us prove that (u, h) solves (1.1) in the sense of distribution. We only need
to prove the nonlinear terms such as un · ∇hn, ∇h
n
1+hn ∇˜u
n, etc tend to the corresponding
nonlinear terms in the sense of distribution. This can be done by using the uniform estimates
of (un, hn), (u, h) in ET and the convergence result (3.59). Here, we only show the case of
the term Y (hn)∇˜un (where Y (z) , ∇z/(1 + z)), the other terms can be treated in the same
way. For any test function θ ∈ C∞0 ([0, T
∗)×R2), we write〈
Y (hn)∇˜un − Y (h)∇˜u, θ
〉
=
〈
(1 + hn)∇
( hn
1 + hn
−
h
1 + h
)
∇˜un, θ
〉
+
〈
(hn − h)∇
( h
1 + h
)
∇˜un, θ
〉
+
〈
(1 + h)∇
( h
1 + h
)
∇˜(un − u), θ
〉
, I1 + I2 + I3.
Thanks to (2.4) and (3.56), we have
I1 ≤
∥∥∥∥ ψ(hn − h)(1 + hn)(1 + h)
∥∥∥∥
2
‖∇((1 + hn)∇˜unθ)‖2 . ‖θ(h
n − h)‖2‖(1 + h
n)∇˜un‖B1
. ‖θ(hn − h)‖2(1 + ‖h
n‖ eB0,1)‖u
n‖B2 ,
where ψ ∈ C∞0 ([0, T
∗)×R2), and ψ = 1 on supp θ. For I2, we have
I2 ≤ ‖θ(h
n − h)‖2
∥∥∥∥∇( h1 + h
)
∇˜un
∥∥∥∥
2
. ‖θ(hn − h)‖2‖∇h‖2‖∇u
n‖L∞
. ‖θ(hn − h)‖2‖h‖ eB0,1‖u
n‖B2 .
Using (3.56) and the interpolation, we get
I3 ≤
∥∥∥∥(1 + h)∇( h1 + h
)∥∥∥∥
2
‖∇˜(un − u)θ‖2 . (1 + ‖h‖∞)‖∇h‖2‖(u
n − u)ψ‖H˙1
. (1 + ‖h‖ eB0,1)‖h‖B1‖u
n − u‖
3
5
H˙2
‖(un − u)θ‖
2
5
H˙−
1
2
.
Thus, by (3.59), we get as n→ 0〈
Y (hn)∇˜un − Y (h)∇˜u, θ
〉
−→ 0.
Following the argument in [11], we can also prove that (u, h) is continuous in time with values
in B0 × B˜0,1.
4 Uniqueness
In this section, we will prove the uniqueness of the solution. Firstly, let us recall some known
results.
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Lemma 4.1 (Osgood’s lemma) Let ρ be a measurable positive function and γ a positive
locally integrable function, each defined on the domain [t0, t1]. Let µ : [0,∞) → [0,∞) be a
continuous nondecreasing function, with µ(0) = 0. Let a ≥ 0, and assume that for all t in
[t0, t1],
ρ(t) ≤ a+
∫ t
t0
γ(τ)µ(ρ(τ))dτ.
If a > 0, then
−M(ρ(t)) +M(a) ≤
∫ t
t0
γ(τ)dτ, where M(x) =
∫ 1
x
dτ
µ(τ)
.
If a = 0 and M =∞, then ρ ≡ 0.
This Lemma can be understood as a generalization of classical Gronwall Lemma and can be
found in [8].
Proposition 4.2 Let s ∈ (−dp , 1 +
d
p), and 1 ≤ p, r ≤ +∞. Let v be a vector field such that
∇v ∈ L1T (B˙
d
p
p,r ∩ L∞). Assume that f0 ∈ B˙
s
p,r, g ∈ L
1
T (B˙
s
p,r) and f ∈ L
∞
T (B˙
s
p,r) ∩ C([0, T ];S
′)
is the solution of {
∂tf + v · ∇f = g,
f(0, x) = f0.
Then there exists a constant C(s, p, d) such that for t ∈ [0, T ]
‖f‖eL∞t (B˙sp,r)
≤ CeCV (t)
(
‖f0‖B˙sp,r
+
∫ t
0
e−CV (τ)‖g(τ)‖B˙sp,r
dτ
)
, (4.1)
where V (t) ,
∫ t
0 ‖∇v(τ)‖
B˙
d
p
p,r∩L∞
dτ. If r < +∞, then f belongs to C([0, T ]; B˙sp,r).
The proof can be found in [15].
Proposition 4.3 Let T > 0, s ∈ R, and 1 ≤ q, r ≤ +∞. Assume that u0 ∈ B˙
s
2,q, g ∈
L˜1T (B˙
s
2,q) and u is the solution of {
∂tu− ν∆˜u = g,
u(0, x) = u0,
where ∆˜u = ∇ ·D(u) +∇divu. Then there exists a constant C(s, d, ν) such that
(rν)
1
r ‖u‖
eLr
T
(B˙
s+2r
2,q )
≤
(∑
k∈Z
(
1− e−rν2
2kT
) q
r 2qks‖∆ku0‖
q
2
) 1
q
+ C
(∑
k∈Z
(
1− e−rν2
2kT
) q
r 2qks‖∆kg‖
q
L1
T
(L2)
) 1
q
. (4.2)
If q < +∞, then u belongs to C([0, T ]; B˙s2,q).
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The proof is similar to the case when the diffusion term ∆˜u is replaced by ∆u. We can refer
to [9] see the details.
Now we introduce the logarithmic interpolation inequality (see [14])
Proposition 4.4 For any 1 ≤ p, ρ ≤ +∞, s ∈ R and 0 < ǫ ≤ 1, we have
‖f‖eLρ
T
(B˙sp,1)
≤ C
‖f‖eLρ
T
(B˙sp,∞)
ǫ
log
(
e+
‖f‖eLρ
T
(B˙s−ǫp,∞)
+ ‖f‖eLρ
T
(B˙s+ǫp,∞)
‖f‖eLρ
T
(B˙sp,∞)
)
. (4.3)
Now, let us prove the uniqueness of the solution of (3.1). Let (u1, h1), (u2, h2) ∈
(
L∞T (B
0)∩
L1T (B
2)) × L∞T (B˜
0,1) be two solutions of (3.1) with the same initial data. The difference
ϑ , h2 − h1, w , u2 − u1 satisfies the following system:
∂tϑ+ u2 · ∇ϑ = −divw − w∇h1 − ϑdivu2 − h1divw,
∂tw − ν∆˜w = −∇ϑ− u2 · ∇w − w · ∇u1 + ν(1 + h1)∇
( h1
1 + h1
)
∇˜w
+ ν(1 + h1)∇
( h2
1 + h2
−
h1
1 + h1
)
∇˜u2 + νϑ∇
( h2
1 + h2
)
∇˜u2,
ϑ(0, x) = 0, w(0, x) = 0.
(4.4)
Without loss of generality, we assume that there holds for sufficiently small T
1 + h1 ≥
1
2
, (4.5)
‖h1‖ eE0,1
T
≤ ε, (4.6)
where ε > 0 is small enough. Applying the Proposition 4.2 to the first equation of (4.4) yields
‖ϑ(t)‖B˙02,∞
.
∫ t
0
eC(V2(t)−V2(τ))‖w · ∇h1 + ϑdivu2 + h1divw + divw‖B˙02,∞
dτ, (4.7)
with V2(t) ,
∫ t
0 ‖∇u2‖B˙12,∞∩L∞
dτ . It follows from (2.5) with s = 0 that
‖w · ∇h1‖B˙02,∞
. ‖∇h1‖B˙02,∞
‖w‖B1 . ‖w‖B1‖h1‖B1 ,
‖ϑdivu2‖B˙02,∞
. ‖ϑ‖B˙02,∞
‖u2‖B2 ,
‖h1divw‖B˙02,∞
. ‖divw‖B˙02,∞
‖h1‖B1 . ‖w‖B1‖h1‖B1 ,
where we have used B1 →֒ B˙12,∞. Plugging the above estimates into (4.7), we get
‖ϑ(t)‖B˙02,∞
.
∫ t
0
eC(V2(t)−V2(τ))
[
‖w‖B1(1 + ‖h1‖B1) + ‖ϑ‖B˙02,∞
‖u2‖B2
]
dτ. (4.8)
Recall that ui ∈ L1T (B
2), we can take a T ∈ (0,∞) small enough so that
C‖u2‖L1
T
(B2) ≤
1
4
,
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which together with (4.8) implies that for t ≤ T
‖ϑ‖L∞t (B˙02,∞)
. ‖w‖L1t (B1)(1 + ‖h1‖L∞t (B1)). (4.9)
Applying (4.3) to the term ‖w‖L1t (B1) yields
‖ϑ‖L∞t (B˙02,∞)
.‖w‖eL1t (B˙12,∞)
log
(
e+
‖w‖eL1t (B˙02,∞)
+ ‖w‖eL1t (B˙22,∞)
‖w‖eL1t (B˙12,∞)
)
(1 + ‖h1‖L∞t (B1)). (4.10)
Thanks to Bs →֒ B˙s2,∞ and B˜
0,1 →֒ B1, we have
‖ϑ‖L∞t (B˙02,∞)
. ‖w‖eL1t (B˙12,∞)
log
(
e+
W (t)
‖w‖eL1t (B˙12,∞)
)
(4.11)
with
W (t) , ‖ui‖eL1t (B0)
+ ‖ui‖eL1t (B2)
,
and for finite t, W (t) < +∞.
Next, we deal with the second equation of (4.4). We get by applying (2.7) with s = 1,
s = 0 respectively that
‖u2 · ∇w‖eL1t (B˙
−1
2,∞)
. ‖u2‖L2t (B1)‖w‖eL2t (B˙02,∞)
, (4.12)
‖w · ∇u1‖eL1t (B˙
−1
2,∞)
. ‖u1‖L2t (B1)‖w‖eL2t (B˙02,∞)
. (4.13)
We can deduce hi ∈ C(0, T ;R
2) (i = 1, 2) from the fact B1 →֒ C. Moreover, due to (4.5), we
can assume h1(t, x) + 1 ≥ δ for all t ≤ T , x ∈ R
2. Since h1, h2 have the same initial data,
from the continuity of h2, there exists a T˜ ≤ T such that
h2(x, t) + 1 ≥ δ, for all t ∈ [0, T˜ ], x ∈ R
2 .
It follows from (2.6) with s = 1, (2.13) and B1 →֒ B˙12,∞ ∩ L
∞ that∥∥∥(1 + h1)∇( h2
1 + h2
−
h1
1 + h1
)
∇˜u2
∥∥∥
B˙−12,∞
.
∥∥∥(1 + h1)∇( h2
1 + h2
−
h1
1 + h1
)∥∥∥
B˙−12,∞
‖∇˜u2‖B1
. (1 + ‖h1‖B1)
∥∥∥ h2
1 + h2
−
h1
1 + h1
∥∥∥
B˙02,∞
‖u2‖B2
. (1 + ‖h1‖B1)(‖h1‖B1 + ‖h2‖B1)‖ϑ‖B˙02,∞
‖u2‖B2 ,
which together with L1t (B˙
−1
2,∞) ⊂ L˜
1
t (B˙
−1
2,∞) yields∥∥∥(1 + h1)∇( h2
1 + h2
−
h1
1 + h1
)
∇˜u2
∥∥∥
eL1t (B˙
−1
2,∞)
.
∫ t
0
(1 + ‖h1‖B1)(‖h1‖B1 + ‖h2‖B1)‖ϑ‖B˙02,∞
‖u2‖B2dτ. (4.14)
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Thanks to (2.6), (2.12), and L1t (B˙
−1
2,∞) ⊂ L˜
1
t (B˙
−1
2,∞), we get∥∥∥ϑ∇( h2
1 + h2
)
∇˜u2
∥∥∥
eL1t (B˙
−1
2,∞)
.
∫ t
0
‖ϑ‖B˙02,∞
‖h2‖B1‖u2‖B2dτ. (4.15)
Thanks to Lemma 5.3 with s1 = s2 = 0, Lemma 5.4 with s = 1, and (2.5) with s = 0, we
have
sup
k∈Z
ωk(t)2
−k
∥∥∥∆k((1 + h1)∇( h1
1 + h1
)
∇˜w
)∥∥∥
L1t (L
2)
.
∥∥∥∇( h1
1 + h1
)∥∥∥
E0t
‖(1 + h1)∇˜w‖eL1t (B˙02,∞)
.
∥∥∥ h1
1 + h1
∥∥∥
E1t
(1 + ‖h1‖L∞t (B1))‖∇w‖eL1t (B˙02,∞)
. ‖h1‖ eE0,1t
(1 + ‖h1‖L∞t ( eB0,1)
)4‖w‖eL1t (B˙12,∞)
. (4.16)
In terms of Proposition 4.3, (4.12)-(4.16) and B˜0,1 →֒ B1, we finally obtain
‖w‖eL1t (B˙12,∞)
+ ‖w‖eL2t (B˙02,∞)
.‖u2‖L2t (B1)‖w‖eL2t (B˙02,∞)
+ ‖u1‖L2t (B1)‖w‖eL2t (B˙02,∞)
+ ‖h1‖ eE0,1t
(
1 + ‖h1‖L∞t ( eB0,1)
)4
‖w‖eL1t (B12,∞)
+
∫ t
0
(1 + ‖h1‖ eB0,1)(1 + ‖h1‖ eB0,1 + ‖h2‖ eB0,1)(1 + ‖u2‖B2)‖ϑ‖B˙02,∞
dτ. (4.17)
Let us define
Z(t) , ‖w‖eL1t (B˙12,∞)
+ ‖w‖eL2t (B˙02,∞)
.
Due to (4.6), if T is chosen small enough, then the first four terms of the right side of (4.17)
can be absorbed by the left side Z(t). Noting that r log(e+ W (T )r ) is increasing, from (4.11)
and (4.17), it follows that
Z(t) .
∫ t
0
(1 +W ′(τ))Z(τ) log
(
e+
W (τ)
Z(τ)
)
dτ
.
∫ t
0
(1 +W ′(τ))Z(τ) log
(
e+
W (T )
Z(τ)
)
dτ. (4.18)
It is easy to verify that
1 +W ′(τ) ∈ L1loc(R
+) and
∫ 1
0
dr
r log(e+ W (T )r )
= +∞.
Hence by Osgood Lemma, we have Z ≡ 0 on [0, T˜ ], i.e. w ≡ 0, then from (4.9), ϑ = h2−h1 ≡
0. Then a standard continuous argument gives the uniqueness.
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5 Appendix
In this appendix, we prove some multilinear estimates in the weighted Besov space.
Lemma 5.1 Let A be a homogeneous smooth function of degree m. Assume that −d2 < ρ ≤
d
2 .
Then there hold ∣∣∣(A(D)∆k(v · ∇h), A(D)∆kh)∣∣∣ ≤ C‖Fmk (t)‖2‖A(D)∆kh‖2, (5.1)∣∣∣(A(D)∆k(v · ∇u), A(D)∆ku)∣∣∣ ≤ C‖F˜mk (t)‖2‖A(D)∆ku‖2, (5.2)
and ∣∣∣(A(D)∆k(v · ∇h),∆ku) + (∆k(v · ∇u), A(D)∆kh)∣∣∣
≤ C
(
‖Fmk (t)‖2 + ‖F˜
0
k (t)‖2
)(
‖∆ku‖2 + ‖A(D)∆kh‖2
)
, (5.3)
where Fmk (t) and F˜
m
k (t) satisfy∑
k∈Z
ωk(T )2
k(ρ−m)‖Fmk (t)‖L1
T
(L2) ≤ C‖h‖EρT
‖v‖
L1
T
(B
d
2+1)
, (5.4)∑
k∈Z
2k(ρ−m)‖F˜mk (t)‖L1
T
(L2) ≤ C‖u‖L2
T
(Bρ+1)‖v‖L2
T
(B
d
2 )
. (5.5)
Proof. Let us first prove (5.1). Using the Bony’s paraproduct decomposition, we write(
A(D)∆k(v · ∇h), A(D)∆kh
)
=
(
A(D)∆k(T
′
∂jhv
j), A(D)∆kh
)
+ Jk, (5.6)
where
T ′fg = Tfg +R(f, g), and
Jk =
∑
|k′−k|≤3
([A(D)∆k, Sk′−1v
j]∆k′∂jh,A(D)∆kh)
+
∑
|k′−k|≤3
((Sk′−1 − Sk−1)v
jA(D)∆k∆k′∂jh,A(D)∆kh)
+(Sk−1v
jA(D)∆k∂jh,A(D)∆kh)
We get by integration by parts that
(Sk−1v
jA(D)∆k∂jh,A(D)∆kh) = −
1
2
(
Sk−1div vA(D)∆kh,A(D)∆kh
)
.
Let us set
Fmk,0(t) = A(D)∆k(T
′
∂jhv
j),
Fmk,1(t) =
∑
|k′−k|≤3
[A(D)∆k, Sk′−1v
j ]∆k′∂jh,
Fmk,2(t) =
∑
|k′−k|≤3
(Sk′−1 − Sk−1)v
jA(D)∆k∆k′∂jh,
Fmk,4(t) = −
1
2
Sk−1div vA(D)∆kh.
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By the Cauchy-Schwartz inequality, we get(
A(D)∆k(v · ∇h), A(D)∆kh
)
≤ ‖Fmk (t)‖2‖A(D)∆kh‖2,
with Fmk (t) =
3∑
i=0
Fmk,i(t). So, it remains to prove that F
m
k (t) satisfies (5.4). For the simplicity,
we set
∆˜k =
∑
|k′−k|≤1
∆k′,
˜˜
∆k =
∑
|k′−k|≤3
∆k′ .
Thanks to the definition of Fmk,0(t) and Lemma 2.1, we have
‖Fmk,0(t)‖L1
T
(L2) ≤
∑
|k′−k|≤3
2km‖Sk′−1∂jh‖L∞
T
(L∞)‖∆k′v
j‖L1
T
(L2)
+
∑
k′≥k−2
2(m+
d
2
)k‖∆k(∆k′∂jh∆˜k′v
j)‖L1
T
(L1)
, I + II.
Thanks to Lemma 2.1, we have
2k(ρ−m)I . 2kρ
∑
k′≤k+1
2k
′(1+ d
2
)‖∆k′h‖L∞
T
(L2)‖
˜˜
∆kv‖L1
T
(L2)
.
∑
k′≤k+1
2(k
′−k)(1+ d
2
−ρ)2k
′ρ‖∆k′h‖L∞
T
(L2)2
k(1+ d
2
)‖
˜˜
∆kv‖L1
T
(L2),
from which and the definition of ωk(T ), it follows that∑
k∈Z
ωk(T )2
k(ρ−m)I
.
∑
k′∈Z
2k
′ρ‖∆k′h‖L∞
T
(L2)
∑
k≥k′−1
ωk(T )2
(k′−k)(1+ d
2
−ρ)2k(1+
d
2
)‖
˜˜
∆kv‖L1
T
(L2)
.
∑
k′∈Z
ωk′(T )2
k′ρ‖∆k′h‖L∞
T
(L2)
∑
k≥k′−1
2(k
′−k)(d
2
−ρ)2k(1+
d
2
)‖
˜˜
∆kv‖L1
T
(L2)
. ‖h‖Eρ
T
‖v‖
L1
T
(B
d
2+1)
, (5.7)
where we used the assumption ρ ≤ d2 in the last inequality. Set ek(T ) = e
1
k(T )+e
2
k(T ). Using
Lemma 2.1, we also have
ωk(T )2
k(ρ−m)II . ωk(T )2
k(ρ+ d
2
)
∑
k′≥k−2
2k
′
‖∆k′h‖L∞
T
(L2)‖∆˜k′v‖L1
T
(L2)
. 2k(ρ+
d
2
)
∑
k′≥k−2
2k
′
‖∆k′h‖L∞
T
(L2)‖∆˜k′v‖L1
T
(L2)
∑
k′≥ek≥k
2−(
ek−k)eek(T )
+ 2k(ρ+
d
2
)
∑
k′≥k−2
2k
′
‖∆k′h‖L∞
T
(L2)‖∆˜k′v‖L1
T
(L2)
∑
ek≥k,ek≥k′
2−(
ek−k)eek(T )
, II1 + II2.
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Note that for k˜ ≤ k′
eek(T ) ≤ ek′(T ) ≤ ωk′(T ),
from which and ρ > −d2 , we deduce that∑
k∈Z
II1 .
∑
k′∈Z
ωk′(T )2
k′ρ‖∆k′h‖L∞
T
(L2)2
k′(d
2
+1)‖∆˜k′v‖L1
T
(L2)
∑
k≤k′+2
2(k−k
′)(ρ+ d
2
)
. ‖h‖Eρ
T
‖v‖
L1
T
(B
d
2+1)
. (5.8)
Similarly, we can obtain∑
k∈Z
II2 .
∑
k′∈Z
2k
′ρ‖∆k′h‖L∞
T
(L2)
∑
k≤k′+2
2(k−k
′)(d
2
+ρ)
∑
ek≥k′
2−(
ek−k)eek(T )‖v‖L1
T
(B
d
2+1)
.
∑
k′∈Z
ωk′(T )2
k′ρ‖∆k′h‖L∞
T
(L2)
∑
k≤k′+2
2(k−k
′)(d
2
+ρ+1)‖v‖
L1
T
(B
d
2+1)
. ‖h‖Eρ
T
‖v‖
L1
T
(B
d
2+1)
. (5.9)
By summing up (5.7)-(5.9), we obtain∑
k∈Z
ωk(T )2
k(ρ−m)‖Fmk,0(t)‖L1
T
(L2) . ‖h‖EρT ‖v‖L1
T
(B
d
2+1)
. (5.10)
Note that A(D)∆k = 2
kmϕ˜(2−kD) with ϕ˜(ξ) = A(ξ)ϕ(ξ). Set θ˜ = F−1ϕ˜, we get by using
the Taylor’s formula that
Fmk,1(t) =
∑
|k′−k|≤3
2k(m−1)
∫
R
d
∫ 1
0
θ˜(y)(y · Sk′−1∇v
j(x− 2−kτy))∆k′∂jh(x− 2
−ky)dτdy,
from which and Lemma 2.1, it follows that
‖Fmk,1(t)‖L1
T
(L2) . 2
k(m−1)
∑
|k′−k|≤3
‖Sk′−1∇v
j‖L1
T
(L∞)‖∆k′∂jh‖L∞T (L2)
. 2km
∑
|k′−k|≤3
‖∆k′h‖L∞
T
(L2)‖v‖
L1
T
(B
d
2+1)
,
thus, we get ∑
k∈Z
ωk(T )2
k(ρ−m)‖Fmk,1(t)‖L1
T
(L2) . ‖h‖EρT ‖v‖L1
T
(B
d
2+1)
. (5.11)
Thanks to the fact |k′ − k| ≤ 3 and Lemma 2.1, we have
‖(Sk′−1 − Sk−1)v
jA(D)∆k∆k′∂jh‖L1
T
(L2) . 2
km‖∆kh‖L∞
T
(L2)‖v‖
L1
T
(B
d
2+1)
,
from which, it follows that∑
k∈Z
ωk(T )2
k(ρ−m)
(
‖Fmk,2(t)‖L1
T
(L2) + ‖F
m
k,3(t)‖L1
T
(L2)
)
. ‖h‖Eρ
T
‖v‖
L1
T
(B
d
2+1)
, (5.12)
28
which together with (5.10) and (5.11) yields (5.4).
Using the decomposition (5.6) with h instead of u and Lemma 2.1, (5.2) can be easily
proved. We omit it here. In order to prove (5.3), we use the decomposition(
A(D)∆k(v · ∇h),∆ku
)
+
(
∆k(v · ∇u), A(D)∆kh
)
= Ik + Jk,
with
Ik =
(
A(D)∆k(T
′
∂jhv
j),∆ku
)
+
(
∆k(T
′
∂juv
j), A(D)∆kh
)
,
(
Fmk,0(t),∆ku
)
+
(
F˜0k,0(t), A(D)∆kh
)
Jk =
∑
|k′−k|≤3
(
[A(D)∆k, Sk′−1v
j ]∆k′∂jh,∆ku
)
+
(
(Sk′−1 − Sk−1)v
jA(D)∆k∆k′∂jh,∆ku
)
+
∑
|k′−k|≤3
(
[∆k, Sk′−1v
j ]∆k′∂ju,A(D)∆kh
)
+
(
(Sk′−1 − Sk−1)v
j∆k∆k′∂ju,A(D)∆kh
)
−
(
Sk−1divvA(D)∆kh,∆ku
)
,
(
Fmk,1(t),∆ku
)
+
(
Fmk,2(t),∆ku
)
+
(
F˜0k,1(t), A(D)∆kh
)
+
(
F˜0k,2, A(D)∆kh
)
+
(
Fmk,3(t),∆ku
)
,
from which, a similar proof of (5.4) gives (5.3). This completes the proof of Lemma 5.1. 
Lemma 5.2 Let s1 ≤
d
2 − 1, s2 ≤
d
2 , and s1 + s2 > 0. Then there holds∑
k∈Z
ωk(T )2
k(s1+s2−
d
2
)‖∆k(fg)‖L1
T
(L2) ≤ C
∑
k∈Z
ωk(T )2
ks1‖∆kf‖Lr1
T
(L2)‖g‖Lr2
T
(Bs2 ), (5.13)
where 1 ≤ r1, r2 ≤ ∞ and
1
r1
+ 1r2 = 1.
Proof. Using the Bony’s paraproduct decomposition, we write
∆k(fg) =
∑
|k′−k|≤3
∆k(Sk′−1f∆k′g) +
∑
|k′−k|≤3
∆k(Sk′−1g∆k′f)
+
∑
k′≥k−2
∆k(∆k′f∆˜k′g) , I + II + III.
A similar proof of (5.7) ensures that for s1 ≤
d
2 − 1∑
k∈Z
ωk(T )2
k(s1+s2−
d
2
)‖I‖L1
T
(L2) .
∑
k∈Z
ωk(T )2
ks1‖∆kf‖Lr1
T
(L2)‖g‖Lr2
T
(Bs2 ),
while II can be directly deduced for s2 ≤
d
2 . On the other hand, a similar proof of (5.8) and
(5.9) gives for s1 + s2 > 0∑
k∈Z
ωk(T )2
k(s1+s2−
d
2
)‖III‖L1
T
(L2) .
∑
k∈Z
ωk(T )2
ks1‖∆kf‖Lr1
T
(L2)‖g‖Lr2
T
(Bs2 ).
This completes the proof of Lemma 5.2. 
Similarly, we can also prove the following lemma.
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Lemma 5.3 Let s1 ≤
d
2 − 1, s2 <
d
2 and s1 + s2 ≥ 0. Then there holds
sup
k∈Z
ωk(T )2
k(s1+s2−
d
2
)‖∆k(fg)‖L1
T
(L2) ≤ C‖f‖Es1
T
‖g‖eL1
T
(B˙
s2
2,∞)
. (5.14)
Lemma 5.4 Let s > 0. Assume that F ∈W
[s]+3,∞
loc (R
d) with F (0) = 0. Then there holds
‖F (f)‖Es
T
≤ C(1 + ‖f‖L∞
T
(L∞))
[s]+2‖f‖Es
T
. (5.15)
Proof. We decompose F (f) as
F (f) =
∑
k′∈Z
F (Sk′+1f)− F (Sk′f) =
∑
k′∈Z
∆k′f
∫ 1
0
F ′(Sk′f + τ∆k′f)dτ
,
∑
k′∈Z
∆k′f mk′ ,
where mk′ =
∫ 1
0 F
′(Sk′f + τ∆k′f)dτ . Furthermore, we write
∆kF (f) =
∑
k′<k
∆k(∆k′f mk′) +
∑
k′≥k
∆k(∆k′f mk′) , I + II.
By Lemma 2.1, we have
‖I‖L∞
T
(L2) ≤
∑
k′<k
‖∆k(∆k′f mk′)‖L∞
T
(L2)
≤
∑
k′<k
2−k|α| sup
|γ|=|α|
‖Dγ∆k(∆k′f mk′)‖L∞
T
(L2), (5.16)
with α to be determined later. Note that for |γ| ≥ 0, we have
‖Dγmk′‖∞ . 2
k′|γ|(1 + ‖f‖∞)
|γ|‖F ′‖W |γ|,∞ ,
from which and (5.16), it follows that
2ks‖I‖L∞
T
(L2) . 2
k(s−|α|)
∑
k′<k
2k
′|α|‖∆k′f‖L∞
T
(L2)(1 + ‖f‖L∞T (L∞))
|α|‖F ′‖W |α|,∞ ,
thus, if we take |α| = [s] + 2, we get∑
k∈Z
ωk(T )2
ks‖I‖L∞
T
(L2)
.
∑
k′∈Z
2k
′sωk′(T )‖∆k′f‖L∞
T
(L2)
∑
k>k′
2(k−k
′)(s−|α|+1)(1 + ‖f‖L∞
T
(L∞))
|α|‖F ′‖W |α|,∞
. (1 + ‖f‖L∞
T
(L∞))
[s]+2‖F ′‖W [s]+2,∞‖f‖EsT . (5.17)
Next, let us turn to the proof of II. We get by using Lemma 2.1 that
‖II‖L∞
T
(L2) .
∑
k≥k′
‖∆k′f‖L∞
T
(L2).
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Then we write∑
k∈Z
ωk(T )2
ks‖II‖L∞
T
(L2) .
∑
k∈Z
2ks
∑
k′≥k
‖∆k′f‖L∞
T
(L2)
∑
k′≥ek≥k
2−(
ek−k)eek(T )
+
∑
k∈Z
2ks
∑
k′≥k
‖∆k′f‖L∞
T
(L2)
∑
ek≥k′,ek≥k
2−(
ek−k)eek(T ),
from which, a similar proof of (5.8) and (5.9) ensures that∑
k∈Z
ωk(T )2
ks‖II‖L∞
T
(L2) . ‖f‖EsT . (5.18)
By summing up (5.17) and (5.18), we deduce the inequality (5.15). This completes the
proof of Lemma 5.4. 
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