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1. INTRODUCTION 
In this paper we examine approximate controllability in the space 
IV: x L* of linear neutral systems with general delays in states and controls. 
We define spectral controllability and completability of such systems and 
prove that these properties together are equivalent to the approximate 
controllability in Wt x L*. We give necessary and sufficient conditions for 
the approximate controllability which extend recent results of Manitius [9] 
to neutral systems with delays in control. 
Let us consider a linear neutral control system described by the following 
functional-differential equation 
i(t) = x p,i(t - hi) + I’” p(e) b(t - e) de 
i-l -0 
+ T- ‘liX(f - hi) + fh q(8) x(t - 0) de 
I=0 -0 
+ 6 Biu(t-aJ+l’a 
(G 
B(B) u(t - 6) de 
0 
(1.1) 
where t>O, x(t)E R”, us Rm, O=h, <h, < *.. < h,%,= h, O=a, < 
a, < .‘. < aN = a, M and N are integers, M > 1, N > 0. We assume that the 
state delay h is not less than the control delay a, i.e., a < h; h > 0 and a may 
be equal to 0. p and q are n x n matrices with elements in the space 
L’([O, h ]; R); elements of the matrix B are in L’([O, u]; IF?). We assume that 
the control function u is a square integrable function on every compact set 
contained in the interval ] -a, +a). To solve Eq. (1. l), we must specify 
initial conditions 
x(t) = c(t) for t E l-h, 0] and u(t): v(t) for t E ]-a, O], (1.2) 
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where, c E L*([-a, 01: Rm) and [E I+‘:(]-h, 0); IR”tthe Sobolev space of 
absolutely continuous functions whose derivatives are square integrable. It is 
known [4] that Eq. (1.1) with initial conditions (1.2) has a unique solution 
which depends continuously on initial conditions and controls. By a solution 
of (l.l), (1.2) we mean an absolutely continuous function s, whose 
derivative S is locally square integrable on I-h, +a) (i.c.. 
s E W~3’“c( ]-A, +co); Ip”)), satisfying Eq. (1.1) for almost every 
t E (0, +co) for some control u and initial conditions (1.2). For the control u 
and the solution x, we define the functions U, E L’([ -a, 0]: n”) and 
x,E W;([-h,O~;w). 120, 
u,(O) = u(t + 0) for 0E ]-a,O], (1.3) 
x,(B) = x(r + 0) for t9E ]-A. 01. (1.4) 
Let x be the solution of (1.1) corresponding to the control U. Then by z, we 
denote the complete state of system (1.1) at time t 
(1.5) 
If a = 0, then we identify zt with x, and IV’: x L 2 with I+‘;. We call IV: X L ’ 
(or IV’: for a = 0) the state space. Let 2, denote the attainable set at time t, 
i.e., 
Z,={z,E W~xL2/z,=(x,,u,)forsomecontroluEL2([0,t]:’Rm) 
and initial conditions equal to zero } (1.6) 
and 
z, = u z,. (1.7) 
1>0 
Z, is the set of all states, which are attainable at finite time. The main 
purpose of this paper is to consider the following question: when is the 
attainable set Z, dense in the state space IV: x L2; that is, when is the 
system approximately controllable? 
In some cases we are interested in a stronger property: when Z, is equal 
to IV: x L2. This property, called exact controllability, has been examined 
by Banks, Jacobs, and Langenhop [ 11, Jacobs and Langenhop ]6 ], and 
Rodas and Langenhop ] 171 for a simple neutral system described by the 
difference-differential equation 
i(t) = A ~. , .f(t - h) + A, x(t - h) + A ,x(t) + B,u(t). (1.8) 
(The above system has no control delays so Wf is state space.) However, it 
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appears (see [ 13]), that the exact controllability is too restricting property 
for retarded systems (with p = 0 and ,u~ = 0). For instance, the exact 
controllability of the retarded system 
a(t)=A,x(t-h)SA,x(t)+B,u(t) (1.9) 
in the space I+‘: implies that rank B, = n. Therefore, it is sensible to study a 
weaker property of approximate controllability 
z, = w: x L2. (1.10) 
The approximate controllability is a property strong enough to imply 
spectrum assignment or stabilizability of the system-very important in 
applications. 
Manitius and Triggiani [lo] have examined the approximate 
controllability of system (1.9) in the state space M2 = IR” X L2. By the state, 
they mean the pair (x(t),x,), where x, is defined by (1.4) and x’ is a solution 
to (1.9). The space M* has some advantages over the space W: because 
system (1.9) can be transformed into a system of ordinary differential 
equations in the Banach space M2. However, we show that, for system (1.9) 
these two types of approximate controllability (i.e., in Wf and in M*) are 
equivalent. Some other references concerning systems (1.8) and (1.9) may be 
found in [lo, 131. 
Recently, Manitius [9] has obtained necessary and sufficient conditions of 
approximate controllability in the space M2 of a quite general retarded 
system given by the equation 
II 
i(t) = \- rfiX(f - h;) + j.h q(8) x(t - e> de + B”U(f). (1.11) 
i-0 .o 
He proved that the approximate controllability is equivalent to the spectral 
controllability and the fact that after some feedback transformation system 
(1.11) may be complete. (For the definitions of the two properties mentioned 
above, see Sections 5 and 6.) The criterion for the spectral controllability is 
known [ 15 ]; the second property is characterized by a rank condition over a 
certain ring of distributions. 
This paper generalizes the results of Manitius to system (1.1). We extend 
the usual definition of spectral controllability to systems with control delays 
and characterize this property by a Hautus-type condition. Because of delays 
in control, it is necessary to consider a larger state space than M2 or W:; we 
use the space Wf x L2 (see [ 131). The idea of the proof of the main result is 
similar to the one in [9] (in particular, we use a feedback transformation to 
obtain the completeness of eigenfunctions). 
Systems with delays in control were studied by Olbrot ] 12, 14 ]; we use 
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some of his results. Systems with a distributed delay were examined by 
Pandohi [ 151, Olbrot [ 131, Manitius [S]. 
The main result of this paper is formulated in Section 2 (Theorem 1). Here 
we also define a rank of a matrix over a ring and describe the ring of 
distributions K. In Section 3 we give some preliminaries of spectral analysis 
and in Section 4 we prove some algebraic facts needed later. Section 5 is 
devoted to studies of completeness and completability. Completeness means 
that the space of generalized eigenfunctions associated with system (1.1) is 
dense in Wf and completability means that the latter property can be 
achieved by some feedback transformation of the system. This section is 
based on results of the author 121 and Section 4. 
In Section 6 we define spectral controllability of system (1.1) and give 
criteria which are generalization of the result of Pandolfi [ 15 1. We prove 
also some characterization of the spectral controllability which is needed to 
obtain the main result. The proof of the main result is contained in Section 7. 
Section 8 gives some examples and corollaries. In particular, we obtain 
conditions for exact controllability of system (1.8) in the space Wf which 
correspond to the results of Rodas and Langenhop 117 1. 
2. THE MAIN RESULT 
We say that system (1.1) is approximately controllable in the space 
Wf(l-h, 01; F?“) x L’([-a. 01; F?“‘) (denoted by Wf x L’) if 
z, = w: x L2, (2.1) 
where the attainable set Z, is defined in Section 1 and the bar denotes 
closure in WT X L2. 
Approximate controllability means that for every cp E Wt, u E L’ and 
F > 0 there are T > 0 and a control u E L ‘(IO, T]; Wm) such that u and the 
corresponding solution x of ( 1.1) satisfy 
luT- UII? < F and /XT-&.; < 6. (2.2) 
One of the conditions of the main result will be formulated in terms of 
algebraic properties of the coefficients of system (1.1) considered as elements 
of the ring K which we are going to introduce now. Let R be a commutative 
ring with an identity. We say that a E R is a zero-divisor if there is a 
nonzero element b E R such that ab = 0. A zero-divisor is called proper if it 
is not equal to 0. Let P be a set of elements of R. We say that a is an 
annihilator of P if ap = 0 for all p E P. If C is a square matrix with entries in 
the ring R, then determinant of C (denoted by det, C) can be defined in the 
same way as for a matrix over a field [ 11). Now let A be a ti X m matrix 
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over R. We say that rank of the matrix A (rank, A) is equal to r if r is the 
greatest positive integer such that the set of all determinants of square 
minors of A of order r does not have a nonzero annihilator [ 111. 
Now we define the ring K used earlier in [2]. Let us consider the set of 
distributions on the real line which have the form 
k = (7 aiahi +f, 
,zJ 
(2.3) 
whereaiEiR,JEn\l,b,=O<b,<...<b,=h,fEL’(R,~),suppfc[0,h]. 
6,, means the Dirac distribution at the point bi. We define addition in the 
usual manner and convolution by the linear extension of the following 
formulas: 
(a&) 0 WC) = aP4+c 
=o 
(f@ a&J(t) = (a& @f>(t) = af(f - b) 
=o 
if ctb<h, 
if c+b>h, 
if t E [b, hi, 
elsewhere, 
(2.4) 
U-o g)(t) = j; .f-(t - 7) g(r) dr if tE (O,h], 
=o elsewhere. 
The set of distributions of the form (2.3) with addition and convolution 
defined above, denoted by K, is a commutative ring with the identity 6,. 
PROPOSITION 1 (121). (i) The element k E K is a zero-divisor zjjf a0 = 0 
in (2.3) and suppfc [c, h] for some c > 0; 
(ii) k is invertible in K iff a0 # 0. 
Let us define two transformations in K, 
S:K-tK and H:K-+K 
(ss,)(t> = 1 if tE [c,h], 
=o elsewhere, 
W-)(t) = )-I f(r) dr if tE [O,h], 
‘0 
=o elsewhere, 
H6, = &PC, W-W) =f@ - t). 
(2.5) 
(2.6) 
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The following matrices of distributions are related to system (1.1) 
Note that their elements can be treated as elements of the ring K. Define 
k=Hp, ii=H$ B”= H(B@6,), (2.8) 
where 
A=h-a 
and 
& -,i + Sf. (2.9) 
Now we need the Laplace transforms of the introduced matrices ,B, q, B, 
,L = Lzfp, ?y = ;/‘r/, and L?=YB. (2.10) 
,6(l) = CyE,,uieP”” + .)‘tp(O)e--‘” dB and similarly for ?j and i. The 
characteristic matrix of system (1.1) is defined as usual, 
A@) = /II - ,@(/I) - f(1) for ,! E 01. (2.11) 
Now we are in a position to formulate the main theorem of this paper which 
describes the approximate controllability of system (1.1) in the space 
WTXL! 
THEOREM 1. System (1.1) is approximately controllable in the space 
WfXL2 iff 
(i) rank,[l, B’] = n, and 
(ii) V’;z E 6: rank[A(J), j(n)] = n. 
The proof is given in Section 7. 
If there are no delays in control, then the state space is Wf and we have 
COROLLARY 1. If a =0 and B = Bo6,,, then system (1.1) is approx- 
imately controllable in WT iff 
(i) rank,[r, B,6,] = n, and 
(ii) VA E 6: rank[A(A), B,] = n. 
Remark 1. Similarly as in the case of retarded systems 19, Corollary 13 ] 
conditions (i) and (ii) in Theorem 1 have an interesting interpretation. 
Condition (i) means that there is a feedback transformation of system (1.1) 
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such that the closed loop system has a complete set of eigenfunctions in the 
space IV:. We discuss this in details in Section 5. Condition (ii) is equivalent 
to spectral controllability, i.e., complete controllability of spectral projections 
of system (1.1). Details are in Section 6. 
Remark 2. Condition (i) in Theorem 1 can be effectively verified since 
the form of zero-divisors is known. However, in many cases, condition (ii) 
cannot be practically checked. 
3. SPECTRAL ANALYSIS 
Let us assume that the control function u is equal to zero. A state of an 
autonomous system (without a control) at time t is x, ; an element of I%‘:. By 
T(t) we denote the operator 
7-(t): w: + w:, r(t) x0 = X,) t > 0 (3.1) 
(x,, is an initial state). It may be proved [4] that the family (T(t))l,,, forms a 
strongly continuous semigroup of bounded linear operators on I@;. So, the 
infinitesimal generator A of this semigroup is well defined (see [ 3,4]) and we 
denote its spectrum by o(A). It appears that a(A) contains eigenvalues only 
(the point spectrum) which are solutions of the characteristic equation 
detd(l)=O @EC) (3.2) 
(the characteristic-matrix d(/l) is given by (2.11)). o(A) is selfconjugate, i.e., 
if A E a(4), then 2 E a(A). Let 1 E a(A). By M,l we denote the subspace of 
generalized eigenfunctions associated with eigenvalue ,? (for details see 
[ 3,4]). M, is a finite dimensional subspace of W: (or a subspace of the 
space of continuous functions C). Let dim M, = k, and the vectors q, ,..., qr 
form the basis of MA. Denote 
@.I = IF, Y...( Pk,l. 
The space Wf can be decomposed into 
(3.3 
W:=M.,OQ,~ (3.4 1 
where MA and Q, are invariant under r(t) (i.e., T(t) Ilii., = M,% an d 
r(t) Q, c Q,). By 7rA we mean the projection on M, along Q,. -. 
I he same can be done for a finite collection of eigenvalues. Let il = 
IA , ,..., II,} c a(A) and 
P,, = span(M,l 12 E il ). (3.5) 
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Let dim P,, = k,A. Similarly as above we denote by p, ,..., qk, a basis of P,, 
and @* = [q, ,..., pk,]. We have the decomposition 
W: = P,, 0 Q., and WI P, = p,, - W> Q., = Q t. 
By n, we denote the projection on P,. 
It is known [3] that real parts of eigenvalues are bounded above. Retarded 
systems @ = 0) have only finitely many eigenvalues in every strip 
a<Re/1<p for (r and ,!I E Fi. (3.6) 
In general, neutral systems can have infinite set of eigenvalues in the strip 
(3.6). Let a 6? Re u(A) and 
P,=spZi(M,1ReA>a}. (3.7) 
From the above remarks the space P, is finite dimensional for retarded 
systems but it may be infinite dimensional for neutral systems. Henry ]4] 
has shown that in the latter case the decomposition also takes place: 
W;=P,@Q,. T(f) P, c P, . T(t) Q, = Q,. 
Let rr, denotes the projection on P,. Henry [4,5 ] has shown that there 
exists a sequence of finite sets of eigenvalues (A,},, N such that Re 2 > a for 
1 E A,, n E N, /i,, c A, for m > n, for which the following equalities hold: 
(3.8) 
and 
P, = span{P,n 1 I? E IN}. (3.9) 
All of the above facts hold if Wf is replaced by the space C of continuous 
functions (see [ 3,5]). The spaces M., , A E a(A ), are the same for C and Wf . 
4. SOME ALGEBRAIC FACTS 
Let R be a commutative ring with an identity (denoted by 1) and A be a 
n x m matrix over R. The following fact can be proved’: 
PROPOSITION 2 ([ 11, Theorem 5 11). The equation Ax = 0, x E R”‘, has a 
nontrivial solution iff rank, A < m. 
I Referee’s note. Most of the results of this section concerning the ring K have been proved 
earlier. in a slightly different way, in [ 9. Proposition 1 I, Lemma 12. Corollary 4 1. 
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Now we assume that the ring R satisfies the condition: 
every linite set of zero-divisors has a nonzero annihilator. (4.1) 
PROPOSITION 3. If condition (4.1) is satisfied, then the set of zero- 
divisors (denoted by D) is an ideal in the ring R. 
Proof It is sufficient to prove that the sum of zero-divisors is also a 
zero-divisor. Let a, b E D. From (4.1) it follows that there is c E D such that 
ac = 0 and bc = 0. Hence, a + b E D since (a + b)c = 0. fl 
Since D is an ideal in R, the factor ring x = R/D is well defined. If a is an 
element of R, then a’= a + D means the corresponding element of the ring k. 
Notice that i has no zero-divisors, hence it is an integral domain. The ring 
I? may be imbedded in its field of quotients denoted by 0. 
If A is a n X m matrix over R then by 2 we denote the matrix over l? with 
entries 
&.i = A,.j + D E E. (4.2) 
LEMMA 1. rank, A = rankd A’= rank0 2. 
ProoJ: Let rank, A = k. This means that there is no nonzero annihilator 
of the set of all determinants of square minors of order k of A but this is not 
true for minors of order k + 1. From (4.1) it follows that there is a minor of 
order k such that its determinant is not a zero-divisor. Hence, the 
corresponding determinant of order k of the matrix A’ is not equal to zero in 
the ring z and in the field 0. On the other hand determinants of all minors 
of order k + 1 of the matrix A are zero-divisors, hence their equivalent 
classes in the factor ring R’ and the field 0 vanish. Therefore rank,-2 = 
rankoK= k. fl 
LEMMA 2. Let a, ,..., ak E R” (the free module over R) and a’, E I?” 
means the vector over I? corresponding to ai. The following conditions are 
equivalent: 
(9 a, ,..., ak are linearly dependent over R; 
(ii) a’, ,..., C, are linearly dependent over I?; 
(iii) a’, ,..., 6, are linearly dependent over 0 (as elements of 0”). 
Proof (i) * (ii) If k > n, then 6, ,..., 6, are linearly dependent. Let k < n. 
Define the n x k matrix A = [a, ,..,, a,]. Condition (i) means that there is x = 
(x, ,..., xk) E R k such that x # 0 and Ax = 0. Proposition 2 implies that 
rank, A < k and by Lemma 1 rank,-2 < k, where A’= [Z, ,..., ;,I. By 
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Proposition 2 there is 4’ = (J , ,..., yk) E Rk such that J’ # 0 and 2~ = 0. Hence 
C”= 1 6, yj = 0. 
(ii) * (iii) This follows from the fact that l? may be imbedded in 0. 
(iii) * (i) Let C”_, &,ci=O for ciEQ, i= 1 ,..., k, and cj # 0 (in 0). 2i 
can be represented by the quotient ci = bj/di, di # 0, i = l,..., k, bi, di E R. 
Multiply the equation CY, a”,ci = 0 by d = d, ... d,. Then we get 
C::, a’iei = 0 and e, E Z?, i = l,..., k, ej f 0 in R. This means that there are 
f. E R , i = 1 ,..., 
Cf=, a& E D”. 
k, such that f. E e, for i = I...., k, h 6Z D, for some j and 
R. I 
Hence, for some f,, E D, X:-I a;fif,, = 0 and j& # 0 in 
COROLLARY 2. If condition (4.1) is satisfied, then rank, A = maximal 
number of linearly independent rows = maximal number of 1inearlJJ 
independent columns. 
Proof. rank, A = rank0 A’= number of linearly independent rows of 2 
over the field 0 = number of linearly independent rows of A over R. The 
proof of the second equality is similar. 1 
Remark 3. If condition (4.1) is not satisfied, then conclusion of the 
corollary can be false. Let a, b are zero-divisors and the set {a, b) has no 
nonzero annihilator. Then the matrix [a, b] has rank equal to 1 but every set 
of columns is linearly dependent since there are zero-divisors d, and d, such 
that a . d, = 0 and b . d, = 0. An example of a ring which does not satisfy 
condition (4.1) is the ring of continuous real valued functions on the interval 
Ia,p] with the usual addition and multiplication. A continuous function f is 
a zero-divisor iff suppf # Ia,p]. Another example of such a ring is the ring 
of diagonal matrices described in [ 91. 
LEMMA 3. Let P be a field and A, B be n x n and n x m matrices ocer 
P. The following conditions are equicalent 
(i) rank,[A, B ] = n; 
(ii) there is a m x n matrix F ouer P which entries are equal to 0 or 1 
(1 denotes a unit in P) such that rank,[A + BF 1 = n. 
Proof (i) * (ii) Let A = la ,,..., a,], B = [b, ,..., b,] and rank,, A = k. If 
k = n, then F = 0 may be chosen. Let k < n and we may assume that 
a,,..., ak3 b bn-k , ,..., span the space P”. Therefore there is a matrix F with 
entries O’s or l’s such that BF= [0 ,..., 0, b ,,..., b,-,I. Hence 
rank,[A + BF] = rank,[a, ,.,., ak, ak+ i + b, ,..., a, + bnpk] = rank,[a, ,..., ak, 
6, ,..., b,-, ] = n since all vectors ak+ , , i = l,...) n - k, are the linear 
combinations of the vectors a, ,..., ak, 
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(ii) * (i) It f o I1 ows from the fact that for every F rank,[A + BF] < 
rank,[A, B]. 1 
COROLLARY 3. Let R be a commutative ring with an identity. let it 
satisxil condition (4.1), and let A, B be n x II and n x m matrices ouer R. The 
following conditions are equivalent: 
(i) rank,lA, B] = n; 
(ii) there is an m x n matrix F ouer R whose entries are equal to 0 or 
1 such that rank,lA + BF] = n. 
Proof. Condition (i) implies that ranka[/l, 81 = n (see Lemma 1) which 
means by Lemma 3 that there is a matrix F with entries O’s and l’s over the 
field 0 such that rank012 + EFj = n. F’ can be considered as a matrix over 
z. Let F be a matrix over R such that 
Fi.,i = 0 over R iff Fj. j = 0 over I? 
and 
Fi.,i= 1 over R iff Fj.i = 1 over R”. 
Then rank,[A + BF] = n. Notice also that by Lemmas 1 and 3 
rank,[A + BFI < rank, [A, B I for every matrix F. 1 
PROPOSITION 4. The ring K defined in Section 2 satisfies condition (4.1). 
Proof. Let a, ,..., ak be zero-divisors in K. Proposition 1 implies that they 
can be written as ai = 6,, @ ai, ai E K, ci > 0, i = l,..., k. Let c x= min(c, / i = 
1 ,..., k} anddE(h-c,h].Thenai@6,=Ofori=1 ,..., k. ! 
This proposition allows us to use all results of this section to the case of 
the ring K. 
5. COMPLETENESS AND COMPLETABILITY 
We say that system (1.1) is complete if 
s@Z=i(M~, / /1 E a(A)} = #(l-h, 01; n”). (5.1) 
We say that system (1.1) is completable if there is a feedback transfor- 
mation of system (1.1) of the form 
u(t) = w(t) + q- G+(t - ci) + 1’ G(B)I(t - 0) d0 + _ 
,z, 
\“- F,x(t - c;) 
-0 i-0 
+ .\I F(B) x(t - 0) de, (5.2) 
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where A=h-a, Fi,GiERmX”, O=c,< ... <c,=A, kEN, F,GE 
L’([O, A]; RmXn), such that the closed loop system is complete. Using the 
distribution matrices defined by (2.7) we can write system (1.1) as 
i(t) = (a * i)(t) + (rJ * X)(f) + (B * u)(t). t 3 0, (5.3) 
where * denotes the convolution on the real line. Let 
F = (7 F,& + F, 
,z 
G = 2 G,6,, + G. 
i-l 
(5.4) 
After the feedback transformation (5.2) the closed loop system has the form 
a(t) = ((a + B * G) * i)(t) + ((v + B * F) * x)(t) + (B * w)(t). (5.5) 
Note that supp B * G c (0, hj and supp B * F c [ 0, h]. Completability means 
that system (5.5) is complete for some matrices G and F. 
The problem of completeness of eigenfunctions of neutral systems in the 
space C was solved by Bartosiewicz [2]. The completeness of eigenfunctions 
in C is equivalent to the completeness in the space Wf . This may be proved 
using the form of eigenfunctions, see [3,4]. Thus the result of [2] can be 
formulated in the space WT. 
THEOREM 2. System (1.1) is complete ff 
(f is defined by (2.9)). 
rank, t= n (5.6) 
LEMMA 4. Let A and B be k x 1 and 1 x r matrices over the ring K. Let 
suppAc~O,a],suppBc[O,bJanda+b=h. Then 
where 
H(A@B)=&g, 
A’ = H(A @ 6,). !? = H(B @ 8,) 
(5.7a) 
(5.7b) 
((HA), = HA, for any matrix A). 
Proof. Let us assume that A and B have only the function part so we 
may treat them as matrices of L’ functions. Then we have 
(H(A @B))(t) = (-hp’ A(0) B(h - t - 0) d0 
0 
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and after substituting 8 = a - s this equals 
-Il-bA(a-s)B(b-(r-s))ds= Ia &s)B(t-s)ds 
-a ‘I-b 
= 1.’ /i(s) B”(r - s) ds. 
-0 
The last equality follows from the fact that supp2 c [O, a] and supp I? c 
10, b]. The proof for the general form of A and B is similar and will be 
omitted. I 
THEOREM 3. System (1.1) is completable iff 
rankKIt, g] = n (5.8) 
(L? is defined by (2.8)). 
Proof. The closed loop system (5.5) may be written as 
i(t) = @, * i)(t) + (II, * x)(t) + (B * w)(t), (5.9) 
where pc =p + B * G and v, = r] + B * F. Theorem 2 says that system (5.9) 
is complete iff rank, f? = n, where lc = -cc + St, and p, = HP,., f, = Hv,.. 
Using Lemma 4 we have 
/+/TSB@G and &.=ffB@F, (5.10) 
where B = H(B @ 6,), G = H(G @ 6,), F= H(F @ 8,). Note that the 
convolution in K and the convolution on the real line give the same values in 
the above formulas. From (5.10) we get <, = f+ E@ (-G + SF). Here we 
use the fact that Sk = y @ k for k E K, where 4’ is Heaviside’s function 
y(t) = 1 if tE 10,/z], 
=o elsewhere. 
It means that S(k, @ k,) = k, @ Sk,. 
* Assume that for some F and G we have rank,[t+ k @ 
(-6 + SF)] = n. This implies that rank,[E B] = n since 
rank,[p+ g@ M] < rank,[z g] for any matrix A4 over K (see Corollary 3). 
e Condition (5.8) is equivalent to 
rank,[t, Sk] = n 
since S corresponds to convolution with J which is not a zero-divisor. By 
Corollary 3 there is a matrix F with entries O’s or 6,‘s such that 
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rank,lr”+SB@F]=n. Let G=O and F=F@6,. It is easy to see that 
supp G and supp F are contained in 10, A] and F’= H(F@ 6,) = F so 
rank,[g+ k@ (SF)) = n which means completeness. I 
Remark 4. It follows easily from the proof of Theorem 3 that the 
completability is equivalent to the existence of a feedback transformation of 
system ( 1.1) of the form 
u(t) = w(t) + F&t -A). (5.1 1) 
where the entries of F, are real numbers O’s or 1’s. such that the closed loop 
system is complete. This shows that analogous results holds for retarded 
systems (with ,U = 0) using feedback transformations with G = 0. Thus we 
have (cf. [ 9, Corollary 13 I). 
COROLLARY 4. The retarded system 
i(t) = (r/ * x)(t) + (B * u)(t), t > 0, (5.12) 
is completable iff 
rank,1 ii, 21 = II. (5.13) 
Remark 5. An important property of the rank conditions (5.8), (5.6), 
and (5.13) is their local character. They depend only on the behaviour of 4 
and B” in an arbitrarily small neighbourhood of zero (see 12 I). By the 
definitions of 5 and 2 it means that completeness of (1.1) depends only on 
the behaviour of p and q in a neighbourhood of h and completability depends 
only on the behaviour of ,u and r~ near h and B near a. 
6. SPECTRAL CONTROLLABILITY 
This section contains results on spectral controllability of system (1. l), 
which means that for every selfconjugate set .4 c a(A) 7r”Z, = P,, x L*. 
where 71.’ = (z,, , I): WY x L2 + P,, x L’. Below we introduce the concept of 
the projected system and define spectral controllability as complete 
controllability of every projected system which extends the usual definition 
for systems with delays in control. Next we prove some relation between 
attainable sets of system (1.1) and the projected system and give the criteria 
for spectral controllability. A geometric characterization of spectral 
controllability needed to prove the main result finishes this section. We 
analyse the general system (1.1) with delays in control but the same analysis 
can be done for systems without delays in control (a = 0). In this case some 
results become trivial or known earlier. 
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Hale [3 ] has shown that a continuous solution of a linear neutral 
functional differential equation projected on the finite dimensional space P,, 
(for A c a(A)) satisfies an ordinary differential equation. We are going to 
describe this result of Hale in some details. Let .4 be a finite set of eigen- 
values such that 
lEA*XEA (6.1) 
P, = span{ZMA 11 E A ), @,, is an n x k, matrix as in Section 3. For t > 0 we 
may write P~,,.x, = QA g(t), where g(r) E IRk’ is a vector of coefficients. The 
function t + g(t) is absolutely continuous and satisfies the equation 13 1 
i?(t) = G,, g(t) + yY,(O)(B * u)(t) 
with 
@A g(O) = =,I x0. 
Where G,A is a k, x k, real matrix which is defined by 
(6.2) 
A@,, = @., . G,,, (6.3) 
where A is the infinitesimal generator of the semigroup ( T(t)}l,o in the space 
C. Y,,(O) is some real k,, x n matrix which depends on the choice of the 
basis QA (for details, see [3]). 
Let us notice that Eq. (6.2) describes a control system with (in general) 
delayed control. To solve this equation for t > 0 we have to specify the value 
g(0) and the control u on the initial interval [--a, 01. So the complete state of 
system (6.2) at the time f is the pair 
(g(t), UJ E Rk.\ x L2([-a, 01; Rrn). (6.4) 
We say that system (6.2) is completely controllable on [O, T], T > a, if for 
every initial state (g(O), uO) and every final state (g(T), u,) there is a control 
u which steers the system from the initial state to the final one. Now the 
main notion of this section can be introduced. We say that system (1.1) is 
spectrally controllable if for every finite set A c a(A) satisfying condition 
(6.1) system (6.2) is completely controllable on [O, T] for some T > a. This 
definition seems to be a natural extension of the usual definition of spectral 
controllability for systems without control delays (see [ 101). In the latter 
case a = 0 and the state space R ‘,! x L ‘( [-a, 01; R”‘) is reduced to R k,z, so 
the spectral controllability means the usual controllability in Nkt of every 
projected system (6.2). By -cPr. we denote the attainable set at T with zero 
initial conditions, i.e., 
JY~ = ((y, V) E IRk,\ X L* 1 3 a control U: u. = 0, uT. = u 
and the solution g satisfies g(0) = 0, g(T) = y } (6.5) 
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means the set of states which are attainable with fixed control on the interval 
[T - a, T]. The set ‘dr,[, can be represented as 
where C,., c R k’. Let us define 
and similarly 
CT = u cr.,,.1 cm.,.= u cT.I’r cm= u CT. (6.9) 
PEL* r>a 7 > ‘I 
By K, we denote the set of attainable xt E Wf 
K, = {xt E Wf 1 X, is defined by (1.4), x is a solution to (1.1) corresponding 
to some control u and zero initial conditions} (6.10) 
and by K,,,, the set of these dements x, which are obtained by control with 
the final condition Us = u. Similarly as above define 
K, = u K,, K,?,, = u K,.,,.. (6.1 1) 
I>0 T I, (1 
It can be easily seen that 
71,Kr.r = @n * C, .r (6.12) 
and then 
rnK, = @,, C,, ZAG,,, = @.I . Ccc.,,, z,,K,=@,\.C,,,. (6.13) 
Above @.A . C,,, (and similarly @,, C,, Dn C,,,., @,, C,) denotes the set of 
elements of Wi which have the form cp = @,, . y, y E C,,,,. Using this 
convention we may also write 
P, = @,, . 19k.j. (6.14) 
LEMMA 5. K,,,, - K,,, + qr, where 9, E WT depends on u but does not 
depend on Tfor T > a. 
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ProoJ This follows from the fact that the solution of (1.1) with the 
control u such that uT = u is the sum of the solution of (1.1) corresponding 
to u,=u-r?‘and u,=V; where 
27(t) = v(t - T) if tE [r-a, T], 
=o if t < T-a. 
Since the system is autonomous the second part does not depend on T. fl 
PROPOSITION 5. The following conditions are equivalent: 
(i) 3T, > a: system (6.2) is completely controllable on [0, T,]; 
(ii) VT>U:~;=~R~,~XL~([--~,OI;~~); 
(iii) rc,, K,,, = P,. 
Proof (i) * (ii) Condition (i) implies that L&r0 = IRkI x L*. Olbrot 
[ 12, 14 ] has shown that if system (6.2) is completely controllable on [0, T,], 
T, > a, then it is completely controllable on [0, T] for every T > a. 
(ii) 3 (iii) Condition (ii) implies that for every T > a .Mr,O = Rk\ X (0) so 
CT,, = w k,. Now, by (6.12) 7rA K, 0 = @,, . C, ,, = @,, . Rk,l = P,, . Hence 
7~nKm.o = P.4. 
(iii) 3 (i) Since z,,K, 0 = @,, . C, 0 then (iii) implies that C, 0 = lRk,j. 
Now, let us notice that C,,, = UT>o Cr,o, C,,, c C,,,, for T’ > T’(system 
(6.2) is stationary) and all subspaces C,,, and C,,, are finite dimensional 
(as subspaces of R ““). Then there exists T, > a such that C,,, = R kn. Now 
projecting the equation from Lemma 5 into P,, we get 
C To, ’ - CT”., +Y,.l (6.15) 
where @ ,, * y,, = rc,, o,., y,. E R k,z and it does not depend on T,,. This means 
that for every v E L2 CTo,,. = Rkt and -dT,,,, = Rkt x {a}. This implies that 
,tiTO= Rkl x L* which means that every complete state (y, v) E Rk1 x L’ is 
attainable from the state (0,O) on the interval [0, T,,]. The proof of the fact 
that every final state is attainable from every initial state is similar to the 
proof of the same fact for systems without delays and it will be omitted. 1 
From Lemma 5 and the fact that 
Z,= u K,,,.X {VI I.EI.1 
it follows that condition (iii) of Proposition 5 is equivalent to 7c“Z, = 
P,XL2(wherek’=(~,,,Z): WfXL2+P,,XL2). 
Now we give two lemmas which will be used to prove a criterion of the 
Hautus type for the spectral controllability of system (1.1). 
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LEMMA 6 (I 141). System (6.2) is completely controllable on 10, T] for 
some T > a iff 
VA E 6: rank[Al- G,, , Y,,(O) B(J) ] = k,, (6.16) 
where B = Y(B) is the Laplace transform of the distribution matrix B. 
LEMMA 7. Let D be a n x m complex matrix, A-finite subset of a(A) 
satisfying (6.1). Then for every A0 E A we have: 
(i) rankI&- G.,, Y,,(O)DI < k,, isf 
(ii) rank [A (A,,), D ] < n. 
Proof: This fact was proved by Pandolfi [ 15 ] in the case of a real matrix 
D. The proof for a complex D is the same (all analysis is done over the field 
C). I 
THEOREM 4. System (1.1) is spectrally controllable isf 
V/z E 6: rank[A(d),B(,I)] = n. (6.17) 
Proof. + Let us suppose that (6.17) is not satisfied. Thus, there is 
I., E o(A) such that rankId( B(&,)] < n (for ;I @ a(A) rank A(A) = n). Let 
A be a finite subset of a(A) satisfying (6.1) and containing 1”. Put 
D = I?(&). By Lemma 7 rank[&l- G,, , Y,,(O) I?(&)] < k,, and by 
Lemma 6, system (6.2) for A is not completely controllable. 
+ Let us suppose that system (1.1) is not spectrally controllable. Then 
(6.2) is not completely controllable for some A c a(A). By Lemma 6 
condition (6.16) is not satisfied for some /I, E A (since the spectrum of G,, 
equals A; see [3 1). By Lemma 7 we get that condition (6.17) is not satisfied 
for 1,. I 
Remark 6. Usual controllability of the system 
1 = Ax + Bu (6.18) 
(in the sense of Kalman) is equivalent to the Hautus condition 
rank[kI-A,B] =rz for /1 E C. (6.19) 
Our condition (6.17) for spectral controllability is a natural generalization of 
(6.19). Let us notice that condition (6,19) may fail only for a finite set of 
eigenvalues of the matrix A. Hence, it can be practically verified. A different 
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situation is in the case of condition (6.17) which may fail for infinite set of 
eigenvalues. The verification of it is often impossible.’ 
Remark 7. Spectral controllability is equivalent to some interesting 
properties. Pandolfi [ 151 has shown that for system (1.1) without control 
delays (i.e., a = 0, B = B,6,) condition (4.10) is equivalent to the fact that 
using a feedback transformation one can arbtrarily shift a finite subset of 
eigenvalues. In the case of retarded systems this means that the spectrum can 
be shifted on the left of the line Re 1 =/I for any chosen 8. Olbrot [ 141 has 
shown that for the retarded system (Jo = 0) with delays in control condition 
(6.17) is equivalent to y-stabilizability for every y E E, which means that for 
every initial state z,, = (x0, uO) E Wf x L* there is a control u E L2g’0C such 
that the functions t + e-%(t) and t + e -“x(t) are integrable on the interval 
IO, +m). 
Now, we are going to give certain characterization of spectral 
controllability. Let a be a real number such that a @ Re a(A) and P, = 
span (M, / Re 2 > a }. Let P,,” c P, , IZ = l.... be a sequence of finite dimen- 
sional subspaces of Wf as it has been described in Section 3 and put 
pll = PA “’ 
LEMMA 8. Let P, c xnKT for some T. There is a,, > 0 such that for 
every v, E P, there is YE Q, such that we hate: q + YE Kr and / Yyl < 
a,, . / 9 1 (1.1 means the norm in Wf). 
Proof. Let X, = 7~; ‘(P,) n K,. X, is a closed subspace of W:, X,, # 0, 
and X, c K,. Let of = Z,,~~ and X, = ker x,“. It is known (see, e.g., 16 ]) 
that W: is a Hilbert space with the inner product 
GA w> = P(O)’ y/(O) + (-0 (4(e))’ ui(@ de. (6.20) 
. h 
Hence, X, is also a Hilbert space, so it can be decomposed into X,, = 
X, @ X2 (X, is a closed subspace of X,), X2 =X:. Now let 7?, = z~,,~: . 5, is 
a linear continuous one-to-one mapping of the Banach space X2 onto the 
Banach space P, . 3 By the Banach inverse theorem isi’ is continuous. Hence 
for every cp E P, there is xE K,, rS,x=v; such that 1x1 <c, /o] (more 
’ Referee’s comment. Condition (6.17) can be verified often via certain equivalent 
conditions. see, e.g.. 19. Sect. 61, or “On the Spectral Controllability of Delay-Differential 
Equations.” by M. W. Spong and T. J. Tarn, IEEE Trans. Automat. Control AC-26 (1981). 
527-528. 
‘To see that let!~P,,y#O. ThenrEn,K,, hence 3s # 0, s E K, such that .I’ = rr,, x. 
i.e.. s E n,, ‘(P,) n K, = A’,. Now x 65 Ker r,“. because 7cff.y = **.Y = y # 0. Hence .Y = 
s, + x2. x, E x,, i = I. 2, with x2 # 0. Then 7i,.uI = 7~~s~ = n[,s = y. Hence f,, is onto. If 
1’ = 0. then .Y E Ker 7~” n K,. Decomposing as before we have .Y = .Y, t x2. with s, E Ker 7r,T. 
-v = 0. Hence 75, is one-to-one. z 
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precisely, x is an element of X,; the norm in X, coincides with the norm in 
IV:). Now let v = ncx, where 7ca is the projection on Q,. Since rry is 
continuous we have / ~1 < c2 1x / for some c2 > 0. The constants c, and c? 
depend on a and n. Let us put a, = c, . c2. Now for every 9 E P, there is 
wEQ, such that /~lGa,ly,l and v, + ly E K, since q = 7c,,x, v/ = oryx and 
LEMMA 9. Let P, c rt, K, for some T > 0. There is a number b, > 0 
such that for every q’r E P, there is v7. E Q, such that q7 + vT E K, and 
Iw~+~I < b,,eZUT Iv)~+~I forever!, 5 > 0. (6.21 
where 
li/ T+T = T(r) ~7.. ~7+r=T(r)~,. (6.22 
Proof: Henry [4] has shown that there are nonnegative constants A, B, 6 
(depending only on a and coefficients of system (1.1)) such that 1 v, + T 1 < 
AeCuP”‘” 1~~1 and IqTI < BeCnta)’ IP~+,I for r>O, vTEQ,, (P,.EP,. Note 
that etT and vrtr defined by relation (6.22) belong to subspaces P, and 
Q a, respectively. Now from Lemma 8 we get that for every (pr E P, there is 
vr E Q, such that (pr + w7 E K,. and I vrl < c, . Iqrl, Let b, = ABC,. Then 
l~~+,l<Ae(~-~)~ .c,,Be(atS)‘lq,.+rl=bn. e2a’lq,+rl and the lemma is 
proved. I 
Lemma 9 says that for v)r E P, one can find sufficiently small v/., + ~ such 
thate+T+y/T+.EKT,.. 
THEOREM 5. System (1.1) is spectrally controllable iff for every 
a Q Re a(A) 
p, c Km,, . (6.23) 
where P, is defined by (3.7), K,,, by (6.11) and the bar denotes closure in 
the space Wf . 
Proof. * Let us notice that P, c P, for /3 < a. Hence we may assume 
that a < 0. For proving the fact that P, c K,,o it is sufficient to show that 
P, c K,,o, n = 1, 2 ,..., since P, can be written as P, = 5j%Fi{P,, 1 n = 1, 2 ,... ). 
Spectral controllability implies that for every finite set A c a(A) and, for 
every T > a, 7c, K, = P,, . Let us fix T > a. We have then x,K7 = P, for 
n = 1, 2,... . This implies that P, c 7~, K,. Now let us choose cp E P, and 
F > 0. We will show that there is x E K,,, such that 1~ -xl < E. Let r be a 
real number, r > max{h, (1/2a) ln(s/26, IqI)} (where b, is the constant from 
Lemma 9). Since cp E P, , by [ 3, Theorem 10.1 (iv) 1 the solution T(t)cp can be 
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defined on (-co, co) and T(t)yl E P, for all t. Let qT = T(-7)~; then 
v)~ E P,. From Lemma 9 it follows that there is v/~ E Q, such that 1 v/~+~/ < 
s/2 and (or + v/~ E K,. Notice that q1 +r = T(7) pr = cp. Henry [4] has 
shown that there are constants k, M such that for u E IV: we have the 
estimation / T(t) w / < Mekf 1 w 1. No w let x,E K,. and Ix,- -qr- v/T1 < 
(s/2)(epk’/M); such .Y~ exists since or. + v/~ E K, . For t > T we put u(t) = 0 
so an element x~+~ = T(t) xI. belongs to the attainable set KT +r,,,, hence also 
to IL.,. Now we have 
1-x 7tr -‘Pl~I,~,.+tr-~-Wr+rl+lV/r+rl 
~Mek’I,u,~~,-w~l+Iw,+.l<t:. 
t Let A be a finite subset of a(A) satisfying (6.1). From results of Henry 
[4] it follows that there is a real number a such that CI 6Z Re a(A) and for 
i E A we have Re 3, > a. Then P, c P,. Let us project inclusion (6.23) onto 
the subspace P,, . We get 
PI = ~,,K1 ,o c ~AK,,.C, ’ (6.24) 
--~~ 
But 71,iKm.o c P,, and P, is a finite dimensional space SO x,, K,,, = 7c,, K,., . 
This means, by (6.24) that 7cAK,,, = P,, which implies that system (6.2) is 
completely controllable (see Proposition 5). 1 
PROPOSITION 6. The property of spectral controllability is inuariant 
under the feedback transformation (5.2). 
Proof. The characteristic matrix of the closed loop system has the form 
d,(l) = A@) - 17(/q(F(lL) $ /1 . d(A)). 
Let us observe that for a fixed A columns of the matrix I?(I.)(@) + 1 . e(A)) 
are linear combinations of columns of the matrix i(A). Hence 
rank [d,(A), 8(A)] = rank(d(A),B(A)]. To finish the proof see Theorem 4. 1 
7. PROOF OF THE MAIN RESULT 
Let us first give a certain characterization of the approximate 
controllability of system (1.1). 
PROPOSITION 7. The following conditions are equivalent: 
(i) system (1.1) is approximately controllable in Wf x L2; 
(ii) K-- Wf; a,,0 - 
(iii) Vltl E L’: K,.,, = Wf. 
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Proof: (i) => (ii) Let us observe that if u’ is a control on 10, T], 2 is the 
solution to (l.l), then 2, E IV: can be estimated by lx”,],; < A r. / z$,~ for 
some constant A, (independent of C). This follows from the continuity of the 
operator u’- 2. Now let 9 be an element of Wf and E > 0. Let us put z’ = 0. 
Then there is T > 0 and a control u on 10, T] such that 
and 
Now let U be the control on 10, Tj: 
z?(t) = u(t) for tE ]O,T-a] and U,=O. 
Let X corresponds to the control U. Then we have 
l-Yr~Pl~i~/XTWICI.;+l~,--l;llIYi~~+AIIUII’=C. 
I 
This means that Ed E K,,, . 
(ii) 3 (iii) By Lemma 5 we get K,,,. = K, o + cp,,,, hence also K, ,/, = 
K oc,o+ CJY,. (q,, does not depend on T). K,*. = Wf implies that V’V E L’: 
K cc ,r = w;. 
(iii) 3 (i) Let us define 
Z r.r. = K,,,. x 1~1 
and 
Z, ,I. = Kw,,. x {c). 
The attainable set Z, can be written as 
(7.1) 
(7.2) 
z, = u z,,,,. I’E, 2 
Hence, we have 
(7.3) 
Let us observe that by Theorems 3 and 4 we may formulate the main result 
(Theorem 1) as follows: approximate controllability is equivalent to 
completability and spectral controllability. 
To get this we first prove that completeness and spectral controllability 
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imply approximate controllability. Next, using the fact that a feedback 
transformation preserves the approximate controllability, we get that also 
completability and spectral controllability imply approximate controllability. 
Finally we prove that conditions (5.8) and (6.23) (i.e., conditions (i), (ii) of 
Theorem 1) are necessary for approximate controllability. 
PROPOSITION 8. Completeness and spectral controllability of system 
(1.1) imply approximate controllability in the space WY x L2. 
ProoJ Completeness means that ?@iii(M, l/1 E a(A)} = W:. Spectral 
controllability implies, by Theorem 5, that VA E o(A): M, c K,,o . Hence 
also span(M, / 1 E a(A)} cK,,~ and so Wf = K,., . The last condition 
means that system (1.1) is approximately controllable in W: X L2. (See 
Proposition 7.) 1 
PROPOSITION 9. The property of approximate controllability of system 
(1.1) is invariant under the feedback transformation (5.2). 
Proof. This follows from the fact that the feedback transformation is 
invertible and it does not change the attainable set Z, . 1 
COROLLARY 5. Completability and spectral controllability imply approx- 
imate controllability in Wf x L2. 
Proof. This easily follows from Propositions 6, 8, and 9. 1 
PROPOSITION 10. Approximate 
controllability. 
controllability implies spectral 
ProoJ By Proposition 7 the approximate controllability means that 
K = Wf . Hence for every a & Re a(A) we have 
thr’ipectral controllability of (1.1) by Theorem 5. 
P, c K,,o. This gives 
1 
PROPOSITION 11. Approximate controllability implies completability. 
Proof We will prove that if condition (5.8) is not satisfied, then system 
(1.1) is not approximately controllable. 
Let us suppose that rank,[c J?] < n. This means that there is a nonzero 
vector q E K” such that qr @ 14, B’] = 0 (see Section 4). Hence qT @ t= 0 
and qT @ B = 0. We may assume that q is a function of class L2 on ]O, h]. 
In fact, if 9 is not such a regular distribution we may put q, = y @ q where 
Y E K is the Heaviside function. q, E K”, qf @ 14, g] = 0 and the elements of 
q, are square integrable. 
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Now let T > 0. Introduce the notation 
y(t)=x(T-h+t) for tE [-/2,/z], 
=o elsewhere, 
w(t) = u(T - a + I) for tE [--a,~], 
=o elsewhere, 
Y-t 0) = Y(f) for t>O. 
=o for t < 0, 
Y 0) = Y(t) for 2 < 0, 
=o for r>O. 
w+(t) = w(t) for t > 0. 
=o for t < 0, 
w-(t) = w(r) for t < 0, 
=o for t > 0. 
Equation (1.1) written in the simpler form i(t) = @ * i)(t) + (r/ * x)(t) + 
(B * u), t E [T- h, T], can be shifted to the interval [ 0, h ]. With the above 
notation it is equivalent to 
.w = 01 *M) + (rl * Y)(t) + (B * 6, * w>(t) for t E 10, h]. (7.4) 
Let us observe that the left-hand side of (7.4) is equal to L;+ (t) and the right- 
hand side depends on .v+, .K, MI+ and PC. j+(f) = @ *j+)(t) + (?j *.~+)(t) 
+ (B * 6, * w+) + @ *L;-)(t) + (q *Y-)(t) + (B * 6, * w->(q, f E 10, h I. It 
can be easily proved that (q *r-)(t) = ($ * y-)(/r -I) for t E 10, h] (for 
details see [2]) andJ_EL2, suppy.-c [O,h],j(t)=y_(-t) for tE ]O,h]. 
Treating v * yP and f * y- as n-vectors over the ring K we may write 
v @ yP = H(~@J?~). This representation is also valid for ,D * J; and 
B*d,* wp. Introducing the matrices f= -,C + Sf and c= p + Sq we write 
Eq. (7.4) as follows (see [2] for details): 
?+W=(t*4;+W+ (B 4 + w+>(f>+ (“‘7 NY 
-0 
+ (H(Z* j.-))(t) + (f@ * K>)(t) 
or as the equation over the ring K 
for t E 10, h] 
j+ =&L;+ + P@~,)@w+ +/h~.y(0)+H(~OP-)+H(BO~..). 
. 0 
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Now let us act on the left and right sides of this equations by the operator H 
and multiply each side by q*. Hence we get 
==qT@&j- +qT@E@wm =o, (7.5) 
since qr @ l= 0 and q* @j = 0. Now using the derived equation we 
construct a linear functional on W:([O, h 1; R”) x L’([O, a 1; iFi”‘) which is 
equal to zero on every pair (J+ , M’+). 
Since q, j+ and w+ are L2 functions the left-hand side of (7.5) can be 
treated as a continuous function on the interval [0, h] (the convolution of 
two L2 functions is continuous). Let us take the value of this function at h. 
We have 
f” qT(4((60Z - r, *j+)(O) d0 - (-h q’(Q) dR. (-h r/ . y(O) 
2 0 0 0 
- fh q*(B)@? * 6, * w+)(B) d6 = 0. 
‘0 
(7.6) 
After some transformations we obtain 
i h q”(f?)((S,Z - r, *j+)(O) d6’ 
“0 
= I” (Hq)T(h - @((Sol - f) *y+)(e) dB 
d 0 
= ((H,)‘* (4,-c;, *Y+)(h) 
= f f’(0) p?+(O) do, 
-0 
where f = H((6,Z - <)* @ (Hq)). f is I?“-valued L2 function on [0, h]. A 
similar procedure yields 
-.i,” q*(B)@ * 6, * w+)(8) d0 = ik g*(B) w + (0) de, 
‘0 
where g = -H(B* @ 6, @ (Hq)) is R”-valued L2 function on [0, h]. Let us 
notice that ~~gT(0)w+(8)dt9= j”ig’(S) w+(8)d8 since w+(8) = 0 if 
B E [a, h]; g can be treated as an element of L2( [O, a J; R”‘). Putting c = 
-.I”; VT. jt q E R” we may write Eq. (7.6) as 
j-hf’(~)~+(8)dt9+cT~y(0)+,~~gT(H)w+(B)d0=0. 
0 
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Let us observe that f # 0 (since Hq # 0 and (S,l- c) is invertible over K). 
Thus, there is a linear continuous nonzero functional F on the space 
Wf([O, hJ; IR”) x L*(Io, a]: ip”) 
F(cp, u) = c’p(0) + ).df’(fl) cj(c9) dH + /i&9) u(B) d0 
-0 . 0 
such that F(y+, w+) = 0 for every pair (y,, w+) defined earlier. The set of 
such pairs achieved for all controls u on the interval [O, T] is isomorphic 
with the attainable set Z,. Hence, we obtain that Z,. is not dense in the 
space Wf([-h, 01; R”) X L’([-a, 0); Rm). S ince the functional F does not 
depend on time T also Z, is not dense in Wf x L*. 1 
Therefore we proved that approximate controllability is equivalent to 
completability and spectral controllability which completes the proof of 
Theorem 1. 
8. EXAMPLES AND COROLLARIES 
EXAMPLE 1. Let us consider the retarded system 
i(t) = A , x(t - h) + A”X(f) + B” u(t). (8.1) 
Here a = 0 so the state space is Wf . Inthiscaser]=A06,+A,6,.~=Oand 
B=B,6,.ThuswehaveB=B,6,,~=A,6,+A,6,and~=A,;aconstant 
function on 10, h j. The criterion for completeness takes the form 
n = rank, f= rank, A, = rank,1 (A, 6,) @+r 1 
=rank,A,d,=rankA, over the field iii. 
Similarly 
so the condition 
ranklA,, B,] = n (8.2) 
is equivalent to the completability of system (8.1). This condition was 
derived (see 110, 13 I) as a necessary condition for approximate 
controllability of (8.1) in the spaces WT, C or M*. 
Consider now condition (6.17) for the spectral controllability. In the case 
of (8.1) we have 
d(,l)=IA-A,emAh-A,, (8.3 1 
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and 
B=B,. (8.4) 
Hence, the spectral controllability is characterized by the condition 
rank(Z1 -Ale--.‘h -A,, B,] = n for LE C. (8.5) 
It can be proved [lo] that the matrix A -‘(A.) B, has the following represen- 
tation: 
where 
r(a) = Itnff I, - m x m identity matrix 
and K(A) is some polynomial matrix. 
PROPOSITION 12 (IlO]). Let m = 1. System (8.1) is spectrally 
controllable iff 
VA E C: K(l) t-(e~m-4h) f 0. Q-3.6) 
For m > 1 the above condition is sufficient for spectral controllability. 
Condition (8.6) have some advantages over (8.5) since it can be verified in 
many cases. 
PROPOSITION 13. System (8.1) is approximately controllable iff 
conditions (8.2) and (8.5) are satisfied. If m = 1 condition (8.5) can be 
replaced by (8.6). I 
The evolution of system (8.1) can be also considered in the state space 
M2 = R” x L2; the state is the pair (x(f), xI). For details see 1 lo]. By KY we 
denote the set of attainable states (x(T),x,), K”,c M2. It is known ]l ] that 
K”, is constant for T > nh. Olbrot [ 131 has proved that K, = W: implies 
i?t = M2, hence the approximate controllability in Wf implies approximate 
controllability in M2. Manitius and Triggiani (lo] have shown that 
conditions (8.2) and (8.5) are necessary for approximate controllability of 
(8.1) in the space M2. Hence, we have 
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COROLLARY 6. System (8.1) is approximately controllable in M2 iff 
conditions (8.2) and (8.5) are satisfied. 
EXAMPLE 2. 
.?(t)=A,x(t - h) +A,x(t) + B,u(t -h) + B,u(t). 
In this case {=A, and B=B,6,+B,Bh, B=B,6,+BOJh. B(A)= 
B, + B, e-l”. Hence, the completeness is also characterized by condition 
rank A, = n but the completability is equivalent to 
rank[A,, B,] = n. 
The spectral controllability criterion takes the form 
V~EC:rank[l~~A,e~-~h-Ao,B,e~.‘h+Bg]=n. 
(8.7) 
(8.8) 
The approximate controllability of the above system in the space WI x L’ 
is equivalent to conditions (8.7) and (8.8). 
EXAMPLE 3. Consider the neutral system 
i(t)=A-,i(t- h) t A,x(t -h) +A,x(t) + B,,u(t). (8.9) 
Inthiscasewehave~=AA,6,,g=A,6,+A,6,,B=B,6,and~=A~,6,, 
f=A,&,+A,S,,, B=B,,&, f=AP,JO+A,. In [2] it has been proved that 
rank,[A _, 6, + A ,] = rank [A _ 1 + A, s] over ring of polynomials in variable 
s E C so completeness is described by the condition 
rank[A_,+A,s]=n over polynomials. (8.10) 
This condition was earlier obtained by Jakubczyk 17). The similar 
calculation yields 
rank,[f,B]=rank[AP,+A,s,B,] 
so the criterion for completability takes the form 
rank[A-, tA,s,B,]=n (over polynomials). (8.11) 
PROPOSITION 14. Let us consider the following conditions: 
(i) rank[A”;‘B,,..., A-,B,,B,] =n (over R), 
(ii) rank[A-,,B,] = n (ouer R), 
(iii) rank IA 1 + A , s, B,] = n (over polynomials). 
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The following implications hold: 
(i) * (ii) * (iii). 
Proof. (i) * (ii) If there is a q E IR”, q # 0, such that 
qT[L,,B,] =o, 
then also 
qTL,=o, qTB, = 0, q7‘Ai,B,j=0 
and 
qTIA”_;lB,,,..., A-,B,,B,,] =O. 
D (ii) * (iii) Let C, ,..., C, be columns of [A _ , , B,] which generate IRn and 
,,..., D, are the corresponding columns of the matrix [A ~~, + A ,s, B,) 
(Di = Ci + SE,). Then det[D ,,..., D,] = det[C, ,..., C,] + s s w(s), where w(s) 
is a polynomial (maybe equal to zero). Since det[C, ,..., C,] # 0, 
det[D, ,..., D,] is a nonzero polynomial which means that 
rank [A _ i + A i s, B,] = n over polynomials. m 
Jakubczyk [7] has shown that condition (i) in Proposition 14 means that 
the attainable set K,, t > nh, is closed and has finite codimension in IV:. By 
Proposition 14 we see that the completability is necessary for this property. 
For system (6.9) the spectral controllability is equivalent to 
~~E6:rank[l~-A~,/le-.~h-A,e-,‘h-Ao,Bo]=n. (8.12) 
Repeating the proof of Manitius and Triggiani [lo] we get that for m = 1 
condition (8.12) is equivalent to 
VA E C: K(l) v(e-““) # 0, (8.13) 
where Z?(A) is a certain polynomial matrix (see [ 10, 171). 
PROPOSITION 15. System (8.9) is approximate1.v controllable in the space 
Wf iffconditions (8.11) and (8.12) are satisfied. 
If m = 1 condition (8.12) can be replaced bq’ (8.13). 
We are able also to get criteria for exact controllability of system (8.9) in 
Wf which means that K, = W: or K, = W: for T > nh (since K, is constant 
for T > nh). Exact controllability is equivalent to the property that K, is 
closed, has tinite codimension and is dense in WT. By the result of 
Jakubczyk [7] and above considerations we conclude that the exact 
controllability is equivalent to the following conditions: 
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rank[AY;‘B, ,..., A-,B,,B,] = n, 
rank[A_, +A,s,B,/ =n (over polynomials), 
rankId( B,] = n for 1 E 6. 
Since (8.14) implies (8.15) (see Proposition 14) we have 
(8.14) 
(8.15) 
(8.16) 
PROPOSITION 16. System (8.9) is exactly controllable in the space Wf ijf 
conditions (8.14) and (8.16) hold. 
COROLLARY 7 (see [ 171). Let m = 1. System (8.9) is exactly controllable 
in Wf iff 
rank[A “’ ‘B, ,..., B, 1 = n and K(l) v(e-““) # 0 for AEC. I 
Remark 8. If we consider systems without control delays then it appears 
often that W: is too large as a state space. In many cases Ker T(t) # {0) 
which means that there are different initial conditions in W: leading to 
solutions which have the same values for sufficiently large t. This is a rather 
bad property of the system. Using the results of [2] it can be proved that 
Ker T(t) = (0) is equivalent to completeness of eigenfunctions. Hence, 
completeness is necessary if we want Wf to be a good state space. With the 
assumption of completeness approximate controllability is equivalent to 
spectral controllability. Przyluski [ 161 has examined the simple retarded 
system (8.1). He has shown that approximate controllability in the factor 
space C/Ker T(nh) is equivalent to spectral controllability. Hence, spectral 
controllability seems to be basic in describing controllability properties of 
the system. 
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