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We analyse the coexistence of superfluid and density wave (stripe) order in a quasi-two-
dimensional gas of dipolar fermions aligned by an external field. Remarkably, the anisotropic nature
of the dipolar interaction allows for such a coexistence in a large region of the zero temperature
phase diagram. In this region, the repulsive part of the interaction drives the stripe formation and
the attractive part induces the pairing, resulting in a supersolid with p-wave Cooper pairs aligned
along the stripes. From a momentum space perspective, the stability of the supersolid phase is due
to the fact that the stripe order renders the Fermi surface only partially gapped, leaving gapless
regions that are most important for p-wave pairing. We finally demonstrate how this supersolid
phase can be detected in time-of-flight experiments.
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Since the prediction of superfluidity in solid helium
several decades ago [1–4], the intriguing possibility of co-
existing diagonal (density) and off-diagonal (superfluid)
order forming a supersolid has been subject to intense in-
vestigations. However, the supersolid phase has not been
observed unequivocally as interpretations of state-of-the-
art experiments in helium are still debated [5, 6]. The
recent experiments on cold dipolar gases [7–14], may fi-
nally allow an observation of this conceptually important
phase. Supersolidity has been predicted to exist for dipo-
lar bosons in an optical lattice [15–17], dipolar bosons
with three-body forces [18], and spinor Bose condensates
with spin-orbit coupling [19, 20]. For Fermions however,
relevant studies are fewer and limited to the case of an
optical lattice [21, 22]. In this paper, we expand the
scope of study concerning supersolidity of dipolar Fermi
gases and show that a supersolid phase is in fact the
ground state in a large region of the phase diagram of a
two-dimensional (2D) Fermi gas of dipoles aligned by an
external field.
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Figure 1. Illustration of a 2D Fermi gas with dipoles aligned
by an external field E in the supersolid phase. Stripes with
high density are indicated with a dark color, and the p-wave
nature of the pair wave function is indicated by green regions.
We consider spinless Fermions with a dipole moment
d at zero temperature, confined in the xy plane by a har-
monic trapping potential Vtr(r) = mω
2
zz
2/2 along the z-
direction. We take ωz  0F (~ = 1), where 0F = k0F 2/2m
is the Fermi energy of a 2D non-interacting gas with
areal density n0 and k
0
F =
√
4pin0. In this limit, the
Fermions are “frozen” in the harmonic oscillator ground
state in the z direction and the system is effectively 2D.
The dipole moments are aligned by an external field E
into a direction which is perpendicular to the y-axis and
forms an angle Θ with respect to the z-axis as illus-
trated in Fig. 1. The interaction between the dipoles
is Vd(r) = D
2(1− 3 cos2 θrd)/r3 where D2 = d2/4piε0 for
electric dipoles, and θrd is the angle between the relative
displacement vector of the two dipoles r = (ρ, z) and
the dipole moment d. For ωz  0F , the Fourier trans-
form of the effective 2D interaction is given by (up to an
irrelevant constant term) [23]
V (q) = −2piD2F (q)ξ(Θ, ϕ). (1)
Here F (q) = q exp[(qw)2/2]erfc(qw/
√
2) and ξ(Θ, ϕ) =
cos2 Θ − sin2 Θ cos2 ϕ, where w = √1/mωz is the trap-
ping length in z-direction and ϕ is the polar angle of q.
We note that F (q) saturates in the limit of large q. This
of course is not physical since any true molecular poten-
tial has a strong repulsive core which effectively provides
a high momentum cut-off for the potential. Such a cut-off
can also be introduced by considering the two-body scat-
tering problem as we will discuss below. With a cut-off
in mind, we can use the fact that the 2D limit ωz  0F
is equivalent to k0Fw  1, and make the approximation
F (q) ' q +O(qw) in (1).
The strength of this interaction is measured by the
ratio of the typical interaction and kinetic energy g =
4mD2k0F /3pi. In addition to g, the system is charac-
terised by the dipole tilting angle Θ, which controls the
degree of anisotropy of the interaction in the xy-plane.
For weak to moderate interaction strengths and small
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2tilting angles, the system is well described by Landau
Fermi liquid theory [18, 25]. For Θ > 0, the repulsion
between two dipoles in the xy plane is strongest when
their relative displacement vector is along the y direction
and weakest along the x direction. The anisotropy is
predicted to give rise to stripe formation for interaction
strengths beyond a critical value gc(Θ) [1, 25–28]. In this
phase the dipoles form stripes parallel to the x-axis to
minimise the repulsion, corresponding to a density mod-
ulation with wave vector qc = qcyˆ as illustrated in Fig. 1.
As Θ increases the dipolar interaction eventually becomes
partially attractive. A Fermi liquid to p-wave superfluid
phase transition is predicted to occur for tilting angles
greater than a critical angle Θs ' arcsin(2/3) ' 0.23pi,
due to the attractive part of the dipolar interaction [30].
The zero temperature mean-field phase diagram shown
in Fig. 2 summarises the discussion given above. In this
phase diagram the critical coupling strength gc(Θ) for
stripe formation is obtained from a Hartree-Fock (HF)
calculation [1, 26] and the normal Fermi liquid to super-
fluid transition critical angle is determined by BCS the-
ory (see below). Although each of these three phases have
been studied extensively, an interesting question remains
unaddressed: what is the nature of the ground state in
the region of the phase diagram where the superfluid and
stripe phases overlap? In this paper, we provide an an-
swer to this question. We demonstrate that the system
in the density wave phase eventually becomes unstable
towards pairing as the tilting angle increases and the in-
teraction becomes more attractive. Importantly, the re-
sulting superfluid order does not exclude the stripe order,
thus making the system a supersolid as understood in the
sense mentioned above.
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Figure 2. Mean-field phase diagram of 2D dipolar Fermi gas.
The dashed line is Θ = arcsin(2/3) and the solid line just
above it is obtained from a more accurate calculation.
We use self-consistent HF theory to analyse the stripe
phase, as it is the only theory so far that allows us to
determine quantitatively properties of this phase. In the
stripe phase, the translational symmetry is broken in the
y direction, and 〈cˆkcˆ†k±qc〉 6= 0, where cˆk annihilates a
dipole with momentum k. This yields a modulated den-
sity n(ρ) = n0 +n1 cos(qc ·ρ) where n1 is the stripe order
parameter. As described in detail in Ref. [1], the resulting
mean-field Hamiltonian can be diagonalised by an uni-
tary transformation γˆjk¯ =
∑
G Uj,k¯+Gcˆk¯+G, where k¯ is
restricted to the first Brillouin zone (BZ) −qc/2 < k¯·qˆc ≤
qc/2, G = lqc, l = 0,±1, · · · are the reciprocal lattice
vectors, and j is a band index. The diagonalised Hamil-
tonian takes the form HˆMF =
∑
jk¯ εjk¯γˆ
†
jk¯
γˆjk¯, where γˆjk¯
annihilates a quasiparticle ψjk¯(ρ) with energy εjk¯. The
most salient outcome of the HF analysis is that the Fermi
surface kF (φ) contains gapped regions around φ = ±pi/2,
as well as gapless regions around φ = 0 and φ = pi, see
Fig. 4. The gapped regions are a manifestation of the
stripe order, and the gap magnitude is roughly propor-
tional to 0Fn1/n0.
The key fact for the present purpose is that the stripe
order still leaves gapless regions on the Fermi surface,
which opens up the intriguing possibility of superfluid
pairing. To explore this, we use BCS theory with the
Hamiltonian HˆBCS = HˆMF + HˆP. Here,
HˆP =
∑
jj′k¯k¯′
Vj′j(k¯′,−k¯)
2
〈γˆ†
j′k¯′ γˆ
†
j′,−k¯′〉γˆjk¯γˆj,−k¯ + h.c.
describes pairing between the time-reversed states, where
Vj′j(k¯′,−k¯) is the interaction between the quasiparti-
cles [31]. To derive a gap equation that is amenable to a
partial wave expansion, we switch to the “extended zone
scheme”, whereby a single particle state ψjk¯(ρ) in the
j’th band in the first BZ is mapped onto a state ψk(ρ)
in the j’th BZ in the standard way [31], where the vector
k is now unrestricted. The effective pairing interaction
Vj′j(k¯′,−k¯) shall be denoted by V(k,−k′). Pairing be-
tween time-reversed quasiparticles gives rise to the gap
parameter ∆k ≡
∑
k′ V(k,−k′)〈γˆ−k′ γˆk′〉, which satisfies
the gap equation
∆k = −
∫
dk′
(2pi)2
V(k,−k′)∆k′
(
1
2Ek′
− P
2ξk′
)
. (2)
Here ξk = εk − µ and Ek =
√
ξ2k + |∆k|2, where the
chemical potential µ is approximated by the value in the
stripe phase. The Cauchy principal value term P/2ξk′ in
(2) renders the gap equation well defined with no need for
a high momentum cut-off. Such a term can be introduced
by renormalizing the gap equation in terms of scattering
amplitude of two dipoles in a vacuum [25, 32, 33]. In the
absence of experimental data for dipole-dipole scattering
in 2D, one can simply regard it as a specific procedure to
provide a cut-off.
To solve the gap equation, we expand the gap param-
eter as ∆k =
∑′
n=1 ∆n(k) cosnφ where
∑′
restricts the
summation to odd indices, since ∆−k = −∆k for spin-
less Fermions. A more general expansion contains both
cosnφ and sinnφ terms. However, the cosnφ terms are
3favoured by the attractive part of the potential and the
gap parameter given by the previous expression max-
imises the pairing [31]. Using the expansion in (2) we
obtain a system of equations
∆n(k) =
∞∑′
n′=1
∫ ∞
0
dk′Knn′(k, k′)∆n′(k′), (3)
where
Knn′(k, k′) = − 1
8pi2
∞∑′
l=1
k′Vccnl(k, k′)
×
∫ 2pi
0
dφ′ cos lφ′ cosn′φ′
(
1
Ek′
− P
ξk′
)
(4)
and
Vccnn′(k, k′) =
2pi∫∫
0
dφ
pi
dφ′
pi
cosnφ cosn′φ′V(k,−k′). (5)
Equations (3)-(4) with (18) are the fundamental equa-
tions to be solved numerically, and they form the basis
of the results presented in the rest of this paper.
Before we turn to fully numerical solutions of (3), it is
important to understand under what conditions the gap
equation admits a solution. To do so, we shall first ex-
amine the Fourier components Vccnn′(k, k′). As shown in
the Supplementary Material [31], these Fourier compo-
nents calculated numerically from (18) differ very little
from those between the bare particles, which are obtained
by replacing V(k,−k′) in (18) by the bare interaction
V (k−k′). The latter components, denoted by V ccnn′(k, k′),
can be determined analytically and obey the selection
rule V ccnn′(k, k
′) 6= 0 only if n′ = n, n ± 2. In addition,
the lowest component V cc11 (k, k
′) is in general dominant
over the higher components. We find that the Fourier
components Vccnn′(k, k′) possess all the above properties
to a very good approximation. The agreement between
Vccnn′(k, k′) and V ccnn′(k, k′) holds even deep into the stripe
phase, which seems initially surprising since a large stripe
amplitude gives rise to extended gapped regions around
the Fermi surface. The reason is that the quasiparti-
cle interaction V(k,−k′) is altered from V (k − k′) only
in the gapped regions centred at φ = ±pi/2, which are
precisely the regions of integration in (18) suppressed by
the cosnφ cosn′φ′ factor. In light of earlier work on the
superfluid transition [30], the fact that the quasiparticle
pairing interaction is approximately the same as that be-
tween the bare particles strongly suggests that pairing
in the stripe phase is possible, provided that the Fermi
surface is not fully gapped.
From these results it can be shown that the dom-
inant component of the gap parameter is in fact the
first harmonic. Thus the simplest approximation is the
momentum-independent ansatz ∆k ' ∆1 cosφ. Since
the integrand in (3) is peaked around the partially
gapped Fermi surface, a good estimate for when the gap
equation admits a finite solution simply follows from the
requirement that the effective p-wave interaction in the
vicinity of the Fermi surface is attractive, i.e.,
Vcc11 ≡ Vcc11(kF (0), kF (0)) '
4pig
m
(
1− 9
4
sin2 Θ
)
< 0, (6)
where kF (0) is the Fermi wave vector at φ = 0. The criti-
cal angle is therefore Θs = arcsin(2/3), which is the same
as that obtained for a normal Fermi liquid to superfluid
transition at the same level of approximation [30].
With an estimate of the critical angle, we now solve
the gap equation self-consistently including higher har-
monics and retaining the full momentum dependence of
∆n(k). The quasiparticle energies ξk and the effective
interactions are calculated from the HF theory for the
stripe phase and are then used as input to the gap equa-
tion (3)-(4). This approach assumes that the pairing has
a negligible effect on the stripes, which we will demon-
strate is correct. As an example of the calculations, we
show in Fig. 3 (left) the amplitudes of the first three par-
tial wave components of the gap parameter for g = 1 and
Θ = 0.28pi. For these parameters, the system is deep
in the stripe phase with n1/n0 ' 0.26 in the absence
of pairing. We see that the pairing occurs dominantly
in the p-wave channel cosφ, but also has a noticeable
f -wave (cos 3φ) component; all the higher partial wave
components are completely negligible. This feature is in
fact typical of solutions to the gap equation. With the so-
lutions of the gap equation we can further determine the
redistribution of the quasiparticles and hence, the change
of the stripe amplitude as a result of pairing. We find
very small relative changes in the stripe amplitude in all
our calculations. This demonstrates that our approach
is consistent and that the stripe and superfluid orders
can indeed coexist forming a type of supersolid. Figure 3
(right) depicts the gap parameter at the tip of the Fermi
surface, ∆(kF (0)xˆ), as a function of Θ for various values
of g. For negative but small effective p-wave interaction,
the behaviour of ∆(kF (0)xˆ) is well described by the weak
pairing approximation ∆(kF (0)xˆ)/
0
F ∼ exp (4pi/mVcc11),
which follows from the ansatz mentioned earlier.
To understand the coexistence of stripe and super-
fluid orders, we examine the bare particle pair correlation
function CP (k,−k) = |〈cˆkcˆ−k〉|2 which is plotted in Fig. 4
(left) for g = 1 and Θ = 0.28pi. It clearly shows that pair-
ing is concentrated in the gapless regions of the under-
lying Fermi surface for the stripe phase. Consequently,
it does not affect the particle distribution in the gapped
region which is responsible for the stripe formation. We
analyse this further by determining the pair wave func-
tion in real space ψpair(ρ,ρ
′) ≡ 〈ψˆ(ρ)ψˆ(ρ′)〉, where ψˆ(ρ)
is the field operator of the dipoles. In Fig. 4 (right) we
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Figure 3. Left: Amplitudes of the gap parameter as a function
of k/k0F for g = 1 and Θ = 0.28pi. Right: The gap parameter
at the tip of Fermi surface as a function of tilting angle Θ.
show |ψpair(ρ,ρ′)|2 for a Cooper pair with the centre of
mass at the origin of the coordinates. The p-wave na-
ture of the pairing is clearly visible with |ψpair(ρ,−ρ)|2
strongly peaked along the x-axis, where the dipole-dipole
interaction is most attractive. In addition, we plot in
Fig. 5 the relative probability density of finding the
centre-of-mass of a Cooper pair at a specific location.
This is given by Pr(Y ) ≡ ∫ d(ρ−ρ′)|ψpair(ρ,ρ′)|2, which
depends only on the y-coordinate of the Cooper pair
centre-of-mass due to the translational symmetry in the
x direction. We see that the probability density varies in
phase with that of the density of the dipoles, such that
the p-wave pairing has a maximum on the stripes and
a minimum in between. Thus, from the real space per-
spective, the stripe and superfluid orders coexist due to
the anisotropy of the dipolar interaction. Namely, the
repulsive part induces the stripe formation while the at-
tractive part induces pairing, resulting in Cooper pairs
with p-wave symmetry along the stripes as illustrated in
Fig. 1. In the limit of strong interaction, the density
between the stripes presumably vanishes and the stripes
well separate. This raises the interesting possibility of
realising an array of 1D p-wave superconductors which
have topological properties [34]. The study of this strong
coupling limit is beyond the scope of the present paper.
Figure 4. Left: The pair correlation function for g = 1.0 and
Θ = 0.28pi. The Fermi surface kF (φ) in the stripe phase is
shown by a green line. Right: |ψpair(ρ,−ρ)|2 (normalised to
the maximum value) as a function of ρ for the same parame-
ters. Here the lengths are in units of 2pi/qc.
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Figure 5. The dotted line is Pr(Y) for g = 1 and Θ = 0.28pi,
and the solid curve is the dipole density variation n(Y ) =
n0 + n1 cos(qcY ) along the y direction. Both quantities are
normalised to their respective maximum values. The lengths
are in units of 2pi/qc.
We argued earlier that Θs ' arcsin(2/3) is a good ap-
proximation for the boundary separating the stripe and
the supersolid phases for g > gc(Θ). We now obtain a
more accurate result by varying the tilting angle and de-
termining the critical angle Θs(g) below which the gap
equation ceases to admit a finite solution. Such calcula-
tions can also be carried out for the normal Fermi liquid
to superfluid transition. The overall phase boundary ob-
tained this way is shown in Fig. 2. We see that our ini-
tial estimate is in fact remarkably accurate and the phase
boundary has a rather weak dependence on the interac-
tion strength g. This suggests that the onset of pairing is
primarily determined by the degree of anisotropy of the
dipolar potential. The identification of the supersolid re-
gion in the phase diagram bounded by this boundary,
gc(Θ) and the collapse line, and our elucidation of the
nature of this phase, are the main results of this paper.
Finally, we discuss how the supersolid phase can be de-
tected in time-of-flight (TOF) experiments, which have
been used to probe a variety of phases and correla-
tions [35–38]. As shown in Ref. [1], the density wave or-
der can be detected by measuring the correlation function
CD(k,k+ qc) ≡ |〈cˆ†kcˆk+qc〉|2 in TOF experiments. Simi-
larly the superfluid order can be detected by a measure-
ment of the pair correlation function CP (k,−k), which
can then be compared to theoretical results such as that
shown in Fig. 4 (left). However, we need to bear in mind
that in a standard experiment, the imaging system in-
troduces a smoothening of the absorption images in the
xy-plane, which can be modelled by convolution of the
absorption density with a Gaussian [36, 41]. This re-
duces the magnitude of the correlation peak considerably
from the theoretical maximum value of approximately
1/4 shown in Fig. 4. Nevertheless, we expect that the
TOF experiments can be used to detect the supersolid
phase.
In conclusion, we demonstrate that a 2D gas of
fermionic dipoles aligned by an external field allow for
a coexistence of stripe and superfluid order in a large re-
gion of the zero temperature phase diagram. This occurs
as a result of the anisotropic nature of the dipolar interac-
5tion, where the repulsive part drives the stripe formation,
and the attractive part induces the formation of p-wave
Cooper-pairs along the stripes. In momentum space, the
existence of the supersolid phase can be understood from
the fact that the stripe order renders the Fermi surface
partially gapped, leaving gapless the regions most im-
portant for p-wave pairing. We finally discuss how the
supersolid phase can be detected in TOF experiments.
Our results point to several interesting future research
directions. This includes realising an array of 1D topo-
logical superconductors in the limit of strong interaction,
and investigating parallels to the high Tc cuprates, where
the co-existence of charge-density-wave order and super-
conductivity was recently observed [42].
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6SUPPLEMENTAL MATERIAL
1: Hartree-Fock theory on the stripe phase and the
extended zone scheme
The mean-field Hamiltonian used to describe this
phase is given by [1]
HˆMF =
∑
k
kcˆ
†
kcˆk +
∑
k
[hkcˆ
†
k+qc
cˆk + h.c.], (7)
where qc = qcyˆ, k is the single particle Hartree-Fock
energy
k =
k2
2m
+
1
A
∑
k′
[V (0)− V (k− k′)]〈cˆ†k′ cˆk′〉 (8)
and hk is a real off-diagonal element defined by
hk =
1
A
∑
k′
[V (qc)− V (k− k′)]〈cˆ†k′ cˆk′+qc〉. (9)
The inclusion of the second term in Eq. (7) accounts for
the possibility of formation of the density wave along
the y direction. The Hamiltonian in Eq. (7) resembles
(although is not identical to) that of non-interacting par-
ticles in a potential periodic in the y direction with peri-
odicity 2pi/qc. Consequently the quasiparticle eigenlevels
εjk¯ of Eq. (7) exhibit a band-like structure along the y di-
rection of the wave vector, where j = 1, 2, · · · is the band
index and k¯ is restricted to the first Brillouin zone. The
corresponding quasiparticle wave function ψjk¯(ρ) can be
expressed as ψjk¯(ρ) =
∑
G Uj,k¯+Ge
i(k¯+G)·ρ/
√
A, where
G = lqc, l = 0,±1, · · · is the reciprocal lattice vector
and the expansion coefficients Uj,k¯+G are determined the
Schro¨dinger equation(
k¯+G − εjk¯
)
Uj,k¯+G +
∑
G′=G±qc
hk¯+G′Un,k¯+G′ = 0.
(10)
Equation (10) is analogous to the Schro¨dinger equation
of a particle in a periodic lattice, where hk¯+G′ plays the
role of the Fourier components of a “periodic potential”.
Unlike a true periodic potential, however, hk¯+G′ depends
explicitly on k¯ due to the inclusion of the exchange
interaction. In terms of the quasiparticle wave func-
tion basis, the Hamiltonian in (7) can now be brought
into a diagonalised form HˆMF =
∑
jk¯ εjk¯γˆ
†
jk¯
γˆjk¯ , where
γˆjk¯ =
∑
G Uj,k¯+Gcˆk¯+G is the annihilation operator of
the quasiparticle. The quasiparticle occupation num-
ber in the ground state Njk¯ = 〈γˆ†jk¯γˆjk¯〉 = θ(µ − εjk¯)
is specified by the chemical potential µ of the density
wave phase, which in turn is determined by the density
of the gas as
n0 =
1
A
∑
jk¯
θ(µ− εjk¯). (11)
The quasiparticle energy εjk¯ and the expansion coeffi-
cients Uj,k¯+G are implicit functions of the Hartree-Fock
elements k and hk. Therefore these quantities as well as
the chemical potential µ are determined self-consistently
through Eqs. (8)-(11). The reader is referred to Ref. [1]
for a detailed account of their numerical calculation.
It turns out that the effects of the off-diagonal terms in
Eq. (7) to the quasiparticle dispersion are only perturba-
tive, due to the fact the magnitudes of hk are generally
small compared to the Fermi energy 0F [1]. Consequently
the quasiparticle dispersion does not in fact deviate sig-
nificantly from the usual parabolic form except in regions
close to the Brillouin zone boundaries where band gaps
open up. It is thus meaningful to use the “extended zone
scheme” [2] instead of the “reduced zone scheme” in la-
belling the quasiparticle energy levels. More specifically,
each of the physical quantities associated with the sin-
gle particle state ψjk¯(ρ) can be labelled by a single wave
vector in the j-th Brillouin zone k = kj , which is defined
as
kj =
{
k¯+ j2qc, −qc/2 < k¯ · qˆc ≤ 0
k¯− j2qc, 0 < k¯ · qˆc ≤ qc/2
(12)
for j = 2, 4, · · · and
kj =
{
k¯− j−12 qc, −qc/2 < k¯ · qˆc ≤ 0
k¯+ j−12 qc, 0 < k¯ · qˆc ≤ qc/2
(13)
for j = 1, 3, · · · . Likewise, the physical quantities associ-
ated with the time-reversal state ψj,−k¯(ρ) can be labelled
by the vector −k. The effective pairing interaction, given
by
Vj′j(k¯′,−k¯) =
∑
GG′G˜G˜′
δG−G′,G˜′−G˜U
∗
j′,k¯′+G′U
∗
j′,−k¯′+G˜′
×Uj,−k¯+G˜Uj,k¯+GV
(
k¯− k¯′ +G−G′) , (14)
shall be denoted by V(k,−k′). These correspondences
are made clear if one considers the limit of vanishing
off-diagonal Hartree-Fock elements hk. In this limit the
Bloch state ψjk¯(ρ) simply approaches the plane wave
state eikn·ρ/
√
A and the effective pairing interaction
V(k,−k′) approaches the bare interaction V (k− k′).
2: The pairing symmetry
Here we provide a rationale for the choice of a gap
parameter ∆(k) with even parity with respect to φ as
expressed in the main Letter. The gap equation (4) in
7the main Letter can be written as
∆k = −1
2
∫
dk′
(2pi)2
V˜(k,−k′)∆k′
(
1
Ek′ +
P
µ− k′2/2m
)
,
(15)
where V˜(k,−k′) is the anti-symmetrized interaction ma-
trix
V˜(k,−k′) = 1
2
[V(k,−k′)− V(k,k′)]. (16)
It can be shown that the interaction matrix V˜(k,−k′)
has the following expansion
V˜(k,−k′) =
∞∑′
n,n′=1
[Vccnn′(k, k′) cosnφ cosn′φ′
+Vssnn′(k, k′) sinnφ sinn′φ′] , (17)
where
∑′
restricts the summation to odd indices,
Vccnn′(k, k′) =
∫ 2pi
0
dφ
pi
∫ 2pi
0
dφ′
pi
cosnφ cosn′φ′V(k,−k′)
(18)
and
Vssnn′(k, k′) =
∫ 2pi
0
dφ
pi
∫ pi
0
dφ′
pi
sinnφ sinn′φ′V(k,−k′).
(19)
The sine and cosine terms in the expansion (17) are not
coupled and, as a consequence, the gap equation (15)
admits solutions with either even or odd parity with re-
spect to the φ variable. For even solutions only the first
part of the potential in (17) contributes to the integral in
Eq. (15) and for odd solutions only the second part does.
In order to see which part of the potential favours Cooper
pairing, we express Vccnn′(k, k′) and Vssnn′(k, k′) in terms
of the interaction potential in real space V (ρ) = V (ρ, θ).
This can be done by approximating V(k,−k′) by the bare
interaction matrix
V (k− k′) =
∫
dρV (ρ, θ)e−ikρ cos(φ−θ)e−ik
′ρ cos(φ′−θ)
(20)
in Eqs. (18) and (19). Using the expansion eix cos θ =∑∞
n=−∞ i
nJn(x)e
inθ, where Jn(x) is the Bessel function
of the first kind, and performing the integrals with re-
spect to φ and φ′, we find
Vccnn′(k, k′) ' 4in
′−n
∫ ∞
0
ρdρ
∫ 2pi
0
dθ
× cosnθ cosn′θJn(kρ)Jn′(k′ρ)V (ρ, θ) (21)
and
Vssnn′(k, k′) ' 4in
′−n
∫ ∞
0
ρdρ
∫ 2pi
0
dθ
× sinnθ sinn′θJn(kρ)Jn′(k′ρ)V (ρ, θ). (22)
From these expressions we see that Vccnn′(k, k′) mostly
samples the attractive part of the potential in the real
space (the sliver around the x axis) while Vssnn′(k, k′)
mostly samples the repulsive part. Let us take the the
first diagonal elements Vcc11(k, k′) and Vss11(k, k′) for exam-
ple. These are in fact the most dominant matrix elements
for Vccnn′(k, k′) and Vssnn′(k, k′) respectively. As the attrac-
tive sliver of the potential V (ρ) expands from the x axis
with an increasing tilting angle Θ, Vcc11(k, k′) can poten-
tially become negative due to the fact the attractive part
of potential is more significantly weighted in the inte-
gral. The matrix element Vss11(k, k′), on the other hand,
remains positive for all tilting angles. This analysis mo-
tivates us to look for solutions to the gap equation with
even parity with respect to φ.
3: Comparisons between Vccnn′(k, k′) and V ccnn′(k, k′)
The Fourier components V ccnn′(k, k
′) (which are defined
by Eq. (18) with V(k,−k′) replaced by V (k − k′)) for
the bare interaction can be evaluated analytically. Using
Eq. (2) of the main Letter in Eq. (18) we find that the
only non-vanishing matrix elements are those whose in-
dices differ by 0 or ±2. That is, the matrix V ccnn′(k, k′)
has the following tridiagonal structure
V ccnn′(k, k
′) = δn,n′V ccnn(k, k
′) + δn,n′+2V ccn+2,n(k, k
′)
+ δn,n′−2V ccn,n+2(k, k
′). (23)
For odd n we find
V ccnn(k, k
′) =
3pig
m
kk′
k0F (k + k
′)
1
n
[In−1(k, k′)− In+1(k, k′)]
×
[
1−
(
3
2
+ δn,1
3
4
)
sin2 Θ
]
, (24)
V ccn+2,n(k, k
′) = −3pig
2m
kk′
k0F (k + k
′)
×
[
k
k′
In(k, k
′) +
k′
k
In+2(k, k
′) + 2In+1(k, k′)
]
sin2 Θ,
(25)
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V ccn,n+2(k, k
′) = −3pig
2m
kk′
k0F (k + k
′)
×
[
k
k′
In+2(k, k
′) +
k′
k
In(k, k
′) + 2In+1(k, k′)
]
sin2 Θ,
(26)
where
Im(k, k
′) =
∫ pi
2
0
dφ
cos 2mφ√
1− x2 sin2 φ
(27)
with x ≡ √4kk′/(k + k′)2. The integral Im(k, k′) can
generally be expressed in terms of the complete elliptic
integrals. As a few examples, Im(k, k
′) for m = 0, 1, 2
are shown below as
I0(k, k
′) = K(x), (28)
I1(k, k
′) =
1
x2
[K(x)x2 − 2K(x) + 2E(x)], (29)
and
I2(k, k
′) =
1
3x4
[
3K(x)x4 − 16K(x)x2
+8E(x)x2 + 16K(x)− 16E(x)] , (30)
where K(x) and E(x) are the complete elliptic integrals
of the first and second kind respectively. As a useful
gauge of the relative importance of the matrix elements
for various n, we consider the special case of k = k′. In
this case the expressions in (24)-(26) simplify and we find
V ccnn(k, k) =
12pig
(4n2 − 1)m
k
k0F
[
1−
(
3
2
+ δn,1
3
4
)
sin2 Θ
]
(31)
and
V ccn+2,n(k, k) = V
cc
n,n+2(k, k)
=
3pig
(2n+ 1)(2n+ 3)m
k
k0F
sin2 Θ. (32)
We see that the magnitudes of these matrix elements
decreases rapidly as 1/n2. The Fourier components
Vccnn′(k, k′) for the quasiparticles are calculated numer-
ically using Eq. (18). We find that the formation of
density wave has minimal effects on the effective par-
ing interaction, namely Vccnn′(k, k′) agrees very well with
V ccnn′(k, k
′). (see Figs. 6-7 as an example) for a wide range
of g and Θ.
0.2 0.21 0.22 0.23 0.24 0.25 0.26 0.27−4
−2
0
2
4
Θ/pi
V
cc n
n
′(
k
0 F
,k
0 F
),
V
cc n
n
′(
k
0 F
,k
0 F
)
Figure 6. The matrix elements (in units of g/m) Vcc11(k0F , k0F )
(blue circle), Vcc13(k0F , k0F ) (red circle) and Vcc33(k0F , k0F ) (green
circle) as a function of Θ for g = 0.95. The solid lines
are V cc11 (k
0
F , k
0
F ) (blue), V
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13 (k
0
F , k
0
F ) (red) and V
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0
F , k
0
F )
(green) respectively.
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Figure 7. The matrix elements (in units of g/m) Vcc11(k, k0F )
(blue circle), Vcc13(k, k0F ) (red circle), Vcc31(k, k0F ) (black circle)
and Vcc33(k, k0F ) (green circle) as a function of k/k0F for g =
0.95 and Θ = 0.27pi. The solid lines are V cc11 (k, k
0
F ) (blue),
V cc13 (k, k
0
F ) (red), V
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31 (k, k
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F ) (black) and V
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33 (k, k
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F ) (green)
respectively.
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