We have proposed a new Inverse Weibull distribution by using the generalized Beta distribution of McDonald (1984) . Basic properties of the proposed distribution has been studied. Parameter estimation has been discussed alongside an illustrative example.
Introduction
The Beta function defined as:
    The density function corresponding to (3) is:
where Eugene, et al.(2002) has defined the Beta-Normal distribution by using
 
Gx as cdf of Normal distribution in (4). Nadarajah & Gupta(2004) has defined the Beta-Frechet distribution on the basis of (4). Kumaraswamy(1980) has introduced another distribution on   0,1 that can be used as an alternate to the Beta distribution. The proposed distribution has been named as the Kumaraswamy distribution and has the density function as:
; , = 1 ;0 < < 1; , .
Jones(2009) has studied the properties of (5) and has shown that the distribution can be used as an alternate of Beta distribution. The density (5) has also provided basis for generalization of distribution on the lines of (4). Cordeiro & de Castro(2011) have used (5) to propose the Kumaraswamy generalized distributions having density function as:
where  
Gx is distribution function of any available probability distribution. Cordeiro, Ortega, & Nadarajah(2010) have used distribution function of Weibull distribution in (6) as   Gx to propose the Kumaraswamy Weibull (Kum-W) distribution. and has defined defined the McDonald generalized distributions as: In this paper we have proposed the McDonald Inverse Weibull distribution by using the distribution function of Inverse Weibull distribution in (8) . The distribution with its common properties is defined in the following section.
The McDonald Inverse Weibull Distribution
Suppose that the random variable X has an Inverse Weibull distribution with density and distribution function given as: 
where 
The plot of probability density funciton (pdf) and hazard rate function (HF) is given in Appendix B and Appendix C respectively. 
Generating Function and Moments

In this section we have obtained the Moment Generating Function of McDonald
Order Statistics
In this section we have presented the order statistics of   , , , ,
The distribution of k th  order statistics for a random sample of size n from distribution
 
Fx is given as:
where
Using the series expansio of last term of (17), the distribution of k th  order statistics can be written as: ,..., = .
The log of likelihood function is:
MIW a b c  we have the density given in (10). The log of density is:
The log of likelihood function is therefore: 
