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Ever since its emergence in the fifties, regional science has made a 
vigorous attempt at providing an explanation for real-world spatial 
configurations and development patterns. Despite a formal mathematical 
and statistical orientation, its major aim has always been to offer 
an analytical basis for understanding empirical facts fröm a complex 
spatial reality. In doing so, regional science methodology has been 
strongly affected by natural science approaches. Location-allocation 
models, optimization models, entropy models, transportation and traffic 
models, regional growth models and the like reflected the (implicit) 
assumption that facts in a spatial world could be adequately measured 
by means of figures based on a cardinal metric system. Despite some-
times invalid or weak underlying assumptions, the main stream in 
regional science methodology has often made heroic attempts to measure 
attributes of phenomena on a cardinal scale-. Verification of facts and 
validation of theories had to pass - in many cases - the narrow filter 
of methods and techniques characterized by cardinal measurability 
(cf. Roberts, 1979). 
Until recently, the great potential offered by qualitative methods of 
analysis has too often been negleeted or underestimated, and much 
(sometimes radical) criticism of the conventional methodology of various 
social sciences (including regional science) has resulted from inappro-
priate choices of the level of measurement in statistical and econometrie 
analyses. 'Measuring the unmeasurable' (see Nijkamp et al., 1983) is in-
deed a paradoxical issue of great significance in social science research. 
In recent years, significant progress has been made in the treatment of 
qualitative (or categorical) variables (i.e., variables measured on an 
ordinal, binary, or nominal scale). In the field of both parametric and 
non-parametric statistics and econometrics a wide variety of techniques 
and models have been designed which treat qualitative variables in an 
appropriate manner, and have resulted in terms such as 'soft econometrics', 
soft modeling', 'qualitative statistics', 'non-metric data analysis', etc. 
Many of these new techniques are also increasingly being applied in 
regional science and related desciplines (for instance, in the area of 
consumer choice behaviour, locational perceptions and preferences, 
contingency table analysis, scenario and qualitative impact analysis, 
plan evaluation and conflict analysis, and so forth). 
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The recently developed methods of qualitative data analysis aim at taking 
into account the limitations caused by measuring variables on a non-
metric scale. They also aim at avoiding the use of non-permissible 
numerical operations on qualitative variables (for instance, a summation 
or multiplication of ordinal figures). In this respect, these methods 
may broaden the scope of conventional regional science research and lead 
to many new perspectives for an appropriate manipulation of qualitative 
information. 
Fortunately, research in the fields of geography, economics (particularly 
regional and urban), and planning has become more reliant on qualitative 
data. Whilst disciplines such as psycholögy and sociology have been extensive 
users of qualitative data, and have well developed experimental designs 
and statistical methods for dealing with such data (see De Leeuw et al., 
1983, and Wegener, 1982), the spatial analysis disciplines in 
g"enèralhave been late entrants to this new area and are still in an 
experimental phase. No doubt, there is still a long way to go in the 
handling of qualitative spatial data (for instance, in the field of 
polyhedral dynamics, differential topology, discrete-to-continuous trans-
forms, and qualitative spatial filter and aggregation analysis), though 
it has to be added that in recent years also remarkable advances have 
been made (for instance in the field of Generalized Linear Models, latent 
variables methods, correspondence analysis and other qualitative multi-
variate techniques, fuzzy set analysis, qualitative evaluation analysis 
and discrete choice analysis including panel data and time-event histories). 
In regard to qualitative data analysis, it is also of utmost, importance 
to pay more attention to data collection (such as.quality of data, 
sampling, survey design). In many situations, there is an overemphasis 
on completeness for data collection rather than concentration on data 
which are analytically the most important - especially in the context 
of forecasting and updating. 
Unfortunately, the strong orientation of regional science research 
towards a quantitative methodology has not kept pace with the necessary 
quality and level of measurement of the data needed to operationalize 
models and methods. In fact, the majority of models developed in spatial 
research takes for granted a reliability and accuracy of data which is 
not fulfilled in practice (cf. James et al., 1982). Thus the theoretical 
'3 
developments in quantitative spatial analysis have created a gap between 
data needs for analytical models and data- availability (see Figure 1). 
quantïty 
of 
data 
creativity gap 
time 
Fig. 1. Gap between supply and demand of data 
This figure also illustrates the role of qualitative modeling in 
bridging the gap between the demand for data for analytical models (D) 
and the supply of available data (S). Qualitative data analysis takes for 
granted the nature of existing data and attempts to design appropriate 
models and techniques for a consistent transformation of these data by 
means of methodologically sound operations in 'order to derive metric 
inferences regarding the phenomena at hand. In this respect, it is a 
challenge for qualitative data analysis to fill the above mentioned 
creativity gap. 
Another bottleneck in terms of the application of the methodologies of 
qualitative data analysis in empirical research practice is the lack of 
attention to behavioral theories supporting or underlying the mathema-
tical/statistical methodologies and models. In general, much attention 
is paid to the formal aspects of mathematical and statistical theories, 
but not enough attention is paid to the behavioral processes being 
studied or to the structure of regions or cities at hand. In particular, 
if various applications ignore the underlying behavioral processes, then 
the results obtained cannot be meaningfully interpreted. In such cases, 
unsatisfactory results might lead 'practitioners' to be reluctant to 
use new models and techniques (including qualitative models) . Thus the 
latter must be carefully applied by their developers to real world 
problems, in order for 'practitioners' to become comfortable in adopting 
the new techniques. 
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As mentioned already before, in recent years various techniques and 
models in the area of qualitative data analysis have found interesting 
applications in spatial research. Table 1 contains a concise survey 
based on Nijkamp (1983). The following main new developments are included 
in this Table: 
- indirect methods: cope with the qualitative nature of data used 
in statistical or econometrie techniques by employing allied metric 
concepts or indicators that reflect the information embodied by the 
original qualitative variables. 
- statistical methods for multivariate qualitative data: aim at 
detecting a structure in an ordinal or binary data set so as to 
draw inferences from this data set in cardinal terms. 
- statistical methods for multidimensional nominal data: try to 
provide appropriate solutions for treating variables characterized 
by dichotomous (binary) or polychqtomous classifications, by employing 
information on the frequency of items in each nominal class. 
- explanatory models with qualitative data: aim at developing statis-
tical /econometrie models, in which the predetermined variables are 
either cardinal or qualitative (or mixed), and the response variables 
cardinal or qualitative. 
- qualitative structure analysis of complex systems: tries to infer 
statements regarding the qualitative structure of models without 
knowing the precise cardinal values of the variables described in 
those models. 
- qualitative multiple criteria analysis: aims at providing an evalua-
tion of discrete alternatives marked by qualitative impact assessment 
and/or preference weights. 
Having briefly summarized now the current state-of-the-art in qualitative 
(spatial) data analysis, it may be interesting to point out some new pro-
mising directions in this field. This will be the subject of some sub-
sequent sections. 
indirect methods statistical 
methods for mul-
tivariate quali-
tative data 
statistical 
methods for mul-
tidimensional 
nominal data 
explanatory 
models with 
qualitative data 
qualitat 
structur 
analysis 
plex sys 
proxy variables rank correlation 
analysis 
cöntingency 
table analysis 
logit analysis graph th 
dummy variables concordance 
analysis 
log-linear 
analysis 
probit analysis qualitat 
calculus 
' order statistics ordinal princi-
pal component 
analysis 
scaling analysis bifurcat 
theory 
latent variables qualitative 
cluster analysis 
regime analysis 
path models multidimensional 
scaling analysis 
generalized 
linear models 
partial least 
squares 
homogeneous 
scaling analysis 
linear probabil-
ity models 
Lisrei models correspondence 
analysis 
fuzzy set 
analysis 
Table 1. A summary of some qualitative data methods 
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2. CATEGORICAL DATA ANALYSIS AND GENERALIZED LINEAR MODELS 
The models and techniques of categorial data analysis (logistic/logit 
models, probit models, log-linear models, screening and simultaneous test 
procedures, and so on) are now a firmly established part of research 
methodology within the fields of geography, economics, and planning. 
Moreover they are increasingly being viewed within the framework 
provided by Nelder and Wedderburn's (1972) family of 'generalized linear 
models' (GLMs) and implemented through the common computing environment 
provided by the GLIM package. These trends must inevitably continue and 
• strengthen within the next few years. Thus one may look forward to an 
increasingly sophisticated understanding and use of these procedures 
in spatial analysis aided by the diffusion of a new generation of text-
books (e.g. McCullagh and Nelder, 1983; Wrigley, 1984). 
Developing outwards from this now established base we see the most 
promising directions for research as lying within two broad areas: 
(i) In the exploitation within spatial analysis of some of the most 
recent extensions of GLMs including composite link function 
models, mixture models, model with compound dispersion parameters, 
and quasi-likelihood procedures. 
(ii) In attempts to integrate the still rather separate literatures and 
research traditions of the analysis of spatially dependent data 
on the one hand and categorical data analysis on the other. 
2.1 Conventional GIMs and the potential of recent extensions 
At the heart of Nelder and Wedderburn's 'generalized linear models' 
(GLMs) approach lies the concept that many apparently separate statis-
tical models and modelling traditions can be reconciled in a single 
system with-a common notation and a unified estimation procedure. The 
potential benefits of this perspective for the analysis of qualitative 
spatial data are, threefold. First, the algebraic differences which have 
characterized categorical data models become largely redundant. Second, 
the consistent notation of GLMs allows users to more readily perceive 
the interrelatedness of models and encourages an exploratory approach 
to data analysis. Third, the GLM perspective not only simplifies the 
various categorical data methods to a single family of models, but 
also links these models in a unified manner with conventional continuous 
(quantitative) data linear models. 
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Details of the GLM framework are discussed by Nelder (1983), Arminger 
(1983), McCullagh and Nelder (1983), and in the spatial analysis litera-
ture by O'Brien (1983) and O'Brien and Wrigley (1983) amongst others. 
Very briefly, an generalized linear model can be written in the form: 
Y. = 
1 
(n.) + e. (l) 
where Y. is a response variable which is assumed to come from the 
exponential family of probability distributions, n. = Z $ X., is the 
_ ï ^ k ik. 
'linear predictor', e. is an error term, and g is the inverse of 
the 'link' function 
=' g"1 (n.) (2) 
by which the linear predictor n. , is related to p. , the expected 
value of Y. [i.e. Ui = E(Yi)]. 
Many spatial analysts are now familiar with the Standard combinations 
of error distributions and link functions shown in TabIe 2, and the 
conventional continuous and categorical data GLMs which the combina-
tions produce. Less familiar to spatial analysts, however, are some 
of the recent extensions of GLMs, yet such extensions are now beginning 
to play a significant role in the specialized literature which surrounds 
the GLIM package. (See, for example, recent issues of the twice-yearly 
GLIM Newsletter which contains valuable discussions of these developments 
and user-supplied GLIM 'macros'). 
Model Error Distribution 
Linear regression Normal 
ANOVA (fixed effects) Normal 
ANOVA (randóm effects) Gamma 
Logit regression 
Probit regression 
Linear logit model 
for cell f problems 
General log-linear 
model for cell g 
problems 
Log-linear model 
for cell f problems 
Binomial or Multinomial 
Binomial or Multinomial 
Binomia,l or Multinomial 
Poisson 
Poisson 
Link function 
Identity 
Identity 
Identity 
Logit 
Identity 
Logit 
Logarithmic 
Logarithmic 
Table 2. Examplesof conventional GLMs (cell references are to Wrigley, 
1983, Table 1). 
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Some of the simplest, but potentially most useful, extensions of the 
conventional GLMs of Table 2 can be derived using composite link func-
tions (Thompson and Baker, 1981). Instead of the one-to-one relationship 
shown in (2) between the expected values, y. , and the linear predictors, 
n. , composite link functions allow each y. to be a function of 
several n's. In practice, this is done by defining each y to be a 
linear combination of some intermediate quantities (say T.) which 
are themselves functions of the corresponding n. (see Arminger, 1983). 
Uses of composite link function' models in qualitative data analysis 
currentïy include latent class analysis (see Arminger, 1983) and the 
analysis of fused cells in contingency tables (see Thompson and Baker, 
1981). In addition, Nelder (1983) suggests that McCullagh's (1980) 
logistic/logit models for ordered categories can be cast in this framwork, 
and many other possibilities have recently been suggested (e.g. Roger, 
1983). 
Other interesting extensions of conventional GLMs occur when the error 
term in (1) is assumed to be a mixture of several components rather 
than being homogeneous. One example of such extensions which already exists 
in the spatial analysis literature is Flowerdew and Aitkin's (1982) 
compound Poisson migration model, and the SSRC in Britain are currentïy 
supporting additional research (Flowerdew, 1983) in this area of spatial 
analysis. Nelder (1983) notes that a quasi-likelihood procedure may often 
be useful for deriving satisfactory parameter estimates for such models, 
and it is clear that this procedure holds considerable potential for 
many other areas of qualitative spatial data analysis. 
The increasingly wide use of the GLMs approach is, of course, in no small 
part due to the power and the flexibility of the operational statistical 
modelling environment provided by the associated GLIM computer package. 
The new version of the package, GLIM 4, will shortly be released and will 
form part of a new statistical data analysis system whichhas. provisionally been 
known as PRISM (see Wrigly, 1983). The new features of GLIM 4, e.g. the 
extended range of default options of link functions and error distribu-
tions, including the important multinomial error distribution (see 
Clarke, 1982; 0'Brien, 1983), and the proposed link in the PRISM system 
to GRAPH 1 - a set of graphics subroutines for simple data displays and 
more sophisticated uses (generalized text drawing, picture segments, and 
graphical input-output)-can only advance its use in spatial analysis. 
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As such, there is clearly an urgent need for existing quantitative 
geography/spatial analysis textbooks to be updated to reflect the 
increasing use of GLIM and the GLMs framework, and thus to help bridge 
the gap between research practice and undergraduate/graduate teaching. 
Integrating Techniques for Handling Spatial Dependence and Categorical Data 
Despite the fact that categorical data analysis is now a firmly established 
part of research methodology within geography, regional/urban economics, 
and planning, there have, so far, been suprisingly few attempts to inte-
grate the spatial autocorrelation/dependence and categorical data litera-
tures. Here we see a major challenge which spatial analysts must take up 
and from which they could make a distinctive contribution. 
Over the past fifteen years, considerable attention has been paid to the 
problems which derive from applying classical statistical models and 
inferential procedures which assume independent observations to geographi-
cal data which typically exhibit systematic ordering over space. During 
this period, the analysis of spatial data has been developed from a 
stage of relatively uncritical application of Standard inferential tests 
and statistical models, to a stage of wide appreciation of the effects 
of spatially dependent data. Tests for spatial autocorrelation have 
been developed, classical statistical models and tests have been modified 
to handle spatially dependent data and extensive research on spatial 
process modelling and spatial time-series analysis has been conducted 
(e.g. Cliff and Ord, 1973, 1981; Hepple, 1974; Hordijk and Nijkamp, 1978; 
Bennett, 1979; Griffith, 1980, Haining, 1980; Folmer, 1983). 
To some extent, it is possible to view the categorical data methods 
and models now used in spatial analysis as being in an analogous position 
to the continuous data methods/models used a decade ago. As such, inte-
gration of the categorical data and spatial dependence literatures is 
likely to proceed along the same path as described above, but at a much 
accelerated rate. Indeed, as Wrigley (1983a) shows, the first steps 
along this path have already been taken. For example, Fingleton (1983a, 
1983b) has shown that considerable care is necessary when attempting to 
apply the now familiar log-linear models for cateaorical data to spatially 
dependent data. In these circumstances the Standard model selection pro-
cedures of . log-linear modelling may erroneously detect interaction 
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effects between variables (or even main effects) which are, in fact, 
spurious and a consequence of the spatially dependent observations. 
Fingleton's solution to this problem involves modifying the Standard 
calculation of Pearson's chi-square statistic, for - in the presence 
of positive spatial dependence - it can be shown that this will assume 
an inflated value. Similarly, Odland and Barff (1982) have attempted to 
combine the logic of existing space-time interaction tests with cate-
gorical data models in order to model the space-time patterns of 
housing deterioration in an American city. Further research in both 
these areas is clearly possible. For example, in the case of log-linear 
models with spatially dependent data, Fingleton has shown how knowledge 
of the precise nature of the spatial autocorrelation might ultimately be 
used to estimate variance-covariance matrices which include terms repre-
senting the structure of the spatial dependence whilst in the case of 
Odland and Barff's categorical space-time process models there is 
clearly considerable potential in attempting to develop linkages to Besag's 
(1974,1975) important class of auto-logistic models (see Haining, 1982, 
1983). 
We, therefore, essentially see the integration of the spatial autocor-
relation/dependence and categorical data literatures as following an 
accelerated version of the path established in the late I960s and l970s 
for continuous spatial data. However, the wider backcloth of statistical 
methodology is clearly not the same as in that period, and these broader 
trends must influence the nature of the integration. In particular, we 
foresee two wider trends in statistical methodology as likely to affect 
research in this area within the next five years. 
First, it is clear that spatial analysis is not immune to the wider 
debate on robustness and resistance which has taken place within statis-
tics and to the still wider issue of exploratory versus confirmatory 
approaches to data analysis (see the commentaries in the geographical 
literature by Cox and Jones (1981), Jones (1984)). At the very least, 
the next few years are likely to see the adoption of a much wider range 
of diagnostic tools and a more prevailing interactive and exploratory 
approach to statistical modelling in spatial analysis (Wrigley, 1983b). 
Pregibon (1981, 1982; see also Wrigley, 1983a) has shown how diagnostic 
methods for continuous data regression models can be extended to some 
of the centrally important models of categorical data analysis, and 
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there seems to be great potential for adopting these methods as Standard 
tools and attempting to extend their current scope to handle issues of 
spatial dependence. In this context there is a valuable analogy in, and 
perhaps some interesting potential linkages to, the recursive residual 
diagnostic tests used to assess the instability of regression relation-
ships over time (see Hepple, 1979; Martin, 1979; Dunn, 1982). 
Second, there has recently been growing interest in statistics in the 
intrinsic and centrally important relationship between sample survey design 
and statistical analysis, in particular the effects of complex survey 
design on classical statistical models and methods (e.g. Holt et al., 
1980a, 1980b; Holt and Scott, 1981). Some of this (e.g. Holt et al., 
1980a; Brier, 1980) addresses the impact of complex survey design on 
categorical data techniques and, in this context, it should be noted 
that spatial sampling produces similar problems (i.e. positive depen-
dence between observations from similar origins which in the survey 
analysis context is said to produce a 'design effect' exceeding 1). 
As a result, we foresee considerable potential in exploiting some of the 
central features of this categorical data/complex sampling scheme 
literature to accommodate spatial dependence effects in categorical 
data models, aiwwenote that Fingleton (1983a, 1983b) has already be0an 
to explore these possibilities in the context of log-linear modelling. 
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DISCRETE CHOICE MODELLING 
The area of research which has come to be known as discrete 
choice modelling represents the interlinkage of developments in micro-
economie theory, psychological choice theory, and the statistical 
analysis of categorical data. As such it is merely a convenience 
to separate developments in this area from those in categorical data 
analysis/generalized linear modelling, and the trends discussed above 
must inevitably influence discrete choice modelling. Nevertheless, 
there are certain debates and developments which are currently 
restricted to the discrete choice literature and these can be expected, 
reciprocally, to influence the previously identified trends. 
3.1 The search for less restrictive discrete choice models 
For a considerable time, examples of situations in which the 
'independence from irrelevant alternatives' (IIA) property of the 
multinomial logit (MNL) model will yield counter-intuitive behavioural 
forecasts have been known (see Wrigley, 1984, for illustrations). 
This has given rise to a search for alternative discrete choice 
models based upon less demanding assumptions and with less restrictive 
properties of cross-substitution embodied in their structure. 
Figure 2 Alternative discrete choice mode^ s-
Simplicity, tractability Generality but 
but restrictiveness complexrty 
Multinomial Multinomial 
Logit Model Probit Model 
Haif-way House Models 
a) Nested Logit 
b) Dogit 
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A summary of the nature of this search is provided by Figure 1 
(see for mcre details also Wrigley, 1983). The most general 
least restrictive, of the alternative discrete choice models is the 
multinomial probit (MNP) model (Daganzo, 1979). The MNP allows the 
random components of utility of the choice alternatives to be 
correlated and to have unequal variances. It also permits random 
taste variation across individuals. By restricting the form of the 
variance-covariance structure of the MNP model, a family of special 
cases of the MNP can be specified, and these can provide (e.g. Miller 
and Lerman, 1981) considerable insight into the nature of spatial 
choice problems. Unfortunately, the MNP model is conceptually complex 
and computationally unwieldy, and the most popular estimation procedure 
(which uses the Clark approximation to reduce the estimation problem 
to one of sequential univariate integration) remains controversial 
(Sheffi, Hall and Daganza, 1982). As a result, there has been a 
search for what might be termed 'half-way house' models, which lie 
somewhere between the generality and complexity of the MNP model and 
the restrictiveness but tractability of the MNL model. 
The two most popular 'half-way house' models are the dogit 
(Gaudry and Dagenais, 1979) and the nested logit (see Sobel, 1980, 
for an introductory review). In particular, the nested logit, which 
is a special case of the so-called generalized extreme value (GEV) 
model, has recently held a prominent theoretical and empirical 
position. The work of Williams (1977), Daly and Zachary (1978), 
Ben-Akiva and Lerman (1979), and McFadden (1979) established the 
consistency of nested logit models with random utility maximization. 
It also established the correct form and significance of the composite 
utility terms and the associated parameters within such models. 
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The nested logit model can readily handle correlated random components 
of utility, and it thus embodies more general properties of cross-
substitution than the MNL without sacrifice of computational 
tractability. 
The discrete choice models in Figure 2 belong to a general set 
of choice models which are termed 'compensatory' models. In addition, 
most of them assume that the parameters of the utility function are 
•context free' and that there is no shifting in the valuation (weight) 
given to an attribute as the choice set changes in composition. Both 
of these characteristics of existing discrete choice models have 
recently been questioned. Timmermans (1983a), for example, has 
considered the potential of non-compensatory choice models, though as 
yet the only members of this class of models which have assumed 
significance are the elimination-by-aspects (EBA) models proposed by 
Tversky (1972a, 1972b) and to some extent these are a special case 
being 'globally' compensatory in nature though non-compensatory 
'locally' (Tversky, 1972a, p.296). Similarly, Meyer and Eagle (1981, 
1982) have attempted to incorporate context induced parameter 
instability into discrete choice models, and have proposed a set of 
adjusted logit models which seek, simultaneously, to overcome 
problems caused by correlated random components of utility and 
'context dependence/weight shifting'. 
The next five years are likely to see a continuation of 
this search for less restrictive but computationally tractable 
discrete choice models. However, this will probably occur at a slower 
rate as there is now an urgent need to gain wider empirical experience 
of the performance of the current generation of models. In this 
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context, there is considerable potential for cross-fertilization . 
with the categorical data/generalized linear modelling literature. 
For example, MNP models are little known outside the specialized 
discrete choice modelling literature, and it would be of considerable 
benefit to 'see their structure and computational problems debated 
within the context of this wider literature. Similarly, assessment 
of the empirical performance of competing discrete choice models can 
only be aided by a sehsitivity to the potential of the logistic/logit 
model diagnostics suggested by Pregibon (1981, 1982). 
3.2 Choice experiment data, decompositional multiattribute preference 
models, and discrete choice models 
Discrete choice models are calibrated using survey data on 
observed choice behaviour. Such data are often subject to many sources 
of confoundment, aifd are often available for only a limited range of ; 
attribute levels: a range which may be insufficiënt to permit 
extrapolation of choice predictions to the unobserved attribute 
mixes which are likely to define any 'new' alternatives which might 
enter the choice set. In these circumstances, preference data 
obtained from controlled choice experiments involving hypothetical 
alternatives may have a particularly valuable role to play. Such 
experiments allow the separation out of error components which 
become confounded in normal sample survey data, and allow decision 
makers to formulate preferences over new or unattainable alternatives. 
In practice, choice experiments of this kind form the basis of 
a class of choice models known as 'decompositional multiattribute 
preference models' (see Timmermans, J983a, Timmermans et al, 1983). 
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Such models are sometimes regarded as competitive alternatives to 
discrete choice models; the issue being closely related to the 
relative merits of revealed versus expressed preferences. However, 
there is a growing consensus (e.g. Timmermans, 1983b; Hensher and 
Louviere, 1981) that the two types of models- may be used in a 
complementary way depending on the type of spatial choice problem. 
Timmermans (1983b), for example, has noted that: 
'Discrete choice models might prove 'co be most 
valuable for predicting discretionary behaviour which is 
characterised by relatively homogeneous and monotonie 
underlying preferences and compensatory composition rules 
as a response to relatively minor and continuous changes in 
the attributes of the choice alternatives. In contrast, 
decompositional multiattribute preference models seem to 
be better for predicting constrained behaviour with large 
variations in underlying preferences and type of 
composition rules as a response to substantial and 
discontinuous changes in the attributes of the choice 
alternatives or to the introduction of new alternatives'. 
Over the next five years, we foresee a closer integration of discrete 
choice models and decompositional multiattribute preference models, 
and a wider sensitivity to the appropriate roles of choice experiment 
and sample survey data. However, once again, there is currently 
an urgent need for comparative empirical studies to assess the 
performance of both types of models. 
3.3 Sample des.ign effects 
A majority of applications of discrete choice models assume 
that parameter estimation will be conducted using Standard maximum 
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likelihood techniques on sample survey data collected frora simple 
or exogenously stratified random sample designs. However, the search 
for refined cost effective sampling procedures in discrete choice 
modelling has frequently led to the adoption of an endogenous 
(choice-based) approach to sample stratification. This approach presents 
additional estimation difficulties but it has generated important 
research (e.g. Lerman and Manski, 1979; Manski and McFadden, 1981; 
Coslett, 1981) which serves to stress the intrinsic and centrally 
important relationship between sample survey design and statistical 
analysis. As noted above, recent attempts to accommodate spatial 
dependence effects into log-linear modelling (Fingleton, 1983a; 1983b) 
have drawn upon the growing literature in statistics on the question of 
categorical data and complex (clustered, multistage, etc.) sampling 
schemes (e.g. Holt et al, 1980a). As a result, we foresee considerable 
potential in attempts to link the discrete choice modelling, -
categorical data^ and sampling survey literatures through a wider 
and deeper understanding of the effects of sample design on the most 
commonly employed statistical methods for qualitative data. 
3.4 Panel data and dynamic modelling 
Discrete choice models have traditionally been estimated using 
cross-sectional sample survey data. Recently, however, there has 
been increased interest in the potential of longitudinal or panel 
data, for it is well known that in the analogous context of 
conventional continuous data linear models the use of panel data 
often results in greater efficiency, in both statistical and 
behavioural terms, than the use of separate cross-sectional samples. 
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Panel data discrete choice models must attempt to capture two 
main effects. The so-called state dependence (or 'structural state 
dependence') effect results from the fact that individuals' choices 
are to some extent dependent on their previous choices, whereas the 
serial correlation (or 'spurious state dependence') effect results 
from neglected or unobserved attributes which do not change (or change 
only slowly) from one time period to the next. This latter effect 
usually arises from individual differences in the propensity to 
experience an event and it, therefore, usually reflects the effect 
of population heterogeneity. The problem, of course, is to distinguish 
between the effects of spurious and structural state dependence. 
Halperin (this volume) reviews the work of Heekman (1981), 
Daganzo and Shef.fi (1979, 1982), Tardiff (1980), Johnson and Hensher 
(1982) and shows that considerable progress has recently been made 
in this context, particularly involving use of the MNP model. In fact, 
Daganzo and Sheffi (1982) have recently suggested that MNP panel data 
problems with either structural or spurious state dependence are 
merely special cases of a more general model, and that choice of a 
structural state dependence model, serial correlation (spurious 
state dependence) model, or any combination of the two, is simply a 
specification issue to be decided by the modeller. 
The analysis of longitudinal/panel/event history data is 
currently a major area of advance in statistical methodology and we 
foresee continued theoretical development in this area of discrete 
choice modelling. Recently, a number of major panel surveys have 
been undertaken by transport planners, economists and geographers, 
some of which contain much richer locational information than typically 
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available in pr.evi.ous panel data sets. As such, we look forward 
to empirical studies in which the recently developed dxscrete choice 
models for panel data are assessed, and to the development and empirical 
testing of alternative approaches to modelling the time-space activity 
data recorded by such surveys. 
<# «*-
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4. QUALITATIVE MULTIVARIATE MODELS 
The area of qualitative multivariate analysis is very heterogeneous. 
It varies from path analysis and linear structural models to corre-
spondence analysis and scaling techniques. Some elements in this field 
have already received attention from econometricians and geographers 
for many years (for instance, latent variables models), while other 
elements are still underdeveloped (for instance, correspondence analysis). 
In the present section some major issues are selected for further 
discussion notably linear structural equation models and partial least 
squares models. 
4.1 Linear structural equation models (Lisrel) 
Linear structural equation (Lisrel) models are based on latent variable 
methods and may be regarded as a synthesis of path analysis, factor 
analysis and simultaneous equation models. Thanks to the path breaking 
work of Jöreskog and .Goldberger (1975), Lisrel models have received 
increasing attention in econometrics (see for a discussion and survey 
among others Bentier, 1983, and Folmer, 1983). Lisrel is now fully 
operational, and has been applied to many empirical problems. 
A new direction in Lisrel modeling has recently been provided by Muthén (1983), 
who demonstrated that categorical data can also be included in conven-
tional Lisrel models, by applying either limited information (univariate 
and bivariate) multi-stage least squares or full information maximum 
likelihood procedures. Furthermore, it can be shown that 
longitudinal data can also be taken into account in this qualitative 
Lisrel approach. This new research direction means that qualitative data 
analysis may now be fully extended to Lisrel models, so that latent 
variables methods with qualitative data can be cast in an explanatory 
framework. 
Another important research direction in Lisrel modeling has been pointed 
out by Folmer (1983), who has dealt with spatial auto- and cross-corre-
lation in the framework of Lisrel models for spatial impact analysis. 
By regarding the impacts of spatial auto- and cross-correlation as latent 
impacts, he was able to identify spatial auto- and cross-correlation and 
to respecify regional models suffering from spatial spillover effects. 
Clearly, this research issue is highly relevant for spatial analysis and 
deserves full attention in future regional and urban analyses. 
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Partial least squares (PLS) 
Partial least squares (PLS) is now a well established method in quanti-
tative research and systems analysis thanks to the innovative work of 
Herman Wold (see for a review also Dijkstra, 1983). PLS models are -
unlike maximum likelihood methods - not based on the stringent 'hard' 
assumption that the observables are joinly characterized by a specified 
multivariate distribution subject to independent observations. Another 
advantage of PLS methods over conventional maximum likelihood techniques 
is that these methods also provide predictive inferences in case of 
qualitative variables. 
PLS methods aim at bridging the gap between substantive theory and statis-
tical techniques by providing a general scope for causal-predictive analy-
sis in causal chain models. As PLS models stem from path analysis with 
latent variables and as the PLS approach is distribution-free and not 
impaired by interdependence among the observations,. it is a very general 
and flexible technique for causal-predictive inferences. In this respect, 
PLS can also treat qualitative (notably categorical) data in a straight-
forward way. 
New directions in qualitative PLS modeling can be found inter alia in 
contingency table analysis with categorical data, in qualitative canonical 
correlation analysis, in nested qualitative causal models, and in mixed 
(quantitative and qualitative) path analysis. Especially in the area of 
large-scale and complex models based on qualitative information regarding 
the variables describing this system PLS models offer a potentially impor-
tant tooi. 
Unfortunately, very little attention has so far been given to spatially 
dependent variables in PLS models. As such, this represents a potentially 
important research area which deserves development. Similarly, closer atten-
tion should also be given to the Stone-Geisser test for predictive rele-
vance and to the jackknife statistic in case of spatially dependent quali-
tative data (see Folmer, 1983). This would also be a rich field of future 
research in regional science. 
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CONCLUSION 
The field of qualitative data analysis represents an extremely rich 
research area which is continuing to develop at a rapid pace. There 
is at present a wide variety of methods available that may be helpful 
tools for classification and reduction problems, statistical tests, 
econometrie modeling and plan evaluation problems. Despite many promising 
advances, there are still many methodological problems which remain. 
Some of these have been noted above. Others include: 
the design of methods especially appropriate for consistent linking 
of qualitative and quantitative data in individual models 
- the design of modules for a consistent integration of models in a 
multiregional context, some of which may be based on precise infor-
mation and others on qualitative data 
- the aggregation and scale problems regarding space, time and model 
dimensions (as well as the linkages between these three items), when 
some or all of the models are based on qualitative data 
the nature and validity of qualitative analysis in' case of forecasting 
problems 
the identification of spatial auto- and cross-correlation in case of 
qualitative spatial data 
- the treatment of qualitative data in optimization models (e.g., in a 
spatial interaction context). 
Thus the final conclusion from this essay is that qualitative data ana-
lysis has the potential to provide one of the focal points for future 
research in spatial analysis. 
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