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Abstract
In a recent paper, Nguyen, Kuhn, and Esfahani (2018) built a distributionally robust estimator
for the precision matrix of the Gaussian distribution. The distributional uncertainty size is a key
ingredient in the construction of this estimator. We develop a statistical theory which shows how
to optimally choose the uncertainty size to minimize the associated Stein loss. Surprisingly, rather
than the expected canonical square-root scaling rate, the optimal uncertainty size scales linearly
with the sample size.
1 Introduction
Motivated by a wide range of problems which require the estimation of the inverse of a covariance
matrix, [9] recently constructed an estimator based on distributionally robust optimization using the
Wasserstein distance in Euclidean space. A crucial ingredient is the distributional uncertainty size,
which plays the role of a regularization parameter.
In their paper, [9] show excellent empirical performance of their estimator in comparison to
several commonly used estimators (based on shrinkage and regularization). The comparison is based
in terms of the corresponding Stein loss (defined in terms of the likelihood, as we shall review).
However, no theory is provided as how to choose the distributional uncertainty size.
Our goal is to provide an asymptotically optimal expression for the distributional uncertainty
size, in terms of the Stein loss performance, as the sample size increases.
This paper provides interesting insights which validate the empirical observations in [9]. In
particular, in the Introduction of [9], leading to equation (4), they argue that the distributional
uncertainty size, ρn, should scale at rate ρn = O
(
n−1/2
)
(where n is the sample size) due to the
existence of a central limit theorem for the Wasserstein distance for Gaussian distributions. However,
the numerical experiments, reported in Section 6.1 of [9], suggest an optimal scaling of the form
ρn = O (n
−κ) where κ > 1/2.
Our main result shows that the asymptotically optimal choice of distributional uncertainty is
of the form ρn = ρ∗n−1 (1 + o (1)) as n → ∞, where ρ∗ > 0 is a constant which is characterized
explicitly. Our results therefore validate the empirical findings of [9] with κ = 1.
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This paper is organized as follows. We review the estimator of [9] and state our main result in
Section 2. We then provide the proof of our result in Section 3. Numerical experiments are included
in Section 4, which provide a sense of the non-asymptotic performance of our asymptotically optimal
choice.
2 Basic Notions and Main Result
We now review the basic definitions underlying the estimator from [9]. Suppose we have i.i.d. samples
ξi ∼ N (0,Σ0) (normally distributed with zero mean and covariance matrix Σ0), where ξi ∈ Rd and
Σ0 is assumed to be strictly positive definite. We write
Σˆn =
1
n
n∑
i=1
ξiξ
T
i ,
and let Pˆn correspond to a distribution with mean zero and covariance matrix Σˆn, which we denote
as N
(
0, Σˆn
)
. Throughout our development we use the notation 〈A,B〉 = tr(ATB) for any d × d
matrices A, B, where AT denotes the transpose of A. The identity matrix is denoted by I. We use
⇒ and p→ to denote weak convergence (convergence in distribution) and convergence in probability,
respectively. Finally, for two symmetric matrices A,B ∈ Rd×d, A  B denotes that A−B is positive
semi-definite.
We define the Stein loss as
L(X,Σ0) = − log det(XΣ0) + 〈X,Σ0〉 − d,
where X is any estimator of the precision matrix (i.e. the inverse covariance matrix).
Given an uncertainty size ρ, let us write X∗n(ρ) for the distributionally robust estimator proposed
in [9]; i.e,
X∗n(ρ) = argmin
X≻0
{
− log detX + sup
Q∈Pρ
EQ
[〈
ξξT ,X
〉]}
, (1)
where Pρ is the set of d-dimensional normal distributions with mean zero and which lie within
distance ρ measured in the Wasserstein sense, which we define next; see, for example, Chapter 7
in [11] for background on Wasserstein distances and, more generally, optimal transport costs. The
Wasserstein distance (more precisely, the Wasserstein distance of order two with Euclidean norm) is
defined as follows. First, let M+(Rd × Rd) be the set of Borel (positive) measures on Rd × Rd and
define the Wasserstein distance between Pˆn and Q via
W2(Pˆn,Q) = inf
pi∈M+(Rd×Rd)
{(∫
‖z − w‖22 π (dx,dw)
)1/2
:
∫
w∈Rd
π (dx,dw) = Pˆn (dx) ,
∫
x∈Rd
π (dx,dw) = Q (dw)
}
.
2
Then
Pρ =
{
Q ∼ N (0,Σ) for some Σ : W2(Pˆn,Q) ≤ ρ
}
.
In simple terms, Pρ is the set of probability measures corresponding to a Gaussian distribution
which lie within ρ units in the Wasserstein distance from Pˆn. It is well known (in fact, an immediate
consequence of the delta method) that n1/2W2(Pˆn,P∞) ⇒ W for some limit law W which can be
explicitly characterized (but not important for our development; see [10]). This result suggests that
ρ := ρn should scale in order O
(
n−1/2
)
. It is therefore somewhat surprising that the optimal scaling
of ρ for the purpose of minimizing the Stein loss is actually significantly smaller, as the main result
of this paper indicates next.
Theorem 1. Let
ρn = argmin
ρ≥0
{E[L(X∗n(ρ),Σ0)]}, (2)
then
lim
n→∞nρn = ρ∗,
for ρ∗ > 0.
Remark: The explicit expression of ρ∗ can be characterized as follows. First, let us consider the
weak limit
Z = lim
n→∞n
1/2
(
Σˆn −Σ0
)
,
which, by the Central Limit Theorem is a matrix with correlated mean zero Gaussian entries. Then,
we have
ρ∗ = E
(
4tr
(
Σ−20 ZΣ
−1
0 Z
)
tr(Σ−10 )1/2
− tr(ZΣ
−2
0 )
2
tr(Σ−10 )3/2
)
tr(Σ−10 )
4tr(Σ−20 )
.
Theorem 1 indicates that ρ∗ > 0, which will be verified as a part of the proof of this result.
3 Proof of Theorem 1
We first collect the following observations, which we summarize in the form of propositions and
lemmas for which we provide references or corresponding proofs in the appendix [2]. We then use
these results to develop the proof of Theorem 1.
3.1 Auxiliary Results
We provide a lemma based on the analytical solution (Theorem 3.1 in [9]).
Lemma 1. When n > d and ρ ≤ 1, with probability one, we have following Taylor expansions
∂X∗n(ρ)/∂ρ = Aˆn +O(ρ),
X∗n(ρ)
−1 = Σˆn − ΣˆnAˆnΣˆnρ+O(ρ2),
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where
Aˆn = − 2√
tr(Σˆ−1n )
Σˆ−2n ,
Furthermore, the remainder terms satisfy
∂X∗n(ρ)
∂ρ
− Aˆn  −

4Mˆn + 2Mˆ2n√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆivˆ
T
i
λˆ2i

 ρ
∂X∗n(ρ)
∂ρ
− Aˆn 

2Mˆ3n + 8Mˆn√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆivˆ
T
i
λˆ2i

 ρ, (3)
and
−

2
(
1 + Mˆn
)2
∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T
λˆi

 ρ2  X∗n(ρ)−1 − Σˆn + ΣˆnAˆnΣˆnρ 

 2Mˆn√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T

 ρ2,
(4)
where
Mˆn =
8(
mini λˆi
)
min
{
d,
√
d√
maxi λˆi
} .
From Lemma 1, we have that
X∗n(ρ)
−1 − Σ0 =
(
Σˆn − Σ0
)
− ΣˆnAˆnΣˆnρ+O(ρ2). (5)
The first proposition provides standard asymptotic normality results for various estimators.
Proposition 1. The following convergence results hold
(1) 1√
n
∑n
i=1 ξi ⇒ N(0,Σ0),
(2)
√
n
(
Σˆn − Σ0
)
⇒ Z, where Z is a symmetric matrix of jointly Gaussian random variables with
mean zero and
cov(Zi1j1 , Zi2j2) = Eξ
(i1)ξ(j1)ξ(i2)ξ(j2) −
(
Eξ(i1)ξ(j1)
)(
Eξ(i2)ξ(j2)
)
= σ2i1,i2σ
2
j1,j2 + σ
2
i1,j2σ
2
j1,i2 ,
where ξ(i) is the i-th entry of ξ and σ2i,j = cov(ξ
(i)ξ(j)).
(3) Aˆn
p→ A0 and
√
n
(
Aˆn −A0
)
⇒ ZA, where A0 = − 2√
tr(Σ−10 )
Σ−20 and
ZA = −
tr
(
Σ−10 ZΣ
−1
0
)
Σ−20
tr(Σ−10 )3/2
+ 2
Σ−10 ZΣ
−2
0 +Σ
−2
0 ZΣ
−1
0
tr(Σ−10 )1/2
.
Further, we also have the following observations.
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Proposition 2. (1) E 〈Z,ZA〉 > 0,
(2) E
〈
Σˆn − Σ0, Aˆn −A0
〉
> 0.
Lemma 2. The following convergence in expectation results hold
(1) E
[〈
ΣˆnAˆnΣˆn, Aˆn
〉]
→ 〈Σ0A0Σ0, A0〉 .
(2) E
〈√
n
(
Σˆn − Σ0
)
, Aˆn
〉
→ E 〈Z,A0〉 .
(3) E
〈√
n
(
Σˆn − Σ0
)
,
√
n
(
Aˆn −A0
)〉
→ E 〈Z,ZA〉 .
The following proposition shows consistency of the estimator.
Proposition 3. For ρn defined in (2), we have limn→∞ ρn = 0.
Using the previous technical results we are ready to provide the proof of Theorem 1.
3.2 Development of Proof of Theorem 1
The gradient of the Stein loss is given by
h(X,Σ0) =
∂L(X,Σ0)
∂X
= −X−1 +Σ0.
We claim that ρn = 0 is not a minimizer. The derivative of loss function with respect to ρ evaluating
at ρ = 0 is
∂L(X∗n(ρ),Σ0)
∂ρ
∣∣∣∣
ρ=0
=
〈
−Σˆn +Σ0, Aˆn
〉
.
And by Proposition 2, we have
E
〈
−Σˆn +Σ0, Aˆn
〉
= −E
〈
Σˆn − Σ0, Aˆn −A0
〉
< 0,
which shows that ρn = 0 is not a minimizer. Furthermore, we have limρ→∞L(X∗n(ρn),Σ0) = +∞
(see, Proposition 3.5 in [9]). Therefore, the optimal solution is an interior point, i.e., ρn ∈ (0,+∞).
Since ρn is chosen to minimize E [L(X
∗
n(ρn),Σ0)], we have that ρn satisfies the first order condition
E
〈
h(X∗n(ρn),Σ0), Aˆn +O(ρn)
〉
= 0. (6)
By plugging (5) into (6), we have
E
〈
h(X∗n(ρn),Σ0), Aˆn +O(ρn)
〉
= −E
〈
Σˆn − Σ0 − ΣˆnAˆnΣˆnρn +O(ρ2n), Aˆn +O(ρn)
〉
= 0, (7)
which is equivalent to
E
[〈
ΣˆnAˆnΣˆn, Aˆn
〉]
ρn +O(ρ
2
n) = E
〈
Σˆn − Σ0, Aˆn +O(ρn)
〉
. (8)
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The validity of expanding the expectations follows by applying the uniform integrability results of
the upper and lower bounds in (3) and (4) underlying the proof of Lemma 2.
Now, note that, also by Lemma 2,
lim
n→∞E
[〈
ΣˆnAˆnΣˆn, Aˆn
〉]
= 〈Σ0A0Σ0, A0〉 = 4tr(Σ−20 )/tr(Σ−10 ) > 0.
By multiplying
√
n on both sides of (8) and by Slutsky’s lemma (Theorem 1.8.10 in [8]), we have
lim
n→∞
√
n
(
E
[〈
ΣˆnAˆnΣˆn, Aˆn
〉]
ρn +O(ρ
2
n)
)
= lim
n→∞E
〈√
n
(
Σˆn − Σ0
)
, Aˆn +O(ρn)
〉
= E 〈Z,A0〉 = 0.
The last equality follows from EZ = 0 and A0 being deterministic. Therefore,
lim
n→∞
√
nρn = 0.
Furthermore, since E
[
Σˆn − Σ0
]
= 0 for every n, we have (once again by Lemma 2)
lim
n→∞E
〈
n
(
Σˆn − Σ0
)
, Aˆn +O(ρn)
〉
= lim
n→∞E
〈
n
(
Σˆn − Σ0
)
, Aˆn −A0 +A0 +O(ρn)
〉
= lim
n→∞
〈
nE
[
Σˆn − Σ0
]
, A0
〉
+ lim
n→∞E
〈√
n
(
Σˆn − Σ0
)
,
√
n
(
Aˆn −A0
)
+O(
√
nρn)
〉
= E 〈Z,ZA〉 .
By multiplying n on both sides of (8), we have
ρ∗ = lim
n→∞nρn =
E 〈Z,ZA〉
〈Σ0A0Σ0, A0〉 = E
(
4tr
(
Σ−20 ZΣ
−1
0 Z
)
tr(Σ−10 )1/2
− tr(ZΣ
−2
0 )
2
tr(Σ−10 )3/2
)
tr(Σ−10 )
4tr(Σ−20 )
> 0,
which is the desired result.
4 Numerical Experiments
Here we provide various numerical experiments to provide an empirical validation of our theory and
the performance of the asymptotically optimal choice of uncertainty size in finite samples.
The first example is in one dimension. The data is sampled from a normal distribution, N(0, σ20);
i.e, Σ0 = σ
2
0 in the real line. Therefore,
A0 = −2σ−30 , E 〈Z,ZA〉 = 6σ−10 .
Theorem 1 indicates that
lim
n→∞nρn =
3
2
σ0.
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In our numerical example we fix σ20 = 10. We vary the number of data points, n, ranging from
10 to 1000. For each n, we use T = 5000 trials to compute empirically the optimal choice of ρ = ρn
in order to minimize the empirical Stein loss. Furthermore, we reformulate the limiting result as
ρn =
3
2
σ0/n⇔ log(ρn) = − log(n) + log
(
3
2
σ0
)
.
We then perform a regression on log(ρn) with respect to log(n). Figure 1 gives the relationship
between ρ and n and the regression line. We can find that nρn is approximately equal to a constant,
which is validated by the top right plot. The plots on the left show the qualitative behavior of ρn;
the figure on the top left shows a behavior consistent with a decrease of order O (1/n), the bottom
left plot shows that n1/2ρn still decreases to zero, indicating that ρn converges to zero faster than the
square-root rate. The regression statistics, corresponding to the regression plot shown in the bottom
right of the plot, are shown in Table 1 and R2 = 0.97.
The theoretical constant log (1.5 · σ0) = 1.5568 is very close to the empirical regression intercept
1.5525, while the coefficient multiplying − log (n) is close to unity. Hence, the empirical result
matches perfectly with our theory.
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Figure 1: ρn VS n for 1-dimension normal distribution
log(n) constant
Coefficient -1.0037 1.5525
95% Confidence interval [-1.0387,-0.9687] [1.3419,1.7631]
Table 1: Regression results for 1-dimension normal distribution
We provide additional examples involving higher dimensions. In the subsequent examples, the
data is sampled from a normal distribution N(0,Σ0), where (Σ0)ij = 10 × 0.5|i−j|, 1 ≤ i, j ≤ d.
We test the cases corresponding to d = 3 and d = 5 in the experiments. Due to computational
constraints, we vary the number of data points, n, ranging from 20 to 400. For each n, we use
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T = 100 trials to compute empirically the optimal choice of uncertainty to minimize the empirical
Stein loss. Figures 2 and 3 show the results for the 3-dimension and 5-dimension cases, respectively.
Tables 2 and 3 give the regression statistics and R2 = 0.97 in both cases, and the performance is
completely analogous to the one dimensional case, thus empirically validating our theoretical results.
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Figure 2: ρn VS n for 3-dimension normal distribution
log(n) constant
Coefficient -1.0340 2.7305
95% Confidence interval [-1.1163,-0.9516] [2.3045, 3.1565]
Table 2: Regression results for 3-dimension normal distribution
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Figure 3: ρn VS n for 5-dimension normal distribution
8
log(n) constant
Coefficient -0.9177 2.7413
95% Confidence interval [-0.9716 ,-0.8638] [2.4625, 3.0201]
Table 3: Regression results for 5-dimension normal distribution
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Appendix A Proofs of Auxiliary Results
Appendix A.1 Proof of Lemma 1
We first restate a theorem in [9].
Theorem 2 (Theorem 3.1 in [9]). If ρ > 0 and Σˆn admits the spectral decomposition Σˆn =∑d
i=1 λˆivˆi (vˆi)
T with eigenvalues λˆi and corresponding orthonormal eigenvectors vˆi, i ≤ d, then the
unique minimizer of (1) is given by X∗n(ρ) =
∑d
i=1 x
∗
i vˆi (vˆi)
T , where
xˆ∗i = γ
∗
[
1− 1
2
(√
λˆ2i (γ
∗)2 + 4λˆiγ∗ − λˆiγ∗
)]
, (A.1)
and γ∗ > 0 is the unique positive solution of the algebraic equation
(
ρ2 − 1
2
d∑
i=1
λˆi
)
γ − d+ 1
2
d∑
i=1
√
λˆ2i γ
2 + 4λˆiγ = 0. (A.2)
Proof of Lemma 1. Since the underlying covariance matrix is invertible with probability one when
n > d, we have λˆi > 0 for i = 1, 2, . . . , d. We consider the case ρ ≤ 1. Note that we have the following
inequality, √
λˆ2i γ
2 + 4λˆiγ −
(
λˆiγ + 2
)
= − 4√
λˆ2i γ
2 + 4λˆiγ +
(
λˆiγ + 2
) ≥ − 2
λˆiγ
. (A.3)
Then, (A.2) gives us ργ∗ ≤
√∑d
i=1 λˆ
−1
i . On the other hand, we have
ρ2γ∗ =
1
2
d∑
i=1
(
2 + λˆiγ
∗ −
√
λˆ2i (γ
∗)2 + 4λˆiγ∗
)
=
d∑
i=1
2√
λˆ2i (γ
∗)2 + 4λˆi (γ∗)2 +
(
λˆiγ∗ + 2
)
≥
d∑
i=1
1
λˆiγ∗ + 2
(A.4)
≥ d 1(
maxi λˆi
)
γ∗ + 2
.
Then, a basic property of the quadratic equation gives us that
γ∗ ≥
√
1 +
(
maxi λˆi
)
d/ρ2 − 1(
maxi λˆi
) ≥ 1
4
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
.
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Furthermore, (A.4) also shows that
ρ2γ∗ ≥
(
d∑
i=1
1
λˆiγ∗
)
1
1 + 2/
((
mini λˆi
)
γ∗
)
≥ 1
γ∗
(
d∑
i=1
λˆ−1i
) min{d/ρ2, √d/ρ√
maxi λˆi
}
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
+ 8/
(
mini λˆi
) . (A.5)
By combining all of the above and noticing that 1 + x ≥ √1 + x for x ≥ 0, we have for ρ ≤ 1
ρ√∑d
i=1 λˆ
−1
i
+
Mˆn√∑d
i=1 λˆ
−1
i
ρ2 ≥ 1
γ∗
≥ 1√∑d
i=1 λˆ
−1
i
ρ, (A.6)
where
Mˆn =
8/
(
mini λˆi
)
min
{
d,
√
d√
maxi λˆi
} .
By plugging it to (A.2), we have
1
x∗i
=
√
λˆ2i (γ
∗)2 + 4λˆiγ∗ + λˆiγ∗ + 2
2γ∗
≤ λˆi + 2/γ∗ ≤ λˆi + 2ρ√∑d
i=1 λˆ
−1
i
+
2Mˆn√∑d
i=1 λˆ
−1
i
ρ2.
For the lower bound of 1/x∗i , we have
1/x∗i =
√
λˆ2i (γ
∗)2 + 4λˆiγ∗ + λˆiγ∗ + 2
2γ∗
≥
√
λˆ2i (γ
∗)2 + 4λˆiγ∗
γ∗
.
Then by (A.3), we have for ρ ≤ 1
√
λˆ2i (γ
∗)2 + 4λˆiγ∗
γ∗
≥ λˆi + 2/γ∗ − 2
λˆi (γ∗)2
≥ λˆi + 2ρ√∑d
i=1 λˆ
−1
i
−
2
(
1 + Mˆn
)2
λˆi
(∑d
i=1 λˆ
−1
i
)ρ2
Therefore, we conclude that
1
x∗i
= λˆi +
2ρ√∑d
i=1 λˆ
−1
i
+O(ρ2).
and
X∗n(ρ)
−1 = Σˆn − ΣˆnAˆnΣˆnρ+O(ρ2),
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where
Aˆn = −
d∑
i=1
2vˆi (vˆi)
T
λˆ2i
√∑d
i=1 λˆ
−1
i
= − 2√
tr(Σˆ−1n )
Σˆ−2n .
Specifically, the remainder terms satisfy
−

2
(
1 + Mˆn
)2
∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T
λˆi

 ρ2  X∗n(ρ)−1 − Σˆn + ΣˆnAˆnΣˆnρ 

 2Mˆn√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T

 ρ2.
We complete the proof of (4).
For the the proof of (3), note that (A.2) indicates
dγ∗
dρ
=
−2ργ∗(
ρ2 − 12
∑d
i=1 λˆi
)
+ 12
∑d
i=1 λˆi
λˆiγ∗+2√
λˆ2i (γ
∗)2+4λˆiγ∗
= − 2ργ
∗
ρ2 +
∑d
i=1
2λˆi√
λˆ2i (γ
∗)2+4λˆiγ∗
(
λˆiγ∗+2+
√
λˆ2i (γ
∗)2+4λˆiγ∗
) .
Since λˆiγ
∗ ≤
√
λˆ2i (γ
∗)2 + 4λˆiγ∗ ≤ λˆiγ∗ + 2 and ργ∗ ≤
√∑d
i=1 λˆ
−1
i , we have
− 2ργ
∗
ρ2 +
∑d
i=1
λˆi
(λˆiγ∗+2)
2
≤ ∂γ
∗
∂ρ
≤ − 2ργ
∗
ρ2 +
∑d
i=1
λˆi
(λˆiγ∗)
2
≤ − ρ (γ
∗)3∑d
i=1 λˆ
−1
i
.
Then, by using the bound (A.6), we further have
− ρ (γ
∗)3∑d
i=1 λˆ
−1
i
≤ − (γ
∗)2√∑d
i=1 λˆ
−1
i
(
1− Mˆnρ
)
.
Furthermore, the proof of Proposition 3.5 in [9] indicates that
∂xi
∂γ∗
= 1 + λˆiγ
∗ − λˆ
2
i (γ
∗)2 + 3λˆiγ∗√
λˆ2i (γ
∗)2 + 4λˆiγ∗
.
Let zi = λˆiγ
∗ for i = 1, 2, . . . , d. We have
∂xi
∂γ∗
=
4zi√
z2i + 4zi
(
(1 + zi)
√
z2i + 4zi + z
2
i + 3zi
) ∈ [ 2zi
(zi + 2)
3 ,
2
z2i
]
.
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From (A.5), we have
d∑
i=1
λˆi(
λˆiγ∗ + 2
)2 ≥ 1(γ∗)2
(
d∑
i=1
λˆ−1i
)
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
+ 8/
(
mini λˆi
)


2
(A.7)
and
2zi
(zi + 2)
3 ≥
2(
λˆiγ∗
)2


min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
+ 8/
(
mini λˆi
)


3
.
Therefore, by combining (A.5) and (A.7), we have for ρ ≤ 1,
∂γ∗
∂ρ
≥ − 2ρ (γ
∗)3
(∑d
i=1 λˆ
−1
i
)
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
+8/(mini λˆi)
+

 min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
min
{
d/ρ2,
√
d/ρ√
maxi λˆi
}
+8/(mini λˆi)


2


≥ − ρ (γ
∗)3(∑d
i=1 λˆ
−1
i
) (1 + Mˆnρ)2
≥ − ρ (γ
∗)3(∑d
i=1 λˆ
−1
i
) (1 + (2Mˆn + Mˆ2n) ρ) .
Similarly, we have for ρ ≤ 1,
2zi
(zi + 2)
3 ≥
2(
λˆiγ∗
)2 (1− Mˆnρ)3 ≥ 2(
λˆiγ∗
)2 (1− (Mˆ3n + 3Mˆn) ρ) .
Finally, by combining all of the above together and the chain rule, we have
− 2
λˆ2i
ργ∗(∑d
i=1 λˆ
−1
i
) (1 + (2Mˆn + Mˆ2n) ρ) ≤ ∂xi∂ρ ≤ − 2
λˆ2i
√∑d
i=1 λˆ
−1
i
(
1− Mˆnρ
)(
1−
(
Mˆ3n + 3Mˆn
)
ρ
)
.
After simplification, we have
−
(
4Mˆn + 2Mˆ
2
n
)
λˆ2i
√∑d
i=1 λˆ
−1
i
ρ ≤ ∂xi
∂ρ
+
2
λˆ2i
√∑d
i=1 λˆ
−1
i
≤
(
2Mˆ3n + 8Mˆn
)
λˆ2i
√∑d
i=1 λˆ
−1
i
ρ.
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Furthermore, we have
−

4Mˆn + 2Mˆ2n√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T
λˆ2i

 ρ  ∂X∗n(ρ)
∂ρ
− Aˆn 

2Mˆ3n + 8Mˆn√∑d
i=1 λˆ
−1
i
d∑
i=1
vˆi (vˆi)
T
λˆ2i

 ρ.
This completes the proof.
Appendix A.2 Proof of Proposition 1
Proof of (1). The proof follows from the standard central limit theorem (CLT).
Proof of (2). Since Σˆn is the average of i.i.d copies ξiξ
T
i , the result follows by CLT.
Proof of (3). The first statement follows from the continuous mapping theorem and Σˆn
p→ Σ0. Let
f(Σ) = −2 (tr(Σ−1))−1/2 Σ−2, where Σ is positive-definite matrix. We now expand f (Σ + hA) for
any matrix A as the scalar h > 0 tends to zero to obtain a representation for the gradient of f(Σ),
Df(Σ). This expansion yields
f (Σ + hA) = −2
(
tr((Σ + hA)−1)
)−1/2
(Σ + hA)−2
= −2 (tr(Σ−1)− tr (hΣ−1AΣ−1)+ o (h))−1/2 ((I + hΣ−1A)−1 Σ−1)2
= −2tr(Σ−1)−1/2
(
1− htr
(
Σ−1AΣ−1
)
tr(Σ−1)
)−1/2 (
Σ−2 − hΣ−1AΣ−2 − hΣ−2AΣ−1)+ o (h)
= −2tr(Σ−1)−1/2
(
1 + h
tr
(
Σ−1AΣ−1
)
2tr(Σ−1)
)(
Σ−2 − hΣ−1AΣ−2 − hΣ−2AΣ−1)+ o (h)
= −2tr(Σ−1)−1/2
(
Σ−2 + h
tr
(
Σ−1AΣ−1
)
Σ−2
2tr(Σ−1)
− hΣ−1AΣ−2 − hΣ−2AΣ−1
)
+ o (h)
= f (Σ)− htr
(
Σ−1AΣ−1
)
Σ−2
tr(Σ−1)3/2
+ 2h
Σ−1AΣ−2 +Σ−2AΣ−1
tr(Σ−1)1/2
+ o (h) ,
which, in turn, results in the linear operator satisfying for any A ∈ Rd×d
Df(Σ)A = −tr
(
Σ−1AΣ−1
)
Σ−2
tr(Σ−1)3/2
+ 2
Σ−1AΣ−2 +Σ−2AΣ−1
tr(Σ−1)1/2
. (A.8)
After applying the delta method, we have the desired result.
Appendix A.3 Proof of Proposition 2
We first note the following elementary result, which is standard in matrix algebra.
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Lemma 3. For any d× d matrices A,B (real valued) we have
tr(ATA)tr(BTB) ≥ tr(ATB)2 = |〈A,B〉|2 ,
where strict inequality holds unless A is a multiple of B.
Proof of Lemma 3. By the Cauchy-Schwarz inequality, we have
tr(ATA)tr(BTB) =

∑
i,j
A2ij



∑
i,j
B2ij

 ≥

∑
i,j
AijBij


2
= |〈A,B〉|2 .
Now we proceed with the proof of Proposition 2.
Proof of (1). It suffices to show that 〈Z,ZA〉 ≥ 0 with probability one and that 〈Z,ZA〉 > 0 with
positive probability. Note that
〈Z,ZA〉 = − tr(ZΣ
−2
0 )
2
tr(Σ−10 )3/2
+
4tr
(
Σ−10 ZΣ
−2
0 Z
)
tr(Σ−10 )1/2
.
We will show that
tr(Σ−10 )tr
(
Σ−10 ZΣ
−2
0 Z
) ≥ tr(ZΣ−20 )2 (A.9)
follows from Lemma 3. This implies that 〈Z,ZA〉 ≥ 0. The equality holds if and only if there exists
a ≥ 0 such that ZΣ−20 Z = aI, which is equivalent to Z =
√
aΣ0. We know that Z 6=
√
aΣ0 with
probability one. Thus, 〈Z,ZA〉 > 0 with probability one.
To show (A.9), we use the Polar factorization (see, for example, Chapter 4.2 in [6]) for positive
definite matrices. That is, we write Σ
1/2
0 Σ
1/2
0 = Σ0, where Σ
1/2
0 is a symmetric positive definite
matrix. Note that we can write
Z = Σ
1/2
0 WΣ
1/2
0 ,
where W = Σ
−1/2
0 ZΣ
−1/2
0 is a symmetric matrix. To recover the matrices A and B, we let
A = Σ
−1/2
0 , S = Σ0 and B =WS
−1/2.
Note that
tr
(
Σ−10 ZΣ
−2
0 Z
)
= tr
(
ZΣ−10 · Σ−10 ZΣ−10
)
= tr
(
S1/2WS1/2S−1/2S−1/2 · S−1/2S−1/2
(
S1/2WS1/2
)
S−1/2S−1/2
)
= tr
(
S1/2WS−1/2 · S−1/2WS−1/2
)
= tr
(
S−1/2WWS−1/2
)
= tr
(
BTB
)
.
Therefore, this verifies that the choice of B is consistent with the use of Lemma 3. Clearly,
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AAT = Σ−10 , thus making this choice also consistent with Lemma 3. Finally, we have that
tr(ZΣ−20 ) = tr(S
1/2WS1/2S−1/2S−1/2Σ−10 )
= tr(S1/2WS−1/2S−1/2S−1/2)
= tr(WS−1/2S−1/2) = tr(S−1/2S−1/2W ) = tr
(
ATB
)
.
The result then follows.
Proof of (2):
〈
Σˆn − Σ0, Aˆn −A0
〉
= −2
〈
Σˆn − Σ0, 1√
tr(Σˆ−1n )
Σˆ−2n −
1√
tr(Σ−10 )
Σ−20
〉
(A.10)
= 2

−√tr(Σˆ−1n )−√tr(Σ0) + tr(Σˆ−1n Σ0Σˆ−1n )√
tr(Σˆ−1n )
+
tr(Σ−10 ΣˆnΣ
−1
0 )√
tr(Σ−10 )

 .
By Lemma (3) and similar arguments with (1), we have
tr(Σˆ−1n Σ0Σˆ
−1
n ) ≥
tr(Σˆ−1n )2
tr(Σ−10 )
and tr(Σ−10 ΣˆnΣ
−1
0 ) ≥
tr(Σ−10 )
2
tr(Σˆ−1n )
. (A.11)
By plugging (A.11) into (A.10), we have
〈
Σˆn − Σ0, Aˆn −A0
〉
≥ 2
(
−
√
tr(Σˆ−1n )−
√
tr(Σ0) +
tr(Σˆ−1n )3/2
tr(Σ−10 )
+
tr(Σ−10 )
3/2
tr(Σˆ−1n )
)
.
Consider the function g : R+ × R+ → R,
g(a, b) = −a− b+ b
3
a2
+
a3
b2
=
(a3 − b3)(a2 − b2)
a2b2
≥ 0,
and the equality holds if a = b. Since
√
tr(Σˆ−1n ) =
√
tr(Σ0) with probability zero, the desired result
follows.
Appendix A.4 Proof of Lemma 2
We first collect a few results from linear algebra (see, for example, equation (2.3.3) and (2.3.7) in
[6]).
Lemma 4. For any d×d matrix A (real valued) we define ‖A‖2F = 〈A,A〉 = tr
(
ATA
)
(the Frobenius
norm) and let ‖A‖22 =
∣∣λmax (ATA)∣∣ (where λmax (B) is the eigenvalue of largest modulus of the
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matrix B). Then, for any A,B matrices of size d× d with real valued elements we have
‖AB‖F ≤ ‖A‖F ‖B‖F , ‖B‖2 ≤ ‖B‖F .
In addition, we have the following properties of the distribution of Σˆn, which follows the Wishart
law (see, for example, Theorem 13.3.2 in [1]).
Lemma 5. Assume n > d. Let us write ξi = Cζi where C ∈ Rd×d and CCT = Σ0 and put
Sn = C
(
n∑
i=1
ζiζ
T
i
)
CT .
Note that Σˆn = Sn/n. Then, Sn follows Wishart distribution with parameters d, n and Σ0 (denoted
as Wd (n,Σ0)). Equivalently, W = C
−1Sn
(
CT
)−1
is distributed Wd (n, I) , where I denotes the d×d
identity matrix. Moreover, the eigenvalue distribution of W satisfies
fw(1),...,w(d) (w1, ..., wd)
= cd
d∏
i=1
exp (−wi/2)
2n/2Γ ((n− i+ 1) /2)w
(n−d−1)/2
i
∏
j>i
(wj − wi) I (0 < w1 < ... < wd) .
where Γ(·) is the gamma function, cd is a constant independent of n, and I(·) is the indicator function.
We are now ready to provide the proof of Lemma 2. By Proposition (1), Slutsky’s theorem, and
the continuous mapping theorem, we have
〈
ΣˆnAˆnΣˆn, Aˆn
〉
p→ 〈Σ0A0Σ0, A0〉 ,〈√
n
(
Σˆn − Σ0
)
, Aˆn
〉
⇒ 〈Z,A0〉 ,〈√
n
(
Σˆn − Σ0
)
,
√
n
(
Aˆn −A0
)〉
⇒ 〈Z,ZA〉 .
Therefore, to verify Lemma 2, we need to show the uniform integrability of
〈
ΣˆnAˆnΣˆn, Aˆn
〉
,
〈√
n
(
Σˆn − Σ0
)
, Aˆn
〉
and
〈√
n
(
Σˆn − Σ0
)
,
√
n
(
Aˆn −A0
)〉
. In turn, it suffices to verify that for some r > 1 and some
n0 <∞ we have
sup
n≥n0
E
[∣∣∣〈ΣˆnAˆnΣˆn, Aˆn〉∣∣∣r] <∞,
sup
n≥n0
E
[∣∣∣〈√n(Σˆn − Σ0) , Aˆn〉∣∣∣r] <∞,
sup
n≥n0
E
[∣∣∣〈√n(Σˆn − Σ0) ,√n(Aˆn −A0)〉∣∣∣r] <∞,
(see, for example, Chapter 5 in [5]).
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Proof of (1). From Lemma 5 we have
fw(1),...,w(d) (w1, ..., wd)
= cd
d∏
i=1
exp (−wi/2)
2n/2Γ ((n− i+ 1) /2)w
(n−d−1)/2
i
∏
j>i
(wj − wi) I (0 < w1 < ... < wd)
= cd
d∏
i=1

 exp (−wi/2)
2n/2Γ ((n− i+ 1) /2)w
(n−d−1)/2
i w
d−i
i
∏
j>i
(wj/wi − 1) I (0 < w1 < ... < wd)


= cd
d∏
i=1

 exp (−wi/2)
2n/2Γ ((n− i+ 1) /2)w
(n−i+1)/2−1
i w
(d−i)/2
i
∏
j>i
(wj/wi − 1) I (0 < w1 < ... < wd)


= c′d
(
d∏
i=1
fχ2n−i+1
(wi)
)
d∏
i=1
(wi
n
)(d−i)/2∏
j>i
[
n1/2 (wj/wi − 1)
]
I (0 < w1 < ... < wd) ,
where fχ2n−i+1
(·) denotes the density of a chi-squared distribution with n− i+ 1 degrees of freedom
and c′d is another constant also independent of n. The previous identity can be interpreted as
follows. Let W (n) := (W
(n)
(1) , ...,W
(n)
(d) ) be the eigenvalues of a Wd (n, I) random matrix, and let
Λ (n) := (Λ1 (n) , ...,Λd (n)) be independent random variables such that Λi (n) ∼ χ2n−i+1. Then for
any positive (and measurable) function g : Rd → [0,∞), we have
E
[
g
(
W (n)
)]
= c′dE

g (Λ (n)) d∏
i=1
(
Λi (n)
n
)(d−i)/2∏
j>i
∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣ I (0 < Λ1 (n) < ... < Λd (n))


≤ c′dE

g (Λ (n)) d∏
i=1
(
Λi (n)
n
)(d−i)/2∏
j>i
∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣


≤ c′d
√
E
[
g (Λ (n))2
]√√√√√E



 d∏
i=1
(
Λi (n)
n
)(d−i)/2∏
j>i
∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣


2

≤ c′d
√
E
[
g (Λ (n))2
]
E1/4
(
d∏
i=1
(
Λi (n)
n
)2(d−i))
E1/4

∏
j>i
∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣4

 , (A.12)
where the last two inequalities are obtained by the Cauchy-Schwarz inequality. We will show
supn≥n0 E
[∣∣∣〈ΣˆnAˆnΣˆn, Aˆn〉∣∣∣r] < ∞ to verify the first statement of Lemma 2. Note that we can
simplify
∣∣∣〈ΣˆnAˆnΣˆn, Aˆn〉∣∣∣r as
∣∣∣〈ΣˆnAˆnΣˆn, Aˆn〉∣∣∣r = ∣∣∣tr(AˆnΣˆnAˆnΣˆn)∣∣∣r = 4r
tr
(
Σˆ−1n
)r tr(Σˆ−2n )r .
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By our definition, we have
Σˆ−1n =
(
CT
)−1
(W/n)−1C−1,
and thus there exist numerical constants c1, c¯1 > 0 such that
c1tr
(
(W/n)−1
)
≤ tr
(
Σˆ−1n
)
≤ c¯1tr
(
(W/n)−1
)
.
Similarly, there exist numerical constants c2, c¯2 > 0 such that
c2tr
(
(W/n)−2
)
≤ tr
(
Σˆ−2n
)
≤ c¯2tr
(
(W/n)−2
)
.
After using the Cauchy-Schwarz inequality again, we have
E
∣∣∣〈ΣˆnAˆnΣˆn, Aˆn〉∣∣∣r ≤ cE

 d∑
i=1

W (n)(i)
n


r
d∑
i=1

 n
W
(n)
(i)


2r

≤ c
√√√√√E

 d∑
i=1

W (n)(i)
n


2r

√√√√√E

 d∑
i=1

 n
W
(n)
(i)


4r
, (A.13)
where c is a numerical constant. Therefore, it suffices to show that for any r > 1 there exists n0 such
that
sup
n≥n0
(
E
[(
Λj (n)
n
)r]
· E
[(
n
Λi (n)
)r]
· E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r]
)
<∞. (A.14)
We know that Λi (n) /n follows the gamma distribution with shape parameter α = (n− i+ 1) /2 and
scale parameter λ = n/2. Write Yn ∼ Gamma (α, λ) and note that
E
(
1
Y rn
)
=
∫ ∞
0
1
yr
exp (−λy)λαyα−1
Γ (α)
dy
=
∫ ∞
0
Γ (α− t)λr exp (−λy)λα−ryα−r−1
Γ (α) Γ (α− r) dy
=
Γ (α− r)λr
Γ (α)
. (A.15)
It follows from standard properties of the gamma function that limn→∞Γ (α− r)λr/Γ (α) = 1 (see,
for example, Chapter 3 in [7]). After applying exactly the same approach to E [(Λi (n) /n)
r], we have
E [(Λi (n) /n)
r] =
Γ (α+ r)
Γ (α)λr
→ 1, (A.16)
as n→∞.
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Now, we only need to show the third term in (A.14) is finite. Note that
E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r] (A.17)
= E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r I (|Λj (n) /n− 1| ≤ ε, |Λi (n) /n− 1| ≤ ε)]
+E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r I (|Λj (n) /n − 1| > ε ∪ |Λi (n) /n− 1| > ε)] .
It is straightforward to verify (for example by computing moment generating functions of the Gamma
distribution) that
sup
n≥1
E
(
nr/2
∣∣∣∣Λj (n)n − 1
∣∣∣∣
r)
<∞ (A.18)
for any r > 0 and further, we can conclude that
sup
n≥1
E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r I (|Λj (n) /n− 1| ≤ ε, |Λi (n) /n− 1| ≤ ε)]
≤ sup
n≥1
E
[∣∣∣∣n1/2
(((
Λj (n)
n
− 1
)
−
(
Λi (n)
n
− 1
))
/ (1− ǫ)
)∣∣∣∣
r
I (|Λj (n) /n − 1| ≤ ε, |Λi (n) /n − 1| ≤ ε)
]
≤ 2
r−1
(1− ε)r supn≥1E
(
nr/2
∣∣∣∣Λj (n)n − 1
∣∣∣∣
r)
<∞.
Then, because Λj (n) /n (being the sum of n − j + 1 i.i.d. random variables with finite moment
generating function) satisfies the large deviations principle (see, for instance, Chapter 2.2 in [4]), we
have
E
[∣∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣∣r I (|Λj (n) /n− 1| > ε)]
≤
√
E
[∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣2r]√P (|Λj (n) /n− 1| > ε). (A.19)
Because of our discussion involving the finiteness of the first two factors in (A.14), we can conclude
that when n > d+ 8r,
√
E
[∣∣n1/2 (Λj (n) /Λi (n)− 1)∣∣2r] ≤ nr
√√√√1 + E
[(
Λj (n)
n
× n
Λi (n)
)2r]
≤ nr
√
1 +
√
E
(
(Λj (n) /n)
4r
)
×
√
E
(
(n/Λi (n))
4r
)
≤ C ′rnr.
Notice that from A.15 and A.16, we have
sup
n>d+8r
E
(
(Λj (n) /n)
4r
)
× E
(
(n/Λi (n))
4r
)
<∞,
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which means C ′r is a numerical constant independent with n. Therefore, the first term in the right
hand side of (A.19) grows at rate O (nr), which is polynomial, whereas the second term, due to the
large deviations principle invoked earlier converges exponentially fast to zero for each ε > 0. This
completes the first part of Lemma 2.
Proof of (2). For the second part of Lemma 2, note that Lemma 3 implies
∣∣∣〈√n(Σˆn − Σ0) , Aˆn〉∣∣∣2 ≤ ∥∥∥√n(Σˆn − Σ0)∥∥∥2
F
∥∥∥Aˆn∥∥∥2
F
.
Then, for the uniform integrability of
∥∥∥√n(Σˆn − Σ0)∥∥∥2
F
, we have
∥∥∥√n(Σˆn − Σ0)∥∥∥4
F
=
∥∥∥∥∥C√n
(
1
n
n∑
i=1
ζTi ζi − I
)
CT
∥∥∥∥∥
4
F
≤
∥∥∥∥∥√n
(
1
n
n∑
i=1
ζTi ζi − I
)∥∥∥∥∥
4
F
‖C‖8F ,
by Lemma 4. We denote Ψˆ(n) = 1n
∑n
i=1 ζ
T
i ζi. And by the Cauchy-Schwarz inequality, we have
∥∥∥∥∥√n
(
1
n
n∑
i=1
ζTi ζi − I
)∥∥∥∥∥
4
F
=

∑
i,j
(√
n
(
Ψˆ
(n)
ij − δij
))2
2
≤ d2
∑
i,j
(√
n
(
Ψˆ
(n)
ij − δij
))4
,
where δij = I{i = j}. Note that
E

∑
i,j
(√
n
(
Ψˆ
(n)
ij − δij
))4
= E

 d∑
i=1
(
√
n
((
1
n
n∑
k=1
z2ik
)
− 1
))4+ 2E

 d∑
i=1
d∑
j=1+1
(
√
n
(
1
n
n∑
k=1
zikzjk
))4
= dE


(
1√
n
n∑
k=1
(
z2ik − 1
))4+ d(d− 1)E


(
1√
n
n∑
k=1
zikzjk
)4 ,
where zik ∼ N(0, 1) are i.i.d random variables. Further, direct calculations give us
E


(
1√
n
n∑
k=1
(
z2ik − 1
))4 = 1
n2
(
E
[
n∑
k=1
(
z2ik − 1
)4]
+ 6
1
n2
E
[
n∑
k=1
n∑
l=k+1
(
z2ik − 1
)2 (
z2il − 1
)2])
=
60
n
+
12(n − 1)
n
<∞,
and
E


(
1√
n
n∑
k=1
zikzjk
)4 = 1
n2
E
[
n∑
k=1
z4ikz
4
jk
]
+ 6
1
n2
E
[
n∑
k=1
n∑
l=k+1
z2ikz
2
jkz
2
ilz
2
jl
]
=
9
n
+
3 (n− 1)
n
<∞.
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Therefore, we complete the uniform integrability of
∥∥∥√n(Σˆn − Σ0)∥∥∥2
F
.
For
∥∥∥Aˆn∥∥∥2
F
, using the similar argument with (A.13), we have
∥∥∥Aˆn∥∥∥2r
F
=
∣∣∣tr(Aˆ2n)∣∣∣r = 4
rtr
(
Σˆ−4n
)r
tr
(
Σˆ−1n
)r ≤ c2
√√√√√E

 d∑
i=1

W (n)(i)
n


2r

√√√√√E

 d∑
i=1

 n
W
(n)
(i)


8r
. (A.20)
From the earlier bounds leading to the analysis of (A.14), we complete the uniform integrability of∥∥∥Aˆn∥∥∥2
F
. Hence, the second part of Lemma 2 follows.
Proof of (3). For the third part of Lemma 2, recall in the proof of Proposition 1(3), f(Σ) =
− 2√
tr(Σ−1)
Σ−2 and thus Aˆn = f
(
Σˆn
)
.
The argument is similar to that given to establish (A.17). We have argued that f (·) is smooth
around Σ0, which was the basis for the use of the delta method earlier in our argument. Moreover,
note that Σˆn satisfies a large deviations principle. Therefore∣∣∣〈√n(Σˆn − Σ0) ,√n(Aˆn −A0)〉∣∣∣
=
∣∣∣〈√n(Σˆn − Σ0) ,√n(f (Σˆn)−A0)〉∣∣∣
=
∣∣∣〈√n(Σˆn − Σ0) ,√n(f (Σˆn)−A0)〉∣∣∣ I(∥∥∥Σˆn − Σ0∥∥∥
F
≤ ε
)
+
∣∣∣〈√n(Σˆn − Σ0) ,√n(f (Σˆn)−A0)〉∣∣∣ I(∥∥∥Σˆn − Σ0∥∥∥
F
> ε
)
.
By applying Lemma 3 and the fact that Df (·) is continuous around Σ0 (see the expression of Df (·)
in (A.8)) we conclude that
∣∣∣〈√n(Σˆn − Σ0) ,√n(f (Σˆn)−A0)〉∣∣∣ I(∥∥∥Σˆn − Σ0∥∥∥
F
≤ ε
)
≤ sup
Σ:‖Σ0−Σ‖F≤ε
∣∣∣〈√n(Σˆn − Σ0) ,Df (Σ)(√n(Σˆn − Σ0))〉∣∣∣
≤ c0
∥∥∥√n(Σˆn − Σ0)∥∥∥2
F
,
where c0 = supΣ:‖Σ0−Σ‖F≤ε ‖Df (Σ)‖op and ‖Df (Σ)‖op is the operator norm, which is defined by
‖Df (Σ)‖op := sup
{
‖Df (Σ)A‖F : A ∈ Rd×d with ‖A‖F = 1
}
.
SinceDf (·) is continuous around Σ0, there exists sufficient small ǫ such that c0 is finite.
∥∥∥√n(Σˆn − Σ0)∥∥∥2
F
is proved to be uniformly integrable in the second part of Lemma 2. On the other hand, we have for
r > 1
E
[∣∣∣〈√n(Σˆn − Σ0) ,√n(f (Σˆn)−A0)〉∣∣∣r I(∥∥∥Σˆn − Σ0∥∥∥
F
> ε
)]
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≤ E
[∥∥∥√n(Σˆn − Σ0)∥∥∥r
F
∥∥∥√n(f (Σˆn)−A0)∥∥∥r
F
I
(∥∥∥Σˆn − Σ0∥∥∥
F
> ε
)]
≤
√
E
(∥∥∥√n(Σˆn − Σ0)∥∥∥2r
F
)
E1/4
(∥∥∥√n(f (Σˆn)−A0)∥∥∥4r
F
)(
P
(∥∥∥Σˆn − Σ0∥∥∥
F
> ε
))1/4
.
The proof of the second part of Lemma 2 shows E
(∥∥∥√n(Σˆn −Σ0)∥∥∥2r
F
)
<∞ when r ≤ 2. Further,
we have argued throughout the proof of the first part of Lemma 2 and the proof leading to (A.20)
that
E
(∥∥∥√n(f (Σˆn)−A0)∥∥∥4r
F
)
≤ c3n2r
(
E
(∥∥∥Aˆn∥∥∥4r
)
+ ‖A0‖4r
)
≤ O (n2r) ,
where c3 is a numerical constant only related to r and d. However, the large deviations principle
gives us P
(∥∥∥Σˆn − Σ0∥∥∥
F
> ε
)
= O (exp (−cn)) for some c > 0. Therefore, using Lemmas 3 and 4
and the previous estimates we can complete the last part of Lemma 2.
Appendix A.5 Proof of Proposition 3
Proof. Let X∗(ρ) := argminX≻0
{
− log detX + supQ∈P∗ρ EQ
[〈
ξξT ,X
〉]}
, where
P∗ρ = {Q ∼ N (0,Σ) for some Σ : W2(N (0,Σ0) ,Q) ≤ ρ} .
Then, argminρ≥0{E[L(X∗(ρ),Σ0)]} = 0. Since X∗n(ρ) is a continuous function of Σˆn, we have
X∗n(ρ) → X∗(ρ) almost surely for all ρ ≥ 0 by the continuous mapping theorem. Furthermore,
proof of Lemma 2 gives us EX∗n(0) = EΣˆ−1n → Σ−10 . And from Lemmas 1 and 2 in [3], we have
∣∣∣log det(Σˆ−1n )− log det(Σ−10 )∣∣∣ =
∣∣∣∣∣
d∑
k=1
log
(
1
n
χ2n−k−1
)∣∣∣∣∣→ 0,
where χ2n, . . . , χ
2
n−p−1 are mutually independent χ
2 distribution with the degree of freedom n, . . . , n−
p+1 respectively. Due to the uniform integrability of log
(
1
nχ
2
n−k−1
)
, we conclude E [log det (X∗n(0))]→
E [log det (X∗(0))] .
By (A.2), (A.4) and (A.1), we have x∗i ≤ γ∗ ≤ d/ρ2 and
xˆ∗i = γ
∗
[
1− 1
2
(√
λˆ2i (γ
∗)2 + 4λˆiγ∗ − λˆiγ∗
)]
≥ 1
ρ2
(
d∑
i=1
1
λˆiγ∗ + 2
)
1
λˆiγ∗ + 2
≥ 1
ρ2
(
1
λˆiγ∗ + 2
)2
.
Therefore, we have
L(X∗n(ρ),Σ0) = − log det(X∗n(ρ)Σ0) + 〈X∗n(ρ),Σ0〉 − d
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= − log det(X∗n(ρ)) + 〈X∗n(ρ),Σ0〉 − log det(Σ0)− d
≥ d log (ρ2/d) − log det(Σ0)− d.
Thus, ρn ∈ [0, C], for large enough n and a large enough constant C. By proposition 3.5 in [9], we
have log det(X∗n(ρ)) and 〈X∗n(ρ),Σ0〉 decrease with ρ. Then, E 〈X∗n(ρ),Σ0〉 → E 〈X∗(ρ),Σ0〉 since
0  X∗n(ρ)  X∗n(0) = Σˆ−1n and Σˆ−1n is uniformly integrable. For log det(X∗n(ρ)), the upper bound is
given by
log det(X∗n(ρ)) ≤ log det(Σˆ−1n ),
and the lower bound is given by
log det(X∗n(ρ)) = log
(
d∏
i=1
xˆ∗i
)
≥ log
(
d∏
i=1
1
ρ2
(
1
λˆiγ∗ + 2
)2)
≥ −2d log ρ− 2
d∑
i=1
(
log
(
λˆi
(
d/ρ2
)
+ 2
))
≥ −2d log ρ− 2 log det
((
d/ρ2
)
Σˆn + 2I
)
.
Due to the uniform integrability of log det
((
d/ρ2
)
Σˆn + 2I
)
and log det(Σˆ−1n ), we have E [log det(X∗n(ρ))]→
E [log det(X∗(ρ))] . Finally, by the monotonicity of E [log det(X∗n(ρ))] and E 〈X∗n(ρ),Σ0〉 , we have
E [L(X∗n(ρ),Σ0)] converges uniformly; thus, ρn → argminρ≥0{E[L(X∗(ρ),Σ0)]} = 0.
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