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18 Atomic and Maximal Function Characterizations ofMusielak-Orlicz-Hardy Spaces Associated to Non-negative
Self-adjoint Operators on Spaces of Homogeneous Type
Sibei Yang and Dachun Yang ∗
Abstract. Let X be a metric space with doubling measure and L a non-negative self-adjoint
operator on L2(X) whose heat kernels satisfy the Gaussian upper bound estimates. Assume that
the growth function ϕ : X×[0,∞)→ [0,∞) satisfies that ϕ(x, ·) is an Orlicz function and ϕ(·, t) ∈
A∞(X) (the class of uniformly Muckenhoupt weights). Let Hϕ, L(X) be the Musielak-Orlicz-
Hardy space defined via the Lusin area function associated with the heat semigroup of L. In this
article, the authors characterize the space Hϕ, L(X) by means of atoms, non-tangential and radial
maximal functions associated with L. In particular, when µ(X) < ∞, the local non-tangential and
radial maximal function characterizations of Hϕ, L(X) are obtained. As applications, the authors
obtain various maximal function and the atomic characterizations of the “geometric” Musielak-
Orlicz-Hardy spaces Hϕ, r(Ω) and Hϕ, z(Ω) on the strongly Lipschitz domain Ω in R
n associated
with second-order self-adjoint elliptic operators with the Dirichlet and the Neumann boundary
conditions; even when ϕ(x, t) := t for any x ∈ Rn and t ∈ [0,∞), the equivalent characterizations
of Hϕ, z(Ω) given in this article improve the known results via removing the assumption that Ω is
unbounded.
1 Introduction
Let X be a set, d a metric on X and µ a non-negative Borel regular measure on X. For any
x ∈ X and r ∈ (0,∞), let B(x, r) := {y ∈ X : d(x, y) < r} and V(x, r) := µ(B(x, r)). Moreover, we
assume that there exists a constant C1 ∈ [1,∞) such that, for any x ∈ X and r ∈ (0,∞),
(1.1) V(x, 2r) ≤ C1V(x, r) < ∞.
Observe that (X, d, µ) is a space of homogeneous type in the sense of Coifman and Weiss
[25, 26]. Recall that, in the definition of spaces of homogeneous type in [25, Chapter 3], d is
assumed to be a quasi-metric. But, to simplify the presentation of this article, we restrict that d
is a metric in the whole article. Notice that the doubling property (1.1) implies that the following
strong homogeneity property that, for some positive constants C and n,
(1.2) V(x, λr) ≤ CλnV(x, r)
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uniformly holds true for any λ ∈ [1,∞), x ∈ X and r ∈ (0,∞). There also exist constants C ∈ (0,∞)
and n0 ∈ [0, n] such that, for any x, y ∈ X and r ∈ (0,∞),
V(x, r) ≤ C
[
1 +
d(x, y)
r
]n0
V(y, r).
It is worth pointing out that, in the cases of Euclidean spaces Rn, strongly Lipschitz domains in Rn
and Lie groups of polynomial growth, n0 can be chosen to be 0.
The main purposes of this article are to obtain the atomic characterization and several max-
imal function characterizations of Musielak-Orlicz-Hardy spaces associated with non-negative
self-adjoint operators satisfying the Gaussian upper bound estimates on the space of homoge-
neous type X, particularly for the case that µ(X) < ∞, and give some applications. We point out
that, even when going back to the special case of Hardy spaces H
p
L
(X) (p ∈ (0, 1]), the results
obtained in this article improve the known results via removing the restriction that µ(X) = ∞ (see
Remark 1.13 below). It is worth pointing out that, by using the atomic decomposition of the tent
space on X when µ(X) < ∞, obtained in this article (see Lemma 2.7 below for the details), the
atomic characterization of the (Musielak-)(Orlicz-)Hardy space associated with the non-negative
self-adjoint operator L on L2(X) satisfying Davies-Gaffney estimates (or reinforced off-diagonal
estimates), established in [12, 45, 51, 84], could be improved via removing the assumption that
µ(X) = ∞ (see Remark 1.9 below).
Recall that the real-variable theory of Hardy spaces on the n-dimensional Euclidean space
R
n, initiated by Stein and Weiss [76] and then systematically developed by Fefferman and Stein
[35], plays important roles in various fields of analysis and partial differential equations (see,
for example, [35, 63, 76]). It is well known that the Hardy space Hp(Rn), with p ∈ (0, 1], is
a suitable substitute of the Lebesgue space Lp(Rn); for example, the classical Riesz transform
is bounded on Hp(Rn), but not on Lp(Rn) when p ∈ (0, 1]. Moreover, it is worth pointing out
that the classical Hardy space Hp(Rn) is essentially related to the Laplace operator on Rn. How-
ever, in many settings, these classical function spaces are not applicable; for example, the Riesz
transforms ∇L−1/2 may not be bounded from the Hardy space H1(Rn) to L1(Rn) when L is a
second-order divergence form elliptic operator with complex bounded measurable coefficients
on Rn (see, for example, [46, 47]). Motivated by this, the study for the real-variable theory of
various function spaces on Rn or domains in Rn, especially, the Hardy-type spaces, associated
with different differential operators, has inspired great interests in recent years; see, for exam-
ple, [3, 4, 31, 32, 34, 46, 49, 52, 73, 78] for the case of Hardy spaces, [11, 61, 72] for the
case of weighted Hardy spaces, [1, 88, 89, 90] for the case of variable exponent Hardy spaces
and [2, 50, 51, 80, 82, 83, 85] for the case of (Musielak-)Orlicz Hardy spaces. Recall that the
Musielak-Orlicz space was originated by Nakano [67] and developed by Musielak and Orlicz
[64, 65], which is a natural generalization of many important spaces such as (weighted) Lebesgue
spaces, variable Lebesgue spaces and Orlicz spaces and not only has its own interest, but is also
very useful in partial differential equations [6, 7, 44, 40], in calculus of variations [27], in image
restoration [43, 54] and in fluid dynamics [77, 62]. The Musielak-Orlicz Hardy space on Rn has
proved useful in harmonic analysis (see, for example, [56, 18, 57, 79]) and, especially, naturally
appears in the endpoint estimate for both the div-curl lemma and the commutator of Caldro´n-
Zygmund operators (see [9, 10, 79]). Moreover, the real-variable theory of Hardy-type spaces
associated with operators on the space of homogeneous type was also widely studied (see, for
example, [12, 13, 14, 15, 29, 41, 45, 74, 84, 51, 87]).
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Let X be a space of homogeneous type and L a non-negative self-adjoint operator on L2(X)
whose heat semigroup satisfies the so-called Davies-Gaffney estimates (see, for example, [45]).
Under the assumption that µ(X) = ∞, the equivalent characterizations of the Hardy space H1
L
(X)
associated with L, including the atom, the molecule and the Lusin area function associated with L,
were established in [45], which were extended to the (Musielak-)Orlicz-Hardy space in [51, 84].
As a special case of those operators, when X := Rn and L := −∆ + V is the Schro¨dinger operator
with 0 ≤ V ∈ L1
loc
(Rn), the non-tangential maximal function and the radial maximal function
characterizations, associated with L, of the Hardy space H1
L
(Rn), the Orlicz-Hardy space HΦ, L(R
n)
and the Musielak-Orlicz-Hardy space Hϕ, L(R
n) were obtained, respectively, in [45], [51] and [12,
84]. Recall that, when L := −∆ + V with 0 ≤ V ∈ L1
loc
(Rn), its heat semigroup satisfies the
Gaussian upper bound estimates (see, for example, [45, (8.4)]).
Assume further that L is a non-negative self-adjoint operator on L2(X) whose heat kernels
satisfy the Gaussian upper bound estimates. When X := Rn, via borrowing some ideas from
[16], the non-tangential maximal function characterization associated with L of the Hardy space
H
p
L
(Rn), with p ∈ (0, 1], was established in [73], which was extended to the Musielak-Orlicz-
Hardy space Hϕ, L(R
n) in [85]. Moreover, under some additional assumptions for L, the radial
maximal function characterization of Hϕ, L(R
n) was also obtained in [85]. Recently,
under the assumption that X is a space of homogeneous type with µ(X) = ∞,
the non-tangential maximal function and the radial maximal function characterizations, associated
with L, of the Hardy space H
p
L
(X) (p ∈ (0, 1]) were established in [74], which improves the
results obtained in [73] even when X := Rn. Moreover, the equivalent characterizations of the
Hardy space H
p
L
(X) (p ∈ (0, 1]) associated with L, including the atom, the non-tangential maximal
function and the radial maximal function associated with L, were established in [14] via a different
method from that in [74], which improve the results in [74] by removing the assumption that
µ(X) = ∞. Recently, the atomic and the maximal function characterizations of the weighted
Hardy space H
p
L, ω
(X), with any p ∈ (0, 1], associated with L, were obtained in [13] via applying
the method used in [14], without assuming µ(X) = ∞, where ω ∈ A∞(X). Here and hereafter,
Aq(X) with q ∈ [1,∞] denotes the class of Muckenhoupt weights (see, for example, [39]).
Let X be a space of homogeneous type and L a non-negative self-adjoint operator on L2(X)
whose heat kernels satisfy the Gaussian upper bound estimates. Motivated by [14, 73, 74, 85],
in this article, we establish the equivalent characterizations of the Musielak-Orlicz-Hardy space
Hϕ, L(X), in terms of the atom, the non-tangential maximal function and the radial maximal func-
tion associated with L, which improve the corresponding results for the space Hϕ, L(X) established
in [12, 51, 84] via removing the assumption that µ(X) = ∞. In particular, when µ(X) < ∞, the
local non-tangential and radial maximal function characterizations of Hϕ, L(X) are obtained, which
imply that the global Musielak-Orlicz-Hardy space Hϕ, L(X) and the local Musielak-Orlicz-Hardy
space hϕ, L(X) are equivalent when µ(X) < ∞. We point out that even in the special case of Hardy
spaces H
p
L
(X) (p ∈ (0, 1]), the results obtained in this article improve the known results via re-
moving the assumption that µ(X) = ∞ (see Remark 1.13 below). As applications, the “geometric”
Musielak-Orlicz-Hardy spaces Hϕ, r(Ω) and Hϕ, z(Ω) on the strongly Lipschitz domain Ω in R
n are
characterized via several maximal functions and atoms associated with second-order self-adjoint
elliptic operators with the Dirichlet and the Neumann boundary conditions. Some results obtained
in this article are new even when µ(X) < ∞ and ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ X and
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t ∈ [0,∞) (see Remark 1.13(i) below for the details). Moreover, it is worth pointing out that the
results obtained for the space Hϕ, z(Ω) improve the corresponding results established in [4, 82, 83]
by removing the additional assumption that Ω is unbounded.
To state our main results, in the remainder of the whole article, we always assume that L is a
densely defined linear operator on L2(X) satisfying the following two assumptions:
Assumption 1.1. L is non-negative and self-adjoint.
Assumption 1.2. The kernels of the semigroup {e−tL}t>0, denoted by {Kt}t>0, are measurable func-
tions on X × X and satisfy the Gaussian upper bound estimates, namely, there exist positive con-
stants C2 and c2 such that, for any t ∈ (0,∞) and x, y ∈ X,
(1.3) |Kt(x, y)| ≤ C2
V(x,
√
t)
exp
{
− [d(x, y)]
2
c2t
}
.
Examples of operators satisfying Assumptions 1.1 and 1.2 include both second-order self-
adjoint elliptic operators in divergence form with bounded measurable coefficients and (degener-
ate) Schro¨dinger operators with non-negative potentials or with magnetic fields on Rn or strongly
Lipschitz domains, and Laplace-Beltrami operators on Heisenberg groups, connected and simply
connected nilpotent Lie groups or complete Riemannian manifolds (see, for example, [4, 14, 15,
28, 71, 74]).
Now we describe the Musielak-Orlicz function considered in this article as follows. Recall that
a function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is non-decreasing, Φ(0) = 0,
Φ(t) > 0 for any t ∈ (0,∞) and limt→∞ Φ(t) = ∞ (see, for example, [64, 69, 79]). We point out
that, differently from the classical definition of Orlicz functions, the Orlicz functions in this article
may not be convex. Moreover, Φ is said to be of upper (resp. lower) type p for some p ∈ (0,∞)
if there exists a positive constant C such that, for any s ∈ [1,∞) (resp. s ∈ [0, 1]) and t ∈ [0,∞),
Φ(st) ≤ CspΦ(t).
For a given function ϕ : X × [0,∞) → [0,∞) such that, for any x ∈ X, ϕ(x, ·) is an Orlicz
function, ϕ is said to be of uniformly upper (resp. lower) type p for some p ∈ (0,∞) if there
exists a positive constant C such that, for any x ∈ X, t ∈ [0,∞) and s ∈ [1,∞) (resp. s ∈ [0, 1]),
ϕ(x, st) ≤ Cspϕ(x, t). Let
(1.4) I(ϕ) := inf
{
p ∈ (0,∞) : ϕ is of uniformly upper type p}
and
(1.5) i(ϕ) := sup
{
p ∈ (0,∞) : ϕ is of uniformly lower type p} .
In what follows, I(ϕ) and i(ϕ) are called, respectively, the uniformly critical upper type index and
the uniformly critical lower type index of ϕ. Observe that I(ϕ) and i(ϕ) may not be attainable,
namely, ϕ may not be of uniformly upper type I(ϕ) or uniformly lower type i(ϕ) (see, for example,
[12, 48, 56, 79, 81, 84] for some examples). Moreover, it is easy to see that, if ϕ is of uniformly
upper type p0 ∈ (0,∞) and lower type p1 ∈ (0,∞), then p0 ≥ p1 and hence I(ϕ) ≥ i(ϕ).
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Definition 1.3. Assume thatX is a space of homogeneous type. Let ϕ : X×[0,∞) → [0,∞) satisfy
that ϕ(·, t) is measurable for any t ∈ [0,∞). Then ϕ is said to satisfy the uniformly Muckenhoupt
condition for some q ∈ [1,∞), denoted by ϕ ∈ Aq(X), if, when q ∈ (1,∞),
Aq(ϕ) := sup
t∈(0,∞)
sup
B⊂X
{
1
V(B)
∫
B
ϕ(x, t) dµ(x)
} {
1
V(B)
∫
B
[ϕ(y, t)]1−q dµ(y)
}q−1
< ∞
or
A1(ϕ) := sup
t∈(0,∞)
sup
B⊂X
{
1
V(B)
∫
B
ϕ(x, t) dµ(x)
}  ess supy∈B [ϕ(y, t)]−1
 < ∞,
where the first suprema are taken over all t ∈ (0,∞) and the second ones over all balls B ⊂ X.
The function ϕ is said to satisfy the uniformly reverse Ho¨lder condition for some q ∈ (1,∞],
denoted by ϕ ∈ RHq(X), if, when q ∈ (1,∞),
RHq(ϕ) := sup
t∈(0,∞)
sup
B⊂X
{
1
V(B)
∫
B
[ϕ(x, t)]q dµ(x)
}1/q {
1
V(B)
∫
B
ϕ(x, t) dµ(x)
}−1
< ∞
or
RH∞(ϕ) := sup
t∈(0,∞)
sup
B⊂X
 ess supy∈B ϕ(y, t)

{
1
V(B)
∫
B
ϕ(x, t) dµ(x)
}−1
< ∞,
where the first suprema are taken over all t ∈ (0,∞) and the second ones over all balls B ⊂ X.
Recall that, in Definition 1.3, Ap(X), with p ∈ [1,∞), and RHq(X), with q ∈ (1,∞], were
introduced in [84] (see [56] or [79] for the Euclidean case Rn). Let A∞(X) := ∪q∈[1,∞)Aq(X). We
now recall the notions of the critical indices for ϕ ∈ A∞(X) as follows:
(1.6) q(ϕ) := inf
{
q ∈ [1,∞) : ϕ ∈ Aq(X)
}
and
(1.7) r(ϕ) := sup
{
q ∈ (1,∞] : ϕ ∈ RHq(X)
}
.
Recall also that, if q(ϕ) ∈ (1,∞), then, by [48, Lemma 2.4(iii)], we know that ϕ < Aq(ϕ)(X) and
there exists ϕ < A1(X) such that q(ϕ) = 1 (see, for example, [53]). Similarly, if r(ϕ) ∈ (1,∞),
then, by [80, Lemma 2.3(iv)], we know that ϕ < RHr(ϕ)(X) and there exists ϕ < RH∞(X) such that
r(ϕ) = ∞ (see, for example, [23]).
Now we recall the notion of growth functions from Ky [56] (see also [79]).
Definition 1.4. Let X be a space of homogeneous type. A function ϕ : X × [0,∞) → [0,∞) is
called a growth function if the following hold true:
(i) ϕ is aMusielak-Orlicz function, namely,
(a) ϕ(x, ·) is an Orlicz function for any x ∈ X;
(b) ϕ(·, t) is a measurable function for any t ∈ [0,∞).
(ii) ϕ ∈ A∞(X).
(iii) The function ϕ is of uniformly lower type p for some p ∈ (0, 1] and of uniformly upper type
1.
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For a Musielak-Orlicz function ϕ as in Definition 1.4, a measurable function f on X is said to
be in the Musielak-Orlicz space Lϕ(X) if
∫
X ϕ(x, | f (x)|) dµ(x) < ∞. Moreover, for any f ∈ Lϕ(X),
the Luxemburg (also called the Luxemburg-Nakano) quasi-norm ‖ f ‖Lϕ(X) of f is defined by setting
‖ f ‖Lϕ(X) := inf
{
λ ∈ (0,∞) :
∫
X
ϕ
(
x,
| f (x)|
λ
)
dµ(x) ≤ 1
}
.
Clearly, for any x ∈ X and t ∈ [0,∞),
(1.8) ϕ(x, t) := ω(x)Φ(t)
is a growth function if ω ∈ A∞(X) and Φ is an Orlicz function of lower type p for some p ∈ (0, 1]
and upper type 1. A typical example of such functions Φ is Φ(t) := tp, with p ∈ (0, 1], for any
t ∈ [0,∞) (see, for example, [48, 55, 56, 79, 84] for more examples of such Φ). Let x0 ∈ X.
Another typical example ϕ of growth functions is given by setting
(1.9) ϕ(x, t) :=
t
ln(e + d(x, x0)) + ln(e + t)
for any x ∈ X and t ∈ [0,∞) (see, for example, [9, 55, 56]). More precisely, ϕ ∈ A1(X), ϕ is of
uniformly upper type 1 (indeed, I(ϕ) = 1, which is attainable) and i(ϕ) = 1 which is not attainable
(see [56, 84] for the details). It is worth pointing out that some special Musielak-Orlicz-Hardy
spaces appear naturally in the study of the products of functions in H1(X) and BMO(X) (see, for
example, [9, 10, 38, 36, 37, 60]), and the endpoint estimates for both the div-curl lemma (see,
for example, [8, 10]) and the commutators of Caldero´n-Zygmund operators (see, for example,
[55, 58, 59]).
Now we recall the notion of the Musielak-Orlicz-Hardy space Hϕ, L(X) introduced in [12, 84].
Definition 1.5. Assume that X is a space of homogeneous type. Let L be an operator on L2(X)
satisfying Assumptions 1.1 and 1.2, and ϕ as in Definition 1.4. For any f ∈ L2(X) and x ∈ X, the
Lusin area function, S L( f ), associated with L is defined by setting
S L( f )(x) :=
{∫
Γ(x)
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dµ(y) dt
V(x, t)t
}1/2
.
A function f ∈ L2(X) is said to be in the set Hϕ, L(X) if S L( f ) ∈ Lϕ(X); moreover, define
‖ f ‖Hϕ, L(X) := ‖S L( f )‖Lϕ(X). Then the Musielak-Orlicz-Hardy space Hϕ, L(X) is defined to be the
completion of Hϕ, L(X) with respect to the quasi-norm ‖ · ‖Hϕ, L(X).
Moreover, we introduce the notions of both (ϕ, q, M)L-atoms and atomic Musielak-Orlicz-
Hardy spaces H
M, q
ϕ, L, at
(X) as follows. In what follows, for any subset E of X, we use 1E to denote
its characteristic function.
Definition 1.6. Let X, L and ϕ be as in Definition 1.5. Assume that q ∈ (1,∞], M ∈ N and B ⊂ X
is a ball.
(I) Let D(LM) be the domain of LM . A function α ∈ Lq(X) is called a (ϕ, q, M)L-atom associ-
ated with the ball B if there exists a function b ∈ D(LM) such that
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(i) α = LMb;
(ii) for any j ∈ {0, 1, . . . , M}, supp (L jb) ⊂ B;
(iii) for any j ∈ {0, 1, . . . , M}, ‖(r2
B
L) jb‖Lq(X) ≤ r2MB [V(B)]1/q‖1B‖−1Lϕ(X), where rB denotes
the radius of B.
In particular, if µ(X) < ∞, a function α on X is called a (ϕ, q)-single-atom if
‖α‖Lq(X) ≤ [µ(X)]1/q‖1X‖−1Lϕ(X).
(II) When µ(X) = ∞, for any f ∈ L2(X),
f =
∞∑
j=1
λ jα j(1.10)
is called an atomic (ϕ, q, M)L-representation of the function f if, for any j ∈ N, α j is a
(ϕ, q, M)L-atom associated with the ball B j ⊂ X, the summation (1.10) converges in L2(X)
and {λ j} j ⊂ C satisfies that
∑∞
j=1 ϕ(B j, |λ j|‖1B j‖−1Lϕ(X)) < ∞.
When µ(X) < ∞, for any f ∈ L2(X),
f = λ0α0 +
∞∑
j=1
λ jα j(1.11)
is called an atomic (ϕ, q, M)L-representation of f if α0 is a (ϕ, q)-single-atom, α j for any
j ∈ N is a (ϕ, q, M)L-atom associated with the ball B j ⊂ X, the summation (1.11) converges
in L2(X) and {λ0} ∪ {λ j}∞j=1 ⊂ C satisfies that
ϕ
(
X, |λ0|‖1X‖−1Lϕ(X)
)
+
∞∑
j=1
ϕ
(
B j, |λ j|‖1B j‖−1Lϕ(X)
)
< ∞.
Let
H
M, q
ϕ, L, at
(X) :=
{
f ∈ L2(X) : f has an atomic (ϕ, q, M)L-representation
}
equipped with the quasi-norm
‖ f ‖
H
M, q
ϕ, L, at
(X) := inf
Λ
({
λ jα j
}∞
j=0
)
:
∞∑
j=0
λ jα j is a (ϕ, q, M)L-representation of f
 ,
where
Λ
({
λ jα j
}∞
j=0
)
:= inf
λ ∈ (0,∞) : ϕ
(
X, |λ0|
λ‖1X‖Lϕ(X)
)
+
∞∑
j=1
ϕ
(
B j,
|λ j|
λ‖1B j‖Lϕ(X)
)
≤ 1

(when µ(X) = ∞, λ0 := 0) and the infimum is taken over all the atomic (ϕ, q, M)L-
representations of f as above. The atomic Musielak-Orlicz-Hardy space H
M, q
ϕ, L, at
(X) is then
defined as the completion of the set H
M, q
ϕ, L, at
(X) with respect to the quasi-norm ‖ · ‖
H
M, q
ϕ, L, at
(X).
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We point out that, if µ(X) = ∞, the atomic Musielak-Orlicz-Hardy space HM, q
ϕ, L, at
(X) in Def-
inition 1.6 coincides with the atomic Musielak-Orlicz-Hardy space introduced in [12, Definition
5.3].
Now we introduce the notions of Musielak-Orlicz-Hardy spaces via maximal functions associ-
ated with the operator L.
Definition 1.7. Let X, L and ϕ be as in Definition 1.5. Assume that φ ∈ S(R) is an even function
with φ(0) = 1 and α ∈ (0,∞).
(i) For any f ∈ L2(X) and x ∈ X, the non-tangential maximal function φ∗
L, α
( f ) is defined by
setting
φ∗L, α( f )(x) := sup
d(x,y)<αt, t∈(0,∞)
∣∣∣∣φ(t√L)( f )(y)∣∣∣∣ .
A function f ∈ L2(X) is said to be in the set Hφ,α
ϕ, L,max
(X) if φ∗
L, α
( f ) ∈ Lϕ(X); moreover,
define ‖ f ‖
H
φ, α
ϕ, L,max
(X) := ‖φ∗L, α( f )‖Lϕ(X). Then the Musielak-Orlicz-Hardy space H
φ, α
ϕ, L,max
(X)
is defined to be the completion of H
φ, α
ϕ, L,max
(X) with respect to the quasi-norm ‖ · ‖
H
φ, α
ϕ, L,max
(X).
Specially, if φ(x) := e−x
2
for any x ∈ R and α := 1, denote φ∗
L, α
( f ) simply by f ∗
L
and, in this
case, denote the space H
φ, α
ϕ, L,max
(X) simply by Hϕ, L,max(X).
(ii) For any f ∈ L2(X) and x ∈ X, the radial maximal function φ+
L
( f ) is defined by setting
φ+L( f )(x) := sup
t∈(0,∞)
∣∣∣∣φ(t√L)( f )(x)∣∣∣∣ .
A function f ∈ L2(X) is said to be in the set Hφ
ϕ, L, rad
(X) if φ+
L
( f ) ∈ Lϕ(X); moreover, define
‖ f ‖
H
φ
ϕ, L, rad
(X) := ‖φ+L( f )‖Lϕ(X). Then the Musielak-Orlicz-Hardy space H
φ
ϕ, L, rad
(X) is defined
via replacing φ∗
L, α
( f ) by φ+
L
( f ) in the definition of the space H
φ, α
ϕ, L,max
(X).
If φ(x) := e−x
2
for any x ∈ R, denote φ+
L
( f ) simply by f +
L
and, in this case, denote the space
H
φ
ϕ, L, rad
(X) simply by Hϕ, L, rad(X).
Then the first main result of this article reads as follows.
Theorem 1.8. Assume that X is a space of homogeneous type. Let L be an operator on L2(X)
satisfying Assumptions 1.1 and 1.2, and ϕ as in Definition 1.4. Assume that r(ϕ), I(ϕ), q(ϕ) and
i(ϕ) are, respectively, as in (1.7), (1.4), (1.6) and (1.5), and [r(ϕ)]′ denotes the conjugate exponent
of r(ϕ). For any q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], M ∈ N ∩ (nq(ϕ)
2i(ϕ)
,∞) and α ∈ (0,∞), the Musielak-
Orlicz-Hardy spaces H
M, q
ϕ, L, at
(X), Hφ, α
ϕ, L,max
(X), Hφ
ϕ, L, rad
(X) and Hϕ, L(X) coincide with equivalent
quasi-norms.
The strategy of the proof of Theorem 1.8 is as follows. When µ(X) = ∞, the equivalence of
the spaces Hϕ, L(X) and HM, qϕ, L, at(X) was established in [12, Theorem 5.4]. When µ(X) < ∞, for
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any k ∈ Z, let Ok := {x ∈ X : A( f )(x) > 2k}, where A( f ) is as in (2.9) below. If Ok = X, then
Ôk = X × (0,∞), where the tent Ôk of Ok is defined by setting
Ôk :=
{
(x, t) ∈ X × (0,∞) : d(x,O∁
k
) ≥ t
}
,
d(x,O
∁
k
) := inf{d(x, y) : y ∈ O∁
k
} and O∁
k
:= X\Ok. Using this fact and repeating the proof of [12,
Theorem 5.4], we obtain the equivalence of Hϕ, L(X) and HM, qϕ, L, at(X) in the case that µ(X) < ∞.
Moreover, via borrowing some ideas from the proof of [74, Theorem 3.1] and subtly applying the
properties of Musielak-Orlicz functions, we prove the equivalence of H
φ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X).
Furthermore, by borrowing some ideas from the proof of [14, Theorem 1.4], we obtain the inclu-
sion relation H
φ, α
ϕ, L,max
(X) ⊂ HM, q
ϕ, L, at
(X). The proof of the inclusion HM, q
ϕ, L, at
(X) ⊂ Hφ
ϕ, L, rad
(X) is
standard. It is worth pointing out that new ingredients appeared in the proof of Theorem 1.8 are
both the introduction of (Tϕ, p)-single-atoms for tent spaces and the observation on the existence
of (Tϕ, p)-single-atoms in the decomposition of functions in the tent space Tϕ(X × (0,∞)) when
µ(X) < ∞ (see Lemma 2.7 below for the details).
Remark 1.9. Based on the atomic decomposition of the tent space on X given in Lemma 2.7
below, we know that the atomic decomposition theorem of the tent space on X in [12, 45, 51,
84] holds true only when µ(X) = ∞, which further implies that the atomic characterization of
the (Musielak-)(Orlicz-)Hardy space, associated with the non-negative self-adjoint operator L on
L2(X) satisfying Davies-Gaffney estimates (or reinforced off-diagonal estimates), obtained in [12,
45, 51, 84], holds true only under the assumption that µ(X) = ∞. Moreover, via replacing the
atomic decomposition of the tent space on X used in [12, 45, 51, 84] by Lemma 2.7 below and
then repeating the proof of the atomic characterization of the (Musielak-)(Orlicz-)Hardy space in
[12, 45, 51, 84], we obtain the atomic characterization of the (Musielak-)(Orlicz-)Hardy space,
associated with the operator L satisfying Assumptions 1.1 and 1.2, in Theorem 1.8 without the
assumption that µ(X) = ∞.
When µ(X) < ∞, by (1.2), we conclude that diam (X) < ∞, here and hereafter, diam (X) :=
sup{d(x, y) : x, y ∈ X}. Indeed, when µ(X) < ∞, X is a bounded ball (see, for example, [66,
Lemma 5.1]).
Definition 1.10. Let X, L and ϕ be as in Definition 1.5. Assume that µ(X) < ∞ and φ ∈ S(R) is
an even function with φ(0) = 1 and α ∈ (0,∞).
(i) For any f ∈ L2(X) and x ∈ X, the local non-tangential maximal function φ∗
L, α, loc
( f ) is
defined by setting
φ∗L, α, loc( f )(x) := sup
d(x,y)<αt, t∈(0,diam (X))
∣∣∣∣φ(t√L)( f )(y)∣∣∣∣ .
Then the local Musielak-Orlicz-Hardy space h
φ, α
ϕ, L,max
(X) is defined via replacing φ∗
L, α
( f )
by φ∗
L, α, loc
( f ) in Definition 1.7.
Specially, if φ(x) := e−x
2
for any x ∈ R and α := 1, denote φ∗
L, α, loc
( f ) simply by f ∗
L, loc
and,
in this case, denote the space h
φ, α
ϕ, L,max
(X) simply by hϕ, L,max(X).
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(ii) For any f ∈ L2(X) and x ∈ X, the local radial maximal function φ+
L, loc
( f ) is defined by
setting
φ+L, loc( f )(x) := sup
t∈(0,diam (X))
∣∣∣∣φ(t√L)( f )(x)∣∣∣∣ .
Then the local Musielak-Orlicz-Hardy space h
φ
ϕ, L, rad
(X) is defined via replacing φ∗
L, α, loc
( f )
by φ+
L, loc
( f ) in the definition of the space h
φ, α
ϕ, L,max
(X). If φ(x) := e−x2 for any x ∈ R,
denote φ+
L, loc
( f ) simply by f +
L, loc
and, in this case, denote the space h
φ
ϕ, L, rad
(X) simply by
hϕ, L, rad(X).
In the case that µ(X) < ∞, we have the following further conclusion.
Theorem 1.11. Assume that X is a space of homogeneous type with µ(X) < ∞. Let L be
an operator on L2(X) satisfying Assumptions 1.1 and 1.2, and ϕ as in Definition 1.4. Assume
that r(ϕ), I(ϕ), q(ϕ) and i(ϕ) are, respectively, as in (1.7), (1.4), (1.6) and (1.5). For any q ∈
([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], M ∈ N ∩ (nq(ϕ)
2i(ϕ)
,∞) and α ∈ (0,∞), the Musielak-Orlicz-Hardy spaces
H
M, q
ϕ, L, at
(X), Hφ, α
ϕ, L,max
(X), Hφ
ϕ, L, rad
(X) and Hϕ, L(X)
and the local Musielak-Orlicz-Hardy spaces h
φ, α
ϕ, L,max
(X) and hφ
ϕ, L, rad
(X) coincide with equivalent
quasi-norms.
Similarly to the proof of Theorem 2.9 below, we find that, for any α ∈ (0,∞), the local
Musielak-Orlicz-Hardy spaces h
φ, α
ϕ, L,max
(X) and hφ
ϕ, L, rad
(X) coincide with equivalent quasi-norms
(see [15, Proposition 4.4] for the case that ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ X and
t ∈ [0,∞)). Moreover, replacing the maximal function φ∗
L, α
( f ) by φ∗
L, α, loc
( f ) and repeating the
proof of Theorem 1.8, we know that, for any q ∈ ([r(ϕ)]′I(ϕ),∞]∩ (1,∞], M ∈ N∩ (nq(ϕ)
2i(ϕ)
,∞) and
α ∈ (0,∞), the spaces HM, q
ϕ, L, at
(X) and hφ, α
ϕ, L,max
(X) coincide with equivalent quasi-norms. Using
this and Theorem 1.8, we then prove Theorem 1.11, the details being omitted.
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ X and t ∈ [0,∞), we denote the spaces
H
M, q
ϕ, L, at
(X), Hφ, α
ϕ, L,max
(X), Hφ
ϕ, L, rad
(X), Hϕ, L(X), hφ, αϕ, L,max(X) and h
φ
ϕ, L, rad
(X), respectively, simply
by H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X), Hp
L
(X), hp, φ, α
L,max
(X) and hp, φ
L, rad
(X). Then, as the corollaries of
Theorems 1.8 and 1.11, we have the following conclusions.
Corollary 1.12. Let X be a space of homogeneous type, p ∈ (0, 1] and L an operator on L2(X)
satisfying Assumptions 1.1 and 1.2. For any q ∈ (1,∞], M ∈ N ∩ ( n
2p
,∞) and α ∈ (0,∞), the
Hardy spaces H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X) and Hp
L
(X) coincide with equivalent quasi-norms.
Assume further that µ(X) < ∞. Then, for any q ∈ (1,∞], M ∈ N ∩ ( n
2p
,∞) and α ∈ (0,∞), the
Hardy spaces H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X) and Hp
L
(X) and the local Hardy spaces hp, φ, α
L,max
(X)
and h
p, φ
L, rad
(X) coincide with equivalent quasi-norms.
Remark 1.13. The equivalences of the spaces H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X) and Hp, φ
L, rad
(X) and the equiv-
alences of the spaces H
p,M, q
L, at
(X), hp, φ, α
L,max
(X) and hp, φ
L, rad
(X) in Corollary 1.12 were obtained in [74,
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Theorem 1.3] (which requires µ(X) = ∞) and [14, Theorem 1.4 and Remark 3.2], respectively. In
particular, if X := Rn, the equivalences of Hp
L
(Rn), H
p,M, q
L, at
(Rn) and H
p, φ, α
L,max
(Rn) were established
in [73, Theorem 1.4]. When µ(X) < ∞, the equivalence of the spaces Hp
L
(X) and Hp,M, q
L, at
(X) in
Corollary 1.12 is new in this case. Thus, when µ(X) < ∞, Corollary 1.12 improves the known
results.
Remark 1.14. (i) Let ϕ be as in Definition 1.4 or (1.8) with ω ≡ 1. Under the assumption
that µ(X) = ∞, the equivalence of the spaces Hϕ, L(X) and HM, qϕ, L, at(X) was obtained in
[12, 51, 84]. Thus, Theorem 1.8 improves the corresponding results in [12, 51, 84] via
removing the assumption that µ(X) = ∞.
In particular, if X := Rn, the equivalence of HM, q
ϕ, L, at
(Rn) and H
φ, α
ϕ, L,max
(Rn) was obtained in
[85, Theorem 1.8]. Under the additional assumption that the heat semigroup of L satisfies
the Ho¨lder continuity (see [85, Assumption 1.11]), the equivalence of H
φ, α
ϕ, L,max
(Rn) and
H
φ
ϕ, L, rad
(Rn) was also obtained in [85, Theorem 1.12]. Thus, Theorem 1.8 improves [85,
Theorem 1.12] even when X := Rn by removing this additional assumption for L.
(ii) Theorem 1.11 is new even when ϕ is as in (1.8) or (1.9).
Remark 1.15. (i) Recall that a measurable function p(·) : Rn → (0,∞) is called a variable
exponent. For any variable exponent p(·), let
p− := ess inf
x∈Rn
p(x) and p+ := ess sup
x∈Rn
p(x).
Denote by P(Rn) the collection of all variable exponents p(·) satisfying 0 < p− ≤ p+ < ∞.
It is known that, if
(1.12) ϕ(x, t) := tp(x) for any x ∈ Rn and t ∈ [0,∞),
where p(·) ∈ P(Rn), then the Musielak-Orlicz space Lϕ(Rn) is just the variable exponent
space Lp(·)(Rn).
Moreover, the variable exponent Hardy space H
p(·)
L
(Rn) associated with L is defined in the
same way as Hϕ, L(R
n) with ‖ · ‖Lϕ(Rn) replaced by ‖ · ‖Lp(·)(Rn). Under the assumptions that
0 < p− ≤ p+ ≤ 1 and p(·) satisfies the so-called globally log-Ho¨lder continuous condition,
which is denoted by p(·) ∈ Clog(Rn) (see, for example, [86, 88, 89, 90] for the details), the
real-variable characterizations of H
p(·)
L
(Rn) or its local version h
p(·)
L
(Rn), including atoms,
Lusin area functions, non-tangential and radial maximal functions associated with L, were
established in [1, 88, 89, 90]. It is worth pointing out that a general Musielak-Orlicz func-
tion ϕ as in Definition 1.4 may not have the form as in (1.12) (see, for example, [56, 79, 81]).
On the other hand, it was proved in [86, Remark 2.23(iii)] that there exists a variable expo-
nent function p(·) ∈ Clog(Rn), but tp(·) is not a uniformly Muckenhoupt weight, which was
required in Definition 1.4. Thus, variable exponent Hardy spaces associated with operators
in [1, 88, 89, 90] and Musielak-Orlicz-Hardy spaces associated with operators in this article
do not cover each other even when X := Rn.
(ii) Let L be a degenerate Schro¨dinger operator on Rn, which is defined by setting
L := − 1
ω
div(A∇) + V,
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where ω ∈ A2(Rn), A := {ai j}ni, j=1 is a real symmetric matrix satisfying that there exists a
positive constant C such that, for any x, ξ ∈ Rn,
C−1ω(x)|ξ|2 ≤
n∑
i, j=1
ai j(x)ξiξ j ≤ Cω(x)|ξ|2
with |ξ| := (ξ2
1
+ · · · + ξ2n)1/2, and V ≥ 0. Assume that (X0, d, µ) := (Rn, | · |, ωdx), where | · |
denotes the usual Euclidean distance on Rn and dx the Lebesgue measure on Rn. Then it is
easy to see that L is non-negative self-adjoint on L2(X0) and hence L satisfies Assumption
1.1. Moreover, it is well known that L satisfies Assumption 1.2 (see, for example, [33,
Theorem 2.2]).
Under some additional assumptions for ω and V (see [33, 49] for the details), the real-
variable characterizations of the Hardy space H1L(X0), including the radial maximal function
and the Lusin area function associated with L, were established in [33, 49]. Thus, even
when X := X0 and L := L, Corollary 1.12 improves the main results obtained in [33, 49]
by extending the range p = 1 of the exponent p into p ∈ (0, 1].
To obtain more equivalent characterizations of Hϕ, L(X), we further introduce the following
assumptions for L.
Assumption 1.16. The kernels of the semigroup {e−tL}t>0, denoted by {Kt}t>0, satisfy the Ho¨lder
continuous condition, namely, there exist positive constants C3, c3 and δ0 ∈ (0, 1] such that, for
any t ∈ (0, [diam (X)]2) and x, y, z ∈ X with d(y, z) ≤ √t,
|Kt(x, y) − Kt(x, z)| ≤ C3
V(x,
√
t)
[
d(y, z)√
t
]δ0
exp
{
− [d(x, y)]
2
c3t
}
.
Assumption 1.17. The semigroup {e−tL}t>0 is conservative, namely, for any t ∈ (0,∞) and x ∈ X,∫
X
Kt(x, y) dµ(y) = 1.
Now we introduce the following Musielak-Orlicz-Hardy spaces on X independent of the oper-
ator L.
Definition 1.18. Let X and ϕ be as in Definition 1.5. Assume that q ∈ (1,∞], M ∈ N and B ⊂ X
is a ball. A function α ∈ Lq(X) is called a (ϕ, q, 0)-atom associated with the ball B if
(i) supp (α) ⊂ B;
(ii) ‖α‖Lq(X) ≤ [µ(B)]1/q‖1B‖−1Lϕ(X);
(iii)
∫
B
α(x) dµ(x) = 0.
If µ(X) < ∞, a function α on X is called a (ϕ, q)-single-atom if
‖α‖Lq(X) ≤ [µ(X)]1/q‖1X‖−1Lϕ(X).
Then the atomic Musielak-Orlicz-Hardy type space H
q
ϕ, at(X) is defined via replacing (ϕ, q, M)L-
atoms by (ϕ, q, 0)-atoms in the definition of the space H
M, q
ϕ, L, at
(X).
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We point out that, when ϕ(x, t) := tp, with p ∈ ( n
n+1
, 1], for any x ∈ X and t ∈ [0,∞), the space
H
q
ϕ, at(X) coincides with the Hardy space HpCW (X) introduced by Coifman and Weiss [26].
Assume further that the operator satisfies Assumptions 1.16 and 1.17. Using Theorem 1.8 and
Assumptions 1.16 and 1.17, we have the following conclusion.
Theorem 1.19. Assume that X is a space of homogeneous type. Let L be an operator on L2(X)
satisfying Assumptions 1.1, 1.2, 1.16 and 1.17, and ϕ as in Definition 1.4. Assume that δ0 ∈ (0, 1],
r(ϕ), I(ϕ), q(ϕ) and i(ϕ) are, respectively, as in Assumption 1.16, (1.7), (1.4), (1.6) and (1.5),
and [r(ϕ)]′ denotes the conjugate exponent of r(ϕ). If nq(ϕ)/i(ϕ) < n + δ0, then, for any q ∈
([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], M ∈ N ∩ (nq(ϕ)
2i(ϕ)
,∞) and α ∈ (0,∞), the spaces Hϕ, L(X), HM, qϕ, L, at(X),
H
φ, α
ϕ, L,max
(X), Hφ
ϕ, L, rad
(X) and Hqϕ, at(X) coincide with equivalent quasi-norms. In particular, if
µ(X) < ∞, the spaces Hϕ, L(X), HM, qϕ, L, at(X), H
φ, α
ϕ, L,max
(X), Hφ
ϕ, L, rad
(X), Hqϕ, at(X), hφ, αϕ, L,max(X) and
h
φ
ϕ, L, rad
(X) coincide with equivalent quasi-norms.
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ X and t ∈ [0,∞), we denote the space Hqϕ, at(X)
simply by H
p, q
at (X). As the corollary of Theorem 1.19, we have the following conclusion.
Corollary 1.20. Let X be a space of homogeneous type and L an operator on L2(X) satisfy-
ing Assumptions 1.1, 1.2, 1.16 and 1.17. Assume that δ0 ∈ (0, 1] is as in Assumption 1.16 and
p ∈ ( n
n+δ0
, 1]. Then, for any q ∈ (1,∞], M ∈ N ∩ ( n
2p
,∞) and α ∈ (0,∞), the spaces Hp
L
(X),
H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X) and Hp, qat (X) coincide with equivalent quasi-norms. In partic-
ular, if µ(X) < ∞, the spaces Hp
L
(X), Hp,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X), Hp, qat (X), hp, φ, αL,max(X) and
h
p, φ
L, rad
(X) coincide with equivalent quasi-norms.
Remark 1.21. (i) We point out that the equivalences of the Hardy spaces
H
p,M, q
L, at
(X), Hp, φ, α
L,max
(X), Hp, φ
L, rad
(X), Hp, qat (X), hp, φ, αL,max(X) and h
p, φ
L, rad
(X)
in Corollary 1.20 were obtained in [14, Theorems 1.4 and 1.8 and Remark 3.2].
(ii) Theorem 1.19 is new even when ϕ is as in (1.8) or (1.9).
The layout of this article is as follows. Section 2 is devoted to the proof of Theorem 1.8. In
Section 3, we give the proof of Theorem 1.19.
Moreover, in Section 4, as applications of Theorems 1.8, 1.11 and 1.19, we characterize the
“geometric” Musielak-Orlicz-Hardy spaces Hϕ, r(Ω) and Hϕ, z(Ω) on strongly Lipschitz domains
in Rn by means of atoms, non-tangential and radial maximal functions associated with second-
order self-adjoint elliptic operators with Dirichlet and Neumann boundary conditions. We point
out that the results obtained for the spaces Hϕ, r(Ω) and Hϕ, z(Ω) in Section 4 below improve the
corresponding results established in [4, 14, 82, 83] (see Remarks 4.5, 4.10 and 4.11 below for the
details) by removing the additional assumption that Ω is unbounded. Some further applications of
Theorems 1.8 and 1.11 to Hardy type spaces on domains will be given in a forthcoming article.
Finally, we make some conventions on notation. Throughout the whole article, we always
denote by C a positive constant which is independent of the main parameters, but it may vary
from line to line. We also use C(γ, β, ...) to denote a positive constant depending on the indicated
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parameters γ, β, . . .. The symbol A . B means that A ≤ CB. If A . B and B . A, then we write
A ∼ B. The symbol ⌊s⌋ for any s ∈ R denotes the largest integer not greater than s. For any ball
B := B(xB, rB) ⊂ X, with some xB ∈ X and rB ∈ (0,∞), and α ∈ (0,∞), let αB := B(xB, αrB). For
any subset E of X, we denote by E∁ the set X \ E and by 1E its characteristic function. We also
let N := {1, 2, . . .} and Z+ := N∪ {0}. For any ball B in X and j ∈ Z+, let S j(B) := (2 j+1B) \ (2 jB)
with j ∈ N and S 0(B) := 2B. Finally, for q ∈ [1,∞], we denote by q′ its conjugate exponent,
namely, 1/q + 1/q′ = 1.
2 Proof of Theorem 1.8
In this section, we show Theorem 1.8. We begin with some auxiliary conclusions.
Let X be a space of homogeneous type. For a non-negative self-adjoint operator L on L2(X),
denote by EL the spectral measure associated with L. Then, for any bounded Borel function
F : [0,∞) → C, the operator F(L) : L2(X) → L2(X) is defined by the formula
F(L) :=
∫ ∞
0
F(λ) dEL(λ).
Then we have the following lemma, which was just [45, Lemma 3.5]. In what follows, C∞c (R)
denotes the set of all infinitely differentiable functions on R with compact supports and, for any
φ ∈ C∞c (R), we use Φ to denote its Fourier transform, namely, for any ξ ∈ R,
Φ(ξ) := φ̂(ξ) :=
∫
R
φ(x)e−2πxξ dx.
Lemma 2.1. Let X be a space of homogeneous type. Assume that the operator L satisfies Assump-
tions 1.1 and 1.2. Let φ ∈ C∞c (R) be even and supp (φ) ⊂ (−1, 1). Denote by Φ the Fourier trans-
form of φ. Then, for any k ∈ Z+, the kernels {K(t2L)kΦ(t√L)}t>0 of the operators {(t2L)kΦ(t
√
L)}t>0
satisfy that, for any t ∈ (0,∞) and x, y ∈ X,
supp
(
K
(t2L)kΦ(t
√
L)
)
⊂ {(x, y) ∈ X × X : d(x, y) ≤ t}.
Moreover, for any k ∈ Z+, there exists a positive constant C(k), depending on k, such that, for any
t ∈ (0,∞) and x, y ∈ X,
∣∣∣∣K(t2L)kΦ(t√L)(x, y)∣∣∣∣ ≤ C(k)µ(B(x, t)) .
Let L1
loc
(X) denote the set of all locally integral functions on X and M the Hardy-Littlewood
maximal operator on X, namely, for any f ∈ L1
loc
(X) and x ∈ X,
M( f )(x) := sup
B∋x
1
V(B)
∫
B
| f (y)| dµ(y),
where the supremum is taken over all balls B ∋ x.
Moreover, we have the following properties of growth functions, which were obtained in [56,
Lemma 4.1] and [84, Lemma 2.8].
Musielak-Orlicz-Hardy Spaces Associated to Non-negative Self-adjoint Operators 15
Lemma 2.2. Let ϕ be as in Definition 1.4.
(i) There exists a positive constant C such that, for any (x, t j) ∈ X × [0,∞) with j ∈ N,
ϕ(x,
∑∞
j=1 t j) ≤ C
∑∞
j=1 ϕ(x, t j).
(ii) Let ϕ˜(x, t) :=
∫ t
0
ϕ(x,s)
s
ds for any (x, t) ∈ X× [0,∞). Then ϕ˜ is equivalent to ϕ, namely, there
exists a positive constant C such that, for any (x, t) ∈ X × [0,∞), C−1ϕ(x, t) ≤ ϕ˜(x, t) ≤
Cϕ(x, t).
(iii) If p ∈ (1,∞) and ϕ ∈ Ap(X), then there exists a positive constant C, depending on p and
Ap(ϕ), such that, for any measurable functions f on X and t ∈ [0,∞),∫
X
[M( f )(x)]p ϕ(x, t) dµ(x) ≤ C ∫
X
| f (x)|pϕ(x, t) dµ(x).
(iv) If ϕ ∈ Ap(X) with p ∈ [1,∞), then there exists a positive constant C, depending on p and
Ap(ϕ), such that, for any t ∈ (0,∞) and balls B1, B2 ⊂ X with B1 ⊂ B2, ϕ(B2,t)ϕ(B1,t) ≤ C[
V(B2)
V(B1)
]p.
Let X be a space of homogeneous type and F a µ-measurable function on X × (0,∞). For any
α ∈ (0,∞) and x ∈ X, let
(2.1) F∗α(x) := sup
d(x,y)<αt, t∈(0,∞)
|F(y, t)|.
Then we have the following conclusion.
Lemma 2.3. Let F be a µ-measurable function on X × (0,∞) and ϕ as in Definition 1.4. Assume
further that ϕ ∈ Ap(X) with p ∈ (1,∞) and ϕ is of uniformly lower type p˜ with p˜ ∈ (0, 1]. Then
there exists a positive constant C, depending on n, ϕ and p, such that, for any α1, α2 ∈ (0,∞) with
α2 ≤ α1,
(2.2)
∥∥∥F∗α1∥∥∥Lϕ(X) ≤ C
[
α1
α2
] np
p˜ ∥∥∥F∗α2∥∥∥Lϕ(X) ,
where F∗α1 and F
∗
α2
are as in (2.1), respectively, with α := α1 and α := α2.
Proof. For any λ ∈ (0,∞), let Eλ := {x ∈ X : F∗α2 (x) > λ}. Then it was proved in [74, (2.8)] that
there exists a positive constant C˜ such that, for any λ ∈ (0,∞),
(2.3)
{
x ∈ X : F∗α1 (x) > λ
}
⊂ E∗λ :=
x ∈ X : M(1Eλ )(x) > C˜(α1/α2)n
 .
Moreover, from Lemma 2.2(iii), it follows that, for any t ∈ (0,∞) and λ ∈ (0,∞),∫
E∗
λ
ϕ(x, t) dµ(x) .
[α1/α2]
np
C˜p
∫
Eλ
ϕ(x, t) dµ(x),
which, together with Lemma 2.2(ii), the Fubini theorem and (2.3), implies that∫
X
ϕ
(
x, F∗α1(x)
)
dµ(x) ∼
∫
X
∫ F∗α1 (x)
0
ϕ(x, t)
t
dt dµ(x) ∼
∫ ∞
0
∫
{x∈X: F∗α1 (x)>t}
ϕ(x, t)
t
dµ(x) dt
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.
∫ ∞
0
∫
E∗t
ϕ(x, t)
t
dµ(x) dt .
[
α1
α2
]np ∫ ∞
0
∫
Et
ϕ(x, t)
t
dµ(x) dt
∼
[
α1
α2
]np ∫
X
ϕ
(
x, F∗α2 (x)
)
dµ(x).
By this and the facts that ϕ is of uniformly lower type p˜ and α1 ≥ α2, we conclude that, for any
λ ∈ (0,∞),∫
X
ϕ
(
x,
F∗α1 (x)
[α1/α2]np/p˜λ
)
dµ(x) .
[
α1
α2
]−np ∫
X
ϕ
(
x,
F∗α1(x)
λ
)
dµ(x) .
∫
X
ϕ
(
x,
F∗α2 (x)
λ
)
dµ(x),
which further implies that ∥∥∥F∗α1∥∥∥Lϕ(X) .
[
α1
α2
] np
p˜ ∥∥∥F∗α2∥∥∥Lϕ(X) .
This finishes the proof of Lemma 2.3. 
Moreover, to show Theorem 1.8, we need to establish the following conclusion.
Proposition 2.4. Assume that X is a space of homogeneous type. Let L satisfy Assumptions 1.1
and 1.2, and ϕ be as in Definition 1.4. Assume that ψ1, ψ2 ∈ S(R) are even functions with
ψ1(0) = ψ2(0) = 1, and α1, α2 ∈ (0,∞). For any i ∈ {0, 1}, f ∈ L2(X) and x ∈ X, let
(ψi)
∗
L, αi
( f )(x) := sup
d(x,y)<αi t, t∈(0,∞)
∣∣∣∣ψi(t√L)( f )(y)∣∣∣∣ .
Then there exists a positive constant C, depending on n, ϕ, ψ1, ψ2, α1 and α2, such that, for any
f ∈ L2(X), ∥∥∥(ψ1)∗L, α1( f )∥∥∥Lϕ(X) ≤ C ∥∥∥(ψ2)∗L, α2( f )∥∥∥Lϕ(X) .(2.4)
Specially, for any given even function φ ∈ S(R) with φ(0) = 1 and α ∈ (0,∞), there exists a
positive constant C, depending on n, ϕ, φ and α, such that, for any f ∈ L2(X),
C−1‖ f ∗L‖Lϕ(X) ≤
∥∥∥φ∗L, α( f )∥∥∥Lϕ(X) ≤ C‖ f ∗L‖Lϕ(X).
Proof. By the fact that ϕ is as in Definition 1.4, we know that there exist p ∈ (1,∞) and p˜ ∈ (0, 1]
such that ϕ ∈ Ap(X) and ϕ is of uniformly lower type p˜ ∈ (0, 1]. Let ψ := ψ1 − ψ2. Via (2.2), to
prove (2.4), it suffices to show that∥∥∥ψ∗L, 1( f )∥∥∥Lϕ(X) . ∥∥∥(ψ2)∗L, 1( f )∥∥∥Lϕ(X) ,(2.5)
where the implicit positive constant depends on n, ψ1, ψ2 and ϕ. Now we show (2.5). Let Ψ(x) :=
x2kΦ(x) for any x ∈ R, where k ∈ N with k > nq(ϕ)/[2i(ϕ)] and Φ is as in Lemma 2.1. From the
spectral calculus, we deduce that there exists a constant C(Ψ, ψ2), depending on Ψ and ψ2, such that
f = C(Ψ, ψ2)
∫ ∞
0
Ψ(s
√
L)ψ2(s
√
L)( f )
ds
s
,
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which further implies that, for any t ∈ (0,∞),
ψ(t
√
L)( f ) = C(Ψ, ψ2)
∫ ∞
0
[
ψ(t
√
L)Ψ(s
√
L)
]
ψ2(s
√
L)( f )
ds
s
.
Let K
ψ(t
√
L)Ψ(s
√
L)
be the kernel of ψ(t
√
L)Ψ(s
√
L). Then, for any λ ∈ (0,∞) and x ∈ X, we have
sup
d(x,y)<t, t∈(0,∞)
∣∣∣∣ψ(t√L)( f )(y)∣∣∣∣(2.6)
∼ sup
d(x,y)<t, t∈(0,∞)
∣∣∣∣∣
∫ ∞
0
K
ψ(t
√
L)Ψ(s
√
L)
(y, z)ψ2(s
√
L)( f )(z)
dµ(z) ds
s
∣∣∣∣∣
. sup
d(x,y)<t, t∈(0,∞)
∫
X×(0,∞)
∣∣∣∣Kψ(t√L)Ψ(s√L)(y, z)∣∣∣∣
[
1 +
d(x, z)
s
]λ
×
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(x, z)
s
]−λ
dµ(z) ds
s
. sup
z∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(x, z)
s
]−λ
× sup
d(x,y)<t, t∈(0,∞)
∫
X×(0,∞)
∣∣∣∣Kψ(t√L)Ψ(s√L)(y, z)∣∣∣∣
[
1 +
d(x, z)
s
]λ
dµ(z) ds
s
.
Moreover, from the proof of [74, Proposition 2.4], it follows that, for any λ ∈ (0, 2k) and x ∈ X,
sup
d(x,y)<t, t∈(0,∞)
∫
X×(0,∞)
∣∣∣∣Kψ(t√L)Ψ(s√L)(y, z)∣∣∣∣
[
1 +
d(x, z)
s
]λ
dµ(z) ds
s
. 1,
where the implicit positive constant depends on n, Ψ, ψ and λ, which, together with (2.6), implies
that
sup
d(x,y)<t, t∈(0,∞)
∣∣∣∣ψ(t√L)( f )(y)∣∣∣∣ . sup
z∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(x, z)
s
]−λ
,(2.7)
where the implicit positive constant depends on n, Ψ, ψ and λ. Furthermore, let 1[0,1] be the
characteristic function of [0, 1]. Then, for any λ, s ∈ (0,∞), we have
(1 + s)−λ ≤
∞∑
k=1
2−k1[0,1]
(
s
2k/λ
)
,
which further implies that
sup
z∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(x, z)
s
]−λ
(2.8)
≤
∞∑
k=1
2−k sup
z∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣ 1[0,1]
(
d(x, z)
s2k/λ
)
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=
∞∑
k=1
2−k sup
d(x,z)<2k/λ s, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣ = ∞∑
k=1
2−k(ψ2)∗L, 2k/λ( f )(x).
Let λ ∈ (nq(ϕ)/i(ϕ), 2k). Then, by λ > nq(ϕ)/i(ϕ) and the definitions of q(ϕ) and i(ϕ), we find
that there exist p0 ∈ (0, i(ϕ)) and q˜ ∈ (q(ϕ),∞) such that λ > nq˜/p0, ϕ is of uniformly lower type
p0 and ϕ ∈ Aq˜(X), which, combined with (2.8), Lemma 2.2(i) and (2.2), implies that, for any
t ∈ (0,∞),∫
X
ϕ
x, sup
z∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(x, z)
s
]−λ
/t
 dµ(x)
≤
∫
X
ϕ
x,
∞∑
k=1
2−k(ψ2)∗L, 2k/λ( f )(x)/t
 dµ(x) .
∞∑
k=1
2−kp0
∫
X
ϕ
(
x, (ψ2)
∗
L, 2k/λ
( f )(x)/t
)
dµ(x)
.
∞∑
k=1
2−k[p0−nq˜/λ]
∫
X
ϕ
(
x, (ψ2)
∗
L( f )(x)/t
)
dµ(x) ∼
∫
X
ϕ
(
x, (ψ2)
∗
L( f )(x)/t
)
dµ(x),
where the implicit positive constants depend on n, ψ and ϕ. From this, we deduce that∥∥∥∥∥∥∥ supz∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(·, z)
s
]−λ∥∥∥∥∥∥∥
Lϕ(X)
.
∥∥∥(ψ2)∗L( f )∥∥∥Lϕ(X) ,
which, together with (2.7), further implies that
∥∥∥ψ∗L, 1( f )∥∥∥Lϕ(X) =
∥∥∥∥∥∥ supd(·,y)<t, t∈(0,∞)
∣∣∣∣ψ(t√L)( f )(y)∣∣∣∣
∥∥∥∥∥∥
Lϕ(X)
.
∥∥∥∥∥∥∥ supz∈X, s∈(0,∞)
∣∣∣∣ψ2(s√L)( f )(z)∣∣∣∣
[
1 +
d(·, z)
s
]−λ∥∥∥∥∥∥∥
Lϕ(X)
.
∥∥∥(ψ2)∗L( f )∥∥∥Lϕ(X) ,
where the implicit positive constants depend on n, ψ, Ψ, λ and ϕ. This finishes the proof of (2.5)
and hence of Proposition 2.4. 
Remark 2.5. In the proof of Proposition 2.4, to show (2.4), we introduce the new function ψ
and then convert (2.4) into (2.5). This is because of ψ(0) = 0 and Ψ(0) = 0, which imply
that, for any t, s ∈ (0,∞), K
ψ(t
√
L)Ψ(s
√
L)
has a better decay estimate than K
ψ1(t
√
L)Ψ(s
√
L)
itself,
where K
ψ(t
√
L)Ψ(s
√
L) and Kψ1(t
√
L)Ψ(s
√
L) denote, respectively, the kernels of ψ(t
√
L)Ψ(s
√
L) and
ψ1(t
√
L)Ψ(s
√
L) (see [74, Lemma 2.2(ii)] for the details). By this, we know that it is easier to
estimate (2.5) than (2.4) itself. These ideas originate from the proof of [73, Proposition 3.1] (see
also the proof of [74, Proposition 2.4]).
Moreover, to prove Theorem 1.8, we also need the following atomic characterization of the
Musielak-Orlicz-Hardy space Hϕ, L(X).
Proposition 2.6. Assume thatX is a space of homogeneous type. Let L satisfy Assumptions 1.1 and
1.2 and ϕ be as in Definition 1.4. Assume that M ∈ N∩ (nq(ϕ)
2i(ϕ)
,∞) and q ∈ ([r(ϕ)]′I(ϕ),∞)∩ (1,∞),
where q(ϕ), i(ϕ), r(ϕ) and I(ϕ) are, respectively, as in (1.6), (1.5), (1.7) and (1.4). Then the spaces
Hϕ, L(X) and HM, qϕ, L, at(X) coincide with equivalent quasi-norms.
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We point out that, when µ(X) = ∞, Proposition 2.6 was established in [12, Theorem 5.4]. To
show Proposition 2.6 in the case of µ(X) < ∞, we first introduce the following notions.
For any given ν ∈ (0,∞) and x ∈ X, let Γν(x) := {(y, t) ∈ X × (0,∞) : d(x, y) < νt} be the cone
of aperture ν with vertex x ∈ X. Moreover, for any closed subset F of X, denote by Rν(F) the
union of all cones with vertices in F, namely, Rν(F) := ∪x∈FΓν(x) and, for any open subset O of
X, denote the tent over O by Tν(O), which is defined as Tν(O) := [Rν(O∁)]∁. It is easy to see that
Tν(O) =
{
(x, t) ∈ X × (0,∞) : d(x,O∁) ≥ νt
}
.
In what follows, we denote Γ1(x) and T1(O) simply by Γ(x) and Ô, respectively.
For any measurable function g on X × (0,∞) and x ∈ X, let
A(g)(x) :=
{∫
Γ(x)
|g(y, t)|2 dµ(y)
V(x, t)
dt
t
}1/2
.(2.9)
Coifman et al. [24] introduced the tent space T
p
2
(Rn+1+ ) for any p ∈ (0,∞), here and hereafter,
R
n+1
+ := R
n× (0,∞). The tent space T p
2
(X× (0,∞)) on spaces of homogenous type was introduced
by Russ [70]. Recall that a measurable function g on X× (0,∞) is said to belong to the tent space
T
p
2
(X × (0,∞)) with p ∈ (0,∞) if
‖g‖T p
2
(X×(0,∞)) := ‖A(g)‖Lp(X) < ∞.
Furthermore, Harboure et al. [42], and Jiang and Yang [51], respectively, introduced the Orlicz
tent spaces TΦ(R
n+1
+ ) and TΦ(X× (0,∞)). Moreover, the Musielak-Orlicz tent spaces Tϕ(Rn+1+ ) and
Tϕ(X × (0,∞)) were introduced, respectively, in [48] and [12, 84].
Let ϕ be as in Definition 1.4. Recall that the Musielak-Orlicz tent space Tϕ(X × (0,∞)) is
defined to be the set of all measurable functions g on X × (0,∞) such that A(g) ∈ Lϕ(X) and, for
any g ∈ Tϕ(X × (0,∞)), the quasi-norm ‖g‖Tϕ(X×(0,∞)) is defined by setting
‖g‖Tϕ(X×(0,∞)) := ‖A(g)‖Lϕ(X) = inf
{
λ ∈ (0,∞) :
∫
X
ϕ
(
x,
A(g)(x)
λ
)
dµ(x) ≤ 1
}
.
Let p ∈ (1, ∞). A function A on X × (0,∞) is called a (Tϕ, p)-atom if
(i) there exists a ball B ⊂ X such that supp (a) ⊂ B̂;
(ii) ‖A‖T p
2
(X×(0,∞)) ≤ [µ(B)]1/p‖1B‖−1Lϕ(X).
In particular, if µ(X) < ∞, a function A on X × (0,∞) is called a (Tϕ, p)-single-atom if
‖A‖T p
2
(X×(0,∞)) ≤ [µ(X)]1/p‖1X‖−1Lϕ(X).
Moreover, if A is a (Tϕ, p)-atom (or (Tϕ, p)-single-atom) for any p ∈ (1,∞), we then call A a
(Tϕ,∞)-atom (or (Tϕ, ∞)-single-atom).
For functions in Tϕ(X × (0,∞)), we have the following atomic decomposition.
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Lemma 2.7. Let ϕ be as in Definition 1.4. Then, when µ(X) = ∞, for any f ∈ Tϕ(X × (0,∞)),
there exist {λ j}∞j=1 ⊂ C and a sequence {A j}∞j=1 of (Tϕ, ∞)-atoms associated, respectively, with
{B j}∞j=1 ⊂ X such that, for almost every (x, t) ∈ X × (0,∞),
f (x, t) =
∞∑
j=1
λ jA j(x, t).
Moreover, there exists a positive constant C such that, for any f ∈ Tϕ(X × (0,∞)),
Λ
(
{λ jA j}∞j=1
)
:= inf
λ ∈ (0,∞) :
∞∑
j=1
ϕ
(
B j,
|λ j|
λ‖1B j‖Lϕ(X)
)
≤ 1
 ≤ C‖ f ‖Tϕ(X×(0,∞)).
Furthermore, when µ(X) < ∞, for any f ∈ Tϕ(X × (0,∞)), there exist {λ0} ∪ {λ j}∞j=1 ⊂ C, a
(Tϕ, ∞)-single-atom A0 and a sequence {A j}∞j=1 of (Tϕ, ∞)-atoms associated, respectively, with
{B j}∞j=1 ⊂ X such that, for almost every (x, t) ∈ X × (0,∞),
f (x, t) = λ0A0(x, t) +
∞∑
j=1
λ jA j(x, t),
where, for any j ∈ N, B j , X. Moreover, there exists a positive constant C such that, for any
f ∈ Tϕ(X × (0,∞)),
Λ
(
{λ0A0}
⋃
{λ jA j}∞j=1
)
(2.10)
:= inf
{
λ ∈ (0,∞) : ϕ
(
X, |λ0|
λ‖1X‖Lϕ(X)
)
+
∞∑
j=1
ϕ
(
B j,
|λ j|
λ‖1B j‖Lϕ(X)
)
≤ 1

≤ C‖ f ‖Tϕ(X×(0,∞)).
When µ(X) = ∞, the proof of Lemma 2.7 is similar to that of [84, Theorem 3.1]. When
µ(X) < ∞, for any k ∈ Z, let Ok := {x ∈ X : A( f )(x) > 2k}. If there exists k0 ∈ Z such that
Ok0 = X, then, for any ν ∈ (0,∞), Tν(Ok0 ) = X × (0,∞) (see also [70]). Via this fact and similarly
to the proof of [84, Theorem 3.1], we can prove Lemma 2.3 in the case of µ(X) < ∞, the details
being omitted here.
Now we show Proposition 2.6 by using Lemma 2.7.
Proof of Proposition 2.6. When µ(X) = ∞, Proposition 2.6 was proved in [12, Theorem 5.4].
Assume that µ(X) < ∞. Let M ∈ N with M > nq(ϕ)/[2i(ϕ)]. Assume that Φ is as in Lemma
2.1. Let L2
b
(X × (0,∞)) denote the set of all functions f ∈ L2(X × (0,∞)) with bounded supports,
namely, there exist a ball B ⊂ X and 0 < c˜1 < c˜2 < ∞ such that supp ( f ) ⊂ B × (˜c1, c˜2). Then, for
any k ∈ N, f ∈ L2
b
(X × (0,∞)) and x ∈ X, the operator πΦ, L, k is defined by setting
πΦ, L, k( f )(x) := C(Φ, k)
∫ ∞
0
(
t2L
)k+1
Φ(t
√
L)( f (·, t))(x) dt
t
,
where C(Φ, k) is a positive constant such that
C(Φ, k)
∫ ∞
0
t2(k+1)Φ(t)t2e−t
2 dt
t
= 1.
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Denote by T bϕ(X × (0,∞)) and T p, b2 (X × (0,∞)), with p ∈ (0,∞), the set of all functions in
Tϕ(X × (0,∞)) and T p2 (X × (0,∞)) with bounded supports, respectively. Then T bϕ(X × (0,∞)) ⊂
T
2, b
2
(X× (0,∞)) as sets (see [12, Proposition 3.1]). Let f ∈ T bϕ(X× (0,∞)). From Lemma 2.7, [12,
Corollary 3.2] and the facts that T bϕ(X × (0,∞)) ⊂ T 2, b2 (X × (0,∞)) as sets and πΦ, L,M is bounded
from T 2
2
(X × (0,∞)) to L2(X), we deduce that there exist a (Tϕ, ∞)-single-atom A0, a sequence
{A j}∞j=1 of (Tϕ, ∞)-atoms associated, respectively, with the balls {B j}∞j=1 and {λ0} ∪ {λ j}∞j=1 ⊂ C
such that
πΦ, L,M( f ) = λ0πΦ, L,M(A0) +
∞∑
j=1
λ jπΦ, L,M(A j) =: λ0α0 +
∞∑
j=1
λ jα j
in L2(X) and
Λ
(
{λ0A0}
⋃
{λ jA j}∞j=1
)
. ‖ f ‖Tϕ(X×(0,∞)),
where, for any j ∈ N, B j , X, and Λ({λ0A0} ∪ {λ jA j}∞j=1) is as in (2.10). By the proof of [12,
Theorem 5.4], we know that, for each j ∈ N, α j is a (ϕ, q, M)L-atom, up to a harmless constant
multiple, associated with the ball B j with q ∈ (1,∞).
Moreover, for any f ∈ L2(X) and x ∈ X, we define the Lusin area function, S M+1,Φ
L
( f ), associ-
ated with L by setting
S
M+1,Φ
L
( f )(x) :=
{∫
Γ(x)
∣∣∣∣(t2L)M+1Φ(t√L)( f )(y)∣∣∣∣2 dµ(y) dt
V(x, t)t
}1/2
.
Following the argument same as that used in the proof of [11, Lemma 5.3], we find that, for any
p ∈ (1, ∞), S M+1,Φ
L
is bounded on Lp(X). Let q ∈ (1,∞). Then, for any g ∈ Lq′(X) ∩ L2(X),∣∣∣∣∣∣
∫
X
α0(x)g(x) dµ(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
X
πΦ, L,M(A0)(x)g(x) dµ(x)
∣∣∣∣∣∣
∼
∣∣∣∣∣∣
∫ ∞
0
∫
X
A0(x, t)
(
t2L
)M+1
Φ(t
√
L)g(x)
dµ(x) dt
t
∣∣∣∣∣∣
.
∫
X
A(A0)(x)S M+1,ΦL (g)(x) dµ(x)
. ‖A(A0)‖Lq(X)
∥∥∥S M+1,Φ
L
(g)
∥∥∥
Lq
′
(X) . ‖A0‖T q2 (X×(0,∞))‖g‖Lq′ (X),
which further implies that
‖α0‖Lq(X) . ‖A0‖T q
2
(X×(0,∞)) . [µ(X)]1/q‖1X‖−1Lϕ(X).
Thus, α0 is a (ϕ, q)-single-atom up to a harmless constant multiple. Then the remainder of the
proof of Proposition 2.6 is similar to that of [12, Theorem 5.4], the details being omitted here.
This finishes the proof of Proposition 2.6. 
Remark 2.8. We point out that [12, Theorem 3.1] and [84, Theorem 3.1] hold true only when
µ(X) = ∞. In the case of µ(X) < ∞, the correct version of [12, Theorem 3.1] and [84, The-
orem 3.1] is Lemma 2.7. Similarly, the atomic characterization of the Musielak-Orlicz-Hardy
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space Hϕ, L(X) obtained in [12, Theorem 5.4] and [84, Theorem 5.5] only hold true under the
assumption that µ(X) = ∞. Thus, under Assumptions 1.1 and 1.2, Proposition 2.6 improves the
atomic characterization of Hϕ, L(X) in [12, Theorem 5.4] and [84, Theorem 5.5] by removing the
restriction that µ(X) = ∞.
We also point out that Proposition 2.6 is new even when ϕ(x, t) := tp, with p ∈ (0, 1], for any
x ∈ X and t ∈ [0,∞), and µ(X) < ∞.
Now we prove the equivalence of the spaces H
φ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X).
Theorem 2.9. Assume that X is a space of homogeneous type. Let L satisfy Assumptions 1.1 and
1.2 and ϕ be as in Definition 1.4. Assume that φ ∈ S(R) is even and φ(0) = 1. Then there exists a
positive constant C, depending on n, φ and ϕ, such that, for any f ∈ L2(X),∥∥∥φ∗L( f )∥∥∥Lϕ(X) ≤ C ∥∥∥φ+L( f )∥∥∥Lϕ(X) .(2.11)
Moreover, for any α ∈ (0,∞), the spaces Hφ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X) coincide with equivalent
quasi-norms.
Proof. Assume that f ∈ L2(X). For any N ∈ (0,∞) and x ∈ X, let
M∗∗L, φ,N( f )(x) := sup
y∈X, s∈(0,∞)
|φ(s√L)( f )(y)|
[1 +
d(x,y)
s
]N
.
Then it is easy to see that, for any x ∈ X,
φ∗L( f )(x) ≤ 2NM∗∗L, φ,N( f )(x).(2.12)
Moreover, it was proved in [74, (3.4)] that, for any θ ∈ (0, 1) satisfying Nθ > 2n, there exists a
positive constant C, depending on φ, N, θ and n, such that, for almost every x ∈ X,
M∗∗L, φ, N( f )(x) ≤ C
[
M
(
[φ+L( f )]
θ
)
(x)
]1/θ
.(2.13)
Let q0 ∈ (q(ϕ),∞), p0 ∈ (0, i(ϕ)), N0 ∈ (0,∞) and θ0 ∈ (0, 1) be such that N0θ0 > 2n and
θ0q0 < p0. Then we know that ϕ is of uniformly lower type p0 and ϕ ∈ Aq0(X). For any α ∈ (0,∞)
and g ∈ Lq0
loc
(X), let
g = g1{x∈X: |g(x)|≤α} + g1{x∈X: |g(x)|>α} =: g1 + g2.
Then it is easy to see that {x ∈ X : M(g)(x) > 2α} ⊂ {x ∈ X : M(g2)(x) > α}. From this and
Lemma 2.2(iii), we deduce that, for any t ∈ (0,∞),∫
{x∈X: M(g)(x)>2α}
ϕ(x, t) dµ(x)
≤
∫
{x∈X: M(g2)(x)>α}
ϕ(x, t) dµ(x) ≤ 1
αq0
∫
X
[M(g2)(x)]q0 ϕ(x, t) dµ(x)
.
1
αq0
∫
X
|g2(x)|q0ϕ(x, t) dµ(x) ∼ 1
αq0
∫
{x∈X: |g(x)|>α}
|g(x)|q0ϕ(x, t) dµ(x),
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which further implies that, for any α ∈ (0,∞),∫
{x∈X: [M([φ+
L
( f )]θ0 )(x)]1/θ0>α}
ϕ(x, t) dµ(x)
.
1
αθ0q0
∫
{x∈X: [φ+
L
( f )(x)]θ0> α
θ0
2
}
[
φ+L( f )(x)
]θ0q0
ϕ(x, t) dµ(x)
. σφ+
L
( f ), t
(
α
21/θ0
)
+
1
αθ0q0
∫ ∞
α
21/θ0
θ0q0s
θ0q0−1σφ+
L
( f ), t(s) ds,
here and hereafter,
σφ+
L
( f ), t(α) :=
∫
{x∈X: φ+
L
( f )(x)>α}
ϕ(x, t) dµ(x).
By this, (2.13), the uniformly upper type 1 and uniformly lower type p0 properties of ϕ and
θ0q0 < p0, we conclude that∫
X
ϕ
(
x,M∗∗L, φ,N0 ( f )(x)
)
dµ(x)
.
∫
X
ϕ
(
x,
[
M
(
[φ+L( f )]
θ0
)
(x)
]1/θ0)
dµ(x) .
∫
X
∫ [M([φ+
L
( f )]θ0 )(x)]1/θ0
0
ϕ(x, t)
t
dt dµ(x)
∼
∫ ∞
0
1
t
∫
{x∈X: [M([φ+
L
( f )]θ0 )(x)]1/θ0>t}
ϕ(x, t) dµ(x) dt
.
∫ ∞
0
1
t
∫
{x∈X: φ+
L
( f )(x)> t
21/θ0
}
ϕ(x, t) dµ(x) dt
+
∫ ∞
0
1
tθ0q0+1

∫ ∞
t
21/θ0
θ0q0s
θ0q0−1σφ+
L
( f ), t(s) ds
 dt
∼ Jφ+
L
( f ) +
∫ ∞
0
θ0q0s
θ0q0−1

∫ 21/θ0 s
0
1
tθ0q0+1
σφ+
L
( f ), t(s) dt
 ds
. Jφ+
L
( f ) +
∫ ∞
0
θ0q0s
θ0q0−1σφ+
L
( f ), t(s)ϕ(x, 2
1/θ0 s)

∫ 21/θ0 s
0
[
t
21/θ0 s
]p0 1
tθ0q0+1
dt
 ds
. Jφ+
L
( f ) +
∫ ∞
0
θ0q0s
θ0q0−1σφ+
L
( f ), t(s)
ϕ(x, s)
(2
1
θ0 s)p0

∫ 21/θ0 s
0
tp0−θ0q0−1 dt
 ds
. Jφ+
L
( f ) +
∫ ∞
0
∫
{x∈X: φ+
L
( f )(x)>s}
ϕ(x, s)
s
ds ∼
∫
X
ϕ
(
x, φ+L( f )(x)
)
dµ(x),
where
Jφ+
L
( f ) :=
∫ ∞
0
∫
{x∈X: φ+
L
( f )(x)>t}
ϕ(x, t)
t
dµ(x) dt,
which further implies that ∥∥∥M∗∗L, φ,N0( f )∥∥∥Lϕ(X) . ∥∥∥φ+L( f )∥∥∥Lϕ(X) .
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From this and (2.12), we deduce that (2.11) holds true.
Moreover, by the fact that, for any f ∈ L2(X), φ+
L
( f ) ≤ φ∗
L
( f ), (2.11) and (2.4), we conclude
that, for any α ∈ (0,∞) and f ∈ L2(X),∥∥∥φ∗L, α( f )∥∥∥Lϕ(X) ∼ ∥∥∥φ+L( f )∥∥∥Lϕ(X) .
From this, it follows that[
H
φ, α
ϕ, L,max
(X) ∩ L2(X)
]
=
[
H
φ
ϕ, L, rad
(X) ∩ L2(X)
]
with equivalent quasi-norms, which, combined with the fact that
H
φ, α
ϕ, L,max
(X) ∩ L2(X) and Hφ
ϕ, L, rad
(X) ∩ L2(X)
are, respectively, dense in the spaces H
φ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X), and a density argument, implies
that the spaces H
φ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X) coincide with equivalent quasi-norms. This finishes
the proof of Theorem 2.9. 
To prove Theorem 1.8, we need the following Whitney type covering lemma on the space X of
homogeneous type, which was essentially established in [25, Chapter III, Theorem 1.3].
Lemma 2.10. Let X be a space of homogeneous type and Ω ⊂ X an open set with µ(Ω) < ∞.
Then there exists a sequence {B(xk, ρk)}∞k=1 of balls, with {xk}∞k=1 ⊂ Ω and ρk := dist (xk,Ω∁) for
any k ∈ N, such that
(i)
⋃∞
k=1 B(xk, ρk/2) = Ω;
(ii) for any k1, k2 ∈ N, B(xk1 , ρk1/10) ∩ B(xk2 , ρk2/10) = ∅ if k1 , k2.
Now we show Theorem 1.8 via Propositions 2.4 and 2.6, Theorem 2.9 and Lemma 2.10.
Proof of Theorem 1.8. By Theorem 2.9, we know that, for any α ∈ (0,∞),[
H
φ, α
ϕ, L,max
(X) ∩ L2(X)
]
=
[
H
φ
ϕ, L, rad
(X) ∩ L2(X)
]
.(2.14)
Now we prove that, for any M ∈ N ∩ (nq(ϕ)/(2i(ϕ)),∞) and q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞],[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
⊂
[
H
φ
ϕ, L, rad
(X) ∩ L2(X)
]
.(2.15)
We first assume that µ(X) < ∞. In this case, we know that diam (X) < ∞ and X = B0 =:
B(x0,R0) with R0 ∈ (0,∞) (see, for example, [66, Lemma 5.1]). For any (ϕ, q)-single-atom α,
by (1.3) and the definition of α+
L
, we conclude that α+
L
. M(α), where M denotes the Hardy-
Littlewood maximal operator on X. Moreover, from q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], it follows that
there exists p1 ∈ (I(ϕ), 1] such that ϕ is of uniformly upper type p1 and ϕ ∈ RH(q/p1)′(X), which,
together with the fact that α+
L
.M(α), the Ho¨lder inequality, the boundedness ofM on Lq(X) and
Lemma 2.2(iv), further implies that, for any λ ∈ C,∫
X
ϕ
(
x, |λ|α+L(x)
)
dµ(x) =
∫
B0
ϕ
(
x, |λ|α+L(x)
)
dµ(x) .
∫
B0
ϕ (x, |λ|M(α)(x)) dµ(x)(2.16)
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.
∫
B0
ϕ
(
x, |λ|‖1B0‖−1Lϕ(X)
) [
1 +M(α)(x)‖1B0‖Lϕ(X)
]p1 dµ(x)
. ϕ
(
B0, |λ|‖1B0‖−1Lϕ(X)
)
+ ‖1B0‖p1Lϕ(X) ‖M(α)‖
p1
Lq(X)
×
{∫
B0
[
ϕ
(
x, |λ|‖1B0‖−1Lϕ(X)
)]( q
p1
)′
dµ(x)
} 1
(
q
p1
)′
. ϕ
(
B0, |λ|‖1B0‖−1Lϕ(X)
)
∼ ϕ
(
X, |λ|‖1X‖−1Lϕ(X)
)
.
Via Proposition 2.4 and Theorem 2.9, to finish the proof of (2.15), it suffices to prove that, for any
λ ∈ C and (ϕ, q, M)L-atom α associated with the ball B := B(xB, rB) with xB ∈ X and rB ∈ (0,∞),∫
X
ϕ
(
x, |λ|α+L(x)
)
dµ(x) . ϕ
(
B, |λ|‖1B‖−1Lϕ(X)
)
,(2.17)
where the implicit positive constant depends on n and ϕ. Indeed, when µ(X) < ∞, let f ∈
[H
M, q
ϕ, L, at
(X) ∩ L2(X)]. Then there exist {λ0} ∪ {λ j}∞j=1 ⊂ C, a (ϕ, q)-single-atom α0 and a sequence
{α j}∞j=1 of (ϕ, q, M)L-atoms associated, respectively, with the balls {B j}∞j=1 such that
f = λ0α0 +
∞∑
j=1
λ jα j in L
2(X) and ‖ f ‖
H
M, q
ϕ, L, at
(X) ∼ Λ
(
{λ0α0}
⋃
{λ jα j}∞j=1
)
,
which, combined with (2.16) and (2.17), implies that, for any λ ∈ (0,∞),
∫
X
ϕ
(
x,
f +
L
(x)
λ
)
dµ(x) .
∫
X
ϕ
(
x,
|λ0|(α0)+L(x)
λ
)
dµ(x) +
∞∑
j=1
∫
X
ϕ
(
x,
|λ j|(α j)+L(x)
λ
)
dµ(x)
. ϕ
(
X, |λ0|
λ‖1X‖Lϕ(X)
)
+
∞∑
j=1
ϕ
(
B j,
|λ j|
λ‖1B j‖Lϕ(X)
)
.
From this and Theorem 2.9, it follows that f ∈ [Hφ
ϕ, L, rad
(X) ∩ L2(X)] and
‖ f ‖
H
φ
ϕ, L, rad
(X) . ‖ f ‖HM, q
ϕ, L, at
(X).
Thus, (2.15) holds true in the case that µ(X) < ∞.
When µ(X) = ∞, by (2.17) and a similar argument as above, we find that (2.15) also holds true.
Now we show (2.17). By (1.3), we know that, for any x ∈ X,
α+L(x) .M(α)(x).(2.18)
Moreover, from q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], we deduce that there exists p2 ∈ (I(ϕ), 1] such that
ϕ is of uniformly upper type p2 and ϕ ∈ RH(q/p2)′(X). By this, (2.18), the Ho¨lder inequality, the
boundedness ofM on Lq(X) and Lemma 2.2(iv), similarly to the proof of (2.16), we find that, for
any λ ∈ C, ∫
4B
ϕ
(
x, |λ|α+L(x)
)
dµ(x) . ϕ
(
B, |λ|‖1B‖−1Lϕ(X)
)
.(2.19)
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For any x ∈ S j(B) with j ∈ N and j ≥ 2, similarly to the proof of [85, (2.26)], we conclude that,
for any s ∈ (0, 2M),
α+L(x) . 2
−(n+s)‖1B‖−1Lϕ(X).(2.20)
Let s ∈ (nq(ϕ)/i(ϕ), 2M). From s > nq(ϕ)/i(ϕ), it follows that there exist p0 ∈ (0, i(ϕ)) and
q˜ ∈ (q(ϕ),∞) such that s > nq˜/p0, ϕ is of uniformly lower type p0 and ϕ ∈ Aq˜(X), which,
combined with (2.20) and Lemma 2.2(iv), implies that∫
X\(4B)
ϕ
(
x, |λ|α+L(x)
)
dµ(x) =
∞∑
j=2
∫
S j(B)
ϕ
(
x, |λ|α+L(x)
)
dµ(x)
.
∞∑
j=2
2− j(n+s)p0ϕ
(
S j(B), |λ|‖1B‖−1Lϕ(X)
)
.
∞∑
j=2
2− j[(n+s)p0−nq˜]ϕ
(
B, |λ|‖1B‖−1Lϕ(X)
)
. ϕ
(
B, |λ|‖1B‖−1Lϕ(X)
)
.
By this and (2.19), we find that (2.17) holds true, which completes the proof of (2.15).
Now we prove that, for any q ∈ (1,∞],[
H
φ, α
ϕ, L,max
(X) ∩ L2(X)
]
⊂
[
H
M,∞
ϕ, L, at
(X) ∩ L2(X)
]
⊂
[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
.(2.21)
Via Proposition 2.4, to show (2.21), it suffices to prove that, for any f ∈ [Hϕ, L,max(X) ∩ L2(X)],
f ∈ HM,∞
ϕ, L, at
(X) and
‖ f ‖
H
M,∞
ϕ, L, at
(X) . ‖ f ‖Hϕ, L,max (X),(2.22)
where the implicit positive constant depends on n, M and ϕ. To prove (2.22), we borrow some
ideas from [15].
We first assume that µ(X) < ∞. Let Φ be as in Lemma 2.1 and M ∈ N with M > nq(ϕ)/[2i(ϕ)].
Then, from the spectral calculus, it follows that there exists a positive constant C(Φ,M) such that
f = C(Φ,M)
∫ ∞
0
(t
√
L)2MΦ(t
√
L)Φ(t
√
L)( f )
dt
t
in L2(X). For any x ∈ R, let
ψ(x) := C(Φ,M)
∫ ∞
1
(tx)2M[Φ(tx)]2
dt
t
= C(Φ,M)
∫ ∞
x
t2M[Φ(t)]2
dt
t
.
Then ψ ∈ S(R) is an even function, ψ(0) = 1 and, for any s ∈ (0,∞) and x ∈ R,
ψ(sx) = C(Φ,M)
∫ ∞
s
(tx)2M[Φ(tx)]2
dt
t
,
which further implies that
ψ(s
√
L)( f ) = C(Φ,M)
∫ ∞
s
(t
√
L)2MΦ(t
√
L)Φ(t
√
L)( f )
dt
t
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in L2(X). Furthermore, for any f ∈ L2(X) and x ∈ X, let
ML( f )(x) := sup
d(x,y)<8t, t∈(0,∞)
[∣∣∣∣ψ(t√L)( f )(y)∣∣∣∣ + ∣∣∣∣Φ(t√L)( f )(y)∣∣∣∣] .
Let R0 := diam (X)/2. Then
f = C(Φ,M)
∫ R0
0
(t
√
L)2MΦ(t
√
L)Φ(t
√
L)( f )
dt
t
+C(Φ,M)
∫ ∞
R0
· · ·(2.23)
= C(Φ,M)
∫ R0
0
(t
√
L)2MΦ(t
√
L)Φ(t
√
L)( f )
dt
t
+ ψ(R0
√
L)( f ) =: f1 + f2.
By Proposition 2.4, we find that
‖ML( f )‖Lϕ(X) ∼ ‖ f ‖Hϕ, L,max (X),(2.24)
where the implicit positive constant depends on n, M, ϕ and Φ. From R0 = diam (X)/2, it follows
that, for any x, y ∈ X,∣∣∣∣ψ(R0 √L)( f )(x)∣∣∣∣ ≤ sup
d(z,y)<6R0
∣∣∣∣ψ(R0 √L)( f )(z)∣∣∣∣ ≤ ML( f )(y),
which, together with (2.24), further implies that
‖ f2‖L∞(X) ≤ inf
y∈X
ML( f )(y) =
[
inf
y∈X
ML( f )(y)
]
‖1X‖Lϕ(X)‖1X‖−1Lϕ(X).
Let
α0, 1 :=
[
inf
y∈X
ML( f )(y)
]−1
‖1X‖−1Lϕ(X) f2 and λ0, 1 :=
[
inf
y∈X
ML( f )(y)
]
‖1X‖Lϕ(X).
Then f2 = λ0, 1α0, 1 and α0, 1 is a (ϕ,∞)-single-atom. Furthermore, for any λ ∈ (0,∞),
ϕ
(
X, λ0, 1
λ‖1X‖Lϕ(X)
)
≤
∫
X
ϕ
(
x,
ML( f )(x)
λ
)
dµ(x).(2.25)
Now we deal with the term f1. For any k ∈ Z, let
Ωk :=
{
x ∈ X : ML( f )(x) > 2k
}
.
By the facts thatML( f ) is lower continuous andX is bounded, we conclude that there exists k0 ∈ Z
such that Ωk0 = X and Ωk0+1 , X. Without loss of generality we may assume that k0 = 0. Then,
for any t ∈ (0,∞) and k ∈ Z+, let
(2.26) Ωk, t :=
Ω0, k = 0,{x ∈ X : d(x,Ω∁
k
) > 4t}, k ∈ N,
and Tk, t := Ωk, t\Ωk+1, t. It is easy to see that, for any t ∈ (0,∞), X = ∪∞k=0Tk, t, which implies that
f1 =
∞∑
k=0
C(Φ,M)
∫ R0
0
(t
√
L)2MΦ(t
√
L)
[
Φ(t
√
L)( f )1Tk, t
] dt
t
=:
∞∑
k=0
f1, k.(2.27)
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We first estimate f1, 0. For any x ∈ X,
f1, 0(x) = C(Φ,M)
∫ R0
0
∫
T0, t
K
(t
√
L)2MΦ(t
√
L)
(x, y)Φ(t
√
L)( f )(y) dµ(y)
dt
t
.
We deal with f1, 0 by considering the following two cases.
Case 1) x ∈ Ω∁
1
. In this case, by Lemma 2.1, we know that, for any t ∈ (0,∞),
supp
(
K
(t
√
L)2MΦ(t
√
L)
(x, ·)
)
⊂ {z ∈ X : d(x, z) ≤ t} ⊂ T0, t,
which implies that
| f1, 0(x)| = C(Φ,M)
∣∣∣∣∣∣
∫ R0
0
∫
X
K(t
√
L)2MΦ(t
√
L)(x, y)Φ(t
√
L)( f )(y) dµ(y)
dt
t
∣∣∣∣∣∣(2.28)
= C(Φ,M)
∣∣∣∣∣∣
∫ R0
0
(t2
√
L)MΦ(t
√
L)Φ(t
√
L)( f )(x)
dt
t
∣∣∣∣∣∣
≤ lim
ǫ→0
|ψ(ǫ
√
L)( f )(x)| + |ψ(R0
√
L)( f )(x)|.
Moreover, since x ∈ Ω∁
1
, it follows that, for any s ∈ (0,∞), |ψ(s√L) f (x)| ≤ 2, which, combined
with (2.28), implies that
| f1, 0(x)| ≤ 4.(2.29)
Case 2) x ∈ Ω1. In this case, we write
f1, 0(x) = C(Φ,M)
∫ R0
0
∫
T0, t
K(t
√
L)2MΦ(t
√
L)(x, y)Φ(t
√
L)( f )(y) dµ(y)
dt
t
(2.30)
= C(Φ,M)
∫ d(x,Ω∁
1
)/5
0
∫
T0, t
K(t
√
L)2MΦ(t
√
L)(x, y)Φ(t
√
L)( f )(y) dµ(y)
dt
t
+C(Φ,M)
∫ d(x,Ω∁
1
)/3
d(x,Ω
∁
1
)/5
· · · +C(Φ,M)
∫ R0
d(x,Ω
∁
1
)/3
· · ·
=: E1(x) + E2(x) + E3(x).
For any t ∈ (0, d(x,Ω∁
1
)/5) and y ∈ T0, t, we know that d(x, y) ≥ t, which, together with Lemma
2.1, implies that K(t
√
L)2MΦ(t
√
L)(x, y) = 0 and hence E1(x) = 0. For the term E2(x), by Lemma 2.1
again, we find that
|E2(x)| .
∫ d(x,Ω∁
1
)/3
d(x,Ω
∁
1
)/5
1
µ(B(x, t))
∫
B(x,t)∩T0, t
sup
y∈T0, t
∣∣∣∣Φ(t√L) f (y)∣∣∣∣ dµ(y) dt
t
.(2.31)
From the definition of T0, t, we deduce that, for any y ∈ T0, t, there exists z ∈ Ω∁1 such that
d(y, z) < 6t, which further implies that∣∣∣∣Φ(t√L) f (y)∣∣∣∣ ≤ ML( f )(z) ≤ 2
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By this and (2.31), we conclude that |E2(x)| . 1.
Now we estimate the term E3(x). From x ∈ Ω1 and t ∈ (d(x,Ω∁1 )/3,R0), it follows that, for any
t ∈ (d(x,Ω∁
1
)/3,R0),
supp
(
K
(t
√
L)2MΦ(t
√
L)
(x, ·)
)
⊂ {z ∈ X : d(x, z) ≤ t} ⊂ T0, t,
which, combined with the definition of ψ(s
√
L), implies that
E3(x) = ψ(s0
√
L)( f )(x) − ψ(R0
√
L)( f )(x)(2.32)
with s0 = d(x,Ω
∁
1
)/3. By t ∈ (d(x,Ω∁
1
)/3,R0), we know that there exists z ∈ Ω∁1 such that
d(x, z) < 3t, which implies that, for any t ∈ (d(x,Ω∁
1
)/3,R0),∣∣∣∣ψ(t√L) f (x)∣∣∣∣ ≤ ML( f )(z) ≤ 2.
From this and (2.32), we deduce that |E3(x)| . 1, which, together with (2.30) and the fact that
E1(x) = 0 and |E2(x)| . 1, implies that, for any x ∈ Ω1, | f1, 0(x)| . 1. By this and (2.29), we
find that, for any x ∈ X, | f1, 0(x)| . 1, which, combined with the fact that X = Ω0 = {x ∈ X :
ML( f )(x) > 1}, further implies that, for any λ ∈ (0,∞),
‖ f1, 0‖L∞(X) . inf
y∈X
ML( f )(y).
From this, we deduce that there exists a positive constant C˜1 such that
‖ f1, 0‖L∞(X) ≤ C˜1
[
inf
y∈X
ML( f )(y)
]
‖1X‖Lϕ(X)‖1X‖−1Lϕ(X).
Let
α1, 0 := C˜
−1
1
[
inf
y∈X
ML( f )(y)
]−1
‖1X‖−1Lϕ(X) f1, 0
and λ1, 0 := C˜1[infy∈XML( f )(y)]‖1X‖Lϕ(X). Then f1, 0 = λ1, 0α1, 0 and α1, 0 is a (ϕ, ∞)-single-atom.
Moreover, for any λ ∈ (0,∞),
ϕ
(
X, λ1, 0
λ‖1X‖Lϕ(X)
)
≤
∫
X
ϕ
(
x,
ML( f )(x)
λ
)
dµ(x).(2.33)
Now we deal with the term f1, k with k ∈ N. Observe that, for each k ∈ N, Ωk is open and
µ(Ωk) < ∞. Then, by Lemma 2.10, we know that, for each k ∈ N, there exist a sequence {xk, i}∞i=1 ⊂
Ωk of points and a sequence {Bk, i}∞i=1 of balls such that
(i)
⋃∞
i=1 Bk, i = Ωk;
(ii) for any i1, i2 ∈ N, 15Bk, i1 ∩ 15Bk, i2 = ∅ if i1 , i2, where Bk, i := B(xk, i, ρk, i/2) with ρk, i :=
dist (xk, i,Ω
∁
k
).
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For any k, i ∈ N and t ∈ (0,∞), let Bt
k, i
:= B(xk, i, rBk, i + 2t). Moreover, for any t ∈ (0,∞) and
k, i ∈ N, let
Rtk, i :=
Tk, t ∩ B
t
k, i
if Tk, t ∩ Bk, i , ∅,
0 if Tk, t ∩ Bk, i = ∅,
and Et
k, i
:= Rt
k, i
\(⋃ℓ>k Rtℓ, i). Then it is easy to see that, for any t ∈ (0,∞) and k ∈ N,
Tk, t =
⋃
i∈N
Etk, i.
Thus, for any k ∈ N,
f1, k =
∑
i∈N
C(Φ,M)
∫ R0
0
(t
√
L)2MΦ(t
√
L)
[
Φ(t
√
L)( f )1Et
k, i
]
dt
t
.
For any k, i ∈ N, when Et
k, i
= ∅, let αk, i := 0 and λk, i := 0; when Etk, i , ∅, let αk, i := LMbk, i
and λk, i := 2
k‖1Bk, i‖Lϕ(X) with
bk, i =
C(Φ,M)
λk, i
∫ R0
0
t2MΦ(t
√
L)
[
Φ(t
√
L)( f )1Et
k, i
]
dt
t
.
Then ∑
k∈N
f1, k =
∑
k, i∈N
λk, iαk, i
in L2(X).
It is obvious that, when αk, i = 0, then αk, i is a (ϕ,∞,M)L-atom associated with the ball Bk, i.
Now we assume that αk,i , 0. If rBk, i < t/2, then d(xBk, i ,Ω
∁
k
) = 2rBk, i < t, which implies that
Btk, i = B(xBk, i , rBk, i + 2t) ⊂
{
x ∈ X : d(x,Ω∁
k
) < 4t
}
.
By this, we know that Rt
k, i
= Tk, t ∩ Btk, i = ∅. Therefore, when αk, i , 0, then rBk, i ≥ t/2, which,
together with the definition of bk, i and Lemma 2.1, further implies that, for any j ∈ {0, 1, . . . , M},
supp (L jbk, i) ⊂ 8Bk, i. Now we prove that there exists a positive constant C˜2 such that, for any
j ∈ {0, 1, . . . , M}, ∥∥∥L jbk, i∥∥∥L∞(X) ≤ C˜2(8rBk, i )2(M− j) ∥∥∥18Bk, i∥∥∥−1Lϕ(X) .(2.34)
For any j ∈ {0, 1, . . . , M − 1}, from rBk, i ≥ t/2 and Lemma 2.1, it follows that, for any x ∈ X,
∣∣∣L jbk, i(x)∣∣∣ ≤ C(Φ,M)
λk, i
∫ 2rBk, i
0
t2(M− j)
∣∣∣∣∣(t2L) jΦ(t√L) [Φ(t√L)( f )1Etk, i
]
(x)
∣∣∣∣∣ dtt(2.35)
.
1
λk, i
∫ 2rBk, i
0
t2(M− j)
1
µ(B(x, t))
∫
B(x,t)∩Et
k, i
∣∣∣∣Φ(t√L) f (y)∣∣∣∣ dµ(y)dt
t
.
1
λk, i
∫ 2rBk, i
0
t2(M− j)
1
µ(B(x, t))
∫
B(x,t)∩Tk, t
∣∣∣∣Φ(t√L) f (y)∣∣∣∣ dµ(y)dt
t
.
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By the definition of Tk, t, we know that, for each y ∈ Tk, t, there exists z ∈ Ω∁k+1 such that d(y, z) <
4t, which further implies that, for any y ∈ Tk, t,∣∣∣∣Φ(t√L)( f )(y)∣∣∣∣ ≤ ML( f )(z) ≤ 2k+1.
From this and (2.35), we deduce that, for any j ∈ {0, 1, . . . , M − 1} and x ∈ X,
∣∣∣L jbk, i(x)∣∣∣ . 2k
λk, i
∫ 2rBk, i
0
t2(M− j)
dt
t
. r
2(M− j)
Bk, i
∥∥∥1Bk, i∥∥∥−1Lϕ(X)(2.36)
. (8rBk, i )
2(M− j) ∥∥∥18Bk, i∥∥∥−1Lϕ(X) .
When j = M,
LMbk, i(x) =
C(Φ,M)
λk, i
∫ 2rBk, i
0
(t2L)MΦ(t
√
L)
[
Φ(t
√
L)( f )1Et
k, i
]
(x)
dt
t
.
By
Etk, i = [(Tk, i ∩ Btk, i)\(Tk, i ∩ Ftk, i)],
where Ft
k, i
:= ∪ℓ>iBtk, ℓ = {x ∈ X : d(x,∪ℓ>iBk,ℓ) < 2t}, we conclude that
LMbk, i(x) =
C(Φ,M)
λk,i
∫ 2rBk, i
0
∫
Tk, i∩Btk, i
K
(t2L)MΦ(t
√
L)
(x, y)Φ(t
√
L)( f )(y) dµ(y)
dt
t
(2.37)
− C(Φ,M)
λk, i
∫ 2rBk, i
0
∫
Tk, i∩Ftk, i∩Btk, i
· · · =: C(Φ,M)
λk, i
Ik, i(x) +
C(Φ,M)
λk, i
Jk, i(x).
It was proved in [14, Lemma 3.1] that, for any k, i ∈ N and x ∈ X, |Ik, i(x)| + |Jk, i(x)| . 2k, which,
combined with (2.37), implies that∥∥∥LMbk, i∥∥∥L∞(X) . ‖1Bk, i‖−1Lϕ(X) . ∥∥∥18Bk, i∥∥∥−1Lϕ(X) .
From this and (2.36), we deduce that there exists a positive constant C˜2 such that, for any k, i ∈ N
and j ∈ {0, 1, . . . , M},
‖L jbk, i‖L∞(X) ≤ C˜2(8rBk, i )2(M− j)
∥∥∥18Bk, i∥∥∥−1Lϕ(X) .
Thus, (2.34) holds true. For any k, i ∈ N, let
b˜k, i := bk, i/C˜2, α˜k, i := αk, i/C˜2 and λ˜k, i := C˜2λk, i = C˜22
k‖1Bk, i‖Lϕ(X).
Then, for any k, i ∈ N, α˜k, i is a (ϕ, ∞, M)L-atom associated with the ball 8Bk, i and∑
k∈N
f1, k =
∑
k, i∈N
λ˜k, iα˜k, i.(2.38)
Moreover, by Lemma 2.2(iv), we find that, for any λ ∈ (0,∞),
∑
k, i∈N
ϕ
8Bk, i, λ˜k, i
λ‖18Bk, i‖Lϕ(X)
 . ∑
k, i∈N
ϕ
(
Bk, i
5
,
2k
λ
)
∼
∑
k∈N
ϕ
(
Ωk,
2k
λ
)
.(2.39)
32 Sibei Yang and Dachun Yang
Furthermore, similarly to the proof of [84, Lemma 3.4] (see also [56, Lemma 5.4]), we conclude
that ∑
k∈N
ϕ
(
Ωk,
2k
λ
)
.
∫
X
ϕ
(
x,
ML( f )(x)
λ
)
dµ(x),
which, together with (2.39), (2.25) and (2.33), implies that, for any λ ∈ (0,∞),
ϕ
(
X, λ0, 1
λ‖1X‖Lϕ(X)
)
+ ϕ
(
X, λ1, 0
λ‖1X‖Lϕ(X)
)
+
∑
k, i∈N
ϕ
8Bk, i, λ˜k, i
λ‖18Bk, i‖Lϕ(X)
(2.40)
.
∫
X
ϕ
(
x,
ML( f )(x)
λ
)
dµ(x).
Moreover, from (2.23), (2.27) and (2.38), we deduce that
f = f1 + f2 = λ0, 1α0, 1 + λ1, 0α1, 0 +
∑
k, i∈N
λ˜k, iα˜k, i.
By this and (2.40), we further conclude that f ∈ HM,∞
ϕ, L, at
(X) ⊂ HM, q
ϕ, L, at
(X) with q ∈ (1,∞] and
‖ f ‖
H
M, q
ϕ, L, at
(X) ≤ ‖ f ‖HM,∞ϕ, L, at(X) . ‖ f ‖Hϕ, L,max(X),
namely, (2.22) and hence (2.21) hold true when µ(X) < ∞.
Now we assume that µ(X) = ∞. In this case, we have
f = C(Φ,M)
∫ ∞
0
(t
√
L)2MΦ(t
√
L)Φ(t
√
L)( f )
dt
t
.
Similarly to (2.38) and (2.40), we know that there exist a sequence {αk, i}k∈Z, i∈N of (ϕ,∞,M)L-
atoms and {λk, i}k∈Z, i∈N ⊂ C such that
f =
∑
k∈Z, i∈N
λk, iαk, i
and, for any q ∈ (1,∞],
‖ f ‖
H
M, q
ϕ, L, at
(X) . ‖ f ‖Hϕ, L,max (X).
Thus, (2.22) and hence (2.21) hold true when µ(X) = ∞.
Therefore, from (2.14), (2.15) and (2.21), it follows that, for any M ∈ Nwith M > nq(ϕ)/(2i(ϕ))
and q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞],[
H
φ, α
ϕ, L,max
(X) ∩ L2(X)
]
=
[
H
φ
ϕ, L, rad
(X) ∩ L2(X)
]
=
[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
with equivalent quasi-norms. By this, the fact that the spaces H
M, q
ϕ, L, at
(X) ∩ L2(X), Hφ, α
ϕ, L,max
(X) ∩
L2(X) and Hφ
ϕ, L, rad
(X) ∩ L2(X) are dense, respectively, in the spaces HM, q
ϕ, L, at
(X), Hφ, α
ϕ, L,max
(X) and
H
φ
ϕ, L, rad
(X), and a density argument, we conclude that the spaces HM, q
ϕ, L, at
(X), Hφ, α
ϕ, L,max
(X) and
H
φ
ϕ, L, rad
(X) coincide with equivalent quasi-norms, which, together with Proposition 2.6, further
implies that, for any M ∈ N with M > nq(ϕ)/(2i(ϕ)) and q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞], the spaces
Hϕ, L(X), HM, qϕ, L, at(X), H
φ, α
ϕ, L,max
(X) and Hφ
ϕ, L, rad
(X) coincide with equivalent quasi-norms. This
finishes the proof of Theorem 1.8. 
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3 Proof of Theorem 1.19
In this section, we give the proof of Theorem 1.19.
Proof of Theorem 1.19. Assume that nq(ϕ)/i(ϕ) < n + δ0, where δ0 ∈ (0, 1] is as in Assumption
1.16. Let q ∈ (q(ϕ)[r(ϕ)]′,∞] ∩ (1,∞] and M ∈ N satisfy M > nq(ϕ)/[2i(ϕ)]. Using Theorems
1.8 and 1.11, to show Theorem 1.19, we only need to show that the spaces H
M, q
ϕ, L, at
(X) = Hqϕ, at(X)
coincide with the equivalent quasi-norm.
We first show that
(3.1)
[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
⊂
[
H
q
ϕ, at(X) ∩ L2(X)
]
.
Let f ∈ HM, q
ϕ, L, at
(X)∩L2(X). If µ(X) < ∞, by Definition 1.6, we know that there exist {λ0}∪{λ j}∞j=1 ⊂
C, a (ϕ, q)-single-atom and a sequence {α j}∞j=1 of (ϕ, q, M)L-atoms associated, respectively, with
the balls {B j}∞j=1 such that
(3.2) f = λ0α0 +
∞∑
j=1
λ jα j in L
2(X) and ‖ f ‖
H
M, q
ϕ, L, at
(X) ∼ Λ
(
{λ0α0}
⋃
{λ jα j}∞j=1
)
.
Let α be a (ϕ, q, M)L-atom associated with the ball B. From the definition of (ϕ, q, M)L-atoms,
we deduce that there exists b ∈ D(L) such that α = Lb, which, combined with Assumption 1.17
and an argument similar to that used in the proof of [45, Theorem 9.1], further implies that∫
X
α(x) dµ(x) = 0.
By this, we know that α is a (ϕ, q, 0)-atom, which, together with (3.2), implies that f ∈ Hqϕ, at(X)∩
L2(X) and
(3.3) ‖ f ‖Hqϕ, at(X) . ‖ f ‖HM, qϕ, L, at (X).
When µ(X) = ∞, similarly to (3.3), we conclude that (3.3) also holds true in this case. Thus, (3.1)
holds true.
Now we prove that
(3.4)
[
H
q
ϕ, at(X) ∩ L2(X)
]
⊂
[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
.
Let f ∈ Hqϕ, at(X)∩L2(X). If µ(X) < ∞, by Definition 1.18, we know that there exist {λ0}∪{λ j}∞j=1 ⊂
C, a (ϕ, q)-single-atom and a sequence {α j}∞j=1 of (ϕ, q, 0)-atoms associated, respectively, with the
balls {B j}∞j=1 such that
(3.5) f = λ0α0 +
∞∑
j=1
λ jα j in L
2(X) and ‖ f ‖Hqϕ, at(X) ∼ Λ
(
{λ0α0}
⋃
{λ jα j}∞j=1
)
.
Similarly to (2.16), we know that, for any λ ∈ C,∫
X
ϕ
(
x, |λ|(α0)+L, loc(x)
)
dµ(x) . ϕ
(
X, |λ|‖1X‖−1Lϕ(X)
)
.(3.6)
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Let α be a (ϕ, q, 0)-atom associated with the ball B := B(x0, r0), where x0 ∈ X and r0 ∈ (0,∞).
By using Assumption 1.16 and
∫
X α(x) dµ(x) = 0 and then similarly to the proof of (2.17), we
conclude that, for any λ ∈ C,∫
X
ϕ
(
x, |λ|α+L, loc(x)
)
dµ(x) . ϕ
(
B, |λ|‖1B‖−1Lϕ(X)
)
,
where the implicit positive constant depends on n and ϕ, which, combined with (3.5) and (3.6),
implies that, for any λ ∈ (0,∞),
∫
X
ϕ
x, f +L, loc(x)
λ
 dµ(x) . ∫
X
ϕ
x, |λ0|(α0)+L, loc(x)
λ
 dµ(x) + ∞∑
j=1
∫
X
ϕ
x, |λ j|(α j)+L, loc(x)
λ
 dµ(x)
. ϕ
(
X, |λ0|
λ‖1X‖Lϕ(X)
)
+
∞∑
j=1
ϕ
(
B j,
|λ j|
λ‖1B j‖Lϕ(X)
)
.
From this, it follows that f ∈ [hϕ, L, rad(X) ∩ L2(X)] and
‖ f ‖hϕ, L, rad (X) . ‖ f ‖Hqϕ, at(X),
which, together with Theorem 1.11, further implies that f ∈ [HM, q
ϕ, L, at
(X) ∩ L2(X)] and
‖ f ‖
H
M, q
ϕ, L, at
(X) . ‖ f ‖Hqϕ, at(X).(3.7)
By this, we know that (3.4) holds true in the case that µ(X) < ∞. When µ(X) = ∞, via replacing
f +
L, loc
by f +
L
and repeating the proof of (3.7), we conclude that (3.7) also holds true in this case.
Thus, (3.4) holds true.
From (3.1) and (3.4), it follows that[
H
q
ϕ, at(X) ∩ L2(X)
]
=
[
H
M, q
ϕ, L, at
(X) ∩ L2(X)
]
,
which, combined with the fact that the spaces H
q
ϕ, at(X)∩ L2(X) and HM, qϕ, L, at(X)∩ L2(X) are dense,
respectively, in the spaces H
q
ϕ, at(X) and HM, qϕ, L, at(X), and a density argument, implies that the spaces
H
q
ϕ, at(X) and HM, qϕ, L, at(X) coincide with equivalent quasi-norms. This finishes the proof of Theorem
1.19. 
4 Applications toMusielak-Orlicz-Hardy spaces on Lipschitz domains
In this section, we always assume that Ω is a strongly Lipschitz domain of Rn, namely, Ω is
a proper open connected set of Rn whose boundary is a finite union of parts of rotated graphs of
Lipschitz maps, at most one of these parts possibly unbounded. It is well known that strongly
Lipschitz domains include special Lipschitz domains, bounded Lipschitz domains and exterior
domains; see, for example, [4, 5] for their definitions and properties. Moreover, it is worth pointing
out that strongly Lipschitz domains in Rn are spaces of homogeneous type (see, for example,
[4, 82, 83]).
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Now we describe the divergence form elliptic operators considered in this section. The most
typical example is the Laplace operator on bounded Lipschitz domains of Rn with the Dirichlet or
the Neumann boundary condition. IfΩ is either Rn or a strongly Lipschitz domain ofRn, we denote
byW1, 2(Ω) the usual Sobolev space on Ω equipped with the norm (‖ f ‖2
L2(Ω)
+ ‖∇ f ‖2
L2(Ω)
)1/2, where
∇ f denotes the distributional gradient of f . In what follows, W1, 2
0
(Ω) stands for the closure of
C∞c (Ω) in W
1, 2(Ω), where C∞c (Ω) denotes the set of all C
∞ functions on Ω with compact supports
contained in Ω.
If A : Rn → Mn(C) is a measurable function, define
‖A‖∞ := ess sup
x∈Rn, |ξ|=|η|=1
|A(x)ξ · η|,
where Mn(C) denotes the set of all n × n complex-valued matrixes, ξ, η ∈ Cn and η denotes the
conjugate vector of η. For any δ ∈ (0, 1], denote by the symbol A(δ) the class of all measurable
functions A : Rn → Mn(C) satisfying the ellipticity condition, namely, for any x ∈ Rn and ξ ∈ Cn,
‖A‖∞ ≤ δ−1 andℜ(A(x)ξ · ξ) ≥ δ|ξ|2,
here and hereafter, ℜ(A(x)ξ · ξ) denotes the real part of A(x)ξ · ξ. Denote by A the union of all
A(δ) for any δ ∈ (0, 1].
When A ∈ A and V is a closed subspace of W1, 2(Ω) containing W1, 2
0
(Ω), denote by L the
maximal-accretive operator (see [68, p. 23, Definition 1.46] for its definition) on L2(Ω) with
largest domain D(L) ⊂ V such that, for any f ∈ D(L) and g ∈ V ,
(4.1) 〈L f , g〉 =
∫
Ω
A(x)∇ f (x) · ∇g(x) dx,
where 〈·, ·〉 denotes the interior product in L2(Ω). In this sense, for any f ∈ D(L), we write
(4.2) L f := −div(A∇ f ).
We recall the following Dirichlet and Neumann boundary conditions of L from [4, p. 152].
Definition 4.1. Let Ω be either Rn or a strongly Lipschitz domain of Rn, and L as in (4.2). The op-
erator L is said to satisfy the Dirichlet boundary condition (for simplicity, DBC) if V := W1, 2
0
(Ω)
in (4.1) and the Neumann boundary condition (for simplicity, NBC) if V := W1, 2(Ω) in (4.1). De-
note by LD and LN the second-order elliptic operator with the Dirichlet and the Neumann boundary
condition on the strongly Lipschitz domain Ω, respectively.
We point out that, when Ω := Rn, W
1, 2
0
(Ω) = W1, 2(Ω). Thus, in this case, DBC and NBC are
identical.
Denote by S(Rn) the space of all Schwartz functions equipped with the well-known topology
determined by a countable family of seminorms and by S′(Rn) its dual space equipped with the
weak-∗ topology (namely, the space of all tempered distributions). For any m ∈ N, define
Sm(Rn) :=
φ ∈ S(Rn) : supx∈Rn supβ∈Zn+, |β|≤m+1(1 + |x|)(m+2)(n+1) |∂
β
xφ(x)| ≤ 1
 .
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Then, for any f ∈ S′(Rn), the non-tangential grand maximal function f ∗m of f is defined by setting,
for any x ∈ Rn,
f ∗m(x) := sup
φ∈Sm(Rn)
sup
|y−x|<t, t∈(0,∞)
| f ∗ φt(y)|,
where, for any t ∈ (0,∞), φt(·) := t−nφ( ·t ). When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ) and i(ϕ)
are, respectively, as in (1.6) and (1.5), we denote f ∗
m(ϕ)
simply by f ∗.
LetD(Ω) denote the space of all infinitely differentiable functions with compact supports in Ω
equipped with the inductive topology and D′(Ω) its topological dual equipped with the weak-∗
topology, which is called the space of distributions on Ω.
Now we recall the notion of the Musielak-Orlicz-Hardy space Hϕ(R
n) introduced by Ky [56]
and then introduce the “geometric” Musielak-Orlicz-Hardy spaces Hϕ, r(Ω) and Hϕ, z(Ω) on do-
mains, respectively, as follows.
Definition 4.2. Let ϕ be as in Definition 1.4 and Ω a subdomain in Rn.
(i) The Musielak-Orlicz Hardy space Hϕ(R
n) is defined as the set of all f ∈ S′(Rn) such that
f ∗ ∈ Lϕ(Rn) equipped with the quasi-norm ‖ f ‖Hϕ(Rn) := ‖ f ∗‖Lϕ(Rn).
(ii) TheMusielak-Orlicz-Hardy space Hϕ, z(Ω) is defined by setting
Hϕ, z(Ω) :=
{
f ∈ Hϕ(Rn) : f = 0 on (Ω)∁
}
/{ f ∈ Hϕ(Rn) : f = 0 on Ω},
whereΩ denotes the closure ofΩ inRn. Moreover, the quasi-norm of the element in Hϕ, z(Ω)
is defined to be the quotient norm.
(iii) A distribution f on Ω is said to belong to the Musielak-Orlicz-Hardy space Hϕ, r(Ω) if f is
the restriction to Ω of a distribution F in Hϕ(R
n), namely,
Hϕ, r(Ω) := { f ∈ D′(Ω) : there exists an F ∈ Hϕ(Rn) such that F|Ω = f }
=Hϕ(R
n)/{F ∈ Hϕ(Rn) : F = 0 on Ω}.
Moreover, for any f ∈ Hϕ, r(Ω), the quasi-norm ‖ f ‖Hϕ, r(Ω) of f in Hϕ, r(Ω) is defined by
setting
‖ f ‖Hϕ, r(Ω) := inf
{
‖F‖Hϕ(Rn) : F ∈ Hϕ(Rn) and F|Ω = f
}
,
where the infimum is taken over all F ∈ Hϕ(Rn) satisfying F = f on Ω.
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ Rn and t ∈ [0,∞), the Hardy spaces Hpr (Ω)
and H
p
z (Ω) on the domain Ω were introduced and studied by Chang et al. [19] and Chang et al.
[21, 22]. We point out that the Hardy spaces H
p
r (Ω) and H
p
z (Ω) naturally appear in the study
of the regularity of the Green operators for the Dirichlet boundary problem, respectively, for the
Neumann boundary problem (see, for example, [22, 19, 30]). Moreover, when ϕ is as in (1.8), the
Orlicz-Hardy spaces HΦ, r(Ω) and HΦ, z(Ω) and the weighted local Orlicz-Hardy spaces h
Φ
ω, r(Ω)
and hΦω, z(Ω) were studied in [17, 82, 83]. Furthermore, the “geometric” Musielak-Orlicz-Hardy
space Hϕ, L, r(Ω) on strongly Lipschitz domains associated with the Schro¨dinger operator was stud-
ied in [20].
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LetΩ be a strongly Lipschitz domain in Rn and LD a second-order elliptic operator with the real
bounded coefficients and the Dirichlet boundary condition on Ω. Denote by {Kt}t>0 the kernels of
the semigroup {e−tLD }t>0. By [28, Corollary 3.2.8] (see also [5]), we know that there exist positive
constants C and c such that, for any t ∈ (0,∞) and x, y ∈ Ω,
(4.3) |Kt(x, y)| . 1
tn/2
exp
{
−|x − y|
2
ct
}
≤ C|BΩ(x,
√
t)| exp
{
−|x − y|
2
ct
}
,
where BΩ(x,
√
t) := B(x,
√
t)∩Ω, which implies that LD satisfies Assumption 1.2. Moreover, from
[5, Proposition 5], it follows that there exist positive constants C, c and δ1 ∈ (0, 1] such that, for
any t ∈ (0,∞) and x, y1, y2 ∈ Ω with |y1 − y2| <
√
t/2,
(4.4) |Kt(x, y1) − Kt(x, y2)| ≤ C|BΩ(x,
√
t)|
[ |y1 − y2|√
t
]δ1
exp
{
−|x − y|
2
ct
}
(see also [4]).
Assume further that LD has symmetrical coefficients. Then LD satisfies Assumptions 1.1 and
1.2.
For Hϕ, r(Ω), we have the following equivalent characterizations via the (local) Musielak-
Orlicz-Hardy spaces on Ω associated with LD.
Theorem 4.3. Let Ω be a strongly Lipschitz domain in Rn such that Ω∁ is unbounded, and ϕ as
in Definition 1.4. Assume that LD is a second-order self-adjoint elliptic operator on Ω, with the
Dirichlet boundary condition, satisfying (4.3) and (4.4). Let δ1 ∈ (0, 1], r(ϕ), I(ϕ), q(ϕ) and i(ϕ)
be, respectively, as in (4.4), (1.7), (1.4), (1.6) and (1.5). If nq(ϕ)/i(ϕ) < n + δ1, then, for any
q ∈ ([r(ϕ)]′I(ϕ),∞]∩ (1,∞] and M ∈ N∩ (nq(ϕ)
2i(ϕ)
,∞), the Musielak-Orlicz-Hardy spaces Hϕ, LD(Ω),
H
M, q
ϕ, LD, at
(Ω), Hϕ, LD,max(Ω), Hϕ, LD, rad(Ω) and Hϕ, r(Ω) coincide with equivalent quasi-norms. In
particular, if Ω is bounded, then the spaces
Hϕ, LD(Ω), H
M, q
ϕ, LD, at
(Ω), Hϕ, LD,max(Ω), Hϕ, LD, rad(Ω), hϕ, LD,max(Ω), hϕ, LD, rad(Ω)
and Hϕ, r(Ω) coincide with equivalent quasi-norms.
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ Rn and t ∈ [0,∞), we denote the spaces
Hϕ, LD,max(Ω),
Hϕ, LD, rad(Ω), Hϕ, r(Ω), hϕ, LD,max(Ω) and hϕ, LD, rad(Ω)
simply, respectively, by H
p
LD,max
(Ω), H
p
LD, rad
(Ω), H
p
r (Ω), h
p
LD ,max
(Ω) and h
p
LD, rad
(Ω). Then, as the
corollary of Theorem 4.3, we have the following conclusion.
Corollary 4.4. LetΩ be a strongly Lipschitz domain inRn such thatΩ∁ is unbounded. Assume that
LD is a second-order self-adjoint elliptic operator on Ω, with the Dirichlet boundary condition,
satisfying (4.3) and (4.4). Let δ1 ∈ (0, 1] be as in (4.4) and p ∈ ( nn+δ1 , 1]. Then, for any q ∈ (1,∞]
and M ∈ N ∩ ( n
2p
,∞), the Hardy spaces Hp
LD
(Ω), H
p,M, q
LD, at
(Ω), H
p
LD,max
(Ω), H
p
LD, rad
(Ω) and H
p
r (Ω)
coincide with equivalent quasi-norms. In particular, if Ω is bounded, then the spaces
H
p
LD
(Ω), H
p,M, q
LD, at
(Ω), H
p
LD,max
(Ω), H
p
LD, rad
(Ω), h
p
LD,max
(Ω), h
p
LD , rad
(Ω)
and H
p
r (Ω) coincide with equivalent quasi-norms.
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Remark 4.5. (i) The equivalences of the spaces H
p
LD
(Ω), H
p
LD,max
(Ω), H
p
LD, rad
(Ω) and H
p
r (Ω)
in Corollary 4.4 were obtained in [4, Theorem 1, Proposition 5 and Theorem 20] (which
require p = 1) and [14, Theorem 4.4 and Remark 4.5(c)] (which require p ∈ ( n
n+δ1
, 1]). In
particular, when Ω is bounded, the equivalences of the spaces h
p
LD,max
(Ω), h
p
LD, rad
(Ω) and
H
p
r (Ω) were obtained in [14, Remark 3.2, Theorem 4.4 and Remark 4.5].
(ii) Let Φ be an Orlicz function satisfying that i(Φ) ∈ ( n
n+δ1
, 1] and Φ is of upper type 1. When
ϕ(x, t) := Φ(t) for any x ∈ Rn and t ∈ [0,∞), the equivalences of the spaces Hϕ, LD(Ω),
Hϕ, LD,max(Ω), and Hϕ, r(Ω) in Theorem 4.3 were obtained in [83, Theorem 1.9]. The equiv-
alence of the spaces Hϕ, LD, rad(Ω) and Hϕ, r(Ω) is new in this case. Moreover, when Ω is
bounded, the equivalences of the spaces hϕ, LD,max(Ω), hϕ, LD, rad(Ω) and Hϕ, r(Ω) are new
even when ϕ(x, t) := Φ(t) for any x ∈ Rn and t ∈ [0,∞).
(iii) Theorem 4.3 is new even when ϕ is as in (1.8) or (1.9).
To show Theorem 4.3, we need the following atomic characterization of the space Hϕ(R
n)
established by Ky [56].
Definition 4.6. Let ϕ be as in Definition 1.4 with X being replaced by Rn.
(I) For any ball B ⊂ Rn, the space Lqϕ(B) with q ∈ [1,∞] is defined to be the set of all measurable
functions f on Rn supported in B such that
‖ f ‖Lqϕ(B) :=

sup
t∈(0,∞)
[
1
ϕ(B, t)
∫
Rn
| f (x)|qϕ(x, t) dx
]1/q
< ∞, q ∈ [1,∞),
‖ f ‖L∞(B) < ∞, q = ∞.
(II) A triplet (ϕ, q, s) is said to be admissible if q ∈ (q(ϕ),∞] and s ∈ Z+ satisfies that s ≥
⌊n[q(ϕ)
i(ϕ)
− 1]⌋. A measurable function a on Rn is called a (ϕ, q, s)-atom if there exists a ball
B ⊂ Rn such that
(i) supp (a) ⊂ B;
(ii) ‖a‖Lqϕ(B) ≤ ‖1B‖−1Lϕ(Rn);
(iii)
∫
Rn
a(x)xα dx = 0 for any α ∈ Zn+ with |α| ≤ s.
(III) The atomic Musielak-Orlicz Hardy space Hϕ, q, s(Rn) is defined to be the set of all f ∈ S′(Rn)
satisfying that f =
∑
j b j in S′(Rn), where {b j} j is a sequence of multiples of (ϕ, q, s)-atoms
with supp (b j) ⊂ B j and ∑ j ϕ(B j, ‖b j‖Lqϕ(B j)) < ∞.Moreover, letting
Λq({b j} j) := inf
λ ∈ (0,∞) :
∑
j
ϕ
B j, ‖b j‖Lqϕ(B j)λ
 ≤ 1
 ,
the quasi-norm ‖ f ‖Hϕ, q, s(Rn) of f ∈ Hϕ, q, s(Rn) in Hϕ, q, s(Rn) is defined by setting
‖ f ‖Hϕ, q, s(Rn) := inf
{
Λq({b j} j)
}
,
where the infimum is taken over all the decompositions of f as above.
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The following lemma is just [56, Theorem 3.1].
Lemma 4.7. Let ϕ be as in Definition 1.4 with X being replaced by Rn and (ϕ, q, s) admissible.
Then Hϕ(R
n) = Hϕ, q, s(Rn) with equivalent norms.
Now we prove Theorem 4.3 by using Theorems 1.8 and 1.11 and Lemma 4.7.
Proof of Theorem 4.3. Via taking X := Ω and L := LD in Theorem 1.8, we know that the
spaces Hϕ, LD(Ω), H
M, q
ϕ, LD, at
(Ω), Hϕ, LD,max(Ω) and Hϕ, LD, rad(Ω) coincide with equivalent quasi-
norms. Moreover, when Ω is bounded, by Theorem 1.11, we find that the spaces Hϕ, LD(Ω),
H
M, q
ϕ, LD, at
(Ω), Hϕ, LD,max(Ω), Hϕ, LD, rad(Ω), hϕ, LD,max(Ω) and hϕ, LD, rad(Ω) coincide with equivalent
quasi-norms. To finish the proof of Theorem 4.3, we only need to show that Hϕ, LD, rad(Ω) and
Hϕ, r(Ω) coincide with equivalent quasi-norms.
We first prove that
(4.5)
[
Hϕ, r(Ω) ∩ L2(Ω)
]
⊂
[
Hϕ, LD, rad(Ω) ∩ L2(Ω)
]
.
Let f ∈ [Hϕ, r(Ω)∩L2(Ω)]. From the definition of Hϕ, r(Ω), we deduce that there exists f˜ ∈ Hϕ(Rn)
such that f˜
∣∣∣
Ω
= f and
(4.6)
∥∥∥∥ f˜ ∥∥∥∥
Hϕ(Rn)
. ‖ f ‖Hϕ, r(Ω).
Using the assumptions that nq(ϕ)/i(ϕ) < n+ δ1 and (4.4), together with an argument similar to the
proof of [83, (3.2)], we conclude that, for any constant multiple of a (ϕ, ∞, 0)-atom, b, supported
in a ball B0 := B(x0, r0), with x0 ∈ Ω and r0 ∈ (0,∞), and λ ∈ (0,∞),
(4.7)
∫
Ω
ϕ
x, (b)+LD(x)
λ
 dx . ϕ
(
B0,
‖b‖L∞(B0)
λ
)
.
For any f˜ ∈ Hϕ(Rn), from Lemma 4.7, it follows that there exists a sequence {bi}∞i=1 of constant
multiples of (ϕ, ∞, 0)-atoms, with the constants depending on i, such that f˜ = ∑∞i=1 bi in S′(Rn)
and
(4.8) Λ∞({bi}∞i=1) ∼
∥∥∥∥ f˜ ∥∥∥∥
Hϕ(Rn)
.
Moreover, by the proof of [56, Theorem 3.1], we conclude that the supports of {bi}∞i=1 are of finite
intersection property. From this, f ∈ L2(Ω), f˜ = ∑∞i=1 bi in S′(Rn) and f˜ ∣∣∣Ω = f , we deduce that
f =
∑∞
i=1 bi almost everywhere on Ω, which further implies that∫
Ω
Kt2 (x, y) f (y) dy =
∞∑
i=1
∫
Ω
Kt2 (x, y)bi(y) dy.
By this, we find that, for any x ∈ Ω, ( f )+
LD
(x) ≤ ∑∞i=1(bi)+LD(x),which, combined with (4.7), implies
that, for any λ ∈ (0,∞),∫
Ω
ϕ
x, ( f )+LD(x)
λ
 dx . ∞∑
i=1
∫
Ω
ϕ
x, (bi)+LD(x)
λ
 dx . ∞∑
i=1
ϕ
(
Bi,
‖bi‖L∞(Bi)
λ
)
,
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where, for each i, supp (bi) ⊂ Bi. From this, (4.6) and (4.8), it follows that
‖ f ‖Hϕ, LD , rad(Ω) . Λ∞({bi}
∞
i=1) ∼
∥∥∥∥ f˜ ∥∥∥∥
Hϕ(Rn)
. ‖ f ‖Hϕ, r(Ω),
which implies that (4.5) holds true.
Now we show that
(4.9)
[
Hϕ, LD, rad(Ω) ∩ L2(Ω)
]
⊂
[
Hϕ, r(Ω) ∩ L2(Ω)
]
.
Let f ∈ [Hϕ, LD, rad(Ω)∩L2(Ω)]. We first assume thatΩ is bounded. Then there exist {λ0}∪{λ j}∞j=1 ⊂
C, a (ϕ,∞)-single-atom α0 and a sequence {α j}∞j=1 of (ϕ, ∞, M)L-atoms associated, respectively,
with the balls {BΩ, j}∞j=1 such that
(4.10) f = λ0α0 +
∞∑
j=1
λ jα j in L
2(Ω) and ‖ f ‖Hϕ, LD , rad(Ω) ∼ Λ
(
{λ0α0}
⋃
{λ jα j}∞j=1
)
,
where, for any j ∈ N, BΩ, j := B j ∩ Ω and B j := B(x j, r j) with x j ∈ Rn and r j ∈ (0,∞) is a ball in
R
n.
Now we show that there exists f˜ ∈ Hϕ(Rn) such that f˜
∣∣∣
Ω
= f and∥∥∥∥ f˜ ∥∥∥∥
Hϕ(Rn)
. Λ
(
{λ0α0}
⋃
{λ jα j}∞j=1
)
∼ ‖ f ‖Hϕ, LD , rad(Ω),
which further implies that f ∈ Hϕ, r(Ω) and
‖ f ‖Hϕ, r(Ω) . ‖ f ‖Hϕ, LD , rad(Ω),
and hence (4.9) holds true.
For the (ϕ,∞)-single-atom α0, by the Whitney decomposition ofΩ (see, for example, [75, p. 15,
Lemma 2]), we know that there exists a sequence {B0, k}∞k=1 of balls such that ∪∞k=1B0, k = Ω and,
for any k ∈ N, 2B0, k ⊂ Ω, 4B0, k ∩ ∂Ω , ∅ and
∑∞
k=1 1B0, k . 1. For any k ∈ N, let
λ0, k :=
‖1B0, k‖Lϕ(Rn)
‖1Ω‖Lϕ(Rn)
and α0, k :=
1
λ0, k
α01B0, k∑∞
j=1 1B0, j
.
Then α0 =
∑∞
k=1 λ0, kα0, k and, for any k ∈ N, ‖α0, k‖L∞(Rn) ≤ ‖1B0, k‖−1Lϕ(Rn). From the assumption that
Ω∁ is unbounded and a geometric property of strongly Lipschitz domains proved in [4, p. 183], it
follows that, for any k ∈ N, there exists a ball B˜0, k ⊂ Ω∁ such that
r
B˜0, k
∼ rB0, k and
∣∣∣∣xB0, k − xB˜0, k ∣∣∣∣ . rB0, k ,
which further implies that there exists a positive constant C˜3 such that (B0, k ∪ B˜0, k) ⊂ C˜3B0, k. For
any k ∈ N, let
λ˜0, k := λ0, k and α˜0, k := α0, k −
[∫
B0, k
α0, k(x) dx
] 1
B˜0, k
|B˜0, k |
.
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Then
∫
Rn
α˜0, k(x) dx = 0, supp (α˜0, k) ⊂ C˜3B0, k and
∥∥∥α˜0, k∥∥∥L∞(Rn) ≤ ‖α0, k‖L∞(Rn)
1 + |B0, k ||B˜0, k |
 . ‖α0, k‖L∞(Rn) . ∥∥∥1B0, k∥∥∥−1Lϕ(Rn) . ∥∥∥∥1C˜3B0, k∥∥∥∥−1Lϕ(Rn) .
Thus, α˜0, k is a harmless constant multiple of a (ϕ,∞, 0)-atom and α˜0, k
∣∣∣
Ω
= α0, k. Let α˜0 :=∑∞
k=1 λ˜0, kα˜0, k. Then α˜0 ∈ Hϕ,∞, 0(Rn), α˜0
∣∣∣
Ω
= α0 and
∞∑
k=1
ϕ
(
C˜3B0, k,
∥∥∥λ0λ˜0, kα˜0, k∥∥∥L∞(Rn)) .
∞∑
k=1
ϕ
(
B0, k,
|λ0|
‖1Ω‖Lϕ(Rn)
)
. ϕ
(
Ω,
|λ0|
‖1Ω‖Lϕ(Rn)
)
.(4.11)
Now we assume that α is a (ϕ, ∞, M)L-atom associated with the ball BΩ := (B ∩ Ω). We deal
with α by considering the following three cases.
Case 1) B ⊂ Ω but 4B ∩ ∂Ω , ∅. In this case, similarly to the proof for (ϕ,∞)-single-atoms,
we know that there exist α˜ ∈ Hϕ,∞, 0(Rn), {˜λk}∞k=1 ⊂ C and a sequence {α˜k}∞k=1 of (ϕ, ∞, 0)-
atoms supported, respectively, in the balls {B˜k}∞k=1 such that α˜ =
∑∞
k=1 λ˜kα˜k, α˜
∣∣∣
Ω
= α and, for any
λ ∈ (0,∞),
∞∑
k=1
ϕ
(
B˜k,
∥∥∥λλ˜kα˜k∥∥∥L∞(Rn)) . ϕ
(
B ∩Ω, λ‖1B‖Lϕ(Rn)
)
.
Case 2) 4B ⊂ Ω. In this case, by the definition of (ϕ, ∞, M)L-atoms, we conclude that there
exists b ∈ D(LD) such that α = LDb and supp (b) ⊂ B. Take ψ ∈ C∞c (Ω) satisfying ψ ≡ 1 on 2B.
Then, from the condition b ∈ D(LD) and the definition of LD, we deduce that∫
B
α(x) dx =
∫
Ω
α(x)ψ(x) dx = −
∫
Ω
A(x)∇b(x) · ∇ψ(x) dx = 0,
which, combined with supp (α) ⊂ B and ‖α‖L∞(B) ≤ ‖1B‖−1Lϕ(Rn), implies that α is a (ϕ, ∞, 0)-atom.
Case 3) B ∩ Ω , ∅. In this case, for any x ∈ B ∩ Ω, let Bx := B(x, ρ(x)/2), where ρ(x) :=
dist (x, B ∩ ∂Ω). Then, by the Besicovitch covering theorem (see, for example, [75, p. 44]), we
find that there exists a sequence {Bxi}∞i=1 of balls such that (B ∩Ω) ⊂ ∪∞i=1Bxi and
∑∞
i=1 1Bxi . 1.
For any i ∈ N, let
λi :=
‖1Bxi∩Ω‖Lϕ(Rn)
‖1B∩Ω‖Lϕ(Rn)
and αi :=
1
λi
α1Bxi∑∞
j=1 1Bx j
.
Then α =
∑∞
i=1 λiαi and, for any i ∈ N, ‖αi‖L∞(Rn) ≤ ‖1Bxi∩Ω‖−1Lϕ(Rn). By an argument similar to that
used in the case of (ϕ,∞)-single-atoms, we know that, for any i ∈ N, there exists a ball B˜xi ⊂ Ω∁
such that
r
B˜xi
∼ rBxi and
∣∣∣∣xBxi − xB˜xi
∣∣∣∣ . rBxi ,
which further implies that there exists a positive constant C˜4 such that Bxi ∪ B˜xi ⊂ C˜4Bxi . For any
i ∈ N, let
λ˜i := λi and α˜i := αi −

∫
Bxi∩Ω
αi(x) dx
 1B˜xi|B˜xi | .
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Then
∫
Rn
α˜i(x) dx = 0, supp (α˜i) ⊂ C˜4Bxi and
‖α˜i‖L∞(Rn) ≤ ‖αi‖L∞(Rn)
1 + |Bxi ||B˜xi |
 . ‖αi‖L∞(Rn) . ‖1Bxi∩Ω‖−1Lϕ(Rn) . ∥∥∥∥1C˜4Bxi
∥∥∥∥−1
Lϕ(Rn)
.
Thus, α˜i is a harmless constant multiple of a (ϕ,∞, 0)-atom and α˜i
∣∣∣
Ω
= αi. Let α˜ :=
∑∞
i=1 λ˜iα˜i.
Then α˜ ∈ Hϕ,∞, 0(Rn), α˜
∣∣∣
Ω
= α and, for any λ ∈ (0,∞),
∞∑
i=1
ϕ
(
C˜4Bxi ,
∥∥∥λλ˜iα˜i∥∥∥L∞(Rn)) .
∞∑
i=1
ϕ
(
Bxi ,
λ
‖1B∩Ω‖Lϕ(Rn)
)
. ϕ
(
B ∩Ω, λ‖1B∩Ω‖Lϕ(Rn)
)
.
By the proofs in Cases 1) to 3), we know that, for any j ∈ N and (ϕ, ∞, M)L-atom α j as-
sociated with the ball BΩ, j = (B j ∩ Ω), there exist {˜λ j, k}k ⊂ C and a sequence {α˜ j, k}k of harm-
less constant multiples of (ϕ, ∞, 0)-atoms supported, respectively, in the balls {B˜ j, k}k such that
α˜ j :=
∑
k λ˜ j, kα˜ j, k
∣∣∣
Ω
= α j and, for any λ ∈ (0,∞),
∑
k
ϕ
(
B˜ j, k,
∥∥∥λλ˜ j, kα˜ j, k∥∥∥L∞(Rn)) . ϕ
(
B j ∩ Ω, λ‖1B j∩Ω‖Lϕ(Rn)
)
.(4.12)
Let
f˜ :=
∞∑
k=1
λ0λ˜0, kα˜0, k +
∞∑
j=1
∑
k
λ jλ˜ j, kα˜ j, k.
Then f˜
∣∣∣
Ω
= f . Moreover, from (4.11) and (4.12), we deduce that, for any λ ∈ (0,∞),
∞∑
k=1
ϕ
C˜3B0, k, ‖λ0λ˜0, kα˜0, k‖L∞(Rn)λ
 + ∞∑
j=1
∑
k
ϕ
B˜ j, k, ‖λ jλ˜ j, kα˜ j, k‖L∞(Rn)λ

. ϕ
(
Ω,
|λ0|
λ‖1Ω‖Lϕ(Rn)
)
+
∞∑
j=1
ϕ
(
B j ∩ Ω,
|λ j|
λ‖1B j∩Ω‖Lϕ(Rn)
)
,
which, combined with (4.10) and Lemma 4.7, further implies that
‖ f ‖Hϕ, r(Ω) .
∥∥∥∥ f˜ ∥∥∥∥
Hϕ(Rn)
. ‖ f ‖Hϕ, LD , rad(Ω).(4.13)
Thus, (4.9) holds true. In the case that Ω is unbounded, repeating the proofs of (4.12) and (4.13),
we know that (4.9) also holds true in this case.
By (4.5) and (4.9), we conclude that[
Hϕ, LD, rad(Ω) ∩ L2(Ω)
]
=
[
Hϕ, r(Ω) ∩ L2(Ω)
]
,
which, together with the fact that the spaces Hϕ, LD, rad(Ω)∩ L2(Ω) and Hϕ, r(Ω)∩ L2(Ω) are dense,
respectively, in the spaces Hϕ, LD, rad(Ω) and Hϕ, r(Ω), and a density argument, implies that the
spaces Hϕ, LD, rad(Ω), and Hϕ, r(Ω) coincide with equivalent quasi-norms. This finishes the proof of
Theorem 4.3. 
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LetΩ be a strongly Lipschitz domain in Rn and LN a second-order elliptic operator with the real
bounded coefficients and the Neumann boundary condition on Ω. Denote by {Kt}t>0 the kernels
of the semigroup {e−tLN }t>0. From [28, Theorem 3.2.9] (see also [5]), it follows that there exist
positive constants C and c such that, for any t ∈ (0,∞) and x, y ∈ Ω,
(4.14) |Kt(x, y)| ≤ C|BΩ(x,
√
t)| exp
{
−|x − y|
2
ct
}
,
where BΩ(x,
√
t) := B(x,
√
t) ∩ Ω. This implies that LN satisfies Assumption 1.2. Moreover, by
[5, Propsition 5], we know that there exist positive constants C, c and δ2 ∈ (0, 1] such that, for any
t ∈ (0, [diam (Ω)]2) and x, y1, y2 ∈ Ω with |y1 − y2| <
√
t/2,
(4.15) |Kt(x, y1) − Kt(x, y2)| ≤ C|BΩ(x,
√
t)|
[ |y1 − y2|√
t
]δ2
exp
{
−|x − y|
2
ct
}
(see also [4]). Furthermore, it is well known that LN satisfies Assumption 1.17 (see, for example,
[4, 5, 68]).
Assume further that LN has symmetrical coefficients. Then LN satisfies Assumptions 1.1 and
1.2.
Let
H˜ϕ, z(Ω) :=
Hϕ, z(Ω) if Ω is unbounded,Hϕ, z(Ω) + L∞(Ω) if Ω is bounded,
where, for any f ∈ Hϕ, z(Ω) + L∞(Ω),
‖ f ‖Hϕ, z(Ω)+L∞(Ω) := inf
{
‖ f1‖Hϕ, z(Ω) + ‖ f2‖L∞(Ω) : f = f1 + f2
}
.
For H˜ϕ, z(Ω), we have the following equivalent characterizations via the (local) Musielak-
Orlicz-Hardy spaces on Ω associated with LN .
Theorem 4.8. Let Ω be a strongly Lipschitz domain in Rn and ϕ as in Definition 1.4. Assume that
LN is a second-order self-adjoint elliptic operator on Ω, with the Neumann boundary condition,
satisfying (4.14) and (4.15). Let δ2 ∈ (0, 1], r(ϕ), I(ϕ), q(ϕ) and i(ϕ) be, respectively, as in (4.15),
(1.7), (1.4), (1.6) and (1.5). If nq(ϕ)/i(ϕ) < n + δ2, then, for any q ∈ ([r(ϕ)]′I(ϕ),∞] ∩ (1,∞]
and M ∈ N ∩ (nq(ϕ)
2i(ϕ)
,∞), the Musielak-Orlicz-Hardy spaces Hϕ, LN (Ω), HM, qϕ, LN , at(Ω), Hϕ, LN ,max(Ω),
Hϕ, LN , rad(Ω), H
q
ϕ, at(Ω) and H˜ϕ, z(Ω) coincide with equivalent quasi-norms. In particular, if Ω is
bounded, then the spaces
Hϕ, LN (Ω), H
M, q
ϕ, LN , at
(Ω), Hϕ, LN ,max(Ω), Hϕ, LN , rad(Ω), H
q
ϕ, at(Ω), hϕ, LN ,max(Ω), hϕ, LN , rad(Ω)
and H˜ϕ, z(Ω) coincide with equivalent quasi-norms.
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ Rn and t ∈ [0,∞), we denote the spaces
Hϕ, LN ,max(Ω), Hϕ, LN , rad(Ω), H˜ϕ, z(Ω), hϕ, LN ,max(Ω) and hϕ, LN , rad(Ω)
simply, respectively, by H
p
LN ,max
(Ω), H
p
LN , rad
(Ω), H˜
p
z (Ω), h
p
LN ,max
(Ω) and h
p
LN , rad
(Ω).
As a simple corollary of Theorem 4.8, we have the following conclusion.
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Corollary 4.9. Let Ω be a strongly Lipschitz domain in Rn. Assume that LN is a second-order
self-adjoint elliptic operator on Ω, with the Neumann boundary condition, satisfying (4.14) and
(4.15). Let δ2 ∈ (0, 1] and p ∈ ( nn+δ2 , 1]. Then, for any q ∈ (1,∞] and M ∈ N ∩ (
n
2p
,∞), the Hardy
spaces H
p
LN
(Ω), H
p,M, q
LN , at
(Ω), H
p
LN ,max
(Ω), H
p
LN , rad
(Ω), H
p, q
at (Ω) and H˜
p
z (Ω) coincide with equivalent
quasi-norms. In particular, if Ω is bounded, then the spaces H
p
LN
(Ω), H
p,M, q
LN , at
(Ω), H
p
LN ,max
(Ω),
H
p
LN , rad
(Ω), H
p, q
at (Ω), h
p
LN ,max
(Ω), h
p
LN , rad
(Ω) and H˜
p
z (Ω) coincide with equivalent quasi-norms.
Remark 4.10. (i) When p = 1 andΩ is unbounded, the equivalences of the spaces H
p
LN ,max
(Ω),
H
p
LN , rad
(Ω), H
p
LN
(Ω), H
p, q
at (Ω) and H˜
p
z (Ω) in Corollary 4.9 were established in [4, Theorem
1, Proposition 5 and Theorem 20]. The other cases of Corollary 4.9 even in this case are
new. Thus, Corollary 4.9 improves the results obtained in [4] by removing the assumption
that Ω is unbounded even when p = 1.
(ii) When p ∈ ( n
n+δ2
, 1], the equivalences of the spaces H
p
LN ,max
(Ω), H
p
LN , rad
(Ω), H
p
LN
(Ω) and
H
q
ϕ, at(Ω) in Corollary 4.9 were obtained in [14, Theorems 1.4 and 4.1]. It is worth pointing
out that the equivalence of the spaces H
p
LN
(Ω) and H˜
p
z (Ω) when Ω is unbounded and the
equivalences of the spaces h
p
LN ,max
(Ω), h
p
LN , rad
(Ω) and H˜
p
z (Ω) when Ω is bounded are new in
this case. Thus, Corollary 4.9 improves [14, Theorems 1.4 and 4.1] in this case.
Remark 4.11. (i) Let Φ be an Orlicz function satisfying that i(Φ) ∈ ( n
n+δ2
, 1] and Φ is of upper
type 1. When ϕ(x, t) := Φ(t) for any x ∈ Rn and t ∈ [0,∞) and Ω is unbounded, the
equivalences of the spaces Hϕ, LN (Ω), Hϕ, LN ,max(Ω), Hϕ, LN , rad(Ω), and Hϕ, r(Ω) in Theorem
4.3 were obtained in [82, Theorems 1.10 and 1.12]. Theorem 4.8 improves the results in
[82, Theorems 1.10 and 1.12] by removing the assumption that Ω is unbounded. Moreover,
when Ω is bounded, the equivalences of the spaces hϕ, LN ,max(Ω), hϕ, LN , rad(Ω) and H˜ϕ, z(Ω)
are new even in this case.
(ii) Theorem 4.8 is new even when ϕ is as in (1.8) or (1.9).
Now we prove Theorem 4.8 by using Theorems 1.8, 1.11 and 1.19 and Lemma 4.7.
Proof of Theorem 4.8. Applying Theorems 1.8 and 1.19 to X := Ω and L := LN , we conclude that
the spaces Hϕ, LN (Ω), H
M, q
ϕ, LN , at
(Ω), Hϕ, LN ,max(Ω), Hϕ, LN , rad(Ω) and H
q
ϕ, at(Ω) coincide with equiv-
alent quasi-norms. Moreover, when Ω is bounded, by Theorem 1.11, we know that the spaces
Hϕ, LN (Ω), H
M, q
ϕ, LN , at
(Ω), Hϕ, LN ,max(Ω), Hϕ, LN , rad(Ω), H
q
ϕ, at(Ω), hϕ, LN ,max(Ω) and hϕ, LN , rad(Ω) coin-
cide with equivalent quasi-norms. To finish the proof of Theorem 4.8, we only need to show that
the spaces Hϕ, LN , rad(Ω) and H˜ϕ, z(Ω) coincide with equivalent quasi-norms.
We first prove that
(4.16)
[
Hϕ, LN , rad(Ω) ∩ L2(Ω)
]
⊂
[
H˜ϕ, z(Ω) ∩ L2(Ω)
]
.
Let f ∈ [Hϕ, LN , rad(Ω)∩L2(Ω)]. We first assume thatΩ is bounded. Then there exist {λ0}∪{λ j}∞j=1 ⊂
C, a (ϕ, ∞)-single-atom α0 and a sequence {α j}∞j=1 of (ϕ, ∞, M)L-atoms such that
f = λ0α0 +
∞∑
j=1
λ jα j in L
2(Ω) and Λ
(
{λ0α0}
⋃{
λ jα j
}∞
j=1
)
. ‖ f ‖Hϕ, LN , rad(Ω).
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Obviously, f1 := λ0α0 ∈ L∞(Ω) and
(4.17) ‖ f1‖L∞(Ω) ≤ Λ
(
{λ0α0}
⋃{
λ jα j
}∞
j=1
)
. ‖ f ‖Hϕ, LN , rad(Ω).
Let α be a (ϕ, ∞, M)L-atom associated with the ball BΩ := B ∩ Ω. By using the fact that, for any
x ∈ Ω and t ∈ (0,∞), ∫
Ω
Kt(x, y) dy = 1
and an argument similar to that used in the proof of [45, Lemma 9.1], we know that∫
Ω
α(x) dx = 0.
Denote by α˜ the zero extension out of Ω of α. Then
∫
Rn
α˜(x) dx = 0, supp (α˜) ⊂ B and
‖α˜‖L∞(Rn) = ‖α‖L∞(Ω) ≤ ‖1B∩Ω‖−1Lϕ(Ω) . ‖1B‖−1Lϕ(Rn).
Thus, α˜ is a harmless constant multiple of a (ϕ, ∞, 0)-atom.
For any j, denote by α˜ j the zero extension out of Ω of α j. Then, for any j, α˜ j is a harmless
constant multiple of a (ϕ, ∞, 0)-atom. Let f2 :=
∑∞
j=1 λ jα j and f˜2 :=
∑∞
j=1 λ jα˜ j. Then f˜2 is the
zero extension out of Ω of f2, f˜2 ∈ Hϕ(Rn) and
(4.18)
∥∥∥∥ f˜2∥∥∥∥
Hϕ(Rn)
. Λ
({
λ jα j
}∞
j=1
)
. ‖ f ‖Hϕ, LN , rad(Ω),
which further implies that f2 ∈ Hϕ, z(Ω) and ‖ f2‖Hϕ, z(Ω) . ‖ f ‖Hϕ, LN , rad(Ω). From this, f = f1 + f2,
(4.17) and the definition of H˜ϕ, z(Ω), we deduce that
‖ f ‖
H˜ϕ, z(Ω)
≤ ‖ f1‖L∞(Ω) + ‖ f2‖Hϕ, z(Ω) . ‖ f ‖Hϕ, LN , rad(Ω).
This finishes the proof of (4.16) in the case that Ω is bounded. When Ω is unbounded, similarly to
the proof of (4.18), we know that (4.16) also holds true in this case.
We now show that
(4.19)
[
H˜ϕ, z(Ω) ∩ L2(Ω)
]
⊂
[
Hϕ, LN , rad(Ω) ∩ L2(Ω)
]
.
Let f ∈ [H˜ϕ, z(Ω) ∩ L2(Ω)]. We first assume that Ω is bounded. Then there exist f1 ∈ L∞(Ω) and
f2 ∈ Hϕ, z(Ω) such that f = f1 + f2 and
‖ f1‖L∞(Ω) + ‖ f2‖Hϕ, z(Ω) . ‖ f ‖H˜ϕ, z(Ω).
Let λ0 := ‖ f1‖L∞(Ω)‖1Ω‖Lϕ(Ω) and α0 := f1/[‖ f1‖L∞(Ω)‖1Ω‖Lϕ(Ω)]. Then f1 = λ0α0 and α0 is a
(ϕ,∞)-single-atom. Thus, by Theorem 1.8, we know that f1 ∈ Hϕ, LN , rad(Ω) and
(4.20) ‖ f1‖Hϕ, LN , rad(Ω) . ‖ f1‖L∞(Ω).
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Let f˜2 be the zero extension out of Ω of f2. Then f˜2 ∈ [Hϕ(Rn) ∩ L2(Rn)]. For any t ∈
(0, [diam (Ω)]2), x ∈ Ω and y ∈ Ω, let
Fx, t(y) := |B(x,
√
t) ∩ Ω| exp
{ |x − y|2
ct
}
Kt(x, y).
Then Fx, t is a bounded Ho¨lder continuous function on Ω. An argument similar to that used in [4,
p. 156] shows that Fx, t can be extended to a bounded Ho¨lder continuous function on R
n with the
Ho¨lder index δ˜ ∈ (0, δ2). Denote this extension by F˜x, t. For any t ∈ (0, [diam (Ω)]2), x ∈ Ω and
y ∈ Ω, let
K˜t(x, y) := |B(x,
√
t) ∩ Ω|−1 exp
{
−|x − y|
2
ct
}
F˜x, t(y).
Obviously, for any t ∈ (0, [diam (Ω)]2) and x, y ∈ Ω, Kt(x, y) = K˜t(x, y).
By Lemma 4.7, we find that there exists a sequence {b j} j of constant multiples of (ϕ, ∞, 0)-
atoms such that f˜2 =
∑
j b j in L
2(Rn), which implies that f˜ =
∑
j b j almost everywhere. Thus, for
any t ∈ (0, diam (Ω)) and x ∈ Ω,
e−t
2LN ( f2)(x) =
∫
Ω
Kt2 (x, y) f2(y) dy =
∫
Rn
K˜t2 (x, y) f˜2(y) dy =
∑
j
∫
Rn
K˜t2 (x, y)b j(y) dy,
which implies that ( f2)
+
LN , loc
≤ ∑ j(b j)+LN , loc. From this and an argument similar to (2.17), we
deduce that f2 ∈ [hϕ, LN , rad(Ω) ∩ L2(Ω)] and
(4.21) ‖ f2‖hϕ, LN , rad(Ω) . ‖ f2‖Hϕ, z(Ω),
which, combined with (4.20) and f = f1 + f2, further implies that
‖ f ‖hϕ, LN , rad(Ω) . ‖ f1‖hϕ, LN , rad(Ω) + ‖ f2‖hϕ, LN , rad(Ω) . ‖ f1‖Hϕ, LN , rad(Ω) + ‖ f2‖Hϕ, z(Ω)
. ‖ f1‖L∞(Ω) + ‖ f2‖Hϕ, z(Ω) . ‖ f ‖H˜ϕ, z(Ω).
This finishes the proof of (4.19) in the case that Ω is bounded. When Ω is unbounded, similarly to
the proof of (4.21), we know that (4.19) also holds true in this case.
Thus, by (4.16) and (4.19) and a density argument, we conclude that the spaces Hϕ, LN , rad(Ω),
and H˜ϕ, z(Ω) coincide with equivalent quasi-norms, which completes the proof of Theorem 4.8. 
Now, let ϕ be as in Definition 1.4 and Ω a subdomain in Rn. Then, for any f ∈ S′(Rn) and
m ∈ N, the local non-tangential grand maximal function f ∗
m, loc
of f is defined by setting, for any
x ∈ Rn,
f ∗m, loc(x) := sup
φ∈Sm(Rn)
sup
|y−x|<t, t∈(0,1)
| f ∗ φt(y)|.
When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ) and i(ϕ) are, respectively, as in (1.6) and (1.5),
we denote f ∗
m(ϕ), loc
simply by f ∗
loc
. The local Musielak-Orlicz-Hardy space hϕ(R
n) is defined via
replacing f ∗ by f ∗
loc
in Definition 4.2. Moreover, the local Musielak-Orlicz-Hardy spaces hϕ, z(Ω)
and hϕ, r(Ω) are defined via replacing Hϕ(R
n) by hϕ(R
n) in the definitions of Hϕ, z(Ω) and Hϕ, r(Ω),
respectively.
We then have the following conclusions.
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Corollary 4.12. Let Ω be a bounded Lipschitz domain in Rn.
(i) If nq(ϕ)/i(ϕ) < n + δ1, then Hϕ, r(Ω) = hϕ, r(Ω) with equivalent quasi-norms, where δ1 ∈
(0, 1] is as in (4.4).
(ii) If nq(ϕ)/i(ϕ) < n+δ2, then H˜ϕ, z(Ω) = hϕ, z(Ω)with equivalent quasi-norms, where δ2 ∈ (0, 1]
is as in (4.15).
Proof. To show (i), by using the atomic characterization of hϕ(R
n) established in [81, Theorem
5.7] and similarly to the proof of (4.5), we know that
(4.22)
[
hϕ, r(Ω) ∩ L2(Ω)
]
⊂
[
hϕ, LD, rad(Ω) ∩ L2(Ω)
]
.
Moreover, from (4.9) and the fact that Hϕ(R
n) ⊂ hϕ(Rn), it follows that
(4.23)
[
Hϕ, LD, rad(Ω) ∩ L2(Ω)
]
⊂
[
Hϕ, r(Ω) ∩ L2(Ω)
]
⊂
[
hϕ, r(Ω) ∩ L2(Ω)
]
.
By Theorem 1.11, we conclude that[
Hϕ, LD, rad(Ω) ∩ L2(Ω)
]
=
[
hϕ, LD, rad(Ω) ∩ L2(Ω)
]
with equivalent quasi-norms, which, combined with (4.22) and (4.23), further implies that[
Hϕ, r(Ω) ∩ L2(Ω)
]
=
[
hϕ, r(Ω) ∩ L2(Ω)
]
.
From this and the facts that Hϕ, r(Ω) ∩ L2(Ω) and hϕ, r(Ω) ∩ L2(Ω) are dense, respectively, in the
spaces Hϕ, r(Ω) and hϕ, r(Ω), and a density argument, we deduce that the spaces Hϕ, r(Ω) = hϕ, r(Ω)
with equivalent quasi-norms, which completes the proof of (i).
To show (ii), from the definitions of Hϕ, z(Ω) and hϕ, z(Ω) and the atomic characterizations of
Hϕ(R
n) and hϕ(R
n) (see, for example, [81, Theorem 5.7]), we deduce that
(4.24)
[
H˜ϕ, z(Ω) ∩ L2(Ω)
]
⊂
[
hϕ, z(Ω) ∩ L2(Ω)
]
.
By using the atomic characterization of hϕ(R
n) and similarly to the proof of (4.19), we find that
(4.25)
[
hϕ, z(Ω) ∩ L2(Ω)
]
⊂
[
hϕ, LN , rad(Ω) ∩ L2(Ω)
]
.
From Theorem 1.11, it follows that[
Hϕ, LN , rad(Ω) ∩ L2(Ω)
]
=
[
hϕ, LN , rad(Ω) ∩ L2(Ω)
]
with equivalent quasi-norms, which, together with (4.16), (4.24) and (4.25), further implies that[
H˜ϕ, z(Ω) ∩ L2(Ω)
]
=
[
hϕ, z(Ω) ∩ L2(Ω)
]
.
By this, we further know that H˜ϕ, z(Ω) = hϕ, z(Ω) with equivalent quasi-norms. This finishes the
proof of (ii) and hence of Corollary 4.12. 
When ϕ(x, t) := tp, with p ∈ (0, 1], for any x ∈ Ω and t ∈ [0,∞), we denote the spaces hϕ, r(Ω)
and hϕ, z(Ω), respectively, simply by h
p
r (Ω) and h
p
z (Ω). Then we have the following remark.
Remark 4.13. The equivalences H1r (Ω) = h
1
r (Ω) and H˜
1
z (Ω) = h
1
z (Ω) were obtained in [4, Remark
17]. When p ∈ ( n
n+δ1
, 1) or p ∈ ( n
n+δ2
, 1), the corresponding equivalences H
p
r (Ω) = h
p
r (Ω) and
H˜
p
z (Ω) = h
p
z (Ω) obtained in Corollary 4.12 are new.
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