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ABSTRACT 
Admissible Orders on Quotients of the Free Associative Algebra 
by 
Jeremiah William Johnson 
University of New Hampshire, May, 2010 
An admissible order on a multiplicative basis of a noncommutative algebra A is a term 
order satisfying additional conditions that allow for the construction of Grobner bases for 
^.-modules. When A is commutative, a finite reduced Grobner basis for an .4-module can 
always be obtained, but when A is not commutative this is not the case; in fact in many 
cases a Grobner basis theory for A may not even exist. 
E. Hinson has used position-dependent weights, encoded in so-called admissible arrays, 
to partially order words in the free associative algebra in a way which produces a length-
dominant admissible order on a particular quotient of the free algebra, where the ideal by 
which the quotient is taken is an ideal generated by pure homogeneous binomial differences 
and is determined by the array A. 
This dissertation investigates the properties of two large classes of admissible arrays A. 
We prove that weight ideals associated to arrays in the first class are finitely generated 
and we describe the generating sets. We exhibit instances of trivial and nontrivial finitely 
generated weight ideals associated to arrays in the second class and we partially characterize 
the corresponding arrays. We also exhibit instances of weight ideals associated to arrays 
in the second class which do not admit a finite generating set. We identify an algebro-
combinatorial property on weight ideals, which we call saturation, that is connected to finite 
generation. In addition, we look at actions of the multiplicative monoid generated by the set 
of transvections and diagonal matrices with non-negative entries on the set of equivalence 
classes of admissible arrays under order-isomorphism and we analyze the stabilizers and 





A Grobner basis is a set of polynomials in an algebra A with a property that ensures that 
unique normal forms of other polynomials can be found as remainders upon division by the 
Grobner basis elements. This makes explicit computations tractable in those algebras in 
which Grobner bases can be constructed. The ability to construct Grobner bases depends 
on the existence of a term order on a multiplicative basis of the algebra which satisfies 
certain necessary additional conditions. Such an ordering on a multiplicative basis of an 
algebra is called an admissible order. When an admissible order on the multiplicative basis 
of an algebra exists, the algebra is said to have a Grobner basis theory. 
This chapter briefly introduces the basic theory of Grobner bases for commutative and 
noncommutative algebras and discusses common algorithms for Grobner basis computations 
with an aim toward outlining some of the critical differences between the commutative and 
the noncommutative Grobner basis theories. The commutative theory has become one of 
the central features of the sub-discipline known as computational commutative algebra and 
is the subject of numerous texts at various levels such as [5, 6, 20]. Often results in the 
noncommutative theory still reside only in research papers and conference proceedings. One 
of the most thorough references for the noncommutative theory is part I of [25]. 
1.1 Basic Definitions 
In what follows k will denote an arbitrary field and X will denote a finite alphabet X = 
{.-El,..., xt}. We will denote by X* the free monoid on X; that is, the collection of all 
words in the alphabet X including the empty word, denoted 1, and with multiplication 
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the operation of concatenation. Our focus for the most part is the free associative algebra 
k{xi,... ,xt), which can be viewed as a A;-vector space with multiplicative basis X* with 
multiplication extended linearly from that given in X* and from which the commutative 
polynomial algebra k[xi,...,xt] can be obtained as a quotient by the commutator ideal 
C = (xixj — XjXi |1 < i ^ j <t). All ideals are considered two-sided unless otherwise noted. 
1.2 Grobner Bases for Commutative Algebras 
Grobner bases were first introduced and studied in the context of the polynomial algebra 
R = k[xi,..., xt]. Subsequent work has shown that this can be viewed as a particularly well-
behaved special case of the Grobner basis theory that exists for the free associative algebra 
and its quotients. In this section we provide a brief introduction to the commutative theory 
of Grobner bases by considering the case of ideals in k[x\,... ,xt\. There is no particular 
reason for considering Grobner bases only for ideals of the polynomial algebra other than 
ease of presentation; in fact, the theory and results presented below extend with little or no 
modification to more general iJ-modules. 
Definition 1.2.1. An element / of R is called a monomial if / is a product of the form 
. „Q2.. . ™a„ 
n i 
\ 
where all of the exponents a \ , . . . , a n are nonnegative integers. The total degree of this 
monomial is a i + • • • + a n . 
To simplify notation, we will typically assume that a is an n-tuple of non-negative 
integers a = ( a j , . . . , an) G Z" 0 and we will write xa = x"1 • x°2 • • • 
Definition 1.2.2. A monomial order on R is any relation >- on Z " 0 satisfying 
(i) >- is a total ordering on Z"0 ; 
(ii) If a y (3 and 7 € then a + 7 j3 + 7; 
(iii) >- is a well-ordering on Z>0. < 
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A common example of a monomial order is the length-lexicographic order, in which first 
the variables x\,... ,xt are ordered, and then the monomials in R are ordered first by length 
and then lexicographically following the order assigned to the variables . . . ,x t . 
Given a monomial order on R, one can define the leading or initial terms and monomials 
of polynomials of R. 
Definition 1.2.3. Fix a monomial order >~ and let / = YH=\ o,iXai. The leading monomial 
of / is the monomial LM(/ ) = xa'J, where a-j >- a , for all i j. The leading coefficient of 
/ is LC(/) = atj € k. The leading term of / is LT(/) =LC(/ ) -LM(/ ) . 
In the single-variable polynomial ring fc[x], every ideal is principal. Given an ideal 
(g) = I C k[x], a monomial ordering on k[x], and an element / G k[x], one can apply the 
division algorithm for polynomials to determine whether or not / € / . If the remainder 
upon division of / by g is 0, then / G I; otherwise, / ^ I [5]. 
A fundamental difficulty that exists in working with ideals over the multivariate poly-
nomial ring R is that ideals in R are not principal. The Hilbert Basis Theorem insures 
that any ideal I C R admits a finite generating set, but when one divides a set of elements 
/ 1 , . . . , fn into an element g, the order in which the division is performed can affect the 
outcome. 
Example 1.2.4. Consider the polynomials x2y + x2 + y2, x2 — 1, and y + 1 with the length-
lexicographical order with x > y. By dividing first x2 — 1 and then y + 1 into x2y + x2 + y2, 
we obtain a remainder of 1. If instead we divide first y +1 and then x2 — 1 into x2y+x2 + y2, 
we obtain a remainder of —y. 
This poses the question of how best to resolve the ideal membership problem for a given 
ideal I in R. Given a generating set ... , fn € I and an element g G R, it may well be 
the case that performing the division in a particular order will return a remainder of 0, thus 
demonstrating that g G I, but performing the division in another order may not return a 
remainder of 0. Ideally, one would hope to find a different generating set for I for which 
the remainder upon division is the same, regardless of the order in which the divisions are 
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performed. One of the principal uses of Grobner bases is in addressing this issue. Before 
introducing Grobner bases, we need the following definitions. 
Definit ion 1.2.5. A monomial ideal I C R is an ideal which admits a generating set 
consisting only of monomials. 
Associated with any ideal I C R is a monomial ideal called the ideal of leading terms. 
Definit ion 1.2.6. Let 7 be an ideal in R. The ideal of leading terms of I is the ideal 
(.LT{I)), where LT(I) = {c.xa|there exists / G I with L T ( f ) = cxa, where c G k}. 
Now we can define what it means for a set G to be a Grobner basis for an ideal I € R. 
Definit ion 1.2.7. A finite subset G — {</i,... ,gm} is a Grobner basis for I if 
(LT(g1),...,LT(grri)) = (LT(I)). 
This is equivalent to the statement that the leading term of any element of I is divisible 
by one of the i r ( ^ ) ' s . 
Grobner bases have the desired property that given an element / G R and a Grobner 
basis G, the remainder of / upon division by G will be invariant with respect to the order 
in which the division is performed. Furthermore, it can be shown that given a monomial 
order every ideal I C R has a finite Grobner basis, though the Grobner bases obtained 
under different monomial orders are unlikely to be the same. 
Grobner bases for the commutative polynomial ring were introduced by Bruno Buch-
burger in his Ph.D thesis in 1965. The name comes from Buchberger's advisor, Wolfgang 
Grobner. The ideas behind Grobner bases had been considered somewhat earlier in dif-
ferent contexts, but Buchberger's work was significant in that he developed a terminating 
algorithm for the construction of Grobner bases in the commutative polynomial ring which 
is now known as Buchberger's algorithm. We present this algorithm below after introducing 
the following necessary definitions. 
Definit ion 1.2.8. Let f,g G k[xi,... ,xt] be nonzero polynomials with LM(/) = xa and 
LM(g) = . Let 7 = (71, . . . , jn), where 7j = max(aj, Pi). The S-polynomial of / and g is 
5 
the combination 
S(f,g) = - l j f f f i - f - j j f ^ - g -
Definit ion 1.2.9. Let G = { g \ , . . . ,gt} be a generating set for an ideal I C k[xi,... 
A pair (gi,gj) with i ^ j is called a critical pair of G. 
Theorem 1.2.10. Let I be an ideal in k[x\,... ,xt\. A basis G = {gi,... ,gn} is a Grobner 
basis for I if and only if for all critical pairs (gi,gj), the remainder on division of S(gi,gj) 
by G is zero. 
We can now present Buchberger's algorithm to find a Grobner basis of an ideal I C 
k[xi,...,xt]. 
Theorem 1.2.11. (Buchberger's Algorithm) Let I — (fx,... fs) be an ideal in . . . , x<]. 
A Grobner basis for I can be constructed in finitely many steps by the following algorithm. 
input : A generating set F = { f x , • • •, fs} of I 
output: A Grobner basis G = {gx, • • • ,gr} for I, with F C G 
G = F; 
C = critical pairs of G; 
while C is nonempty do 
Select a critical pair (p, q) and remove it from C; 
Form the S-polynomial P = S(p,q)\ 
Reduce P by G and let H be the result; 
if H / 0 then Add H to G; 
[_ Add all critical pairs of elements of H with elements of G to C; 
return G; 
Figure 1-1: Commutative Buchberger Algorithm 
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An ideal may have many different Grobner bases for a given monomial order, but some 
may be better than others. The following definition specifies what in a sense is the simplest 
Grobner basis one can obtain for an ideal. 
Definition 1.2.12. A reduced Grobner basis for an ideal I of k[x\,..., Xt] is a Grobner 
basis G for I such that 
1. LC (g ) = 1 for all g € G, and 
2. For all g, £ G, no monomial of g lies in (LT(G — {5})). 
\ 
Every ideal I in k[x\,... I can be shown to have a unique reduced Grobner basis 
for a given monomial order, and most computational packages that enable Grobner basis 
calculations expand on the Buchberger algorithm given above to output the unique reduced 
Grobner basis for the ideal or i?-module under consideration [5]. 
1.2.1 A n Application: Calculating Ideal Intersections 
The development of Buchberger's algorithm and its subsequent refinements has allowed the 
use of experimental and computational methods in commutative algebra. An interesting 
and highly useful specific application is in the calculation of intersections of ideals. We 
briefly sketch this application here. The interested reader is referred to [20] for a more 
expansive treatment. 
Definition 1.2.13. Let I be an ideal in k[xi,...,xt}. The kth elimination ideal Ik is the 
ideal Ik = I n k[xk+1,..., xn]. 
Theorem 1.2.14. Let I be an ideal of k[x 1,..., xt] and let G be a Gobner basis for I with 
respect to lexicographic order with x\ > X2 > • • • > Xt- Then for each 0 < k < t, 
Gk = Gnk[xk+1,...,xt] 
is a Grobner basis for the kth elimination ideal Ik. 
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Note that the choice of lexicographic order in Theorem 1.2.14 is not mandatory: lexico-
graphic order is an example of what is referred to more generally as a jth-elimination order, 
an order for which any monomial in the variables 
1 7 ' ' • 5 ^J IS greater than any monomial 
in the variables Xj+ i , . . . , Theorem 1.2.14 holds for any order which is a jttl elimination 
order for 1 < j < t. 
Now fix two ideals I, J in k[x\,..., xn] and let t be a variable. It can be shown [5, 20] 
that the ideal I f ) J — (tI+(l—t)J)C\k[xi,..., xn]. This result allows us to use Grobner bases 
to compute a basis for J f l J algorithmically. First, let I = ( / i , . . . , fr) and J = (hi,..., hs). 
Consider the ideal 
( t f u ..., t f r , (1 - t)hi,..., (1 - t)hs) C k[x i, ...,xn, t}. 
Now compute a Grobner for this ideal with respect to any order which places t > for all 
1 < i < n. The elements of this basis which do not contain t form a (Grobner) basis for 
in J. 
Example 1 .2.15. Let I = ((x + y)2, x2(x + y)) and J = (xy(x - y), xy3 — y - x) be ideals 
in k[x, y]. We can apply the above algorithm to obtain I fl J = (y2(x + y)(—2 + y3), (x + 
y)(x + y-y4)). 
Of course, the algorithm for computing an ideal intersection can be iterated to compute 
multiple intersections / i D ^ f l - • • I m . This enables one to compute, for example, colon ideals 
(I : J) in k[x\,..., zrt] (sometimes also known as conductor ideals, cf. [8]). The singular 
ease with which one can perform such potentially difficult calculations using Grobner bases 
is what has made them a fundamental tool in computational commutative algebra over the 
past three decades. Numerous software packages such as Maple, CoCoA, Gap, Singular, 
and Macaulay now exist that allow and use Grobner basis methods to enable calculations 
in ideals and modules over . . . , a^]. 
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1.3 Grobner Bases for Noncommutative Algebras 
Teo Mora and others proceeded to generalize the ideas and results of Buchberger to non-
commutative algebras. Buchberger's algorithm may be adapted to the noncommutative 
setting with only minor modifications, and the commutative case just described can be seen 
as simply a well-behaved special case of a more general theory. Unfortunately, many of the 
characteristics that make Grobner bases useful for computation in the commutative poly-
nomial algebra are not present when commutativity is not assumed. As will be illustrated 
in Chapter 2, in many cases, a Grobner basis theory for a noncommutative algebra may not 
even exist. 
Despite the obstacles that exist, there are many reasons to consider Grobner bases in the 
noncommutative setting. The ideal intersection results described in the preceding section 
are in fact a special case of similar results which can be obtained in the more general 
case of right (left) submodules of a noncommutative /c-algebra for which a Grobner basis 
theory exists with respect to a noncommutative version of an elimination ordering [13]. The 
ability to obtain unique normal forms with Grobner bases has led to interesting results in 
homological algebra and if-theory; for example, E. Green and 0 . Solberg have used the 
theory of Grobner bases for path algebras (a type of noncommutative algebra that will be 
discussed in further detail in Chapter 2) to algorithmically construct projective resolutions of 
quotients of path algebras [16]. Green has released a computer package which uses the results 
of the theory of noncommutative Grobner bases to obtain minimal projective resolutions 
of finite-dimensional modules over finite-dimensional quotients of path algebras [11]. Green 
has also used the Grobner basis theory of path algebras to generalize Cohn's Theorem that 
free associative algebras are free ideal rings and to provide a proof of a particular case of the 
No-Loop Conjecture in homological algebra [12], [17]. Further applications in this direction 
are likely to continue to develop. 
In order to introduce the noncommutative Buchberger algorithm we need a few defi-
nitions, including generalizations of Definitions 1.2.2, 1.2.7, and 1.2.3. In this section we 
restrict our attention to the free associative algebra k{xi,..., xt). Definitions 1.3.1, 1.3.2, 
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1.3.3, 1.3.4, and 1.3.5 come from [25]. 
Definit ion 1.3.1. A total order >- on X* is an admissible order if 
1. >- is a well-order on X*, and 
2. UJI >- UJ2 =>• UUJ\V >- vjjjiv for all u, v, UJ2 G X*. 
Note that this definition of admissible order is insufficiently general for the cases that 
will be considered after this introductory chapter and will be expanded upon in Chapter 
2. For the remainder of this chapter, assume we have defined an admissible order >- on 
k(xi,..., xt) following Definition 1.3.1. 
Definit ion 1.3.2. Let / = Y^i=iaiui e k(x\,... ,Xt). The leading word of / , denoted 
LM(/) , is the word ujj such that u>j >z Ui for 1 < i < k. The leading coefficient of / is 
LC( / ) =
 a j G k. The leading term of / is LT(/) =LC( / ) -LM(/ ) . 
The definition of a Grobner basis for an ideal I of fc(.X'i, ...,xt) is nearly the same as 
that given in Definition 1.2.7 without the stipulation that G be finite. 
Definit ion 1.3.3. Let I be an ideal in k(xi,..., xt). A subset G = {<71, <72, • • • } ^ I is a 
Grobner basis for I if 
(LT(gi),LT(g2),...) = {LT(I)}. 
Construction of Grobner bases for an ideal in k(x\,..., xt) requires some additional 
considerations over those necessary in the commutative case. The following two definitions 
generalize the notion of an S-polynomial given in Definition 1.2.8. 
Definit ion 1.3.4. Two not necessarily distinct words ui, L02 G X* form an overlap if there 
exist words u, v G X*, such that either 
1. u)\u = VU2 with u, v ^ 1 and |u| < |a>2|, | f | < |wi |, 
2. UUJ 1 = U2V with u, » / 1 and |u| < |a;2|, [ | < 
3. u>\ = uu>2V, or 
4 . UU}\V = U-2-
Note that two words may overlap in many distinct ways; for example, let UJ\ = xxx and 
u>2 = xxy. Then we have an overlap u\y = xu)2 as well as self-overlaps xui\ = u\x and 
XXU\ = UJLXX. 
Definition 1.3.5. If the leading words of / i , f i € k(xi,...,xt) form an overlap, then 
( / i , /2) is a critical pair. If ( / i , /z) is a critical pair, let c = LC(/ i ) /LC(/2) and define the 
overlap relations of / i , /2 as 
1- f\u — cv.f'2 for each overlap LM(/ i )u = uLM(/2), 
2. ufi — cf'iv for each overlap t/,LM(/i) = LM(/2)d, 
3. / i — cufi'u for each overlap LM(/ i ) = v,LM(f2)v, and 
4. uf\v — c/2 for each overlap uLM(fi)v = LM(/2). 
The primary distinction between the commutative and the noncommutative versions of 
the Buchberger algorithm is that in the commutative setting, one needs only to consider a 
single ^-polynomial for every critical pair (p, q) that occurs, while in the noncommutative 
setting, one needs to consider every possible overlap relation of each critical pair (p, q). We 
now present the noncommutative version of the Buchberger algorithm in Figure 2. 
Although the noncommutative Buchberger algorithm is only a slight modification of 
the commutative algorithm, there is no guarantee that the noncommutative version of the 
algorithm will terminate; in fact, a reduction from the semigroup word problem shows that 
the question of whether a given ideal in k(x 1 , . . . , xt) has a finite Grobner basis is undecidable 
[26]. This is but one example of the sort of additional difficulties that are encountered in the 
Grobner basis theory of noncommutative algebras. To further illustrate some of the issues 
that arise, we include the following pathological example taken from [15] of a principal 
ideal in the free algebra k(x,y) whose Grobner basis with respect to any admissible order 
such that x > y is infinite. The definition of a reduced Grobner basis is the same in the 
noncommutative setting as that given in Definition 1.2.12, and thus that definition will not 
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input : A generating set F — { / i , • • •, /s} of I 
output: A Grobner basis (possibly infinite G = {<7i, <72,... } for 7, with F C G 
G = F; 
C = overlap relations of G; 
while C is nonempty do 
Select an overlap relation P and remove it from C; 
Reduce P by G and let R be the result; 
if R ± 0 then 
Add R to G\ 
|_ Add all overlap relations of elements of R with elements of G to C; 
return G; 
Figure 1-2: Non-Commutative Buchberger Algorithm 
be restated here. Note that it is also the case that every ideal in k(x\,..., xt) has a unique 
reduced (though not necessarily finite) Grobner basis [25]. 
Example 1.3.6. Let / = xx — xy € K(x,y) and = xylx — xyl+l, i > 0, and let > be 
any admissible order such that x > y. The set G = {gt\i > 0} is the reduced Grobner basis 
of ( / ) with respect to > . 
Proof. The leading word of / with respect to any order for which x > y is xx, and as such 
/ has a self-overlap xf = f x . Starting with G = { / } and following Buchberger's algorithm, 
we see that the reduced Grobner basis for ( / ) obtained is the set G = {gi\i > 0}. • 
In addition to providing an illustration of a phenomenon which is not experienced in 
the commutative setting, the preceding example serves also to illustrate the importance the 
choice of admissible order plays in determining the Grobner basis obtained: if the admissible 
order considered is instead one in which y > x, the leading term of / becomes xy, and / 
then has no self-overlaps. Thus, with respect to such an order { / } is in fact the reduced 
Grobner basis for ( / ) . 
12 
Chapter 2 
Admissible Weight-Based Orders 
This chapter describes weight-based orders on fc-algebras. Weight-based orders give rise 
to admissible orders on quotients of fc-algebras and the structure of the resulting quotient 
algebras are the primary focus of this dissertation. Parallels exist between the theory of 
admissible orders on the commutative polynomial algebra over a field and the theory of 
admissible orders on noncommutative algebras. We begin with a discussion of admissible 
orders in the more familiar case first and then proceed to a discussion of admissible orders 
on noncommutative algebras. Weight-based admissible orders for quotient algebras given by 
infinite-dimensional arrays are introduced and families of arrays with similar characteristics 
are described. The chapter concludes with an introduction to rewriting systems. 
2.1 Admissible Orders 
Let k denote a field and let A denote a not necessarily commutative fc-algebra. Before 
proceeding, we must generalize the definition of an admissible order given in Definition 
1.3.1 so that it applies to noncommutative algebras which may contain zerodivisors. 
Definition 2.1.1. [12] Let B be a A;-basis of A. B is a multiplicative basis for A if 
b, b' G B => b • b' G B or b • b' = 0. 
Definition 2.1.2. [12] A total order >- on a multiplicative basis B of A is an admissible 
order on B if 
• >- is a well-order on B, 
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• for all b\, 62, b3 E B such that 6163 7^  0 and 62^3 0, if 61 >- 62, then 6163 >- 6263, 
• for all 61, 62; bs & B such that 6361 7^  0 and 6362 7^  0, if b\ y 62, then 6361 >- 6362, and 
• for all bi, 62, £>3, 64 € B, if b\ = 626364, then 61 >; 63. 
A is said to have a Grobner basis theory when an admissible order exists on a multi-
plicative basis of A [12]. An algebra with a Grobner basis theory is one in which Grobner 
bases for ideals in the algebra can be obtained, and the existence of a Grobner basis theory 
for A is a necessary first condition in the construction of Grobner bases for more general 
,4-modules [13]. 
2.1.1 The Commutative Case 
Admissible orders on commutative algebras are the same as the monomial orders intro-
duced in Definition 1.2.2. When the algebra A is commutative, an admissible order on 
a multiplicative basis of A can always be found, and the admissible orders on A are well 
understood. The multiplicative basis B for A is the set of monomials in A. including the 
empty monomial (denoted 1). A weight order y^ is defined by ordering the monomials in B 
based on the value of the inner product of the exponent vector associated to the monomial 
with some weight vector u E R n [5]. 
Example 2.1.3. Let R[x, y, z] be the polynomial algebra over R in three variables and let 
to = (1,2,4) € R3 . Consider the monomials z4, xy2z, y4, and xyz. These monomials have 
associated exponent vectors (0,0,4), (1,2,1), (0,4,0), and (1,1,1) respectively, and under 
the weight order y^ are ordered 24 yw xy'2z y^ y4 y^ xyz, because the values of the inner 
product of (1,2,4) with the associated exponent vectors are 16 > 9 > 8 > 7. 
It is possible that a given weight order will assign equal weights to distinct monomials 
and thus result in a partial order rather than a total order on B. If we attempt to order the 
monomials z4 and y8 using the order y u of the above example, we see that y ^ cannot order 
z4 and y8 because the inner product of ui with the exponent vectors (0,0,4) and (0,8,0) 
respectively, is 16 in each case. 
While a single weight order may not be sufficient to obtain a total order on A, one can 
obtain a total order by taking the lexicographic product of multiple weight orders. 
Example 2.1.4. (Example 2.1.3 continued) Let uj\ = u> and let uj<2 = (1,3,4). Now define 
the order >~p=>~UJl x as the order given by first ordering the elements of B using 
and then ordering any distinct elements which remain unordered under using yW2 . 
The second order y ^ essentially acts as a 'tiebreaker' for those elements which cannot be 
ordered using >-Wl. 
24 and y8 are assigned equal weight of 16 and thus remain unordered by so we 
compare them next using . The inner products of u>2 with the respective weight vectors 
are no longer equal: 24 > 16, so y8 >~p z4. 
It is a remarkable fact first demonstrated by Robbiano that all admissible orders on 
the commutative polynomial algebra k[x\,..., xt\ can be obtained as such a lexicographic 
product of finitely many weight orders as described above [29]. 
Despite the fact that all admissible orders on a commutative algebra share a common 
structure, there are significant distinctions in terms of complexity when Grobner bases 
calculations are performed; as described in Chapter 1, different admissible orders may give 
rise to different Grobner bases. Furthermore, the choice of admissible order has been shown 
to be a significant factor in reducing the cost of Grobner basis calculations [3]. 
2.1.2 The Noncommutat ive Case 
When A is noncommutative, a classification of the admissible orders on A corresponding to 
that obtained by Robbiano has not been found. This is a significant obstacle to obtaining 
a better understanding of when a Grobner basis theory on a noncommutative algebra can 
exist. In fact, it may very well be the case that an admissible order on A does not exist, 
and even when an admissible order does exist, there is no guarantee that the Grobner basis 
obtained for a given .4-module will be finite. We introduce the following construction to 
provide an illustration of a case where an admissible order on a noncommutative algebra 
may well not be obtainable. 
Definit ion 2.1.5. [2] Let T = (ro, Ti) denote a finite directed multigraph, where To denotes 
the set of vertices of F and Ti denotes the set of arrows of T. T will henceforth be referred 
to as a quiver. Let k denote a field, and let s : Ti —> To and e : Tx —> To be the maps given 
by s(a) = i and e(a) = j when a : i —> j is an arrow from the vertex i to the vertex j. s(a) 
is referred to as the origin of a , and e(cc) is referred to as the terminus of a. A path in 
the quiver T is either an ordered series of arrows « „ a „ _ i . . . o?i with e{a t) = s(c^+ i ) or the 
symbol ei for i 6 To- The symbols e, are called trivial paths and s(ei) = e(ej) = i. The path 
algebra kT is defined to be the fc-algebra generated by the multiplicative A;-basis consisting 
of all the paths (including the trivial paths) in T under the multiplicative operation of 
concatenation, where two paths can be concatenated only if the terminus of the first path 
equals the origin of the second path, with multiplication extending linearly. 
Example 2.1.6. Let F be the quiver 
In general, a path algebra kT is a noncommutative algebra which can be viewed as a 
quotient of the free associative algebra; for each vertex and arrow in T, assign a variable 
Xi and then map 4>: k{xi,... xt) —> AT by sending each %i to its corresponding vertex or 
arrow in kT [12]. The ideal J = ker (p is called the ideal of relations defined by T. Even a 
relatively simple path algebra such as that described in Example 2.1.6 may encode a large 
number of relations between generators when the algebra is viewed as a quotient of a free 
algebra. 
Example 2.1.7. (Example 2.1.6 continued) Let F = k(xi, X2, £3, £4 , Vi, 2/2,2/3, DA) and 
(j>: F —> kT by xt ^ i>j, yi ai, 1 < i < 4. Then F/.J ~ kT for the ideal J gener-
kT is the A;-algebra generated by the multiplicative fc-basis 
B = {vi,v2,vz,v4,ai,a2,a3,a4,aia2,a3a4}. 
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ated by the following set of relations: 
X\Xl — X\ = 0, 2/12/1 - 2/1 = 0, X3X1 = 0, 2/12/1 0. 
XlX2 = 0, 2/12/2 = 0, 2:32/2 = 0, ym = 0, 
XlX3 = 0, xm - 2/3 = 0, 2:32/3 - 0 , ym = 0, 
X\X4 = 0, X1V4 = 0 2:32/4 - 2/4 = 0, 2/22/1 = 0, 
X2X1 = 0, yixi = 0, yiX3 = 0, 2/32/1 = 0, 
X2X2 ~ X2 = 0, 2/22:1 = 0, 2/22:3 = 0, 2/42/1 = 0 
X2X3 = 0, y&i = 0 , 2/32:3 - 2/3 = 0, 2/22/1 = 0, 
X2X4 = 0, 2/42:1 = 0, 2/42:3 = 0, ym = 0, 
X3X1 = 0, X2V1 = 0, 2:42/1 = 0, 2/22/3 = 0, 
X3X2 = 0, ^22/2 - y2 = 0, 2:42/2 = 0, 2/22/4 = 0, 
X3X3 - £3 = 0, X2V3 = 0, 2:42/3 = 0, 2/32/2 = 0, 
X3X4 = 0, X2y4 = 0, 2:42/4 = 0, 2/42/2 = 0, 
X4X1 = 0, yiX2 - 2/1 = 0; 2/l2;4 = 0, 2/32/3 = 0, 
X4X2 = 0, V2X2 = 0, 2/22:4 - 2/2 - 0 , ym = 0, 
X4X3 = 0, yzx2 = 0, 2/32:4 = 0, 2/42/4 0, 
X4X4 X4 = 0, 2/42:2 = 0, 2/4®4 - 2/4 = 0. 
Suppose now that I an ideal of kF. A 2-nomial ideal is an ideal which is generated by 
monomials and binomials. The following result of Green demonstrates that a noncommu-
tative algebra must be of a specific type in order to have a Grobner basis theory. 
Theorem 2.1.8. [13] Let R be a k-algebra with multiplicative basis B. If R has a Grobner 
basis theory then R ~ kF/I for some quiver T, where I is a 2-nomial ideal and B is the 
image of the paths in kT. 
In particular, if I is an ideal in a path algebra kF but I is not a 2-nomial ideal, then a 
Grobner basis theory for kF/I does not exist. 
Example 2.1.9. (Example 2.1.6 continued) Let I = {a\a2 — 0304 + 04). kT/I does not 
have a Grobner basis theory. 
The problem of obtaining a corresponding sufficient condition under which a quotient 
of a path algebra kT/I can be known to have a Grobner basis theory remains open. 
Despite the existence of many examples of noncommutative fc-algebras for which a 
Grobner basis theory does not exist, there are also many well-behaved examples. The 
following definition gives a common example of an admissible order on the multiplicative 
basis consisting of the set of monomials in the noncommutative algebra k(x 1 , . . . , xt). Note 
that k(xi,..., Xt) can also be viewed as the path algebra on the quiver consisting of a single 
vertex and t distinct loops. 
Definit ion 2.1.10. [12] The left length-lexicographic order on the free associative algebra 
R := k(x\,..., xt) is given by ordering the set of monomials in R, including the empty 
monomial as follows: first, the variables x\,... ,xt are totally ordered. Then, the monomials 
in B are partially ordered by length, and those monomials with equal length are then ordered 
lexicographically following the order determined o n i i r . . , i f 
For example, under the left length-lexicographic order on k(x,y,z) with z < y < x, one 
has zzy < zyz, zyx < yzx and yzx > yz. 
In addition to the left length-lexicographic order just described, other commonly en-
countered admissible orders are right length-lexicographic order, left and right weight-
lexicographic order, and left weight reverse lexicographic order [12]. The (left and right) 
length-lexicographic orders are in fact precisely the special cases of (left and right) weight-
lexicographic orders in which the weight assigned to each variable is 1. Note that when 
commutativity is not assumed, it is generally no longer the case that a non-length dom-
inant left or right lexicographic order is an admissible order. For example, in the free 
algebra on two variables x and y with x > y, under the left lexicographic order one has 
x > yx > yyx > yyyx > . . . , so the left lexicographic order is not a well-order on the mul-
tiplicative basis for k(x,y), but every admissible order must by definition be a well-order. 
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Let R := k(x\,..., xt). One can define a length-dominant position-dependent partial 
order on the monomials of R by assigning weights to each variable that occurs in a given 
monomial based on its position within the monomial. A natural way to assign such weights 
is via an array A with t rows and countably many columns, each of whose entries come 
from the positive elements of S>o of a subring of a totally ordered field T such as Q or E. 
We write the set of such arrays as Mtxoo{S>o)- Let Bx denote the multiplicative basis of 
R not including the empty word; that is, Bx = B — {1}. 
Definition 2.1.11. [19] Let 
A = 
«1,0 Oj . ,1 • • • 0*1,j 
O2,0 02,1 • • • a>2,j 
at, o a-t,i • • • at,j • • • 
be a t x oo array. A gives a monomial weighting a A : By S> o by 
l-1 
^a(xUoxUi ' _i) = 11 Q-Uj,j 
j=0 
for a given monomial xU0xUl • • • £ R. The function a a is the weight function 
associated to A. 
Note that we index the columns of an array A G
 Xoo(5'>o) starting with column 0 
rather than 1. 
Definition 2.1.12. [19] A translated version of the weight function that assigns a weight 
to a word is given by 
l-1 
3= 0 
where k G N. We consider = OA,o(^). 
Following this definition, the weight assigned to a product u> • A is given by 
aA{u • A) = aA{uj) • 
where = k. 
A weight function a a gives rise to the following equivalence relation on Bx. 
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Definition 2.1.13. [19] Let cta '• Bx S>o be a function. Define the relation on Bx 
by 
Wi ><7A V2 <=> | > 1^21, or |u;i| = |u;2| and aA{ui) > crA(aj2). 
Let r denote the set of pure homogeneous binomial differences u\ — u>2, where 
u 2 E B x , M = | 1 , and aA(uji) = aA(u2)-
Definit ion 2.1.14. [19] The ideal IA — ( r ) is the weight ideal associated to A. 
Definit ion 2.1.15. [19] An array A E Mtxoo (5>o) is an admissible array if for every pair 
u)\, u>2 E Bx with |wi| = |cj2|, 
• for all k > 0, if 0"fc(wi) > crfc^) , then Ok+i{w\) > ak+1(^2), and 
• for all k > 0, if 07.(^1) = C02), then <7fc+i(u>i) = ^+1(^2)-
E. Hinson has proven the following two results [19]. 
Theorem 2.1.16. Let A E Mtxoo (5>o) be an array and let a = aA. The following are 
equivalent: 
(1) A is an admissible array; 
(2) for all k > 0 and for all uj\, £ Bx with |wi| = |u>2|, 1) > crk(cj2) if and only if 
Theorem 2.1.17. An array A E Mtxoo(S>o) is an admissible array if and only if >-aA 
is an admissible order on BOA C R/IA, where BCA is the image of B in R/IA under the 
projection R —• R/IA. 
In particular, an array A satisfying Theorem 2.1.16 gives rise to a Grobner basis theory 
on the quotient algebra R/IA [19]. 
Traditionally, the study of admissible orders has required that the variables x\,... ,xt 
be totally ordered. It is not the case that the weights assigned to the variables by an 
admissible array A need be distinct, but if aA{xi) = aA(xj) for some i, j with i ^ j, then 
Xi — Xj E IA and k(xi,..., xt)/IA — k{x\,..., Xj+ i , . . . ,xt)/{I'A) where A' is the array 
obtained from A by deleting the ith row. Thus we make the following definition. 
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Defini t ion 2 .1 .18. An admissible array A is said to be degenerate if there exists i, j, 
1 < i 7^  j <t, such that = cr^(xj). 
In the remainder of this dissertation, all admissible arrays are assumed non-degenerate 
unless explicitly noted otherwise. 
Many different admissible arrays may give rise to the same order on the monomials of 
k(x\,... ,xt)/IA- Thus we introduce the following definition to distinguish arrays which 
determine the same order on the monomials in k(xi,..., xt)/IA-
Defini t ion 2.1.19. [19] Two admissible arrays A, B are order-isomorphic, written A ~ B, 
if for any two words u)\, t02 G k(x\,..., xt), (?A{Wl) > 2) ^ ^ o\b(cj 1) = c ^ ) -
2.2 Families of Admissible Arrays 
Two principal families of admissible arrays have been described; the first to be discussed 
here is the family of regular arrays. 
Definit ion 2.2.1. [19] An array A is regular if A has rank 1. 
Regular arrays may be related via the following definition. 
Definit ion 2 .2.2. [19] Let A, B G Mtxoo (S>o) be regular arrays. For any i > 0, denote 
by and B^ the ith column of A and the ith column of B respectively. A is projectively 
equivalent to B if for all j > 0, there exists dj G S>0 such that djA^ = B^y 
The importance of projective equivalence is found in the following theorem. 
T h e o r e m 2.2.3. [19] Let A, B be regular arrays. If A is projectively equivalent to B, then 
A~ B. 
An important subfamily of the family of regular arrays is the family of linear arrays. 
Definit ion 2.2.4. [19] An array A is linear if for all i > 1, A^ = d • for some fixed 
scalar d G 5>o- The scalar d is referred to as the slope of the array. 
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For example, 
2 6 18 ••• 
A = 3 9 27 ••• 
4 12 36 ••• 
is a linear array with slope d — 3. The weight ideal associated to a linear or regular 
arrays contains the commutator ideal C — (x{Xj — XjXi\l < i j ^ j < t ) [19]. Thus, the weight 
ideal associated to a regular array is never trivial. 
Bijectively related to the family of linear arrays is the family of log-linear arrays. 
Definit ion 2.2.5. [19] An array A is log-linear if the array log A obtained by taking the 
logarithm of every entry in A is linear. 
For example, the array 
B = 
e2 e6 e18 
e3 e9 e27 
e4 e12 e36 
is a log-linear array, because 
2 6 18 ••• 
log B = 3 9 27 ••• 
4 12 36 ••• 
is a linear array (with slope d = 3). Note that an array A for which log A is regular but 
not linear need not be admissible. Because every log-linear array with slope 1 is in fact 
a (constant) regular array, we will assume without comment in the remainder that any 
log-linear array considered has slope d / 1. 
The base of a log-linear array does not affect the order determined by the array. Let 
A — for 1 < i < t and 0 < j < oo be a linear array and consider the arrays 
B = (bij) and C = (c,j), where bij = bd3ai'° and ctl = c d : f o r elements b, c G 5>o 
with b ^ c. Suppose that oji = xUoxUl •••xUl_l and U2 = xVoxVl ...xVl_1 are words in 
k(x i, ...,xt) such that UJ\ >~B WI• Then 
i) > VlAu'i) 
22 
which means that 
l - l z-i 
n buk,k > 
k=0 i=0 
This is equivalent to the inequality 
and replacing b with c does not change the direction of the inequality. Thus, we will 
typically assume without comment that the base of a log-linear array is e. 
The weight ideal associated to a log-linear array does not contain the commutator ideal 
and may in fact be trivial. In section 4.2.1, the author will demonstrate that log-linear arrays 
meeting certain conditions have trivial weight ideals, and furthermore, in certain cases the 
weight functions produce precisely to the familiar orders on k(x\,..., Xt) described above. 
2.3 Rewrite Systems 
The free algebra k(x\,..., xt) is a specific example of a monoid ring, and there is a close 
connection between congruences on monoids and ideals in monoid rings that will be ex-
ploited in the following chapter to study the weight ideals associated to admissible arrays. 
To that end, we introduce here some of the definitions and results concerning congruences 
on monoids, rewrite systems presenting monoids, and monoid rings that will be used in the 
following chapters. 
Definit ion 2.3.1. [22] A congruence on a monoid M is an equivalence relation on M which 
is stable under left and right multiplication. 
Definit ion 2.3.2. [7] A rewriting system over M is a binary relation S C M x M. It 
defines the rewriting relation —>s, given by 
u —>s v if and only if there exists x, y € M and (I, r) G S such that u = xly and v = xry. 
We write —>s f ° r the reflexive transitive closure of —>5. The relation is a 
congruence on M, and thus the quotient set Mj —>s forms a monoid with respect to the 
multiplication induced by M. We will denote this monoid M/S. 
Definition 2.3.3. [7] Two rewriting systems S and T over a monoid M are equivalent if 
— — t h a t is M/S = M/T. 
Let X denote a set of monoid generators, which are typically referred to as an alphabet. 
We denote by E* the free monoid on E. A rewriting system on a free monoid is often 
referred to as a string-rewriting system, or semi-Thue system. 
Definition 2.3.4. [7] A string-rewriting system S defines a monoid M if T,*/S ~ M. 
Definition 2.3.5. [22] Given a monoid M with multiplication *, the elements of the monoid 
ring k[M] over a field k can be viewed as "polynomials" / = YhteM where only finitely 
many at are nonzero. The elements at • t are called monomials. 
Definition 2.3.6. [22] Let F C k[M] and let * denote the operation of multiplication in 
Ai. The two-sided ideal generated by F is the set ideal(F) = ai ' ui * fi * Wi\n £ 
N, ai EKJiE F, m, wt £ M). 
Madlener and Reinert have shown that in the case of a finite string rewriting system T 
presenting a monoid M. and a set of polynomials PT = {/ — r\(l, r) £ T} C £;[£*] associated 
to T, the relation u = v holds for u, v £ A4 if and only if u — v belongs to the ideal 
generated by PT [22], In fact, the assumption of finiteness is unnecessary; the result is true 
for an infinite rewriting system presenting a monoid Ai also [21]. Proof of this fact can be 
obtained via cosmetic changes to the proof given in [22]. 
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Chapter 3 
Regular Arrays and their 
Associated Weight Ideals 
The weight ideal I A associated to an admissible array A is described most generally as 
the ideal generated by those homogeneous binomial differences whose monomial terms are 
assigned equal weight by the weight function a a- However, this presentation of a generating 
set for I A is not finite, and in general a simpler description of the generators of I A is 
desired. In many cases, a finite generating set for A can be given. This chapter considers 
the generation of weight ideals associated to regular arrays. In many instances, issues of 
undecidability lurk and are discussed as they arise. There is a sharp distinction between 
the weight ideal associated to a regular array in which the entries of the zeroth column are 
pairwise-coprime and the weight ideal associated to a regular array in which the entries 
of the zeroth column are not pairwise-coprime. Thus, we consider each case separately. 
Unless otherwise noted, all arrays which are considered in this chapter lie in Mtxoo(^>o) 
or -Mtxoo(Q>o)-
3.1 Regular Arrays with Pairwise-Coprime First-Column En-
tries 
Regular arrays are characterized by the fact that each column in a regular array after the 
first column is a scalar multiple of the preceding column. Given two words of equal length 
=
 x
u0 ' ' •
 x
ui-i and u>2 = xv0 • • • xV[_1 € B and a regular array A with associated weight 
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i-1 
function a a, 
0A(vi) = 0A(V2) = J J a ^ i -
i=0 i—0 
By construction, each aUii and each aVii is simply a scalar multiple of aUio and aVio respec-
tively. This leads to the observation that if the same letters occur in u>i and in u 2 the same 
number of times (though not necessarily in the same order), then OA^i) = whence 
UJI — UJ2 E I A [19]. When the first-column entries of A are pairwise coprime, this result can 
be extended slightly. First, we introduce some definitions and terminology. 
Definition 3.1.1. The support of a word u is the set supp(w) = {x E {x\,..., Xt}\x occurs in a;}. 
Definition 3.1.2. The frequency of x in lo is the number of times that x occurs in u and 
is written #(x,u). 
Definition 3.1.3. Let f E k(xi,... ,xt) and G = {g\,g2, • • • } C k(xi,... ,xt). We say that 
/ is an algebraic consequence of G if / = X^eG ciui9ivii where Cj E k, Ui, Vi E X*, and 
only finitely many Cj 0. 
Lemma 3.1.4. Let A be a regular array with pairwise-coprime first-column entries, and 
suppose u>\, u2EB with |cui| = \u2\ = I. Then u>i — uo2 E I A supp{uj\) = supp{u2) and 
#(xi,uJi) = #(xi,uj2) for all Xi E supp(tu\) = supp(u2). 
Proof The proof of the converse statement is included in [19]. For the forward direction, 
suppose that 
«i,o diai,o • • • dnaifi 
02,0 d\a2$ • • • dna2io A 
o-t, 0 d\atfl 
Assume that uj\ — u2 E I A- Then 
dnat, 0 
/-1 l-1 
VA^!) = aA(iv2) = J J a ^ i -
i=0 i=0 
Rewriting each aUii and aVii as a scalar multiple of the first column of A, we have 
l-1 /-1 
Y\diaUio = J J d j a ^ o -
i = 0 i=0 
Since the constants d{ are necessarily the same, they can be factored out of the equation 
to produce the simplified expression 
l-1 l-1 
I K - = IJat>iO-
i = 0 i=0 
Since the first-column entries of A are pairwise coprime, for the above product to be 
equal, there must exist a bijection between the aUio's and the a^o's. Each aUio corresponds 
to an occurrence of the letter xUi in u>i; thus, supp(o>i) = supp(o;2), and because the weights 
are equal, #(xj ,u ; i ) = #(xi,u>2) for each x, € supp(wi) = supp(u;2). • 
Lemma 3.1.4 implies the weight ideal associated to a regular array A with pairwise-
coprime first-column entries can be generated by the set of all homogeneous binomial dif-
ferences consisting of words in which the same letters occur precisely the same number of 
times. 
As proved in [19], the weight ideal associated to a regular array A contains the com-
mutator ideal C = {XiXj — XjXi\\ < i ^ j < t). The next lemma allows us to describe the 
relationship between I A and C more precisely provided that the first-column entries of A 
are pairwise-coprime. 
L e m m a 3.1.5. Let C = (xjxj — XjXi\l < i ^ j < t) denote the commutator ideal and let 
u>i—u)2 be a pure homogeneous binomial difference. If supp(ui\) = supp(u 2) and #(xi,u 1) = 
#(xj,o;2) for all x, € supp(u\) = supp(u>2), then ui\ — U2 € C. 
Proof Suppose td\ — U2 is a pure homogeneous binomial difference in which each monomial 
contains the same number letters, which each occur with the same frequency in each word. 
We proceed by induction. The base case when Z = 2 is established trivially, for the length 
two pure homogeneous binomial differences are precisely the commutators. Assume now 
that the induction hypothesis holds for pure homogeneous binomial differences consisting 
of words of length I — 1 and suppose |u;i| = jt*J21 = I- The following algorithm allows us to 
express uj\ — u>2 as an algebraic consequence of the commutators plus a pure homogeneous 
binomial difference of length I — I, which by the induction hypothesis is thus an algebraic 
consequence of the commutators. 
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Suppose uii = xUQ ... xUl l and uj2 = xVo ... xVl_1. Let i G {0 , . . . , I — 1} be the least 
value for which xUQ = xVi. By inserting the expression 
RP t> RP /-y» t> /•*» I /Y RY RY RY /Y RY U,y0 . . . •*'Vi-2U'Viu>Vi-lu'Vi+l • • • ^Vl-1 T^ J-Vo • • • • • • J 
we obtain 
UL 1 XVQ . . . XVI_2XVIXVI_1XVI+1 . . . XVL_1 + XVQ . . . XVI_2XVIXVI_1XYI+1 . . . XVL L LL>2, 
which is equal to 
U>1 — xVo ... xVi_2xVixVi_1xVi+1 . . . XV{1 + xVo ... xVi 2 (xVixVi l — XVI_1XVI) XVI+1 . . . XV[_1. 
(3.1) 
In the second term in expression (3.1), xVi has moved forward one position from its 
original occurrence in and the third and fourth terms in the expression have been 
expressed as a (left and right) multiple of the commutator xVixVi_1 — xVi_lxVi. Iterating 
this process i times will result in the expression 
i - i 
U) 1 — XVIXVQ . . . XYI_1XVI+1 . . . XYL_1 + ^ ^ 0-k{xVIXVI_K — XVI_KXVI)(3K, 
k=1 
where ak = xVQ ...xVi_k_t and f3k = xVi_k+1 • • • xVl_l. 
Since xUo = xVi, the difference of the first two terms can be rewritten as 
Xuo {xUl • • • xUl l xVi . . . X ^ j ) . 
The expression in parentheses consists of monomials of length I — 1 which contain the 
same letters which in turn occur the same number of times in each monomial, and thus by the 
induction hypothesis the expression is reducible to a linear combination of commutators. • 
The preceding two lemmas lead to the following conclusion. 
Theorem 3.1.6. Let A be a regular array with pairwise-coprime first-column entries. Let 
I A denote the associated weight ideal and let C denote the commutator ideal. Then I a — C. 
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Proof. I A is generated by pure homogeneous binomial differences whose monomials contain 
the same letters, each of which occur with the same frequency in each monomial. Every 
such difference is contained in C and thus I A Q C. 
Conversely, since A is regular, C C IA- Thus C = I A- D 
In particular, when a regular array A has pairwise-coprime first-column entries, then 
the algebra k ( x , x t ) / l A on which it acts is in fact isomorphic to the commutative 
polynomial algebra k [ x - ,x t } . The order >~A produced by A can thus be viewed an 
admissible length-dominant weight order on the monomials of k[xi,--- , x t \ . Such orders 
were classified in 1986 by Robbiano [29]. 
3.2 General Regular Arrays 
When the first-column entries of a regular array A are not pairwise-coprime, the associated 
weight ideal I A will generally be much larger than just the commutator ideal C. Suppose 
A is a regular array with first column [a^o, . . . , at,o]T) where at least one of (a^o, aj,o) 1> 
where (a^OjOj.o) denotes the greatest common divisor of a^o and a^o and 1 < i ^ j < t. 
Let LJ\ = xUo • • • xUl_1 and LJ 2 = xVo ... xV[1 E B such that W1-W26 I A- Then we have 
/-1 l-1 
aUii = J | aViii 
i=0 i=0 
and as before we can rewrite each aUii and aVii as scalar multiples of aUi0 and aVi0 
respectively: 
l-1 l-1 
J 3 diaUi 0 = J J didViQ. 
i=0 i=0 
By factoring out and canceling the common di's, we obtain l-1 l-1 
2=0 i=0 
Equation 3.2 does not depend on the how the variables were ordered in u>i and 0*2; in 
particular, by factoring out and canceling any terms aUi0 = aVj 0 common to both sides of 





In this expression, aUrno ^ avm,o for all um and vm>. Note that we have not cancelled 
any common divisors of the aUijo, we have only cancelled those aUuo's and aVj$ s for which 
o-Ui,o = av3 ,o• Since the equation holds and each aUjno and aVm,o corresponds to the weight 
assigned to an individual letter in {x i , . . . , Xt}, this equation describes a homogeneous 
binomial difference u>[ — uj'2 £ I a in which no letter that occurs in oj\ will occur in u'2. 
Definition 3.2.1. A homogeneous binomial difference u>i — u>2 € I a for which 
supp(^i) P|supp(u;2) = 0 
will be referred to as a homogeneous binomial difference of disjoint support. 
Many homogeneous binomial differences of disjoint support arise as algebraic conse-
quences of two or more homogeneous binomial differences of disjoint support in which the 
monomial terms are of shorter length. For example, suppose 
2 4 8 
3 6 12 ••• 
4 8 16 ••• 
6 12 24 
The array A is linear with slope 2. Now consider the homogeneous binomial difference 
X3%2X3X2 ~ x^x\x^x\. We have that 
<ta(X 3X2X3X2) = (?a(X 4X1X4X1) = 9216, 
and thus X3X2X3X2 — X4X1X4X1 G I A- Neither word in this homogeneous difference shares 
a letter with the other, so X3X2X3X2 — X4X1X4X1 is a homogeneous binomial difference of 
disjoint support. Furthermore, because 
X3X2X3X2 - X4X1X4X1 = (X3X2 — X4X1)X3X2 + X4X1(X3X2 — X4X1), 
it is the case that X3X2X3X2 — X4X1X4X1 is a homogeneous binomial difference of dis-
joint support which is in fact an algebraic consequence of a single homogeneous binomial 
difference of disjoint support whose monomial terms have lesser length. 
A = 
30 
Definit ion 3.2.2. A homogeneous binomial difference of disjoint support will be called 
minimal if it cannot be realized as an algebraic consequence of shorter-length homoge-
neous binomial differences of disjoint support. MA will denote the set of minimal length 
homogeneous binomial differences of disjoint support associated to A. 
The following result demonstrates the importance of the minimal homogeneous binomial 
differences of disjoint support. 
Theorem 3.2.3. Let A be a regular array. The weight ideal I A associated to A is generated 
by the union of the set of commutators {X^XJ — XJXI\\ < i ^ j < t} and MA-
Proof. Fix a homogeneous binomial difference UJ\ — U>2 6 I A- By iterating the algorithm 
described in the proof of lemma 3.1.5, u>\ — u>2 G I a can be reduced to either a an algebraic 
consequence of the commutators or to an algebraic consequence of the commutators plus 
a single homogeneous binomial difference of disjoint support — u'2. To see this, note 
that each iteration of the algorithm produces in the sum a difference of commutators and a 
homogeneous binomial difference of shorter length than in the previous iteration in which 
a letter common to each word has been extracted. The algorithm terminates when either 
the next iteration is over a commutator or there are no common letters to extract. In the 
first case, we are done, and in the second case, if — LO'2 is minimal, we are also done. 
If u/j — u>2 is not a minimal homogeneous binomial difference, then by definition it is an 
algebraic consequence of minimal homogeneous binomial differences of disjoint support. 
Thus every pure homogeneous binomial difference in I A can in fact be generated by the 
union of the commutator ideal and the set of minimal homogeneous binomial differences of 
disjoint support. • 
Having obtained a description of the generators of I A, it is now possible to show that 
when the array A is regular, the associated weight ideal I A is finitely generated. 
Theorem 3.2.4. Let A be a regular array. The associated weight ideal I A is finitely gen-
erated. 
Proof. By Theorem 3.2.3, IA is generated by the union of the set of commutators and 
the set MA of minimal homogeneous binomial differences of disjoint support. The set of 
commutators is clearly finite, so it remains to demonstrate that MA is also finite. Consider 
the projection map 7r : k(x i, ...,xt) —> k(x i, ...,xt)/C given by 
to :— xu0 ... t • x r
aw 
where C denotes the commutator ideal and denotes the number of occurrences 
of Xi in LO. Under this projection, I A is mapped to the ideal IA/C in k(x i,..., xt)/C, and 
because k(xi,..., xt)/C ~ k[xi,..., xt], the image IA/C is a finitely generated binomial 
ideal. Suppose now that no finite generating set for I A exists. Then infinitely many distinct 





 of IA/C. But this is impossible, because under this map, any homogeneous binomial 
difference to\ — U2 that is sent to x a — yfi must satisfy # ( x i ; u i ) = a i , = 0:2, 
#(xt;u 1) = at, and #(xi;w2) = Pi, #(x2;u2) = P2, • • -, #(xt\u2) = Pu and there are only 
finitely many homogeneous binomial differences that meet these criteria. • 
The means by which one can compute the set MA of minimal-length homogeneous 
binomial differences of disjoint support associated to A is not clear. The obvious approach 
based on the definition requires that one compute every homogeneous binomial difference 
of disjoint support and then for each homogeneous binomial difference of disjoint support 
consisting of words of length I, determine whether or not this difference is attainable as 
an algebraic consequence of any elements of the set of minimal homogeneous binomial 
differences of disjoint support consisting of words of lengths 2 through I — 1. Essentially, one 
is required to look backwards from the set of homogeneous binomial differences of disjoint 
support to find MA- Viewed from this perspective, the process of completely enumerating 
MA is at least as difficult as computing all disjoint homogeneous binomial differences in I A, 
which is impossible. However, it is conceivable that perhaps another approach exists which 
would allow one to compute MA without computing all homogeneous binomial differences 
of disjoint support first. 
The difficulty of the problem of enumerating A4a is further illustrated by considering 
the case in which we bound the length of the words in the differences that we seek. By 
fixing a word length /, it is possible to enumerate the minimal homogeneous binomial 
differences of disjoint support consisting of words of length less than or equal to I using the 
approach described above of first calculating all of the homogeneous binomial differences of 
disjoint support consisting of words of length less than or equal to I and then testing each 
difference for minimality over those homogeneous binomial differences of disjoint support 
which consist of words of shorter length. However, this approach to the problem presents 
difficulties even in a bounded context. This is because one can construct instances of the 
Post Correspondence Problem based on the array A which any algorithm that obtains 
all of the (not necessarily minimal) homogeneous binomial differences of disjoint support 
must decide. The Post Correspondence Problem is a generally undecidable problem [28] 
which is known to be decidable but NP-complete when the length of the solutions accepted 
is bounded [9]. When the length of the solutions accepted is bounded, the problem is 
referred to as the bounded Post Correspondence Problem. The fact that one can construct 
instances of the bounded Post Correspondence Problem which are decided in the process of 
enumerating the set of homogeneous binomial differences consisting of words of length less 
than or equal to I implies that in general, enumerating the set of homogeneous binomial 
differences consisting of words of length less than or equal to I is at least as hard as deciding 
the bounded Post Correspondence Problem. The Post Correspondence Problem is stated 
as follows: Let E and A denote two finite alphabets. Given two morphisms g, h : E* —> A*, 
does there exist a word u> € E* such that g(oS) = h(u)? 
Theorem 3.2.5. Let A be at x oo regular array with first column [ a i , . . . , at]T and fix an 
integer I. There exists an instance of the bounded Post Correspondence Problem which is 
decided by any algorithm that enumerates the homogeneous binomial differences of disjoint 
support consisting of words of length less than or equal to I. 
Proof. Fix two disjoint subsets of X\, X2 of X = { x i , . . . ,xt}, consider an arbitrary subset 
Y C I ] x X2 with magnitude \Y\ = k. Order the elements of Y in any fashion and label 
the elements Y\,...,Yk. Let P* denote the set of formal words on the prime factors of 
the first-column entries { a i , . . . , a t } of A and let PA C P* be defined as follows: PA = 
•fail • • • Pij \Pn • --Pij = ai and pim < Pi„Vm, n, with 1 <m,n< j}. Let a : { a i , . . . , at} -> 
PA be the natural bijection that assigns to each element a, its prime factorization in PA, 
and define g : { 1 , . . . , A;} —» PA and h : { 1 , . . . , k} —» PA by g(i) = (a o aA o TZ\)(Yi) and 
h(i) = (a o a A ° where ir\ : Y —> Y\ and 7T2 : Y Y2 denote the projection maps 
onto the first and second coordinates of Y respectively. 
The maps g and h constructed above give rise to an instance of the bounded Post 
Correspondence Problem which is dependent on the array A, the choice of the partition of 
X, and the set 7 o f X i x X2: does there exist a word A € { 1 , . . . , k}* such that |A| < I and 
g(X) = h(A)? If such a solution were to exist, there would necessarily be a corresponding 
homogeneous binomial difference of disjoint support consisting of words of length less than 
or equal to I in I A- Thus any algorithm which enumerates the finite set of (not necessarily 
minimal) homogeneous binomial differences of disjoint support I A which consist of words 
of length less than or equal to I must obtain that particular difference which corresponds to 
the solution to this instance of the bounded Post problem, or no such difference exists, in 
which case the bounded Post problem has no solution. In either case, such an enumeration 
necessarily decides the constructed instance of the bounded Post Correspondence Problem. 
• 
A = 
Example 3.2.6. Suppose that A is the regular array 
2 4 8 
3 6 12 ••• 
4 8 16 ••• 
6 12 24 
Let X\ = {xi, x'4} and X2 = {£3, x2}, and let Y = {(xi, £3), (£4, £2)} with elements ordered 
left to right (Yi = (2:1,2:3), Y2 = (£4, £2))- P* is the set of formal words on P = {2,3}, and 
PA = {2,3,22,23}. 
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The maps g, h: { 1 , . . . , 2} —> PA are given as follows: 
5(1) = 2, Ml) = 2 , 
9(2) = 23, h(2) = 23. 
This is an instance of the Post correspondence problem with an obvious length 2 solution, 
A = 12. This difference is encoded in the homogeneous binomial difference of disjoint 
support X\X4 — £3X2-
Remark 3.2.7. R. Gilmer has shown that the monoid algebras of commutative monoids are 
precisely the homomorphic images of polynomial rings by ideals which are generated by pure 
binomial differences [10]. Thus, one can alternatively view the algebras k(x 1 , . . . , Xt)/lA as 




Log-Linear Arrays and their 
Associated Weight Ideals 
Although they are bijectively related to linear arrays, log-linear arrays tend to exhibit a 
much richer structure than regular arrays. With this richness comes complexity. Fundamen-
tal questions such as whether criteria on a log-linear array can be defined under which the 
corresponding weight ideal admits a finite generating set have not been answered. In this 
section, numerous examples in this area are explored and a framework for further research 
is outlined. The language of rewriting systems and monoid congruences, while sufficiently 
general to apply when considering the weight ideal associated to any admissible array, is 
particularly useful when considering the weight ideal associated to log-linear arrays, and is 
introduced in section 4.1. 
4.1 Rewrite Systems and Finite Generation 
In [22], Madlener and Reinert established the connection between an ideal generated by 
binomials in a monoid algebra and a rewriting system presenting a monoid. Given a rewrit-
ing system T C E* x E* presenting a monoid A4, there is associated to each rewriting 
rule ( l ,r) € T a binomial term I — r in the monoid algebra &[£*] (and a congruence I = r 
in M). The two-sided ideal ideal(Pr) in fc[E*] which is the ideal generated by the set 
PT = — r|(Z, r) £ T} contains precisely those binomials u — v for which u v'> in 
other words, a binomial u — v is in ideal(Pr) if and only if the congruence u = v holds in 
the monoid M. presented by T. 
Madlener and Reinert's result demonstrates that the word problem for a given monoid 
is equivalent to an ideal membership problem for a monoid algebra. The following lemma 
establishes that an admissible array A defines a monoid presentation (or equivalently, a 
Thue congruence) on the free monoid X* on X = {x\,..., x t}. 
L e m m a 4 .1.1. Let A be an admissible array. A defines a Thue congruence *—>TaQ X* x 
X* by the relation u <—>Ta V whenever |u;i| = |w2| and GA{U) = CTA(V). 
Proof. Over the free monoid X*, which includes the empty word (denoted 1), any binary 
relation <—>C X* x X* satisfies the definition x <—> y if and only if x = plq and y = prq 
for p, q € X* and (I, r) — • by simply fixing q = p = 1. • 
We can consider k(xi, . . . , £ ( ) as the monoid algebra over k on X*. This allows us to 
apply the results of Madlener and Reinert to study whether or not a given weight ideal I A 
associated to an admissible array A can be finitely generated by working within the context 
of monoid congruences and their corresponding rewriting relations, rather than considering 
specific decompositions in k(x\,..., xt) as in the case of the regular arrays considered in 
Chapter 3. The Thue congruence defined above gives a monoid presentation Ai in which the 
congruences in Ai correspond to homogeneous binomial differences in the weight ideal I A, 
but many of the congruences obtained may be redundant, just as many of the homogeneous 
binomial differences in I A may be redundant when considered as generators for I A- The 
following definition formalizes what it means for two different Thue systems to present the 
same monoid. 
Definit ion 4 .1 .2. [4] If T\ and T2 are Thue systems on £ such that for all x, y € £*, 
x ->Ti V implies that x HI then T\ refines T2. If T\ refines T2 and T2 refines T\, 
then T\ and T2 are equivalent. 
Because equivalent Thue systems 1\ and T2 generate the same congruence on the corre-
sponding free monoid, the ideals PTx and Pr2 must also be equivalent. Thus, we can identify 
a finite generating set for I A by identifying a finite Thue system which is equivalent to that 
given in Lemma 4.1.1. To do so, we consider the monoid congruences given by A in terms 
of length. The following definition gives a length grading to the Thue system given by A. 
Definit ion 4.1.3. Let 2 < n G N, and let Tn denote the set of congruences u>\ = in M. 
associated to the homogeneous binomial differences — £ I A for which |u>i| = |a>2| = n. 
Tn will be referred to as the nth graded rewriting system associated to A. 
The union T = 1\ is the set of congruences associated to I a- This union forms 
what is known as an effective rewriting system. An effective rewriting system is one in 
which calculations can be performed, even if the set of rewriting relations is infinite [7]. 
A finite union (jf=2 ^  generates all the'congruences on M. if and only if I a has a finite 
generating set. 
Definition 4.1.4. [7] If u> = xuy, then u is a factor of u>. If neither x nor y is the empty 
word, then u is a proper factor of u. 
Some authors refer to u as described in definition 4.1.4 as a subword; the preceding 
definition is intended to alleviate any confusion between this definition for subword and 
another definition commonly found in the literature whereby subword refers simply to a 
subsequence of letters in the word (cf. [30]). 
Let w b e a word in the monoid X* and suppose that it is a proper factor of u> for which 
there exist v G X* with |u| = |u| = n such that OA{U) = &A(V)- We can view (U,v) as a 
member of the nth graded rewriting system Tn. 
Definit ion 4.1.5. Let (U,V) G Tn. A rewriting of TO over Tn is a pair (LJ. A) G X* x X*, 
where A is obtained from ui by replacing the proper factor u in UJ with v; denoted u — A . 
For example, if u> = x\x2x-ix2x2 and X2X3—X1X4 G I a, then X1X2X3X2X2 —>r2 X1X1X4X2X2 
and (X1X2X3X2X2, X1X1X4X2X2) is a rewriting of u over Tn. In particular, given a homoge-
neous binomial difference — u>2 G I a in which |a>i| = \u>2\ = I, rewriting to\ —>t„ 
with n < I is equivalent to demonstrating the congruence u\ = u2 to be redundant over the 
rewriting system U?=2 ^ • 
Lemma 4.1.6. Let u> G -X"* and suppose LJ —>j<„ A for some n < I. Then CTA(UJ) = cr^(A). 
Proof The weight function a A is a multiplicative function in the sense that if u> = xuy 
with |a;| = I and = k, then 0^(0;) = <rA,o{x)0A,l(u)(TA,l+k(y)- Thus, if (u, v) G Tn and 
UJ = xuv —>Tn xvy = A, oA{u) = crA,o(x)aA,k(u)aA,k+l(y) = vA,o{x)(jA,l{v)&A,k+l{y) = 
aA{ A). • 
In particular, if UI\ — E I A and LO\ — > T N A, then A — UI2 G I A also. 
Definit ion 4.1.7. A homogeneous binomial difference in I A is indecomposable if it cannot 
be obtained as an algebraic consequence of pure homogeneous binomial differences in IA in 
which each monomial that occurs in a homogeneous binomial difference is of shorter length 
than |wi| = \uJ2V 
The set of indecomposable elements generates IA-
The following useful lemma follows from definition 4.1.5. 
Lemma 4.1.8. If u\ — u>2 G I A and one of ui\ or u>2 contains no proper factor a which 
occurs in a homogeneous binomial difference in I a, then uj\ — 0J2 is irreducible. 
Proof. Immediate. • 
Lemma 4.1.8 will be used in Section 4.2.3 to prove the existence of log-linear arrays with 
associated weight ideal for which a finite generating set cannot be obtained. 
4.2 Weight Ideals Associated to Log-Linear Arrays 
The following theorem, the main result of this section, is proved via the examples contained 
in sections 4.2.1, 4.2.2, and 4.2.3. 
Theorem 4.2.1. There exist log-linear arrays whose associated weight ideals are trivial, 
log-linear arrays whose associated weight ideals admit a finite generating set, and log-linear 
arrays whose associated weight ideals do not admit a finite generating set. 
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Before proceeding, we investigate a geometric model for exploring the weight ideal as-




g at edat 
be a given log-linear array with slope d and let w i , ^ G k(xi,..., xt) be two words of equal 
length I. A defines a partial order >~A on words of equal length in k(xi,..., x t) by 
l-1 l-i 
Ul yA u2 <=>- crA(u 1) > aA(uj2) J J > J J e ^ . 
2 = 0 i = 0 
By the monotonicity of the exponential function, such an order can be characterized entirely 









Ul UJ2 crA(ui) > aA(u2) ^ c f (aUi - aVi) > 0. (4.1) 
2 = 0 
This allows us to associate with every homogeneous binomial difference on words of given 
equal length I a point a = (ao> • • •, <*l-i) € Sl, where 5 is a totally ordered field. The 
coordinates of a are a* = aUi — aVi> for each i £ {0 , . . . , I — 1} and Ui, Vi G {1 , . . . , t}. The 
set of all such points a forms a finite lattice in Sl. Note that there may be many distinct 
homogeneous binomial differences associated with a given point in £ = depending 
on the number of pairs a^, a j that can be combined to give each of the coordinates of the 
point. 
A homogeneous binomial difference UJ\ — ui2 is in the weight ideal IA associated to A if 
and only if l-i 
aA(u>i) = aA{u2) ^ ( f (aUi - aVi) = 0. (4.2) 
Now consider the hyperplane 
2 = 0 
D = {a = (a0 , • • •, ai-i) € S'|c*o + dai + • • • + dl = 0}. (4.3) 
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We can view the homogeneous binomial differences in I A as the differences whose associated 
points are incident with D, where D is uniquely determined by the slope of A. 
Example 4.2.2. Let 





In M2, £ 2 = {a = (a0,ai) : en € {±1, ±2, ±3, ±4}, 0 < i < 1}. The point ( 2 , - 1 ) 
corresponds to the four homogeneous binomial differences X3X1 — x\x2, X3X2 — x\x$, X4X1 — 
X3X2, and X4X2 — X3X3, all of which are in I a, because (2, —1) lies on the hyperplane (in 
this case, the line) ao + 2a\ = 0, and more generally, in M.1, 
£ , = {a = (a0 , • • •, a j - i ) e R ' : O j € {0, ±1, ±2, ±3, ±4} for 0 < i < I-1, and a 0 ) a j_ 1 ^ 0}. 
Figure 4-1: The Length Two Case 
As the example illustrates, to determine all nontrivial homogeneous binomial differences 
of words of length I — 1 in I A, it is sufficient to determine which points a of the lattice in 
S1-1 determined by the first-column differences of A he on the hyperplane D determined 
by the slope. 
Point-hyperplane incidences have been heavily studied, and numerous authors have 
found bounds on the computational time required to determine the incidences of n points 
and m hyperplanes, but in general, these bounds appears to be much higher than would 
be necessary to analyze the case m = 1 with which our problem is concerned (that is, 
the time required to test every point in the relatively small lattice under consideration in 
the equation defining D is generally far less than the time required to utilize any of the 
algorithms which are effective when m > 1). Furthermore, there does not appear to have 
been much work done on studying the connection between those incidences that occur as I 
varies, which is what is of interest in seeking a finite generating set for I A-
It is the case that the lattice defined by the set of first-column differences of log A 
is bounded, and there is a great deal of symmetry which may be exploited to capture 
information about I A- For example, if a G D, then —a G D also. This corresponds to the 
fact that if U\ — U>2 € I A, then U2 — G I A also. Fixing a scalar c G S, it is also that case 
that ca G D whenever a G D, though unfortunately this does not seem to correspond to 
any relationship of algebraic consequence between the words which correspond to the points 
a and ca. Furthermore, a number of points in the lattice can be excluded immediately. 
In the length 2 example above, it is clear from the picture that any point that lies in 
quadrants I or III cannot correspond to a member of I A, even if we were to change the 
slope of log A. This corresponds to the fact that one cannot have a homogeneous binomial 
difference — U>2 G I A in which the weight assigned each letter in UJ\ is less than the weight 
assigned to each letter in corresponding position in u 2 and vice versa. It is also clear that 
a slight change in the value of d can be made to insure that the weight ideal contains no 
differences of length 2, by choosing d so that the hyperplane is no longer incident with any 
points in the lattice. 
This model merits further exploration; it is possible that further geometric analysis 
could shed more light on the structure of the weight ideal associated to a log-linear array 
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A. In the sections that follow, Equation (4.2) will be used extensively to shed light on those 
homogeneous differences in I A-
4.2.1 Log-Linear Arrays wi th Trivial Weight Ideal 
Linear or regular arrays have associated weight ideals which always contains the commutator 
ideal and hence are always nonempty. In contrast, the weight ideal corresponding to a 
nonconstant log-linear array A has trivial intersection with the commutator ideal and may 
in fact be trivial. In [19], Hinson conjectured that every 2 x oo non-regular admissible array 
has trivial associated weight ideal. The following result answers that question for the family 
of log-linear arrays with entries in Q or Z. 
Proposit ion 4.2.3. Let 
A = 
ga gda gd2a 
eb edb ed2b 
be a 2 x oo log-linear array such that log A has slope d £ Q. I A is trivial. 
Proof. Suppose there exists a homogeneous binomial difference o>i—o>2 £ I A- As in equation 
(4.2), corresponding to this difference is an equation of the form 
a0 + da\ -\ 1- dl~xai-\ = 0, 
where on € {b — a, a — b, 0}, 1 < i < Z — 1. Since every nonzero term in the above polynomial 
is a multiple of b — a, we can factor out b — a to obtain 
1 ± dii ± • • • ± = 0, 
where = 1 if a^ ^ 0 in the preceding equation and = 0 otherwise. The above equation 
has no solutions, which contradicts the assumption that u\ — G I a- • 
Lemma 4.2.4. Suppose that A is a log-linear array such that log A = (a^) € Mtxoo(Q>o)-
Let {ai} C Q for 1 < i < t • (t — l ) / 2 denote the set of differences of first-column entries in 
log A and let d G <Q> denote the slope of log A. If d £ {p/q: p\ai and q\aj for some i,j, 1 < 
hj < t), then I a is trivial. 
Proof. By way of contradiction, assume the hypotheses and suppose that I A is nontrivial. 
Let coi — uj 2 G I At with lj\ = xUoxUl ... xUll and u.>2 = xVoxVl ... xVl_1. Then 
= CTA(V2), 
or equivalently, 
aUo + daUl H b = aVQ + daVl H h d1-1^^. 
Combining equivalent powers of d gives rise to an equation 
a 0 + dai + d2a2 + --- + d l ~ 1 ai^ 1 = 0 (4.4) 
where each Qj = aUi — aVi is a difference of first-column entries of A. By the Rational 
Root theorem, d = p/q,where p\ao and q\ai_\, which is a contradiction. • 
Lemma 4.2.4 is most useful not for constructing arrays with trivial weight ideal but 
instead for quickly assessing whether — CU2 G I a for a given uj\ , u>2, and A. However, this 
result does illustrate that membership in I A is highly sensitive to the choice of first letters 
when A is log-linear. This sensitivity will be demonstrated again in the following section 
when we study log-linear arrays whose associated weight ideal is finitely generated. 
As can be inferred from the geometric perspective outlined at the beginning of this 
section, it is possible to construct log-linear arrays such that the associated weight ideal 
is in fact trivial by choosing the slope d and the first-column entries of log A in such as 
way as to insure that no point on the lattice associated with A is incident with D. In fact, 
it is possible to go a step further and not only insure that the weight ideal is trivial, but 
also to choose the entries of A in such a way that the orders produced on k(xi,..., xt) 
will correspond to more familiar admissible orders on k{x\,... ,xt) such as the left length-
lexicographic order or the right length-lexicographic order. This indicates that array-based 
weight orders may be able to serve as an organizing framework for considering all length-
dominant admissible orders on k(x\,..., xt). The following two lemmas describe conditions 
on a log-linear array A under which the order on k{x\...., xt) given by A will be equivalent 
to the left length-lexicographic order and the right length-lexicographic order respectively. 
Lemma 4.2.5. Suppose the variables x\,...,xt are ordered. Let A denote a t x oo log-
linear array with first column -A(0) = [eai>°,..., eatfi]Tfor which the values of the first-column 
entries of A reflect the order given to x 1,..., xt; that is, x^ < Xi2 if and only if a^p < aj2,o 
also. Let Amin and Amax denote the minimum and maximum first-column differences of 
log A respectively; that is, 
Amin = min{|aj)o - aj,o| : 1 < i < t, 0 < j}, Amax = max{|a i j 0 - a^ol : 1 < i < t, 0 < j}. 
Let d be the slope of log A. If d < 1 and Amin > dAmax/(l — d), then I a is trivial and the 
order on k{xi,..., xt) given by A is order-isomorphic to the left length-lexicographic order. 
Proof. Assume the hypotheses, and assume that u>i = xUoxUl ... xUl_l and u>2 = xVoxVl ... xV[ 
are two words of equal length in k(x i , . . . , xt) such that UJ\ — o>2 € I A- This implies that 
eaiz0,0+<2auil0-l _ eav0fi+davlfi-\ h(i!_1at,i_lio ^ 
and thus 
Quo,0 + daUlto + • • • + dl~laUl l f l = aVop + daVl$ + b <ii-1at,J_1)o-
This in turn implies that 
l-i 
a
uo,o ~ aVOto = ^ — o>vi,o) • 
2=1 
Suppose now that the first letters of ui\ and u>2 differ. The largest in absolute value that the 
right-hand side of the above equation can be is when each difference aUuo — aVi,o = Amax. 
In this case, the right-hand side of the equation equals Amax(d — dl)/(l — d). However, the 
smallest the left-hand side of the equation can be in absolute value is when aU(ho — a„0,o = 
Amin, and by hypothesis, Amin > dAmax/( 1 - d) > (d - dl)Amax/(l - d) for all I. This 
contradicts the assumption that UII — U>2 € I A, SO in fact I A — {0}. Furthermore, the 
difference aUO)o — avo,0 is greater in absolute value than any possible subsequent sum and 
hence determines the order between u\ and u>2-
Now, note that if the first k letters of and u>2 are the same, then those first k 
letters contribute the same weight to either side of Equation 4.5, and thus play no role in 
determining the order between u>\ and u2. Thus, when the first k letters are the same, we 
may determine the order between us\ and oj2 by simply applying the above argument to the 
truncated words xUkxUk+1 • • • xUll and xVkxVk+1 • • •xVl_1 to note that the order on uj\ and 
u>2 is determined solely by the order between aUkfi and aVkto-
Because the order on the first-column entries of log A is equivalent to the order on the 
variables xi,... ,xt the order given by A is thus equivalent to the left length-lexicographic 
order. • 
Lemma 4.2.6. Suppose the variables x\..., xt are ordered. Let A denote a t x 00 log-
linear array with first column A(0) = [e a i ' ° , . . . , eat'°]Tfor which the values of the first-column 
entries of A reflect the order given to x\,..., xt; that is, Xi1 < X{2 if and only if cnlt 0 < 0 
also. Let Amin and Amax denote the minimum and maximum first-column differences of 
log A respectively; that is, 
Amin = min{|aj>0 - ajt0| : 1 < % < t, 0 < j}, Amax = max{|a i i0 - ajfi\ : 1 < i < t, 0 < j}. 
Let d be the slope of log A. L. If d > 1 and Amin > Amax/(d — 1), then I a is trivial and 
the order on k{x\,... ,xt) given by A is order-isomorphic to the right length-lexicographic 
order. 
Proof. Assume the hypotheses, and assume that ui\ = xUoxUl ... xUl_1 and = xVoxVl ... xVl_1 
are two words of equal length in k(x 1 , . . . , xt) such that ui — €. IA. This implies that 
e<iuo>0+c'a''i.0"! _ eav0,o+davlto-\ bdl~1avl lio ^ g^  
and thus 
+ daUlto + 1- dl~1aUl lto = aVo>0 + daVlj0 + h dl~1aV[_lto-
This implies that 
l-2 
dl 1 (fluj-i.O — AVI-I,o) = — a,yi-0) • 
i = 0 
I st Suppose now that the I — 1 s t letters of UJ\ and LO2 differ. The largest in absolute value that 
the right-hand side of the above equation can be is when each difference aUit0 — aVii0 = 
A, 
-max • In this case, the right-hand side of the equation equals Amax( 1 — dl 1 ) / (1 — d). 
However, the smallest the left-hand side of the equation can be in absolute value is when 
o — avi-1,0 = Amin• Assuming this to be the case, we have 
By hypothesis, Amin > Amax/(d— 1) > Amax(l — dl~l)/(d1^1 — dl) for all I. This contradicts 
the assumption that — U>2 £ I A, SO in fact I A = {0}. Furthermore, the difference 
aUl_1j) — a V [ 1 f i is greater in absolute value than any possible preceding sum and hence 
determines the order between and ui2-
Now, note that if the last k letters of and u>2 are the same, then those last k let-
ters contribute the same weight to either side of Equation 4.6, and thus play no role in 
determining the order between uj\ and u>2- Thus, when the last k letters are the same, we 
may determine the order between ui\ and cj2 by simply applying the above argument to the 
truncated words xUoxUl • • •xUl_k_1 and xVQxVl • • • xVl_k_l to note that the order on cui and 
u>2 is determined solely by the order between aUl_k_uo and aV[_k_1fi. 
Because the order on the first-column entries of log A is equivalent to the order on the 
variables x\,..., x t the order given by A is thus equivalent to the right length-lexicographic 
order. • 
The array-based orders with trivial weight ideal are simply admissible length-dominant 
orders on the free associative algebra. A set of invariants that fully characterize the admis-
sible orders that can be defined on a noncommutative algebra has not yet been obtained, 
though results in this direction have been obtained [30], [27]. It is possible that array-based 
admissible orders just described may be of use in defining such a set of invariants. 
4.2.2 Log-Linear Arrays with Nontrivial Finitely Generated Weight Ideal 
Some log-linear arrays give rise to an associated weight ideal which admits a finite generating 
set. The precise conditions that a log-linear array must satisfy in order to admit a finite 
generating set for its associated weight ideal have not been obtained, but numerous examples 
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have been found via case-by-case analysis. Frequently, log-linear arrays whose associated 
weight ideal admits a finite generating set are those for which the associated weight ideal 
contains a relatively large number of homogeneous binomial differences of relatively short 
length. The reason for this appears to be that a large number of homogeneous binomial 
differences of relatively short length allows a greater number of possibilities when rewriting 
and reducing homogeneous binomial differences of greater length. 
Example 4.2.7. Let A be the log-linear array such that 
2 4 8 . . . 
3 6 12 . . . 
4 8 16 . . . 
6 12 24 . . . 
log A = 
The weight ideal I A associated to A is finitely generated. 
Remark 4.2.8. In fact, for this A any homogeneous binomial difference of length I > 2 
in I A can be reduced in at most two steps to an algebraic consequence of homogeneous 
binomial differences each of whose maximum length is I — 1. It follows by induction that any 
homogeneous binomial difference of length I can be reduced to an algebraic consequence of 
homogeneous binomial differences of length 2; that is, for this particular A, the homogeneous 
binomial differences of length 2 in fact generate I A- The proof of this proposition relies on 
a lengthy case-by-case analysis, and in the interest of brevity only the first portion of the 
proof is presented here. The remaining cases can be found in full detail in a separate section 
at the end of this chapter. 
Proof. Let us first list the the homogeneous binomial differences of length 2 that occur 
in IA . They are x\x2 — x%x\, x\x% — X3X2, x\x% — X4X1, X3X2 — x$x\, X3X3 — X4X2, and 
X1X4 — X4X3. 
Organizing by weight, we have the following rewriting relations in 
X1X2 < >T2 X3X1 
48 
XiXz x3%2 <—~>T2 2:4X1 
X3X3 x4%2 
X1X4 -»T2 2:4X3. 
Suppose that ui — A € I A, with = |A| = I. Let u = xUo ... xUll and A = xVo ... xVll. 
By parity, if either w or A start with £2, then so must the other, in which case OJ — A is 
immediately reducible to a homogeneous binomial difference of length I — 1. Thus we may 
assume without loss of generality that neither to nor A start with x2-
Assume next that u begins with x\. We need to consider the cases when A starts with 
X3 or X4 as well as the case when c0 begins with £3 and A begins with X4. All other cases 
will then be captured by symmetry. 
If u) — A is to not be immediately reducible, then A must begin with either X3 or £4. 
Case 1 : A begins with X3. 
subcase l a : A begins with X3X1. 
£ 3 X 1 —> £ I £ 2 , SO to — A is reducible after this single rewrite, 
subcase l b : A begins with £3£2-
xzx<2 —> £i£3, so w — A is reducible after this single rewrite, 
subcase l c : A begins with £3£3-
In this CctSBj 61 single rewrite of A is not always possible. If the second letter of u is £2 
or X3, then we can rewrite u> to reduce uj — A. Suppose then that the second letter of u is 
£4. Rewrite as follows: 
2:3X3 —• X4X2 and £1X4 —> X 4 X 3 . 
Now first letters agree and u — A is reducible. Finally, suppose that the second letter of u 
is X\. Then LJ — A is of the form 
X\X\Xu2 • • • 2'ut — i X3X3XD2 • • • X^J. 
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Since UJ — A € I A, this gives rise to the equation ao + 2a\ H 1- 2 z _ 1a/_i = 0, where ao is 
a difference of first-column entries of I A determined by the letters of UJ and A. In particular, 
ao = —2 and ai = —2, so 
- 2 - 4 + 22a2 + • • • + = 0, 
or equivalently, 
2a2 + • • • + 2*~2a;_i = 3, (4.7) 
but (4.7) is not possible, for 
2a2 + h 2'~2aj_i = 0 mod 2 
while 
3 = 1 mod 2. 
subcase Id : A begins with £3X4. 
Again, if the second letter of co is x2 or X3, then u — A is immediately reducible. Suppose 
the second letter of UJ is x\. Then U — A is of the form 
X\X\XH2 • * • X3X4XU2 • • • -
Since u> — A G IA, this gives rise to the equation ao + 2ai H— • + = 0, where ao is 
a difference of first-column entries of I A determined by the letters of LJ and A. In particular, 
ao = —2 and ai = —4, so 
- 2 - 8 + 22a2 + • • • + 2 l ~ l a l - 1 = 0, 
or equivalently, 
2a2 + • • • + 2'"2a*_i = 5, (4.8) 
but (4.8) is not possible, for 
2a2 + • • • + 2'"2a/_x = 0 mod 2 
while 
5 = 1 mod 2. 
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Finally, if the second letter of UJ is X4, then UJ — A is of the form 
X\X4X>U2 • • • X3X4XV2 • • • • 
Since UJ — A £ I A, this gives rise to the equation ao + 2a\ -| 1- 2l~1a\-\ = 0, where ao is a 
difference of first-column entries of I A determined by the letters of UJ and A. In particular, 
ao = —2 and a\ = 0, so 
- 2 - 0 + 22a2 + • • • + 2 i _ 1ai_i = 0, 
or equivalently, 
2 a 2 + • • • + 2 , " 2 O { _ I - 1, ( 4 .9 ) 
but (4.9) is not possible, for 
2a2 + 1- 2 i _ 2a/_i = 0 mod 2 
while 
1 = 1 mod 2. 
This takes care of all possible cases where one word in a homogeneous binomial difference 
in I a starts with xi and the other starts with X3. The remaining cases to be considered are 
those in which one word begins with X3 and the other begins with X4, and those in which 
one word begins with x\ and the other begins with £4. All are handled similarly. • 
Many examples of arrays which admit finite generating sets for their associated weight 
ideal can be obtained by similar constructions which take advantage of the parity arguments 
available by fixing the slope as an even integer. The following result logically extends this 
idea to give a general construction which obtains a 3 x 00 log-linear array whose weight 
ideal is generated by those homogeneous binomial differences consisting of words of length 
2 in I A- Before proceeding, note that if A is a 3 x 00 log-linear array and t > 3, then the 
first-column differences of log A cannot all be powers of 2. To see this, suppose t = 4 and 
let a, b, c, and d denote the first-column entries of log A. Assume b — a = 2 n i , c — a = 2712, 
c-b= 2"3, d - a = 2n\ d - b = 2 n s , and d - c = 2n e , where m > 0, 1 < i < 6. We can 
combine these equations to determine that in order for them to hold, we must have 714 = 1 
and TI4 = Tlx + 1, which is only possible if n\ = 0. Fixing ni = 0, we obtain n2 = 1, = 0, 
and rt4 = 1. This is only possible if c = d, but a non-degenerate admissible array must 
assign different weights to different variables. When t > 4, the same relations must hold 
between the first four entries in the first-column of A, so this suffices to demonstrate that 
the first-column differences of A cannot all be powers of 2 unless t < 3. 
Lemma 4.2.9. Suppose A is a 3 x 00 log-linear array with slope 2 such that the first-column 
differences of log A are all powers of 2. Then I A is generated by the homogeneous binomial 
differences consisting of words of length two in I A-
Proof. Suppose now that A is a 3 x 00 log-linear array. Let a, b, and c denote the first-
column entries of log A and assume that the first-column differences of log A are all powers 
of 2. Let b — a = 2ni, c — a = 2n2, and c — b = 2m. Combining equations, we find that 
n\ = 713 and n2 = n\ + 1. Given an array with these first-column differences, we have the 
following length two homogeneous binomial differences in I A'. X\X2 — £3X1 and x\x$ — x^x2. 
Now, note that no homogeneous binomial difference cuj — u>2 € I a which is not imme-
diately reducible contains a word that begins with x2. To see this, suppose a difference 
u>i — ui2 € I a exists such that without loss of generality begins with x2 and ui2 begins 
with x\ (the claim is proved similarly when us\ begins with X3 and ui2 begins with x2). 
Consider the corresponding polynomial 
a 0 + 2ai + • • • + 2l~1ai_l = 0, 
where each a is a first-column difference of log A, 0 < i < I — 1, and in particular, ao = 2n i 
and ctj E {2m, 2 n i + 1 } , 1 < j < I - 1. Thus, we can rewrite this as 
2n i ± 2n i + f c l ± 2 N I + K 2 ± • • • ± 2NI+K'~1 = 0 
where 1 < kj < I for 1 < j < I — 1. This simplifies to 
1 ± 2kl ± • • • ± 2*'-1 = 0, 
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which of course is a contradiction, so no such difference can exist in I A-
This means that any homogeneous binomial difference — UJ2 £ I A must be such that, 
without loss of generality, to\ begins with x\ and lo2 begins with £3. There are a number 
of cases to consider but most are trivial: if coi begins with x\x2 or X1X3 then we can 
immediately rewrite UJ 1 using the length two differences in IA and reduce. Similarly, if UJ2 
begins with £3X1 or x$x2 we can also immediately reduce UJ\ — UJ2. Thus, we need only 
consider whether a homogeneous binomial difference can occur in I a for which UJ\ begins 
with £i£i and u>2 begins with £3X3. Suppose such a word occurs in I a- Consider the 
corresponding polynomial 
a 0 + 2ai + • • • + = 0, 
where each aj . is a first-column difference of log A, 0 < i < I — 1, and in particular, ao = 
a i = 2 n i + 1 . We can rewrite this as 
2«i+! -}- 2 n i + 2 i 2ni+2+fc2 ± • • • ± 2ni+2+fc(-i = 0, 
where kj £ {0 ,1 , . . . , I — 3} for 2 < j < I — 1. This reduces to 
1 ± 2 ± 2fc2+1 ± • • • ± 2fc '~1+1 = 0, 
which of course is a contradiction, so no such difference can occur in I A- • 
In addition to the fact that the result above only applies when t = 3, the proof given 
above cannot be generalized to arrays with slope other than 2, for it impossible to construct 
an array A for which the first-column differences of log A are all powers of a positive integer 
slope unless t = 2, and when t = 2 the weight ideal associated to a log-linear array is 
trivial as shown above in proposition 4.2.3. However, similar elementary modular arithmetic 
arguments show that the following family of 4 x 00 log-linear arrays can be shown to be 
finitely generated. Note that the array described in proposition 4.2.7 is an array of this 
type. 
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Proposit ion 4.2.10. Let 
e










d g2 d e4d 
be a 4 x oo log-linear array such that log A has slope 2 and such that the first-column entries 
of log A satisfy b - a = 2k, c — b = 2k, c - a = 2k+1, and 46 — 3a = d. Then A is finitely 
generated by the homogenous binomial differences consisting of words of length 2 in I A-
Proof. The proof of this claim is a generalization of the proof of Proposition 4.2.7; rather 
than reconstruct the proof in full generality, we demonstrate that I A contains precisely the 
same set of homogeneous binomial differences that consist of words of length 2 and the claim 
then follows directly from the observation that the set of homogeneous binomial differences 
of arbitrary length that can occur in I A must be those that begin with the same letters 
as those in proposition 4.2.7 and thus are all reducible over the length two homogeneous 
binomial differences in I A- Let us first list the homogeneous binomial differences consisting 
of words of length 2 that we claim occur in 1A• They are X\X2 — £ 3 X 1 , X\XZ — £ 3 X 2 , 
X 1 X 3 — X 4 X 1 , £ 3 X 2 — £ 4 X 1 , X 3 X 3 — X 4 X 2 , a n d X 1 X 4 — X 4 X 3 . 
Case 1: X1X2 — X3X1 € I A • 
The polynomial associated to this difference is (a — c) + 2(b — a) = — 2k+1 + 2 • 2k = 0, 
so X1X2 — X3X1 e I A-
Case 2: X1X3 — X3X2 G I A-
The polynomial associated to this difference is (a — c) + 2(c — b) = —2k+l + 2 • 2k — 0, 
so X1X3 - X3X2 € IA-
Case 3: X1X3 — X4X1 € IA-
The polynomial associated to this difference is (a — (4b + 3a)) + 2(c — a) = 4(a — b) + 
2(c - a) = -2k+2 + 2k+2 = 0, so X1X3 - x4xi £ IA-
Case 4: X3X2 — X4X1 G IA-
The polynomial associated to this difference is (c — (46 — 3a)) + 2 • (6 — a) = (c — 6) + 
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3(6 — a ) + 2k+1 = 2k - 3 • 2k + 2 • 2k+1 = - 2 f c + 1 + 2k+1 = 0, so x3x2 - £ 4 £i G IA-
Case 5: £3X3 — £4X2 € I A-
The polynomial associated to this difference is ( c - (46-3a ) )+2(c -6 ) = -2 f c + 1 +2 / c + 1 = 0, 
so £3X3 — X4X2 € In-
c a s e 6: £1X4 — £4£3 G I A-
The polynomial associated to this difference is (a — (46 — 3a)) + 2 ((46 — 3a) — c) = 
(4a - 46) + 2((6 - c) + 3(6 - a)) = - 2 k + 2 + 2(-2 f c + 3 • 2k) = -2k+2 + 2fe+2 = 0, so 
£1X4 — £4£3 G IA-
Verification that no other homogeneous binomial difference consisting of words of length 
two lies in IA is straightforward and concludes the proof of the claim. • 
It seems highly likely that similar methods can be employed to allow the construction 
of families of arrays with finitely generated associated weight ideal when t > 4. So far, 
however, these methods are ad-hoc at best, and precise criteria under which the weight 
ideal associated to a log-linear array is finitely generated remain to be determined. 
4.2.3 Log-Linear Arrays whose Weight Ideal Cannot be Finitely Gener-
ated 
The following example demonstrates that there exists log-linear arrays whose associated 
weight ideal admits no finite generating set. 
Proposit ion 4.2.11. Let A be the log-linear array given by 
2 4 8 . . . 
log A = 4 8 16 . . . 
7 14 28 . . . 
The weight ideal I A associated to A does not admit a finite generating set. 
Proof. Consider the homogeneous binomial difference 
X2X3X3 ... X3X2 - X1X2X3X2X3 ... X2X3X1X2X3, 
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where the words given are of length I = 2n for any n £ N, n > 4. We will demonstrate that 
for any such n the difference given above is a member of I A, and then we will demonstrate 
that the difference given above is not an algebraic consequence of the shorter length differ-
ences in I A and thus must be a member of any generating set for I A- Since this holds for 
all n > 4, this will prove that I A does not admit a finite generating set. 
To demonstrate that X2X3X3 . . . X3X2 — £1X2X3X2X3 . . . X2X3X1X2X3 € IA, consider the 
expression for the weight associated to any given homogeneous binomial difference UJ\ — UJ2 
by A: 
a0 + dai + d2a,2 + •••• + dl~lai_ 1, 
where a^ is the difference of the first-column entries associated to the letter in position k 
in u> 1 and co2 respectively. For the difference given above, the expression is 
2 + 2- 3 + 2 2 - 0 - | - 2 3- 3 + 24 •() + ••• + 2 ^ 4 • 0 + 2l~3 • 4 + 2l~2 • 3 + 21'1 • ( - 3 ) 
To show that the above expression is equal to 0 for all I = 2n, it is easiest to work in binary. 
We have 
I-5 1-3 1-2 l-l 
Multiplying simplifies this to 
10 + 110 + 11000 + 1100000 + ••• + 1 1 + 1 0 1 + 1 1 0 ^ 0 - 1 1 . 
1-3 1-3 1-2 1-1 
Now it is clear that this expression is equal to 0: we have 
1 0 ^ + 1 0 1 0 ^ 0 + 1 1 - 1 1 0 ^ 0 
l-3 l-3 1-2 l-l 
and so 
1 1 0 ^ 0 + 1 1 0 ^ 0 - 1 1 0 ^ 0 = 
1-2 1-2 l-l 
1 1 0 ^ - 1 1 ^ 0 = 0. 
l-l l-l 
This demonstrates that X2X3X3 . . . X3X2 — X1X2X3X2X3 . . . X2X3X\X2X3 £ I A for all I = 2 n. To 
show that X2X3X3 . . . X3X2 — x 1X2X3X2X3 . . . X2X3X1X2X3 must be contained in any generating 
set for I A, we will show that the word X2X3X3 . . . £3X2 contains no factor that occurs in a 
homogeneous binomial difference of shorter length in I A- This implies that X2X3X3 . . . X3X2 — 
X1X2X3X2X3 . . . X2X3X1X2X3 must be contained in any generating set for I A, and because this 
element must be contained in I A for every I = 2 n, I A cannot admit a finite generating set. 
Consider the possible factors of the word X2X3 . . . X3X2: we have the factors X2X3 ... x3, 
the factors £3 . . . X3X2, and the factors £3 . . . £3. No factor that occurs in a homogeneous 
binomial difference in I A can begin with £3, because of the parity of the weight that results, 
so we can rule out as possibilities any factors of the form £3 . . .£3 and £3 .. .X3X2. The 
weight given the factor £ 2 £ 3 . . . £ 3 will be greater than the weight assigned any other word 
of equal length except X 3 . . . X 3 , and it will not equal this weight. Thus, X 2 X 3 - . . X 3 X 2 
contains no factors that occur in a homogeneous binomial difference in I A, and so for each 
I = 2n, the difference £2£3£3 • • • £3£2 — £i£2£3£2£3 • • • X2X3X1X2X3 must be included in any 
generating set for I A- This proves that I A admits no finite generating set. • 
4.3 Saturation 
Although many questions concerning rewriting systems, such as the word problem or gen-
eral problem of confluence, Noetherianity, and Church-Rosser properties have been studied 
extensively, little work appears in the literature concerning the question of when a rewriting 
system presenting a monoid can be simplified or reduced; that is, when rewriting relations 
can be omitted from the rewriting system with no change to the monoid which the rewriting 
system presents. This question is of interest because, as was demonstrated in the previ-
ous two sections, the ability or inability to obtain a finite set of rewriting relations for 
the rewriting system associated to a given homogeneous binomial ideal is equivalent to the 
ability or inability to find a finite generating set for the ideal. This section introduces and 
discusses a possible intermediate condition on a weight ideal which may be suitable for 
further exploration in this area. 
As noted in Lemma 4.1.8, a homogeneous binomial difference —u2 cannot be decom-
posed unless both and u>2 contain proper factors which occur as words in (not necessarily 
the same) homogeneous binomial differences in I A- The corresponding statement in terms 
of rewriting systems is that if u)\ ~—>t either (c^i, 0^ 2) G T or both u>i and u 2 contain 
proper factors h, l2 for which there exist r\, r2 such that (Zi,n) € T and ( l 2 , r 2 ) € T. This 
leads to the following definition. 
Definit ion 4.3.1. If there exists a k 6 N such that whenever | — \LJ2\ > k every 
homogeneous binomial difference UJ\ —UJ2 consists of monomials which contain proper factors 
which occur in homogeneous binomial differences in I A, we will call the ideal I A k-saturated. 
If the statement is true for k = 2, we will simply call IA saturated. 
Of course the fact that a homogeneous binomial difference consists of monomials that 
contain proper factors that occur in homogeneous binomial differences in I A does not imply 
that the difference can be decomposed; rather, it simply indicates that the possibility of 
decomposition cannot be ruled out immediately. This is the contrapositive statement of the 
principle at work in the proof of proposition 4.2.11, where decomposition for any member of 
an infinite family of homogeneous binomial differences in I A can be ruled out immediately 
based on the fact that one of the words in each of the differences does not contain any factor 
that occurs in a homogeneous binomial difference in I A- More generally, it may well be the 
case that any rewriting that one can obtain using any of the factors that occur in U>I or UJ2 
will not in fact be a rewriting — ^ ' 2 or UI2 —>T , and thus no rewriting corresponds 
to a length-reducing polynomial decomposition. In this case, LOy — u>2 must be a member of 
any minimal generating set of I A and the rewriting system must include the rule (U>\,UJ2) 
to present the same monoid. Thus, an ideal described as fc-saturated can be viewed as one 
which lies in a gray area between those weight ideals which are known not to admit a finite 
generating set and those weight ideals which are known to admit a finite generating set. 
Every ideal shown to be saturated has also been shown to admit a finite generating set; in 
fact, in the proofs of finite generation in section 4.2.2 such as the proof of Proposition 4.2.7, 
a primary component of the arguments has been that the words that occur in homogeneous 
binomial differences in I A all begin with factors of length 2; that is, the weight ideals are 
saturated and in a particularly nice way. On the other hand, every ideal shown not to be 
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saturated has been shown not to admit a finite generating set. Thus it would be of interest 
to obtain an example of a fc-saturated weight ideal which does not admit a finite generating 
set or to show that such a weight ideal cannot exist. 
log A = 
4.4 Remainder of the Proof of Example 4.2.7 
This final section contains the remainder of the proof of Example 4.2.7, which is restated 
below. 
Example 4.2.7. Let A be the log-linear array such that 
2 4 8 . . . 
3 6 12 . . . 
4 8 16 . . . 
6 12 24 . . . 
The weight ideal I A associated to A is finitely generated. 
Proof. In the first part of the proof it is demonstrated that any homogeneous binomial 
difference U — A G I A must be such that the first letters of UJ, A are either X\, £3, or X4, with 
the first letter of w ^ the first letter of A. Case 1 of the proof demonstrated that when UJ 
begins with X\ and A begins with £3, UJ — A is reducible. It remains to show that when UJ 
begins with X\ and A begins with £4, UJ — A is reducible, and also when UJ begins with £3 
and A begins with £4, UJ — A is reducible. 
Case 2: UJ begins with x\ and A begins with X4. 
Subcase 2a: UJ begins with x\ and A begins with 24X1. 
X4X1 —> X1X3, so UJ — A is reducible after this single rewrite. 
Subcase 2b: UJ begins with xi and A begins with X4X2. 
If UJ begins with X1X3, then we can rewrite X1X3 —> X4X1 and immediately reduce UJ — X. 
Similarly, if UJ begins with X1X4, we can immediately rewrite X\ X4 —> X 4 X 3 to reduce UJ — A. 
If UJ begins with X1X2, rewrite X1X2 — • £3X1 and X4X2 —> X 3 X 3 to reduce UJ — A. The 
only remaining possibility is that UJ begins with X1X1 and A begins with X 4 X 2 , but the 
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corresponding polynomial shows that no such difference that begins with these letters can 
lie in I A-
-4 + 2- ( - 1 ) + 22a2 + • • • + 2 , _ 1 a ,_ i = 0 
reduces to 
—3 + 2a2 + • • • + 2l~2ai-\ = 0, 
but this equation has no solution. 
Subcase 2c: u begins with x\ and A begins with £4X3. 
X4X3 <-• £1X4, so co — A is reducible after this single rewrite. 
Subcase 2d: to begins with x\ and A begins with X 4 X 4 . 
Subsubcase 2d . l : u begins with x\x\. 
Consider the corresponding polynomial equation ao + 2ai H | -2 ' _ 1a/_i = 0 associated 
to this difference. The choice of first letters for us and A determine ao = —4 and a\ = —4. 
Factoring out 4 from the resulting equation gives 
- 3 + a2 + 2a3 + • • • + 2 = 0. 
Each term after the second in the expression on the left-hand side of the above equation 
is congruent to 0 mod 2, thus this equation has a solution only if a2 = ± 3 or ± 1 (each 
ai € {±1, ±2, ± 3 ± 4}. There are thus four subcases to consider. If a2 = —3, then the first 
three letters of u are X1X1X2, and X2X1X2 — • X1X3X1 —> X4X1X1, so u — A is reducible. If 
a2 = 3, the first three letters of u; are X1X1X4, and X1X1X4 —> £1X4X3 —> X4£4£3, so u — A 
is reducible. If a2 = —1 then either to begins with £ i£ i£ i or £i£iX2- In the first case, A 
must therefore begin with £ 4 £ 4 £ 2 , and £ 4 £ 4 £ 2 —> £ 4 X 3 X 3 —> X 1 X 4 X 3 , so the difference 
is reducible, and in the second case, X1X1X2 —> X1X3X1 —> X4X1X1, so the difference is 
reducible. If a2 = 1, then either UJ begins with xi£ix2 or u begins with X1X1X3. The first 
case has already been addressed, and the second case gives rise to a reducible instance of 
UJ — A, for X1X1X3 —> X1X3X2 — • X4X1X2. 
Ccise 3: OJ begins with X3 and A begins with X4. 
Subcase 3a: u begins with X3 and A begins with X4X1. 
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X±X\ —• X3X2, so UJ — A is reducible after this single rewrite. 
Subcase 3b: UJ begins with X3 and A begins with X4X2. 
X 4 X 2 — > X 3 X 3 , so UJ — A is reducible after this single rewrite. 
Subcase 3c: u begins with X 3 and A begins with X 4 X 3 . 
There are a number of cases to consider. If UJ begins with X3X1, since X3X1 —• X1X2 
and X 4 X 3 —• X 1 X 4 , the difference is reducible. If UJ begins with X 3 X 2 , we can rewrite 
X 3 X 2 —> X 1 X 3 and X 4 X 3 —> x x x 4 to reduce UJ — A. If u ; begins with £ 3 X 3 , we may rewrite 
X3X3 —> X4X2 to immediately reduce UJ — A. It remains to consider the case when UJ 
begins with X 3 X 4 and A begins with X 4 X 3 . The corresponding polynomial shows that a 
homogeneous binomial difference that starts with these letters cannot occur in IA-
- 2 + 2 • (2) + 22a2 + • • • + = 0 
is equivalent to 
1 + 2a2 + • • • + 2 '"2a/_! = 0, 
and this equation is not solvable. 
Subcase 3d: UJ begins with X 3 and A begins with X 4 X 4 . 
The corresponding polynomial equation for a difference with these starting letters is 
- 2 + 2ai H 1- 2l~1a,[-i = 0, 
and we can factor out the common 2 to obtain 
—1 + ai + 1- 2 l~ lai- \ = 0. 
In order for this equation to have a solution, a\ 6 {±1, ±3}, but because the second letter 
of A is X 4 , ai ^ ±1 nor is ai = 3, so we must have ai = —3. Thus UJ begins with X 3 X 2 , and 




Monoid Actions on Equivalence 
Classes of Admissible Arrays 
The relation of order isomorphism is an equivalence relation on the set of admissible arrays. 
In particular, the set of admissible arrays can be partitioned into equivalence classes with 
respect to order-isomorphism. There exist well-defined left and right monoid actions on 
the equivalence classes of the set of admissible arrays with respect to this partition. In the 
section we investigate these actions on the set of equivalence classes of regular arrays under 
order-isomorphism and their generalization to the set of equivalence classes of log-linear 
arrays under order-isomorphism. 
5.1 Monoid Actions on Equivalence Classes of Arrays 
Much of the research presented in the previous chapters has been aimed at understanding 
the structure of the weight ideal determined by A. However, given two arrays A and B 
it may well be the case that I A = -Tb while A B; that is, the weight ideals may be the 
same while the orders given by A and B on the resulting quotient algebra obtained may be 
distinct. Conversely, obtaining an order-isomorphism between A and B will insure that A 
and B produce the same order on the same quotient algebra, but will shed no light on the 
structure of the quotient algebra on which the order given has been obtained. Thus, the 
study of order-isomorphism classes of admissible arrays is in many ways a distinct line of 
inquiry from that pursued in the preceding chapters. We begin with a simple example to 
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illustrate that arrays with equivalent weight ideals, which thus define admissible orders on 
the same algebra A, may nevertheless give distinct admissible orders on A. 
Example 5.1.1. Let 
A = 
2 4 8 
3 6 12 
5 10 20 
B = 
5 10 20 
3 6 12 
2 4 8 
Then IA = IB-, but aA / CTB-
Proof. It is clear that A A ^ &B] CFA{X i) < <74(22) < O~A(X'S) while CTB(X 3) < 0B(X 2) < 
CTB{XI). TO see that the two arrays have equivalent weight ideals, note that both arrays are 
regular with pairwise-coprime first column entries. Thus the weight ideals I A and I s are 
both equal to the commutator ideal C = (xixj — XjXi\l < i ^ j < 3). • 
In this section we will begin the study of actions on order-isomorphism classes of ad-
missible arrays with the aim of classifying those arrays which give equivalent orders on 
isomorphic algebras. Recall the following definition. 
Definition 5.1.2. Suppose 1 < i,j < t and a E S>q. Let X i j ( a ) denote the t x t matrix 
whose (k,l)-entry is equal to a if (k,l) = ( i , j ) and is equal to <5y otherwise, where Sij 
denotes the Kronecker delta-function. The matrices Xi j (a) are referred to as transvections. 
The set of transvections and diagonal matrices in M.ooxoo(S>o) generate a monoid Xoo 
which is contained in the general linear monoid GL0o(S'>o). We will now demonstrate that 
any element of Xoo which multiplies a regular array on the right produces another regular 
array. 
Lemma 5.1.3. Suppose that A E M-txoo(S>o) is a regular array and let g E £<x>- The 
array Ag is a t x 00 regular array. 
Proof. It is clear that any 00 x 00 diagonal matrix which multiplies A on the right will 
produce another t x 0 0 regular array. Fix a transvection X i j ( a ) E £00 and consider the 
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a i;o diaifi ••• dna 1,0 
—
 ®i,0 diCLifi • • • dn<*>i, 0 
at, 0 diatto • • • dnatfi 
«i,o ^1^1,0 ••• dj-\a\fi a • di-iaito + djdifi dj+iOi,o 
flfc,0 • • • dj-idkfi a • di-\dkfi + djdf.fi dj+idkto 
at,0 dia t ; 0 ••• d j - ia^o a • + djdt,o dj+iat)o 
ai,0 ••• dj-iaj^ (a • di-i + dj)a\to dj+iai>0 •• 
02,0 d\d2,o ••• dj-\a,2fi (a • di-i + dj)a,2,o dj+102,0 •• 
afc,0 • • • dj-iakto (a • di—i + dj)dk,o dj+\dkfi • • 
, (5.1) 
at,0 ••• dj-\atfi (a • d j - i + dj)dt,o dj+iat,o ••• 
and this is a regular array. It follows inductively that if g is a product of diagonal matrices 
and transvections in £00 then the product Ag is then also a i x o o regular array. • 
The multiplication defined in 5.1.3 gives a well-defined right action of £00 on the order-
isomorphism classes of the set of regular arrays. However, this action is somewhat uninter-
esting, for the following reason. 
Lemma 5.1.4. Fix g G £00 and suppose that g acts on a given representative A G 
•Mtxoo(S>o) of an order-isomorphism class of the set of regular arrays. Ag is order-
isomorphic to A; that is, g acts as the identity on A. 
Proof. It is clear that the product of A and an oo x oo diagonal matrix h is a regular array 
which is projectively equivalent to A, and hence Ah ~ A. Fix a transvection Xij(a) G Xqo 
and consider the regular array A • Xij(a). This produces a second regular array as in 
Equation 5.1 which is projectively equivalent, and hence order-isomorphic to A. It follows 
inductively that given a product of transvections and diagonal matrices g G 3too, w e have 
Ag ~ A. • 
In other words, given a representative A of an order isomorphism class of the set of 
regular arrays, the stabilizer of this right action is in fact all of Note also that while 
this action maps regular arrays to regular arrays, it will not in general preserve linearity. 
This implies the following corollary regarding the natural extension of this action to the 
family of log-linear arrays. 
Corollary 5.1.5. Fix g G 3too and let A G .Mtxoo(<S>o) be a log-linear array. The extension 
of the multiplication defined in Lemma 5.1.3 given by 
A* g = exp((log^4) • g) 
does not produce a well-defined action on the family of log-linear arrays. 
Proof, log A is a linear array, but (log A) • g is generally not linear, so exp((log A) • g) is 
generally not a log-linear array. • 
More interesting is the case of multiplication on the left by elements of j£t, where 
denotes the submonoid of GLi(S>o) generated by the diagonal matrices and transvections 
contained therein. This multiplication also produces regular arrays when A is regular, 
provided the product does not result in a degenerate array, and in fact, when the product 
is nondegenerate, multiplication on the left preserves linearity as well. 
Lemma 5.1.6. Suppose that A G Mtxoo(S>o) is a regular array and let g G Xt. The array 
gA is a t x oo regular array whenever gA is nondegenerate. 
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Proof. Again the result is clear when g is a diagonal matrix, so we demonstrate that the 
claim holds for a given transvection Xij(a) G Xt and the proof follows inductively. Let 
A = 




o i ;0 d ia i f i dnaito 
ot,o dia tfi dnat, o 








ait0 + a • ajj0 d\ (aii0 + a • djy0) 
Oi+1,0 dlOj+1,0 
dna 1,0 
4 « 2 , 0 
dna-i-i,o 
dn(ai,o + a • 
dna-i+1,0 
dno-t, o Of, o c^ iOt,o 
and this is a regular array provided Xij(a)A is nondegenerate. Furthermore, if in A we 
have di = d\ (so that A is linear), note that in g A we have d\ = d\ also, so g A is linear with 
the same slope as A. • 
The multiplication defined in Lemma 5.1.6 defines an action of Xt on the family of 
order-isomorphism classes of regular arrays which has the following properties. 
Lemma 5.1.7. The left action on the order-isomorphism classes of regular arrays given by 
the multiplication defined in Lemma 5.1.6 is transitive but not faithful; that is, given regular 
arrays A, B, there exists a g G Xt such that gA = B, and given g' ^ I, there exists a regular 
array A' for which g'A! represents the same order-isomorphism class as A. 
Proof. For the first part of the lemma, fix two regular arrays A and B which represent 
different order-isomorphism equivalence classes. The diagonal matrix g — (gij) given by 
gij — bi/ai when i = j and gi-j = 0 when i ^ j is such that g A — B. For the second part of 
the lemma, note that for any diagonal matrix g' = (g'^) with g'^ = c whenever i = j and 
gi;i = 0 whenever i ^ j, g'A' is a scalar multiple of A! and is thus projectively equivalent 
and hence order-isomorphic to A'. • 
The preceding lemma implies that there exist order-isomorphism classes of regular arrays 
whose stabilizers under this action are nontrivial; in particular, the proof of the lemma 
demonstrates that diagonal matrices whose diagonal entries are equal lie in the stabilizer 
of any regular array under this action. A complete description of the stabilizer of a given 
regular array A under this action remains to be obtained. The following lemma gives rise to 
a condition whereby multiplying A on the left by a single transvection can be determined 
to be order-isomorphic to A. 
Lemma 5.1.8. Suppose A £ Mtxoo{S>o) is a regular array and Xij(a) is at x t transvec-
tion. Fix two words uj2 and suppose <rA{w\) > ga{^2)- Let P\ denote the set of 
distinct words obtained by replacing one or more occurrences of Xi in uj\ with Xj and 
let P2 denote the set of distinct words obtained by replacing one or more occurrences of 
Xi in U>2 with Xj. Given a word U G PK, K £ {1)2}, let JQ denote the number of let-
ters Xi that have been replaced with Xj in u. Then c x ^ a ^ ^ i ) > <Jxij{a)A(UJ'2) whenever 
Swie f i ' l) > E^2eP2 «7"2 • 2). 
Proof. To simplify notation, we will write ax A for <JXL](A)A- Let A be a t x 0 0 regular array 
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dniflifi + OL • o) 
dna-i+1,0 
at, o diat,o • • • dna tf l 
Suppose UJi = xUoxU2 ... xUl l and UJ2 = xVoxV2 ... xVl_1 are such that < T X A { ^ I ) > & X A ( U 2 ) . 
Each occurrence of Xi in uj± and u>2 respectively is given weight + and the product 
axA^i) — au0aui • • • aUt_1 equals the sum over all the distinct words which can be obtained 
by replacing occurrences of x^ with Xj, where each word in the sum is multiplied by a raised 
to the number of letter replacements in each word. The same holds mutatis mutandis for 
VXA{U2), whence X ^ e P i a7"1 • <TA(&i) > «7c1'2 • £<i2eP2 °A{^2). • 
Corollary 5.1.9. Suppose A G Mtxoo{S>0) is a regular array and X^(a) is atxt transvec-
tion. Let Pk, tuk, and 7Cbk for k € {1,2} be as in Lemma 5.1.8. Xij(a) is in the stabi-
lizer of the order-isomorphism class of A if for any two words ui\, UJ2 G k{x\,..., xt), if 
crA{ui) > <m(w2), then Yl^ePi ^ ' ^(^i) > Eifceft ^ ' <7^(w2). 
Proof Immediate. • 
The following result demonstrates that the left action just defined for order-isomorphism 
classes of regular arrays does not extend directly to order-isomorphism classes of log-linear 
arrays; in fact, it does not extend even to the larger order-isomorphism classes of admissible 
arrays. 
Lemma 5.1.10. Suppose that A G Mtxoo(S>o) is a log-linear array and suppose Xij(a) is 
a transvection in Xt- The array gA is in general not an admissible array. 
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Proof. Fix a = 1. We will show that the array X{j (1) • A is not admissible in general. Let 
gOi.o gdai.o . . . gtfai.o 
>1 = 
=a2,o pdazfl gdna2,o 
o
ai,0 pdaifi . . . pdna,ifl 
Oat,o pdat,o . . . pdnat,o 
be a log-linear array,
 t and let Xij( 1) be given. Then 
Xij(l)A = 
eai,o e<2ai,o edna 1,0 
QO.2,0 gda2jo edna2,o 
Qli-1,0 gda,-!^ edna,i-l7o 
pdo-i,o fjdajfi edna,ifi gdn. 
g<J<+l,0 pdai+ito ed"ai+ifi 
o
at, 0 edat,o . . . ednat,o 
To simplify notation, we will write sgxi:j(a)A,k = °~XA,k- Suppose that there exists words u/i, 
u>2 € k(x\,..., xt) such that cfxa(ui) > oxa(ui)- Suppose furthermore that Xi € supp(u;i), 
= 1, and Xi ^ supp^a) . Without loss of generality, assume x.L occurs in the mth 
position in uj\ . Letting u>\ = xUoxUl ... xUl_1, we have 
or equivalently, 
<?xa{U i) = <rA{^i) + aA(u> i), 
where <2>\ denotes the word obtained by replacing Xi with Xj in u\. Note that crxA(w2) = 
&a{u2), since x.-L does not occur in ui2-
By assumption, then, we have 
crA{w 1) + Oa{CJl) > oA(u2). 
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In order to show admissibility we must demonstrate that 
CTA,k(ul) + <rA,k(vi) > <*A,k{u2) CTA,k+l(v 1) + &A,k+1(^1) > 
in particular, the statement above must hold when k = 0; that is, 
+ <rA{(b 1) > =» crA,i(uJi) + <?A, 1(^1) > <rAti(w2); 
Because <T i^fc_t_i(a;) = (crJ4ifc(w))d for any word o> E k(x-\_,... ,Xt) and any fc > 0, this is 
equivalent to the stating that 
<7,4(wi) + oA{CJ 1) > a A (v 2 ) (aA(cj1))d + (oA{{bi))d > (aA{u2))d , 
and this is clearly false in general. • 
Nevertheless, we can use the action defined in Lemma 5.1.6 to define a left monoid 
action on the set of log-linear arrays in a natural way. The following result is a corollary of 
Lemma 5.1.6. 
Corollary 5.1.11. Let A E Mt xoo(S>o) be log-linear array and let g E Xt be given. The 
array 
g * A = exp(g • log(A)) 
is a log-linear array. 
Proof. This follows directly from Lemma 5.1.6: log(A) is a linear array, thus g • log (A) is 
also linear, and so exp(g • log(A)) is a log-linear array. • 
A right action on the order-isomorphism classes of log-linear arrays cannot be defined 
following 5.1.3 in a similarly natural way; as noted earlier, right multiplication of a linear 
array by a transvection will never produces a linear array. Thus, given a g E £00 and a 
log-linear array A E Mtxoo(S^o), the array log A • g will in general not be linear and so the 
array exp(log A • g) will generally not be admissible. 
The results contained in this chapter form only a partial investigation of the questions 
that exist in this area. The left action defined in Lemma 5.1.6 warrants further study; 
and in particular, in the direction of classifying arrays with respect to order-isomorphism it 
would be of interest to fully characterize the stabilizer of a given representative of an order-
isomorphism class of the set of regular arrays under this action. Similar investigations 
await the extension of this action given in Corollary 5.1.11, where a characterization of the 
stabilizer of a given representative of an order-isomorphism class under the extension of the 
action would also be of interest. 
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