, incorporating the methodology described here, is available on the Internet at
Introduction
Computers have been used since the 1940s to simulate the kinetics of biochemical reactions. Given a pathway structure and a kinetic scheme, the admissible steady states of that system and the time courses of the reactions can be computed. This is a well-developed field and the reader is referred to other publications that cover the subject in greater depth (Garfinkel et al., 1970; Heinrich et al., 1977; Garfinkel, 1981; Hayashi and Sakamoto, 1986; Hofmeyr, 1986; Mendes and Kell, 1996) . Basically, kinetics simulation software calculates the values of the internal metabolite concentrations based on a set of kinetic functions and values for their parameters and the (constant) external metabolite concentrations. The majority of kinetic models are described in terms of coupled differential equations (rather than explicit algebraic functions) and simulators implement the appropriate methods to solve these systems of ordinary differential equations (ODEs). Two distinct types of simulation can be carried out: (i) time courses, in which the values of the variables are determined as a time series; (ii) steady states where the values of the variables are determined for a state in which no metabolite concentration changes. There are several modern programs designed specifically for this purpose (Cornish-Bowden and Hofmeyr, 1991; Mendes, 1993 Mendes, , 1997 Sauro, 1993; Ehlde and Zacchi, 1995) and most include a facility to investigate the behaviour of the model over a range of values of some of its parameters. This allows one effectively to study the dependency of the model's behaviour on its parameters and is therefore a very effective means of forecasting the effects of large parameter perturbations. The ability to predict the effect of large parameter changes is an essential requisite for the rational design of engineered organisms (metabolic engineering) Cameron and Tong, 1993; Cameron and Chaplen, 1997; Mendes and Kell, 1997) , an activity that is becoming attainable experimentally (via rDNA, site-directed mutagenesis, etc.).
The currently existing simulators use one of two strategies to 'scan' the parameter space of a kinetic model: repeated solution of the ODEs at different values of the scanned parameters, or using continuation algorithms (Hocker, 1994) . Both these approaches have major limitations in terms of the dimension of the parameter space. Continuation can be carried out for invariant dynamical states (steady states, limit cycles, etc.) and is limited to two parameters at a time, while the computation time for systematic scans by the repeated solution of ODEs grows exponentially with the number of parameters. This 'curse of dimensionality' (Duda and Hart, 1973) means that the systematic process is really applicable only to rather small numbers of parameters (below 10 and preferably less than five; Garey and Johnson, 1979) . The question then arises as to whether there are any other procedures one can use when the model has a large number of parameters. The answer is yes: numerical and combinatorial optimization algorithms can be used for such purposes. Here, we will describe how these can be implemented in a metabolic simulation package in a generic way so as to be able to address a diversity of problems.
Optimization methods have a number of applications in science and engineering. For example, they are routinely used in parameter fitting problems, as a means of designing improved processes or devices, in search problems or as learning algorithms. In enzyme kinetics, some of these methods are already used in combination with simulation for parameter estimation (fitting). Linear or (now more commonly) non-linear least squares regression is used to estimate kinetic constants from measured rates and concentrations, and several computer programs are available for this purpose (Duggleby, 1984; Holzhütter and Colosimo, 1990; Frieden, 1993; Kuzmic, 1996) . It is also possible to apply the same technique to estimate the kinetic parameters of several enzymes simultaneously, a procedure already described in 1972 by Curtis and Chance, but still carried out only infrequently. More recently, numerical optimization has been used for the design of pathway models with particular properties (Bray and Lay, 1994; Gilman and Ross, 1995) or for the improvement of fluxes of biotechnological interest (Torres et al., 1997) . These applications were carried out with software specially written for them. The fitting software packages cited above are only capable of using one optimization method and usually this is one that can find a minimum only in the vicinity of an initial guess (e.g. the LevenbergMarquardt method; Levenberg, 1944; Marquardt, 1963) . Essentially, numerical optimization has not evolved to a stage in which there is a single method that is the best for all applications, and although the idea that a single method would be the best for all problems is an attractive one, it is in fact incorrect, probably due to the great variety of problem domains and their properties (Wolpert and Macready, 1997) . Thus, it is highly desirable to be able to apply a series of methods to each optimization problem (including fitting), in order to achieve the best possible solution. The purpose of this article is to describe a way in which this can be implemented in biochemical kinetics software. We also propose that the use of numerical optimization should be extended such that any item of a kinetic model should be able to take part in optimization, not simply the metabolite concentrations, fluxes or functions of the differences between simulated and measured data.
For the purposes of this simulation-optimization methodology, the strategy that is used for the simulation part is not really important, so long as it is capable of taking values of the model parameters as inputs and providing the (calculated) values of the variables as outputs. Simulation based on differential equations, arguably the most popular method, is quite adequate, but so are other methods such as Monte Carlo (Kibby, 1969) or cellular automata (Ermentrout and Edelstein-Keshet, 1993 ). In the implementation described below, we have used our own simulation package Gepasi (Mendes, 1993 (Mendes, , 1997 , which is based on differential equations and is written in the C++ language.
Optimization
Optimization problems are concerned with locating optima (maxima or minima) of functions. Finding a maximum of a function f(x) is equivalent to finding a minimum of -f(x). Thus, we will refer only to minimization hereafter, although the reader should bear in mind that the discussion applies equally to maximization following the simple transformation above. The problem can then be stated in general terms as follows:
given a real-valued scalar function f(x) of n variables x = (x 1 , …, x n ), find a minimum of f(x) such that g i (x) ≥ 0 with i = 1, …, m (inequality constraints) and h j (x) = 0 with j = 1, …, m (equality constraints).
In general, the objective function f(x) and the constraints g i (x) and h j (x) are non-linear, although frequently the only constraints are linear boundaries of the form a i ≤ x i ≤ b i (these actually translate into two separate constraints: x i -a i ≥ 0 and b i -x i ≥ 0), where a i and b i are often positive constants. Some problems might be unconstrained, i.e. m = m' = 0. Owing to its non-linearity, f(x) will often have several minima. For many applications, one is interested in the global minimum (i.e. the one with the lowest value of f(x)), although sometimes a local minimum may be sufficient. In fact, it is assumed in many cases such that a local minimum then found is 'close' to the global minimum, an assumption that is widely borne out for hard combinatorial optimization problems (so-called NP-complete; see Garey and Johnson, 1979) of this type. On some rare occasions, one may even wish or need to know all the minima. The existence of several minima or otherwise is an important issue in so far as many optimization methods can only find a local minimum, as will be discussed below. The majority of numerical optimization methods do not rely on the explicit form of f(x), and only require its value to be evaluated at several points; some methods do not even require this function to be continuous or differentiable and may still work if its values contain noise. In the next section, we will briefly discuss some of the numerical methods that are available to minimize functions; for the moment, it is enough to bear in mind that these methods only need to evaluate f at specific values of the variables (vector x).
Because the functions to minimize are not required in an explicit form, the results of kinetic simulations (i.e. solutions of ODEs) are suitable candidates for optimization. These include metabolite concentrations and fluxes, but also any other indices derived from these, including the various coefficients of metabolic control analysis (Kacser and Burns, 1973; Heinrich and Rapoport, 1974; Fell, 1992 Fell, , 1996 Heinrich and Schuster, 1996) , mass action ratios, stability indices, etc. The ability to find maxima or minima of these entities is an extremely desirable feature of a kinetics simulator as it will allow one to characterize any kinetic model extensively and is of great interest to the biotechnology industry. The field of metabolic engineering (Kell and Westerhoff, 1986; Bailey et al., 1990; Cameron and Tong, 1993) is concerned with modifying the properties of metabolic pathways with the aim of enhancing the production of some metabolite of interest. Another area where optimization is quite useful is in parameter estimation; here one has a candidate model and experimental data, and one desires to estimate the values of the model parameters from those data. This could typically involve the construction of a sum-of-squares function of the residuals between the measured and the simulated data, the estimates of the true parameters being those values that minimize the sum-of-squares function. The minimization of this sum-of-squares function can be carried out exactly in the same manner and with the same numerical methods as the design problems mentioned above. This extends the usefulness of the approach to the inverse problems of identifying parameter values from measured variables. In this paper, we will describe a general strategy to implement this combined simulation-optimization approach and will briefly describe how we have implemented it in our own biochemical kinetics simulator Gepasi (Mendes, 1993 (Mendes, , 1997 .
Before proceeding any further, we would like to clarify some potentially confusing issues of language that arise in this combined approach. This is related to the words 'parameter' and 'variable', which are used in simulation and optimization with perhaps confusing meanings. In modelling and simulation, one distinguishes between parameters and variables, the parameters being entities of a model that are either constant, under our direct control or vary independently; examples of parameters are kinetic constants and time. Variables are entities whose values are entirely determined by the parameters; examples are the internal metabolite concentrations and fluxes (and, of course, any other entities calculated from these). Although in optimization these words have the same meaning, the entities that are parameters and variables are now exactly the opposite: the variables of the simulation are now part of the objective function (the function to be minimized) and the parameters to optimize become variables (because they are varied in the course of the optimization)-this is why these are also known as inverse problems. To avoid confusion, we will always refer to the entities that are parameters in the simulation model as 'parameters' and the variables in the simulation model as 'variables'; when we refer to the model parameters that are being optimized, we call them 'adjustable parameters' to stress the fact that their values are going to be adjusted by the optimization method. We must nevertheless point out that the optimization literature refers to these as 'variables' as they are effectively varied during the course of the optimization. To make matters worse, the numerical optimization methods themselves can be tuned by a few parameters that are only involved with the way the method proceeds (e.g. step sizes, desired accuracies, etc.); we refer to these as 'method parameters'.
Numerical optimization methods
The field of numerical optimization is vast and it is outside the present scope to discuss it at any length. However, it is useful to list the various types of methods and their characteristics, simply to show their suitability for our purpose.
Linear programming methods are very popular due to their ability to handle hundreds of thousands of parameters. However, with the exception of metabolite concentrations or fluxes represented in the S-System formalism (as described in Torres et al., 1997) , they cannot be applied to biochemical problems due to their requirement of objective function linearity in terms of the adjustable parameters. Non-linear optimization methods are thus to be preferred. Those that converge faster to a local minimum are the gradient descent methods, the most popular being the Newton method (e.g. Fletcher, 1987) , although for practical reasons sophisticated variants of this (e.g. Nash, 1984; Byrd et al., 1995) are preferred. The Levenberg-Marquardt method (Levenberg, 1944; Marquardt, 1963) is particularly suitable in least squares problems based on sum of squares functions; the method can also be used for general functions (Goldfeld et al., 1966) . Direct search methods do not calculate derivatives and are also local minimizers, the most successful being those described by Hooke and Jeeves (1961) and Nelder and Mead (1965) . Stochastic methods are important when the objective function has several optima and one is interested in a global optimum. The most simple is random start, but most often the ones to use are multistart (Rinnooy Kan and Timmer, 1989) and simulated annealing (Kirkpatrick et al., 1983) . Evolutionary algorithms, also of stochastic nature, can be used for non-linear optimization (Bäck and Schwefel, 1993) and may indeed find global optima. The most popular is the genetic algorithm (Holland, 1975; Goldberg, 1989) , but evolutionary programming (Fogel et al., 1966; Fogel, 1995) may be better suited for optimization. Finally, there are also deterministic methods for solving global optimization problems: TRUST (Barhen et al., 1997) appears to be much faster than the stochastic based methods, but its use is still not widespread. All these methods can be applied in the methodology we describe here. The optimization-simulation methodology
All numerical optimization methods operate by carrying out a series of procedures in which the value of the objective function has to be calculated for a set of values of the adjustable parameters. Figure 1 shows the generic algorithm which describes the higher level operation of all numerical optimization methods. Where these methods differ from each other is in the details of steps 3 and 4. This high-level algorithm forms the base of our specification of a general method to implement numerical optimization in biochemical kinetics. Each of the optimization methods is programmed as a module consisting of a set of procedures that implement a welldefined application programming interface (API). In this section, we describe a prototype API for such a purpose. Table 1 lists the functions that compose this API, which after implementation for a specific optimization method form an optimization module. Before initiating the optimization process itself, one has fully to specify a kinetic model which will be the subject of the optimization. This implies defining the reactions, and setting their kinetic types, initial concentrations for metabolites and values for the kinetic constants. Even those parameters that are going to be subject to the optimization have to be given an initial value as the optimization methods have to start (step 1 in Figure 1 ) at some point of parameter space. All this is carried out by the user at the front-end level, and exactly in the same way as one would do for a simple simulation (e.g. Mendes, 1997) . Then the user has to enter the specific information about the optimization: (i) the model variable that will be the objective function, which could be a function of several variables; (ii) whether the process is a minimization or a maximization; (iii) the parameters which will be adjusted in the optimization and optionally upper and lower boundaries for their values; (iv) some constraints that must not be violated in the optimization; (v) which of the available optimization modules to use and values for its own controlling parameters. When the user chooses to start the process, all this information is passed to the relevant optimization module using the appropriate routines of the API (see Table  1 ). Specifically, CreateArrays, once to allocate the appropriate amount of memory for storing intermediate data, iterate SetAdjustableParameter to pass a reference to each adjustable parameter and its boundaries, and SetConstraint to pass a reference to each constraint, MethodParameterNumber to find out how many controlling parameters this module has, and SetMethodParameter for each of the module's controlling parameters.
Once all the necessary information has been defined and passed to the optimization module and the user has selected to run the optimization, one of the procedures Optimize or SolveLeastSquares is called and then the optimization is actually carried out (steps 2-5 in Figure 1 ). SolveLeastSquares is only used if solving a fitting problem and the module has a special way of solving least squares problems (such as the Levenberg-Marquardt method which forms an approximation of the first and second derivatives of the sum of squares from the vector of residuals rather than by finite differences). Both these procedures take as argument a reference to one procedure in the simulation subsystem that calculates the objective function. We note that this procedure in the simulation subsystem is where it is taken into account whether the process is a minimization or a maximization. In the latter case, the procedure returns the negative of the objective function value so that the optimization modules only carry out minimizations. This procedure is also responsible for calculating the sum of squares of the residuals in the case of fitting problems, except if SolveLeastSquares is being used.
The operation of the procedures Optimize and SolveLeastSquares is specific to the method the module implements, and will not be discussed here in any detail. It is worth mentioning that all methods require several evaluations of the objective function, each of these consisting of a simulation. Some modules, notably those implementing gradient descent methods, require estimates of the first and/or second derivatives of the objective function. As the objective functions are never explicit functions in this framework, this is achieved by forward finite differences using the formula:
where ∆h is a small number relative to the parameter value p. The optimization modules regularly pass information about the progress of the optimization back to the controlling subsystem by a callback function (set previously with SetCallback). This is typically called at every iteration of the method and allows the front-end to inform the user about the progress of the optimization, in terms of the current estimate of the objective function at the minimum.
Each module has a different criterion for stopping the iterations (step 3, Figure 1 ) which is, in some cases, strictly related to the process of optimization itself. A common criterion is based on the amount by which the objective function has reduced in the last iteration. If the change has been smaller than a certain tolerance, the method stops. Some methods also monitor the change in a norm of the adjustable parameter vector against another tolerance level. In the particular case of evolutionary algorithms (see above), it is difficult to specify a stopping criterion due to the probabilistic nature of the algorithms; in this case, it is possible to have the criterion based on the number of generations (i.e. leaving the decision to the user).
Step 4 of Figure 1 is the one that is specific for each different method. Some of these methods may already be available as subroutines and so all that is needed is a way of interfacing them to the API described here. This is what has been done using a series of methods in our implementation of this API in Gepasi, described below (see also When the stopping criterion is satisfied, the optimization module gives control back to the main part of the software. If a parameter fitting problem was the objective of the optimization, then some statistics can be calculated, specifically standard deviations for the fit and for the fitted parameters or even better (Johnson, 1992) confidence intervals. The optimization module is interrogated by the controlling subsystem through calls to the routine GetAdjustableParameter for the values of the adjustable parameters and GetObjectiveFunction for the value of the objective function at the minimum. In the end, the results are output in an appropriate format, often a textual report file. For parameter fitting problems, it is important to plot the distribution of residuals against the free and dependent variables of the measurements, as this provides a good check for the quality of the fitted parameters (Straume and Johnson, 1992) .
As described above, the optimization modules and the main controlling part of the software pass information to each other in both directions. This is required for setting up the procedure and to pass back its results, but also to provide the user with feedback about the progress of the computation. The latter is a very important feature as some of the optimization methods are very slow, especially when the biochemical model and/or the number of adjustable parameters are large. Without this feature, the user would soon suspect the software of malfunction and would be tempted to abort the run even though it was working properly, albeit slowly. Another feature which is also important in a practical sense is that the user should be allowed to halt an optimization routine at any time and hopefully still get some results (i.e. a set of parameter values that produces an objective function value closer to the optimum than the original guess). This way in which this is implemented depends on how the main software is designed and so we have left this undefined in the API (Table 1) .
Implementation
The implementation of the API defined in Table 1 is tied up with the computer language used. We have implemented this API in the Gepasi software (Mendes, 1993 (Mendes, , 1997 which is written in the C++ language in a Microsoft Windows™ environment. Thus, we wrote all optimization modules in the C++ language, making extensive use of pointers (including pointers to functions), dynamic-link libraries (DLLs) and threads: (i) the optimization routine keeps pointers to the function that carries out one simulation and to the variables that hold the values of the adjustable parameters; (ii) the controller starts the optimization as a new thread, of which it has total control, i.e. it can stop it at any time; (iii) the optimization modules implementing the API defined above were built as dynamic-link libraries. The latter point is important in the sense that it makes the program extensible: whenever we implement a new optimization module, we can distribute that module alone without having to rewrite or recompile any other part of Gepasi. In fact, we are still implementing extra optimization modules that will be released later. When other computer languages or operating systems are used, perhaps there will be other more appropriate architectures to follow. For example, in the increasingly popular language Java™, the optimization modules would be adequately written as a set of classes implementing a specific 'interface'. The interface would be the equivalent to the DLLs and would follow the API of Table 1 , just like the Windows™ DLLs. Table 2 lists the optimization modules currently available for Gepasi Version 3.20 and the numerical optimization methods they implement.
Applications
There are basically two types of applications in which this simulation-optimization approach is useful. The first is concerned with finding sets of parameter values that result in a maximum or minimum of a model variable or function of model variables. This type of application can be generally referred to as 'design' problems and includes both metabolic engineering and biochemical evolution studies. The second type of application is where one has a number of experimentally determined values of some model variables (or functions derived from them) and intends to find the most probable set of values of the model parameters that would produce the behaviour of the experimental system. We will refer to these as 'parameter estimation' problems. These two applications are different only in the form of objective function used: while in the first only items of the model are used, the second also uses values obtained by experiment (the objective function is the sum of squares of residuals). While in design problems one may be interested in either maximization or minimization, parameter estimation always consists of a minimization. However, the two types of applications (Hofmeyr and Cornish-Bowden, 1997) , for all three the Hill coefficient for substrate is 4, the forward limiting rate 10, the parameter α is 0.1 (the modifier is an inhibitor) and all other parameters unity. Steps 2, 4 and 7 follow the ordered bi bi mechanism (Cleland, 1963) where the cofactor A/AH is always the first to bind the enzyme and the last to be released, all three have forward and reverse limiting rates of 10, all other parameters equal to unity. Steps 5 and 8 follow reversible Michaelis-Menten kinetics (Haldane, 1930) with forward limiting rate equal to 10 and all Michaelis constants unity. All steps have an equilibrium constant of unity. S, P1 and P2 are external metabolites, their concentrations kept constant at 1, 0.1 and 0.1, respectively. The total amount of the conserved moiety A is 0.1. Units are arbitrary.
share common features in all other aspects and this is exactly why we advocate that biochemical optimization software should deal with both.
As a matter of example we will describe two applications of this combined approach: the first is a design problem, while the second is a parameter estimation problem. They were both carried out with Gepasi Version 3.20 (briefly described above) which implements this methodology.
Rational design for flux enhancement
Figure 2 depicts a hypothetical branched biochemical pathway with a conserved cofactor and feedback. It is similar to the pathway analysed by Cornish-Bowden et al. (1995) , except for the presence of the cofactor and the kinetics of some of the steps. Steps 2, 4 and 7 follow the ordered bi bi mechanism (Cleland, 1963 ) (similar to many NADH-dependent dehydrogenases), steps 5 and 8 follow reversible MichaelisMenten kinetics (Haldane, 1930) , and steps 1, 3 and 6 follow reversible Hill kinetics with one modifier (Hofmeyr and Cornish-Bowden, 1997) . The latter mechanism allows the modifier (M2 for step 1 and AH for steps 3 and 6) to be an inhibitor or activator, depending on the values of the parameter α. We set arbitrary values for the parameters of the model (see the legend to Figure 2 ) to build a reference state which we will call wild type for obvious reasons.
The aim of this simulation-optimization exercise is then to find the optimal conditions in order to manipulate the pathway to achieve two independent objectives: (i) maximize the flux towards P1 without constraints on the flux towards P2; (ii) maximize the flux towards P1 keeping the flux towards P2 unaltered from its original value. This is thus a metabolic engineering application and at this level one is determining what are the manipulations that need to be carried out in a later stage.
The fact that the reversible Hill kinetics equation (Hofmeyr and Cornish-Bowden, 1997) we used allows for the modifier to be either activator or inhibitor is very advantageous for these purposes: the optimization process can simultaneously explore the effect of the modifiers as inhibitors or activators to achieve the optimal states required.
We define the model of Figure 2 in Gepasi setting all the appropriate numerical values of the wild-type state. Then, to achieve aim (i), we set up a maximization of the flux of step 5 (J5, the objective function) with 16 adjustable parameters: the eight forward limiting rates between 0.001 and 1000, M 0.5 (half-saturating concentrations of modifier) for steps 1, 3 and 6 between 10 -7 and 10 7 , the parameter α (see above) of steps 1, 3 and 6 between 10 -5 and 10 5 , and the total amount of cofactor moiety ([A] + [AH]) between 10 -6 and 10. To achieve aim (ii), we added the additional constraint that the flux J8 be limited to the interval 0.01 ≤ J8 ≤ 0.0118, which is roughly its wild-type value ± 8%. In both problems, we forced the ratio of forward to reverse limiting rates of all steps to be constant to comply with the Haldane relationship (the Michaelis constants for substrate and product are not changed). This was achieved by defining 'links' (Mendes, 1993) that set the reverse rates according to the value of the forward ones. Not doing so would mean that the thermodynamic properties of the pathway would change in the course of the optimization.
Several optimization modules were applied to solve these two problems and their performance is summarized in Table  3 and 4. Full numerical results are available on the Internet at http://gepasi.dbs.aber.ac.uk/metab/opt/branched.html. For the problem without constraints, the highest value of J5 obtained was 0.3771, a 30-fold increase over the 'wildtype' value. This solution was obtained with the genetic algorithm (GA) and evolutionary programming (EP) methods. We note that even though the value of J5 is the same in both cases, the two solutions are not the same: the feedback interaction at step 6 is a very strong inhibition in the GA solution while it is a weak activation in the EP solution. Indeed, the second-best solution obtained with the truncated Newton method (with J5 just slightly smaller than in the best case) was obtained with yet another combination of feedback interactions as in this case step 1 is inhibited rather than activated by M2. Being able to have obtained these three solutions is already an advantage: the metabolic engineer can choose the one that is easier to produce in practice. Interestingly, this result possibly reflects the natural (as opposed to computational) phenomenon of divergent evolution.
Clearly, not all methods were capable of solutions as good as the three already mentioned. Indeed, two methods (the quasi-Newton methods L-BFGS-B and Levenberg-Marquardt) barely increased the value J5 at all. The former seems to have converged prematurely to a region of parameter space where J5 is flat (and so these gradient methods could not find the 'downhill direction').
A major factor in obtaining high flux seems to be the total amount of cofactor, which is positively correlated with J5. The cofactor ratio has an even stronger (though negative) correlation with J5, but unlike the total amount this cannot be identified with a cause, as it is a variable of the model just like J5. What this means is that, in a state of maximal J5, this ratio is lower than otherwise. Based on this and other unpublished simulation results, we suspect that for real organisms it may well be beneficial to consider the pathways producing and degrading cofactors as these are the ones that will effectively determine the total amount of the cofactor moiety.
In the second optimization problem, we required the competing flux J8 to be within 8% of its wild-type value. Adding this constraint meant that we could now apply only four optimization modules, as the others in our implementation have not yet been made to work with constraints on variables. The best results were again obtained with evolutionary algorithms, but this time EP performed better than the GA. We are surprised that it was possible to obtain a solution with a value of J5 as high as 37-fold greater than in the wild type. This was achieved without decreasing the limiting rate of any enzyme in the competing branch (in the previous unconstrained problem at least one of these was reduced in all solutions). No other features in this solution are strikingly different from the best solutions of the unconstrained case. This stresses the importance of applying quantitative methods, and indeed reinforces our view that the models chosen for optimization purposes must be capable of reasonable extrapolation abilities. Similarly, the real quality of the simulation-optimization method in the context of metabolic engineering can be verified only after comparison with the performance of the engineered organisms.
Parameter estimation
In this example, we want to estimate a number of rate constants of the mechanism of irreversible inhibition of HIV proteinase (Figure 3 ; see also Kuzmic, 1996) . Data from five time courses at four different inhibitor concentrations measured fluorimetrically were used for this analysis (further details can be found at http://gepasi.dbs.aber.ac.uk/ metab/opt/hivfit.html). We defined the reaction mechanism Fig. 3 . Mechanism of irreversible inhibition of HIV proteinase. The enzyme is only active in a dimer form, the product is a competitive inhibitor for the substrate and the inhibitor is irreversible. For more details, see Kuzmic (1996). of Figure 3 in Gepasi and set the parameters to initial guess values as in Kuzmic (1996) . The software was set to fit the rate constants k 22 , k 3 , k 42 , k 52 and k 6 to the experimental data. In this fit, it was also assumed that there is a certain degree of uncertainty (± 50%) in the value of the initial concentrations of substrate and enzyme, and that the offset (baseline) of the fluorimeter was not exactly zero. Therefore, there are a total of 20 adjustable parameters: the five rate constants, five initial concentrations of enzyme, five initial concentrations of substrate and five offset values (given that there are five time course curves).
We fit the model to the experimental data using a series of optimization methods. The best solution was obtained with simulated annealing with a very good quality of fit, as judged by the lack of correlation between the residuals and time (Figure 4) . The next best solution was obtained with the Levenberg-Marquardt method and despite the sum of squares being only some 1% worse than that obtained with simulated annealing, some parameters have considerably different values. Indeed, some of them have a better standard deviation (see Table 5 ). We do not know whether both solutions are two different minima of the least squares function or if this function is very flat in this region of parameter space. A significant aspect is that the solution obtained with simulated annealing took considerably longer to obtain than the second best (roughly 3 million simulations against 4000). This is a severe disadvantage and one would be tempted to dismiss the usage of this technique and favour the method of LevenbergMarquardt on these grounds. The latter is guaranteed to converge to the global minimum only if started in its vicinity, so given a good initial guess for the parameters this method is definitely the best choice. However, if the initial guess is poor (and unfortunately there is no way of knowing this a priori), then Levenberg-Marquardt will not converge to the global minimum, but simulated annealing will, and possibly the evolutionary algorithms will too. We think that this subject deserves more detailed study, although it would not be appropriate to do so here and at all events the implementation that we described here is appropriate for such a study.
Discussion
We have described an approach for combining biochemical kinetics simulations with numerical optimization methods. We illustrated its usefulness with two examples, but, of course, these do not remotely cover the whole universe of applications. We therefore discuss several other types of problems which may be solved (or at least their solution aided) by this strategy. As these problems are of two distinct classes, optimization and fitting, we shall discuss them separately, but we remind the reader that the way in which software is implemented to solve them is essentially the same. Design problems are common in biotechnology (Kell and Westerhoff, 1986; Cornish-Bowden et al., 1995; Westerhoff and Kell, 1996) , where one normally seeks to maximize a flux, a yield or the concentration of an interesting product, and to minimize the concentration of undesired compounds, or a combination of several of these things. Here it is implied that we have the technology to carry out substantial changes in the pathways, be it in the amount of each enzyme present or indeed in altering the properties of the enzymes. This activity has become known as metabolic engineering Cameron and Tong, 1993; Mendes and Kell, 1997) . To be able to change pathways in such a way, we will need to apply recombinant DNA (Skatrud et al., 1989) and traditional (Ulmer, 1983) , active site-based (Fersht, 1985) or more advanced (Kuchner and Arnold, 1997) protein engineering technologies (forced evolution). However, the existence of appropriate technology is not sufficient on its own, since there are many ways in which to change a pathway, but, in general, only a very small proportion of these will result in the desired effect. What has been in high demand in the biotechnology field (Kell and Westerhoff, 1986; CornishBowden et al., 1995; Westerhoff and Kell, 1996; Mendes and Kell, 1997) are rational methods of designing the improved pathway. It is exactly at the design stage that the simulationoptimization methodology proposed here can be useful for metabolic engineering.
The first step is to build a kinetic model of the pathway to optimize that has reasonable extrapolation qualities (as the optimization process is most frequently an extrapolation). Thus, we stress that models should be as complete as possible; it is important to keep assumptions to a minimal level and especially not to ignore metabolites of the pathway by assuming them constant (as, for example, the pair NAD + and NADH in Galazzo and Bailey (1990) ). Doing so implies that results outside the restricted conditions used to build the model will be meaningless. At times, it may be necessary to adopt phenomenological rather than mechanistic descriptions. While the latter are preferred due to their better extrapolation ability, the former are not unreasonable as long as they have been constructed with a sufficiently large set of different experimental conditions and are able to explain the whole range of behaviour observed (Kell and Sonnleitner, 1995) .
Once a good kinetic model is available, it is then necessary (i) to construct an objective function reflecting the requirements for the engineered organism and (ii) to determine with which parameters and within what boundaries the manipulations can be made. Then the kinetic model is used in a simulator coupled with optimization methods so as to obtain the values of the parameters at the desired optimum. As we have pointed out previously, the fact that objective functions are usually non-linear in terms of the model parameters, and that there may be a large number of these, means that probably there are several local optima far from the global one. To find the global optimum, one may need to use the slower probabilistic methods rather than the faster gradient descent ones. This is a strong argument for including several optimization methods in software of this kind. Only in that way can users 'experiment' with several methods applied to the same problem. We have found in our own experience with Gepasi that no single method is the best for all problems, a conclusion established in the field of combinatorial optimization (e.g. Wolpert and Macready, 1997) .
Although metabolic engineering is an obvious application of this approach, we think that other areas, perhaps more theoretical, may also benefit from it. A few groups, notably that of Heinrich, have indeed applied analytical optimization methods (e.g. Heinrich et al., 1987 Heinrich et al., , 1997 Heinrich, 1987, 1991; Savinell and Palsson, 1992; Klipp and Heinrich, 1994) to several pathway schemes to investigate the conditions for maximal flux, minimal concentrations, and a series of other criteria. The idea is that these optimal states are ultimately targets of evolution. Even setting aside evolutionary arguments, it is always very useful to find the limits within which a certain pathway may behave, an activity of theoretical biochemistry which we like to call 'exploratory modelling'. Alone, this is useful to increase our knowledge of basic biochemical behaviour and it appears that it may become very important in the analysis of whole-organism behaviour. As a result of the already fully sequenced genomes, there is an ongoing activity (Karp et al., 1996; Tatusov et al., 1996; Selkov et al., 1997; Bono et al., 1998) of reconstructing the metabolic pathways of these organisms based on all their (identified) enzymes. The problem here is that the kinetic parameters of the large majority of the enzymes of these organisms are unknown. This approach could be used to reveal the limits of such whole-organism 'superpathways' (though high-performance implementations and fast hardware are probably required). While the analytical approach is better than numerical solutions due to the approximate character of the latter, the domain of problems that are solvable analytically is unfortunately rather small. Thus, the numerical approach proposed here is an important complement to the analytical one, and has a place in theoretical biochemistry too.
Parameter estimation is a well-established area of biochemical kinetics and enzyme kinetic parameters are routinely estimated in many laboratories. Non-linear least squares fitting is a standard technique for the estimation of enzyme kinetic parameters (Cleland, 1979; Duggleby, 1985; Beechem, 1992; Johnson, 1992; Johnson and Faunt, 1992; Kuzmic, 1996) and it could appear that in this aspect our proposal contains no novelty. In reality, though, non-linear least squares fitting in enzyme kinetics has been almost exclusively carried out with gradient descent methods (mainly the Levenberg-Marquardt method), we would argue that for many complex enzyme mechanisms there are benefits in being able to select global optimization methods because the error hyper-surfaces (the sum-of-squares functions) often have several minima (e.g. Markus et al., 1980; Esposito and Floudas, 1998) . If this is the case, gradient descent methods can provide very poor estimates of the parameter values and may be simply wrong (rather than just inaccurate). Furthermore, most commercial packages for enzyme kinetics do not use the differential equations of the model, but rather some form of integrated equations that are, in general, only approximate and are tainted with unnecessary assumptions. The approach we suggest here can use both methods and it is up to the user to describe the kinetics of the reactions using integrated equations (such as the Michaelis-Menten equation) or by considering the detailed enzyme mechanism, in which case the solution will present the values of the elementary rate constants. Additionally, the fitting can be carried out with time course or steady-state data. We know of only a few computer programs that follow this approach for enzyme kinetic data fitting: SIMFIT (Holzhütter and Colosimo, 1990) , FIT-SIM (Frieden, 1993) and DynaFit (Kuzmic, 1996) , but all are limited to using the Levenberg-Marquardt method for the minimization of the sum of squares. Kuzmic (1996) pointed out that in order to obtain good fits, the software needs to consider that concentrations of the various substances in the experiment contain some degree of error and so these initial concentrations should also be included as adjustable parameters. Our implementation follows this recommendation and so Gepasi allows the user to define any initial concentration as an adjustable parameter. Rather than being limited to fitting the parameters of one single reaction, we argue that it is now becoming very important to consider systems of reactions as required by in situ and in vivo experiments (Mendes et al., 1995) . In these experiments, one is in general not able to 'silence' competing or side reactions and therefore the numerical model must include them, this also goes towards a 'global analysis' (Beechem, 1992) . With the ability to carry out experiments in increasingly complex systems, there is now a greater demand for matching software capable of analysing the complex data sets generated. The approach we have described here offers a significant step in this direction by defining a flexible framework to incorporate sophisticated optimization methods and deal with metabolic models of arbitrary complexity.
In conclusion, we hope that the methodology that we describe here, and indeed our own implementation of it, will be useful for the theoretical study of pathway kinetics, the rational design of improved pathways in metabolic engineering and for enzyme kinetic parameter estimation, including in situ and in vivo set-ups. As we enter the post-genomic era, emerging techniques of functional analysis (Lockhart et al., 1996; Winston and Fitzgerald, 1997; Wodicka et al., 1997; Ducret et al., 1998) mean that soon large amounts of gene expression kinetic data (transcriptome, proteome and metabolome; Oliver et al., 1988) will become available. The approach described here will be very important in constructing and analysing kinetic models of gene expression with which such data may be compared. This is currently the only way (Brenner, 1997) to rationalize all the non-linear interactions occurring in such complex metabolic systems. The possibility of applying several optimization methods to obtain the best possible solution is essential for the proper workings of this methodology.
