Relations between deterministic (e.g. variational or PDE based methods) and Bayesian inference have been known for a long time. However, a classification of deterministic approaches into those methods which can be handled within a Bayesian framework and those with no such statistical counterpart is still missing in literature. After providing such taxonomy, we present a Bayesian framework for embedding the former ones into a statistical context allowing to equip them with advantages of probabilistic estimation theory. A stochastic point of view allows us (1) to learn influence functions and derivative filter, (2) adapt diffusion and regularization approaches to changes in the image characteristics (e.g. varying noise levels), and (3) to estimate error bounds on the solution. For the latter ones we present alternative learning schemes also allowing their parameters to be related to the image statistics such that hand tuning becomes dispensable. We demonstrate that a statistical point of view on diffusion and regularization schemes leads to image denoising performances comparable with state of the art Markov random field approaches while being computationally much more effective.
Introduction
Image denoising by means of diffusion filtering or variational regularization has a long history in computer vision. Much effort has been spent proposing new regularization terms or diffusion schemes and also in theoretical understanding of these methods [5, 35, 1] . Much less work exists dealing with the question how to apply these approaches in order to obtain optimal results. In this contribution we address this topic applying machine learning techniques. We discuss the application of several Bayesian inference techniques to classical variational regularization methods for image denoising. Regularization aims at transforming an ill-posed optimization problem into a well posed one. This is done by adding a penalty term to the optimization problem encoding certain assumptions, e.g. smoothness, on the solution. A regularization parameter λ weights the origi- [19] ; image with missing pixels encoded as black values; lower row (from left to right): Interpolated image using the nonlinear isotropic regularization scheme; estimated covariance of the lower left image.
nal optimization problem to the added regularization term. Since the pioneering work of Thikonov [32] a huge number of different regularization terms for different kinds of computer vision tasks have been proposed and analyzed. A relation to the prior distribution in Bayesian methods has been established in [18] .
Several Bayesian statistical approaches to image denoising have been proposed in literature (e.g. [9, 30, 36, 4, 3, 28] ). Nonlinear isotropic diffusion has been investigated in [36] , where diffusion reaction equations for image restoration have been learned by means of the maximum entropy principle. The corresponding influence functions (ψ in Eq. 2) depend on linear filter responses. Consequently they do not correspond to commonly used diffusion schemes [21, 5] where influence functions depend on squared summed filter responses, e.g. the absolute value of the gradient vector. In [4] nonlinear isotropic diffusion has been interpreted as a robust estimator based on a piecewise constant image model allowing to adapt the edge stopping function to the global image statistics. In [3] , the approach from [4] has been gen-eralized to be local image statistics. Although, image statistics is used to steer the diffusion process, the principle shape of the influence function need to be set in an ad hoc way.
Isotropic and anisotropic diffusion schemes and their relation to Markov Random Field (MRF) filtering have been explored to learn influence functions in [28] . However, as in [36] , the isotropic diffusion schemes do not correspond to commonly used diffusion schemes [5, 35] and consequently do not relate MRFs with commonly applied diffusion filtering approaches. Furthermore the nonlinear anisotropic diffusion scheme proposed in [28] requires some undesired modification of the original scheme [35] in order to derive it from an energy functional. Nonlinear anisotropic diffusion filtering in its usual form [35] cannot be derived from a corresponding energy functional. For a proof considering coherence enhancing diffusion filtering see [33] .
MRF models traditionally have been designed by reasonable guessing, i.e. cliques as well as the corresponding potentials have been hand tuned. As a consequence most of these models have been quite simple, low order MRFs as hand tuning becomes cumbersome when increasing the MRF order [11] . First Zhu and Mumford explored the maximum entropy principle also to learn MRF models [37, 36] .
Near state of the art image denoising with MRF based approaches became available with the Field of Experts (FoE) model [23] . There, potential functions are chosen to resemble zero mean filter responses. Filters as well as coefficients weighting different potentials are learned by means of the maximum likelihood principle. Recently, the denoising quality could even be increased by applying discriminative learning techniques to the FoE model [26] . Steerable random fields [24] have been proposed to obtain an adaptive anisotropic regularization behavior for MRFs. However, the denoising performance keeps below the Field of Experts approach presented in [23] .
We conclude that there exist no taxonomy of learning approaches for commonly used isotropic and anisotropic diffusion schemes [5, 35] . We will provide them in the following. We further conclude that the right method to compare our results with is FoE, the currently best performing MRF approach.
Variational Regularization
First, we consider the nonlinear isotropic regularizer having its origin in the diffusion filtering approach of Perona and Malik [21] . In particular, there exists an energy functional leading to the corresponding diffusion term. Secondly, we consider the nonlinear anisotropic diffusion approach as a representative to which no equivalent energy formulation exists.
Isotropic Regularizer
Nonlinear isotropic regularization of an image g(x) : R 2 → R can be formulated as minimization of an energy functional of the form
where f (x) : R 2 → R is some function, α, β ∈ R, and φ(|∇f | 2 ) denotes the potential function, also denoted as diffusion function which controls the regularization behavior.
Many different potential functions have been proposed and their different regularization behaviors have been analyzed. However, usually their principle shapes have been set in an ad hoc way so far (see e.g. [4] ).
The minimizerf of (1) fulfills the Euler-Lagrange equation, i.e. it nullifies the functional derivative of (1)
The term ψ(x) = ∂ x φ(x) is denoted as diffusivity or edgestopping function in the context of diffusion filtering [35, 4] . The diffusion reaction system corresponding to Eq. 2 is constructed by setting the negative functional derivative equal to the time evolution of f
As common in diffusion literature we do not use a new symbol for f , even though it now stands for a one-parameter family of smoothed images, the scale-space representation f (x, t) : R 2 × R → R. The minimizerf of (1) is derived asf (x) = lim t→∞ f (x, t).
Nonlinear Richardson iteration 1 is an alternative way of solving (2) . To this end we consider (2) as as a fix point equation, i.e. we bring it in the form f i+1 = F (f i ) and iterating this equation until convergence. For numerical details such as convergence rates etc. we refer to [15] .
For discrete approximation of Equation 3 at position m, each component of the divergence operator as well as each component of the gradient are approximated by antisymmetric linear filter operations J j (j = {1, 2} corresponding to x and y direction)
with
where N is the number of pixels or knots of the discrete grid,
, and x i is the position of knot i. The sampled influence functions are stacked into the vector ψ = (ψ 1 , ψ 2 , ..., ψ N ) T . The argument of the influence function, i.e. the gradient of the observed signal is also approximated by a linear filter operation (not necessarily the same as J j ). Operator * means convolution and · componentwise multiplication.
Anisotropic Regularizer
In contrast to the nonlinear isotropic diffusion scheme, there exists no energy 2 formulation equivalent to Eq. 1 leading to a nonlinear anisotropic diffusion reaction scheme of the form
where D denotes the diffusion tensor depending on the evolving signal. Usually, the diffusion tensor is constructed by means of the structure tensor
where w is a weight function, typically a Gaussian. A finite difference approximation of Eq. 5 reads
where
denotes a vector containing one component of the diffusion tensor sampled at each knot of the discrete grid. In order to obtain an energy formulation for anisotropic diffusion schemes, several modifications of (5) have been proposed (see e.g. [28] ). For regularization we are not interested in the scale space f , but only in its steady statef . If we approximatef by some additional estimatorf and the diffusion tensorD = D(f ) we obtain a linear anisotropic regularization scheme for which the the energy exists
In the ideal case, we would like the diffusion process to be steered by the true underlying signal s instead off . In real life, we obtain an estimate of s by means of an separate estimator. In this contribution we choose the nonlinear diffusion filter with fixed hyper-parameters, however, any other estimator would work within our framework.
MRF formulation
The energy E in variational approaches can be interpreted as continuous forms of MRF energies, i.e. the posterior pdf of the signal given the observation reads
where the first summand of the integrand in (1) or (8) is denoted as the likelihood energy J L , α as the likelihood hyper-parameter and the second term as the prior energy J p with the corresponding prior hyper-parameter β. However, MRFs are usually formulated on a discrete grid. Consequently, for a consistent statistical interpretation of variational approaches, we need the relation between update equations that follow from discrete formulated MRFs and update equations that follow from discrete approximations of continuous Euler-Lagrange equations.
Isotropic Regularization
In order to derive a probabilistic formulation equivalent to the energy functional (1) we consider the energy function
where {K i } denote a set of filter kernels that differ only in their orientation along one of the four main directions in the first order neighborhood, i.e. in positive and negative x and y direction. Setting the derivative of J (Eq. 10) with respect to f m equal zero results in a condition equation for a stationary point of the energy (10)
where K − i denotes the filter kernel K i mirrored at the origin (cmp. [36] ). Comparing (11) with (4) relates the MRF clique configuration in (10) with the derivative approximation in the variational update equation (4)
We illustrate the application of the relation (12) by means of the commonly used central difference approximation
where the values are taken between the knots of the grids leading the approximation of (2)
MRF filters fulfilling Equ. (12) are first order forward difference approximation in each of the direction of the first order neighborhood N 1 m .
Anisotropic Regularization
As an Ansatz for a corresponding discrete MRF energy leading to (7) we consider the energy function where the indices h, k ∈ N 1 j consider all elements in the first order neighborhood of position j. Setting the derivative of J (Eq. 14) with respect to f m equal zero
again leads to the condition equation from which we can infer the relation between the filters {K i } and {J j } 2 i,j=1
Learning Influence Functions
Influence functions ψ are traditionally set up in an ad-hoc way. Either fixed functions are chosen (e.g. regularized L 1 norm) or one-parameter families of functions. The parameter χ in the later case can be chosen according to some statistical criterium [4] . However, in both cases, the principle shape is chosen in an ad hoc way. In this paper, we aim to learn the principle shape of a reasonable influence function. To this end, we consider the parameterized function
which includes many of the influence functions proposed in literature so far, e.g. the influence function proposed by Charbonnier (
, the regularized L q norms (ρ 1 1, ρ 2 = 1,ρ 3 = q) or the Perona and Malik influence function (ρ 1 = 1, ρ 2 = 1/χ 2 , ρ 3 = 0.5) [21] . The parameters are learned by minimizing the quadratic loss function ||s −f || 2 over a training data set using gradient descent. According to [2] the gradient of the loss function can be analytically obtained in a straightforward manner. The gradient descent step as well as convergence is manually monitored. Our training set consists of the 100 gray value training images of the Berkeley image database [19] for different noise levels (σ n = (1, 2, 5, 10, 15, 20, 25, 50, 75, 100)). To this end, the training images are corrupted with Gaussian noise and the true underlying images s are estimated asf . Fig. 3 shows the learned influence functions and corresponding potential functions.
Learning Regularization Parameters
Although, there exist a large number of proposals [12, 13, 31, 29, 34, 10, 17, 20] for determining the optimal regularization parameter λ = β/α, these methods have seldom been applied in state of the art regularization schemes. The reason for this might be that most of these methods are designed for quadratic regularizers, can be motivated only heuristically, or are computationally expensive. All these methods have their origin either in the classical or Bayesian statistics or are heuristically motivated like the L-curve criterium [14] . The fastest methods among them have a computationally complexity of at least O(N 2 ), where N denotes the number of pixels. As a consequence often the dependency of the regularization parameter on the noise level is learned off-line from a set of training data.
In the following sections, we propose two methods for estimating the optimal regularization parameter that both account for the signal characteristics and have computational complexity O(N ). As done in nearly all approaches for image denoising, we assume identical Gaussian distributed noise with zero mean and known variance σ 2 n . Consequently, the likelihood hyper-parameter is uniquely determined as α = 1/σ 2 n . However, our approach can easily be combined with state of the art noise estimators to account for non-Gaussian noise, unknown noise distributions as well as inhomogeneous distributed noise.
Maximum Entropy Estimation
The maximum entropy (ME) principle has a long tradition in image denoising (cmp. [12, 13, 36] ). However, to the best of our knowledge, it has never been used to determine the regularization parameter for a specific image. It chooses the prior with the lowest entropy while fulfilling all other constraints, i.e. the prior distribution should contain no other information as already available. For Gaussian distributions the prior hyper-parameter may be derived via
Assuming a homogenous 3 MRF, E[J p ] can be approximated by averaging all local energies resulting in the sum of signal variances weighted by the influence function. For the linear regularizer the ME principle directly determines the regularization parameter λ = β/α. However, for a nonquadratic regularizer a corresponding approach would lead into an nonlinear equation system requiring a cumbersome iterative solution scheme. As an alternative, we propose the simple trick already proposed to find an approximative energy formulation for the nonlinear anisotropic regularization scheme. We interpret a nonlinear regularization scheme as approximation solution to a linear scheme with influence (diffusivity, edge stopping) function depending on the true underlying noise free image s. Doing so allows us also to apply the analytical ME estimator to nonlinear regularization schemes.
Evidence Estimation
In a full Bayesian approach, one aims at computing the posterior pdf p(f |g) of the desired entities given all observations. All other entities like the hyper-parameters α and β are removed by marginalization. An alternative to the full Bayesian approach is the evidence framework (see e.g. [12, 34] ). Free parameters are not marginalized but set to their most probable value, e.g. parameters are inferred by maximizing the corresponding posterior pdfβ = arg max p(β|g). The posterior pdf of the hyperparameters p(β|g) is proportional to the evidence p(g|β) times the prior p(β) on the hyper-parameters
The evidence p(g|β) can be obtained by marginalizing the joint pdf
with respect to the image values f . In the following we always assume flat hyper-parameter prior distributions. Again we consider quadratic energy functions, i.e. nonlinear regularizers are interpreted as approximations to energies whose influence functions depend on the true underlying signal s. Consequently, the marginalization of the joint pdf can be done analytically leading to the evidence
where Q denotes the precision matrix, i.e. the Hessian of the joint pdf,Ĵ is the energy evaluated at the solution of the regularization scheme, and Z(α) ∝ α −N/2 , Z(β) ∝ β −N/2 the partition functions of the likelihood and prior distribution, repectively. The hyper-parameter β is then estimated by minimizing the negative logarithm of the evidence L(β) = − log(p(g|β)).
Minimization is performed by a grid search in the one dimensional parameter space of β ∈ R + . Direct computation of the determinant |Q| is computationally intractable for usual image sizes. Therefore, we propose an approximation scaling with O(N ) which is based on the so called zone determinant approximation originating from theoretical nuclear physics [16] . To the best of our knowledge, zone determinant approximation has not been applied in a computer vision or pattern recognition context so far. The main idea is to decompose the precision matrix Q = Q d + Q off into a diagonal Q d and an off diagonal matrix Q off . The determinant det (Q) can be written as det
d Q off , where I denotes the identity matrix. The second term is then expanded using Taylor expansion (see [16] for details).
Covariance Estimation
The covariance matrix C of the posterior pdf is given by the inverse of the precision matrix C = Q −1 . For large scale problems the inversion of the precision matrix is computationally untractable. We still can derive C by sampling from the posterior distribution p(f |g) as described in the following (see also [25] ). Since Q is a sparse bandlimited positive definite matrix, the Cholesky decomposition Q = LL T can be computed efficiently. The computational cost of a Cholesky decomposition is O(N 3 ) for a full matrix and reduces to O(N ) in case of a bandlimit matrix [25] . Let p k ∼ N ( 0, I), k ∈ 1, ..., K be K samples from the zero mean multivariate Gaussian distribution with identity matrix I ∈ R N ×N as the covariance matrix. The distribution of solutions q k of the linear equation system L T q k = p k has then the desired covariance ma-
Experiments
We performed several experiments on image denoising on well known test images [22] to examine the potential of our probabilistic framework. We used learned influence functions. For derivative involved in the diffusion tensor (6) we use the 3 × 3 optimized filters from [27] and for all other derivatives we used standard forward and backward MRF filters. The diffusion tensor weighting mask is given Table. 6.1: Peak signal-to-noise ratio (PSNR) in dB for test images using our anisotropic diffusion scheme.
by w = (1, 2, 4, 2, 1)/10 applied in each direction. The regularization schemes are solved using nonlinear Richardson iteration running until convergence (less than 20 iteration are sufficient for all images and noise levels). Performance of denoising is quantified with the peak signal to noise ratio (PSNR).
Denoising Performance
In this experiment we compared the denoising ability of our anisotropic regularization scheme on a set of well established test images corrupted with Gaussian noise of different noise levels. We tested both the ME and evidence based regularization parameter estimator by comparing the PSNR with the PSNR obtained for optimal regularization parameters using the true underlying image. We observe that both approaches lead to estimates whose performance is maximal 0.5 dB below the optimal value. In order to obtain a fair comparison to the reference method, the FoE approach, we set the prior hyper-parameter to a fixed value (learned according to the training data) in the following. We obtain signal to noise ratios in the same range of the Field of Expert (FoE) approach for all images and all noise levels (cmp. Table 1 ). Figure 4 shows two examples of the test images (and two cutouts of each), its noisy corrupted variant (σ n = 20) as well as the denoised image using our nonlinear anisotropic as well as the FoE approach. Comparing the denoised images to the uncorrupted originals reveals that our approach preserves image structures better than FoE.
Runtime
Currently, the most accurate denoising methods are based on image transformations [7] . Consequently these methods are rather time consuming. But also state of the art methods that work in the image domain are computationally demanding compared to diffusion filtering based regularization schemes as they require large image patches to be processed. E.g. for the Lena image, the FoE estimator needed nearly one hour to converge whereas our nonlinear anisotropic regularizer (20 Richardson iterations [15] )requires only about 5 minutes (both tested on 2.53Ghz Pentium, Matlab implementation). Furthermore, diffusion filtering is well suited for GPU implementation. Real time performance has recently been demonstrated for a similar anisotropic diffusion scheme [8] .
Error Bounds
Error bounds are important to quantify the reliability of denoising methods. In particular, if a denoising method is only one step in a processing chain, it is interesting to have some reliability measure of different pixels values. Figure 1 shows the variance estimate for an inpainting task. From the original image (upper left), 60 percent of the pixel values have been randomly removed. Then missing pixels values were interpolated by our nonlinear isotropic regularization scheme. For the known pixel values, the likelihood hyperparameter would be infinity as it is inverse proportional to the noise. For numerical reasons we set it to 10 4 in these cases. We observe (as expected) that the variance increases at edges where the influence of regularization term is reduced by the influence function.
Conclusion and Outlook
We introduced and exploited the relation between MRF and well-known diffusion and regularization approaches not only in continuous formulations, but also with discrete representations. Furthermore we present also learning methods for estimators that cannot be derived from energy minimization. We learn influence functions from training data as well as estimate the regularization parameter simultaneously with the image. We showed three inference methods, one well suited for learning influence functions, two appropriate for learning of hyper-parameters. The first method implements discriminative learning of a very flexible parameterized influence function by minimizing the empirical loss function using gradient descent. Hyper-parameters are learned either by using the maximum entropy principle or via evidence approximation in conjunction with zone determinant approximation. Both approaches to hyper-parameter learning are new. Both approaches have linear complexity wrt. the number of pixels making the approaches applicable to large images. Furthermore we showed and applied an efficient method for covariance estimation well known in the area of machine learning. This allows to quantify the reliability of computed result images locally. In experiments we demonstrated that applying the introduced inference tools not only allows to parameterize diffusion schemes fully automated and rapidly, but also that by doing so simple diffusion schemes can give more accurate results than more complicated MRF-based schemes. 
