This paper introduces a new framework for the dynamic modelling of univariate and multivariate point processes. The so-called latent factor intensity (LFI) model is based on the assumption that the intensity function consists of univariate or multivariate observation driven dynamic components and a univariate dynamic latent factor. In this sense, the model corresponds to a dynamic extension of a doubly stochastic Poisson process. We illustrate alternative parameterizations of the observation driven component based on autoregressive conditional intensity (ACI) specifications, as well as Hawkes types models. Based on simulation studies, it is shown that the proposed model provides a flexible tool to capture the joint dynamics of multivariate point processes. Since the latent component has to be integrated out, the model is estimated by simulated maximum likelihood based upon efficient importance sampling techniques. Applications of univariate and bivariate LFI models to transaction dat... Abstract This paper introduces a new framework for the dynamic modelling of univariate and multivariate point processes. The so-called latent factor intensity (LFI) model is based on the assumption that the intensity function consists of univariate or multivariate observation driven dynamic components and a univariate dynamic latent factor. In this sense, the model corresponds to a dynamic extension of a doubly stochastic Poisson process. We illustrate alternative parameterizations of the observation driven component based on autoregressive conditional intensity (ACI) specifications, as well as Hawkes types models. Based on simulation studies, it is shown that the proposed model provides a flexible tool to capture the joint dynamics of multivariate point processes. Since the latent component has to be integrated out, the model is estimated by simulated maximum likelihood based upon efficient importance sampling techniques. Applications of univariate and bivariate LFI models to transaction data extracted from the German XETRA trading system provide evidence for an improvement of the econometric specification when observable as well as unobservable dynamic components are taken into account.
Introduction
Point processes are particularly relevant in the analysis of economic behavior whenever one is interested in the timing of the activity of economic agents, and the timing is itself an aspect of agents' decisions.
Relevant examples are individual actions on a particular market, like a trade on a financial market, the buy of a specific good (which might be recorded by scanner data), the visit of a particular website, and the decisions of a public authority. One may think of many other examples. Suffice it to recall that in general equilibrium theory, goods may be characterized also by the time at which they are produced or consumed.
1 Especially in financial econometrics point processes are of importance in order to model market activity on a trade-by-trade level.
Even though there exist alternative statistical methods to model point processes, the most common way is a direct modelling of the waiting time between successive events. Since the introduction of the autoregressive conditional duration (ACD) model proposed by Engle and Russell (1998) and Engle (2000) , much research has been devoted to the specification and application of discrete time autoregressive duration models (see Bauwens and Giot, 2000 , Grammig and Maurer, 2000 , Dufour and Engle, 2000 , Fernandes and Grammig, 2001 , and Hautsch, 2002 . An obvious reason for the focus on duration models is that the inclusion of dynamic structures, which is essential for modelling financial point processes, is quite straightforward. Nonetheless, the major drawback of autoregressive duration models is their discrete time nature. Typically, the conditioning set of the process is only updated at the individual event arrival times but not during a duration spell. This makes it extremely difficult to account for changes of the information set during a spell, which is particularly important in the context of multivariate data or time-varying covariates. In particular, the problem which has to be resolved is that in a multivariate context, the particular processes occur asynchronously, and thus, there exist no joint points that can be used to couple the processes. For this reason, it is very difficult to estimate contemporaneous correlations between the single autoregressive processes.
2 One possibility to circumvent the asynchronity problem is to model a point processes in a counting framework. The strength of an autoregressive count data model is that these models are based (per assumption) on equidistant time intervals. For this reason, they are relatively easily extended to a multivariate framework (see Davis, Rydberg, Shephard, and Streett, 2001 or Heinen and Rengifo, 2003) . Nevertheless, the application of count data approaches requires to aggregate transaction data to equi-distant time intervals which induces a loss of information. These effects become particularly relevant when the event activity within such an interval is very high, as in the case of transaction data of heavily traded stocks.
A valuable alternative to a discrete time modelling of point processes is to switch to a continuous time framework. A convenient and powerful way to describe a point process in continuous time is to 1 Another potential field of application is spatial economics, where rather than the timing, the location is a crucial dimension of analysis, such as the decision to locate a firm in the space, which may be viewed as a realization of a spatial point process. See e.g. Snyder and Miller (1991) .
2 Because of this difficulty, multivariate extensions of ACD models typically result in competing risks models (see e.g. Giot, 2003 or Engle and Lunde, 2003) . In these approaches, one models the time until the occurrence of one of the individual processes and treats all other (non-observed) processes as right-censored. However, such an approach implies some information loss when successive points of one process occur without intervening points of the other processes. For this reason, such an approach is not appropriate for a complete modelling of multivariate point processes.
1 specify the intensity function. The intensity function is a central concept in the theory of point processes and is defined as the instantaneous rate of occurrence given the process history and observable factors.
The major advantage of the modelling of the intensity function is that it allows us to account for events that occur in any point in time. This property is an important requirement for an extension to the multivariate case since here, the conditioning set can be updated at every point of the pooled process.
Moreover, since the intensity function defines the instantaneous event arrival rate, it serves as a natural and nicely interpretable continuous time measure for economic activity.
In this paper, we introduce a very flexible class of dynamic intensity models which can be interpreted as a dynamic extension of a doubly stochastic Poisson process (see, e.g., Grandell, 1976 or Cox and Isham, 1980) and is called "latent factor intensity" (LFI) model. We propose a fully parametric model for the intensity function, assuming that the intensity function is driven not only by the observable history of the process but also by a dynamic latent component. Thus, the major idea of the LFI model is to assume that the conditional intensity function given the observable history of the process is itself stochastic and follows an autoregressive process. The intensity is parameterized in terms of two components, a univariate latent one, and an "observable" one which is driven by the (observable) history of the process and can be specified univariately or multivariately. In the latter case, the latent factor corresponds to a common component that captures the impact of a general factor that influences all individual process components. In the context of financial markets, the latent factor may be economically interpreted as a variable representing the information flow that cannot be observed directly but influences the general activity of the markets (and hence the intensity of the process). In this sense, the LFI approach combines the idea of latent factor models arising from the mixture-of-distribution hypothesis (see Clark, 1973) with the concept of dynamic intensity processes. It can be seen as the counterpart of the stochastic volatility (SV) model (Taylor, 1982) or the stochastic conditional duration (SCD) model (Bauwens and Veredas, 1999) . However, while in the SV or SCD model, the process dynamics are completely driven by the dynamics of the latent component, the LFI model is based on observation driven and latent dynamics.
Hence, using the terminology of Cox (1981) , the LFI model combines the idea of observation driven models and parameter driven models. In this sense, the latent component models unobserved dynamic heterogeneity which is not captured by the observation driven part of the model. Then, two limit cases emerge naturally: one when the latent factor is irrelevant and the intensity is completely described by observation driven dynamics, and the other when the observable components are not relevant and the latent factor completely dominates. Hence, econometrically, the existence of a latent factor can be interpreted as an indication that the observation driven part of the model is not able to completely capture the dynamics in the data.
While the latent component is assumed to follow an AR dynamic that is updated by latent innovations, the observation driven component may be specified in different ways. In this paper, we discuss parameterizations of the observation driven component based on autoregressive conditional intensity (ACI) processes proposed by Russell (1999) , as well as self-exciting processes as introduced by Hawkes (1971) . In the so-called latent factor autoregressive conditional intensity (LF-ACI) model, the conditional 2 intensity given the observable history of the process follows itself a dynamic process which is updated by observable innovations. Correspondingly, in the latent factor Hawkes (LF-Hawkes) model, the conditional intensity is driven by an exponentially weighted function of the backward recurrence time to all previous points.
Based on simulation experiments, we analyze the dynamic properties of the LFI specification under different settings of the model. It turns out that the LFI model is a flexible tool able to capture the joint dynamics of multivariate point processes. Estimation of the LFI model by maximum likelihood (ML) is not easy since the dynamic latent factor is not observable and must be integrated out. We use the efficient importance sampling (EIS) technique introduced by Richard (1998) and illustrate the application of this approach to the proposed model. Then, the LFI model is applied to the bivariate trading process of the Allianz and BASF stock in the German electronic trading system XETRA. We find evidence for the existence of a joint unobservable component which influences the individual processes. Particularly, in the ACI framework, the inclusion of a latent dynamic component strongly improves the goodness-of-fit of the model. However, in the Hawkes model, only slight improvements of the specification can be observed revealing some evidence for an overall better fit of a Hawkes type specification compared to an ACI approach.
The remainder of the paper is organized in the following way. In Section 2 we present the basic structure of the LFI model. In the Sections 3 and 4 we discuss different parameterizations of the observation driven component leading to the LF-ACI model and the LF-Hawkes model. Dynamic properties of both types of models are illustrated in Section 5 while estimation and diagnostic issues are exposed in Section 6. The empirical illustration is provided in Section 7 and Section 8 concludes.
2 The latent factor intensity model In the following, we assume that for small positive ∆,
Definitions
where o(∆) denotes a remainder term with the property o(∆)/∆ → 0 as ∆ → 0. This property assumes that the pooled process is orderly, and thus, excludes the possibility of multiple occurrences simultaneously.
A central concept in the theory of point processes is the intensity function 3 that is defined as following: 
is called the F t -intensity process of the counting process N s (t).
Under assumption eq. (1), the intensity function is alternatively written as
which can be associated, roughly speaking, with the conditional probability per unit time to observe an s-type event in the next instant, given the conditioning information.
An important result in stochastics literature is that under fairly weak regularity conditions 4 , the integrated intensity function
follows an i.i.d. standard exponential process, i.e.
This property also holds for the integrated intensity of the pooled process. Since the F t -intensity of the pooled process is λ(t|F t ) = S s=1 λ s (t|F t ), it is easy to show that
Therefore, Λ(t i−1 , t i ) can be interpreted as a generalized error (e.g. in the spirit of Cox and Snell, 1968 ) that establishes the link between the intensity function and the duration until the occurrence of the next point. For example, in the simple case of an intensity function that does not depend on the 3 Note that the notation is not consistent in all papers or textbooks. For example, Brémaud (1981) and Karr (1991) denote it as "stochastic intensity function". Here, we follow the notation of, for example, Aalen (1978) and Snyder and Miller (1991) .
4 See e.g. Theorem T16 in Brémaud (1981) For ease of exposition, we refrain from accounting explicitly for time-varying covariates. However, this extension is straightforward in the given setting (see, for example, Hall and Hautsch, 2003) .
The basic latent factor intensity model
Note that the F t -intensity function λ(t|F t ) completely characterizes the evolution of the point process in dependence of the process history F t . Hence, under the assumption that F t consists of the complete (observable) history of the pooled process, i.e., for example,
the intensity λ(t|F t ) is conditionally deterministic given F t . However, the assumption that λ(t|F t ) is completely described by the observable process history is rather unrealistic. For this reason, in the classical duration literature, the inclusion of unobserved heterogeneity effects plays an important role to obtain well specified econometric models. Correspondingly, in the framework of point processes, the consideration of unobserved factors leads to the class of doubly stochastic Poisson processes. The standard doubly stochastic Poisson process (see, e.g., Grandell, 1976, or Cox and Isham, 1980) , is characterized by the intensity λ(t|F * t ), where F * t denotes the history of some unobserved process up to t. Following this strand of the literature, we assume that the intensity function depends not only on the observable process history, but also on some unobservable (dynamic) factor. In this context, we define the information set F t more explicitly as The basic latent factor intensity (LFI) model combines features of observation driven models and parameter driven models. Hence, it is based on the assumption that the intensity function is driven by observation driven dynamics, as well as latent dynamics. In other words, we assume that the conditional intensity function given the observable process history is not deterministic, but stochastic and follows itself a dynamic process. Then, the basic LFI model for the s-type process is given by 
Notice that the latent factor is indexed by the left-continuous counting function, i.e. it does not change between t i−1 and t i . More precisely, it is assumed that λ * i has left-continuous sample paths with righthand limits which means that it is updated instantaneously after the occurrence of t i−1 and remains constant until t i (inclusive). The choice of a normal distribution allows us to parameterize the conditional mean and the conditional variance of the latent component separately. For simplicity, we consider an AR(1) specification of the latent factor process, even if the specification can be extended to more general processes, like, for instance, ARMA processes of higher order. Thus,
In order to obtain a valid intensity process, it is assumed that the latent innovations u * i are independent from the series of the integrated intensities i := Λ(t i−1 , t i ) which are i.i. 
Hence, σ * s scales the standard deviation of the latent factor influencing the s−type intensity process.
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This flexibility ensures that the impact of a latent shock u * i on the individual processes can differ and is driven by the parameter σ * s .
6 Hence, the major idea behind this specification is to assume a joint latent dynamic which influences the single components of the multivariate process differently.
This approach can be extended by specifying σ * s time-varying. Then, the process-specific scaling factors can change over time in order to allow for conditional heteroscedasticity. An important source of heteroscedasticity could be intradaily seasonality associated with deterministic fluctuations of the overall information and activity flow. For example, it could be due to institutional settings, like the opening of other related markets. Hence, a reasonable specification could be to index σ * s itself by the counting function and parameterize it in terms of a linear spline function:
where τ (t) denotes the calendar time at t,τ k , k = 1, . . . , K − 1 denote the exogenously given (calendar) time points and ν * 0,k the corresponding coefficients of the spline function.
A further valuable generalization of the LFI model is to allow for regime switching latent dynamics.
Thus, a more flexible LFI model is obtained by specifying the autoregressive parameter in dependence of the length of the previous spell. Such a specification is in line with a threshold model (see e.g. Tong, 1990, or Zhang, Russell, and Tsay, 2001) and is obtained by
wherex r denotes the exogenously given thresholds (withx 0 :=0), and a * r are the regime dependent latent autoregressive parameters.
Moreover, the latent parameters a * and σ s * might be specified in dependence of the type of the most recent observed point. Thus, in this context, the LFI model can be expressed in terms of λ
where σ * s,r denotes the s-type scaling factor if the most recent event was of type r. The observation driven component λ o,s (t) can also be specified as a dynamic process. Two possible choices are an autoregressive conditional intensity (ACI) specification as proposed by Russell (1999) and a Hawkes process (Hawkes, 1971) , giving rise to the latent factor ACI (LF-ACI) and the latent factor
Hawkes (LF-Hawkes) models. Both types of models are presented in the following sections.
3 The latent factor autoregressive conditional intensity model
The so-called latent factor autoregressive conditional intensity (LF-ACI) model is obtained by specifying λ o,s (t) according to an autoregressive conditional intensity (ACI) approach. Then, each observation driven component is parameterized as
where Ψ As proposed by Russell (1999) , a simple way to specify the baseline intensity functions is to assume that λ s 0 (t) is constant, but depends on the type of the event that occurred most recently, i.e.
Alternatively, the baseline intensity function may be specified in terms of a (multivariate) Weibull parameterization, i.e.,
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Then, a special case occurs when the s-th process depends only on its own backward recurrence time, which corresponds to p Russell (1999) proposes to specify the vector of specific elements
with γ s process-specific parameters associated with marks, as a vectorial ARMA process, which is parameterized by
where 
The innovation term is specified by˘
or (in logarithmic terms)˘
with
. exponential variate that is piecewise standardized by a strictly stationary lognormal random variable. However, since these pieces (i.e., the duration between consecutive points of the pooled process) are determined endogenously and depend themselves on the (multivariate) intensity, it is not possible to establish the distributional and dynamical properties of 7 For simplicity, we restrict our presentation to a lag order of one. The extension to higher order specifications is straightforward.
8 See also the discussion in Bowsher (2002).
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Nevertheless, own simulation studies show that in that specific case, E[
Thus, centering the innovation terms as presented in eq. (19) and (20) makes them comparable to zero mean innovations in the benchmark case of a pure ACI model. Furthermore, notice that eq. (17) implies a regime-switching structure since A s is a vector of coefficients reflecting the impact of the innovation term on the intensity of the S processes when the previous point (tN (t) ) was of type s. Since we assume that the process is orderly, and thus only one type of point can occur at each instant, the innovation˘ i is a scalar random variable and is associated with the most recently observed process.
The major advantage of this specification is that the innovations can be computed directly based on the observable history of the process, leading to a clear-cut separation between the observation driven and the parameter driven components of the model. (7)), but also through its lags. For this reason, the latent factor causes cross-autocorrelations not only between λ s (t|F t ), but also between the particular intensity components
This will be illustrated in more detail in Section 5.
Necessary conditions for the weak stationarity of the LF-ACI model are the weak stationarity of
, as well as ofΨ i given the history of the latent factor Λ *
, it is obvious that the innovations˘ i are i.i.d., and thus,Ψ i |Λ * i is weakly stationary whenever the eigenvalues of B lie inside the unit circle. However, because of the strong interaction of both dynamic components λ * i andΨ i , it is not possible to derive the dynamical properties of the LF-ACI model analytically (see also the discussion in Section 5). Nevertheless, own simulation experiments as outlined in Section 5 strongly support the hypothesis that the aforementioned restrictions are not only necessary but also sufficient for the model to be weakly stationary.
In order to provide more insights into the dynamic properties of the LF-ACI model, we rewrite a bivariate version of the model in logarithmic terms. Due to the log-linear structure of both components λ o,s (t) and λ * i , the model dynamics are characterized by a direct interaction between the latent dynamic factor, which is updated by latent innovations u * i and the observation driven dynamic component, which is updated by the innovations˘ i . By excluding covariates and assuming that λ s 0 (t) = exp(ω s ) and s s (t) = 1 for s = 1, 2, the model can be written in logarithm as
. This is a switching VARMA(1,1) model, augmented by the latent component, where the operating regime is determined by the occurrence of one of the individual processes. Notice that each particular process is updated at every occurrence of a new event.
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The choice of the parameterization of A s and B determines the dynamic and interdependence structure of the particular processes. For example, if for each s, α s j is different from 0 only if s = j and β ij = 0 except for i = j, the intensity of process j is updated only when a point of type j has occurred, and only the lagged value of the intensity of process j contributes to the current intensity of process j.
The latent factor Hawkes model
A valuable alternative to an autoregressive specification of the observable intensity component λ o,s (t) is a self-exciting process. The basic linear self-exciting process for the s-type component is given by
where ω s is a constant, and w(·) is a non-negative weighting function of the backward recurrence time to all previous points (see, for example, Hawkes, 1971 or Cox and Isham, 1980) . Hawkes (1971) introduces a class of self-exciting processes given by
where α sr j ≥ 0, β sr j ≥ 0 (j = 1, . . . , P ) are parameters, and µ s (t) is a deterministic function of time. If P = 1, the impact of a previous s-type event on the s-type intensity function at t decays exponentially, from the level α ss 1 , at a rate driven by β ss 1 . For P > 1, there is a superposition of exponentially decaying weighted sums of the backward recurrence times to all previous points. Moreover, for S > 1, λ o,s (t) depends not only on the backward recurrence time to all s-type points, but also on the backward recurrence time to all other points of the pooled process. Note that the marginal contribution of a previous event to the current intensity is independent from the number of intervening events.
Obviously, alternative functional forms for the decay function are possible. 9 However, the choice of an exponential decay simplifies the derivation of the theoretical properties of the model. More details can be found in Hawkes (1971) , Hawkes and Oakes (1974) 
Alternatively, one might assume a multiplicative impact of the seasonality function.
Hawkes-type intensity models serve as epidemic models since the occurrence of a number of events increases the probability of further events. In natural sciences, they play an important role in modelling the emission of particles from a radiating body or in forecasting seismic events (see, for example, VereJones, 1970). As far as we know, with the exception of the studies by Bowsher (2002) and Kawasaki (2002) , they have never been applied to financial data.
11 As a bivariate LF-ACI model given by eq. (22) and (23), the bivariate LF-Hawkes model, with P = 1 and µ s (t) = exp(ω s ) has 13 parameters. If α 12 = α 21 = 0 (in which case β 12 and β 21 may be set to 0), the two Hawkes components of the intensities are unrelated: each intensity is updated only by its own past points.
Dynamic properties of LFI models
The conditional moments of the intensity function given the information set F t i are easily obtained by using the moments of the lognormal distribution, but they are of limited interest since the conditioning information is partly unobservable. The computation of conditional moments of λ(t|F t ), given the observable information set, is difficult since the latent variable has to be integrated out. In the following, we illustrate the computation of conditional moments given F o t i−1 in a general way for arbitrary parameterizations of λ o (t). Denote by w i a row of the matrix of observable variables W and correspondingly 
(the expectation depends on θ but we drop it in the notations). In general, the integrals in this ratio cannot be computed analytically, but they can be computed numerically, e.g. by efficient importance sampling (see Subsection 6.3).
Hence, the computations of the conditional expectations
are conducted by exploiting the exponential distribution of the integrated intensity 
where (29)), the next step is to integrate over the latent variable (eq. (28)) based on the integrals in eq. (27). The computation of E λ(t i )| F t i−1 is done similarly.
In any event, the computation of fully unconditional moments has to be performed by simulation since no closed form analytical expression can be derived. We simulated several processes and computed the ACF of the intensity components and of the implied duration series (see Appendix). out that the impact of the latent factor strongly depends on the magnitude of the latent variances.
In particular, the simulation in Figure 1 is based on σ * 1 = σ * 2 = 0.01. Here, only a very weak crossautocorrelation between λ 1 (t i |F ti ) and λ 2 (t i |F ti ) can be observed. In contrast, in Figure 2 , the impact of the latent factor is clearly stronger. Here, it causes also slight contemporaneous correlations between the observable components λ o,1 (t i ) and λ o,2 (t i ). As already discussed above, this is due to the fact that λ * i influences the intensity components not only contemporaneously but also through the lagged innovations i . One sees that the latent dynamics dominate the dynamics of the particular processes λ 1 (t i |F t i ) and The parameterization underlying Figure 5 resembles the specification in Figure 3 , except that the Figure 3 .
Figures 6 through 10 are based on simulated LF-Hawkes(1) processes (i.e. with the order P = 1). The plots in Figure 6 are based on independent Hawkes (1) 
were observable, the likelihood function would be given by
where
For any i, the process to which t i corresponds (assume it is process j so that y However, the main difficulty in this context is that the latent process is not observable, hence the conditional likelihood function must be integrated with respect to L * n using the assumed normal distributions N (m * i , 1) for each l i := ln λ i . Hence the unconditional or integrated likelihood function is given by
where the last equality clearly defines the function f (·).
Numerical computation of the likelihood function
The computation of the n-dimensional integral in eq. (32) must be done numerically and represents a challenge. We use the efficient importance sampling (EIS) method of Richard (1998) because this method has proven to be quite efficient for the computation of the likelihood function of stochastic volatility models (see also Liesenfeld and Richard 2002) , to which the LFI model resembles in this respect.
In order to implement the EIS algorithm, the integral (33) is rewritten as
denotes a sequence of auxiliary importance samplers for {l *
. EIS relies on a choice of the auxiliary parameters
, so that the integral (33) can be computed reliably by importance sampling, i.e.
L(W
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denotes a trajectory of random draws from the sequence of auxiliary importance samplers
, and R such trajectories are generated. More precisely, the "good match" criterion is the minimization of the sampling variance of the Monte Carlo importance sampling estimatorL R (W ; θ), by choice of the auxiliary parameters {φ i } n i=1 . Before describing precisely how this is implemented, we explain how the importance samplers themselves are defined.
The implementation of EIS requires the selection of a class of density kernels k(·) for the auxiliary sampler m(·) that provide a good approximation to the product f (w i , l *
A seemingly obvious choice of auxiliary samplers is the sequence of log-normal densities N (m * i , 1) that is a component of the sequence of functions f (w i , l *
However, this choice is not good enough because these direct samplers do not take the observed data into account.
As argued convincingly by Richard (1998) , a convenient and efficient possibility is to use a parametric extension of the direct samplers, normal distributions in our context. We can approximate the
that appears in eq. (32) by the normal density kernel
We can also include the N (m * i , 1) density function in the importance sampler m(l * i |L * i−1 , φ i ). Using the property that the product of normal densities is itself a normal density, we can write a density kernel of m(·) as
Hence, the integrating constant (37) is given by
(neglecting the factor π i √ 2π since it depends neither on L * i−1 nor on φ i ). As mentioned above, the choice of the auxiliary parameters has to be optimized in order to minimize the MC variance ofL R (W ; θ). This can be split into n minimization problems of the form (see Richard, 1998 , for a detailed explanation):
where φ 0,i are auxiliary proportionality constants. These problems must be solved sequentially starting at i = n, under the initial condition χ(L * n , φ n+1 ) = 1 and ending at i = 1. In eq. (45),
denotes a trajectory of random draws from the sequence of direct samplers {N (m *
is a normal density kernel (see (41)), the minimization problem (45) is solved by computing an ordinary least squares estimate of φ i,0 and φ i = (φ 1,i , φ 2,i ).
To summarize, the EIS algorithm requires the following steps:
Step 1:
using the direct samplers
Step 2: For each i (from n to 1), estimate by OLS the regression (with R observations) implicit in (45), which takes precisely the following form:
(where u (r) is an error term), using χ(L * (r) n , φ n+1 ) = 1 as initial condition, and then (44).
Step 3: Generate R trajectories {l * (r) i
(see eq. (42) Liesenfeld and Richard (2003) , steps 1 to 3 should be iterated about five times to improve the efficiency of the approximations. This is done by replacing the direct sampler in step 1 by the importance samplers built in the previous iteration. It is also possible to start step 1 (of the first iteration) with another sampler than the direct one. This is achieved by immediately multiplying the direct sampler by a normal approximation to σ * 
which implies that φ 1,i = 1 and φ 2,i = − S s=1 Λ o,s (t i−1 , t i ) must be inserted into eq. (42) and eq. (43) to obtain the moments of the TSE normal importance sampler. In this way, the initial importance sampler takes into account the data. This enables one to reduce to three (instead of five) the number of iterations over the three steps.
Testing the Latent Factor Intensity Model
In order to provide diagnostics with respect to the latent process, it is necessary to produce sequences of filtered estimates of functions of the latent variable λ * i , which take the form of the ratio of integrals in eq. (27).
12 Liesenfeld and Richard (2003) propose evaluating the integrals in the denominator and numerator by MC integration using the EIS algorithm where θ is set equal to its ML estimate. The integral in the denominator corresponds to L(W i−1 ; θ), the marginal likelihood function of the first i − 1 observations, and is evaluated on the basis of the sequence of auxiliary samplers {m(l *
where {φ i−1 j } denotes the value of the EIS auxiliary parameters associated with the computation of L (W i−1 ; θ) . Furthermore, the numerator of eq. (27) is approximated by
where {l * (r) j
j=1 denotes a trajectory drawn from the sequence of importance samplers associated with L(W i−1 ; θ), and l * (r) i (θ) is a random draw from the conditional density
The computation of the sequence of filtered estimates requires rerunning the complete EIS algorithm for every function ϑ(l * i ) and for every i (=1 to n). The sequence of filtered estimates can be computed to evaluate the series of the latent variable, to compute conditional moments (see Section 5) and forecasts.
The LFI residuals of the s-th process are computed on the basis of the trajectories drawn from the sequence of auxiliary samplers associated with L(W ; θ), i.e.,
The residual diagnostics are computed for each of the R sequences separately. 12 Although the integrals in that ratio are written using the latent variables λ * i , we write them in this section using l i := ln λ * i . 13 Note that it is not reasonable to evaluate the model based on the average trajectory since dispersion and dynamic effects would eliminate each other then and would lead to misleading results.
Applications of LFI Models
The LFI model is applied to financial duration series from German XETRA trading of the Allianz and BASF stock. The sample period covers two trading weeks from 11/15/99 to 11/26/99, corresponding to 6, 035 observations for the Allianz stock and 5, 710 observations for the BASF stock. Deterministic timeof-the-day effects are modelled using a linear spline function with nodes for every hour. Each original series is divided by its average trade duration mean.
14 Note that this is only a matter of scaling and does not change the order of the processes. Overnight spells, as well as all trades before 9:00 and after 17:00 are removed. Descriptive statistics for the original series are given in Table 1 . They show that the series are overdispersed and strongly autocorrelated.
We estimate univariate and bivariate (LF-)ACI and (LF-)Hawkes models. The ACI and Hawkes models are estimated by standard ML, while the estimation of the LFI models requires using the EIS technique discussed in Section 6. In the ML-EIS procedure, we use R = 50 Monte Carlo replications, while the efficiency steps in the algorithm are repeated 5 times. In the first iteration, we start with the TSE normal importance sampler. It turns out that the ML-EIS procedure performs very well and leads to a proper convergence of the estimation algorithm. Note that in the LF-ACI model, the computation of the log likelihood requires the numerical integration of the intensity components λ o,s (t) since the backward recurrence function is specified according to (15) . In this case we use the Gauss-Legendre quadrature algorithm implemented in GAUSS. The standard errors are computed based on the inverse of the estimated Hessian. The lag order P and Q is chosen on the basis of the Bayesian (Schwarz) information criterion BIC. Table 2 shows the estimation results of univariate ACI(1,1) and LF-ACI(1,1) models for both stocks. Here, we restrict our consideration to the basic LFI specification without a time-varying latent parameter. This case will be considered in a bivariate framework below. The estimates ofα andβ are typical for trade duration series. Forα, we find a relatively low value, whileβ is very close to one, which indicates a strong persistence in the data. Moreover, we find values forp lower than one indicating a monotonous decline of the conditional intensity in the absence of a new event. Such a behavior is associated with a decreasing hazard function which is a typical result for stock market trade durations.
For the seasonality variables, we find insignificant estimates in nearly all cases. However, it turns out that the coefficients are jointly significant. The resulting seasonality function (see Figure 11 , Appendix)
indicates a high trading intensity after the opening of the market, followed by the well known lunch time dip around noon. After 14:00 GMT we observe a strong increase of the trading intensity which is probably caused by the opening of the American markets.
We observe highly significant coefficients (a * and σ * ) associated with the latent process, thus, evidence for the existence of a latent autoregressive process is provided. Furthermore, we notice a clear increase of the likelihood and the BIC values. Hence, the inclusion of a latent factor improves the goodness-of-fit of the model. It turns out that the autoregressive parameter of the observation 14 In the bivariate models, we use the average duration with respect to the pooled process. (2) and LF-Hawkes (2) processes. The use of a lag order of P = 2 is absolutely necessary to obtain a satisfactory specification. In particular, Hawkes (1) specifications (which are not reported) are not able to capture the dynamics in the data, leading to distinctly higher Ljung-Box statistics and lower BIC values. With respect to the latent factor, we only find mixed evidence. For the Allianz series, highly significant estimates of a * and σ * are observed coming along with a value ofâ * close to one. For this series, the latent factor seems to capture remaining persistence in the data. However, based on the BIC, the inclusion of latent dynamics does not increase the goodness-of-fit of the model. This result is confirmed by the individual residual diagnostics that indicate no improvements of the LF-Hawkes specifications compared to the pure Hawkes model. For the BASF series, the result is even more clear-cut. Here, the latent variance σ * tends towards zero, thus, the existence of a latent factor is clearly rejected. For this reason, the autoregressive parameter a * is not identified, and thus estimable anymore. These results provide evidence against the need for a latent factor in a Hawkes model for the analyzed data. Table 4 contains the estimation results of bivariate Weibull (LF-)ACI models. We estimate one common seasonality function for both series. Columns (1) and (2) in Table 4 show the results based on an ACI(1,1) and a basic LF-ACI(1,1) specification. As a starting point, we assume identical latent standard deviations for both processes, i.e. σ * 1 = σ * 2 . We find clear interdependencies between the two processes, thus, the backward recurrence time of one process influences not only its own intensity but also the intensity of the other process. Accordingly, the innovation components reveal significant interdependencies as well. Moreover, as indicated by the estimates of B, we find again a high persistence in the processes. Interestingly, the latent autoregressive process is more dominant than in the univariate case. The latent parameters are highly significant and lead to a strong increase of the BIC. This result indicates that the latent factor captures unobserved information that jointly influences both transaction 15 For the excess dispersion test, we take the average value of the test statistic.
processes. As in the univariate models, the introduction of a latent factor increases the persistence of the observable components, while the magnitude of the ACI innovations is reduced. The diagnostic checks show that the LF-ACI model captures the dynamics in a better way than the pure ACI model leading to an important reduction of the Ljung-Box statistics. However, in contrast to the univariate case, the introduction of the latent factor does not improve the distributional properties of the model. In particular, it leads to still significant excess-dispersion in the residuals of both stocks.
In specification (3), we estimate an extended LF-ACI model with process-specific latent variances and a regime switching latent autoregressive parameter. The parameter a * is specified according to eq. (11) based on R = 2 regimes with an exogenously given threshold valuex = 1. In fact, we find a significantly higher estimate for the autoregressive parameter associated with small (previous) durations (a * 1 ). Hence, the serial dependence of the latent factor obviously decreases over the length of the previous spell, and thus, the importance of latent information declines the longer it dates back. The estimates of σ * 1 and σ * 2 are not significantly different, hence, it turns out that the latent factor influences both components in a similar way. We find a clear increase of the BIC and marginal improvements in the residual diagnostics indicating a better overall goodness-of-fit of this specification. Specification (4) is based on a LF-ACI model where the latent parameters depend on the type of the most current point (eq. (12)). However, as indicated by the estimates, this higher flexibility is not supported by the data.
In particular, it turns out that the individual regime dependent parameter are nearly identical in both cases. Finally, column (5) gives the estimation result for an LF-ACI specification without any dynamics in the observable component, thus λ o (t) = 1. In this case, the joint latent component captures the dynamics of both processes, which is associated with an increase of a * 1 , while the latent variances are nearly unaffected. However, it turns out that, according to the BIC, specification (5) outperforms the pure ACI model (specification (1)) which illustrates the usefulness of modelling the system dynamics by a joint latent component. However, we observe that the dynamic specification of the latent factor is not sufficient to completely capture the dynamics of the model. In terms of the residual diagnostics, specification (5) underperforms a fully parameterized LF-ACI specification. This result is not surprising since a simple AR(1) dynamic in the latent factor is probably not appropriate for modelling the persistence in the process.
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Table 5 displays the estimation results of bivariate (LF-)Hawkes(2) processes. As in the univariate case, the choice of a lag order P = 2 is absolutely necessary to obtain a satisfactory specification of the model. However, according to the BIC, we find a restricted version 17 of a (LF-)Hawkes(2) process as the best and most parsimonious specification. Column (1) and (2) show the results based on the basic Hawkes(2) model, as well as the basic LF-Hawkes(2) specification. As for the LF-ACI estimates, specification (2) is based on the restriction σ * 1 = σ * 2 . The dynamic parameters α sr and β sr are highly significant in most cases, yielding evidence for clear interdependencies between both processes. For the 16 We also estimated a LF-ACI model based on heteroscedastic latent variances that are specified according to eq. (11) based on one hour nodes. It turns out that the seasonality effects are not individually or collectively significant, thus, we find no evidence for seasonality effects driving the variance of the latent processes.
17 The second order cross-terms are set to zero, i.e. α 12 2 = α 21 2 = β 12 2 = β 21 2 = 0.
20 latent factor, we obtain highly significant estimates with a value ofâ * close to one and a quite low standard deviation. Hence, as in the univariate case, the latent factor seems to capture remaining persistence in the data. Nonetheless, the latent factor's influence is clearly weaker than in the LF-ACI model. This is confirmed by the reported BIC value and the residual diagnostics that do not indicate improvements of the goodness-of-fit of the LF-Hawkes model compared to the pure Hawkes model. In the columns (3) and (4), we present generalized LF-Hawkes(2) specifications based on process-specific latent variances and a regime-switching latent dynamic parameter. Again, we observe clear empirical evidence for a significantly lower serial dependence in the latent component when the previous spell was long. The fact that the highest BIC value and thus, the best goodness-of-fit is found for specification (3), indicates that this higher flexibility in the LF-Hawkes specification is supported by the data. This finding is confirmed by the residual diagnostics that report slight improvements of the dynamical and distributional properties at least for the BASF series. Nevertheless, as in the LF-ACI model, the use of of process-specific latent variances leads to no improvement of the model specification. In particular, the influences of the latent factor on the individual intensity components do not differ significantly.
Summarizing, our results provide evidence for the existence of an unobservable autoregressive component that is common to both duration series. In the ACI model, the introduction of a latent factor leads to a better model performance, as witnessed by a clear increase of the maximized likelihood and the BIC value, as well as improved residuals diagnostics. In contrast, in the Hawkes model, the inclusion of a latent factor appears to be less important. In this framework, only slight improvements of the model's goodness-of-fit can be observed. Obviously, Hawkes processes provide an overall better goodness-of-fit compared to the ACI model since no strong evidence for omitted (dynamic) factors can be found with our data.
Conclusions
In this paper, we introduce a new type of intensity model for dynamic point processes. The main idea is to specify the intensity function based on two components, an observation driven autoregressive process which is updated by observable innovations, and a dynamic latent factor which is updated by unobservable innovations. Hence, the so-called latent factor intensity (LFI) model combines features of observation driven models and parameter driven models and can be interpreted as a dynamic extension of a doubly stochastic Poisson process. The latent factor is specified as a log-linear model based on a Gaussian AR(1) process. In this sense, the model resembles a stochastic volatility model and enriches an intensity function with a latent factor process. The observation driven component can be specified univariately and multivariately. In the latter case, the latent factor serves as an unobservable component that jointly influences the individual intensity component and drives the joint dynamics of the multivariate system.
In the spirit of the mixture-of-distribution hypotheses, such a factor can be economically interpreted as a variable that captures the unobservable information flow that drives the overall trading activity on the market. We discuss different ways to specify the observation driven component based on autoregressive conditional intensity (ACI) parameterizations (Russell, 1999) and Hawkes type models (Hawkes, 1971) .
Since conditional and unconditional moments typically cannot be computed analytically, we provide simulation results to provide insights into the model dynamics, as well as of those of the resulting duration processes.
Since the latent dynamic process is not observable, the model cannot be estimated by standard maximum likelihood techniques. We suggest the efficient importance sampling (EIS) method proposed
by Richard (1998) , which has proven to be highly efficient for very accurate Monte Carlo evaluations of the likelihood depending upon high-dimensional interpedendent integrals. Based on this technique, it is possible to compute simulated residuals which are the basis of diagnostic tests.
We apply the proposed model to intertrade duration series of the Allianz and BASF stocks traded in the German XETRA system. Based on estimations of univariate and bivariate LF-ACI and LF-Hawkes 
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Figure 7: Bivariate LF-Hawkes (1) 
29
Empirical results Estimated specifications: ACI model specified according to eq. (13), (15), (16) and (17) with S = 1, p = q = 1 and λ * i = 1. Innovation term specified according to eq. (18) and (20) with λ * i = 1. LF-ACI models specified according to eq. (7), (13), (15), (16) and (17) with S = 1 and p = q = 1. Innovation term specified according to eq. (18) and (20). Latent factor specified according to eq. (9). Seasonality functions computed as
where τ (t) denotes the calendar time at t,τ k , k = 1, . . . , K − 1 denote the exogenously given (calendar) time nodes and s k the corresponding coefficients of the spline function. The nodes are chosen as 10:00, 11:00,. . ., 17:00. .
Estimated specifications:
Hawkes model specified according to eq. (7) and (25) with S = 1, P = 2 and λ * i = 1. LF-Hawkes models specified according to eq. (7) and (25) with S = 1 and P = 2. Latent factor specified according to eq. (9). Seasonality functions computed as
ACI model (column (1)) specified according to eq. (13), (15), (16) and (17) with S = 2 and p = q = 1. Innovation term specified according to eq. (18) and (20). λ * i = 1.
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LF-ACI models (columns (2) through (5)) specified according to eq. (7), (13), (15), (16) and (17) with S = 2 and p = q = 1.
Innovation term specified according to eq. (18) and (20). In column (5), Ψ 1 i = Ψ 2 i is set to 1.
Specification of the latent factor: In column (2) specified according to eq. (9), where σ * 1 = σ * 2 . In column (3) specified according to eq. (11), where R = 1 andx 1 = 1. In column (4) specified according to eq. (12). In column (5) specified as in column (3).
Seasonality functions computed as s 1 (t) = s 2 (t) = 1 + K k=1 s k 1 {τ (t i )≤τ k } (τ (t i ) −τ k ), where τ (t) denotes the calendar time at t,τ k , k = 1, . . . , K − 1 denote the exogenously given (calendar) time nodes and s k the corresponding coefficients of the spline function. The nodes are chosen as 10:00, 11:00,. . ., 17:00. .
Estimated specifications:
Hawkes model (column (1)) specified according to eq. (7) and (25) with S = 2 and P = 2, where α 12 2 = α 21 2 = β 12 2 = β 21 2 = 0 and λ * i = 1.
LF-Hawkes models (columns (2) through (4)) specified according to eq. (7) and (25) with S = 2 and P = 2, where α 12 2 = α 21 2 = β 12 2 = β 21 2 = 0.
