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We analyze the structure of the pairing interaction and superconducting gap in LiFeAs by decom-
posing the pairing interaction for various kz cuts into s− and d-wave components and by studying
the leading superconducting instabilities. We use the ten orbital tight-binding model, derived from
ab-initio LDA calculations with hopping parameters extracted from the fit to ARPES experiments.
We find that the pairing interaction almost decouples between two subsets, one consists of the outer
hole pocket and two electron pockets, which are quasi-2D and are made largely out of dxy orbital,
and the other consists of the two inner hole pockets, which are quasi-3D and are made mostly out
of dxz and dyz orbitals. Furthermore, the bare inter-pocket and intra-pocket interactions within
each subset are nearly equal. In this situation, small changes in the intra-pocket and inter-pocket
interactions due to renormalizations by high-energy fermions give rise to a variety of different gap
structures. We focus on s−wave pairing which, as experiments show, is the most likely pairing
symmetry in LiFeAs. We find four different configurations of the s−wave gap immediately below
Tc: the one in which superconducting gap changes sign between two inner hole pockets and between
the outer hole pocket and two electron pockets, the one in which the gap changes sign between
two electron pockets and three hole pockets, the one in which the gap on the outer hole pocket
differs in sign from the gaps on the other four pockets, and the one in which the gaps on two inner
hole pockets have one sign, and the gaps on the outer hole pockets and on electron pockets have
different sign. Different s-wave gap configurations emerge depending on whether the renormalized
interactions increase attraction within each subset or increase the coupling between particular com-
ponents of the two subsets. We discuss the phase diagram and experimental probes to determine
the structure of the superconducting gap in LiFeAs. We argue that the state with opposite sign of
the gaps on the two inner hole pockets has the best overlap with ARPES data. We also argue that
at low T , the system may enter into a "mixed" s + is state, in which the phases of the gaps on
different pockets differ by less than pi and time-reversal symmetry is spontaneously broken.
PACS numbers: 74.70.Xa, 75.10.Lp, 75.30.Fv, 75.25.Dk
I. INTRODUCTION
The relation between unconventional supercon-
ductivity, the electronic structure and correlations
in multi-band materials is one of the most interest-
ing topics in modern studies of correlated electrons.
The role of electronic correlations for superconduc-
tivity was extensively discussed after the discov-
ery of superconductivity in the cuprates, for which
the most natural mechanism for d−wave pairing
is the exchange of antiferromagnetic spin fluctua-
tions1. Multi-band aspects have been analyzed in
connection with superconductivity in MgB2.2 The
interplay between the multi-band electronic struc-
ture and magnetism has been extensively studied
after the discovery of a new class of iron-based su-
perconductors (FeSCs) – iron pnictides and iron-
chalcogenides.
Most of FeSCs contain quasi-2D hole and elec-
tron pockets, separated by (pi, pi) in the phys-
ical 2-Fe Brillouin zone, and superconductivity
emerges in a close proximity to (pi, pi) magnetism.
The widely discussed theory of superconductiv-
ity in these systems borrows concepts from the
cuprates and assumes that the superconducting
pairing originates from the interaction between
fermions near hole and electron pockets, enhanced
by (pi, pi) spin fluctuations3–7. Such pairing mech-
anism yields s-wave superconductivity in which
the gap changes sign between hole and electron
Fermi surfaces (FSs) – an s+− state. The fine de-
tails of s+− superconductivity may be quite sub-
tle as there are at least two hole pockets and two
symmetry-related electron pockets, and the gaps
on these pockets differ not only by a sign but also
by magnitude. Besides, the pairing interaction is
commonly obtained by converting from the orbital
to the band basis and generally depends on the
angles along hole and electron pockets. This, to-
gether with non-circular character of Fermi sur-
faces, gives rise to angular variations of the gaps,
which can be quite substantial, particularly on
electron pockets. Still, the dominant property of
s+− superconductivity is the sign change between
the FS-averaged gap on hole pockets and on elec-
tron pockets. Properties of s+− superconductors
have been studied in great detail and have been fa-
vorably compared with the large volume of data on
several families of weakly/moderately doped 1111
and 122-types FeSCs4–6,8.
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Recently, there have been several attempts to ex-
pand the class of possible superconducting states
in FeSCs beyond a "plus-minus" s+− state, partic-
ularly in systems which do not show strong anti-
ferromagnetic fluctuations in the proximity of the
superconducting region. One line of research fo-
cused on the interplay between s-wave and d-wave
superconductivity as in most FeScs both channels
are attractive9, another focused on systems which
have only hole or only electron pockets. For the
latter, the interaction between hole and electron
states is likely not the dominant pairing interac-
tion because excitations in one of the two sets are
gapped, and one has to consider an interaction
between hole pockets or between electron pock-
ets as an alternative. In particular, in strongly
hole-doped systems, like KFe2As2,which only have
hole pockets, one proposal is that superconduc-
tivity originates from the repulsive interaction be-
tween the two Γ-centered hole pockets, in which
case the gap must change sign between these two
hole pockets10,11. A competing proposal for the
same material is a dx2−y2 state, which, according
to theory12, is mostly concentrated on the third,
largest hole pocket. Which superconducting or-
der develops in KFe2As2 and, more generally, in
Ba1−xKxFe2As2, is still a subject of debate 13–15,
but, in any case, this example shows that supercon-
ductivity in FeSCs is not restricted to only one par-
ticular s−wave state, unlike in the cuprates, where
the superconductivity is believed to be dx2−y2-
wave in all families and at all hole and electron
dopings where it exists.
The possibility to have different pairing states at
different doping levels of the same material lead to
speculations that in the intermediate regime FeSCs
may possess a superconducting state which breaks
time-reversal symmetry, either s + id state16,17 or
s + is state.18,19 A superconducting state which
breaks time-reversal symmetry has a wealth of in-
triguing properties and has strong potential for ap-
plications. It is then highly desirable to detect such
a state in weakly/moderately doped FeSCs which
contain both hole and electron pockets. Most of
these systems are, however, in close proximity to
antiferromagnetism, in which case the interaction
between fermions near hole and electron pockets is
strongly enhanced and gives rise to a conventional
s+− state.
In this paper we argue that several novel s-wave
superconducting states, including a set of s + is
states, may exist in the stoichiometric LiFeAs.
This material does contain both hole and elec-
tron pockets (see Fig. 1), however, in distinc-
tion to other materials, it superconducts at Tc =
17K already at zero doping20–22 and shows neither
static antiferromagnetic (AF) ordering nor nest-
ing between electron and hole bands23. We argue
that the following two features make this material
unique with respect to superconductivity. First,
due to the specific orbital content of hole and elec-
tron pockets, the system decouples into two weakly
interacting subsets – subset I contains two 3D hole
pockets (α pockets), which exist only in a range of
kz near pi, and subset II contains three quasi-2D
pockets – two electron pockets (β pockets) and one
hole pocket (γ pocket). Second, although the inter-
actions within each subset are at least an order of
magnitude stronger than the interactions between
the subsets, attractive and repulsive components
within each subset are about equal and almost can-
cel each other. As a result, the pairing interaction
within each subset nearly vanishes.
Because of these two features, superconductiv-
ity in LiFeAs is determined by the interplay be-
tween the residual interactions within each of the
two subsets and the interactions between the sub-
sets. Both are small if we use the bare interac-
tions between low-energy fermions, i.e., the ones
which are obtained by just converting the Hubbard
and Hund interactions from the orbital to band ba-
sis. However, intra-subset and inter-subset inter-
actions, which are relevant to superconductivity,
generally differ from the bare ones due to renormal-
izations coming from high-energy fermions. For
those FeSCs, in which superconductivity develops
in close proximity to antiferromagnetism, the con-
ventional recipe how to handle these renormaliza-
tions is to dress interactions by RPA-type correc-
tions from the spin channel4,9. In LiFeAs, however,
there is no evidence that magnetic fluctuations are
strong24. In this situation one generally expects
that the renormalizations of all interactions are
comparable, and dressed interactions remain of the
same magnitude as the bare ones. The strategy
we use in this paper is to vary different couplings
and check which superconducting phases appear
at modest deviations from the original model. We
argue that four different s−wave states are possi-
ble and select the most likely state in LiFeAs by
comparing the distribution of gap magnitudes on
various FSs with the ARPES results.
We present the summary of our results later in
this Section, but before we list the experimental
facts about LiFeAs and present a short summary
of earlier theoretical works.
I.I. Experimental facts about LiFeAs
ARPES23,25,26 and dHvA27 data on LiFeAs
show that the electronic structure does consist of
three hole pockets and two electron pockets (see
Fig. 1). Electron pockets (β pockets in commonly
used notations) are quasi-2D with relatively weak
variation along kz. Among hole pockets, the larger
one – the γ−pocket, is also quasi-two-dimensional
and is centered at (pi, pi) in the Fe-only Brillouin
zone (1Fe BZ). The other two hole pockets (the
α-pockets) are centered at Γ in both 1Fe BZ and
the physical 2Fe BZ and reach the Fermi level only
at kz near pi. Even there, the α pockets are small
Introduction 3
Figure 1. Fermi surface of LiFeAs as deduced from the
ARPES experiments: (a) shows the three-dimensional
version of the Fermi surface and (b) and (c) refer to
the two-dimensional cuts at |kz| = pi (left) and kz =
0, respectively. Hole pockets are located a (0, 0) and
(pi, pi) and electron pockets are at (±pi, 0) and (0,±pi).
In case of kz = 0, the two tiny hole pockets h1,2 vanish
just below the FS and only h3 and e1,2 remain. (d)
shows the zoomed region of the first BZ around the
Γ−point of the BZ with tiny α hole pockets.
and it is possible that one of them remains very
close but still below the Fermi energy. At small
kz the maxima of the dispersion of the two Γ−
bands are far below the Fermi level. ARPES mea-
surements below Tc show that the superconducting
gap is the largest on one of Γ-centered α−pockets
(∆α ∼ 6meV at kz where it exists). The gaps on
γ and β pockets are somewhat smaller, between 3
meV and 4 meV. The gaps do not have nodes, but
do show sizeable variations along the FS: the gap
on the γ pocket has a cos 4θ variation along the
FS25,26 and the gaps on the two electron β pock-
ets vary nearly as ±| cos 2θ|25,26, which is expected
when the hybridization between the two β pockets
is weak. Probably, the gap on the α pocket also
has an angular dependence, but the pocket is too
small to detect the angular dependence along it in
ARPES measurements25,26.
The absence of gap nodes rules out pure non-s-
wave states, like d−wave. More complex states like
s+ id or p+ ip are possible. However, the observed
cos 4θ gap variation on the γ pocket strongly sug-
gests that the gap is s−wave, like in other FeSCs
with sizable hole and electron pockets. The is-
sue, which ARPES experiments cannot resolve, is
whether the s-wave state is a conventional s+−
with a positive gap on all hole pockets and a neg-
ative one on electron pockets (or vise versa), or
some other s−wave with, e.g., plus-minus gap be-
tween the two Γ-centered α−pockets. The quasi-
particle interference experiments can, in principle,
determine relative signs of the gaps on various FSs
but the data for LiFeAs are not conclusive at the
moment.28–30 Like we said, a conventional s+−
state develops if there is a strong interaction be-
tween hole and electron pockets. The enhancement
of electron-hole interaction is believed to come
from magnetic fluctuations. Given that the gap on
the α pocket is larger than that on the γ pocket,
spin fluctuations must be strong at momenta near
(pi, pi). One way to verify this experimentally is
to check whether the magnetic response at or near
Q = (pi, pi) shows a resonance peak below Tc31.
Several neutron scattering experiments on LiFeAs
have been performed recently32–34, including one
study34 on superconducting single crystals. An
enhanced intensity at an incommensurate momen-
tum close to (pi, pi) has been observed, however its
variation across Tc was found to be too weak to
draw a definite conclusion whether or not there is
a resonance peak below Tc24.
I.II. Earlier theoretical works
On the theory side, several groups analyzed su-
perconducting order and the structure of magnetic
excitations in LiFeAs using different techniques.
A functional renormalization group (fRG) study
found a conventional s+−−wave superconductiv-
ity, which develops simultaneously with (pi, pi) an-
tiferromagnetic fluctuations35. Wang et al36 ana-
lyzed superconductivity in LiFeAs within the RPA
scheme, using the ten-orbital 3D band dispersion
chosen to match the FSs observed in ARPES.
This group also found a conventional s+− super-
conductivity, driven by (pi, pi) interaction between
fermions near hole and electron pockets. They cal-
culated the ratios of the superconducting gaps at
T = Tc − 0 and found a good match with the gap
ratio on the γ and β pockets. However, the gap
on the α pocket turns out to be smaller than the
other gaps, in disagreement with the ARPES re-
sults, which show that the α gap is the largest.
Ummarino et al argued39 that one can match the
ratios of all gaps in an s+− state if one combines
magnetic fluctuations at large q ≈ Q and small
q fluctuations, for which, they argued, the best
candidate is electron-phonon interaction. Another
group also found37 that interactions at small mo-
mentum transfer are strong but attributed it to
strong small q magnetic fluctuations. A chiral
p + ip state driven by small q magnetic fluctua-
tions has been proposed but not analyzed in detail
within a microscopic model37.
Yin et al38 analyzed superconductivity in LiFeAs
within the DMFT and obtained a different s-wave
state, in which the (FS averaged) gaps on α and β
pockets have one sign, and the gap on the γ pocket
has another sign.
We did find, in some range of parameters, both
the conventional s+− state and the s-wave state
obtained by Yin et al38. For other parameters,
however, we found two other s-wave states, not
Introduction 4
discussed in earlier literature on LiFeAs. In addi-
tion, we argue that s+ is-superconductivity of one
type or the other can emerge al a low T < Tc.
I.III. Summary of our results
We analyzed superconductivity in LiFeAs using
the same ten-orbital 3D band dispersion and FSs
extracted from ARPES as in Ref.36. For the in-
teraction we used the same model as in earlier
studies9, with Hubbard U and Hund J local in-
teractions in the orbital basis. In distinction to
Ref.36, however, we did not rely on the RPA pro-
cedure for a fixed choice of parameters U and J ,
which are not known precisely anyway. Instead,
our strategy was to consider J/U as a parame-
ter, convert from orbital to band basis, decouple
the interactions into orthogonal s−wave, dx2−y2
and dxy channels, and approximate each interac-
tion by the leading and subleading angular har-
monics, consistent with the given symmetry. Such
an approach has been previously applied to 1111
and 122-type systems10, where it was found that
each intra-pocket and inter-pocket interaction is
well approximated by the first two angular har-
monics. Carrying out this procedure for three dif-
ferent values of J/U , we obtained in each case the
pairing Hamiltonian with a finite number of the
interaction terms. We solved the BCS-type gap
equations at T = Tc and for each J/U analyzed
possible superconducting states, first for bare in-
teractions and then by allowing different interac-
tion components to vary modestly. We assumed,
like in Ref.10, that varying the interaction compo-
nents mimics the effect of static renormalizations
by high-energy fermions. In particular, increasing
the interactions between fermions on hole and elec-
tron pockets mimics the effect of antiferromagnetic
spin fluctuations.
We solved for the pairing in two 2D cross-
sections. One is at kz = 0, when only subset II
is present (the γ pocket and the two β pockets),
another at kz = pi, when both subset I and subset
II are present. We assume that the pairing poten-
tial does not extend over a wide range of kz, in
which case each cross-section can be analyzed in-
dependently. We note, however, that this does not
imply that superconducting gaps are independent
on kz, and for one state (state D, see below) this
dependence is strong.
We begin by discussing our results for s−wave
pairing. We found that, near kz = 0, where only
γ and β pockets are present, the only possible s-
wave superconducting state is a conventional s+−,
in which FS-averaged gap on the γ pocket has
opposite sign to to FS-averaged gaps on the two
β−pockets (see Fig. 2). For bare interactions, the
eigenvalue in s+− channel is close to zero for all
ratios of J/U which we studied. Once inter-pocket
interaction get enhanced, s+− superconductivity
kz=0
Figure 2. The gaps on the γ hole pocket and two β elec-
tron pockets in the s+−− state for kz = 0. The pockets
are presented in the 1Fe zone, with the γ pocket cen-
tered at (pi, pi).
becomes robust.
The angle dependencies of the gaps are a +
b cos 4θ on the γ-pocket and, approximately, c ±
d| cos 2θ| on the two β pockets. The angle depen-
dencies come from two sources: one is the angu-
lar dependence of the interactions, another is the
non-circular form of the FSs. We analyzed only
the angle dependence coming from the interactions
(i.e., we approximated FSs by circles). On the
β pockets, we found that the relative magnitude
of the | cos 2θ| is comparable to that seen in the
experiments25. On the γ pocket, we found that
cos 4θ dependence of the gap, caused by the inter-
action is very weak and, moreover, has the wrong
sign. It is then likely that the observed cos 4θ vari-
ation of the gap on the γ pocket is caused not by
the angle dependence of the interaction but by the
cos 4θ FS anisotropy, as Ref.[11] suggested.
For kz ≤ pi, all five pockets are present and one
has to include the interactions between all pockets.
We found that the matrix gap equation nearly de-
couples between subsets I and II. We argue that
this is a natural consequence of the specific orbital
content of the FSs in LiFeAs. Namely, as Fig.1
shows, the γ pocket and the two β pockets are
predominantly made out of dxy orbitals, with very
little admixture of dxz and dyz orbitals. On the
contrary, the two α pockets are made out of only
dxz and dyz orbitals. As a result, the interaction
between the subset of two α pockets and the sub-
set of γ and β pockets is much weaker than inter-
pocket and intra-pocket interactions within each of
the two subsets. Number-wise, for all three values
of J/U which we used, inter-subset interactions are
one order of magnitude weaker than intra-subset
interactions.
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Figure 3. Four different s−wave solutions at kz =≤ pi. Red and blue colors correspond to FSs belonging to
subsets I and II, respectively. The ”conventional" s+− state is the state B. The three other states, A, C, and D,
are specific to the case of two weakly coupled subsets. The state C has been considered in Ref.38. Each of the
four states has the largest eigenvalue in a finite range of model parameters. The gap structure of the state A has
the best overlap with the ARPES data.
All intra-subset interactions are positive, in which
case the only possible pairing state within each
subset is s+−. For subset I this implies a sign
change between the gaps on the two α pockets,
for subset II this implies the same s+− state as at
kz = 0. For bare interactions, we found, for all
three values of J/U , that the eigenvalues for s+−
solutions are very small in both subsets because re-
pulsive (intra-pocket) and attractive (inter-pocket)
interactions are almost identical. Once we increase
inter-pocket interactions within each subset, s+−
pairing becomes solid. The resulting supercon-
ducting state is the state A shown in Fig. 3a. In
this state, the gap structure in the subset II is the
same as at kz = 0, hence one should not expect
qualitative changes with kz, although the magni-
tude of the gap on γ and β pockets does change
between kz = 0 and kz = pi. The gap in the subset
I changes sign between the two α pockets, i.e., on
one pocket the gap is of the same sign as on the
γ pocket, and on the other it is opposite. It turns
out that the gap on a larger of the two α pockets
(the one which is seen in ARPES) is opposite in
sign to the gap on the γ pocket.
Once we increase the strength of the coupling be-
tween subsets (either instead or in addition to in-
creasing inter-pocket interactions within subsets),
we find that the state A evolves and eventually the
gap on one of the hole pockets changes sign and
the system ends up in one of three other s−wave
states. One of these new states, which we label B
in Fig. 3b, is a conventional s+− state in which
the gap has one sign on all three hole pockets and
another sign on the two electron pockets. This
state emerges at small enough J/U , when we in-
crease the interaction between α and β pockets.
For small J/U the α − β interaction is repulsive,
and its enhancement is expected if antiferromag-
netic fluctuations are strong. Not surprisingly, our
result for stronger α−β interaction coincides with
spin-fluctuation studies of Wang et al36 and Um-
marino et al39.
For larger J/U , the interaction between α and
β pockets turns out to be attractive. When this
Introduction 6
0 0.25 0.5 0.75 1
−1
−0.5
0
0.5
1
φ/2pi
g
ap
fu
n
ct
io
n
s
s-wave A state
0 0.25 0.5 0.75 1
φ/2pi
s-wave B state
0 0.25 0.5 0.75 1
φ/2pi
s-wave C state
0 0.25 0.5 0.75 1
φ/2pi
s-wave D state
inner α -pocket
outer α -pocket
γ -pocket
(pi, 0) β-pocket
(0 , pi ) β-pocket
Figure 4. Distribution of the superconducting gaps on the LiFeAs Fermi surfaces for four different s−wave
solutions at kz =≤ pi. The interaction parameters are shown in Fig. 8 (b),(e). The gap structure of the state A
has the best overlap with the ARPES data.
interaction gets enhanced, the system ends up in
a state in which the gaps on α and β pockets have
the same sign. The gap on the γ pocket has op-
posite sign because of strong repulsion between β
and γ pockets. We label this state C and show it
in Fig.3c. This is the same state which Yin et al
have found38.
When α − β and α − γ interactions both get
larger, and J/U is small enough such that both are
repulsive, the system chooses yet another s−wave
state, in which the gaps on β and γ pockets have
one sign, and the gaps on α pockets have another
sign. We label such state as D and show it in
Fig.3d. To obtain the state D, the combined effect
from α− β and α− γ interactions must overcome
the repulsive interaction between β and γ points.
We present the phase diagrams in Figs. 7 and 8.
We emphasize that the reason why relatively weak
inter-subset interactions can significantly change
the gap structure and transform the state A into
one of the other three states is that, for bare inter-
actions, the largest eigenvalue in each of the two
subsets is near zero, hence the system is quite sus-
ceptible to small perturbations.
The four s-wave states have been obtained by
solving the linearized gap equation and appear
right at Tc. The results for the gap variation
along different FSs in these states are presented
for some characteristic interaction parameters in
Fig.4. We emphasize that these s-wave states
are not orthogonal states, and when interaction
parameters change, the system gradually evolves
from one state to the other. In this respect, the
states A, B, C, and D are not different states in a
thermodynamic sense, but rather different realiza-
tions of the s-wave gap in a multi-band supercon-
ductor. We show examples of the system evolution
from state A to states B and C in Figs. 9 and 10,
respectively, using the paths along the lines AB
and AC in Fig. 8. We found that the evolution is
continuous at Tc, except for one special case.
We compared the gap structure in the states, A,
B, C, and D, and found that the one which has the
best agreement with ARPES data for LiFeAs is the
state A. In this state, the gap on both α pockets
turns out to be the largest out of all gaps, and
the gap on the γ pocket is slightly larger than the
FS-averaged gap on the β pockets. Both results
are consistent with ARPES25. The conventional
s+− state (the state B) agrees less with ARPES
and, at least in some range of parameters, has
accidental nodes on electron pockets. The latter
is inconsistent with both ARPES25 and thermo-
dynamic data40, which indicate that the gaps in
LiFeAs have no nodes. Still, for other parameters
the B state is nodeless and we cannot rule it out as
a potential superconducting state in LiFeAs. The
states C and D are less likely candidates as the
state C has the largest gap on the γ pocket, in dis-
agreement with ARPES, and the state D has nodes
on electron pockets in most of the parameter range
where this state develops at Tc.
We propose the experiment to verify whether the
superconducting state in LiFeAs is the state A.
Namely, we solved for Tc(kz) separately at kz
near pi, where both subsets are present, and at
kz near zero, where only subset II is present, and
found that Tc is larger for kz near pi. In real 3D
systems there is only one Tc for the whole sys-
tem, which, within BCS theory, coincides with the
largest Tc(kz) in kz scans. Below this 3D Tc, the
gaps become non-zero for all kz. However, because
Tc(kz = pi) > Tc(kz = 0), the gaps on γ and β
pockets at kz ≈ 0 remain small until the temper-
ature gets lower than Tc(0). At the same time,
the gaps at kz ≈ pi have conventional BCS forms
with Tc = Tc(pi). This can be explicitly verified in
ARPES by analyzing temperature dependencies of
the gaps in LiFeAs at various kz.
We considered the range T < Tc in more de-
tail. The key result here is similar to the one
found in earlier studies of superconductivity in
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Ba1−xKxFe2As2 (Refs. 18 and 19). Namely, we
found that the system evolution from the state A
to other states (B,C, or D) is not necessary con-
tinuous at low enough T . Specifically, instead of
the evolution in which the gap on one of α pockets
reduces its magnitude to zero and then re-appears
with a different sign, as it happens along the Tc
line (see Figs. 9 and 10), the system prefers, at
low enough T , to invert the sign of one of the α
gaps by gradually changing the phase of the gap
rather than its magnitude. This gives rise to a set
of intermediate s+ is states in which the phases of
the gaps on the two α pockets differ by less than
pi, i.e., time-reversal symmetry is broken. We show
two examples schematically in Fig. 11. We present
the phase diagrams of the system behavior below
Tc in Fig. 12.
Whether or not a s+ is phase exists depends on
parameters, and there is no guarantee that LiFeAs
enters into a state with broken time-reversal sym-
metry at some T < Tc. Still, this is in intriguing
possibility, particularly given that system param-
eters can, in principle, be varied by applying pres-
sure. The "zero-order" evidence for an s+ is state
will be the observation of a phase transition within
the superconducting state at some T < Tc.
For completeness, we also analyzed possible
d−wave superconductivity with both dx2−y2 and
dxy gap structure. We found that dx2−y2 supercon-
ductivity is a strong competitor to s−wave for bare
values of system parameters but becomes less fa-
vorable if we modify s−wave and d−wave interac-
tions by the same amount. This is in line with the
ARPES data which clearly rule out d-wave pair-
ing in LiFeAs. The dxy superconductivity is even
weaker.
The rest of the paper is organized as follows.
In the next section we discuss the tight-binding
Hamiltonian for LiFeAs. In Sec. III we describe
our treatment of the interaction terms, decompose
the pairing interactions at kz = 0 and kz = pi into
s− and d-wave components, and show the near-
separation into two weakly interacting subsets of
two α pockets (subset I) and the other three pock-
ets (subset II). In Sec. IV we analyze the leading
superconducting instabilities in the s−wave chan-
nel. We present the solutions for the bare interac-
tions and for modified interaction parameters. We
show that the gap has one of four different struc-
tures (A,B,C,or D), and discuss how one structure
evolves into the other as we vary the interactions.
In this Section we also present analytical reason-
ing and compare the four gap configurations with
ARPES data. In Sec. V we discuss the system
behavior below Tc and the appearance of an s+ is
state. In Sec. VI we present, for completeness, the
solutions for the gap in dx2−y2 and dxy channels.
We present our conclusions in Sec. VII.
II. TIGHT-BINDING HAMILTONIAN
Tight-binding models, including up to ten
bands, have been developed to describe the band
structure of several families of FeSCs, including
LiFeAs.41,42. The need for a ten-band model for
the full description of fermion hopping is due to
the fact that there are five Fe d-orbitals at a
given site (dxy, dx2−y2 , dxz, dyz, d3r2−z2) and two
non-equivalent positions of a pnictogen (As in our
case), which is located either above or below the
Fe-plane in checkerboard order. The unit cell in
the Fe plane then contains two Fe atoms, and this
doubles the number of Fe orbitals required to fully
describe the hopping. How important it is to use
the ten-orbital model and not the five-orbital one
depends, at least to a certain degree, on the struc-
ture of the superconducting gap. The argument
is that the new physical effect, which is present in
the 10-orbital model, but not in the 5-orbital one,
is the hybridization between the pockets separated
by Q = (pi, pi) in the 1Fe BZ (more accurately,
Q = (pi, pi, 0) in 1111 and 111 systems, like LiFeAs,
and Q = (pi, pi, pi) in 122 systems). The two sets of
pockets in LiFeAs, which are separated by Q, are
the two β pockets (one centered at (0, pi) and an-
other at (pi, 0) in the 1Fe BZ) and α and γ pockets
(α pockets are centered at (0, 0) and γ pocket is
centered at (pi, pi) in the 1Fe BZ). We argue below
that α and γ pockets are weakly coupled because
of different orbital content, hence the hybridization
between the two does not seem to be relevant. For
the two β pockets, hybridization does matter and
may even give rise to a new superconducting or-
der17, however for this the gaps on the two β pock-
ets have to be of opposite sign before hybridization.
This is not the case for s−wave gap structure. For
s−wave pairing, the hybridization splits the gaps
on inner and outer β pockets but it is not expected
to change the physics in a qualitative way. By this
reason, we neglect the hybridization and approxi-
mate the ten-orbital model by the block-diagonal
form.41 H0 =
[
Hss
Haa
]
, where each block is a 5×5
matrix. The block matrices Hss/aak are equivalent
up to the momentum shift Q. To avoid a confu-
sion, we focus only on the 5×5 block in which α
pockets are around kx = ky = 0. We note, for
comparison, that Wang et al36 also approximated
the ten-orbital model by two non-interacting five-
orbital models, but presented the FSs in both ge-
ometries in their plots.
The 5× 5 orbital tight-binding Hamiltonian is
diagonalized by a canonical transformation to
Haa =
5∑
i=1
i(k)a
†
i,kai,k (1)
and the eigenvalues i(k) describe five quasiparticle
dispersions in the band basis. The locations of hole
and electron pockets are specified by i(k) = µ.
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In our calculations, we set the parameters of the
tight-binding model (the elements of the 5×5 ma-
trix) to match the low energy band structure ex-
tracted from the ARPES data36. The resulting
FS’s are depicted in Fig. 1 in the 2Fe BZ, which
is obtained by folding the 1FeBZ with momentum
Q = (pi, pi, 0). The folding implies that one has
to re-draw the FSs in the new BZ with momenta
k˜x = kx + ky and k˜y = kx − ky, k˜z = kz. We
emphasize that the folding mixes the states only
within a cross-section at a given kz. This is a pe-
culiarity of 111 electronic structure of LiFeAs in
which As at a given (kx, ky) remains either above
or below the nearest Fe plane for all values of z.
In 122 systems, the position of As with respect to
the Fe plane oscillates with z and the folding oc-
curs with the wavevector (pi, pi, pi). The colors in
Fig. 1 show the orbital content of each FS, i.e., the
d-orbital component which has the largest overlap
with the corresponding band operator (the largest
coherence factor in the linear transformation from
the orbital to band basis).
There are several prominent features in Fig. 1.
• Like in other FeSCs, there are hole and elec-
tron pockets. Hole pockets (two α pockets
and γ pocket) are centered at kx = ky = 0,
electron pockets (the two β pockets) are cen-
tered at (pi, pi)
• FSs for γ and β bands are quasi-2D, with
rather small dispersion along kz. On the
contrary, the two α pockets have strong kz-
dispersion and are only present at kz > 0.6pi.
As a result, at small kz, the FS in the kx, ky
plane consists of one hole and two electron
pockets, while in the cross-section at kz near
pi, the FS consists of three hole pockets and
two electron pockets.
• The orbital content of the two α FSs is very
different from that of the other three FSs.
The α FSs are made chiefly of dxz and dyz
orbitals. The other three FSs are made pri-
marily of dxy orbital, with rather small ad-
mixture of dxz and dyz orbitals.
These features indicate that the low-energy elec-
tronic structure of LiFeAs consists of two very dif-
ferent subsets. One is made out of quasi-2D γ
and β pockets with primarily dxy orbital content,
and the other is made out of α pockets, which are
highly anisotropic along kz and are made primar-
ily out of dxz and dyz orbitals. We will see below
that this separation into the subsets holds also for
the pairing interactions and gives rise to an uncon-
ventional structure of the superconducting gap in
LiFeAs.
III. INTERACTION TERMS
To describe superconductivity, one needs to
know the structure of the interactions. In a BCS-
type treatment, which we adopt here, relevant in-
teractions are between fermions located right on
the FSs. To obtain these interactions, one needs
to convert the interaction Hamiltonian from the
orbital to band basis and project it onto the FSs.
This procedure is rather straightforward and has
been applied before (see e.g., Ref.10). One takes as
the point of departure the model with on-site Hub-
bard and Hund interactions in the orbital basis, re-
expresses the interaction in terms of band opera-
tors, which are linear combinations of orbital oper-
ators with coefficients obtained from the diagonal-
ization of the tight-binding Hamiltonian, and then
projects the interactions in the band basis onto the
FSs. The coefficients of the transformation from
the orbital to band operators (the coherence fac-
tors) depend on the position of the 3D momenta
on the FS, so in general one has to solve the full
3D gap equation. We will adopt a more restrictive
approach and solve for the pairing in two 2D cross-
sections – one at kz = 0, when only one subset of
FSs is present, and the other at kz = pi, when all
five FSs are present. The first cross-section is rep-
resentative for all kz < 0.6pi, the second one is rep-
resentative for 0.6pi < kz < pi. There is a crossover
from one behavior to the other ar kz ∼ 0.6pi, and to
describe it the fill 3D solution is needed. We argue,
however, that the generic structure of the pairing
state at Tc and the evolution of the gap structure
below Tc are determined chiefly by the behavior at
large and small kz and depend little on the details
of the crossover behavior near kz = 0.6pi.
To solve for the pairing, we adopt the same
approach as in Ref. [10]. Namely, we separate
each interaction between fermions on i and j FSs
(i, j = 1 − 5) into s−wave, dx2−y2 , and dxy chan-
nels, and restrict with the leading angle momen-
tum harmonics in each representation to make the
gap equation tractable analytically and be able to
follow the gap evolution upon changing the param-
eters. The restriction with the leading angular mo-
mentum components was termed10 leading angular
harmonic approximation (LAHA). We use LAHA,
solve for superconductivity and vary the param-
eters of the underlying model to see whether the
solutions that we find are stable with respect to
perturbations.
The point of departure for our analysis is the
multi-orbital local Hamiltonian, which includes
on-site density-density (Hubbard) and exchange
(Hund) intra-orbital and inter-orbital interactions.
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The Hamiltonian is given by
Hint =
U
2
∑
i,ν
σ
niνσniνσ¯ +
U ′
2
∑
i,ν 6=υ
σ,σ′
niνσniυσ′
−J
∑
i,ν 6=υ
Siν · Siυ + J
′
2
∑
i,ν 6=υ
σ
d†iνσd
†
iνσ¯diυσ¯diυσ .(2)
Different symbols are for the intra-orbital Hub-
bard interaction U , inter-orbital Hubbard interac-
tion U ′, inter-orbital exchange J , and pair hop-
ping term J ′. We follow Refs.43,44 and assume
that, to a reasonable accuracy, the interactions can
be thought as originating from a single two-body
term with spin rotational invariance, in which case
J ′ = J and U ′ = U − 5J/2 (Ref.4). This leaves U
and J as the only two parameters in the problem.
Moreover, one of these parameters, say, U , sets
the overall magnitude of the pairing interaction,
while its structure, which determines the structure
of the superconducting gap, depends on the single
parameter J/U , which we will vary.
The BCS Hamiltonian in the band basis has the
form
5∑
i,j=1
∑
ki,pj
Ui,j(kF,i,kF,j )
[
a†k,ia
†
−k,iap,ja−p,j + h.c
]
(3)
where ak,i and ap,j are creation and annihilation
operators in the band basis, and Ui,j(kF,i,kF,j )
are the pairing interactions projected onto the FSs
labeled i and j. We neglected spin indices in (3)
simply because the pairing states which we con-
sider - an s−wave and a d−wave, are spin-singlet
states and have the same spin structure. We do
not consider a p-wave pairing channel.
Each Ui,j is a linear combination of U and J
terms dressed by the coherence factors from the
transformation from orbital to band basis. The
coherence factors depend on the position of k and
are not rotationally-invariant. This leads to the
dependencies of the interactions on momenta along
the FSs. We parametrize kF,i in terms of the FS
angle θi and count θi for all i as deviations from
the same axis.
The LAHA approximation has been considered
before5,10 so we will be quick. There are two classes
of eigenfunctions with s-wave symmetry: one can
be expanded in series of cos 4nφi and cos 4nθi (n =
0, 1, 2...), where φi and θi are angles along hole and
electron pockets, respectively, the other contains
a series of terms cos 4nφi and ± cos (4n+ 2)θj ,
where the overall sign changes between the two
electron pockets. The representatives of the two
classes are cos kx cos ky and (cos kx + cosky). Ex-
panding each of the two near (0, 0) or near (pi, pi)
and projecting onto C4−symmetric hole pockets,
we obtain a series of cos 4nφi terms. Expanding
the same two s-wave terms near (0, pi) and (pi, 0),
we obtain series of cos 4nθi terms for the first and
± cos (4n+ 2)θj for the second.
The LAHA takes the leading terms in each of
the two subsets (i.e., a constant term and ± cos 2θj
term) and neglects subleading terms. Within this
approximation, s-wave gaps on the hole pockets
are angle independent and the ones on electron
pockets are ∆e ± ∆¯e cos 2θ. The LAHA can be
easily extended to include the cos 4φi dependen-
cies.
In explicit form, the s-wave components of the
pairing interactions between different FSs are given
by
Γshihj (φ, φ
′) = Uhihj
Γshie1,hie2(φ, θ) = Uhie (1± 2αhie cos 2θ)
Γse1e1,e2e2(θ, θ
′) = Uee(1± 2αee(cos 2θ + cos 2θ′)
+ 4βee cos 2θ cos 2θ
′
Γse1e2,e2e1(θ, θ
′) = Uee(1± 2αee(cos 2θ − cos 2θ′)
− 4βee cos 2θ cos 2θ′
where h1 and h2 correspond to the two α pockets,
h3 is γ pocket, e1,2 are the two electron pockets.
For convenience of presentation we label the angles
along hole pockets as φ and φ′ and the angles along
electron pockets as θ and θ′. In terms with Γsab,cd
the plus sign in the r.h.s. is for ab combination and
minus sign is cd combination. The interaction Uee
is the sum of the interaction within a given elec-
tron pocket and inter-pocket interaction between
the two electron pockets10. The coefficients – the
overall factors Ui,j and the angle-dependent factors
αi,j are obtained from the orbital model using the
procedure which we described above. The values of
Ui,j and αi,j are obviously different for different kz.
In Tables I-II we show the results for three differ-
ent values of J (including the one used in Ref.10).
In Fig.5 we plot the interactions Γsi,j(kF ,k′F ) be-
tween fermions on the Fermi surfaces i and j for
J = 0.125U .
We clearly see that the interactions between
fermions within subset I (two α pockets h1 and
h2) and within subset II (γ and β pockets, h3 and
e1,2) are far stronger than the interactions between
the two subsets. This is expected given the differ-
ence in the orbital content of FSs from subsets I
and II.
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s-wave Uh1h1 Uh2h2 Uh3h3 Uh1h2 Uh1h3 Uh2h3 Uh1e αh1e Uh2e αh2e Uh3e αh3e Uee αee βee
J = 0.0U 0.46 0.50 0.60 0.47 0.15 0.12 0.14 0.34 0.22 0.49 0.60 -0.12 0.60 -0.12 0.03
J = 0.125U 0.50 0.56 0.56 0.53 0.07 0.04 0.06 1.16 0.03 2.90 0.56 -0.13 0.56 -0.14 0.04
J = 0.25U 0.55 0.62 0.52 0.58 -0.01 -0.05 -0.03 -3.33 -0.06 -1.60 0.53 -0.15 0.53 -0.16 0.05
Table I. LAHA projected interactions in the s−wave channel for kz = pi. The energies are in units of U .
s-wave Uh3h3 Uh3e αh3e Uee αee βee
J = 0.0U 0.76 0.68 -0.14 0.61 -0.13 0.04
J = 0.125U 0.74 0.64 -0.16 0.57 -0.15 0.05
J = 0.25U 0.71 0.61 -0.19 0.53 -0.17 0.06
Table II. LAHA projected interactions in the s−wave channel for kz = 0. The energies are in units of U .
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Figure 5. Behavior of the bare interactions Γsi,j(kF ,k′F ) between fermions on the Fermi surfaces i and j of LiFeAs,
as obtained by LAHA procedure for J = 0.125U . We set kF to be along the x direction on the FS labeled by i,
and vary k′F along each of the FSs, labeled by j (i, j = 1− 5). The angle is measured relative to kx.
We extended the analysis to include the
cos 4φ dependence of the interaction on
the γ pocket. We found, however, that
the cos 4θ component is very weak: for
J = 0.125U we found, at kz = 0, Uh3h3(φ, φ′) =
Uh3h3 [1− 0.08 (cos 4φ+ cos 4φ′) + 0.02 cos 4φ cos 4φ′],
where Uh3h3 is the same as in Table III. Such a
small interaction cannot give rise to any sizable
cos 4φ dependence of the gap on the γ pocket. It
is then likely that the observed cos 4φ dependence
of the gap on the γ pocket (Ref.25) is due to the
non-circular form of this FS, as an earlier study
suggested11.
We now use the interactions from Tables I and
II as inputs, solve the coupled linearized gap equa-
tions, and obtain the eigenvalues and the corre-
sponding eigenfunctions (the gaps ∆i) in the s-
wave channel.
IV. THE STRUCTURE OF THE S-WAVE
SUPERCONDUCTING GAP
The gaps on the hole and the electron pockets,
consistent with s−wave interactions, are (for cir-
cular FSs)
∆h1(φ) = ∆h1
∆h2(φ) = ∆h2
∆h3(φ) = ∆h3
∆e1(θ) = ∆e + ∆¯e cos 2θ
∆e2(θ) = ∆e − ∆¯e cos 2θ
(4)
We consider two characteristic kz cuts, one at
kz = pi and the other at kz = 0. For kz = pi, we
solve the set of five coupled linearized gap equa-
tions, for kz = 0 we solve a 3 × 3 set for ∆h3 ,
∆e, and ∆¯e. In each of the two cases we ana-
lyze the eigenfunctions with the largest and next
to largest eigenvalues λj (j numbers the solutions).
The eigenfunction with the largest λj yields the
best solution for the gap for a given J/U in our
one-parameter model. We gauge the relevance of
the solution with next-to-largest λ by looking how
close it is to the largest λ. If the two are close,
the solution with next-to-largest λ is a competitor,
and may win upon a modest modification of the
Hamiltonian (e.g., by lifting a restriction J ′ = J
and U ′ = U − 5J/2 or including the renormaliza-
tions of the vertices by high-energy fermions). If
the largest and next-to-largest λ′s are substantially
different, the best solution we found is unlikely to
change under a modest variation of parameters.
We will see below that, for renormalized interac-
tions, the next-to-largest λ is substantially smaller
The structure of the s-wave superconducting gap 11
0 0.25 0.5 0.75 1
−1
−0.5
0
0.5
1
φ/2pi
g
a p
f u
n
c t
i o
n
s
leading s-wave state
0 0.25 0.5 0.75 1
φ/2pi
leading dx2−y2 -wave state
0 0.25 0.5 0.75 1
φ/2pi
leading dxy-wave state
 
 
inner α-pocket
outer α-pocket
γ-pocket
(pi, 0) β-pocket
(0,pi) β-pocket
Figure 6. s-wave (left panel), dx2−y2 -wave (central panel), and dxy-wave (right panel) leading eigenvalue solutions
obtained by applying LAHA for the bare parameters and J = 0125U .
than the largest one, i.e., it is sufficient to consider
only the leading solution. We will also see that for
un-renormalized interactions λ for the leading so-
lution is very small, i.e s-wave superconductivity is
"on the verge". The advantage of LAHA is that it
allows us to identify how different interactions af-
fect s−wave superconductivity and to understand
the origin of the gap structure for the leading so-
lution. In addition, it allows to study why the
leading λ is small, and what changes in the system
parameters make λ positive.
We now discuss the results. We first consider
the gap structure for un-renormalized interactions
and then analyze how the gap changes when we
vary the strength of intra-pocket and inter-pocket
interactions.
IV.I. s-wave gap for unrenormalized
interactions
At kz = 0, the solution of the 3× 3 set yields a
conventional s+− superconductivity with the sign
change of the gap between hole and electron pock-
ets (see Fig.2) and with ± cos 2φ gap variation
along electron pockets. We present the results in
Table III and in the left panel of Fig.6.
kz = pi kz = 0
∆h1 +0.54 +0.50
∆h2 −0.65 −0.25
∆h3 +0.12 −0.34 +0.84 −0.14
∆e −0.00 +0.05 −0.43 +0.23
∆¯e +0.52 −0.76 +0.33 +0.96
λ 0.00 −0.00 −0.00 −0.05
Table III. The two largest eigenvalues
of the s-wave solution for J = 0.125U
at the two different kz values. The
overall scale for ∆i is an arbitrary
number. ±0.00 means that eigenvalue
is positive (negative), but is smaller
by magnitude than 5 ∗ 10−3. For
kz = pi, the two largest eigenvalues
correspond to state A in Fig. 3.
At kz = pi we found that the solution with the
largest eigenvalue is the one which involves the sign
change between the two tiny α hole pockets and
between the larger hole pocket and the electron
pockets (see Table III). This is state A in Fig. 3.
In such a state, the gap on one of the α pockets is
opposite to that on the γ pocket. In our model, this
sign change occurs between the gap on the γ pocket
and the outer α pocket, on which the gap has been
measured in ARPES experiments25,26. (ARPES
data obtained by the Dresden group indicates that
the inner hole pocket in LiFeAs may actually be
buried under the FS25.) The exact values of the
largest λ are of order 10−13, i.e., are zero for all
practical purposes.
For comparison, in Table IV we show the results
for the gaps and the eigenvalues λI and λII for
the case when we artificially cut the interaction
between the two subsets. We see that the gap
kz = pi kz = 0
∆h1 +0.72 +0.69 |
∆h2 −0.69 +0.72 |
∆h3 +0.89 +0.14 | +0.84 +0.14
∆e −0.45 +0.07 | −0.43 −0.23
∆¯e −0.06 +0.99 | +0.33 −0.96
λ −0.00 −0.00 −0.04 −1.06 | −0.00 −0.05
Table IV. s-wave solution for J = 0.125U when the
coupling between subset I and II is set to zero.
structure does not change much, but λI and λII
are small negative numbers, i.e., the actual λ in-
creases when the two subsets weakly interact with
each other. The difference is minimal, though, as
all eigenvalues are very close to zero. We will see
below that λ ≈ 0 is the artefact of keeping the
bare values of the interactions. Once we include
modest modifications of the couplings, the largest
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λ becomes of order one.
1. Analytical reasoning
These results can be understood analytically.
Suppose first that the subsets I and II are decou-
pled. A set of linear gap equations can then be
solved independently within each subset. For sub-
set I the leading eigenvalue λI is45
λI =− Uh1h1 + Uh2h2
2
+√(
Uh1h1 − Uh2h2
2
)2
+ U2h1h2 . (5)
It is positive when U2h1h2 > Uh1h1Uh2h2 , i.e., when
inter-pocket interaction exceeds geometric mean of
intra-pocket repulsions. Because intra-pocket in-
teraction is repulsive, the corresponding eigenvec-
tor (proportional to the supercondicting order pa-
rameter) changes sign between the α-pockets. For
our model parameters Uh1h1Uh2h2 ≈ U2h1h2 for all
values of J/U (see Table I). As a result,
λI ≈
U2h1h2 − Uh1h1Uh2h2
Uh1h1 + Uh2h2
(6)
is close to zero despite that Uh1h2 , Uh1h1 , and Uh2h2
are not small. Using the parameters from Table 1
we obtain λI = −0.001 for all three values J/U =
0, 0.125, and 0.25.
In the subset II, superconductivity is due to in-
teraction between hole and electron pockets, like
in many other FeSCs, and the susperconducting
state is a conventional s+−. If the interactions were
angle-independent, λII would be given by
λII = −Uh3h3 + 2Uee
2
+
√(
Uh3h3 − 2Uee
2
)2
+ 2U2h3e.
(7)
where, we remind, Uh3e is intra-pocket hole-
electron interaction and Uh3h3 and Uee are the in-
teraction within the γ and the β pockets, respec-
tively. The condition λII > 0 is Uh3h3Uee < U2h3e.
In our model, Uh3h3 , Uee and Uh3e are about the
same for kz = pi (see Table I) and are different but
satisfy Uh3h3Uee ≈ U2h3e for kz = 0 (see Table II).
For the actual case of angle-dependent interac-
tion between γ and β pockets and between the
two β pockets, λII is determined by the inter-
play between the difference of Uh3h3Uee and U2h3e
and angle-dependent components of the interac-
tion. The value of λII is given by the solution of
λ3 + λ2 (Uh3h3 + 2Uee(1 + 4βee)) + 2λ
(
Uh3h3Uee − U2h3e + 4U2ee(βee − α2ee) + 2βeeUh3h3Uee − 2α2h3eU2h3e
)
−8Uee
(
(α2ee − βee)Uh3h3Uee + U2h3e(βee + α2h3e − 2αeeαh3e)
)
= 0. (8)
Solving this equation for our param-
eters, we obtain for kz = pi, λII =
−0.00040,−0.00037,−0.00033 for J/U = 0, 0.125,
and 0.25, respectively, and for kz = 0,
λII = −0.00006 for all three J/U .
Let us now include a weak coupling between the
two subsets. For analytical understanding, we
replace the actual model with five different FSs
and momentum-dependent interactions by a more
tractable 3-gap model in which we assume that
s+− superconductivity within the subset II is only
weakly affected by the coupling between the sub-
sets and approximate the subset II by a single
eigenfunction (the gap) ∆II and the corresponding
eigenvalue λII , and assume that sublets I and II are
coupled by an effective momentum-independent in-
teraction Uc. In this situation, the eigenvalue λ for
the full system is obtained by solving the 3× 3 set
of linearized gap equations
∆1(U11 + λ) + U12∆2 + Uc∆II = 0,
∆2(U12 + λ) + U22∆2 + Uc∆II = 0,
∆II(λ− λII) + Uc(∆1 + ∆2) = 0. (9)
where U11 ≡ Uh1h1 , U22 ≡ Uh2h2 , U12 ≡ Uh1h2 .
In these notations, λI = −(U11 + U22)/2 +(
(U11 − U22)2/4 + U212
)1/2.
The solution for λ can easily be obtained by solv-
ing the cubic equation on λ. To get a feeling for
the effect of a small inter-subset coupling Uc, let’s
take λI and λII to be zero, i.e., set U11U22 = U212.
One can easily make sure that for a non-zero Uc,
the set (9) has one positive solution. To first order
in Uc, a positive λ is
λ ≈ |Uc|
(
(
√
U11 −
√
U22)
2
U11 + U22
)
(10)
Although λ is positive, it is rather small because
U11 and U22 are quite close. This is in line with
what we obtained numerically. The ratio of the
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Figure 7. The phase diagram obtained by identifying the superconducting s−wave gap structure for given param-
eters with the eienfunction corresponding to the largest eigenvalue of the linearized gap equation. We vary the
coupling either between two subsets I and II (the upper panel) or between electron and hole pockets (the lower
panel). The bare (un-renormalized) values of parameters are the ones shown in Tables II.
gaps on the α pockets is∣∣∣∣∆1 −∆2∆1 + ∆2
∣∣∣∣ ≈ √U11 +√U22√U11 −√U22 (11)
For U11 ∼ U22, we have ∆1 ≈ −∆2 i,e., the su-
perconducting state is the A state. We see there-
fore that, when λI and λII are near zero, as in
our case, the coupling between the subsets keeps
the s+− gap structure within each subset, but in-
creases the value of the eigenvalue λ. In particular,
as we just found, λ immediately becomes positive
at a non-zero Uc if λI = λII = 0. This agrees
with the numerical results in Table III. The rela-
tive phase between the two subsets (e.g., the sign
of the gap on the γ pocket compared to that on
the inner α pocket) is determined by the sign of
Uc. We see from Table III that the two leading
eigenstates can be modeled by coupling the sub-
sets I and II by Uc of different signs.
IV.II. s-wave gap for renormalized
interactions
We now consider what happens if we vary the in-
teractions within each subset and between the two
subsets. There is no clear experimental evidence
that in LiFeAs the renormalizations in one partic-
ular channel are stronger than in the other (e.g.,
there is no evidence that the renormalizations in
the particle-hole spin channel play the dominant
role), and we check what happens when we vary
different interaction components.
We vary the interactions in two different ways.
First we increase/decrease the interactions be-
tween the two subsets, i.e., vary Uh1,2h3 and Uh1,2e.
We show the results in the upper panel of Fig.
7. We recall that for un-renormalized interactions
we obtained the A state, however the eigenvalue
λ is close to zero. We see from Fig. 7 that under
the change of the interactions the system either re-
mains in the state A (and λ increases, as we show
below), or transform into one of three other states
–states B, C, or D, which we presented schemat-
ically in Fig. 3. Specifically, the state A sur-
vives when we predominantly increase Uh1,2h3 , the
state B (a conventional s+− state) wins at small
J/U when we predominantly increase Uh1,2e, the
state C wins at larger J/U , also when we predom-
inantly increase Uh1,2e, and the state D wins when
we increase Uh1,2h3 and Uh1,2e by about the same
amount. Note that all four states can be realized
by modestly varying the interactions. This is ob-
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Figure 8. The same as in Fig. 7 but with Uh1h2 increased by a factor 1.5. The solid line BAC in (e) is the
direction chosen in Figs.9,10. The points A, B, C, D refer to the values of the interaction, employed to obtain the
superconducting gaps plotted in Fig.4.
viously the consequence of the fact that for bare
interactions we are dealing with a near-critical sit-
uation of two weakly coupled subsets, each with
almost vanishing eigenvalue.
The change of the s-wave gap structure is ex-
pected as, e,g., when we increase Uh1,2e at small
J/U , we increase a repulsive interaction between
fermions at α and β pockets, and, when this repul-
sion is strong enough, the system prefers the state
B from Fig. 3, in which the sign of the gaps on both
α pockets is opposite to that on the β pockets. At
larger J/U = 0.25, Uh1,2e is attractive, and, when
this interaction gets larger, the system prefers the
state C from the same Figure, in which the sign of
the gap on the α and β pockets is the same. The
state D is realized when there is a strong repul-
sion between α pockets and both γ and β pockets.
Then the system prefers the state in which the gap
on the α pockets is of one sign, and the gap on β
and γ pockets is of the opposite sign.
In the lower panel in Fig. 7 we show the phase
diagram for the case when we vary interactions in
a different way – by changing the interactions be-
tween hole and electron pockets. An increase of
α − β and γ − β interactions is expected if spin-
fluctuations are strong an peaked at momentum
transfers (0, pi) and (pi, 0) in the unfolded 1Fe zone
((pi, pi) in the folded 2Fe zone). For repulsive in-
teractions between α and β pockets (J = 0 and
J = 0.125U), we found the B phase in a wider
range. This is entirely expected as the B phase is
the anticipated result when spin fluctuations are
strong. For attractive interaction between α and
β pockets (J = 0.25U), we found a wider range
of the C phase. Again, this is an expected result
because, as we said, strong attractive Uh1,2e favors
the state in which the sign of the gap on the α and
β pockets is the same. At the same time, strong
repulsion Uh3e forces the gaps on γ and β pockets
to be of the opposite sign. Note that the phase
D essentially disappears and gets replaced by the
phase C.
In Fig. 8 we show the results for the same vari-
ation of system parameters as in Fig. 7, but, in
addition, we increase Uh1h2 by a factor 1.5. This
is done to model the case when there is an addi-
tional increase of the interaction at small momen-
tum transfer. We see all four phases, as in the pre-
vious figure, but now there is much wider region of
the A phase, particularly in the upper panel. This
is again an expected result as larger repulsion be-
tween the two α pockets stabilizes the state with
plus-minus gap between the α pockets, which is
our A state.
In Table V we show the solution for the gaps and
the eigenvalues for the leading and subleading so-
lutions for the representative parameter set when
J = 0.125U , Uh3e and Uh1h2 are increased by 1.5,
and Uh1,2e is increased by 1.75 compared to the
values in Tables I and II. For kz = pi this corre-
sponds to the point A in Fig. 8 e. We see that the
state A has the largest eigenvalue and much larger
λ than for bare parameters. This obviously leads
to a much larger Tc than for bare parameters.
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kz = pi kz = 0
∆h1 +0.65 +0.07
∆h2 −0.52 +0.48
∆h3 +0.46 +0.08 +0.85 +0.03
∆e −0.30 −0.17 −0.48 −0.17
∆¯e −0.08 −0.86 +0.19 −0.98
λ +0.30 +0.26 +0.27 −0.05
Table V. s-wave solution for J =
0.125U and for modified interactions:
Uh3e and Uh1h2 are increased by 1.5
and Uh1,2e is increased by 1.75 com-
pared to the values in Tables I and II.
For kz = pi, this corresponds to point
A in Fig. 8 e.
Figure 9. Evolution of the gap structure (upper panel)
and the largest eigenvalue (lower panel) along AB line
in Fig. 8 e. The two limiting states are A and B from
Fig. 3.
Figure 10. Same as in Fig. 9 but along AC line in
Fig.8e. The two limiting states are A and C from Fig.
3.
We also see from Table V that the state with
second-to-largest λ is the B state. This is not
surprising as the boundary of the B state is quite
close to point A in Fig. 8 e. In Fig. 9 we show
how the gap structure evolves as the system moves
along AB line in Fig. 8 e. We see that the evo-
lution is continuous. As the system moves along
AB line, the gap on one of the α pockets shrinks,
passes through zero, and then re-appears with the
opposite sign. The other gaps do evolve but pre-
serve signs. It is essential for comparison with the
ARPES data that the angle-dependent cos 2θ com-
ponent of the gap on electron pocket (∆¯e) increases
as the system moves towards the B phase. We
found that in most of the parameter range of the
B phase in Fig. 8 e the gap has accidental nodes
on electron pockets.
In Fig. 10 we show the variation of the gaps
and of the largest eigenvalue as the system moves
in the opposite direction – along AC line towards
the C phase. We see that the evolution is again
continuous, but now the gap on the other α pocket
gets smaller, passes through zero, and re-appears
with a different sign. Interestingly, the gap on the
other α pocket also gets smaller, although does not
change sign. As a result, inside the C phase, the
gaps on the α pockets are much smaller than the
gaps on γ and β pockets. The gap on the γ pocket
is the largest, consistent with the fact that this gap
has a sign opposite to that for all other gaps. Note
also that cos 2θ component of the gap on β pockets
changes sign but does not grow much as the system
moves along AC line, i.e., the superconducting gap
inside the C phase has no accidental nodes.
The evolution from the A state to the D state
occurs in a similar way but involves the vanishing
and eventual sign change of the gap on one of α
pockets and on γ pocket. The two sign changes
generally happen at different values of parameters.
1. Analytical reasoning
The evolution from the state A to the other
states can be traced within our analytical reason-
ing. For the same model with inter-pocket inter-
action Uc, which we used in the previous section,
the eigenvalue λ evolves from the one in Eq. (10)
at small Uc to
λ ≈
√
2|Uc| (12)
when Uc becomes the largest interaction. Simulta-
neously, the ratio of the gaps on the two α pockets
becomes ∣∣∣∣∆1 −∆2∆1 + ∆2
∣∣∣∣ ≈ U11 − U222√2|Uc| (13)
For U11 ∼ U22, we have ∆1 ≈ ∆2, i.e., the gaps on
the two α pockets are of the same sign. Whether
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the resulting state is state B or state C depends on
the sign of Uc.
The analysis of the system evolution with in-
creasing Uc is straightforward, and the result is
that the evolution is continuous: as |Uc| increases,
the gap on one of the α pockets (either ∆1 or ∆2,
depending on the sign of Uc) passes through zero
and re-appears with a different sign. The implica-
tion of this result is that a transformation between
the states A and either B or C (or D) is continuous
along the Tc line.
There is one limiting case, though, when the
system evolution is not continuous. This happens
when intra-pocket repulsions U11 and U22 are iden-
tical. The solution of the set (9) is particularly
simple in this case: there is one negative solution
(which describes s++ superconductivity) and two
potentially positive solutions. These two are
λ1 = λI = −U11 + U12
λ2 =
λII − U11 − U12
2
+
√
(λB + U11 + U12)2
4
+ 2U2c
≈ λII + 2U
2
c
λB + U11 + U12
(14)
where λI and λII are given by Eqs. (5) and
(7), and we recall that U11 ≡ Uh1h1 , U22 ≡
Uh2h2 , U12 ≡ Uh1h2 . The eigenfunction corre-
sponding to λ1 = λI is the A-state, with zero gap
for the subset II, the eigenfunction corresponding
to λ2 is either B or C state, depending on the sign
of Uc. If λI > ΛII and λI > 0, the system orders
into the state A small Uc, and then, at the critical
Uc given by
|Uc| ≈ (λI −λII)1/2
(
λII + U11 + U12
2
)1/2
, (15)
undergoes a discontinuous transition into the state
B or state C. This behavior holds along the Tc line
in Fig. 12(a). If λII > λI , the linearized gap
equation yields only B state or C state. Note that
these states emerges even if λII < 0, because λ2 is
definitely positive for large enough Uc.
IV.III. The selection of the s-wave state –
the comparison with the APRES data
Which of the four s-wave gap configurations
(A,B,C, or D) describes the superconducting state
in LiFeAs depends on the strength of the dressed
interactions in this material. If (pi, pi) spin fluctu-
ations were strong enough, state B would be the
most natural candidate. However, there is still no
complete experimental evidence that spin fluctua-
tions with large momentum transfer are strong24.
There is indirect evidence that spin-fluctuations
with a small momentum transfer may also be
present – ferromagnetic fluctuations in the non-
superconducting Li1−yFe1+yAs with y ≤ 0.04 are
quite strong46.
In the absence of a guide from magnetic mea-
surements, the only way to distinguish between the
states A,B, C, and D is to compare the gap struc-
ture in each of these states with ARPES measure-
ments and find the best match. We recall in this
regard that in the state A the gap is the largest
on the α pockets, the gap on the γ pocket is a bit
larger than the FS-averaged gaps on the β pock-
ets, and there are no accidental nodes. In the state
B, the gaps on the electron pockets are also the
largest, but, at least in some range of parameters,
there are strong cos 2θ gap variations on the elec-
tron pockets and accidental nodes (see Fig. 9).
ARPES data on the other hand show quite con-
vincingly that the gap on electron pockets does
have cos 2θ component, but not strong enough to
cause accidental nodes25. Still, for other parame-
ters the nodes disappear, and we cannot rule out
the state B as a potential superconducting state in
LiFeAs. The states C and D are less likely candi-
dates as the state C has the largest gap on the γ
point, what is inconsistent with ARPES, and the
state D has the nodes on electron pockets in the
large portion of the parameter space where this
state emerges. Overall, from the comparison with
ARPES, the state A appears to be the most likely
candidate. If this is indeed the case, superconduc-
tivity in LiFeAs is unique in the sense that the gap
structure in this material is qualitatively different
from the one in other Fe-based superconductors
with hole and electron pockets.
We propose another experiment to verify
whether the gap structure in LiFeAs is the same as
in the state A. Namely, as we found, the state A
has the highest eigenvalue if LeFeAs can be viewed
as the system of weakly coupled subsets I and II,
with near-zero eigenvalues λI and λII within each
of the two subsets. The actual eigenvalue λ gets
larger due to the coupling between subsets I and
II. This, however, occurs only near kz = pi, where
both subsets are present, but not near kz = 0,
where only subset II is present. As a consequence,
if different regions of kz could become supercon-
ducting independent of each other, the region near
kz = pi would have a higher Tc. In real situation,
the whole 3D material indeed becomes a super-
conductor at the same Tc, which is close to the
one at kz = pi. Below this T , superconductivity at
small kz is induced by proximity. However, the
fact that the coupling λ is larger near kz = pi
than near kz = 0 still implies that the tempera-
ture dependence of the gaps is different in the two
regions. Near kz = pi, the gap(s) follow BCS be-
havior as functions of T/Tc, where Tc is the actual
superconducting temperature. Near kz = 0, the
gaps remain small down to a smaller T < Tc, at
which subset II would become superconducting on
its own, and increases only below this temperature.
It will be very interesting to verify this behavior
by comparing the temperature dependencies of the
gaps, extracted from ARPES measurements below
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Tc.
V. SYSTEM BEHAVIOR AT T < Tc.
So far we only considered the behavior immedi-
ately below Tc. A new behavior may emerge at
a lower T , particularly in a situation when λI and
λII are comparable in strength, as it is the case for
LiFeAs. Namely, at low T , the evolution from state
A to state B or state C is is not necessary continu-
ous even when U11 6= U22. Instead of changing the
magnitudes of the gaps, as it happens at Tc, when
the system moves along AB or AC lines, the sys-
tem prefers to keep the magnitude of the gap fixed
to maximize the condensation energy, and change
instead the phase of the gap. This gives rise to
an intermediate s + is state in which the phases
of the gaps on α pockets differ by less than pi, i.e.,
time-reversal symmetry is broken. We show these
states schematically Fig. 11. In our notations,
such states can be termed as A+iB or A+iC.
Consider as an example the transition from the
A to the B phase using our analytical reasoning
within the effective three-band model with ∆1,∆2,
and ∆II . As we found above, at Tc, the transfor-
mation from the state A to the state B upon in-
creasing Uc is smooth, except when U11 = U22. In
the latter case, the transition from the pure state
A with zero gap in the subset II to the pure state B
is discontinuous and occurs at a critical Uc, given
by Eq. (15).
subset I subset II
B phase
subset I subset II
A phase
subset I subset II
C phase
1
2
2
1
Figure 11. An illustration how the solutions which break time-reversal symmetry appear as the system parameters
evolve along AB and AC lines in Fig. 8e at T < Tc. The double arrow represents the gap in the subset II. The
single lines represent the gaps on the two α pockets which constitute subset I. The two intermediate states can
be termed as A+ iB and A+ iC.
The set of non-linear 3× 3 equations has been an-
alyzed in Refs.18,19, and we borrow the results of
these works. It turns out that, below Tc, the sys-
tem evolution with increasing Uc may occur via an
intermediate phase. In particular, when U11 = U22
and λI > 0 and larger than λII , the analysis
shows18,19 that there necessary exists an interme-
diate state, which begins at Tc at a critical Uc and
extends to a finite range of Uc at T < Tc. In this
intermediate state we have, up to an overall phase
factor, ∆1 = ∆eiψ, ∆2 = ∆e−iψ and ∆II = −a∆,
a > 0. The two phases evolve between ψ = 0 at
the end of the intermediate state at a larger Uc
and ψ = ±pi/2 at the other end. In the interme-
diate phase, the value of ψ can be either positive
(+pi/2 at the lower end) or negative (−pi/2 at the
lower end). The states with ψ and −ψ are related
by time inversion, and the system spontaneously
breaks time-reversal symmetry by selecting either
+ψ or −ψ. Such a state has been labeled18,19 as
s + is. We show the full phase diagram for this
case in Fig. 12a.
When λII > λI , only the B state or C state
emerge at Tc. However, the calculations show that
the intermediateA+iB orA+iC states still emerge
at a smaller T , if the values of λI and λII are close.
We show the phase diagram for this case in Fig.
12b.
When U11 6= U22, the behavior along Tc line is
smooth, no matter what the ratio λI/λII is. How-
ever, if both λI and λII are small and s−wave
superconductivity is induced by the coupling be-
tween the subsets, s+ is state still emerges below
some T < Tc. We show the corresponding phase
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diagram in Fig.12c. It will be very interesting to
analyze the behavior of LiFeAs below Tc and verify
whether there is some evidence for a second phase
transition at T < Tc.
A question which we did not address in this work
is how the gap in the subset II evolves with kz
in the parameter range where the state with the
largest λ at kz = pi is the D state, with differ-
ent gap structure in the subset II from the one
at kz = 0. It is quite possible that in this situ-
ation there exists another time-reversal symmetry
breaking state with different phases of the gaps on
the two electron pockets at intermediate kz. This
question is rather academic though, as the D state
is an unlikely candidate for the superconducting
state in LiFeAs.
A B(C)
TRSB
T=0
T
coupling strength
(a)
T=0
T
coupling strength
TRSB TRSBT=0
T
coupling strength
B(C)
(b)
A B(C)
(c)
Figure 12. The schematic phase diagrams for the system evolution with the change of the system parameters, e.g.,
along AB or AC lines in Fig. 8e. TRSB stand for the intermediate phase in which superconductivity is s-wave,
yet it breaks time-reversal symmetry. Depending on the system parameters, the intermediate phase either occurs
for all temperatures below Tc (panel a) or only at T << Tc.
VI. dx2−y2 AND dxy GAPS STRUCTURE
For completeness we also present the solution for
superconductivity in the d−wave channel. ARPES
data do rule out d−wave pairing in LiFeAs, but
it is still important to know whether one or both
d−wave channels are attractive, and, if so, how
close the d−wave eigenvalue is to the one in the
s−wave channel, i.e., whether one can induce a
d−wave instability by external perturbation, like
pressure.
For dx2−y2 channel, there are two subsets of
angle-dependent terms and we take the leading
eigenfunctions in both of them, like we did in the
s−wave channel. The result is
Γ
dx2−y2
hihj
(φ, φ′) = U˜hihj cos 2φ cos 2φ
′
Γ
dx2−y2
hie1,2
(φ, θ) = U˜hie cos 2φ(±1 + 2α˜hie cos 2θ)
Γ
dx2−y2
e1e1,e2e2(θ, θ
′) = U˜ee(1± 2α˜ee(cos 2θ + cos 2θ′)
+ 4β˜ee cos 2θ cos 2θ
′)
Γ
dx2−y2
e1e2,e2e1(θ, θ
′) = U˜ee(−1∓ 2α˜ee(cos 2θ − cos 2θ′)
+ 4β˜ee cos 2θ cos 2θ
′)
The couplings U˜i,j and the prefactors α˜i,j for the
cos 2θ terms are obtained using the same procedure
as for s−wave. The results are presented in Tables
VI-VII and in Fig.13
For dx2−y2 pairing symmetry, the gaps on different FSs behave as
∆h1(φ) = ∆h1 cos 2φ
∆h2(φ) = ∆h2 cos 2φ
∆h3(φ) = ∆h3 cos 2φ
∆e1(θ) = ∆e + ∆¯e cos 2θ
∆e2(θ) = −∆e + ∆¯e cos 2θ
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dx2−y2 -wave U˜h1h1 U˜h2h2 U˜h3h3 U˜h1h2 U˜h1h3 U˜h2h3 U˜h1e α˜h1e U˜h2e α˜h2e U˜h3e α˜h3e U˜ee α˜ee β˜ee
J = 0.0U 0.36 0.39 0.04 -0.38 0.12 -0.13 0.08 0.71 -0.08 0.71 0.03 0.71 0.02 0.71 0.51
J = 0.125U 0.31 0.34 0.04 -0.33 0.11 -0.11 0.07 0.71 -0.07 0.71 0.02 0.71 0.01 0.71 0.51
J = 0.25U 0.27 0.29 0.03 -0.28 0.09 -0.10 0.06 0.71 -0.06 0.71 0.02 0.71 0.01 0.71 0.51
Table VI. LAHA projected interactions in the dx2−y2−wave channel for kz = pi. The energies are in units of U .
dx2−y2 -wave U˜h3h3 U˜h3e α˜h3e U˜ee α˜ee β˜ee
J = 0.0U 0.01 0.01 0.71 0.02 0.71 0.51
J = 0.125U 0.01 0.01 0.71 0.02 0.71 0.51
J = 0.25U 0.01 0.01 0.71 0.01 0.71 0.51
Table VII. LAHA projected interactions in the dx2−y2−wave channel for kz = 0. The energies are in units of U .
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Figure 13. Behavior of the bare interactions Γdx2−y2 ij(kF ,k′F ) on the Fermi surfaces of LiFeAs as obtained by
LAHA procedure for J = 0.125U . As in the s-wave case, we set kF on the FS labeled by i to be along x direction
and vary k′F along each of the FSs labeled by j. The angle is measured relative to kx.
Solving the set of 5 coupled equations for kz = pi
and the set of three coupled equations for ∆h3 ,
∆e, and ∆¯e, we obtain the results shown in Table.
VIII and Fig.6(central panel). Interestingly, the
kz = pi kz = 0
∆h1 +0.60 +0.57
∆h2 +0.45 −0.00
∆h3 −0.62 +0.00 +0.10 +0.36
∆e −0.05 −0.09 −0.59 +0.53
∆¯e +0.22 −0.81 +0.80 +0.76
λ 0.00 −0.00 −0.00 −0.07
Table VIII. dx2−y2 solution for J =
0.125U . As before, ±0.00 means that
eigenvalue is positive (negative), but
its magnitude is smaller than 5×10−3.
dx2−y2−wave also changes sign between the two
inner α−hole pockets and also between the outer
γ−hole pocket and β-electron pockets.
An important result is that for the bare pa-
rameters the leading eigenvalue for dx2−y2-wave
solution is very close to zero, like in the s-wave
case. As a result, dx2−y2 and s−wave pairings
are strong competitors. The competition holds
when we modify the corresponding interactions in
d−wave and s−wave channels by the same amount.
We show the results in Fig.14. We see that in
some regions dx2−y2 - state is the leading instabil-
ity. Note, however, that if increase the the interac-
tions between the two α-pockets, the phase space
for dx2−y2−wave phase gets significantly reduced.
For the interaction in the dxy channel we have
only one set of eigenfunctions sin(4n+ 2θi) and
sin(4n+ 2φi). Taking the leading sin 2θi compo-
nents we obtain
Γ
dxy
hihj
(φ, φ′) = Uˆhihj sinφ sinφ
′
Γ
dxy
hie
(φ, θ) = Uˆhie sinφ sin θ
Γdxyeiej (θ, θ
′) = Uˆee sin θ sin θ′
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Figure 14. The phase diagram obtained by identifying the superconducting s−wave and d-wave gap structure
for given parameters with the eienfunction corresponding to the largest eigenvalue of the linearized gap equation.
We vary the coupling in a similar fashion for the s−wave and dx2−y2 -wave (the upper panel) either between two
subsets I and II or between electron and hole pockets (the lower panel) . The bare (un-renormalized) values of
parameters are the ones shown in Tables II for the s−wave and Tables VI, IX for the d−wave.
dxy-wave Uˆh1h1 Uˆh2h2 Uˆh3h3 Uˆh1h2 Uˆh1h3 Uˆh2h3 Uˆh1e Uˆh2e Uˆh3e Uˆee
J = 0.0U 0.54 0.59 0.04 -0.57 0.09 -0.09 -0.04 0.04 -0.02 0.01
J = 0.125U 0.48 0.51 0.04 -0.49 0.08 -0.08 -0.04 0.04 -0.01 0.01
J = 0.25U 0.41 0.44 0.03 -0.42 0.07 -0.06 -0.03 0.03 -0.01 0.00
Table IX. LAHA projected interactions in the dxy−wave channel for kz = pi. The energies are in units of U .
dxy-wave Uˆh3h3 Uˆh3e Uˆee
J = 0.0U 0.01 -0.01 0.00
J = 0.125U 0.01 -0.01 0.00
J = 0.25U 0.00 -0.00 0.00
Table X. LAHA projected interactions in the dxy−wave channel for kz = 0. The energies are in units of U .
The coefficients Uˆij are presented in Tables IX-X
and in Fig. 15
The gaps on different FSs are given by
∆h1(φ) = ∆h1 sin 2φ
∆h2(φ) = ∆h2 sin 2φ
∆h3(φ) = ∆h3 sin 2φ
∆e1(θ) = ∆e sin 2θ
∆e2(θ) = ∆e sin 2θ
We present the results for the bare interactions and
J = 0.125U Tables XI and Fig.6 (right panel)
kz = pi kz = 0
∆h1 +0.56 +0.58
∆h2 +0.55 +0.53
∆h3 −0.40 +0.31 +0.83 +0.80
∆e −0.47 +0.53 +0.56 −0.60
λ 0.00 −0.00 −0.00 −0.01
Table XI. dxy solution, J = .125U
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Figure 15. Behavior of the bare interactions Γdxyij (kF ,k
′
F ) on the Fermi surfaces of LiFeAs as obtained by LAHA
procedure for J = 0.125U . As in the s-wave and dx2−y2 -wave cases, we set kF on the FS labeled by i to be along
x direction and vary k′F along each of the FSs labeled by j. The angle is measured relative to kx.
We again see that for bare interactions, the lead-
ing eigenvalue is near zero. However, we found
that, once we modify the system parameters in the
same way as in Fig. 14, dxy state is subdominant
to either s-wave or to dx2−y2-state.
VII. CONCLUSION
In this paper we used the tight-binding model,
derived from ab-initio LDA calculations with hop-
ping parameters extracted from the fit to ARPES
experiments, and analyzed the structure of the
pairing interaction and superconducting gap in
LiFeAs. We decomposed the pairing interaction
for various kz cuts into s− and d-wave components
and analyzed the leading superconducting insta-
bilities. We focused on s−wave pairing as ARPES
experiments ruled out d-wave superconductivity in
LiFeAs.
We find that, for bare interactions, the largest
eigenfunction in the s-wave channel is zero to a
very high accuracy, for all values of J/U which we
considered. In this situation, small changes in the
intra-pocket and inter-pocket interactions due to
renormalizations by high-energy fermions give rise
to a variety of different gap structures, depending
on which interactions get stronger by renormaliza-
tions. We find four different configurations of the
s−wave gap immediately below Tc: the configura-
tion in which the superconducting gap changes sign
between two inner hole pockets and between the
outer hole pocket and two electron pockets (state
A); the one in which the gap changes sign between
two electron pockets and three hole pockets (state
B); the one in which the gap on the outer hole
pocket differs in sign from the gaps on the other
four pockets (state C); and the one in which the
gaps on two inner hole pockets have one sign, and
the gaps on the outer hole pockets and on elec-
tron pockets have different sign (state D). We asso-
ciate the near-degeneracy between different s-wave
states with two features. First, the pairing inter-
action almost decouples between two subsets, one
of which consists of the outer hole pocket and two
electron pockets, which are quasi-2D and are made
mostly out of dxy orbital, and the other consists
of the two inner hole pockets, which are quasi-3D
and are made mostly out of dxz and dyz orbitals.
Second, bare inter-pocket and intra-pocket inter-
actions within each subset are nearly equal. Dif-
ferent s-wave states emerge depending on whether
the renormalized interactions increase the attrac-
tion within each subset or the coupling between
the subsets. We discuss the phase diagram and the
experimental probes to determine the structure of
the superconducting gap in LiFeAs. We argue that
the state A with opposite sign of the gaps on the
two inner hole pockets has the best overlap with
ARPES data.
We found that the four configurations gradually
transform into each other at Tc, upon changing the
system parameters (except for one special case).
However, below Tc, the transformation from one
state to the other is not necessary a continuous
one and may occur via an intermediate state, or a
set of states, in which the phases of the gaps on
different pockets differ by less than pi. In these s+
is states time-reversal symmetry is spontaneously
broken. Whether any of these states is realized
in LiFeAs at a low T remains to be seen, but the
search for potential time-reversal symmetry broken
superconductivity in LiFeAs is clearly called for.
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