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HIGHER ORDER ENERGY FUNCTIONALS
V. BRANDING, S. MONTALDO, C. ONICIUC, AND A. RATTO
Abstract. The study of higher order energy functionals was first proposed by Eells and
Sampson in 1965 and, later, by Eells and Lemaire in 1983. These functionals provide a natu-
ral generalization of the classical energy functional. More precisely, Eells and Sampson sug-
gested the investigation of the so-called ES−r-energy functionals EESr (ϕ) = (1/2)
∫
M
|(d∗+
d)r(ϕ)|2 dV , where ϕ :M → N is a map between two Riemannian manifolds. In the initial
part of this paper we shall clarify some relevant issues about the definition of an ES − r-
harmonic map, i.e, a critical point of EESr (ϕ). That seems important to us because in the
literature other higher order energy functionals have been studied by several authors and
consequently some recent examples need to be discussed and extended: this shall be done
in the first two sections of this work, where we obtain the first examples of proper critical
points of EESr (ϕ) when N = S
m (r ≥ 4, m ≥ 3), and we also prove some general facts which
should be useful for future developments of this subject. Next, we shall compute the Euler-
Lagrange system of equations for EESr (ϕ) for r = 4. We shall apply this result to the study
of maps into space forms and to rotationally symmetric maps: in particular, we shall focus
on the study of various family of conformal maps. In Section 4, we shall also show that, even
if 2r > dimM , the functionals EESr (ϕ) may not satisfy the classical Palais-Smale Condition
(C). In the final part of the paper we shall study the second variation and compute index
and nullity of some significant examples.
1. Introduction
Harmonic maps are the critical points of the energy functional
(1.1) E(ϕ) =
1
2
∫
M
|dϕ|2 dV ,
where ϕ : M → N is a smooth map between two Riemannian manifolds (M, g) and (N, h).
In particular, ϕ is harmonic if it is a solution of the Euler-Lagrange system of equations
associated to (1.1), i.e.,
(1.2) − d∗dϕ = trace∇dϕ = 0 .
The left member of (1.2) is a vector field along the map ϕ or, equivalently, a section of
the pull-back bundle ϕ−1TN : it is called tension field and denoted τ(ϕ). In addition,
we recall that, if ϕ is an isometric immersion, then ϕ is a harmonic map if and only if
the immersion ϕ defines a minimal submanifold of N (see [10, 11] for background). For
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simplicity, we shall assume that M is compact unless differently specified. However, the
Euler-Lagrange equations have validity also when the domain is noncompact, in which case
they are referred to compactly supported variations. Now, let us denote ∇M ,∇N and ∇ϕ the
induced connections on the bundles TM, TN and ϕ−1TN respectively. The rough Laplacian
on sections of ϕ−1TN , denoted ∆, is defined by
∆ = d∗d = −
m∑
i=1
(
∇ϕei∇ϕei −∇ϕ∇Mei ei
)
,
where {ei}mi=1 is a local orthonormal frame field tangent toM . In recent years, the following r-
order versions of the energy functional have attracted an increasing interest from researchers.
If r = 2s, s ≥ 1:
E2s(ϕ) =
1
2
∫
M
〈 (d∗d) . . . (d∗d)︸ ︷︷ ︸
s times
ϕ, (d∗d) . . . (d∗d)︸ ︷︷ ︸
s times
ϕ 〉
N
dV
=
1
2
∫
M
〈∆s−1τ(ϕ), ∆s−1τ(ϕ) 〉
N
dV .(1.3)
In the case that r = 2s+ 1:
E2s+1(ϕ) =
1
2
∫
M
〈 d (d∗d) . . . (d∗d)︸ ︷︷ ︸
s times
ϕ, d (d∗d) . . . (d∗d)︸ ︷︷ ︸
s times
ϕ 〉
N
dV
=
1
2
∫
M
m∑
j=1
〈∇ϕej ∆
s−1
τ(ϕ), ∇ϕej ∆
s−1
τ(ϕ) 〉
N
dV .(1.4)
We say that a map ϕ is r-harmonic if, for all variations ϕt,
d
dt
Er(ϕt)
∣∣∣∣
t=0
= 0 .
In the case that r = 2, the functional (1.3) is called bienergy and its critical points are
the so-called biharmonic maps. At present, a very ample literature on biharmonic maps is
available and we refer to [7, 18, 38, 39] for an introduction to this topic. More generally,
the r-energy functionals Er(ϕ) defined in (1.3), (1.4) have been intensively studied (see
[4, 5, 23, 24, 25, 33, 35, 42, 43], for instance). In particular, the Euler-Lagrange equations for
Er(ϕ) were obtained by Wang [42] and Maeta [23]. The expressions for their second variation
were derived in [24], where it was also shown that a biharmonic map is not always r-harmonic
(r ≥ 3) and, more generally, that an s-harmonic map is not always r-harmonic (2 ≤ s < r).
On the other hand, any harmonic map is trivially r-harmonic for all r ≥ 2. Therefore, we say
that an r-harmonic map is proper if it is not harmonic (similarly, an r-harmonic submanifold,
i.e., an r-harmonic isometric immersion, is proper if it is not minimal). As a general fact, when
the ambient space has nonpositive sectional curvature there are several results which assert
that, under suitable conditions, an r-harmonic submanifold is minimal (see [7], [23], [26] and
[35], for instance), but the Chen conjecture that an arbitrary biharmonic submanifold of Rn
must be minimal is still open (see [8] for recent results in this direction). More generally,
the Maeta conjecture (see [23]) that any r-harmonic submanifold of the Euclidean space is
minimal is open. By contrast, let us denote by Sm(R) the Euclidean sphere of radius R
and write Sm for Sm(1): for the purposes of the present paper it is important to recall the
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following examples of proper r-harmonic submanifolds into spheres (see [25] for the case
r = 3 and [33] for r ≥ 4):
Theorem 1.1. Assume that r ≥ 2, m ≥ 2. Then the small hypersphere i : Sm−1(R) →֒ Sm
is a proper r-harmonic submanifold of Sm if and only if the radius R is equal to 1/
√
r.
Theorem 1.2. Let r ≥ 2, p, q ≥ 1 and assume that the radii R1, R2 verify R21 + R22 = 1.
Then the generalized Clifford torus i : Sp(R1)× Sq(R2) →֒ Sp+q+1 is:
(a) minimal if and only if
(1.5) R21 =
p
p+ q
and R22 =
q
p+ q
;
(b) a proper r-harmonic submanifold of Sp+q+1 if and only if (1.5) does not hold and either
r = 2 , p 6= q and R21 = R22 =
1
2
or r ≥ 3 and t = R21 is a root of the following polynomial:
(1.6) P (t) = r(p+ q) t3 + [q − p− r(q + 2p)] t2 + (2p+ rp) t − p .
Remark 1.3. For a discussion on the existence of positive roots of the polynomial P (t) in
(1.6), which provide proper r-harmonic submanifolds, we refer to [33].
The setting for r-harmonicity which we have outlined so far represents, both from the geo-
metric and the analytic point of view, a convenient approach to the study of higher order
versions of the classical energy functional. On the other hand, we now have to point out
that actually the first idea of studying higher order versions of the energy functional was
formulated in a different way. More precisely, in 1965 Eells and Sampson (see [13]) pro-
posed the following functionals which we denote EESr (ϕ) to remember these two outstanding
mathematicians:
(1.7) EESr (ϕ) =
1
2
∫
M
|(d∗ + d)r(ϕ)|2 dV .
Now, to avoid confusion, it is important to fix the terminology: as we said above, a map ϕ
is r-harmonic if it is a critical point of the functional Er(ϕ) defined in (1.3), (1.4). Instead,
we say that a map ϕ is ES − r-harmonic if it is a critical point of the functional EESr (ϕ)
defined in (1.7). The study of (1.7) was suggested again in [10], but so far very little is
known about these functionals. The main aim of this paper is to make some progress in the
study of EESr (ϕ). In particular, in Section 2 we shall prove that Theorems 1.1 and 1.2 also
hold for the Eells-Sampson energy functionals EESr (ϕ). To prove this, we shall establish a
large setting where the classical principle of symmetric criticality of Palais (see [40]) applies:
we think that this should prove useful also for future developments on this subject. Next, in
Section 3, we shall obtain the Euler-Lagrange equations in the case that r = 4: we shall first
derive them in the general case. Then we shall illustrate some geometric applications and
also the simplifications which occur when the target is a space form. We end this section
analysing under which conditions on a conformal change of the metric of the domain the
identity map becomes ES − 4-harmonic. Section 4 is devoted to the study of rotationally
symmetric r-harmonic and ES − r-harmonic maps between models. First, we concentrate
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on the study of the case r = 4 and analyze both differences and common features for 4-
harmonicity and ES−4-harmonicity. Next, we shall focus on the existence of critical points
within the class of conformal diffeomorphisms and we shall obtain some nonexistence results,
but also a new family of examples for all r ≥ 2. The final part of the paper shall concern
the study of the second variation. In particular, we shall introduce this problem and then
compute index and nullity of some significant examples.
To end this introduction, we think that it is worth pointing out some difficulties which arise
in the study of the functionals EESr (ϕ) and the main differences with respect to the Er(ϕ)’s.
The two types of functionals coincide when r = 2 (the case of biharmonic maps) and r = 3:
this is a consequence of the fact that d∗ vanishes on 0-forms and d2ϕ = 0, as computed in
[10]. The first fundamental difference, as it was already observed in [26], arises when r = 4
because d2τ(ϕ) is not necessarily zero unless N is flat or dimM = 1. So, in general, we have
(1.8) EES4 (ϕ) =
1
2
∫
M
(|d2τ(ϕ)|2 + |d∗dτ(ϕ)|2) dV = 1
2
∫
M
|d2τ(ϕ)|2 dV + E4(ϕ) .
This description of EES4 (ϕ) appeared in [26], but the Euler-Lagrange equations associated
to the first term on the right-side of (1.8) have never been computed and that motivated
our work of Section 3. When r ≥ 5 things become even more complicated. For instance,
we know that the integrand of E5(ϕ) is the squared norm of a 1-form, but we cannot write
EES5 (ϕ) as the sum of E5(ϕ) and a functional which involves only differential forms of degree
p 6= 1. The reason for this is the fact that, in general, the 1-form dd∗dτ(ϕ) (whose squared
norm is the integrand of E5(ϕ)) may mix up with d
∗d2τ(ϕ). Difficulties of this type boost as
r increases and that motivated our approach of Section 2 and Section 4, where we establish
a general setting which is suitable to look for symmetric critical points. Another important
argument which provides support to this idea is the failure, in general, of the possibility to
use the classical Condition (C) of Palais-Smale to deduce the existence of a minimum in a
given homotopy class. More precisely, Eells and Sampson, in their paper [12], formulated
this hope under the assumption that the order r of the functional is big enough with respect
to the dimension of the domain (2r > dimM). We shall illustrate, at the end of Section 4,
that this is not true in general.
2. The principle of symmetric criticality and existence results
In this section we shall prove a version of Theorems 1.1 and 1.2 for the Eells-Sampson
functional EESr (ϕ). More precisely:
Theorem 2.1. Assume that r ≥ 2, m ≥ 2. The small hypersphere i : Sm−1(R) →֒ Sm is a
proper ES − r-harmonic submanifold of Sm if and only if the radius R is equal to 1/√r.
Theorem 2.2. Let r ≥ 2, p, q ≥ 1 and assume that the radii R1, R2 verify R21 + R22 = 1.
Then the generalized Clifford torus i : Sp(R1)× Sq(R2) →֒ Sp+q+1 is:
(a) minimal if and only if
(2.1) R21 =
p
p+ q
and R22 =
q
p+ q
;
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(b) a proper ES − r-harmonic submanifold of Sp+q+1 if and only if (2.1) does not hold and
either
(2.2) r = 2 , p 6= q and R21 = R22 =
1
2
or r ≥ 3 and t = R21 is a root of the following polynomial:
(2.3) P (t) = r(p+ q) t3 + [q − p− r(q + 2p)] t2 + (2p+ rp) t − p .
The proof of these results requires essentially two ingredients. One is the explicit compu-
tation of the terms involving d2: this will be carried out below. The other key tool will be
Proposition 2.5 below, where we show that we can apply a rather general theorem of Palais
which ensures the validity of the so-called principle of symmetric criticality. This result of
Palais can be found in [40], p.22. However, since the paper [40] is written using a rather
obsolete notation, we rewrite it here in a form which is suitable for our purposes. In order to
do this, let us assume that G is a Lie group which acts on both M and N . Then G acts on
C∞(M,N) by (gϕ)(x) = gϕ(g−1x), x ∈ M . We say that a map ϕ is G-equivariant (shortly,
equivariant) if gϕ = ϕ for all g ∈ G. Now, let E : C∞(M,N) → R be a smooth function.
Then we say that E is G-invariant if, for all ϕ ∈ C∞(M,N), E(gϕ) = E(ϕ) for all g ∈ G.
Now we can state the main result in this context:
Theorem 2.3. [40] Let M,N be two Riemannian manifolds and assume that G is a compact
Lie group which acts on both M and N . Let E : C∞(M,N) → R be a smooth, G-invariant
function. If ϕ is G-equivariant, then ϕ is a critical point of E if and only if it is stationary
with respect to G-equivariant variations, i.e., variations ϕt through G-equivariant maps.
Remark 2.4. A map ϕ : M → N can be viewed as a section of the trivial bundle π :
M ×N →M . Actually, the original version of Theorem 2.3 proved in [40] includes the case
of sections of a general G-bundle π : Y →M such that π is equivariant.
Palais observed in [40] that, if G is a group of isometries of both M and N , then the volume
functional and the energy functional are both G-invariant and so the principle of symmetric
criticality stated in Theorem 2.3 applies in both cases: the first, beautiful instances of this
type can be found in the paper [17] for minimal submanifolds and in [41] for harmonic maps.
It is also easy to show that the same is true for the bienergy functional: this is a special case
in a more general setting for a reduction theory for biharmonic maps developed in [28, 30].
Here we shall extend this to the Eells-Sampson functionals EESr (ϕ), r ≥ 3. In particular, we
shall prove:
Proposition 2.5. Let M,N be two Riemannian manifolds and assume that G is a compact
Lie group which acts by isometries on both M and N . If ϕ is a G-equivariant map, then
ϕ is a critical point of EESr (ϕ) if and only if it is stationary with respect to G-equivariant
variations.
Proof. According to Theorem 2.3, it suffices to show that the Eells-Sampson functionals
EESr (ϕ) are invariant by isometries. This is a direct consequence of the following two lem-
mata. We point out that the ideas underlying the proof of Theorem 2.3 imply that, if ϕ is
a G-equivariant map,
dg(τESr (ϕ)) = τ
ES
r (g ◦ ϕ) = τESr (ϕ ◦ g) = τESr (ϕ) ◦ g,
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for any g ∈ G, i.e., τESr (ϕ) is a G-equivariant section. Moreover, using the exponential map
of N and τESr (ϕ), we can construct as usually a G-equivariant variation of the map ϕ such
that its variation vector field is τESr (ϕ), and then we can conclude. By way of summary, to
end the proof of Proposition 2.5, we just need to establish the following two lemmata. 
Lemma 2.6. Let ϕ : M → N be a smooth map. If ψ : M → M is an isometry, then
(2.4) EESr (ϕ) = E
ES
r (ϕ ◦ ψ).
Proof. Let ω ∈ C(ΛkT ∗M ⊗ (ϕ ◦ ψ)−1TN) = Ak((ϕ ◦ ψ)−1TN) and ω ∈ Ak(ϕ−1TN). We
say that ω and ω are ψ-related if ω is the pull-back of ω, i.e.,
ω (X1, . . . , Xk)x = ω (dψ(X1), . . . , dψ(Xk))ψ(x)
for all vectors X1, . . . , Xk ∈ TxM and for all x ∈ M . Performing a change of variables
y = ψ(x) and using the fact that ψ is an isometry it is easy to verify that, if ω and ω are
ψ-related, then |ω|2 and |ω|2 are ψ-related and
∫
M
|ω|2 dV =
∫
M
|ω|2 dV .
Therefore, in order to prove (2.4), it suffices to show that
(2.5)
(
dϕ◦ψ + (dϕ◦ψ)∗
)r−2
τ(ϕ ◦ ψ) and (dϕ + (dϕ)∗)r−2 τ(ϕ) are ψ − related ,
where the notation dϕ◦ψ, dϕ, (dϕ◦ψ)∗, (dϕ)∗ highlights in an obvious way the dependence on
the connection under consideration. First, we observe that the 0-forms τ(ϕ ◦ ψ) and τ(ϕ)
are ψ-related. Indeed,
τ(ϕ ◦ ψ)(x) = dϕ(τ(ψ)) + Trace∇dϕ (dψ(ei), dψ(ei))) = τ(ϕ)(ψ(x))
because ψ is an isometry. Then, by a routine induction argument, we can say that claim
(2.5) is proved if we show that the following two facts are true:
(2.6)
(i) If two k−forms ω and ω are ψ−related, then dϕ◦ψω and dϕω are ψ−related;
(ii) If two k−forms ω and ω are ψ−related, then (dϕ◦ψ)∗ω and (dϕ)∗ω are ψ−related .
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We prove (2.6)(i): at a point x ∈M we have
dϕ◦ψω (X1, . . . , Xk+1) =
k+1∑
i=1
(−1)i+1
(
∇ϕ◦ψXi ω
)(
X1, . . . , X̂i, . . . , Xk+1
)
=
k+1∑
i=1
(−1)i+1
[
∇ϕ◦ψXi
(
ω
(
X1, . . . , X̂i, . . . , Xk+1
))
−
k+1∑
j 6=i,j=1
ω
(
X1, . . . ,∇MXiXj , . . . , X̂i, . . . , Xk+1
) ]
=
k+1∑
i=1
(−1)i+1
[
∇ϕdψ(Xi)
(
ω
(
dψ(X1), . . . , d̂ψ(Xi), . . . , dψ(Xk+1)
))
−
k+1∑
j 6=i,j=1
ω
(
dψ(X1), . . . ,∇Mdψ(Xi)dψ(Xj), . . . , d̂ψ(Xi), . . . , dψ(Xk+1)
) ]
=
k+1∑
i=1
(−1)i+1
(
∇ϕdψ(Xi)ω
)(
dψ(X1), . . . , d̂ψ(Xi), . . . , dψ(Xk+1)
)
= dϕω (dψ(X1), . . . , dψ(Xk+1)) ,
where for the third equality we have used the hypothesis that ω and ω are ψ-related and
dψ
(∇MXiXj) = ∇Mdψ(Xi)dψ(Xj). This completes the proof of (2.6)(i). The argument for
(2.6)(ii) is similar and we omit it, so the proof of Lemma 2.6 is ended. 
Lemma 2.7. Let ϕ : M → N be a smooth map. If Ψ : N → N is an isometry, then
EESr (ϕ) = E
ES
r (Ψ ◦ ϕ).
Proof. Consider ω ∈ Ak(ϕ−1TN) and define dΨ(ω) ∈ Ak((Ψ ◦ ϕ)−1TN) by
(dΨ(ω))(X1, . . . , Xk)x = dΨϕ(x)
(
ω(X1, . . . , Xk)x
)
for any vectors X1, . . . , Xk tangent to M at x, and for any x ∈M . As Ψ is an isometry, we
have
|dΨ(ω)|2 = |ω|2
and therefore ∫
M
|dΨ(ω)|2dV =
∫
M
|ω|2dV .
We note that for the tension fields τ(ϕ) and τ(Ψ◦ϕ), which are 0-forms, we have dΨ(τ(ϕ)) =
τ(Ψ ◦ ϕ). As in Lemma 2.6, it is sufficient to prove the following formulas:
(2.7) dΨ
(
dϕω) = dΨ◦ϕ
(
dΨ(ω)
)
(2.8) dΨ
(
(dϕ)∗ω
)
= (dΨ◦ϕ)∗
(
dΨ(ω)
)
.
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We just prove (2.7) since (2.8) is similar. At a point x ∈M we have
(dΨ(dϕω))(X1, . . . , Xk+1) = dΨ((d
ϕω)(X1, . . . , Xk+1))
= dΨ
( k+1∑
i=1
(−1)i+1
[
∇ϕXiω
(
X1, . . . , X̂i, . . . , Xk+1
)
−
k+1∑
j 6=i,j=1
ω
(
X1, . . . ,∇MXiXj , . . . , X̂i, . . . , Xk+1
) ])
=
k+1∑
i=1
(−1)i+1
[
∇Ψ◦ϕXi
(
(dΨ(ω))
(
X1, . . . , X̂i, . . . , Xk+1
))
−
k+1∑
j 6=i,j=1
(dΨ(ω))
(
X1, . . . ,∇MXiXj , . . . , X̂i, . . . , Xk+1
) ]
=
(
dΨ◦ϕ(dΨ(ω))
)
(X1, . . . , Xk+1) .
Now, for r = 1, 2, it is clear that EESr (ϕ) = E
ES
r (Ψ ◦ ϕ). If r ≥ 3 we have
EESr (ϕ) =
∫
M
∣∣ ((dϕ)∗ + dϕ)r (ϕ)∣∣2dV
=
∫
M
∣∣ ((dϕ)∗ + dϕ)r−2 τ(ϕ)∣∣2dV
=
∫
M
∣∣dΨ( ((dϕ)∗ + dϕ)r−2 τ(ϕ))∣∣2dV
=
∫
M
∣∣ ((dΨ◦ϕ)∗ + dΨ◦ϕ)r−2 dΨ(τ(ϕ))∣∣2dV
=
∫
M
∣∣ ((dΨ◦ϕ)∗ + dΨ◦ϕ)r−2 τ(Ψ ◦ ϕ)∣∣2dV
= EESr (Ψ ◦ ϕ) .

Remark 2.8. The conclusion of Proposition 2.5 is true also for the r-energy functional
Er(ϕ): the proof is essentially the same and so we omit the details.
Remark 2.9. All the objects which contribute to the definitions of EESr (ϕ) and Er(ϕ) de-
pend on the Riemannian metrics of M and N and their covariant derivatives. Therefore,
one may suspect that automatically these two families of functionals are invariant by isome-
tries. However, there is no proof of this claim in the literature and Proposition 2.5 plays a
central role in this paper and, hopefully, in future works on this subject. For these reasons
we thought that it could be useful for the reader to include the details of the proofs of
Lemmata 2.6 and 2.7. Moreover, we point out that, when m = 2r, the functionals EESr (ϕ)
and Er(ϕ) are invariant under homothetic changes of the metric on the domain. If we per-
form such homothetic changes, either in the domain or in the codomain, in the case that
m 6= 2r, then the corresponding r-energies are multiplied by a constant and the associated
Euler-Lagrange equations are invariant. By way of conclusion, we think that these results
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confirm that these two families of functionals provide geometrically interesting higher order
versions of the classical energy functional.
Now we are in the right position to prove our existence results.
Proof of Theorem 2.1. In order to prove Theorem 2.1 it is sufficient to determine the condi-
tion of ES − r-harmonicity for a map defined as follows:
(2.9)
ϕα∗ : S
m−1 → Sm ⊂ Rm × R
w 7→ (sinα∗w, cosα∗) ,
where m ≥ 2 and α∗ is a fixed constant value in the interval (0, π/2). Indeed, if ϕα∗ is a
map as in (2.9), then the induced metric on Sm−1 is given by [ϕα∗ ]∗(gSm) = (sin2 α∗) gSm−1.
Therefore, since ES−r-harmonicity is preserved by multiplication of the Riemannian metric
of the domain manifold by a positive constant, we conclude that if ϕα∗ is a proper ES − r-
harmonic map, then its image ϕα∗(S
m−1) = Sm−1(sinα∗) is a proper ES − r-harmonic small
hypersphere of radius R = sinα∗. By way of summary, we only have to prove that the map
ϕα∗ in (2.9) is a proper ES − r-harmonic map if and only if sinα∗ = 1/
√
r. Now, a key step
in the proof of Theorem 2.1 is the following fact, which we state in the form of a proposition:
Proposition 2.10. Let ϕα∗ : S
m−1 → Sm be a map of the type (2.9). Then
(2.10) EESr (ϕα∗) = Er (ϕα∗) = c εr(α
∗) ,
where
c =
1
2
Vol(Sm−1) (m− 1)r
and the function εr : (0, π/2)→ R is defined by
εr(α) = sin
2 α cos2(r−1) α .
Proof. The second equality in (2.10) was obtained in Lemma 3.8 of [33]. Therefore, we just
have to prove that the first equality of (2.10) holds. In [33] we computed (d∗d)kτ (ϕα∗) and
showed that, for all k ≥ 0, this is of the form c ∂/∂α, where c is a real constant which depends
on α∗ and ∂/∂α is a unit section in the normal bundle of Sm−1(sinα∗) in Sm. Therefore, it
suffices to show that
(2.11) d2
(
∂
∂α
)
≡ 0
for any map of the type (2.9) (note that, with a slight abuse of terminology, ∂/∂α in (2.11)
represents a section of ϕ−1α∗ TS
m). Now, in order to compute the left side of (2.11), we
need to recall some general basic facts (see [10], where a different sign convention for the
curvature is used). Let ϕ : M → N be a smooth map between Riemannian manifolds and
σ ∈ Λk (ϕ−1TN). Then
d2σ = Rϕ ∧ σ ,
where Rϕ denotes the curvature tensor field of ϕ−1TN . In the special case that σ is a 0-form
we have, for all X, Y ∈ C(TM),
(2.12) d2σ(X, Y ) = Rϕ(X, Y )σ = RN(dϕ(X), dϕ(Y ))σ ,
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where RN denotes the curvature tensor field of N . We also recall that, in the special case
that N(ǫ) is a space form of constant sectional curvature ǫ, then
(2.13) RN(ǫ)(X, Y )Z = ǫ
(− 〈X,Z〉Y + 〈Y, Z〉X) ∀X, Y, Z ∈ C(TN(ǫ)) .
Let {ei}, i = 1, . . . , m− 1, be a local orthonormal frame field on Sm−1. By using (2.12) and
(2.13) we compute:
d2
(
∂
∂α
)
(ei, ej) = R
Sm (dϕα∗(ei), dϕα∗(ej))
(
∂
∂α
)
= 0 , 1 ≤ i, j ≤ m− 1,
and so the proof of Proposition 2.10 is ended. 
We can now end the proof of Theorem 2.1. We observe that G = SO(m) acts naturally
by isometries on both the domain and the codomain of ϕα∗ , and ϕα∗ is G-equivariant (the
action of G on the codomain is on the first m coordinates of Rm+1). Therefore, we can apply
the principle of symmetric criticality as stated in Proposition 2.5 and conclude that ϕα∗ is a
critical point of the ES − r-energy functional if and only if it is stationary with respect to
equivariant variations. Now, since m ≥ 2, this means that we just have to consider variations
of the type
(ϕα∗)t : S
m−1 → Sm ⊂ Rm × R
w 7→ (sin(α∗ + h(t))w, cos(α∗ + h(t)) ,
where h(t) is an arbitrary smooth function with h(0) = 0. Therefore, we conclude that ϕα∗ is
ES− r-harmonic if and only if α∗ is a critical point of εr(α). As shown in [33], this happens
if and only if sinα∗ = 1/
√
r and so the proof of Theorem 2.1 is completed (formally, if
m = 2, within the class of equivariant variations one should also include variations through
isometries in the direction tangent to the submanifold. But, since the functional is invariant
by isometries, the conclusion is the same). 
Proof of Theorem 2.2. The proof of this theorem follows the same lines of the proof of Theo-
rem 2.1 (here G = SO(p+1)×SO(q+1)) and so we just point out the relevant modifications.
In this case we have to study maps of the following type:
(2.14)
ϕα∗ : S
p(R1)× Sq(R2) → Sp+q+1 ⊂ Rp+1 × Rq+1
(R1w,R2 z) 7→ (sinα∗w, cosα∗ z) ,
where w and z denote the generic point of Sp and Sq respectively, α∗ is an arbitrarily fixed
value in the interval (0, π/2) and R1, R2 are arbitrary positive constants. First, by the same
methods of Proposition 2.10, we conclude that (d∗d)kτ (ϕα∗) = c η, where c is a constant and
η is a unit section in the normal bundle of Sp(sinα∗) × Sq(cosα∗) in Sp+q+1. Next, we find
that d2η = 0 and so we obtain:
Proposition 2.11. Let ϕα∗ : S
p(R1)× Sq(R2)→ Sp+q+1 be as in (2.14).
EESr (ϕα∗) = Er (ϕα∗) = c ε
C
r (α
∗) ,
where
c =
1
2
Vol (Sp(R1)× Sq(R2))
[
p
R21
− q
R22
]2
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and the function εCr : (0, π/2)→ R is defined by
εCr (α) = sin
2 α cos2 α
[
p
R21
cos2 α +
q
R22
sin2 α
]r−2
.
We observe that, in particular, a map of the type (2.14) is harmonic if and only if
(2.15)
p
R21
− q
R22
= 0 .
Now we apply Proposition 2.5 and deduce that we can consider equivariant variations only.
In a fashion similar to the proof of Theorem 2.1 we conclude that ϕα∗ is a proper ES − r-
harmonic map (r ≥ 2) if and only if (2.15) does not hold and α∗ is a critical point of the
function εCr .
If r ≥ 3, then the explicit form of the condition (εCr )′(α∗) = 0 is equivalent to:
(2.16)
p
R21
+
[
(r − 1)
(
q
R22
− p
R21
)
− 2 p
R21
]
sin2 α∗ + r
[
p
R21
− q
R22
]
sin4 α∗ = 0 .
In the case of maps as in (2.14) the induced pull-back metric identifies the domain with
Sp(sinα∗) × Sq(cosα∗). Therefore, in order to ensure that an ES − r-harmonic map of the
type (2.14) is an isometric immersion, it is enough to determine the solutions of (2.16) with
R21 = sin
2 α∗ and R22 = cos
2 α∗. By setting R21 = sin
2 α∗ = t, (2.16) becomes equivalent to
the fact that t is a root of the polynomial P (t) in (2.3) (0 < t < 1).
If r = 2, the condition (εCr )
′(α∗) = 0 is equivalent to α∗ = π/4. Then, imposing the condition
of isometric immersion and since we are looking for proper solutions, we find (2.2) and the
proof is ended. 
Remark 2.12. We point out that Theorems 1.1 and 1.2 were not formulated clearly in [33].
More precisely, it was not made clear there that they referred to the Er(ϕ) functional rather
than to EESr (ϕ). Similarly, in our recent work [34] we proved the existence of several other G-
equivariant examples of proper r-harmonic immersions and maps into rotation hypersurfaces
and ellipsoids: again, it was not clearly stated that these examples were obtained by studying
Er(ϕ) and not E
ES
r (ϕ). However, with the methods of the present paper, it is not difficult
to verify that all the examples of [34] are not only r-harmonic, but also ES − r-harmonic.
Therefore, we consider the present section of this work as a natural completion of [33] and
[34].
Remark 2.13. Theorem 2.2 suggests that the geometric features of proper ES−r-harmonic
submanifolds differ significantly from the biharmonic case and may depend on r. By way of
example, assume that p = q. Then the polynomial P (t) in (2.3) takes the following form:
P (t) = p (2t− 1) (rt2 − rt+ 1) .
Now, if 2 ≤ r ≤ 4, the only root is t = (1/2) and produces a minimal submanifold. But it is
important to point out that, if r ≥ 5, then P (t) has two admissible solutions
t =
1
2
± 1
2
√
r − 4
r
which give rise to proper, r-harmonic (ES − r-harmonic) generalized Clifford tori in S2p+1.
Moreover, let now p 6= q be fixed. It was proved in [33], by studying the discriminant of P (t),
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that there exist three distinct proper r-harmonic (ES−r-harmonic) generalized Clifford tori
in Sp+q+1 provided that r is sufficiently large (see [33] for details).
Remark 2.14. It is possible to study biharmonicity and ES − r-harmonicity also when we
drop the assumption of isometric immersion. More precisely, let us consider a map ϕα∗ as in
(2.14): the analysis in the proof of Theorem 2.2 shows that the map ϕα∗ is proper biharmonic
if and only if α∗ = π/4 and p/R21 6= q/R22. If r ≥ 3, the map ϕα∗ is ES − r-harmonic if and
only if equation (2.16) is satisfied. In particular, a routine analysis shows that, for any p, q,
R1 and R2 such that p/R
2
1 6= q/R22, there always exists a proper ES − r-harmonic map ϕα∗
of type (2.14), but the explicit value of α∗ can be obtained only by using numerical methods.
Remark 2.15. Theorems 2.1 and 2.2 were known when r = 2 (see [6] and [18]) and r = 3
(see [25]). The proofs given in [6, 18, 25] do not use a variational approach as we did, but they
are based on geometric constraints which the second fundamental form of a biharmonic, or
triharmonic, immersion into Sm must satisfy. In the spirit of the discussion in this remark, we
think that it would be interesting to determine the geometric requirements that the second
fundamental form of a proper ES − r-harmonic immersion must verify.
Remark 2.16. We point out that the use of the principle of symmetric criticality of Propo-
sition 2.5 enables us to prove the existence of G-equivariant critical points even if we do not
know the explicit general expression of the ES − r-tension field. For this reason, this seems
to be a very convenient approach to the study of the Eells-Sampson functionals EESr (ϕ). We
shall encounter other instances of this type in Section 4.
2.1. Curves. The notions of r-harmonicity and ES−r-harmonicity can also be defined when
the domain is noncompact, considering compactly supported variations (for more details see
Subsection 3.2). In the special case of curves, it is easy to check that ϕ : (M1, dt2)→ (Nn, h)
is r-harmonic if and only if it is ES − r-harmonic. Now, we assume that ϕ(t) is a geodesic
and we reparametrise it using a diffeomorphism µ(s), where s denotes the arc length; i.e.,
we consider ψ(s) = (ϕ ◦ µ)(s). Then ψ is proper ES-r-harmonic if and only if µ(s) is a
polynomial of order r′, where 2 ≤ r′ ≤ 2r − 1. Indeed, from [23], we have:
τr(ψ) = ∆
r−1
τ(ψ) = (−1)r−1 µ(2r)(s)ϕ′(µ(s)) .
The previous observation produces, in the case of noncompact 1-dimensional domains, proper
ES − r-harmonic (r-harmonic) curves.
3. The Euler-Lagrange equations for EES4 (ϕ): the general case and maps
into space forms
The main aim of this section is to compute the Euler-Lagrange equations for the Eells-
Sampson functional EES4 (ϕ). First, we shall obtain the equations in the general case. Next,
we shall illustrate some relevant simplifications which occur when the target is a space form.
Finally, we will provide some geometric applications in two different contexts: isometric
immersions and conformal deformations of the domain metric.
We consider smooth maps between two Riemannian manifolds ϕ : (Mm, g)→ (Nn, h), where
M is compact and both metrics g, h are fixed. For simplicity, when the context is clear, we
shall write ∇ for ∇M . For a given arbitrary point p ∈M , it is sometimes easier to consider
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a geodesic frame field {Xi} around p and perform the calculations at the point p. We recall
that, when r = 4, the Eells-Sampson functional is
EES4 (ϕ) =
1
2
∫
M
|(d∗ + d)(dτ(ϕ))|2 dV = 1
2
∫
M
|d∗dτ(ϕ) + d2τ(ϕ)|2 dV.
Note that d∗dτ(ϕ) ∈ C(ϕ−1TN) = A0(ϕ−1TN) and d2τ(ϕ) ∈ C(Λ2T ∗M ⊗ ϕ−1TN) =
A2(ϕ−1TN). In order to simplify the formal sum in EES4 (ϕ) we observe that
|d∗dτ(ϕ) + d2τ(ϕ)|2 = |d∗dτ(ϕ)|2 + |d2τ(ϕ)|2 = |∆τ(ϕ)|2 + |d2τ(ϕ)|2.
The curvature term here acquires the form
|d2τ(ϕ)|2 = |Rϕ ∧ τ(ϕ)|2 = 1
2
∑
i,j
|RN(dϕ(Xi), dϕ(Xj))τ(ϕ)|2.
In the sequel, we shall omit to write the symbol
∑
when it is clear from the context.
Therefore, we have
EES4 (ϕ) =
1
2
∫
M
|∆τ(ϕ)|2 dV + 1
4
∫
M
|RN(dϕ(Xi), dϕ(Xj))τ(ϕ)|2 dV
= E4(ϕ) +
1
4
∫
M
|RN(dϕ(Xi), dϕ(Xj))τ(ϕ)|2 dV.
Remark 3.1. It was already noted in [26], equation (2.8), that the four energy of Eells and
Sampson contains a curvature contribution.
In the following we will determine the Euler-Lagrange equation for EES4 (ϕ). To this end we
set
Ê4(ϕ) =
1
2
∫
M
|d2τ(ϕ)|2 dV = 1
4
∫
M
|RN(dϕ(Xi), dϕ(Xj))τ(ϕ)|2 dV,
so that
EES4 (ϕ) = E4(ϕ) + Ê4(ϕ).
Let us consider a smooth variation of ϕ, that is we consider a smooth map
Φ: R×M → N, (t, p) 7→ Φ(t, p) = ϕt(p)
such that ϕ0(p) = ϕ(p) for any p ∈ M , and denote by V its variation vector field, i.e.,
d
dt
∣∣
t=0
ϕt = V . The first variation of E4(ϕ) is already known in the literature (see [23]) and
it is given by
d
dt
E4(ϕt)
∣∣∣∣
t=0
=−
∫
M
〈∆3τ(ϕ) +RN (∆τ(ϕ),∇ϕXiτ(ϕ))dϕ(Xi)
+RN(dϕ(Xi),∆
2
τ(ϕ))dϕ(Xi)− RN(∇ϕXi∆τ(ϕ), τ(ϕ))dϕ(Xi), V 〉 dV
=−
∫
M
〈τ4(ϕ), V 〉 dV .(3.1)
13
We then compute the first variational formula for Ê4(ϕ). For this, we first note that, for
(t, p) arbitrary but fixed, we have
Rϕtp (Xi, Xj)τ(ϕt)p =R
N(dϕt,p(Xi), dϕt,p(Xj))τ(ϕt)p
=RN(dΦ(t,p)(Xi), dΦ(t,p)(Xj))τ(ϕt)p
=RΦ(t,p)(Xi, Xj)τ(ϕt)p,
where, in the last term, τ(ϕt)p is to be understood as a section τ˜ in Φ
−1TN . Of course,
τ˜(t, p) = τ(ϕt)p is not equal to τ(Φ)(t,p). With this setting, the first variation of Ê4(ϕt)
becomes
d
dt
Ê4(ϕt)
∣∣∣∣
t=0
=
1
4
∫
M
∂
∂t
(0, p)(|RΦ(Xi, Xj)τ˜ |2) dV
=
1
2
∫
M
〈∇Φ∂
∂t
(0,p)
RΦ(Xi, Xj)τ˜ , R
ϕ(Xi, Xj)τ(ϕ)〉 dV.(3.2)
Now, a direct calculation in local coordinates, using
∇Φ∂
∂t
(0,p)
τ˜ = −∆V − traceRN(dϕ(·), V )dϕ(·),
gives
∇Φ∂
∂t
(0,p)
RΦ(Xi, Xj)τ˜ =(∇NV (p)RN)(dϕp(Xi), dϕp(Xj), τ(ϕ)p)
+RNϕ(p)(∇ϕXiV, dϕp(Xj))τ(ϕ)p +RNϕ(p)(dϕp(Xi),∇ϕXjV )τ(ϕ)p
+RNϕ(p)(dϕp(Xi), dϕp(Xj))(−∆V − traceRN(dϕ(·), V )dϕ(·)).
This fact, together with
〈RN(dϕ(Xi),∇ϕXjV )τ(ϕ), RN (dϕ(Xi), dϕ(Xj))τ(ϕ)〉
= −〈RN(∇ϕXjV, dϕ(Xi))τ(ϕ), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
= −〈RN(∇ϕXiV, dϕ(Xj))τ(ϕ), RN(dϕ(Xj), dϕ(Xi))τ(ϕ)〉
= 〈RN(∇ϕXiV, dϕ(Xj))τ(ϕ), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉,
and taking into account (3.2), gives the following formula
d
dt
Ê4(ϕt)
∣∣∣∣
t=0
=
1
2
∫
M
〈(∇NV RN)(dϕ(Xi), dϕ(Xj), τ(ϕ)) + 2RN(∇ϕXiV, dϕ(Xj))τ(ϕ)
+RN(dϕ(Xi), dϕ(Xj))(−∆V − traceRN (dϕ(·), V )dϕ(·)),(3.3)
RN(dϕ(Xi), dϕ(Xj))τ(ϕ)
〉
dV.
We are now in the right position to state the main result of this section:
Theorem 3.2. Let (Mm, g) be a compact Riemannian manifold and (Nn, h) a Riemannian
manifold. Consider a smooth map ϕ : M → N . Then the following formula holds
d
dt
EES4 (ϕt)
∣∣∣∣
t=0
= −
∫
M
〈τES4 (ϕ), V 〉 dV,
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where τES4 (ϕ) is given by the following expression
τES4 (ϕ) = τ4(ϕ) + τˆ4(ϕ) ,(3.4)
where
τ4(ϕ) =∆
3
τ(ϕ) +RN(dϕ(Xi),∆
2
τ(ϕ))dϕ(Xi)− RN(∇ϕXi∆τ(ϕ), τ(ϕ))dϕ(Xi)
+RN(∆τ(ϕ),∇ϕXiτ(ϕ))dϕ(Xi) ,
τˆ4(ϕ) =− 1
2
(
2ξ1 + 2d
∗Ω1 +∆Ω0 + traceRN(dϕ(·),Ω0)dϕ(·)
)
,
and we have used the following abbreviations
Ω0 = R
N(dϕ(Xi), dϕ(Xj))(R
N(dϕ(Xi), dϕ(Xj))τ(ϕ)), Ω0 ∈ C(ϕ−1TN),
Ω1(X) = R
N(RN (dϕ(X), dϕ(Xj))τ(ϕ), τ(ϕ))dϕ(Xj), Ω1 ∈ A1(ϕ−1TN),
ξ1 = −(∇NRN)(dϕ(Xj), RN(dϕ(Xi), dϕ(Xj))τ(ϕ), τ(ϕ), dϕ(Xi)), ξ1 ∈ C(ϕ−1TN),
Proof. The proof consists of a manipulation of the terms on the right hand side of (3.3).
First of all we rewrite the second addend as
〈RN(∇ϕXiV , dϕ(Xj))τ(ϕ), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
=〈RN(RN(dϕ(Xi), dϕ(Xj))τ(ϕ), τ(ϕ))dϕ(Xj),∇ϕXiV 〉
=〈Ω1(Xi),∇ϕXiV 〉.
Using that {Xi} is a geodesic frame field around a point p we obtain, at p,
〈Ω1(Xi),∇ϕXiV 〉 = Xi〈Ω1(Xi), V 〉 − 〈∇ϕXiΩ1(Xi), V 〉
= div Y + 〈d∗Ω1, V 〉,(3.5)
where Y = 〈Ω1(Xk), V 〉Xk is a well-defined, global tangent vector field on M .
Next, for the third addend on the right hand side of (3.3), we find
−〈RN (dϕ(Xi), dϕ(Xj))∆V,RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉 = 〈Ω0,∆V 〉.
It follows that
−
∫
M
〈RN(dϕ(Xi), dϕ(Xj))∆V,RN (dϕ(Xi), dϕ(Xj))τ(ϕ)〉 dV
=
∫
M
〈∆Ω0, V 〉 dV.(3.6)
As for the last term on the right hand side of (3.3), we obtain
−〈RN (dϕ(Xi), dϕ(Xj))(traceRN(dϕ(·), V )dϕ(·)), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
= 〈RN(dϕ(Xi), dϕ(Xj))(RN(dϕ(Xi), dϕ(Xj))τ(ϕ)), traceRN(dϕ(·), V )dϕ(·)〉
= 〈Ω0, RN(dϕ(Xk), V )dϕ(Xk)〉
= 〈traceRN (dϕ(·),Ω0)dϕ(·), V 〉.(3.7)
The term in (3.3) that involves the derivative of the curvature on the target is the most
complicated one. In order to manipulate it we need the following symmetries of the derivative
of the curvature tensor field:
(3.8) 〈(∇R)(X, Y, Z,W ), T 〉 = 〈(∇R)(X, T,W,Z), Y 〉
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〈(∇R)(X, Y, Z,W ), T 〉 = 〈(∇R)(X,W, T, Y ), Z〉
(3.9) (∇R)(X, Y, Z,W ) = −(∇R)(X,Z, Y,W ),
where we use the notation
〈(∇R)(X, Y, Z,W ), T 〉 = 〈(∇XR)(Y, Z,W ), T 〉
= 〈∇XR(Y, Z)W − R(∇XY, Z)W −R(Y,∇XZ)W − R(Y, Z)∇XW,T 〉.
Using the second Bianchi-identity, we have
(∇NV (p)RN)(dϕp(Xi), dϕp(Xj), τ(ϕ)p) =− (∇Ndϕp(Xj)RN)(V (p), dϕp(Xi), τ(ϕ)p)
− (∇Ndϕp(Xi)RN)(dϕp(Xj), V (p), τ(ϕ)p).
This leads us to
〈(∇NV (p)RN )(dϕp(Xi),dϕp(Xj), τ(ϕ)p), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
=− 〈(∇Ndϕp(Xj)RN )(V (p), dϕp(Xi), τ(ϕ)p), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
− 〈(∇Ndϕp(Xi)RN )(dϕp(Xj), V (p), τ(ϕ)p), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
=− 2〈(∇Ndϕp(Xj)RN )(V (p), dϕp(Xi), τ(ϕ)p), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉,
where we have applied (3.9) in the second step. Then, applying (3.8), we obtain
〈(∇NV (p)RN )(dϕp(Xi), dϕp(Xj), τ(ϕ)p), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉
= −2〈(∇NRN)(dϕ(Xj), RN(dϕ(Xi), dϕ(Xj))τ(ϕ), τ(ϕ), dϕ(Xi)), V 〉
= 2〈ξ1, V 〉.(3.10)
Finally, replacing (3.5), (3.6), (3.7), (3.10) into (3.3), we obtain
d
dt
∣∣∣∣
t=0
Ê4(ϕt) =
1
2
∫
M
〈2ξ1 + 2d∗Ω1 +∆Ω0 + traceRN(dϕ(·),Ω0)dϕ(·), V 〉 dV
= −
∫
M
〈τˆ4(ϕ), V 〉 dV ,
from which the proof follows immediately taking into account (3.1).

Remark 3.3. We point out that the Euler-Lagrange equation τES4 (ϕ) = 0 is a semi-linear
elliptic system of order 8. The leading terms are given by τ4(ϕ), while τˆ4(ϕ) provides a
differential operator of order 4.
3.1. The case of space form target. In the case that the target manifold (Nn, h) is a real
space form Nn(ǫ) with constant curvature ǫ we can expect that the first variational formula
of Ê4(ϕ) simplifies. Indeed, since the curvature is constant, (3.3) becomes:
d
dt
Ê4(ϕt)
∣∣∣∣
t=0
=
1
2
∫
M
〈
2RN(∇ϕXiV, dϕ(Xj))τ(ϕ)
+RN (dϕ(Xi), dϕ(Xj))(−∆V − traceRN(dϕ(·), V )dϕ(·)),
RN (dϕ(Xi), dϕ(Xj))τ(ϕ)
〉
dV.(3.11)
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In the following we will compute all the terms on the right hand side of (3.11). Recall that
〈RN(∇ϕXiV , dϕ(Xj))τ(ϕ), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉 = div Y + 〈d∗Ω1, V 〉,
where Ω1 ∈ A1(ϕ−1TN) is defined as
Ω1(X) = R
N
(
RN (dϕ(X), dϕ(Xj))τ(ϕ), τ(ϕ)
)
dϕ(Xj)
and Y = 〈Ω1(Xk), V 〉Xk is a well-defined, global vector field on M . Next, for our purposes,
it turns out to be useful to define the following vector field:
Z = 〈τ(ϕ), dϕ(Xk)〉Xk = −(div S)♯,
where S is the stress-energy tensor field associated to ϕ. Clearly, we have
divZ = |τ(ϕ)|2 + 〈dϕ,∇ϕτ(ϕ)〉.(3.12)
We can now state our main result in the context of maps into a space form:
Theorem 3.4. In the case that (Nn, h) = Nn(ǫ) the terms in the expression of τES4 (ϕ) given
by (3.4) simplify as follows:
ξ1 =0,
Ω0 =2ǫ
2(trace〈dϕ(·), dϕ(Z)〉dϕ(·)− |dϕ|2dϕ(Z)),
Ω1 =ǫ
2
(|Z|2dϕ(·)− Z♭ ⊗ dϕ(Z)− 〈dϕ(Z), dϕ(·)〉τ(ϕ) + |dϕ|2Z♭ ⊗ τ(ϕ)).
Proof. By assumption N has constant sectional curvature and that implies ξ1 = 0. By a
direct calculation we find:
Ω0 =ǫ〈RN(dϕ(Xi), dϕ(Xj))τ(ϕ), dϕ(Xj)〉dϕ(Xi)
− ǫ〈RN (dϕ(Xi), dϕ(Xj))τ(ϕ), dϕ(Xi)〉dϕ(Xj)
=ǫ2
(〈τ(ϕ), dϕ(Xj)〉〈dϕ(Xi), dϕ(Xj)〉dϕ(Xi)
− 〈τ(ϕ), dϕ(Xi)〉〈dϕ(Xj), dϕ(Xj)〉dϕ(Xi)
− 〈τ(ϕ), dϕ(Xj)〉〈dϕ(Xi), dϕ(Xi)〉dϕ(Xj)
+ 〈τ(ϕ), dϕ(Xi)〉〈dϕ(Xj), dϕ(Xi)〉dϕ(Xj)
)
=2ǫ2
(
Zj〈dϕ(Xi), dϕ(Xj)〉dϕ(Xi)− Z i〈dϕ(Xj), dϕ(Xj)〉dϕ(Xi)
)
=2ǫ2
(
trace〈dϕ(·), dϕ(Z)〉dϕ(·)− |dϕ|2dϕ(Z)).
In addition, we obtain
Ω1(Xi) =ǫ
(〈dϕ(Xj), τ(ϕ)〉RN(dϕ(Xi), dϕ(Xj))τ(ϕ)− 〈dϕ(Xj), RN(dϕ(Xi), dϕ(Xj))τ(ϕ)〉τ(ϕ))
=ǫ2
(〈dϕ(Xj), τ(ϕ)〉〈τ(ϕ), dϕ(Xj)〉dϕ(Xi)− 〈dϕ(Xj), τ(ϕ)〉〈τ(ϕ), dϕ(Xi)〉dϕ(Xj)
− 〈τ(ϕ), dϕ(Xj)〉〈dϕ(Xj), dϕ(Xi)〉τ(ϕ) + 〈τ(ϕ), dϕ(Xi)〉〈dϕ(Xj), dϕ(Xj)〉τ(ϕ)
)
=ǫ2(|Z|2dϕ(Xi)− 〈Z,Xi〉dϕ(Z)− 〈dϕ(Z), dϕ(Xi)〉τ(ϕ) + 〈Z,Xi〉|dϕ|2τ(ϕ)),
where we used the expression for Z in the last step.

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3.2. Some geometric applications. So far we have studied the Eells-Sampson 4-energy
and its critical points in the case of a compact domain M . However, we can extend our
results to the case of a noncompact domain M . To this purpose, we consider all compact
subsets D ⊂M with smooth boundary and define
EES4 (ϕ;D) =
1
2
∫
D
|(d∗ + d)4(ϕ)|2 dV.
For each such subset D we consider all smooth variations Φ = {ϕt}t of ϕ such that ϕt = ϕ on
M \D for any t, that is we consider all variations which have their support in D. All terms of
the form div Y which appear in the derivation of the Euler-Lagrange equation for EES4 have
the property that Y contains the variation vector field V or its covariant derivatives of first or
second order. For this reason Y vanishes on M \D and, by continuity, on its closure M \D.
Consequently, Y vanishes on the boundary of D. Finally, using the divergence theorem, we
conclude that all the results which we have proved in the compact case also hold in the case
of a noncompact domain. Now, we recall that
d
dt
Ê4(ϕt)
∣∣∣∣
t=0
=
1
2
∫
M
〈∇Φ∂
∂t
(0,p)
RΦ(Xi, Xj)τ˜ , R
ϕ(Xi, Xj)τ(ϕ)〉 dV.(3.13)
In particular, we observe that if Rϕ(X, Y )τ(ϕ) = 0 for any X, Y ∈ C(TM), then ϕ is
an absolute minimum for Ê4(ϕ) and so, from (3.13), we recover that it is a critical point
for Ê4(ϕ). By way of summary, we have proved that the following proposition is true for
arbitrary M (compact or noncompact):
Proposition 3.5. Let ϕ : (Mm, g)→ (Nn, h) be a smooth map. Assume that Rϕ(X, Y )τ(ϕ) =
0 for any X, Y ∈ C(TM). Then ϕ is a critical point of EES4 if and only if it is a critical
point of E4.
Corollary 3.6. Let ϕ : (Mm, g)→ Nn(ǫ) be a smooth map. Assume that τ(ϕ) is orthogonal
to the image of the map. Then ϕ is ES-4-harmonic if and only if it is 4-harmonic. In
particular, if ϕ : Mm → Nn(ǫ) is an isometric immersion, then it is ES-4-harmonic if and
only if it is 4-harmonic.
Proof. Essentially, this corollary is a direct consequence of (2.13). Alternatively, we can
prove it by using our vector field Z as follows:
1
2
|RN(dϕ(Xi), dϕ(Xj))τ(ϕ)|2 =ǫ2(|Z|2|dϕ|2 − Z iZj〈dϕ(Xi), dϕ(Xj)〉)
=ǫ2(|Z|2|dϕ|2 − |dϕ(Z)|2〉).
Now, if τ(ϕ) is orthogonal to the image of the map, then Z = 〈dφ(Xk), τ(ϕ)〉Xk = 0 and
consequently Ê4(ϕ) = 0. 
3.3. Conformal deformations and ES − 4-harmonic metrics. In their paper [3] the
authors introduced the notion of a biharmonic metric as follows. Let us consider the identity
map Id : (M, g)→ (M, g): they say that a conformally equivalent metric g˜ = e2γg, where γ
denotes a smooth function on M , is a biharmonic metric (with respect to g) if the identity
map
(3.14) I˜d : (M, g˜)→ (M, g)
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is biharmonic. There turns out to be an interesting connection between the construction
of biharmonic metrics and isoparametric functions. In particular, Baird and Kamissoko
proved that, if (Mm, g) (m 6= 2) is an Einstein manifold and g˜ = e2γg is biharmonic, then
γ is an isoparametric function. Conversely, given an isoparametric function f on M , there
exists a local reparametrization γ = γ(f) which defines a biharmonic metric. In a similar
spirit, the aim of this subsection is to introduce the notion of an ES − 4-harmonic metric
and compute the relevant Euler-Lagrange equation using our general results for ES − 4-
harmonic maps. More precisely, let us assume that the manifold (M, g) in (3.14) is a space
form N(ǫ) of constant sectional curvature ǫ. We shall consider several different differential
operators: the symbol ˜ over an operator indicates that it must be computed with respect
to the metrics g˜ in the domain and g in the codomain. If the ˜ is omitted, it means that we
are considering an operator defined by means of g both in the domain and the target. Now,
in order to describe our program, it is convenient to recall a few basic general facts (see [3]).
Let ϕ : (Mm, g) → (Nn, h) be a smooth map and g˜ = e2γg a metric conformally equivalent
to g. Then, setting ϕ˜ : (Mm, g˜)→ (Nn, h), we have:
τ(ϕ˜) = e−2γ [τ(ϕ) + (m− 2)dϕ(grad γ)] .
Moreover, for any V ∈ Γ(ϕ−1TN), we have:
(3.15) ∆˜ = ∆˜ = e−2γ
[
∆V − (m− 2)∇ϕgrad γV
]
.
We observe that, in the special case of maps as in (3.14), the tension field, which we shall
denote by τ˜ , assumes the following simple expression:
(3.16) τ˜ = τ(I˜d) = (m− 2) e−2γ grad γ .
Now, it is natural to give the following
Definition 3.7. Let (Mm, g), m 6= 2, be a Riemannian manifold. We say that a conformally
equivalent metric g˜ = e2γg is an ES − 4-harmonic metric (with respect to g) if the identity
map (3.14) is ES − 4-harmonic.
As an application of Theorems 3.2 and 3.4, we obtain the following description of ES − 4-
harmonic metrics on space forms:
Proposition 3.8. Let (Mm, g), m 6= 2, be a space form N(ǫ). Then a conformally equivalent
metric g˜ = e2γg is an ES − 4-harmonic metric if and only if
(3.17) τES4 (I˜d) = τ4(I˜d) + τˆ4(I˜d) = 0 ,
where, in terms of the tension field τ˜ in (3.16), we have:
τ4(I˜d) = ∆˜
3τ˜ + ǫe−2γ
[
(1−m)∆˜2τ˜ −∇τ˜∆˜τ˜ −∇∆˜τ˜ τ˜
+
(
div∆˜τ˜
)
τ˜ + (divτ˜ ) ∆˜τ˜
]
(3.18)
and
τˆ4(I˜d) = (m− 1)ǫ2 ∆˜
(
e−4γ τ˜
)
+ǫ2e−4γ
[
(m− 2)(div τ˜ )τ˜ + (m− 2)∇τ˜ τ˜ + (m− 4)|τ˜ |2 grad γ(3.19)
+(m− 2)(m− 4)〈τ˜ , grad γ〉τ˜ + grad (|τ˜ |2)− (m− 1)2ǫe−2γ τ˜],
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where |(·)| and 〈(·), (·)〉 are computed with respect to g.
Proof. The proof amounts to the explicit computation of τES4 (I˜d) according to the general
formulas obtained in Theorems 3.2 and 3.4. Since no new ideas are involved in this type
of calculations, we limit ourselves to summarize the intermediate steps which can then be
added up together to yield (3.18) and (3.19). In particular, using the explicit form (2.13) of
the sectional curvature tensor field we obtain:
RN(ǫ)
(
Xi, ∆˜
2τ˜
)
Xi = ǫe
−2γ (1−m)∆˜2τ˜
−RN(ǫ)(∇Xi∆˜τ˜ , τ˜)Xi = ǫe−2γ [−∇τ˜ ∆˜τ˜ −∇∆˜τ˜ τ˜]
RN(ǫ)
(
∆˜τ˜ ,∇Xi τ˜
)
Xi = ǫe
−2γ [ (div∆˜τ˜) τ˜ + (divτ˜ ) ∆˜τ˜]
As for the part which concerns τˆ4(I˜d), we have:
Ω0 = 2ǫ
2 e−4γ (1−m) τ˜
Ω1(X) = ǫ
2 e−2γ
[|τ˜ |2X + (m− 2)〈τ˜ , X〉τ˜]
∆˜Ω0 = 2(1−m)ǫ2 ∆˜
(
e−4γ τ˜
)
RN(ǫ)
(
Xi,Ω0
)
Xi = 2(m− 1)2ǫ3 e−6γ τ˜
and
d∗Ω1 = −ǫ2 e−4γ
[
(m− 2)(divτ˜ )τ˜ + (m− 2)∇τ˜ τ˜ + (m− 4)|τ˜ |2 grad γ
+(m− 2)(m− 4)〈τ˜ , grad γ〉τ˜ + grad (|τ˜ |2)] .

Remark 3.9. Using (3.15) it is possible to express τˆ4(I˜d) in terms of γ. In particular, a
straightforward computation shows that
τˆ4(I˜d) = ǫ
2e−8γ(m− 2)
{
(m− 1)∆grad γ
+
1
2
(13m− 14) grad (| gradγ|2)− [(m2 + 2m− 2)∆γ(3.20)
−(m− 1)(m2 − 4m− 32)| gradγ|2 + ǫ(m− 1)2
]
grad γ
}
.
Inspection of (3.20) suggests that the equation τˆ4(I˜d) = 0 displays some common features
with the condition for biharmonic metrics which was obtained and studied in [3]. In order
to illustrate this claim in more detail, let us assume that γ = γ(ρ), where ρ denotes the
distance from a fixed point p. Then a routine computation shows that, in the two significant
cases, the equation τˆ4(I˜d) = 0 takes the following form:
Case ǫ = 1, m ≥ 3:
γ(3)(ρ) =
(
m2 − 4m− 32) γ˙(ρ)3 + (m2 + 2m− 2) cot(ρ)γ˙(ρ)2
−(m− 1) cot(ρ)γ¨(ρ) + γ˙(ρ) [(m+ 16)γ¨(ρ) + (m− 1) (cot2(ρ)− 1)] ,(3.21)
where 0 < ρ < π and the metric g˜ admits a smooth extension through the poles if and only
if the function γ is smooth on [0, π] and
(3.22) γ(2k+1)(0) = γ(2k+1)(π) = 0 for all k ≥ 0 .
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Case ǫ = −1, m ≥ 3:
γ(3)(ρ) =
(
m2 − 4m− 32) γ˙(ρ)3 + (m2 + 2m− 2) coth(ρ)γ˙(ρ)2
−(m− 1) coth(ρ)γ¨(ρ) + γ˙(ρ) [(m+ 16)γ¨(ρ) + (m− 1) (coth2(ρ) + 1)] ,(3.23)
where ρ > 0 and the metric g˜ admits a smooth extension through the pole if and only if the
function γ is smooth on [0,+∞) and
γ(2k+1)(0) = 0 for all k ≥ 0 .
Now, as in [3], let us assume that, in the case ǫ = 1, γ is a function of the isoparametric
function cos ρ, i.e., set
(3.24) t = cos ρ , γ(ρ) = ξ(t) , β(t) = ξ′(t) ,
where ξ(t) is a smooth function on the closed interval [−1, 1] (note that this implies that
the boundary conditions (3.22) hold). Then equation (3.21) can be rewritten in terms of the
function β(t) as follows:
β ′′(t) =
(
m2 − 4m− 32)β(t)3 + (m2 + 3m+ 14) t
t2 − 1 β(t)
2
+β(t)
[
(m+ 16)β ′(t) +
m− 2
t2 − 1
]
− (m+ 2) t
t2 − 1 β
′(t) ,(3.25)
where −1 < t < 1. We observe that (3.25) has the same analytical structure as equation
(10) of [3]. In particular, away from the singular locus t = ±1, which corresponds to the two
focal varieties of the isoparametric function cos ρ, the standard existence theorem for ordinary
differential equations guarantees the existence of local solutions of (3.25). In general, these
solutions may not be globally defined: by way of example, a numerical analysis carried out
with the software Mathematica suggests that the solution of (3.25) with m = 8 and initial
conditions β(0) = 0, β ′(0) = 1 blows up at ±t∗, where t∗ ≈ 0.44. Similar arguments apply
to the case ǫ = −1: here (3.24) must be replaced by
t = cosh ρ , γ(ρ) = ξ(t) , β(t) = ξ′(t) ,
where now ξ is a smooth function on [1,+∞) and, in terms of β, (3.23) becomes again (3.25),
but with t > 1.
To end this subsection, we point out that the derivation of an expression of the type (3.20)
for τ4(I˜d) requires very long computations and so we omit details in this direction. We just
remark that, again in the special case that we assume γ = γ(ρ), where ρ denotes the distance
from a fixed point p, we find that the condition τES4 (I˜d) = 0 in (3.17) becomes an ordinary
differential equation of order 7 for the function γ(ρ). In particular, this ordinary differential
equation turns out to be of the form
γ(7)(ρ) = F (ρ, γ˙, . . . , γ(6))
for a suitable function F , not depending on γ, which is smooth away from ρ = 0 and the
cut locus. Therefore, the standard local existence and uniqueness theorem for ordinary
differential equations guarantees the local existence of ES − 4-harmonic metrics. We refer
to Section 4 and, in particular, to Remark 4.9, for a more detailed discussion of problems of
this type.
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3.4. Second variation. Let us consider a smooth map ϕ : (Mm, g) → (Nn, h) and, for
simplicity, assume that M is compact. We consider a two-parameters smooth variation of
ϕ, that is a smooth map
Φ: R× R×M → N, (t, s, p) 7→ Φ(t, s, p) = ϕt,s(p)
such that ϕ0,0(p) = ϕ(p) for any p ∈ M . To a given two-parameters variation of ϕ we
associate the corresponding variation vector fields, i.e., the sections V,W ∈ C(ϕ−1TN)
which are defined by
V (p) =
d
dt
ϕt,0(p)
∣∣∣∣
t=0
∈ Tϕ(p)N,
W (p) =
d
ds
ϕ0,s(p)
∣∣∣∣
s=0
∈ Tϕ(p)N.
We will now compute
∂2
∂t∂s
Ê4(ϕt,s)
∣∣∣∣
(t,s)=(0,0)
starting with
∂
∂s
Ê4(ϕt,s)
∣∣∣∣
(t,s)=(t,0)
=
1
2
∫
M
〈∇Φ∂
∂s
(t,0,p)
RΦ(Xi, Xj)τ˜ , R
ϕt,0(Xi, Xj)τ(ϕt,0)〉 dV,
where τ˜ ∈ C(Φ−1TN) is defined by
τ˜(t, s, p) = τ(ϕt,s)p ∈ Tϕt,s(p)N.
Then we find
∂2
∂t∂s
Ê4(ϕt,s)
∣∣∣∣
(t,s)=(0,0)
=
1
2
∫
M
(〈∇Φ∂
∂t
(0,0,p)
∇Φ∂
∂s
RΦ(Xi, Xj)τ˜ , R
ϕ(Xi, Xj)τ(ϕ)〉
+ 〈∇Φ∂
∂s
(0,0,p)
RΦ(Xi, Xj)τ˜ ,∇Φ∂
∂t
(0,0,p)
RΦ(Xi, Xj)τ˜ 〉
)
dV.
Even if Rϕ(X, Y )τ(ϕ) = 0 for any X, Y ∈ C(TM), so that ϕ is a critical point of Ê4, the
Hessian of Ê4 can be different from zero. Indeed, in this case we have
∂2
∂t∂s
Ê4(ϕt,s)
∣∣∣∣
(t,s)=(0,0)
=
1
2
∫
M
〈∇Φ∂
∂s
(0,0,p)
RΦ(Xi, Xj)τ˜ ,∇Φ∂
∂t
(0,0,p)
RΦ(Xi, Xj)τ˜ 〉 dV
and this term will not vanish in general. We can conclude that, if Rϕ(X, Y )τ(ϕ) = 0 and ϕ is
a critical point for both EES4 and E4, then the stability of ϕ may depend on which of the two
functionals we are actually considering. Since, in this case, ϕ is an absolute minimum point
for Ê4, its index computed with respect to E
ES
4 could be smaller than the one computed
using E4. However, in the case of a one-dimensional domain, there is no difference. For this
reason, in the final part of this article, we shall focus on the study of the second variation
for curves.
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4. Rotationally symmetric maps and conformal diffeomorphisms
In this section we study the functionals Er(ϕ) and E
ES
r (ϕ) in the context of rotationally
symmetric maps. The basic difference with respect to Section 2 is the fact that for this
family of maps d2τ(ϕ) does not necessarily vanish, as we shall see in Proposition 4.6, where
we shall obtain the relevant ordinary differential equation for ES − 4-harmonicity. We shall
also compute the r-harmonicity equation for all r ≥ 2. Then we shall apply these results to
the study of conformal diffeomorphisms.
First, let us introduce a family of warped product manifolds which will be suitable for our
purposes. We set
(4.1) (M, gM) =
(
S
m−1 × I, f 2(ρ)gSm−1 + dρ2
)
,
where I ⊂ R is an open interval and f(ρ) is a smooth function which is positive on I.
Remark 4.1. In some instances, it may be of interest to extend the analysis through the
closure I of I. By way of example, if I = [0,+∞) and f(0) = 0 , f
′(0) = 1;
f (2ℓ)(0) = 0 for all ℓ ≥ 1 ,
then the manifold (4.1) becomes a model in the sense of Greene and Wu (see [15]). In
particular, if f(ρ) = ρ (respectively, f(ρ) = sinh ρ) it is isometric to the Euclidean space Rm
(respectively, the hyperbolic space Hm). In a similar spirit, if I = [0, π] and f(ρ) = sin ρ,
then we have the Euclidean unit sphere Sm.
We point out that all the calculations and results of this section are valid on I. In particular,
the study of regularity across the loci associated to ∂I (poles or boundary of Mf) needs a
case by case analysis.
By way of summary, we shall refer to a manifold as in (4.1) as to a rotationally symmetric
manifold and, to shorten notation, we shall writeMf to denote it. We work with coordinates
wj, ρ on Mf , where w
1, . . . , wm−1 is a set of local coordinates on Sm−1. A straightforward
computation, based on the well-known formula
Γkij =
1
2
gkℓ
(
∂gjℓ
∂xi
+
∂gℓi
∂xj
− ∂gij
∂xℓ
)
,
leads us to establish the following lemma:
Lemma 4.2. Let w1, . . . , wm−1, ρ be local coordinates as above onMmf . Then their associated
Christoffel symbols Γkij are described by the following table:
(i) If 1 ≤ i, j, k ≤ m− 1 : Γkij = SΓkij
(ii) If 1 ≤ i, j ≤ m− 1 : Γmij = − f(ρ) f ′(ρ) (gS)ij
(iii) If 1 ≤ i, j ≤ m− 1 : Γjim = f
′(ρ)
f(ρ)
δji
(iv) If 1 ≤ j ≤ m : Γjmm = 0 = Γmjm ,
where SΓkij and gS denote respectively the Christoffel symbols and the metric tensor of S
m−1
with respect to the coordinates w1, . . . , wm−1.
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Now we are in the right position to start our process of computing the quantities and equa-
tions which are relevant to the study of our high order energy functionals in the context
of maps between two rotationally symmetric manifolds as in (4.1). More specifically, our
first goal is to derive the condition of r-harmonicity and ES− r-harmonicity for rotationally
symmetric maps of the following type:
(4.2)
ϕα : (S
m−1 × I, f 2(ρ)gS + dρ2) → (Sm−1 × I ′, h2(α)gS + dα2)
(w, ρ) 7→ (w, α(ρ)) ,
where α(ρ) is a smooth function on I with values in I ′. To denote a rotationally symmetric
map as in (4.2) we shall write ϕα : Mf → Mh or, if the context is clear, simply ϕα. Now
we begin our work to determine the conditions under which ϕα is r-harmonic (r ≥ 2). The
biharmonicity of rotationally symmetric maps ϕα : Mf → Mh was extensively studied in
[27]. In particular (see [27]), the tension field of ϕα is given by:
(4.3) τ (ϕα) = τα(ρ)
∂
∂α
,
where
(4.4) τα = α¨ + (m− 1) f˙
f
α˙− (m− 1)
f 2
h(α) h′(α)
and · denotes the derivative with respect to ρ. This is the starting point to proceed to the
explicit computation of the r-energy functional for rotationally symmetric maps ϕα. We
begin with some lemmata whose proofs are based on the calculation of several covariant
derivatives by means of Lemma 4.2. Let {∂/∂w1, . . . , ∂/∂wm−1} be a local coordinate frame
field on Sm−1 and denote by dw1, . . . , dwm−1 the set of dual 1-forms. We observe that
dϕα(∂/∂w
j) = ∂/∂wj , so that with a slight abuse of notation we shall use ∂/∂wj both for
the domain and the codomain of ϕα. We shall write τ to denote τ(ϕα). Now, dτ , precisely
as dϕα, is a 1-form with values in the vector bundle ϕ
−1
α TMh or, equivalently, a section of
T ∗Mf ⊗ ϕ−1α TMh. Our first relevant lemma is:
Lemma 4.3.
(4.5) dτ =
m−1∑
j=1
(
τα
h′(α)
h(α)
)
dwj ⊗ ∂
∂wj
+ τ˙α dρ⊗ ∂
∂α
,
where τα(ρ) is the function given in (4.4) and again · denotes the derivative with respect to ρ.
Proof. The expression (4.5) for dτ is an immediate consequence of the following calculations
of covariant derivatives for which we use the expression of the Christoffel symbols of Mh as
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it is given in Lemma 4.2:
∇ϕα∂/∂wiτ = ∇ϕα∂/∂wiτα
∂
∂α
= τα∇Mh∂/∂wi
∂
∂α
= τα
[
m−1∑
j=1
Γjim
∂
∂wj
+ Γmim
∂
∂α
]
= τα
[
m−1∑
j=1
h′(α)
h(α)
δji
∂
∂wj
+ 0
∂
∂α
]
= τα
h′(α)
h(α)
∂
∂wi
and
∇ϕα∂/∂ρτ = ∇ϕα∂/∂ρτα
∂
∂α
= τ˙α
∂
∂α
+ α˙∇Mh∂/∂α
∂
∂α
= τ˙α
∂
∂α
.

It follows easily from Lemma 4.3 that
|dτ |2 =
m−1∑
i,j=1
(gS)
ij
f 2
〈dτ
(
∂
∂wi
)
, dτ
(
∂
∂wj
)
〉Mh + 〈dτ
(
∂
∂ρ
)
, dτ
(
∂
∂ρ
)
〉Mh
= (m− 1) h
′2(α)
f 2
τ 2α + τ˙
2
α
and so we can conclude by writing:
E3(ϕα) =
1
2
Vol(Sm−1)
∫
I
[
τ˙ 2α + (m− 1)
h′2(α)
f 2
τ 2α
]
fm−1 dρ .
Next, we obtain the relevant information concerning the 4-energy. More precisely, we com-
pute (see [10] for calculations of this type):
Lemma 4.4.
(4.6) − d∗dτ =
[
τ¨α + (m− 1) f˙
f
τ˙α − (m− 1) h
′2(α)
f 2
τα
]
∂
∂α
.
Proof. We compute in local coordinates:
(4.7) (∇dτ)γij =
(
(dτ)γj
)
i
− MfΓkij(dτ)γk + MhΓγβδ(dτ)βi ϕδj
and we have to calculate
[− d∗dτ ]γ = (gMf)ij (∇dτ)γij .
From Lemma 4.3 we know that the only nonzero entries of dτ are
(4.8) (dτ)ii = τα
h′(α)
h(α)
(1 ≤ i ≤ m− 1) and (dτ)mm = τ˙α .
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Using (4.8) and the expression of the Christoffel symbols given in Lemma 4.2 into (4.7) we
compute and find
[− d∗dτ ]γ = 0 if 1 ≤ γ ≤ m− 1 ;
[− d∗dτ ]m = (gMf)ij [ ˙(dτ)mm − MfΓmij (dτ)mm + MhΓmβj(dτ)βi ]
= τ¨α + (m− 1) f˙
f
τ˙α − (m− 1) h
′2(α)
f 2
τα
from which (4.6) follows immediately. 
It follows readily from Lemma 4.4 that
(4.9) E4(ϕα) =
1
2
Vol(Sm−1)
∫
I
[
τ¨α + (m− 1) f˙
f
τ˙α − (m− 1) h
′2(α)
f 2
τα
]2
fm−1 dρ .
Now we are in the right position to prove a result which summarises the present discussion:
Theorem 4.5. Set V = fm−1 and denote
T2 = τα
T2k = T¨2(k−1) + (m− 1) f˙
f
T˙2(k−1) − (m− 1) h
′2(α)
f 2
T2(k−1) (k ≥ 2)(4.10)
T2k+1 =
[
T˙ 22k + (m− 1)
h′2(α)
f 2
T 22k
]1/2
(k ≥ 1) ,
where τα(ρ) is the function introduced in (4.4) and again · indicates the derivative with respect
to ρ. Then the r-energy of a rotationally symmetric map ϕα : Mf →Mh as in (4.2) is
(4.11) Er(ϕα) = Vol(S
m−1)
∫
I
Lr
(
ρ, α(ρ), α˙(ρ), . . . , α(r)(ρ)
)
dρ (r ≥ 2) ,
where the explicit expression for the Lagrangians Lr is:
Lr =
1
2
T 2r V (r ≥ 2) .(4.12)
Moreover, ϕα is an r-harmonic map if and only if the function α satisfies the Euler-Lagrange
equation
(4.13)
r∑
i=1
(−1)i d
i
dρi
(
∂Lr
∂α(i)
)
+
∂Lr
∂α
= 0 .
Proof. First, we observe that − d∗dτ is of the form (4.3), i.e., a smooth function depending
on ρ times ∂/∂α. Therefore, the computations performed in Lemmata 4.3 and 4.4 can be
iterated and we can obtain a recursive expression for the r-energy of ϕα for all r ≥ 2.
That leads us to the definitions (4.10) and to the conclusion in (4.11)–(4.12). Now, since
G = SO(m) acts naturally by isometries on both Mf and Mh, and the G-equivariant maps
between Mf and Mh are of the type (4.2) (except in the case m = 2, where the family of
SO(2)-equivariant maps also includes irrelevant isometries of S1), we can apply the principle
of symmetric criticality as in Proposition 2.5. It follows that ϕα is r-harmonic if and only if
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it is a critical point with respect to equivariant variations, i.e., ϕα is r-harmonic if and only
if α is a critical point of the reduced r-energy functional
Er,red : C
∞(I)→ R, Er,red(α) = Er(ϕα),
where Er(ϕα) is defined in (4.11). Now, by general principles in the theory of 1-dimensional
calculus of variations, the function α must satisfy the Euler-Lagrange equation associated to
Lr, i.e., (4.13), which is an ordinary differential equation of order 2r (see also [28]). 
Now we begin the study of the Eells-Sampson functional EESr (ϕ) in this context of rotation-
ally symmetric maps. Our first result is:
Proposition 4.6. Let ϕα :Mf →Mh be a rotationally symmetric map as in (4.2). Then
EES4 (ϕα) =
1
2
Vol(Sm−1)
∫
I
[
(m− 1) α˙2 τ 2α
h′′2(α)
f 2
]
fm−1 dρ+ E4(ϕα) ,
where τα is defined in (4.4) and the explicit expression of E4(ϕα) is given in (4.9).
Proof. According to (1.8), we just have to show that
1
2
∫
Mf
∣∣d2τ(ϕα)∣∣2 dV = 1
2
Vol(Sm−1)
∫
I
[
(m− 1) α˙2 τ 2α
h′′2(α)
f 2
]
fm−1 dρ .
To this purpose, it is enough to verify that
(4.14)
∣∣d2τ(ϕα)∣∣2 = (m− 1) α˙2 τ 2α h′′2(α)f 2 .
We use local coordinate frames and compute by means of (2.12). Writing d2τ instead of
d2τ(ϕα), we use the expression for the sectional curvature tensor of a warped product (see
[36, Chapter 7, Proposition 42]) and find:
d2τ
(
∂
∂wi
,
∂
∂wk
)
= 0 , 1 ≤ i, k ≤ m− 1 ;
d2τ
(
∂
∂ρ
,
∂
∂ρ
)
= 0 ;(4.15)
d2τ
(
∂
∂ρ
,
∂
∂wi
)
= α˙
h′′(α)
h(α)
τα
∂
∂wi
, 1 ≤ i ≤ m− 1 .
Now (4.14) follows easily from (4.15). 
As an application of Proposition 2.5, putting together the results of Proposition 4.6 and
(4.9) we have:
Proposition 4.7. Let
LES4 =
1
2
(m− 1) α˙2 τ 2α h′′2(α)f 2 +
[
τ¨α + (m− 1) f˙
f
τ˙α − (m− 1) h
′2(α)
f 2
τα
]2 fm−1 ,
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where τα(ρ) is the function introduced in (4.4) and again · denotes the derivative with respect
to ρ. Then a rotationally symmetric map ϕα : Mf → Mh as in (4.2) is ES − 4-harmonic if
and only if it satisfies the Euler-Lagrange equation:
4∑
i=1
(−1)i d
i
dρi
(
∂LES4
∂α(i)
)
+
∂LES4
∂α
= 0 .
Remark 4.8. For equivariant maps as in (4.2), we describe τES4 (ϕα) as a pair (τ
1, τ 2), where
τ 1(w, ρ) is tangent to Sm−1 at w. Since τES4 (ϕα) is an equivariant section, it follows that
τ 1 = 0 and τ 2(w, ρ) does not depend on w, i.e., the ES − 4-tension field can be written as a
smooth function depending on ρ times ∂/∂α. Then, arguing as in [28], we get
(4.16) τES4 (ϕα) = −
1
fm−1
[
4∑
i=1
(−1)i d
i
dρi
(
∂LES4
∂α(i)
)
+
∂LES4
∂α
]
∂
∂α
.
In the case that the target is a space form equation (4.16) can be verified using the results
of Section 3. More precisely, since the interesting situation corresponds to the case that the
target is not flat, we assume now that either h(α) = sinα or h(α) = sinhα. Then we set
εh = 1 if h(α) = sinα and εh = −1 if h(α) = sinhα. Our aim here is to compute τES4 (ϕα) as
in (3.4), taking into account the simplifications obtained in Theorem 3.4 which apply to the
case that the target is a space form. To this purpose, let W ∈ C (ϕ−1α TMh) be of the type
W = F (ρ)
∂
∂α
,
where F (ρ) is any smooth function on I. Then a routine computation shows that
∆W = L∆(F ) ∂
∂α
,
where the differential operator L∆ is defined by:
L∆(F ) = −
[
F¨ + (m− 1) f˙
f
F˙ − (m− 1)Fh
′2
f 2
]
.
Now, a long but straightforward computation shows that
(4.17) τ4(ϕα) =
[
L3∆(τα)− εh(m− 1)
L2∆(τα) h2
f 2
+ 2εh(m− 1)L∆(τα) τα h h
′
f 2
]
∂
∂α
,
where τα is given in (4.4). Next, we compute the terms coming from the contribution of
Ê(ϕα). We find:
Ω0 = G
∂
∂α
,
where
G = −2(m− 1) τα h
2 α˙2
f 2
.
Then we compute:
(4.18)
1
2
[
∆Ω0 + traceR
Mh (dϕα(·),Ω0) dϕα(·)
]
=
1
2
[
L∆(G)− εh(m− 1)h
2G
f 2
]
∂
∂α
.
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The next step is to derive the expression for d∗Ω1. After a long computation we find:
d∗Ω1 = −(m− 1)
[
− τ
2
α α˙
2 h h′
f 2
+ (m− 1) f˙ h
2 α˙ τ 2α
f 3
+
d
dρ
(
h2 α˙ τ 2α
f 2
)]
∂
∂α
=
[
f 2 h′G2
4(m− 1)h3α˙2 + (m− 1)
f˙ G τα
2fα˙
+
1
2
d
dρ
(
Gτα
α˙
)]
∂
∂α
.(4.19)
Finally, adding up, as prescribed in (3.4), the terms provided in (4.17), (4.18) and (4.19), we
can verify, after a long computation, that the expression for τES4 (ϕα) so obtained coincides
with the one given in (4.16).
Remark 4.9. The Euler-Lagrange equation for 4-harmonicity is of the type
(4.20) α(8)(ρ) = F (ρ, α, α˙, . . . , α(7)) .
The Euler-Lagrange equation for ES − 4-harmonicity is of the type
(4.21) α(8)(ρ) = F (ρ, α, α˙, . . . , α(7)) +H(ρ, α, α˙, . . . , α(4)) ,
where the function F which provides the leading terms is the same in (4.20) and (4.21). The
function H in (4.21) is of the form
H(ρ, α, α˙, . . . , α(4)) = − (m− 1)
f 2
α˙2 h′′2(α)α(4) +H(ρ, α, α˙, α¨, α(3)) .
We note, for future application in the study of the existence of constant solutions, that the
function H vanishes when α(ρ) is a constant function. Also, H vanishes when h′′ = 0. The
standard existence and uniqueness theorem for ordinary differential equations applies to both
(4.20), (4.21) and it guarantees the existence of local solutions. Moreover, in the case that
h′′ 6= 0, choosing appropriate initial conditions we deduce that locally there are solutions
which provide ES − 4-harmonic maps which are not 4-harmonic, and conversely as well. To
illustrate this point in more detail we assume that h′′ 6= 0, so that the function H in (4.21)
is not identically zero. Then we choose initial conditions
(4.22) α(ρ0) = α0, α˙(ρ0) = α1, . . . , α
(7)(ρ0) = α7
such that H(ρ0, α0, α1, . . . , α4) 6= 0. Now, let us denote by α the unique solution of (4.20)
which satisfies the initial conditions (4.22), and by αES the unique solution of (4.21) which
satisfies the initial conditions (4.22). Then α gives rise to a map ϕα which is 4-harmonic,
but not ES − 4-harmonic. Similarly, αES produces a map ϕαES which is ES − 4-harmonic,
but not 4-harmonic.
4.1. Solutions with α(ρ) equal to a constant. A rather natural question is to investigate
the existence of constant solutions α(ρ) = α∗. The most interesting case occurs when we
study maps from the punctured Euclidean unit ball to the Euclidean sphere. More precisely,
let us consider:
ϕα∗ : B
m\{O} → Sm ⊂ Rm × R(4.23)
w 7→
(
sinα∗
w
|w| , cosα
∗
)
,
where α∗ ∈ (0, π/2) is a constant. We observe that the maps (4.23) are of the type (4.2)
with f(ρ) = ρ, h(α) = sinα and α(ρ) = α∗. It is easy to show, using Proposition 3.5 and
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(4.15), that any such map is ES − 4-harmonic if and only if it is 4-harmonic. We prove the
following result:
Theorem 4.10. There exists a map ϕα∗ : B
m\{O} → Sm of the type (4.23) which is both
ES − 4-harmonic and 4-harmonic if and only if m = 8, 9.
Proof. Using Proposition 4.7, or Remark 4.8, and computing we find that a map ϕα∗ as in
(4.23) is ES − 4-harmonic if and only if it is 4-harmonic if and only if
(m− 1)
[
2
(
258m2 − 2932m+ 8002) cos(2α∗) + (m− 1)(4(m− 1) cos(2α∗) cos(4α∗)
+(25m− 131)(2 cos(4α∗) + 1)
)]
+m
(
5m(217m− 3653) + 96539)− 159999 = 0 .
Now, setting x = cos(2α∗), this equation becomes
Pm(x) = (8m
3 − 24m2 + 24m− 8)x3 + (100m3 − 724m2 + 1148m− 524)x2
+(512m3 − 6368m2 + 21856m− 16000)x+ 1060m3 − 18084m2 + 96252m− 159868 = 0 .
The roots of the polynomial Pm(x) are
17− 5m
m− 1 ;
1
4
(−15m2 + 112m− 97
(m− 1)2 ±
√−199m2 + 2882m− 9399
m− 1
)
.
Now, a straightforward analysis shows that there exists a (unique) root x ∈ (−1, 1) of Pm(x)
if and only if m = 8, 9. The corresponding solutions are
m = 8 : α∗ =
1
2
arccos
(
1
28
(√
921− 23))
m = 9 : α∗ =
1
2
arccos
(
1
16
(√
105− 19)) .

Remark 4.11. In the case that m = 9, the solution obtained in Theorem 4.10 belongs
to the Sobolev space W 4,2 (Bm, Sm) and it provides an example of a weak critical point
ϕα∗ : B
m → Sm for both the ES − 4-energy and the 4-energy. Since in this paper we focus
on smooth critical points, we do not provide further details in this direction.
4.2. Conformal diffeomorphisms. Proper biharmonic conformal diffeomorphisms of 4-
dimensional Riemannian manifolds play an interesting role in the study of the bienergy
functional. A basic example (see [2]) is the inverse stereographic projection ϕ : R4 →
S4\{SouthPole}. We proved in [27] that its restriction to the open unit ball B4 is strictly
stable with respect to compactly supported equivariant variations. Here we investigate the
existence of conformal solutions ϕα : Mf → Mh. Note that a rotationally symmetric map
ϕα is conformal if and only if
α˙(ρ) =
h(α(ρ))
f(ρ)
.
The Euler-Lagrange equations given in Theorem 4.5 and Proposition 4.6 are very long and
difficult to deal with, but a computer aided, case by case verification allowed us to check the
validity of the following non-existence result:
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Proposition 4.12. Assume that the models Mf and Mh are chosen among R
m,Hm and
Sm\{SouthPole} (m ≥ 2). Let ϕα : Mf → Mh be a rotationally symmetric conformal
diffeomorphism. Then ϕα is neither proper r-harmonic nor proper ES−r-harmonic, r = 3, 4.
Remark 4.13. The dimension m = 2 is special for harmonic maps since conformal diffeo-
morphisms of surfaces are always harmonic. In the case thatm = 4, we know that the inverse
of the stereographic projection is a proper biharmonic conformal diffeomorphism. Therefore,
it was reasonable to expect that some conformal diffemorphism between space forms could
provide an example of a 3-harmonic map when m = 6, or of a 4-harmonic (ES−4-harmonic)
map when m = 8, but Proposition 4.12 shows that this is not the case.
Next, we show that things drastically change and existence may occur if we consider maps
into a cylinder, i.e., if h(α) ≡ 1. More precisely, using polar coordinates on Rm\{O}, m ≥ 4,
let
ϕα : R
m \ {O} =Sm−1 × (0,+∞)→ Sm−1 × R(4.24)
(γ, ρ) 7→ (γ, α(ρ)) ,
where α(ρ) is a smooth function on (0,+∞). In the case that α(ρ) = log ρ the map ϕα in
(4.24) is a conformal diffeomorphism. Moreover, when m = 4 it was observed in [2] that
ϕα is proper biharmonic and the study of its equivariant stability was carried out in [29].
Now, our aim is to investigate maps as in (4.24) in the context of our higher order energy
functionals. Our main result is the following:
Theorem 4.14. Let ϕα : R
m \ {O} → Sm−1 × R be the conformal diffeomorphism defined
as in (4.24) with α(ρ) = log ρ. Then ϕα is both proper ES − r-harmonic and r-harmonic
provided that
m = 2k and r ≥ k ≥ 2 .
By contrast, if m ≥ 3 is odd and r ≥ 2, then ϕα is neither ES−r-harmonic nor r-harmonic.
Proof. First, we observe that the family (4.24) is made of rotationally symmetric maps of the
type (4.2), with f(ρ) = ρ and h(α) ≡ 1. Moreover, if α(ρ) = log ρ, then ϕα is a conformal
diffeomorphism with conformality factor equal to 1/ρ. Next, it is not difficult to check that,
for any α, (d∗d)kτ(ϕα) is of the form F (ρ)∂/∂α, where F (ρ) denotes a smooth function of
ρ. Now, computing as in (4.14), it is easy to deduce that
d2
(
F (ρ)
∂
∂α
)
= 0 .
Then it follows easily that, for rotationally symmetric maps ϕα : R
m \ {O} → Sm−1×R, we
have EESr (ϕα) = Er(ϕα) for all m, r ≥ 2. Moreover, the principle of symmetric criticality
stated in Proposition 2.5 applies and so, within this family, r-harmonicity and ES − r-
harmonicity are equivalent. Now, in this case
τ (ϕα) = T2 ∂
∂α
,
where
T2(ρ) = α¨(ρ) + m− 1
ρ
α˙(ρ) .
For convenience, to end the proof we carry out two separate steps:
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Step 1: The explicit form of the Euler-Lagrange equations for r-harmonicity (r ≥ 1) is:
(4.25) ∆r−1T2 = 0 ,
where ∆ is the Laplace operator which acts on radial functions as follows:
(4.26) ∆g(ρ) = −
[
g¨(ρ) +
m− 1
ρ
g˙(ρ)
]
.
Proof of Step 1: We apply the explicit expression of the r-tension field given by Maeta in
[23, Theorem 2.5 and Theorem 2.6]. More precisely, since all the involved curvature terms
of Sm−1 × R vanish, it is easy to obtain
τr(ϕα) = ∆
r−1
(
T2 ∂
∂α
)
=
(
∆r−1T2
) ∂
∂α
,
where the second equality is true because here h(α) is a constant function.
Step 2: We show that, if α(ρ) = log ρ, then
(4.27) ∆r−1T2 = 2r−1 (r − 1)! 1
ρ2r
r∏
k=1
(
m− 2k) (r ≥ 1) .
Proof of Step 2: First, we find that, if α(ρ) = log ρ, then
T2(ρ) = m− 2
ρ2
and so (4.27) is true for r = 1. Then the proof of this step can be completed by induction
using (4.26).
Finally, we observe that the conclusion of the proof of Theorem 4.14 is an immediate conse-
quence of (4.27) together with (4.25). 
Remark 4.15. We say that a map is (p)-harmonic if it is a critical point of
E(p)(ϕ) =
1
p
∫
M
|dϕ|p dV .
We refer to [9, 16] for existence and regularity results for (p)-harmonic maps. The notion of
biharmonic morphism was introduced in [22]. These maps, which are defined as those which
preserve germs of biharmonic functions, were characterized as smooth maps ϕ : (Mm, g)→
(Nn, h) which are horizontally weakly conformal, biharmonic, (4)-harmonic and satisfy the
following equation:
|τ(ϕ)|4 + 2 (∆λ2) |τ(ϕ)|2 − 4 (∆λ2) div〈dϕ, τ(ϕ)〉(4.28)
+n
(
∆λ2
)2
+ 2〈dϕ, τ(ϕ)〉 (∇|τ(ϕ)|2)+ |S|2 = 0 ,
where λ is the dilation, S ∈ C (⊙2ϕ−1TN) is the symmetrization of the g-trace of dϕ ⊗
∇ϕτ(ϕ) and 〈dϕ, τ(ϕ)〉(X) = 〈dϕ(X), τ(ϕ)〉 (note that our sign convention for ∆ on functions
is different from the one in [22]). Now, when m = 4, the map ϕα of Theorem 4.14 is
horizontally weakly conformal, biharmonic and (4)-harmonic, but it does not verify (4.28)
and so it is not a biharmonic morphism.
For rotationally symmetric maps as in (4.24) the equation for r-harmonicity is (4.25). There-
fore, if we drop the requirement that ϕα be a conformal map, by a routine analysis of this
linear ODE we can determine other explicit solutions. In particular, we find that ϕα is proper
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r-harmonic (and ES−r-harmonic) in the following cases (note that, since the r-harmonicity
equation is linear, linear combinations of solutions provide further solutions; also, adding a
harmonic function to a proper r-harmonic one yields another proper r-harmonic function,
r ≥ 2):
(4.29)
m ≥ 2 r ≥ 2 α(ρ) = ρ2
m = 2k r ≥ k + 1 ≥ 2 α(ρ) = ρ2 log ρ
m ≥ 2 r ≥ r′ ≥ 2 α(ρ) = ρ2r′−m .
We can observe that, since the operator ∆ in (4.25) is the standard Laplacian of Rm in polar
coordinates, the Almansi property applies (see [1], and [32] for recent developments). In
particular, a proper r-harmonic solution multiplied by ρ2 becomes a proper (r+1)-harmonic
example. This observation, together with the result of Theorem 4.14, leads us to conclude,
as in (4.29), that the function α(ρ) = ρ2 log ρ gives rise to proper r-harmonic maps if m = 2k
and r ≥ k + 1 ≥ 2.
4.3. Condition (C). To our knowledge, no previous work in the literature clarifies and
proves in which contexts the Condition (C) of Palais-Smale holds for the ES − r-energy
(r-energy) functionals. A general belief (see [12, 14, 19]) is that, if 2r > dimM and the
curvature of the target is non-positive, then the ES − r-energy (r-energy) functionals may
satisfy Condition (C). But, for each of these functionals, a further difficulty in the search of
proper critical points is the fact that the minimum point in a given homotopy class can very
well be reached by a harmonic map. By contrast, when the target has positive curvature,
there is little hope that these higher order energy functionals satisfy Condition (C). We
illustrate this by means of the following result which displays a homotopy class where the
ES − 4-energy functional does not reach the infimum.
Theorem 4.16. Let T2 denote the flat 2-torus. Then
(i)
(4.30) Inf
{
EES4 (ϕ) : ϕ ∈ C∞
(
T
2, S2
)
, ϕ has degree one
}
= 0 .
(ii) The functional EES4 (ϕ) does not admit a minimum in the homotopy class of maps
ϕ : T2 → S2 of degree one.
Proof. (i) Let ξ : R→ R be a smooth function such that
(1) ξ(ρ) = 0, ∀ρ ∈ (−∞, 1];
(2) ξ(ρ) = 1, ∀ρ ∈ [2,∞);
(3) ξ(ρ) ∈ (0, 1), ∀ρ ∈ (1, 2);
(4) ξ˙(ρ) > 0 on (1, 2), so ξ is strictly increasing on [1, 2].
Let a > 1 and define the following function αa : R→ R:
(4.31) αa(ρ) = 2 arctan(aρ) + ξ(ρ)(π − 2 arctan(aρ)) .
We observe that αa(ρ) is a smooth function and its derivative is
(4.32) α˙a(ρ) = (1− ξ) 2a
1 + a2ρ2
+ ξ˙(π − 2 arctan(aρ)) .
Then α˙a > 0 on (−∞, 2), so αa is strictly increasing on (−∞, 2] and αa([0, 2]) = [0, π].
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We consider the 2-dimensional flat torus T2 modelled, with the usual identifications, by
Q2(3) = {(x, y) ∈ R2 : |x| ≤ 3, |y| ≤ 3},
and define the map ϕa : T
2 → S2 as follows:
(1) ϕa(0) = N , where N = (0, 0, 1) is the North pole;
(2) ϕa∣∣T2\B2(2) = S, the South pole, where
B2(R) = {(x, y) ∈ R2 : |(x, y)| < R} ;
(3) in the polar coordinates (ϑ, ρ) on R2\{0} and the spherical coordinates (ϑ, α) on
S2\{N, S}, the map ϕa is given by
ϕa(ϑ, ρ) = (ϑ, αa(ρ)), ρ ∈ (0, 2), ϑ ∈ S1 .
The map ϕa is well defined and smooth since the general regularity conditions
αa(0) = 0, α
(2k)
a (0) = 0 (k ≥ 1) and α(2k+1)a (0) ∈ R (k ≥ 0);
αa(2) = π and α
(k)
a (2) = 0 (k ≥ 1)
are satisfied. We also note that all the maps ϕa have degree 1. Therefore, it is enough to
show that
(4.33) lim
a→+∞
EES4 (ϕa) = 0 .
Now, in order to compute EES4 (ϕa), we use Proposition 4.7 with m = 2, f(ρ) = ρ and
h(α) = sinα. We find
EES4 (ϕa) =
∫
B2(2)\B2(1)
LES4
(
ρ, αa(ρ), α˙a(ρ), . . . , α
(4)
a (ρ)
)
dV
= 2π
∫ 2
1
LES4
(
ρ, αa(ρ), α˙a(ρ), . . . , α
(4)
a (ρ)
)
dρ ,(4.34)
where the integral is just over B2(2)\B2(1) because ϕa is harmonic on B2(1) and outside
B2(2). The explicit expression for the Lagrangian LES4
(
ρ, α(ρ), α˙(ρ), . . . , α(4)(ρ)
)
= L in
(4.34) is the following (we write it in an expanded form because this simplifies the remaining
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part of the analysis):
L =
sin2(α) cos6(α)
2ρ7
− 4 sin
2(α) cos4(α)
ρ7
+
8 sin2(α) cos2(α)
ρ7
+
2α˙ sin(α) cos5(α)
ρ6
−3α˙ sin
3(α) cos3(α)
ρ6
− 7α˙ sin(α) cos
3(α)
ρ6
+
12α˙ sin3(α) cos(α)
ρ6
− 4α˙ sin(α) cos(α)
ρ6
+
(α˙)2
2ρ5
+
9 (α˙)2 sin4(α)
2ρ5
− 3 (α˙)
2 sin2(α)
ρ5
+
2 (α˙)2 cos4(α)
ρ5
+
2 (α˙)2 cos2(α)
ρ5
+
4 (α˙)2 sin2(α) cos4(α)
ρ5
+
(α˙)2 sin4(α) cos2(α)
2ρ5
− 22 (α˙)
2 sin2(α) cos2(α)
ρ5
+
4 (α˙)3 sin(α) cos(α)
ρ4
−2α¨ sin(α) cos
5(α)
ρ5
+
7α¨ sin(α) cos3(α)
ρ5
− 4α¨ sin
3(α) cos(α)
ρ5
+
4α¨ sin(α) cos(α)
ρ5
+
8 (α˙)3 sin(α) cos3(α)
ρ4
− 13 (α˙)
3 sin3(α) cos(α)
ρ4
+
(α˙)4 sin2(α)
2ρ3
+
8 (α˙)4 sin2(α) cos2(α)
ρ3
+
α¨ sin3(α) cos3(α)
ρ5
− α˙α¨
ρ4
− 3α˙α¨ sin
4(α)
ρ4
+
4α˙α¨ sin2(α)
ρ4
− 4α˙α¨ cos
4(α)
ρ4
− 4α˙α¨ cos
2(α)
ρ4
+
8α˙α¨ sin2(α) cos2(α)
ρ4
− 8 (α˙)
2 α¨ sin(α) cos3(α)
ρ3
− 4 (α˙)
2 α¨ sin(α) cos(α)
ρ3
+
(α¨)2
2ρ3
+
(α¨)2 sin4(α)
2ρ3
− (α¨)
2 sin2(α)
ρ3
+
2 (α¨)2 cos4(α)
ρ3
+
2 (α¨)2 cos2(α)
ρ3
−2 (α¨)
2 sin2(α) cos2(α)
ρ3
+
3 (α˙)2 α¨ sin3(α) cos(α)
ρ3
+
(α˙)3 α¨ sin2(α)
ρ2
+
(α˙)2 (α¨)2 sin2(α)
2ρ
+
2α(3) sin(α) cos3(α)
ρ4
− 8α
(3) sin(α) cos(α)
ρ4
+
2
(
α(3)
)2
ρ
− 2α
(3)α¨
ρ2
+
2α(3)α¨ sin2(α)
ρ2
−4α
(3)α¨ cos2(α)
ρ2
+
2α(3)α˙
ρ3
− 6α
(3)α˙ sin2(α)
ρ3
+
4α(3)α˙ cos2(α)
ρ3
+
8α(3) (α˙)2 sin(α) cos(α)
ρ2
+
α(4) sin(α) cos3(α)
ρ3
− 4α
(4) sin(α) cos(α)
ρ3
+
1
2
(
α(4)
)2
ρ+ 2α(3)α(4) − α
(4)α¨
ρ
+
α(4)α¨ sin2(α)
ρ
−2α
(4)α¨ cos2(α)
ρ
+
α(4)α˙
ρ2
− 3α
(4)α˙ sin2(α)
ρ2
+
2α(4)α˙ cos2(α)
ρ2
+
4α(4) (α˙)2 sin(α) cos(α)
ρ
.
Direct inspection of the various terms in L, using the Ho¨lder inequality together with
1 ≤ ρ ≤ 2, leads us to conclude that, in order to prove (4.33), it suffices to show that
(a) ∫ 2
1
sin2 αa(ρ) dρ → 0 as a→ +∞;
(b) ∫ 2
1
(α(i)a )
2(ρ) dρ → 0 as a→ +∞ (i = 1, 2, 3, 4) .
To prove (a) we use the definition (4.31) of αa(ρ), the fact that αa(ρ) is strictly increasing
on [1, 2] and αa(1) > π/2. Then we deduce the following uniform estimate on [1, 2]:
| sinαa(ρ)| = sinαa(ρ) ≤ sinαa(1) = 2a
1 + a2
from which (a) follows immediately. As for (b), we start with the case of the first derivative
(i = 1). Let us denote
Mi = Max
{|ξ(i)(ρ)| : 1 ≤ ρ ≤ 2} , i = 1, 2, 3, 4 .
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Inspection of (4.32) leads us to the following uniform estimate on [1, 2]:
|α˙a(ρ)| ≤ 2a
1 + a2
+M1(π − 2 arctan a)
and so the case (b), i = 1, is proved. The cases i = 2, 3, 4 are similar and, just to give an
idea of the required analysis, we supply the details for the most difficult case, i.e., i = 4.
Indeed, a computation shows that
α(4)a (ρ) = −
8aξ(3)(ρ)
a2ρ2 + 1
+
96a7ρ3ξ(ρ)
(a2ρ2 + 1)4
− 96a
7ρ3
(a2ρ2 + 1)4
− 64a
5ρ2ξ˙
(a2ρ2 + 1)3
− 48a
5ρξ(ρ)
(a2ρ2 + 1)3
+
48a5ρ
(a2ρ2 + 1)3
+
24a3ρξ¨(ρ)
(a2ρ2 + 1)2
+
16a3ξ˙(ρ)
(a2ρ2 + 1)2
+ξ(4)(ρ)(π − 2 arctan(aρ)) .
From this it is very easy to deduce for |α(4)a (ρ)| the necessary uniform upper estimate on
[1, 2], which depends on Mi, i = 1, . . . , 4, and tends to 0 as a increases to +∞, and so the
proof of part (i) of Theorem 4.16 is completed.
(ii) It is well-known that there exists no harmonic map ϕ : T2 → S2 of degree one. Therefore,
as a consequence of (4.30), it suffices to show that EES4 (ϕ) = 0 occurs only if ϕ is harmonic.
Indeed, if EES4 (ϕ) = 0, then E4(ϕ) = 0 and, as M = T
2 is compact, we get ∇ϕτ(ϕ) = 0.
But then it follows from formula (3.12) for divZ that ϕ is harmonic. 
Remark 4.17. The conclusion (4.30) in Proposition 4.16 was obtained by Lemaire (see [19])
in the case of the bienergy. Our proof is an extension of his method. We point out that the
same conclusion holds for E3(ϕ) and E4(ϕ) as well, and the proof in these cases is the same.
Actually, it is not difficult to extend this result to the cases that r ≥ 5, but we omit the
details in this direction because no new idea is involved.
5. Second variation
In this section we turn our attention to the study of the second variation. Very little is
known in this context and, for the reasons explained in Subsection 2.1, we shall focus on
the case that dimM = 1, so that the EESr (ϕ) = Er(ϕ) and we can use the general theory
developed by Maeta and Wang ([24, 43]). Our goal is to compute index and nullity of
some significant examples. Now, we prepare the ground to state our main results. To this
purpose, first we explain some basic facts about the operator Ir(V ) and the definition of
index and nullity. More specifically, let ϕ : M → N be an r-harmonic map between two
Riemannian manifolds (M, g) and (N, h). We consider a two-parameters smooth variation
{ϕt,s} (−ε < t, s < ε, ϕ0,0 = ϕ) and denote by V,W their associated vector fields:
V (x) =
d
dt
ϕt,0
∣∣∣∣
t=0
∈ Tϕ(x)N
W (x) =
d
ds
ϕ0,s
∣∣∣∣
s=0
∈ Tϕ(x)N .
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Note that V and W are sections of ϕ−1TN . The Hessian of the energy functional Er at its
critical point ϕ is defined by
(5.1) H(Er)ϕ(V,W ) =
∂2
∂t∂s
Er(ϕt,s)
∣∣∣∣
(t,s)=(0,0)
.
The following theorem was obtained by Jiang [18] for r = 2 (see also [37]), Wang [43] for
r = 3 and Maeta [24] for r ≥ 4.
Theorem 5.1. Let ϕ : M → N be an r-harmonic map between two Riemannian manifolds
(M, g) and (N, h). Then the Hessian of the energy functional Er at a critical point ϕ is given
by
(5.2) H(Er)ϕ(V,W ) =
∫
M
〈Ir(V ),W 〉 dV ,
where Ir : C (ϕ
−1 TN)→ C (ϕ−1 TN) is a semilinear elliptic operator of order 2r.
The general expression for Ir(V ) involves iterated applications of the classical Jacobi operator
and it is very long and complicated: it can be found in the work of Maeta [24]. Our approach
shall be based on a direct computation using general two-parameters variations {ϕt,s} and
the definition (5.1). Here it is important to recall from the general theory that, when M is
compact, the spectrum
λ1 < λ2 < . . . < λi < . . .
of the operator Ir(V ) is discrete and tends to +∞ as i tends to +∞. We denote by Vi the
eigenspace associated to the eigenvalue λi. Then we define
Index(ϕ) =
∑
λi<0
dim(Vi) .
The nullity of ϕ is defined as
Nullity(ϕ) = dim
{
V ∈ C (ϕ−1 TN) : Ir(V ) = 0} .
In the case that r = 2, Index and Nullity of certain proper biharmonic maps have been
computed (see references [20, 21, 29], for instance). By contrast, when r ≥ 3 very little is
known about the index and the nullity of the r-harmonic maps which can be found in the
literature. Now we are in the right position to describe the examples that we shall investigate
in our context of second variation: each case contains a short description of the r-harmonic
maps under consideration and the corresponding result concerning their index and nullity.
Example 5.2. Let r ≥ 2 and consider a map ϕr,k : S1 → S2 →֒ R3 defined by
(5.3) γ 7→ (sin(α∗) cos(kγ), sin(α∗) sin(kγ), cos(α∗)) , 0 ≤ γ ≤ 2π ,
where α∗ = arcsin (1/
√
r) and k ∈ N∗ is a fixed positive integer. We know (see [25, 33]) that
ϕr,k is a proper r-harmonic map. Both the notions of r-harmonicity and that of index and
nullity of an r-harmonic map are invariant under homothetic changes of the metric of either
the domain or the codomain. Therefore, in this example, we have assumed for simplicity that
the domain is the unit circle. In particular, the radius of the domain which would ensure
the condition of isometric immersion for k = 1 is R = 1/
√
r, but any choice of R would not
affect the conclusions of our next result:
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Theorem 5.3. Assume that 2 ≤ r ≤ 4 and let ϕr,k : S1 → S2 be a proper r-harmonic map
as in (5.3). Then
(5.4)
Nullity(ϕr,k) = 3
Index(ϕr,k) = 1 + 2(k − 1) .
The proof of this theorem is a case by case analysis for r = 2, 3, 4 and it shall be carried out
in Subsection 5.1.
Remark 5.4. Theorem 5.3 was known in the case that r = 2: it was proved for k = 1 in
[20], where the index and the nullity of i : Sm(1/
√
2) →֒ Sm was computed. The case r = 2,
k 6= 1 was proved in [29]. In this work we shall give a different proof which is based on a
direct method which is useful to prepare the ground for the study of the cases r ≥ 3.
Conjecture: we conjecture that the conclusion of Theorem 5.3 is true for all r ≥ 2. This
belief shall be substantiated and discussed in more detail in Remark 5.11.
Example 5.5. In the context of rotation surfaces, we know the following existence result
(see [34]). Let Spar ⊂ R3 be the paraboloid of revolution defined by
z =
(
x2 + y2
)
.
Let r ≥ 3 and consider the map ϕr : S1 → Spar →֒ R3 defined by
(5.5) γ 7→ (α∗ sin γ, α∗ cos γ, (α∗)2) , 0 ≤ γ ≤ 2π ,
where
α∗ =
1
2
√
r − 2 .
Then ϕr is a proper r-harmonic map. These maps are interesting because we know that Spar
does not admit neither closed geodesics nor proper biharmonic curves (see [31]). Here we
prove the following result:
Theorem 5.6. Assume that r = 3 or r = 4. Let ϕr : S
1 → Spar be the r-harmonic map
defined in (5.5). Then
Nullity(ϕr) = 1
Index(ϕr) = 1 .
5.1. Proof of the results on the second variation. In this subsection we shall prove
Theorem 5.3 and Theorem 5.6. We shall follow an approach which could prove useful in
other related examples. It is based on the direct computation of (5.1) using a general two-
parameters variation. In particular, our method does not require the use of the general
expression for the operator I2 and its complicated generalizations to the case r ≥ 3. As
a preliminary step, since it shall be necessary to carry out covariant derivatives in local
coordinates, we report here a calculation of Christoffel symbols which we shall use in several
circumstances.
Lemma 5.7. Let (N, g) = (S1 × (a, b), f 2(α)dw2 + h2(α)dα2). Then, if we consider w and
α as the coordinate number 1 and 2 respectively, the Christoffel symbols of (N, g) are:
Γ111 = Γ
1
22 = Γ
2
12 = Γ
2
21 = 0 , Γ
1
12 = Γ
1
21 =
f ′(α)
f(α)
, Γ211 = −
f(α)f ′(α)
h2(α)
, Γ222 =
h′(α)
h(α)
.
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In particular, if N = S2, i.e., f(α) = sinα and h(α) ≡ 1, the Christoffel symbols become:
(5.6) Γ111 = Γ
1
22 = Γ
2
12 = Γ
2
21 = Γ
2
22 = 0 , Γ
1
12 = Γ
1
21 = cotα , Γ
2
11 = −
1
2
sin(2α) .
In order to prove Theorem 5.3 we have to separate three cases: r = 2, 3 and 4.
5.2. Proof of Theorem 5.3, Case r = 2. To simplify notation, in this case we shall write
ϕk instead of ϕ2,k. We describe the 2-sphere S
2 by means of polar coordinates:
(5.7) S2 =
(
S
1 × [0, π], sin2 α dw2 + dα2) , 0 ≤ w ≤ 2π , 0 ≤ α ≤ π .
We consider a general map ϕ : S1 → S2 and write it as
(5.8) γ 7→ (w(γ), α(γ)) ,
where w, α are the coordinates introduced in (5.7). We recall that the local coordinates
expression for the second fundamental form of a map ϕ : M → N is
∇dϕ = (∇dϕ)γij dxidxj ⊗
∂
∂yγ
,
where
(5.9) (∇dϕ)γij = ϕγij − MΓkijϕγk + NΓγβδϕβi ϕδj .
Now, since τ(ϕ) is the trace of the second fundamental form, its description in local coordi-
nates is
(5.10) (τ(ϕ))γ = gijM (∇dϕ)γij .
Using (5.6) in (5.10) we find that
τ(ϕ) = τw
∂
∂w
+ τα
∂
∂α
,
where
(5.11)
τw = w
′′(γ) + 2 cot(α(γ))w′(γ)α′(γ)
τα = α
′′(γ)− 1
2
sin(2α(γ))w′2(γ) .
The 2-energy functional becomes
(5.12) E2(ϕ) =
1
2
∫ 2π
0
[
sin2 α (τw)
2 + (τα)
2] dγ .
A general two-parameters variation ϕt,s of ϕk can be written as follows:
ϕt,s : S
1 → S2(5.13)
γ 7→ (kγ + tV1(γ) + sW1(γ), α∗ + tV2(γ) + sW2(γ)) ,
where α∗ = arcsin(1/
√
r) and Vj,Wj ∈ C∞ (S1) , j = 1, 2 (in this first case, r = 2 and so
α∗ = π/4). We point out that ϕ0,0 = ϕk and
d
dt
ϕt,0
∣∣∣∣
t=0
= V1
∂
∂w
+ V2
∂
∂α
= V ∈ C (ϕ−1k TS2)
d
ds
ϕ0,s
∣∣∣∣
s=0
= W1
∂
∂w
+W2
∂
∂α
=W ∈ C (ϕ−1k TS2) .
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We know from (5.1) and (5.2) that
(5.14)
∂2
∂t∂s
E2(ϕt,s)
∣∣∣∣
(0,0)
=
∫ 2π
0
〈I2(V ),W 〉 dγ .
Now we have to insert the explicit expression (5.13) into (5.12) and compute the left side of
(5.14). We obtain
∂2
∂t∂s
E2(ϕt,s)
∣∣∣∣
(0,0)
=
1
2
∫ 2π
0
[−2k4V2(γ)W2(γ) + k2V ′1(γ)W ′1(γ) + (2kV ′2(γ) + V ′′1 (γ))
(2kW ′2(γ) +W
′′
1 (γ)) + 2 (V
′′
2 (γ)− kV ′1(γ)) (W ′′2 (γ)− kW ′1(γ))] dγ .(5.15)
It is convenient to write
(5.16)
I2
(
V1
∂
∂w
)
= Iw
∂
∂w
+ Iα
∂
∂α
I2
(
V2
∂
∂α
)
= Jw
∂
∂w
+ Jα
∂
∂α
.
In order to compute the expressions of Iw, Iα, Jw, Jα we study (5.15) by separating the
following cases.
Case V2 =W2 = 0: comparing (5.14) and (5.15) we find
(5.17)
∫ 2π
0
〈I2
(
V1
∂
∂w
)
,W1
∂
∂w
〉 dγ =
∫ 2π
0
[
1
2
(
3k2V ′1(γ)W
′
1(γ) + V
′′
1 (γ)W
′′
1 (γ)
)]
dγ .
Now, integrating by parts on the right side of (5.17), we eliminate all the derivatives of W1
and we obtain:∫ 2π
0
IwW1 〈 ∂
∂w
,
∂
∂w
〉 dγ =
∫ 2π
0
[
1
2
(
V
(4)
1 (γ)− 3k2V ′′1 (γ)
)
W1
]
dγ .
Next, using
〈 ∂
∂w
,
∂
∂w
〉 = sin2 α∗ = 1
2
,
it follows that
(5.18) Iw = V
(4)
1 (γ)− 3k2V ′′1 (γ) .
Similarly, in the cases V2 = W1 = 0, V1 = W2 = 0 and V1 = W1 = 0 respectively, we obtain:
(5.19)
Iα = −2kV (3)1 (γ)
Jw = 4kV
(3)
2 (γ)
Jα = V
(4)
2 (γ)− 2k2V ′′2 (γ)− k4V2(γ) .
Now we decompose C
(
ϕ−1k TS
2
)
in a similar fashion to [29]. We recall that the spectrum of
∆ on S1 is {m2}m∈N and, for m ∈ N, we define
Sm
2
=
{
V1
∂
∂w
: ∆V1 = m
2V1
}
⊕
{
V2
∂
∂α
: ∆V2 = m
2V2
}
.
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Then we know that Sm
2 ⊥ Sm′2 if m 6= m′, and ⊕+∞m=0 Sm2 is dense in C
(
ϕ−1k TS
2
)
. Moreover,
I2 preserves all these subspaces. Next, we observe that dim (S
0) = 2 and that an orthonormal
basis of S0 is {u1, u2}, where (r = 2 here)
u1 =
√
r
2π
∂
∂w
, u2 =
1√
2π
∂
∂α
.
Now, using (5.16), (5.18) and (5.19), it is immediate to construct the (2 × 2)-matrix which
describes the restriction of I2 to S
0: (
0 0
0 −k4
)
from which we deduce immediately that the contribution of S0 to the index and the nullity
of ϕk is +1 for both. Next, we study the subspaces S
m2 , m ≥ 1. First, we observe that
dim
(
Sm
2
)
= 4 and that an orthonormal basis of Sm
2
is {u1, u2, u3, u4}, where (r = 2 here)
(5.20)
u1 =
√
r
pi
cos(mγ)
∂
∂w
, u2 =
√
r
pi
sin(mγ)
∂
∂w
, u3 =
1√
pi
cos(mγ)
∂
∂α
, u4 =
1√
pi
sin(mγ)
∂
∂α
.
Now, using (5.16), (5.18) and (5.19), we construct the (4 × 4)-matrices which describe the
restriction of I2 to S
m2 . The outcome is:
m2 (3k2 +m2) 0 0 −2√2km3
0 m2 (3k2 +m2) 2
√
2km3 0
0 2
√
2km3 m4 + 2m2k2 − k4 0
−2√2km3 0 0 m4 + 2m2k2 − k4
 ,
whose eigenvalues are
λ±m =
1
2
(
−k4 + 2m4 + 5k2m2 ±
√
k8 + 2k6m2 + k4m4 + 32k2m6
)
with multiplicity equal to 2. Now, all the λ+m’s are clearly positive and so they do not
contribute neither to the index nor to the nullity of ϕk. As for the λ
−
m’s, we can apply
Lemma 2.15 of [29]: it follows that the contribution to the nullity of ϕk is +2 (coming from
λ−k ), while the contribution to the index is +2(k− 1), arising from 1 ≤ m ≤ (k − 1), so that
the proof of the case r = 2 is completed.
5.3. Proof of Theorem 5.3, Case r = 3. We shall again simplify the notation by writing
ϕk instead of ϕ3,k. The proof proceeds by following precisely the same steps that we carried
out in the case r = 2, but we apply the method to the 3-energy instead of the 2-energy
(5.12). So, first, let us compute the explicit expression for the 3-energy functional in our
context:
Lemma 5.8. Let ϕ : S1 → S2 be a general map as in (5.8). Then its 3-energy is:
(5.21) E3(ϕ) =
1
2
∫ 2π
0
[
sin2 α ((dτ)w)
2 + ((dτ)α)
2] dγ ,
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where τw, τα are defined in (5.11) and
(5.22)
(dτ)w = τ
′
w + (ταw
′ + τw α
′) cotα
(dτ)α = τ
′
α −
1
2
τw sin(2α)w
′ .
Proof of Lemma 5.8. We can write
dτ = (dτ)w dγ ⊗ ∂
∂w
+ (dτ)α dγ ⊗ ∂
∂α
.
The proof of the lemma amounts to showing that (dτ)w and (dτ)α are given by the expressions
in (5.22). To this purpose we compute using Lemma 5.7:
∇ϕ∂/∂γτ(ϕ) = ∇ϕ∂/∂γ
[
τw
∂
∂w
+ τα
∂
∂α
]
= τ ′w
∂
∂w
+ τ ′α
∂
∂α
+ τw∇S2dϕ(∂/∂γ)
∂
∂w
+ τα∇S2dϕ(∂/∂γ)
∂
∂α
= τ ′w
∂
∂w
+ τ ′α
∂
∂α
+ τw∇S2w′(∂/∂w)+α′(∂/∂α)
∂
∂w
+ τα∇S2w′(∂/∂w)+α′(∂/∂α)
∂
∂α
= τ ′w
∂
∂w
+ τ ′α
∂
∂α
+ τw w
′∇S2∂/∂w
∂
∂w
+ τw α
′∇S2∂/∂α
∂
∂w
+ταw
′∇S2∂/∂w
∂
∂α
+ τα α
′∇S2∂/∂α
∂
∂α
= τ ′w
∂
∂w
+ τ ′α
∂
∂α
+ τw w
′
(
Γ111
∂
∂w
+ Γ211
∂
∂α
)
+ τw α
′
(
Γ121
∂
∂w
+ Γ221
∂
∂α
)
+ταw
′
(
Γ112
∂
∂w
+ Γ212
∂
∂α
)
+ 0
=
[
τ ′w + (ταw
′ + τw α′) cotα
] ∂
∂w
+
[
τ ′α −
1
2
τw sin(2α)w
′
]
∂
∂α
from which the conclusion of the proof follows immediately. 
From now on, the proof follows exactly the scheme which we have detailed in the case r = 2:
simply, we have to replace (5.12) with (5.21). Therefore, since the calculations are long but
straightforward, here we limit ourselves to report the relevant results. First, the version of
(5.15) in this case is:
∂2
∂t∂s
E3(ϕt,s)
∣∣∣∣
(0,0)
=
1
2
∫ 2π
0
1
9
[
− 8k6V2W2 + 33k4V ′2W ′2 + 9
√
2k3V ′′1 W
′
2 + 9
√
2k3V ′2W
′′
1
+6k4V2W
′′
2 − 2
√
2k3V2W1
(3) − 2
√
2k3V1
(3)W2 + 20k
4V ′1W
′
1
−24
√
2k3V ′1W
′′
2 + 6k
2V ′1W1
(3) + 6k4V ′′2 W2 − 24
√
2k3V ′′2 W
′
1
+54k2V ′′2 W
′′
2 + 9
√
2kV ′′2 W1
(3) − 6k2V1(3)W ′1 − 15k2V2(3)W ′2
−15k2W2(3)V ′2 + 18k2V ′′1 W ′′1 + 9
√
2kV1
(3)W ′′2 − 9
√
2kV2
(3)W ′′1
−9
√
2kW2
(3)V ′′1 + 3V1
(3)W1
(3) + 9V2
(3)W2
(3)
]
dγ .
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Next, separating cases as we did for r = 2, we find that the operator I3 is described by:
Iw = −1
3
(
20k4V ′′1 (γ)− 30k2V (4)1 (γ) + 3V (6)1 (γ)
)
Iα =
√
2
9
k
(
18V
(5)
1 (γ)− 35k2V (3)1 (γ)
)
Jw = −
√
2
3
k
(
−35k2V (3)2 (γ) + 18V (5)2 (γ)
)
Jα =
1
9
(
−8k6V2(γ)− 21k4V ′′2 (γ) + 84k2V (4)2 (γ)− 9V (6)2 (γ)
)
.
From these expressions it is easy to deduce that the contribution of S0 to the index and the
nullity of ϕk is +1 for both. Next, we study the 4-dimensional subspaces S
m2 , m ≥ 1 and
find that the relevant matrices (with respect to the orthonormal basis (5.20) with r = 3) are
(5.23)

Am,k 0 0 −Cm,k
0 Am,k Cm,k 0
0 Cm,k Bm,k 0
−Cm,k 0 0 Bm,k
 ,
where we have set:
Am,k =
1
3
m2
(
20k4 + 30m2k2 + 3m4
)
Bm,k =
1
9
(−8k6 + 21m2k4 + 84m4k2 + 9m6)
Cm,k =
1
3
√
2
3
km3
(
35k2 + 18m2
)
.
The eigenvalues of the matrices (5.23) are
λ±m =
1
18
(
− 8k6 + 81k4m2 + 174k2m4 + 18m6
±
√
64k12 + 624k10m2 + 1617k8m4 + 29868k6m6 + 30276k4m8 + 7776k2m10
)
with multiplicity equal to 2. Now, all the λ+m’s are clearly positive and so they do not
contribute neither to the index nor to the nullity of ϕk. As for the λ
−
m’s, we carry out the
relevant analysis in the following technical lemma:
Lemma 5.9. If 1 ≤ m ≤ (k − 1), then λ−m < 0. If m = k, then λ−m = 0. If m > k, then
λ−m > 0.
Proof of Lemma 5.9. The eigenvalue λ−m has the same sign of the expression
(5.24)
− 8k6 + 81k4m2 + 174k2m4 + 18m6+
−
√
64k12 + 624k10m2 + 1617k8m4 + 29868k6m6 + 30276k4m8 + 7776k2m10 .
If we set m = ck into (5.24) and divide by k6 we obtain:
18c6 + 174c4 + 81c2 − 8−
√
7776c10 + 30276c8 + 29868c6 + 1617c4 + 624c2 + 64 .
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Now we set y = c2 and rewrite the previous expression as
18y3 + 174y2 + 81y − 8−
√
7776y5 + 30276y4 + 29868y3 + 1617y2 + 624y + 64 = p(y) .
Since p(1) = 0, it is sufficient to show that p′(y) > 0 if y > 0. We find
p′(y) = 54y2 + 348y + 81− 3 (6480y
4 + 20184y3 + 14934y2 + 539y + 104)√
7776y5 + 30276y4 + 29868y3 + 1617y2 + 624y + 64
.
Computing we find that p′(y) > 0 if and only if the following polynomial has no positive
root:
q(y) = 22674816y9 + 2624400y8 − 119544336y7 + 88606548y6 + 210300192y5
−99086004y4 + 187882848y3 + 23527152y2 + 6693120y + 322560 .
Now we rewrite q(y) = qA(y) + qB(y) where:
qA(y) = y
3
(
20000000y2 − 99086004y + 187882848)
qB(y) = 4
(
5668704y9 + 656100y8 − 29886084y7 + 22151637y6
+47575048y5 + 5881788y2 + 1673280y + 80640
)
= 4
(
y5(5668704y4 − 29886084y2 + 47575048)
+656100y8 + 22151637y6 + 5881788y2 + 1673280y + 80640
)
.
Now it is easy to check that both qA(y) and qB(y) are positive for y > 0 and so the proof of
the lemma is completed. 
Now we apply Lemma 5.9 and conclude that the contribution of the λ−m’s to the nullity of
ϕk is +2 (coming from λ
−
k ), while the contribution to the index is +2(k − 1), arising again
from 1 ≤ m ≤ (k − 1), so that the proof of the case r = 3 is ended.
5.4. Proof of Theorem 5.3, Case r = 4. The scheme of the proof is as in the previous
cases. We write ϕk for ϕ4,k and, instead of Lemma 5.8, here we use:
Lemma 5.10. Let ϕ : S1 → S2 be a general map as in (5.8). Then its 4-energy is:
E4(ϕ) =
1
2
∫ 2π
0
[
sin2 α
(
(dτ)′w +
(
(dτ)α w
′ + (dτ)w α′
)
cotα
)2
+
(
(dτ)′α −
1
2
(dτ)w sin(2α)w
′
)2]
dγ ,
where (dτ)w, (dτ)α are defined in (5.22).
Proof of Lemma 5.10. We write
−d∗dτ = (∇dτ)111
∂
∂w
+ (∇dτ)211
∂
∂α
.
Then the proof reduces to showing that
(5.25)
(∇dτ)111 = (dτ)′w +
(
(dτ)αw
′ + (dτ)w α
′
)
cotα
(∇dτ)211 = (dτ)′α −
1
2
(dτ)w sin(2α)w
′ .
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This assertion can be verified using (5.9). Indeed, we have (for simplicity, we write here only
the nonvanishing Christoffel symbols):
(∇dτ)111 = (dτ)′w + Γ112(dτ)αw′ + Γ121(dτ)w α′
(∇dτ)211 = (dτ)′α + Γ211(dτ)w w′ .
Now, using again Lemma 5.7, it is easy to obtain (5.25) and so the proof of the lemma is
ended. 
The next relevant computation for the 4-energy case yields:
Iw = −189
16
k6V ′′1 (γ) +
315
8
k4V
(4)
1 (γ)− 21k2V (6)1 (γ) + V (8)1 (γ)
Iα = − 1
64
√
3k
(
399k4V
(3)
1 (γ)− 644k2V (5)1 (γ) + 128V (7)1 (γ)
)
Jw =
1
16
√
3k
(
399k4V
(3)
2 (γ)− 644k2V (5)2 (γ) + 128V (7)2 (γ)
)
Jα = −27
32
k8V2(γ)− 171
64
k6V ′′2 (γ) +
505
16
k4V
(4)
2 (γ)−
41
2
k2V
(6)
2 (γ) + V
(8)
2 (γ) .
From these expressions it is easy to deduce that the contribution of S0 to the index and the
nullity of ϕk is +1 for both. Next, we study the 4-dimensional subspaces S
m2 , m ≥ 1 and
find that the relevant matrices (with respect to the orthonormal basis (5.20) with r = 4) are
(5.26)

Am,k 0 0 −Cm,k
0 Am,k Cm,k 0
0 Cm,k Bm,k 0
−Cm,k 0 0 Bm,k
 ,
where now we have set:
Am,k =
1
16
m2
(
189k6 + 630m2k4 + 336m4k2 + 16m6
)
Bm,k =
1
64
(−54k8 + 171m2k6 + 2020m4k4 + 1312m6k2 + 64m8)
Cm,k =
1
32
√
3km3
(
399k4 + 644m2k2 + 128m4
)
.
The eigenvalues of the matrices (5.26) are:
λ±m =
1
128
(
− 54k8 + 927k6m2 + 4540k4m4 + 2656k2m6 + 128m8
±
√
[2916k16 + 63180k14m2 + 396225k12m4 + 8230104k10m6
+24955216k8m8 + 24842240k6m10 + 7914496k4m12 + 786432k2m14]
)
with multiplicity equal to 2. Now the conclusion of the proof can be obtained by an argument
very similar to Lemma 5.9 and so we omit further details.
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Remark 5.11. If we put together Lemmata 5.8 and 5.10 we are able to obtain a recursive
expression for the r-energy of general maps ϕ : S1 → S2. More precisely, for r ≥ 3 we define
T2,w = τw and T2,α = τα .
Tr,w =
(T(r−1),w)′ + (T(r−1),α w′ + T(r−1),w α′) cotα
Tr,α =
(T(r−1),α)′ − 1
2
T(r−1),w sin(2α)w′
where τw and τα are given in (5.11). Then, for r ≥ 3, the expression for the r-energy of a
general map ϕ : S1 → S2 as in (5.8) is given by
(5.27) Er(ϕ) =
1
2
∫ 2π
0
[
sin2 α (Tr,w)2 + (Tr,α)2
]
dγ .
Using (5.27) and performing suitable computer aided computations it is possible to apply
the methods of Theorem 5.3 to the cases r ≥ 5. In particular, we were able to verify that
the conclusion (5.4) of Theorem 5.3 is true when r = 5, 6. Since the calculations involved
are huge we do not include them here. One of the difficulties to tackle the general case is
the fact that α∗ depends on r and so it is difficult to apply an induction argument.
Next, we provide the proof of Theorem 5.6. Also in this case it is convenient to separate
the cases r = 3 and r = 4. The schemes of the proofs are precisely as those of Theorem 5.3.
Therefore, here we just report the main steps without inserting all the details.
5.5. Proof of Theorem 5.6, Case r = 3. We observe that Spar is a manifold as in
Lemma 5.7, with f(α) = α and h(α) =
√
1 + 4α2. Therefore, we can describe a general
map ϕ : S1 → Spar with respect to local coordinates as in (5.8). Now, the first step is to
compute the 3-energy: this can be done as in Lemma 5.8 using Lemma 5.7. The result is:
(5.28) E3(ϕ) =
1
2
∫ 2π
0
[
α2 ((dτ)w)
2 + (1 + 4α2) ((dτ)α)
2] dγ ,
where
τw = w
′′ +
2
α
w′ α′
τα = α
′′ − α
1 + 4α2
w′2 +
4α
1 + 4α2
α′2
(dτ)w = τ
′
w +
1
α
(τα w
′ + τw α′)
(dτ)α = τ
′
α −
α
1 + 4α2
τw w
′ +
4α
1 + 4α2
τα α
′ .
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Then the direct calculation of (5.14) leads us to say that the operator I3 is now described
by:
(5.29)
Iw =
1
4
(
−15V ′′1 (γ) + 30V1(4)(γ)− 4V (6)1 (γ)
)
Iα =
1
4
(
3V
(5)
1 (γ)−
35
8
V
(3)
1 (γ)
)
Jw =
35
2
V2
(3)(γ)− 12V2(5)(γ)
Jα =
1
4
(
−1
4
V2(γ)− 21
8
V ′′2 (γ) + 14V
(4)
2 (γ)− 2V (6)2 (γ)
)
.
Now, direct inspection shows that the contribution of S0 to the index and the nullity is +1
for both. Next, we study the 4-dimensional subspaces Sm
2
, m ≥ 1. An orthonormal basis is
(5.30)
u1 =
2√
π
cos(mγ)
∂
∂w
, u2 =
2√
π
sin(mγ)
∂
∂w
,
u3 =
1
2
√
π
cos(mγ)
∂
∂α
u4 =
1
2
√
π
sin(mγ)
∂
∂α
.
We find that, with respect to this basis, the relevant matrices are
Am 0 0 −Cm
0 Am Cm 0
0 Cm Bm 0
−Cm 0 0 Bm
 ,
where now we have set:
(5.31)
Am =
1
4
m2
(
15 + 30m2 + 4m4
)
Bm =
1
32
(−2 + 21m2 + 112m4 + 16m6)
Cm =
1
8
m3
(
35 + 24m2
)
.
The eigenvalues are:
λ±m =
1
64
(
− 2 + 141m2 + 352m4 + 48m6
±
√
4 + 396m2 + 10313m4 + 103808m6(5.32)
+127072m8 + 40960m10 + 256m12
)
each of them with multiplicity equal to 2. Now a routine analysis shows that all the λ±m’s
are positive and so the proof is ended.
5.6. Proof of Theorem 5.6, Case r = 4. To carry out this proof, we perform computations
as above and find that we have to replace (5.28), (5.29), (5.30), (5.31), (5.32) with (5.33),
(5.34), (5.35), (5.36) and (5.37) respectively:
(5.33) E4(ϕ) =
1
2
∫ 2π
0
[
α2
(
(∇dτ)111
)2
+ (1 + 4α2)
(
(∇dτ)211
)2]
dγ ,
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where
(∇dτ)111 = (dτ)′w +
(
(dτ)αw
′ + (dτ)w α′
) 1
α
(∇dτ)211 = (dτα)′ −
α
1 + 4α2
(dτw)w
′ +
4α
1 + 4α2
(dτα)α
′ .
(5.34)
Iw =
1
27
(
−224V ′′1 (γ) + 840V (4)1 (γ)− 504V (6)1 (γ) + 27V (8)1 (γ)
)
Iα = − 181
√
2
(
266V
(3)
1 (γ)− 483V (5)1 (γ) + 108V (7)1 (γ)
)
Jw = 8
(
133
27
√
2V
(3)
2 (γ)− 161V
(5)
2 (γ)
9
√
2
+ 2
√
2V
(7)
2 (γ)
)
Jα =
2
3
(
−32
81
V2(γ)− 7627V ′′2 (γ) + 101027 V (4)2 (γ)− 823 V (6)2 (γ) + 32V (8)2 (γ)
)
(5.35)
u1 =
2
√
2√
π
cos(mγ)
∂
∂w
, u2 =
2
√
2√
π
sin(mγ)
∂
∂w
,
u3 =
√
2√
3π
cos(mγ)
∂
∂α
, u4 =
√
2√
3π
sin(mγ)
∂
∂α
.
Am =
1
27
m2
(
224 + 840m2 + 504m4 + 27m6
)
Bm =
1
243
(−64 + 456m2 + 6060m4 + 4428m6 + 243m8)(5.36)
Cm =
2
27
√
2
3
m3
(
266 + 483m2 + 108m4
)
and
λ±m = (1/243)
[
− 32 + 1236m2 + 6810m4 + 4482m6 + 243m8
±2
√
256 + 12480m2 + 164100m4 + 4114188m6 + 14037309m8(5.37)
+15720480m10 + 5634441m12 + 629856m14
]
.
Remark 5.12. If we consider the composition of the map ϕr in (5.5) with the k-fold rotation
eiγ 7→ eikγ, then we still have an r-harmonic map whose index and nullity can be studied
with the methods of this paper. However, since that would not add anything new in terms
of methods, we have decided to omit further details in this direction.
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