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Abstract Modeling real-world systems plays an essential role in system analysis, and contributes to a
better understanding of their behavior and performance. Classification, optimization, controls, and pattern
recognition problems heavily rely on modeling techniques. From a particular viewpoint, models could be
categorized into three classes: white box, black box, and gray box models. The present study focuses on
black box modeling. The satisfactory performance of a black box model depends on its structure and data
used for calibration of themodel. Although the number of data points is an important factor for improving
the richness of the dataset, there are limitations on increasing the number of data points in real problems.
For instance, gathering data from many real-life systems (e.g. industrial ones) imposes spending a huge
amount of time and money. In this study, we discuss a method which yields richer datasets for a known
number of data, in comparison to some other conventional experimental designmethods. In the proposed
algorithm, after extracting some data points by the factorial designmethod, the remaining data points are
extracted based on the analysis of the available data and the characteristics of the model. The results
illustrate the superior efficiency of the proposed method.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
In many areas of science, system modeling is a crucial issue.
Models are useful for system analysis, i.e., for acquiring a better
understanding of the behavior and performance of the system.
Models are the essential tools for prediction or simulation of
the behavior of a system. In engineering, models are required
for the design of new processes and for the analysis of existing
processes. Advanced techniques for the design of controllers,
optimization, supervision, and fault prognosis and diagnosis are
also based on the models of processes.
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doi:10.1016/j.scient.2012.10.017From a particular viewpoint, models could be classified into
three classes: white box, black box, and gray box. This study
focuses on block boxmodeling. Black boxmodels rely on exper-
imental data and need no a priori knowledge. The parameters
and the structure of themodelmayhave no relationwith the ac-
tual structure of the system. Apparently, a model is an approxi-
mation of the real system and the response of themodel and the
actual system response are not completely the same. We can-
not examine the appropriateness of the model’s responses for
all inputs; therefore, all efforts are performed to increase the
probability of satisfactory performance of the model.
Although the proper performance of a model is dependent
on the structure which we choose for it, it is also highly
dependent on the dataset used to tune the model parameters.
The richness of such data decreases the error of the model. On
the other hand, if the dataset is not rich enough, we could not
correctly obtain a black box model of the process, at least at
the operating points which have not been stimulated during
collection of data, and therefore, have not affected the dataset.
evier B.V. Open access under CC BY-NC-ND license.
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One of the main factors which influence the richness of the
data is the number of data points. However, in the real-world
problems, there are limitations on the increment of the number
of data points. This is mainly due to the fact that acquiring
data from many systems and processes requires lots of effort,
time and money. This forces a constraint on the increment of
the amount of experimental data. Estimation of the amount
of mineral reservoirs [1], modeling mechanical characteristics
of an alloy in terms of its ingredients or characteristics of
its manufacturing process [2–5], modeling dying properties of
materials in textile industry [6,7], medical related application
of modeling and classification in medicine [8–10], and many
other applications [11–15] are pertinent instances for such
problems.
In some cases, modeling a system with a set of data which
has already been collected is of interest. Thus, we do not
have any control on the data collection process [16,17]. This
study does not have any interest in this issue. The main ideaFigure 2: The flowchart of the Twilight algorithm.
of the present research is to obtain a proper set of data
which represents the system appropriately. Suppose that the
limitations permit us just to obtain a specific number of data
points, say M data points. There are two common ways for
selection ofM data points:
1. Random selection ofM data points,
2. Selection of M data points by gridding the input space
(factorial design).
In the abovementionedmethods, theM data points are selected
simultaneously. On the other hand, there is no intelligence
in obtaining them. Consider the data as light beams which
allow us to see a part of system behavior. With starting data
extraction, we move from complete darkness into twilight. The
more amounts of data we extract, the more information about
system behavior and the more chance to identify interesting
areas in the input space for extracting new data points we have.
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f (x)
f1(x) = 10

e−5(x−1)2 − e−5(x+1)2

−8 ≤ x ≤ +8
f2(x) = x2+x−1x2−x+1
−11 ≤ x ≤ +11
f3(x) = sin(x)x + N (0, 0.01)
−5 ≤ x ≤ +5
Table 2: Two-dimensional functions used in simulations.
g(x, y)
g1 (x, y) = peaks (x, y) =
3 (1− x)2 e(−x2−(y+1)2) − 10  x5 − x3 − y5 e−(x2+y2) − 13 e(−(x+1)2−y2)
−5 ≤ x, y ≤ +5
g2(x, y) = 10

e−
√
(x−1.1)2+(y−1.3)2 − e−
√
(x+1.4)2+(y+1.7)2

−10 ≤ x, y ≤ +10
Inspired by evolutionary algorithms, in this study we
propose an algorithm to analyze existing data for selecting
the best input used in the next experiments to extract richer
data for modeling. Based on abovementioned discussion, we
call this approach ‘‘Twilight method’’. The rest of the paper is
organized as follows: Section 2 discusses the Twilight method.
In Section 3, it is demonstrated thatwe canmodify the proposed
algorithm to obtain data pertinent to the application expected
for our model. Then, in Section 4 some simulation results are
presented to verify the efficiency of the Twilight algorithm.
Finally, in Section 5, some conclusions are derived.
2. The Twilight algorithm
In this section, the Twilight algorithm for experimental
design is described.
First, the number of data points M is obtained. Then, N <
M data points are determined by factorial design method andthe Twilight algorithm is initialized by them. The data points
could be considered as a population of honey bees or ants. An
individual is selected as a queen to reproduce new individuals.
To do this, a Fitness Function (FF) is needed in order to select
the best candidate as the queen. The FF is dependent on the
model to be identified. For example, high model accuracy for
identifying a special domain of interest is sometimes important,
whereas some inaccuracy could be tolerated in some other
regions of the input space. It is reasonable that an individual
with the highest gradient in its neighborhood is a suitable
candidate to be selected as the queen. On the other hand, those
parts of the input space in which the number and density of
data are less than other parts should be considered for data
extraction. Therefore, the FF is defined as:
FF(xi) =
 H
j=1
(f (xi)− f (xj))
× H
j=1
dj, (1)
where:
xi: the FF variable (a member of the input space),
xj: jth neighbor of xi,
H: the number of neighbors of xi,
f : the function to be modeled,
dj: the Euclidean distance between xi and its jth neighbor.
The method of determination of neighbors of data is shown
in Figure 1.
As it will be discussed later, any criterion or constraint in
extracting data may be considered in the FF. After the selection
of the queen, the best neighbor of queen is selected as its
mate according to the Relative Fitness Function. To define such
a function, it is reasonable to consider the queen’s breeding
mate neighboring data, xj, whose output f (xj) has the highest
difference with the queen’s output, f (q), as well as the highest
distance from the queen in the input space:
RFF(xj) =
(f (xj)− f (q))× dj. (2)
Wherein, q denotes the queen, and dj denotes the Euclidean
distance between q and its jth neighbor (xj).
There are lots of matingmethods. In this study, we apply the
averaging of two individuals as the mating method [18]. This
means that new data will be the average of queen and its mate.Table 3: Simulation results for one-dimensional functions.
f (x) M N P Modeling
method
RMSE for gridding
method
RMSE for random
method
RMSE for twilight
method
f1 16 7 2 Spline
Modeling whole function 1.3373 2.4426 0.2635
Modeling minimum points 0.7628 1.1232 0.0395
Modeling maximum points 1.0380 0.9266 0.0011
f1 16 7 2 PCHIP
Modeling whole function 1.2379 2.2631 0.4535
Modeling minimum points 0.9195 1.6669 0.1342
Modeling maximum points 0.6734 0.8107 0.1493
f2 10 4 1 Spline
Modeling whole function 0.1329 0.3177 0.0344
Modeling minimum points 0.0789 0.01139 0.0021
Modeling maximum points 0.0330 0.0394 0.0101
f2 10 4 1 PCHIP
Modeling whole function 0.3418 0.6717 0.0353
Modeling minimum points 0.3207 0.1496 0.0070
Modeling maximum points 0.0540 0.1298 0.0030
f3 10 2 4 Spline
Modeling whole function 0.1501 1.0177 0.1214
Modeling minimum points 0.0493 0.0550 0.0181
Modeling maximum points 0.0588 0.03708 0.0036
f3 10 2 4 PCHIP
Modeling whole function 0.1588 0.1450 0.0892
Modeling minimum points 0.0504 0.0307 0.0151
Modeling maximum points 0.1002 0.0874 0.0102
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g(x, y) M N P Modeling method RMSE for gridding
method
RMSE for random
method
RMSE for proposed
method
g1 100 9 8
Triangle-based cubic
interpolation
Modeling whole function 0.3586 0.5161 0.2699
Modeling minimum points 0.1191 0.1349 0.0237
Modeling maximum points 0.1216 0.1366 0.0285
g2 64 4 6
Triangle-based cubic
interpolation
Modeling whole function 0.3754 0.2895 0.2052
Modeling minimum points 0.2411 0.2574 0.0164
Modeling maximum points 0.2277 0.1974 0.0263Figure 3: Simulation results for the function f1(x). (a) Data extracted by the gridmethod. (b) Data extracted by the randommethod. (c) Data extracted by the Twilight
method. The white circles and the red circles represent the initial data and the data extracted by analyzing the initial data, respectively. ((e), (f), (g)) Data extracted
by the Twilight method respectively for situations in which minimums, maximums, and smooth points are more important.This algorithm continues until the remainingM−N data points
are generated. The flowchart of proposedmethod is depicted in
Figure 2.
3. Themodified algorithm to find theminimum,maximum,
smooth points or class boundaries of the system
Sometimes the modeling errors in different regions of the
input space are not of the same significance. For example, when
a model is tuned to find optimal parameters, the error is more
important in minimum or maximum points than other points.
In this section, by describing three situations, it is demonstrated
that the Twilight algorithm is highly adaptable and is able to
satisfy our expectations about the data extraction.
3.1. The modified algorithm to find minimum and maximum
points
In this stage, in addition to the effective parameters for
queen selection, a new parameter should be added so that the
local minimum points gain prominence.Heuristically, the more the points which have greater
value rather than a point under consideration, the greater
the prominence of that point. Thus, the fitness function is
multiplied by a correction term as follows:
 H
j=1

0.5× sign f (xi)− f (xj)

P
, (3)
where [·] represents the nearest integer function.
If the value of the function f in xi is less than the value of
f at the neighbors of that point, sign

f (xi)− f (xj)

is equal to
−1 for all j. The nearest integer function changes the numbers
between −1 and 0 into −1. Also, the values between 0 and 1
(which represents data points for which the value of f is greater
than that of the point under consideration) are mapped into
0. Therefore, Eq. (3) describes the number of neighbors of a
point in which the value of f is less than that point. P is a
parameter which allows us to control the effect of this new
term. To magnify the accuracy of finding the minimum, we
choose greater values of P . Finally, the FF is modified as:
S. Jafari et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1731–1737 1735Figure 4: Simulation results for g1(x, y). (a) The surface of g1 . (b) Data extracted by the grid method and the surface approximated using it. (c) Data extracted by the
randommethod and the surface approximated by it. (d) Initial data for the proposed algorithm and the corresponding approximated surface. (e) The data extracted
by the Twilight method and the corresponding approximated surface. ((f), (g), (h)) Data extracted by the proposed method and the corresponding approximated
surfaces for situations in which maximums, minimums, and smooth points are important, respectively.
1736 S. Jafari et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1731–1737Figure 5: Simulation results for the classification problem described in Eq. (8). (a) Data extracted by the grid method. (b) Data extracted by the random method.
(c) Data extracted by the Twilight method. The white and the red circles depict the initial data points and the data points extracted after analyzing the initial data
points, respectively.FF(xi) =
 H
j=1

0.5× sign f (xi)− f (xj)

P
×
 H
j=1
(f (xi)− f (xj))
× H
j=1
dj. (4)
A similar FF is defined in order to detect the maximum points:
FF(xi) =
 H
j=1

0.5× sign f (xj)− f (xi)

P
×
 H
j=1
(f (xi)− f (xj))
× H
j=1
dj. (5)
3.2. The modified algorithm to find smooth points
In this stage, the points in the input space at which the
system output changes slowly are determined. To reach this
goal, a FF is defined as:
FF(xi) = 1
H
j=1
(f (xi)− f (xj))+ CP
×
H
j=1
dj, (6)
where C is a constant that prevents small denominator. A
member has a greater priority for being the queen, if it has
smaller variations than its neighbors.
3.3. The modified algorithm to find class boundaries in classifica-
tion problems
In pattern recognition and classification problems, the data
located near the class boundaries are suitable for classification.
On the other hand, data far from boundaries do not affect the
boundaries of classes [19]. Therefore, a suitable FF is defined as:
FF(xi) =

H
j=1
ψ

xi, xj
P × H
j=1
dj
ψ

xi, xj
 = 1 xi ∈ Ak, xj ∉ Ak
ψ

xi, xj
 = 0 xi ∈ Ak, xj ∈ Ak,
(7)
where {A1, A2, . . . , Ak, . . .} are the classes. According to the
above FF, a datum that has more neighbors from different
classes is more suitable for being the queen.4. Simulation results
In this section, we perform the data collection procedure
from some sample functions to verify the Twilight method. For
functions given in Tables 1 and 2, we collected data by three
methods: random, factorial design, and the proposed method.
Additionally, we extracted a high amount of data points (100M)
for each function as test data via the factorial designmethod, to
examine the capabilities of eachmethod in generating rich data
for modeling. For approximation of single variable functions
given in Table 1,we used Piecewise Cubic Hermite Interpolating
Polynomial (PCHIP) and Splinemethods, and for approximating
multivariable functions given in Table 2, we used the triangle-
based cubic interpolation method.
The results are shown in Tables 3 and 4. The error evaluation
criterion is Root Mean Square Error (RMSE) between the real
output of the test data and the model output for them. It is
shown that the Twilight algorithm reduces the approximation
error compared to both of other methods. Tables 3 and 4
also describe the results of improved algorithms to find the
maximum and minimum points of the functions. It is shown
that the proposed algorithm reduces the error compared to the
other methods, as well.
The extracted data points from f1 and g1 functions which are
used in the Twilight algorithm are depicted in Figures 3 and 4
and are compared to the data extracted by other studies.
Finally, to verify the modified algorithm for producing rich
data for classification, a simple case study is examined: A 4-
class two-dimensional classification problem is considered as
follows:
(x, y) ∈ A1 ⇔ x, y ≥ 0
(x, y) ∈ A2 ⇔ x < 0, y > 0
(x, y) ∈ A3 ⇔ x, y ≤ 0
(x, y) ∈ A4 ⇔ x > 0, y < 0.
(8)
The total number of data points is 100, the number of the initial
data points is 16, and P = 10. Figure 5 shows the results of
extracted data using factorial design, random selection, and the
modified algorithm to find the boundaries of the classes. The
results show that the data extracted by the modified algorithm
is richer.
5. Concluding remarks
In real-life applications, generating data points for modeling
and function approximation needs a lot of time and effort. Thus,
it is highly desirable to develop methods which can enrich data
setswith a smaller number of data points. In this paper, inspired
by evolutionary algorithms, an experimental design method
S. Jafari et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1731–1737 1737is proposed for modeling and function approximation. In the
proposed method, the information in the previously collected
data is exploited to intelligently select the new data points.
To do this, we use the information on the distribution and
geometrical properties of the previously collected data points
in the input space. The simulation results prove the efficiency
of the algorithm.
The forthcoming efforts could be focused ondesigning better
fitness functions, as well as applying the proposed algorithm to
real-life problems.
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