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Abstract
We develop a new algorithm, based upon the SQEMA-algorithm, for computing ﬁrst-order frame corre-
spondents of hybrid formulas. It is shown that the success of this algorithm on an input formula guarantees
its sd-persistence and hence the completeness of the logic obtained by adding that formula as axiom to the
basic hybrid system. These results are employed to obtain a hybridized extension of Sahlqvist’s theorem.
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Introduction
Among the important questions one can ask about a given modal or hybrid formula
are (a) does the formula deﬁne a ﬁrst-order property of Kripke frames, i.e. is it
elementary, and (b) is the logic obtained by adding this formula as axiom to the
basic formal system associated with its language complete with respect to its Kripke
frames? Indeed, these questions are known to be closely related.
As regards the ﬁrst question, it is well known that every modal or hybrid formula
deﬁnes a second-order condition on Kripke frames, although there are some, like the
transitivity axiom p → p and the pure hybrid formulas, which deﬁne ﬁrst-order
conditions. Because of the theoretical and computational advantages of ﬁrst-order
over second-order logic, it is useful to identify classes of elementary formulas which
are as large as possible. Interest in the second question is of course heightened by
the fact that for modal logics completeness is the exception, rather than the norm.
In [3] Chagrov and Zakharyaschev prove a result from which it follows that
the class of elementary modal formulas, the class of formulas axiomatizing com-
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plete modal logics, as well as their intersection, are undecidable. This result carries
directly over to hybrid languages. Hence one is reduced to making decidable ap-
proximations of the elementary and/or canonical modal and hybrid formulas. Such
approximations often take the form of syntactically speciﬁed classes, and include
the Sahlqvist formulas in the modal case, and the pure formulas in the hybrid case.
While this syntactic approach can be quite elegant, its inherent limitations have
often been emphasized, e.g. Blackburn et. al. ([2], p 196) caution that “[b]y adding
further restrictions it is possible to extend it [the Sahlqvist class] further, but it is
not obvious that the resulting loss of simplicity is really worth it.”
Another approach suggests itself — since we are interested in decidable classes
of elementary and canonical formulas, why not deﬁne such classes in terms of the
algorithms (decision procedures) which justify their decidability? As instances of
this approach one may cite the application of the second-order quantiﬁer elimina-
tion algorithms SCAN and DLS to the second-order translations of modal formulas
treated e.g. in [11] and [15], respectively. Another algorithm for computing ﬁrst-
order frame equivalents for modal formulas, called SQEMA, was introduced in [5].
Unlike DLS and SCAN, SQEMA is speciﬁcally designed for modal languages, and
hence there is no need to ﬁrst translate its input into second-order logic. SQEMA
moreover guarantees the canonicity of every modal formula which it can success-
fully reduce, and hence the canonical completeness of logics axiomatized with these.
(Some partial results on the canonicity of modal formulas reducible by DLS have
also been obtained, see [4].) Since both SQEMA and DLS are terminating — the
resolution phase of SCAN can loop — these algorithms deﬁne decidable classes of
elementary (and in the case of SQEMA, also canonical) modal formulas, strictly
containing most well known syntactic classes of elementary and canonical modal
formulas like the Sahlqvist and inductive ([13]) formulas. For the classes of formu-
las so deﬁned by these algorithms, elegant syntactic characteristics probably do not
exist, but this is the price one has to pay for the greater generality.
The current paper is a continuation of the ‘algorithmic program’ as sketched
above. We will develop an algorithmic tool which helps to answer the questions
of elementarity and completeness for formulas of the basic hybrid language. This
tool is an adaptation of SQEMA and will be called SQEMAsd. The superscript
‘sd’ derives from the fact that all SQEMAsd-reducible formulas are persistent with
respect to strongly descriptive frames (see section 3), rather than descriptive or
discrete frames, as are the case with SQEMA and SQEMAn (see [6]), respectively.
The paper is arranged as follows: After collecting some basic notions and nota-
tion in section 1, we specify the algorithm SQEMAsd, prove its correctness as far as
ﬁrst-order correspondence is concerned, and give an example in section 2. In sec-
tion 3 we show that all hybrid logics axiomatized by formulas on which SQEMAsd
succeeds are complete. In section 4 we show how the “algorithmic approach” can
be made to serve the “syntactic tradition” when we apply these results to obtain a
hybridized extension of the Sahlqvist formulas. We conclude in section 5.
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1 Preliminaries
In this section we collect some basic deﬁnition and notations. Any undeﬁned terms
are as in [2]. We assume countably inﬁnite disjoint sets of propositional variables
and nominals PROP and NOM, respectively. The member of AT := PROP ∪ NOM
will be referred to as atoms. The language Lnr is given by the abstract syntax
φ ::= ⊥ | p | i | ¬φ | φ ∨ ψ | φ | −1φ for p ∈ PROP and i ∈ NOM. The
sublanguages Lr, Ln and L are obtained by omitting the clauses for i, −1, both,
respectively. The boolean connectives→, ∧ and↔ are deﬁned as usual, and as usual
φ := ¬¬φ and −1φ := ¬−1¬φ. We write PROP(φ), NOM(φ), and AT(φ) for
the sets of propositional variables, nominals, and atoms, respectively, occurring in
φ. By writing φ(a) we mean that AT(φ) ⊆ a, where a is a vector (or vectors) of
atoms. Formula φ is pure if AT(φ) ⊆ NOM.
A formula is in negation normal form if it is written without the use of the
connectives→ and↔, and the negation sign appears only directly in front of atoms.
An occurrence of an atom a in a formula φ is positive (negative) if it is in the scope
of an even (odd) number of negations. φ is positive (negative) in a if all occurrences
of a in φ are positive (negative).
In this paper our focus will be mainly on the language Ln. The standard basic
axiomatic system associated with this logic, which can be found in e.g. [9] or [17],
will be denoted by Kn. Recall that Kn extends the basic modal system K not only
with axioms for the nominals but also with certain non-orthodox rules of inference.
A Kripke frame is a pair F = (W,R) with W a non-empty set and R ⊆ W 2
a binary relation on W . A Kripke model based on a frame F = (W,R) is a pair
M = (F, V ) with V a valuation assigning to every p ∈ PROP a set V (p) ⊆ W where
it is true, and to every i ∈ NOM a singleton subset V (i) of W where it is true.
The truth of an Lnr -formula φ at a point m in a Kripke model M, denoted
(M,m)  φ, is deﬁned as usual. Particularly, (M,m)  φ iﬀ there is a point
n ∈ W such that Rmn and (M, n)  φ, and (M,m)  −1φ iﬀ there is a point
n ∈ W such that Rnm and (M, n)  φ.
Based on this truth deﬁnition a valuation V can be extended from atoms to all
formulas in a unique way. We will accordingly write V (φ) for {m ∈ W | (M,m) 
φ} when M = (W,R, V ) is understood. We write M  φ if φ is true at every point
in M. Similarly we write (F,m)  φ and say φ is valid at m in F if (M,m)  φ for
every model M based on F, and write F  φ, saying φ is valid on F, if M  φ for
all models M based on F.
Deﬁne L0 to be the ﬁrst-order language with =, a binary relation symbol R,
and disjoint sets of individual variables VAR = {x0, x1, . . .} and {yi | i ∈ NOM}.
Also, let L1 be the extension of L0 with a sets of unary predicates {P0, P1, . . .}
corresponding to the propositional variables in PROP. L-formulas are translated
into L1 by means of the usual standard translation function ST(·, ·). Recall that
ST(φ, x) is deﬁned by induction on φ. Particularly ST(i, x) := yi = x for every
i ∈ NOM and ST(φ, x) := ∃y(Rxy∧ST(φ, y)), where y is the ﬁrst variable in VAR
not appearing in ST(φ, x).
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Of course, a Kripke model is nothing but an L1-structure and a Kripke frame
nothing but an L0-structure. Indeed, we have for any model M and any formula
φ ∈ Lnr , that (M,m)  φ iﬀ M |= ST(φ, x)[x := m]. Similarly, any frame F,
(F,m)  φ iﬀ F |= ∀P∀yST(φ, x)[x := m] where P is the vector of all predicates
corresponding to propositional variables and y that of all variables corresponding
to nominals occurring in φ.
A ﬁrst-order formula α(x) ∈ L0 with one free variable is a local frame correspon-
dent for a formula φ ∈ Lnr if, for any Kripke frame F and point w in F, it holds that
(F, w)  φ iﬀ F |= α[x := w].
A general frame g = (W,R,W) is the augmentation of a Kripke frame F =
(W,R) with an algebra W of subsets of W (called admissible subsets) which is
closed under the boolean operations and under the operation 〈R〉(X) = {y ∈ W |
Ryx for some x ∈ X}. Note that we do not require closure under 〈R−1〉. A model
based on a general frame g = (W,R,W) is a model (W,R, V ) with V an admissible
valuation, i.e. V (a) ∈W for all a ∈ AT. g = (W,R) is the underlying Kripke frame
of g = (W,R,W). A formula is persistent with respect to a class C of general frames
if for all g ∈ C, g  φ implies g  φ.
We will often identify Lnr -formulas and the operators deﬁned by them on the
(powersets of) the domains of (general) frames. That is to say, for φ(a) ∈ Lnr ,
g = (W,R,W) a general frame, and X ∈ W we write φ(X) for V (φ) in (g, V ) where
V is any (possibly non-admissible) valuation assigning X to a. (We will be sloppy
and, for a vector x = (x1, . . . , xn), write x ∈ X when we mean that x1, . . . , xn ∈ X.)
With every general frame g = (W,R,W) we associate the topological space
(W,T (g)) where T (g) is the topology having W as a basis of clopen sets. The set of
all closed sets (with respect to T (g)) is denoted by Cls(g). We further write Sgl(g)
for the set {{w} | w ∈ W} of all singleton subsets of W .
2 The SQEMAsd-algorithm
In this section we present the SQEMAsd-algorithm, demonstrate it at work, and
prove its correctness. This algorithm adapts and extends the SQEMA-algorithm,
introduced in [5] and further studied in [6] and also (in an adapted version) in
chapter 16 of [7]. SQEMA is an acronym for “second-order quantiﬁer elimination in
modal logic using Ackermann’s lemma.”
2.1 Speciﬁcation of the algorithm
Some terminology — an expression of the form φ ⇒ ψ with φ, ψ ∈ Lnr is called
a SQEMA-sequent, with φ and ψ the antecedent and consequent of the sequent,
respectively. A ﬁnite set of SQEMA-sequents is called a SQEMA-system. We set
Form(φ ⇒ ψ) := ¬φ∨ψ and, for a system Sys, we let Form(Sys) be the conjunction
of all Form(φi ⇒ ψi) for all sequents φi ⇒ ψi ∈ Sys.
Given a formula φ ∈ Ln as input, SQEMAsd processes it in three phases, with
the goal to reduce φ ﬁrst to a suitably equivalent pure, and then ﬁrst-order formula.
W. Conradie / Electronic Notes in Theoretical Computer Science 231 (2009) 175–190178
Table 1
SQEMAsd Transformation Rules
Rules for connectives
C ⇒ (A ∧B)
C ⇒ A,C ⇒ B (∧-rule)
j ⇒ A
j ⇒ k, k ⇒ A (-rule
∗)
C ⇒ (A ∨B)
(C ∧ ¬A) ⇒ B (left-shift ∨-rule)
(C ∧A) ⇒ B
C ⇒ (¬A ∨B) (right-shift ∨-rule)
A ⇒ B
−1A ⇒ B (-rule)
−1A ⇒ B
A ⇒ B
(inverse -rule)
∗where k is a new nominal not occurring in the system.
Polarity switching rule
Substitute ¬p for every occurrence of p in the system.
Ackermann-rule for propositional variables
The system {A1 ⇒ p, · · · , An ⇒ p,B1(p), · · · , Bm(p)}
is replaced by {B1((A1 ∨ . . . ∨An)/p), · · · , Bm((A1 ∨ . . . ∨An)/p)}
where p does not occur in A1, . . . , An and each of B1, . . . , Bm is negative in p.
Ackermann-rule for nominals
The system {j ⇒ k, B1(k), · · · , Bm(k), }
is replaced by {B1[j/k], · · · , Bm[j/k]}
where each of B1, . . . , Bm is negative in k.
Phase 1 (preprocessing) — The negation of φ is converted into negation normal
form, and  and ∧ are distributed over ∨ as much as possible, by applying the
equivalences (ψ ∨ γ) ≡ ψ ∨ γ and δ ∧ (ψ ∨ γ) ≡ (δ ∧ ψ) ∨ (δ ∧ γ). For each
disjunct of the resulting formula
∨
φ′i a system Sysi is formed consisting of the single
sequent i⇒ φ′i, where i is a reserved nominal used to denote the state of evaluation
in a model, and not allowed to occur in the input formula φ. These are the initial
systems in the execution.
Phase 2 (elimination) — The algorithm now proceed separately on each initial
system, Sysi, by applying to it the transformation rules listed in table 1. The aim
is to eliminate from the system (a) all occurring propositional variables, and (b)
all nominals which occurred in the input formula φ (called “input nominals”) and
which have positive occurrences in Form(Sysi). If this is possible for each system,
we proceed to phase 3, else the algorithm report failure and terminates. The rules
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in table 1 are to be read as rewrite rules, i.e. they replace sequents in systems with
new sequents or, in the case of the Ackermann-rules, systems with new systems.
Note that each actual elimination of a variable or nominal is achieved through an
application of an Ackermann-rule while the other rules are used to bring the system
into the right form for the application of these rules.
Phase 3 (translation) — This phase is reached only if all systems have been
reduced to pure systems, i.e. systems Sysi with Form(Sysi) a pure formula. Let
Sys1, . . . ,Sysn be these systems. Recalling that φ was the input to the algorithm,
we will write pure(φ) for the formula (Form(Sys1)∨· · ·∨Form(Sysn)). The algorithm
now computes and returns, as local frame correspondent for the input formula φ,
the formula ∀y∃x0ST(¬pure(φ), x0) where y is the tuple of all occurring variables
corresponding to nominals, but with yi (corresponding to the designated current
state nominal i) left free, since a local correspondent is being computed.
A formula on which SQEMAsd succeeds will be called SQEMAsd-reducible, or
simply reducible. The correctness of this algorithm will be proven below and its
scope illustrated in section 4. The former will also shed some light on the perhaps
rather puzzling quantiﬁcation used in the translation step. The execution of the
algorithm is probably best illustrated with an example:
Example 2.1 Consider the execution of SQEMAsd on the input formula (j ∧
p) → (k ∨ (j ∨p)). In phase 1 this formula is negated and transformed into
negation normal form to become (j ∧ p) ∧ ¬k ∧ (¬j ∧ ¬p)). No further
distribution of ∧ or  over ∨ is possible. Only one system is formed, namely
{i⇒ ((j ∧p) ∧¬k ∧(¬j ∧¬p))}. The algorithm now enters phase 2. First
the ∧-rule is applied to (the only sequent in) the system, yielding a new system,
{ i⇒ (j ∧p), i⇒ (¬k ∧(¬j ∧¬p)) } .
Next, applying the  and ∧-rules followed by the -rule produces
{
i⇒ l, l⇒ j, −1l⇒ p, i⇒ (¬k ∧(¬j ∧¬p)) } .
Propositional variable p can now be eliminated by the application of the Ackermann-
rule for propositional variables, thus:
{
i⇒ l, l⇒ j, i⇒ (¬k ∧(¬j ∧−1¬l)) } .
Although the system obtained is now pure, it still contains a positive occurrence of
the input nominal j. The Ackermann-rule for nominals is now applied to obtain the
system
{
i⇒ l, i⇒ (¬k ∧(¬l ∧−1¬l)) } .
Hence ¬pure(φ) is given by (i∧¬l)∨(i∧(k∨(l∨−1l))). This formula can be
rewritten as i∧(k∨[¬l∨(l∨−1l)]). After translation and simpliﬁcation this
becomes (∀yRxy)∨(∀y∀z(Rxy∧Rxz → (y = z → ∃u(Ryu∧Rzu)))). Hence a point
in a Kripke frame validates the input formula (j∧p)→ (k∨(j∨p)), iﬀ it is
either a spy point (i.e. a point from which all points in the frame are accessible) or
satisﬁes (locally) a weakened version of the Church-Rosser property. This property
is deﬁnable (on Kripke frames) neither by an L-formula nor by a pure Ln-formula.
Indeed, the property is undeﬁnable by an L-formula since it is not invariant under
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disjoint unions. The undeﬁnability by pure Ln-formulas may be seen by considering
the frames used in [8] to show that the Church-Rosser property is undeﬁnable by
pure formulas, even with the help of the universal modality.
Remark 2.2 A few remarks are perhaps in order. Firstly, by omitting the
Ackermann-rule for nominals and the requirement about the elimination of input
nominals from SQEMAsd, we essentially obtain the original SQEMA. Secondly, as
with SQEMA, it would be possible to add additional transformation rules that fa-
cilitate more powerful propositional reasoning. Thirdly, it should be clear that the
elimination of positive input nominals is not necessary for obtaining a ﬁrst-order cor-
respondent (see the proof of theorem 2.7, below). The need for this requirement will
become clear when we investigate the persistence properties of SQEMAsd-reducible
formulas in section 3, as will the reason for the ‘sd’ in the name of the algorithm.
2.2 Correctness
In this section we prove the correctness of SQEMAsd, as formulated in theorem 2.7.
We will need a few preliminary notions.
Deﬁnition 2.3 LetM = (F, V ) andM′ = (F, V ′) be models over the same Kripke
frame F = (W,R), and let PROP0 ⊆ PROP and NOM0 ⊆ NOM. We say that M
and M′ are (PROP0,NOM0)-related if
(i) V ′(p) = V (p) or V ′(p) = W − V (p) for all p ∈ PROP0, and
(ii) V ′(j) = V (j) for all j ∈ NOM0.
The next deﬁnition is intended to capture the type of equivalence which is pre-
served by the SQEMAsd-transformation rules.
Deﬁnition 2.4 Let C be a class of Kripke frames or of general frames. Formulas
φ, ψ ∈ Lnr are transformation equivalent over C if, for every modelM = (g, V ) based
on g ∈ C such thatM  φ, there exists a (PROP(φ)∩PROP(ψ),NOM(φ)∩NOM(ψ))-
related model M = (g, V ′) based on g such that M′  ψ, and vice versa. We will
write φ ≡Ctrans ψ to indicate that φ and ψ are transformation equivalent over C.
Speciﬁcally, transformation equivalence over the class of all Kripke frames will be
denoted by ≡Krtrans.
Remark 2.5 Note that transformation equivalence is not a proper equivalence
relation since, in general, it need not be transitive. For example, in the se-
quence i → (j ∧ ¬i), k → (j ∧ ¬k), k → (i ∧ ¬k), j → (i ∧ ¬j) each
formula is transformation equivalent to the next over Kripke frames, but clearly
i → (j ∧ ¬i) ≡Krtrans j → (i ∧ ¬j). However, for any class C of Kripke or general
frames, we have the following version of transitivity: if φ1 ≡Ctrans φ2, φ2 ≡Ctrans φ3,
and NOM(φ1) ∩ NOM(φ3) ⊆ NOM(φ2), then φ1 ≡Ctrans φ3.
Proposition 2.6 If Sys′ is a SQEMA-system obtained from a system Sys by appli-
cation of SQEMAsd-transformation rules, then Form(Sys) and Form(Sys′) are trans-
formation equivalent.
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Proof. Firstly, it is easy to see that each transformation rule preserves transfor-
mation equivalence. The case of the Ackermann-rule for propositional variables is
justiﬁed by the modal analogue of Ackermann’s lemma ([1], see also [5] and [15]).
Secondly, the sequence of systems obtained satisﬁes the requirements for the limited
version of transitivity (remark 2.5), as no eliminated nominal ever reappears since
the -rule requires new nominals. 
Theorem 2.7 (Correctness) If SQEMAsd succeeds on a formula φ ∈ Ln then the
ﬁrst-order formula returned is a local frame correspondent for φ.
Proof. Suppose that SQEMAsd succeeds on φ ∈ Ln. For simplicity, and without
loss of generality, assume that the execution does not branch because of disjunctions
in the preprocessed ¬φ, i.e. that only one initial system is produced. We may make
this assumption since the conjunction of local ﬁrst-order correspondents of Ln-
formulas is a local ﬁrst-order correspondent for the conjunction of those formulas.
Let F = (W,R) be a Kripke frame and w ∈ W . Let Sys0, . . . ,Sysr be the
sequence of systems of equations produced by SQEMAsd when executed on φ. By
the assumption of success Sysr is pure. We deﬁne the second-order translation of a
system Sysj , TR(Sysj), to be the second-order formula ∃P∃y∀x0ST(Form(Sysj), x0),
where P is the tuple of all predicate variables and y the tuple of all variables
corresponding to nominals other than i, occurring in ST(Form(Sysj), x0). Note that
yi, corresponding to i, is the only free variable in TR(Sysj). Then (F, w)  φ
iﬀ F |= ∀P∀yST (φ, x0)[x0 := w] iﬀ F |= ∀P∀y∃x0ST (i ∧ φ, x0)[yi := w] iﬀ F |=
∃P∃y∀x0ST (¬i ∨ ¬φ, x0)[yi := w], i.e. iﬀ F |= TR(Sys0)[yi := w].
Now, by proposition 2.6, we have that F |= TR(Sys0)[yi := w] if and only if
F |= TR(Sysr)[yi := w]. Hence (F, w)  φ iﬀ F |= ∃y∀x0ST(Form(Sysr), x0)[yi :=
w], i.e (F, w)  φ iﬀ F |= ∀y∃x0¬ST(Form(Sysr), x0)[yi := w]. Hence
∀y∃x0¬ST(Form(Sysr), x0) is a local ﬁrst-order frame correspondent for φ, and ex-
actly what SQEMAsd returns. Accordingly, ∀yi∀y∃x0¬ST(Form(Sysr), x0) is a global
ﬁrst-order correspondent of φ. 
3 SQEMAsd and the completeness of hybrid logics
Our aim in this section is to show that any hybrid logic of the form Kn⊕Σ, where Σ
is set of SQEMAsd-reducible formulas, is strongly sound and complete with respect
to its class of Kripke frames. This will be achieved by making use of the strongly
descriptive frames introduced by Ten Cate in [17], and of persistence with respect
to these. Let us ﬁrst recall the deﬁnition of an (ordinary) descriptive frame.
Deﬁnition 3.1 A general frame g = (W,R,W) is said to be:
diﬀerentiated if for every x, y ∈ W , x = y, there exists X ∈ W such that x ∈ X
and y ∈ X (equivalently, if T (g) is Hausdorﬀ);
tight if for all x, y ∈ W it is the case that Rxy iﬀ x ∈ ⋂{〈R〉(Y ) | Y ∈W and y ∈
Y } (equivalently, if R is point-closed, i.e. R({x}) = {y ∈ W | Rxy} is closed in
T (g) for every x ∈ W );
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ω + 1 ω 3 2 1 0
Fig. 1. A strongly descriptive frame
compact if every family of admissible sets from W with the ﬁnite intersection prop-
erty (FIP) has non empty intersection (equivalently, if T (g) is compact). Recall
that a family of sets has FIP if any ﬁnite subfamily has non-empty intersection;
descriptive if it is diﬀerentiated, tight and compact.
A descriptive general frame is strongly descriptive if it contains “enough” ad-
missible singletons to properly interpret nominals:
Deﬁnition 3.2 A general frame g = (W,R,W) is strongly descriptive if
(i) it is descriptive,
(ii) for all ∅ = A ∈W, there is some singleton {a} ∈W such that {a} ⊆ A, and
(iii) for all A ∈ W and singletons {a} ∈ W, if {v ∈ A | aRv} = ∅, then there is a
singleton {b} ∈W, such that b ∈ A and aRb.
We will write Nom(W) for the set of all singleton sets in W, the notation being sug-
gestive of the fact that, over g, valuations for nominals have to come from Nom(W).
The elements of
⋃
Nom(W) will be referred to as the admissible points of g.
Example 3.3 Let g = (W,R,W) be the general frame with underlying Kripke
frame pictured in ﬁgure 1. Note that ω is reﬂexive while all other points are ir-
reﬂexive, that the accessibility relation is transitive, and that Rωn for every n ∈ N.
Let W = {X1 ∪ X2 ∪ X3 | Xi ∈ Xi, i = 1, 2, 3}, where X1 contains all ﬁnite
(possibly empty) sets of natural numbers, X2 contains ∅ and all sets of the form
{x ∈ W | n ≤ x ≤ ω} for all n ∈ ω, and X3 = {∅, {ω+1}}. It is not diﬃcult to check
that g is descriptive. Further, note that every point other than ω is admissible and
that, in fact, g is strongly descriptive.
Ten Cate ([17]) gives the following general completeness result for strongly de-
scriptive frames.
Theorem 3.4 ([17]) For any set Σ of Ln-formulas, the logic Kn ⊕ Σ is strongly
sound and complete with respect to the class of all strongly descriptive general frames
validating Σ.
Call a formula φ sd-persistent if it is persistent with respect to the class of all
strongly descriptive frames. We immediately have the following corollary:
Corollary 3.5 For any set Σ of sd-persistent Ln-formulas, the logic Kn ⊕ Σ is
strongly sound and complete with respect to the class of all Kripke frames for Σ.
Our strategy is thus to show that all SQEMAsd-reducible formulas are sd-
persistent.
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3.1 Some results for strongly descriptive frames
In this section we determine a class of Lnr -formulas exhibiting a certain type of
sd-persistence (proposition 3.13). In the sequel we will be able to show that the
formula pure(φ) obtained in phase three of SQEMAsd is always in this class. Let
us begin by observing that not all pure Ln-formulas are sd-persistent. Indeed,
the irreﬂexivity axiom, j → ¬j, is not locally or globally sd-persistent — for the
strongly descriptive frame g in example 3.3, we have g  j→ ¬j but g  j→ ¬j.
Deﬁnition 3.6 A formula φ ∈ Lnr is inverse existential (universal) if all occur-
rences of −1 in φ are positive (negative), and all occurrences of −1 in φ are
negative (positive) or, equivalently, when rewritten in negation normal form, φ con-
tains no occurrences of −1 (−1). An inverse existential (universal) formula φ is
syntactically closed (open) if all occurrences of nominals in φ are positive (negative).
One should bear in mind that the truth-set V (φ) of an Lnr -formula φ in a model
(g, V ) based on a (strongly descriptive) general frame g = (W,R,W) need not itself
be a member of W, since we do not require the closure of W under 〈R−1〉. (The
reason for this is of course that we are seeking completeness results for logics in the
language Ln, yet SQEMAsd’s execution may take us into Lnr .) To help deal with
this situation the following three lemmas will be very useful. They were proven in
[5], albeit with slightly diﬀerent formulation, as ordinary descriptive frames were
used there and hence the valuations of nominals had to receive special treatment.
Lemma 3.7 ([5]) Let g = (W,R,W) be any strongly descriptive frame. For any
inversely existential (universal) formula φ(a) ∈ Lnr and any A ∈ W the set φ(A) is
closed (open) with respect to T (g).
Lemma 3.8 (Esakia-type lemma, [5]) Let φ(q, a, j) ∈ Lnr be an inverse existen-
tial formula which is positive in a. Then for every descriptive frame g = (W,R,W),
Q ∈W, s ∈ Nom(W) and any downwards directed family of closed sets {Ci | i ∈ I}
from Cls(g), it is the case that φ(Q,
⋂
i∈I Ci, s) =
⋂
i∈I φ(Q,Ci, s).
Lemma 3.9 (Restricted Ackermann’s lemma for sd-frames, [5]) Let g =
(W,R,W) be a strongly descriptive frame, and A(q, j) and B(q, p, j) inverse existen-
tial and universal Lnr -formulas, respectively, with p not occurring in A, and with B
negative in p. Then, for all Q ∈ W, a ∈ Nom(W), it holds that B(Q,A(Q, a), a) =
W if and only if there is a P ∈W such that A(Q, a) ⊆ P and B(Q,P, a) = W .
The next useful lemma shows that an inversely existential formula φ ∈ Lnr is
valid in a strongly descriptive frame whenever it is valid at every admissible point
in that frame.
Lemma 3.10 Let g = (W,R,W) be a strongly descriptive frame and φ ∈ Lnr an in-
versely existential formula. Then g  φ whenever (g, w)  φ for all w ∈ ⋃Nom(W).
Proof. Suppose that (g, w)  φ(p,k) for all w ∈ ⋃Nom(W). Suppose further, by
way of contradiction, that for some v ∈ W , some P ∈W and some a ∈ Nom(W), we
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have v ∈ φ(P , a), i.e. {v}∩φ(P , a) = ∅. But, since singletons are closed in descriptive
frames, {v} = ⋂{C ∈W | v ∈ C}. Moreover, since φ is inversely existential, φ(P , a),
by lemma 3.7 is closed with respect to T (g), so φ(P , a) =
⋂{D ∈W | φ(P , a) ⊆ D}.
So we have
⋂{C ∈ W | v ∈ C} ∩ ⋂{D ∈ W | φ(P , a) ⊆ D} = ∅. Hence, by
compactness, there exist admissible sets C,D ∈ W with v ∈ C and φ(P , a) ⊆ D,
such that C ∩ D = ∅. But then C ∩ φ(P , a) = ∅. But there is at least one
admissible point, say c, such that c ∈ C, and hence c ∈ φ(P , a), which contradicts
our assumption that (g, w)  φ for all w ∈ ⋃Nom(W). 
Deﬁnition 3.11 A diamond-link formula is any conjunction of formulas of the
form j → k or ¬j ∨k. The dependency digraph of a diamond-link formula φ is
the directed graph 〈Vφ, Eφ〉, with vertex set Vφ consisting of all nominals occurring
in φ, and edge set Eφ, such that (j,k) ∈ Eφ iﬀ j → k (or ¬j ∨k) is a conjunct
of φ. A diamond link-formula is forest-like if its dependency digraph is a forest, i.e.
a disjoint union of trees.
The following lemma is easy to prove.
Lemma 3.12 Let g = (W,R,W) be a strongly descriptive general frame, and
φ(j1, . . . , jn) a forest-like diamond-link formula. Then for all x1, . . . , xn ∈ W and
X1, . . . , Xn ∈ W with xi ∈ Xi, 1 ≤ i ≤ n, such that φ({x1}, . . . , {xn}) = W , there
exist admissible singletons {a1}, . . . , {an} ∈ Nom(W) such that ai ∈ Xi, 1 ≤ i ≤ n,
and φ({a1}, . . . , {an}) = W .
Proposition 3.13 Let g = (W,R,W) be a strongly descriptive frame. For any
formula of the form φ∧ψ ∈ Lnr with ψ pure and syntactically open, and φ a forest-
like diamond-link formula, there is a admissible valuation V such that (g, V )  φ∧ψ
iﬀ there is a valuation V ′ such that (g, V ′)  φ ∧ ψ.
Proof. Suppose that NOM(φ) ⊆ {j1, . . . , jn} and that NOM(ψ) − NOM(φ) ⊆
{k1, . . . ,km}. The implication from left to right is trivial — take V ′ = V . For
the sake of the other direction, suppose that there are x1, . . . xn, y1, . . . , ym ∈ W
such that φ({x1}, . . . , {xn}) = W and ψ({x1}, . . . , {xn}, {y1}, . . . , {ym}) = W.
Hence ¬ψ({x1}, . . . , {xn}, {y1}, . . . , {ym}) = ∅. But then, since singletons are
closed in descriptive frames, ¬ψ(⋂X1, . . . ,
⋂
Xn,
⋂
Y1, . . . ,
⋂
Ym) = ∅, where,
Xi = {X ∈ W | xi ∈ X}, 1 ≤ i ≤ n, and Yi = {Y ∈ W | yi ∈ Y },
1 ≤ i ≤ m. Hence, by lemma 3.8 and the fact that ¬ψ is syntactically closed,
we have
⋂
X1∈X1 · · ·
⋂
Xn∈Xn
⋂
Y1∈Y1 · · ·
⋂
Ym∈Ym ¬ψ(X1, . . . , Xn, Y1, . . . , Ym) = ∅.
Thus we have an empty intersection of (by lemma 3.7) closed sets. Hence,
by compactness and the positivity of ¬ψ, there exist X1, . . . , Xn ∈ W and
Y1, . . . , Ym ∈ W with xi ∈ Xi, 1 ≤ i ≤ n, and yi ∈ Yi, 1 ≤ i ≤ m, such that
¬ψ(X1, . . . , Xn, Y1, . . . , Ym) = ∅. By lemma 3.12 there are a1, . . . , an,∈
⋃
Nom(W)
such that ai ∈ Xi, 1 ≤ i ≤ n, and φ({a1}, . . . , {an}) = W. Since ¬ψ is
positive in all nominals, we can choose arbitrary b1, . . . , bm ∈
⋃
Nom(W) such
that bi ∈ Yi, 1 ≤ i ≤ m and ¬ψ({a1}, . . . , {an}, {b1}, . . . , {bm}) = ∅. Hence
φ({a1}, . . . , {an}) ∩ ψ({a1}, . . . , {an}, {b1}, . . . , {bm}) = W . 
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3.2 SQEMAsd on strongly descriptive frames
We write φ ≡sdtrans ψ to indicate that φ and ψ are transformation equivalent over
the class of strongly descriptive frames (recall deﬁnition 2.4).
Lemma 3.14 (Soundness for Strongly Descriptive Frames) Let Sys′ be a
system obtained from a system Sys by the application of a transformation rule of
SQEMAsd. Then Form(Sys) ≡sdtrans Form(Sys′).
Proof. We have to show that each transformation rule of SQEMAsd preserves trans-
formation equivalence on strongly descriptive frames. This is easily justiﬁed. In
particular, the case for the Ackermann-rule for propositional variables follows from
lemma 3.9 with the help of claim 3.15, below, which can be proven by a straight-
forward induction on the number of applications of transformation rules.
Claim 3.15 During the entire (successful or unsuccessful) execution of SQEMAsd
on an Ln input formula, the antecedents of all sequents are inversely existential Lnr -
formulas, while the consequents of all sequents are inversely universal Lnr -formulas.
We also check the-rule. Indeed, suppose that Form(Sys) is of the form (¬j∨φ)∧ψ.
Let g = (W,R,W) be any strongly descriptive frame. Then (g, V )  ((¬j∨φ)∧ψ)
iﬀ V (ψ) = W and {a} = V (j) ⊆ V (φ), where V (j) = {a} ∈ Nom(W). By claim
3.15, φ (and hence φ) is inversely universal. Hence V (φ) is an open set with
respect to T (g) (by lemma 3.7), i.e. V (φ) =
⋃{C ∈W | C ⊆ V (φ)}. Hence, by the
strong descriptiveness of g, there exists a {b} ∈ Nom(W) such that b ∈ V (φ) and
such that Rab. It follows that (g, V )  ((¬j∨φ)∧ψ) iﬀ the valuation of V may be
changed, at most in its assignment to the fresh nominal k, to obtain V ′ such that
V ′(k) = b and hence (g, V ′)  ((¬j ∨k) ∧ (¬k ∨ φ) ∧ ψ). 
Theorem 3.16 Every SQEMAsd-reducible formula φ ∈ Ln is sd-persistent.
Proof. Suppose SQEMAsd succeeds in reducing φ ∈ Ln. We use the following
claim:
Claim 3.17 The formula pure(φ) (obtained in phase 3 of the execution) is of the
form
∨n
i=1 ψi for some n ∈ N+ and with the each ψi either a syntactically open
formula, a forest-like diamond-link formula, or a disjunction of two such formulas.
Proof of claim The ψi are the formulas Form(Sysi) for the ﬁnal systems Sysi
on the n disjunctive branches of the execution. We note that for each Form(Sysi),
(i) each nominal introduced by the algorithm has exactly one positive occurrence,
namely in the diamond-link formula introduced by the -rule at its introduction (by
induction on the application of transformation rules); (ii) no input nominal occurs
positively in Form(Sysi) (by the assumption of success); (iii) Form(Sysi) is inversely
universal (by claim 3.15). We deduce that each ψi is indeed either a syntactically
open formula, a diamond-link formula, or a conjunction of such formulas.
It only remains to verify that in each ψi that contains a diamond-link formula as
a conjunct, that diamond-link formula is forest-like. But this follows once we note
that every nominal occurring positively in a diamond link-formula is introduced by
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the -rule, and that this rule only introduces new nominals, not occurring in the
system yet. End of proof of claim
For the remainder of the proof we make the simplifying assumption that only one
initial system is obtained in the execution of SQEMAsd of φ. Let Sys0 be this system.
This assumption brings no loss of generality, since any conjunction of sd-persistent
formulas is itself sd-persistent.
Let g = (W,R,W) be a strongly descriptive frame. We say a formula ψ is
globally satisﬁable on g if there is an admissible valuation V such that (g, V )  ψ.
ψ is globally [i := w]-satisﬁable on g if, in addition, V (i) = {w}. Now, for all
w ∈ ⋃Nom(W) it is the case that (g, w)  φ iﬀ g  i → φ[i := w] iﬀ i → ¬φ is not
globally [i := w]-satisﬁable on g, iﬀ Form(Sys0) is not globally [i := w]-satisﬁable on
g iﬀ (by lemma 3.14 and remark 2.5) pure(φ) is not globally [i := w]-satisﬁable on
g. Similarly, using lemma 2.6 we ﬁnd that, for all w ∈ W , (g, w)  φ iﬀ pure(φ) is
not globally [i := w]-satisﬁable on g.
Hence g  φ iﬀ (by lemma 3.10) (g, w)  φ for all w ∈ ⋃Nom(W), iﬀ pure(φ)
is not globally satisﬁable on g iﬀ (by lemma 3.13 and claim 3.17) pure(φ) is not
globally satisﬁable on g iﬀ pure(φ) is not globally [i := w]-satisﬁable on g for any
w ∈ W iﬀ g  φ. 
As an immediate corollary of corollary 3.5 and theorem 3.16 we now have:
Theorem 3.18 For any set Σ of SQEMAsd-reducible Ln-formulas, the logic Kn⊕Σ
is strongly sound and complete with respect to its class of Kripke frames which,
moreover, is an elementary class.
4 The Nominalized Sahlqvist-van Benthem Formulas
In this section we exploit theorem 3.18 to obtain a new syntactically speciﬁed class of
elementary Ln-formulas which axiomatize complete hybrid logics. It is well known
that adding pure axioms to Kn yields complete logics. In [16] it is shown that the
same holds for Sahlqvist L-formulas, but also that these two results cannot in general
be combined. Speciﬁcally, the logic Kn⊕(p → p)∧((i∧j)→ (j→ i)) is
there shown to be incomplete. (In reversive languages like Lnr , by contrast, pure and
Sahlqvist formulas can be combined with impunity, as [12] show.) The question of
how one may combine pure and non-pure axioms to obtain complete logics is raised.
Deﬁnition 4.1 with theorem 4.3 can be seen as a partial answer to that question.
Deﬁnition 4.1 An Ln-formula φ in negation normal form is a nominalized
Sahlqvist–van Benthem formula (or simply an NSB) if it satisﬁes the following con-
ditions:
(NSB1) For every occurring propositional variable p, either
(NSB1.1) there is no positive occurrence of p in a subformula ψ∧χ or ψ which
is in the scope of a , or
(NSB1.2) there is no negative occurrence of p in a subformula ψ ∧ χ or ψ
which is in the scope of a .
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(NSB2) No negative nominal occurrence in φ is in the scope of a .
(NSB3) Every two negative occurrence of a given nominal j, are in a subformula
of the form ψ ∧ χ, such that one occurrence is in ψ and the other is in χ.
L-formulas satisfying (NSB1) are called Sahlqvist-van Benthem-formulas in [14],
and represent a slight generalization of the usual deﬁnition of the Sahlqvist formulas
as found e.g. in [2]. Deﬁnition 4.1 thus extends this class to Ln by allowing positive
nominals to occur arbitrarily, while negative nominals may not occur in the scope
of diamonds and every two negative occurrences of the same nominal have to be
separated by a conjunction.
Example 4.2 The formula φ = (p → p) ∧ ((i ∧ j) → (j → i)) from
[16] becomes (¬p∨p)∧ ((¬i∨¬j)∨(¬j∨ i)), after being rewritten in
negation normal form. Although its satisﬁes conditions (NSB1) and (NSB2), this
formula is not an NSB since the two negative occurrences of j violate (NSB3).
The formula (j ∧ p) → (k ∨ (j ∨p)) from example 2.1 becomes (¬j ∨
¬p) ∨ (k ∨(j ∨p)) when rewritten in negation normal form, which is clearly
an NSB.
The irreﬂexivity axiom, j→ ¬j is not an NSB, since ¬j∨¬j violates (NSB3).
As remarked above this axiom is not sd-persistent.
Theorem 4.3 Every NSB is SQEMAsd-reducible. Hence for any set Σ of nom-
inalized Sahlqvist-van Benthem formulas, the logic Kn ⊕ Σ is strongly sound and
complete with respect to its class of Kripke frames which, moreover, is an elementary
class.
Proof (Sketch): We call a system Sys a simple dual nominalized Sahlqvist–van
Benthem system, or an SDNS for short, if each sequent in Sys has the from j ⇒ ψ,
where j is a nominal, and the following conditions are satisﬁed:
(SDNS1) In Form(Sys) no nominal has more than one positive occurrence.
(SDNS2) In every consequent ψ of a sequent j ⇒ ψ of Sys, every positive occur-
rence of a nominal is at most in the scope of ∧ and  (i.e. not in the scope of any
∨, , −1 or −1).
(SDNS3) In every consequent ψ of a sequent j⇒ ψ of Sys:
(SDNS3.1) every positive occurrence of a propositional variable is at most in
the scope of ∧,  and  (i.e. not in the scope of any ∨, −1 or −1), and
(SDNS3.2) no positive occurrence of a propositional variable is in the scope of
a  which is in the scope of a .
It is not diﬃcult to prove that for any SDNS Sys:
(i) any propositional variable which has a positive occurrence in Sys, can be elim-
inated from Sys by the application of the , , and ∧-rules as well as the
Ackermann-rule for propositional variables, yielding an SDNS Sys′, and
(ii) any nominal k which has a positive occurrence in Sys, can be eliminated from
Sys by the application of the  and ∧-rules as well as the Ackermann-rule for
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nominals, yielding an SDNS Sys′.
Now, let φ ∈ Ln be a nominalized Sahlqvist–van Benthem formula, and let φ1 be
the formula obtained by rewriting ¬φ in negation normal form. In φ1, no positive
occurrence of a nominal is in the scope of a , and moreover every two positive
occurrence of a given nominal j, are in a subformula of the form ψ ∨ χ, such that
one occurrence is in ψ and the other is in χ. The formula retains these properties
also after the exhaustive distribution of  and ∧ over ∨. The resulting formula (i.e.
the formula resulting from the preprocessing phase) is of the form
∨n
i=1 φi, where in
each φi each disjunction occurrence is in the scope of , and hence every nominal
has at most one positive occurrence in any φi.
Now, for each φi, the system {i ⇒ φi}, if not already an SDNS, may be trans-
formed into an SDNS by applying the polarity switching rule. The theorem now
follows by induction on the number of occurring propositional variables and input
nominals with positive occurrences. 
5 Conclusion
We have developed an algorithm for computing ﬁrst-order frame correspondents of
hybrid formulas. The success of the algorithm on an input formula also guarantees
that the logic obtained by adding that formula as axiom to the basic system Kn is
complete. These results were then employed to obtain a hybridized extension of the
Sahlqvist formulas.
The language Ln on which we have focussed is rather weak — hybrid languages
usually also employ the satisfaction operator @ or the universal modality [U], the
former being deﬁnable in terms of the latter. Since [U] is a modality like any other,
SQEMAsd can, without any modiﬁcation, process formulas involving [U] and all the
results obtained remain true with respect to this richer language and its associated
axiomatic system. Of course, special transformation rules catering speciﬁcally for
[U] could be added to strengthen the algorithm further. For example, rules based
on well known equivalences like 〈U〉φ ≡ ⊥ ∨ 〈U〉φ, could be used to ‘surface’
occurrences of the universal modality.
The original SQEMA has been implemented by Dimiter Georgiev [10] and may be
accessed through a web-interface at http://www.fmi.uni-sofia.bg/fmi/logic/
sqema. This implementation accepts input not only from L (for which SQEMA is
designed) but also from Ln. It does however not guarantee the completeness of
logics axiomatized by the Ln-formulas reducible by it. Indeed, it succeeds on the
(conjunction of the) axioms of the incomplete logic given in [16].
Lastly, let us mention that another “hybridized version” of SQEMA, called
SQEMAn is treated in [6]. SQEMAn-reducible formulas are guaranteed to be
di-persistent rather than sd-persistent, and hence the classes of SQEMAn and
SQEMAsd-reducible formulas are, for the most part, disjoint.
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