The simulation of nonadiabatic dynamics in extended molecular systems involving hundreds of atoms and large densities of states is particularly challenging. Nonadiabatic coupling terms (NACTs) represent a significant numerical bottleneck in surface hopping approaches. Rather than using unreliable NACT cutting schemes, here we develop ''on-the-fly" state limiting methods to eliminate states that are no longer essential for the non-radiative relaxation dynamics as a trajectory proceeds. We propose a state number criteria and an energy-based state limit. The latter is more physically relevant by requiring a userimposed energy threshold. For this purpose, we introduce a local kinetic energy gauge by summing contributions from atoms within the spatial localization of the electronic wavefunction to define the energy available for upward hops. The proposed state limiting schemes are implemented within the nonadiabatic excited-state molecular dynamics framework to simulate photoinduced relaxation in poly-phenylene vinylene (PPV) and branched poly-phenylene ethynylene (PPE) oligomers for benchmark evaluation.
Introduction
The computational simulation of photochemical and photophysical processes governed by nonadiabatic (NA) dynamics in polyatomic molecules is one of the main driving forces in the field of molecular excitonics. NA dynamics is responsible for many fundamental photophysical processes, such as charge and energy transfer, that can be modeled using direct nonadiabatic molecular dynamics (NA-MD). Molecular dynamics with quantum transitions (MDQT) based on Tully's fewest-switches surface hopping (FSSH) algorithm [1] is a computationally reliable and robust method for performing NA-MD simulations in large systems. It involves the separate treatment of electronic (quantum) and nuclear (classical) subsystems by propagating nuclear trajectories on an electronic potential energy surface (PES) defined by a single adiabatic state and allowing transitions between coupled electronic states based on the nonadiabatic coupling strengths. The popularity of this method cannot be understated, and it has been applied successfully to problems ranging from charge/energy transfer [2] [3] [4] [5] [6] and proton transfer [7] [8] [9] to collision reactions [10, 11] and biological systems [12, 13] .
Over the years, we have developed a nonadiabatic excited-state molecular dynamics (NA-ESMD) framework using the FSSH algorithm to efficiently and accurately model NA dynamics in extended molecular systems [14, 15] . Our methodology employs the Configuration Interaction Singles (CIS) formalism [16] with a semiempirical Hamiltonian allowing a reasonable description of the multiple excited states to be achieved at a relatively low computational cost. By taking advantage of available analytical derivative techniques, [17] [18] [19] [20] [21] NA-ESMD provides an ideal method for simulating photoinduced dynamics in systems with hundreds of atoms involving many ($100) coupled excited states on time scales of up to $10 ps.
Extended molecular systems and condensed phase systems are particularly challenging. These systems often contain hundreds of atoms and have large densities of excited states participating in the NA dynamics making their simulation computationally demanding. Efficient computation of electronic energies, gradients, and nonadiabatic coupling terms (NACTs) is the primary bottleneck in this field of theoretical simulations. For a complete coupling model involving N S electronic states, there are N S (N S À 1)/2 non-redundant NACTs to be computed. A common approximation introduced to alleviate the computational demand represented by the NACTs is to reduce the number of coupling terms included in the simulation. Over the years, various NACT cutting schemes have been proposed [22, 23] break down for large systems and are only valid for simulations involving a few (2-3) excited states, making them impractical for condensed phase applications [24] . Furthermore, NACT cutting schemes are indiscriminate and introduce error in the propagation of the electronic wavefunction by truncating the summation of NACT contributions entering the equations of motion.
Here, we propose that system size constraints can instead be overcome by introducing an ''on the fly" limit for the number of essential excited states included in the simulation. At each hopping instance, states that are no longer relevant for the relaxation dynamics can be removed, thus the computational demand associated with evaluating NACTs and energies of many excited states will be reduced as the simulation progresses. As a prerequisite for such an approach, instantaneous decoherence is used to reset the quantum amplitude of the current state after every attempted hop so that the system collapses to a pure state [25] . In this way, ambiguity in dealing with the redistribution of adiabatic state populations upon removal of states is avoided.
We introduce two possible methods for performing the state limitation: (1) the state number criteria related to the number of states above the current state that will be retained and (2) energy-based state limit in which only states within a defined energy window above the current occupied state are retained. While the state number criteria is arbitrary, an obvious choice for defining an energy window in energy-based state limit can be related to the kinetic energy. Transitions to higher energy states are classically forbidden if there is insufficient kinetic energy (in the direction of the nonadiabatic coupling) to conserve the total energy. While the total kinetic energy represents an upper bound for the range of states that could be accessed by a hop to higher energy, in practice only the contribution to the kinetic energy from atoms within the spatial localization of the electronic wavefunction should be available for hops to higher energy. This has been confirmed by several previous works analyzing the intramolecular vibrational energy flow accompanying electronic energy transfer [26, 27] . Therefore, we introduce a local kinetic energy to define the relevant energy window. Any state above that threshold would no longer be involved in the electronic propagation.
Here, we implement our proposed ''on the fly" state limiting schemes within the NA-ESMD framework by modeling the photoinduced dynamics in oligomer systems of poly-phenylene vinylene (PPV) and branched poly-phenylene ethynylene (PPE), two systems studied extensively by our group [14, 5, 28, 24, 29, 25, 6, 26, 30, 31] . We evaluate the accuracy of the proposed limitation criteria and discuss their advantages and limitations. We find that the surface hopping algorithm is robust to state limiting and directions for future improvement of computational efficiency have been identified.
Theoretical methodology

NA-ESMD
NA-ESMD uses the FSSH algorithm combined with electronic energies, gradients, and nonadiabatic coupling vectors for the excited states calculated ''on the fly" using the Collective Electronic Oscillator (CEO) method [32, 33] . The CEO method is applied at the Austin Model 1 (AM1) [34] level of theory using the Configuration Interaction Singles (CIS) formalism [16] to describe correlated excited states. A detailed description of the NA-ESMD implementation is available elsewhere [14, 15, 25, 24, 28] .
In accordance with standard FSSH, [1] for each trajectory, the forces acting on the nuclei are determined by a single adiabatic state, the current state a. 
i is the scalar NACT used to determine hopping probabilities. Any instances of trivial unavoided crossings during the dynamics are treated using the previously developed Min-cost assignment algorithm [28, 29] . Instantaneous decoherence [25] is introduced in order to account for divergent wavepackets by reinitializing quantum coefficients after each attempted hop (both successful and forbidden). A coefficient of one is assigned to the current state and zero for all other states to collapse the wavefunction to a pure electronic state. Instantaneous decoherence is an ad hoc correction based on the assumption that hopping events can be used to signal nonadiabatic coupling regions and that wavepackets evolving on different surfaces will instantly separate in phase space. Despite these assumptions, the resetting of quantum coefficients has been shown to successfully eliminate internal inconsistency [25, 35, 36] and it is an essential ingredient for the state limiting methods proposed here, as explained in the next section.
Limiting essential excited states
At every timestep for which a hop is attempted, the number of states to be carried on in the subsequent dynamics is evaluated. This is convenient because the wavefunction is collapsed at every attempted hop in the instantaneous decoherence implementation [25] . At the moment of hop, the current state will always be retained and it represents the entire instantaneous electronic wavepacket. This removes any concern about arbitrarily redistributing the quantum amplitude from states that may be removed.
We introduce two methods, outlined in Scheme 1, to define the state limit: the state number criteria and the energy-based state limit. In the state number criteria, states that are within a defined threshold, n, above the current state are retained. For current state a, any state above S aþn is removed. For the energy-based state limit, an energy window, E cut , is defined and any states that are higher in energy than E a + E cut are removed. The threshold E cut should be chosen at each attempted hop based on the energy available for transitions to higher energy. Naturally, the total kinetic energy represents the largest possible value for this energy cutoff. Any states higher in energy will no longer be accessible during the dynamics and can be removed.
The photoinduced energy transfer represents a concerted electronic and vibrational process [15] . Ideally, only the kinetic energy contribution from atoms within the spatial localization region of the electronic wavefunction should contribute to the energy available for hops to higher energy. This requirement becomes apparent when one considers a system involving spatially localized excitons in well separated molecular fragments. In order to calculate this local kinetic energy, the portion of atoms involved in the localization of the wavefunction must be determined. For that purpose, we rely on the electronic transition density (TD) and respective participation number per atom.
The electronic transition density represents the spatial localization of an excitation and can be used as a simplified measure of the electronic wavefunction localization. Within the CEO approach, transition density matrices between the CIS adiabatic ground and excited state wavefunctions / g ðr; RðtÞÞ and / a ðr; RðtÞÞ, respectively, are given by
where n and m are atomic orbital indices and c þ m and c n are creation/ annihilation operators. The net electronic density change caused by g ! a excitation is given by the diagonal elements ðq ga Þ nn . In this way, the transition density localization of each atom (index A) in a system can be computed as ðq ga Þ 2 nm . Next, we compute the participation number per atom
where the index A runs over all atoms. The participation number per atom reveals the extent of localization/delocalization. For a system composed of N atoms, the participation number can vary from 1 to N where P ¼ 1 indicates complete localization of the electronic transition density within a single atom, and P ¼ N corresponds to complete delocalization with TD distributed over all N atoms. The first P atoms (ordered in decreasing value of their contribution to the total TD) retain the main spatial localization of the electronic excited state wavefunction. Therefore, only the kinetic energy for these P atoms with largest transition density (index B) is summed
Here, KE TD represents the local kinetic energy contributed by the atoms where the excitation (wavefunction) is localized based on the TD analysis. This quantity can now be used to define a physically relevant energy window for the energy-based state limit.
Molecular dynamics simulations
We have performed NA-ESMD simulations of the photoinduced dynamics in the model poly-phenylene vinylene (PPV) and polyphenylene ethynylene (PPE) oligomer systems depicted in Fig. 1 . The PPV3 system is composed of a 3-ring PPV oligomer and the 2-3-4 PPE system consists of linear 2-ring, 3-ring, and 4-ring PPE units linked by meta-substitutions. Simulations are carried out at the AM1/CIS level of theory to model the room temperature (300 K) dynamics as the systems relax from a high energy excited electronic state back to the lowest energy S 1 state.
Simulations are started by propagating a 600 ps ground-state (GS) Born-Oppenheimer trajectory using a timestep of Dt ¼ 0:5 fs. During the first 10 ps, the systems are heated to a temperature of 300 K maintained using the Langevin thermostat [37] with a friction coefficient c ¼ 2:0 ps À1 . Initial configurations and velocities were sampled from the equilibrated GS trajectory for the subsequent excited state simulations with each snapshot corresponding to an independent trajectory. For each sampled GS configuration, single point calculations were performed using the CEO method to obtain vertical excitation energies and oscillator strengths. The initial excited state was chosen according to a Franck-Condon window defined as g i ðr; RÞ ¼ exp½ÀT
where E laser is the excitation energy and X i is the calculated energy of state i (units of fs À1 ). The simulated laser shape is Gaussian
2 Þ with a FWHM of 100 fs. The relative values of g i ðr; RÞ weighted by the oscillator strengths of each state i are then used to select the initial state. The ensemble of excited state energies and oscillator strengths can be used to create an equilibrated absorption spectrum by making a histogram of the excited state energies where the height of the histogram is related to the average ratio between oscillator strength and frequencies for the corresponding state. For PPV, GS snapshots were collected at 500 fs intervals. The well-known mA g (S m ) state appearing in the excited state absorption was chosen as the initial state. The S m state corresponds to a delocalized excitonic state in conjugated polymers and is the state with the largest oscillator strength from S 1 [14, 38, 39] . The electronic transition densities for the S 1 and S m states are shown in Fig. 2, confirming excited states (DOES) for PPV is shown in the top panel of Fig. 3 where 15 lowest energy excited states are considered. Both the linear S n S 0 (black) and nonlinear S n S 1 (red) spectra are shown where the largest contribution to the nonlinear spectrum corresponds to the S m state. Excitation to S m was performed according to Eq. 6 using a laser centered at k laser = 245 nm according to the calculated S n S 1 absorption, shown in red in Fig. 3 . Due to conformational disorder at room temperature, typical values of m vary from 8 to 12 (highlighted in blue in the DOES in Fig. 3) . A swarm of 540 NA-ESMD trajectories was propagated at 300 K for 1 ps using a classical time step Dt ¼ 0:1 fs with N q ¼ 3 quantum steps per classical step.
For PPE, GS snapshots were collected at 1 ps intervals. The meta-branching of the PPE system causes excitons to be localized within each linear PPE fragment as seen in the plots of the electronic transition density for the 4 lowest energy vertical excitations shown in Fig. 2 . The difference in length of the fragments creates an intramolecular energy gradient such that energy transfer occurs from the high energy 2-ring fragment to the lowest energy 4-ring fragment. Excitation to the state localized on the 2-ring fragment (S 2Àrings ) was performed according to Eq. 6 using a laser centered at k laser =346 nm. The equilibrated absorption spectrum and DOES for PPE is shown in the bottom panel of Fig. 3 where 8 lowest energy excited states have been included. As can be seen, the absorbance of individual states strongly overlaps causing S 2Àrings to correspond to the range of states from S 4 to S 7 (highlighted in magenta in the DOES in Fig. 3) . A swarm of 490 NA-ESMD trajectories was propagated at 300 K for 200 fs using a classical time step Dt ¼ 0:2 fs with N q ¼ 4 quantum steps per classical step.
Results & discussion
We start by verifying that our NA-ESMD simulations are amenable to state limiting. An important factor in this consideration is that the results of the full simulation without state limiting must be independent of the number of excited states included in the simulation, N S . This requirement ensures that no artifacts are introduced from varying the number of states during the course of the simulation with state limiting. In order to test this, room temperature NA-ESMD simulations without state limiting were performed for PPV and PPE where N S has been varied. For PPV, N S was increased from 15 to 18, and finally 22. For PPE, N S values of 10, 15, and 20 were tested. The relaxation dynamics can be followed by analyzing the evolution of the adiabatic state populations computed as the fraction of trajectories in the relevant state. The recovery of the S 1 state population without state limiting is shown in Fig. 4 for both PPV (top panel) and PPE (bottom panel). As can be seen, the relaxation dynamics are independent of the number of states in both model systems. This is, in part, due to the inclusion of the instantaneous decoherence correction which ensures that the adiabatic state populations correctly follow the classically occupied state regardless of the number of states [25] . The other factor is the number of excited states included relative to the number of states that actively participate in the relaxation process. The highest initial state with significant initial population by laser excitation is S 12 and S 7 for PPV and PPE, respectively. The inclusion of more than 3 higher excited states (corresponding to an excess energy greater than 0.11 eV for PPV and 0.10 eV for PPE) does not affect the relaxation process and the results are independent of the addition of more highest energy excited states.
Performance of state limiting
Starting from N S = 15 for PPV and N S = 10 for PPE, we implement the state limiting method using both the state number criteria and the energy-based state limit. For the state number criteria, thresholds of 0 and 2 states (S aþ0 and S aþ2 , respectively) were tested such that after each attempted or successful hop, any state that is directly above (S aþ0 ) or more than 2 states above (S aþ2 ) the current state is removed from the remainder of the dynamics, as shown in Scheme 1. To test the energy-based state limit, we first use a constant energy threshold defined by the total kinetic energy (KE total ) which represents the upper bound for defining forbidden transitions to higher energy states. In this case, the energy threshold is not redefined at each attempted hop but is rather taken to be the time-averaged total kinetic energy, hKE total i, from the corresponding full simulations without state limiting, giving values of 1.82 eV and 3.36 eV for PPV and PPE, respectively. This is then compared to an energy threshold given by the local kinetic energy, KE TD from Eq. (5), which is defined at every attempted hop during dynamics. In Fig. 5 , the recovery of the S 1 state population during the relaxation dynamics for the different state limiting procedures are compared to the results from the full simulation with no reduction (N S = 15 for PPV; N S = 10 for PPE). For both systems, the dynamics with state limiting reproduce the dynamics from the full simulation with very good agreement. The only exception being when no additional higher energy states are retained (S aþ0 ), indicating that hops to higher energy states are a critical element for FSSH simulations.
The evolution of the average number of states (N S ) during the dynamics with different state limiting schemes is shown in the top panels of Fig. 6 and the relative speed-up compared to the full simulation is provided in Table 1 . In both systems, the 2-state limit results in the fastest reduction in the number of states and provides the largest computational savings being 2.6 and 4.3 times faster in PPV and PPE, respectively, compared to the full simulations while still being able to reproduce the correct relaxation dynamics. When the system reaches S 1 , only N S = 3 states are retained. In contrast, the energy-based limit using the total kinetic energy hKE total i results in the least computational savings and the slowest reduction in the number of states in both systems.
For PPE there is no reduction in the number of states when the energy threshold is defined by the total kinetic energy. This can be understood by tracking the average energies and energy gaps during the full simulation (N S = 15 for PPV; N S = 10 for PPE) plotted in the bottom panels of Fig. 6 . Here, the average total kinetic energy (KE total ), the average energy gap between the current state and the state directly above in energy (E ðaþ1Þ À E a ), and the average energy gap between the highest energy state and the current state (E N S À E a ) are considered. In both systems, the average energy gap between the current state and the state directly above in energy is much smaller than the total kinetic energy, this explains why the state number criteria results in a faster reduction in the number of states. In order for states to be removed using the energy-based limit, the gap between the highest energy state, E N S , and the current state must be larger than the imposed energy threshold. If this is not true, then there are no states above the energy window to be removed. For the case of the total kinetic energy, this means E N S À E a > KE total must be true for states to be removed, as shown in Scheme 1. In PPV, this criteria is met, on average, around 400 fs out of the 1 ps trajectory duration. However in PPE, KE total is always much greater than E N S À E a , even when the system has relaxed to S 1 , due to the dense manifold of excited states (See DOES in Fig. 3 ). The usefulness of the total kinetic energy as the threshold for an energy-based state limit depends on the system and its relative electronic energy levels, thus demonstrating that the total kinetic energy is an unreliable and poor choice for this application.
On the other hand, the local kinetic energy performs much better and is not system dependent. In that case E N S À E a > KE TD is true for both systems as seen in the energy plots in the bottom panels of Fig. 6 . This allows states above E a þ KE TD to be removed in both PPV and PPE leading to the reduction in the total number of states seen in the top panels of Fig. 6 when KE TD is used as the energy threshold.
Excitonic localization effects
The difference between KE TD and KE total is greater in PPE than in PPV. Excitonic states in PPV are delocalized, such that many of the atoms hold transition density and contribute to the local kinetic energy. In contrast, for PPE the localization of the excitation in individual fragments means that there is a greater discrepancy between the number of atoms contributing to the local kinetic energy and the total number of atoms. This can be seen by analyzing the ratio of the participation number to the number of atoms, P/N atom . This ratio represents the fraction of atoms contributing to the local kinetic energy and will be constrained to 1/N 6P/N atom 6 1 where 1/N atom represents complete localization and 1 represents complete delocalization. Therefore, 0:025 6 P/N atom 6 1 for PPV and 0:012 6 P/N atom 6 1 for PPE. A histogram of this ratio can be constructed by considering all attempted hopping instances for all of the converged NA-ESMD trajectories and is shown in Fig. 7 . The average value of P/N atom is 0:33 AE 0:05 for PPV and 0:21 AE 0:03 for PPE confirming that a smaller fraction of atoms contribute to the local kinetic energy in PPE than in PPV due to stronger localization in PPE. Similarly, the ratio between the local kinetic energy and the total kinetic energy KE TD /KE total can also be analyzed and is shown in the histogram in Fig. 7 . In this case, the ratio represents the fraction of kinetic energy contributed by the selected atoms with the largest transition density and has an average value of 0:37 AE 0:07 for PPV and 0:23 AE 0:04 in PPE again confirming the stronger localization in PPE. Although not reflected within the errors associated with the average values, we observe that, in most instances, the fraction of kinetic energy (KE TD /KE total ) is larger than the fraction of total atoms represented (P/N atom ) indicating that the vibrational excitation and transition density localization are concomitant effects.
Conclusions
We have developed ''on the fly" state limiting methods to decrease the computational expense in trajectory surface hopping simulations of realistically large molecular systems with dense manifold of excited states participating in the dynamics. We have implemented these schemes within the NA-ESMD framework and tested the performance on the relaxation dynamics in photoexcited PPV and PPE oligomers. The FSSH algorithm is robust to this kind of treatment, as the dynamics incorporating a state limiting method are in agreement with the full simulations except when no additional higher energy states are retained. We have demonstrated that hops to higher energy states are crucial for the FSSH algorithm. Therefore, there is a delicate balance between retaining enough higher energy states to accurately simulate the relaxation dynamics while not including states that are no longer relevant. Due to differences in the density of states and localization among the tested systems, we found that the introduction of a local kinetic energy, defined by the contributions from the atoms The evolution of the relevant energies and energy gaps averaged over all trajectories. The total kinetic energy (KE total ; black), the local kinetic energy based on transition density analysis (KETD; gray), the energy gap between the current state and the state directly above in energy (Eðaþ1Þ À Ea; red), and the energy gap between the highest energy state and the current state (EN S À Ea; blue) are plotted for PPV (Left) and PPE (Right). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 7 . Histograms of the relevant ratios computed at all attempted hopping times for PPV (Top) and PPE (Bottom). The ratio of participation number per atom to total number of atoms (P atom /Natom) and the ratio of the contribution to the kinetic energy from the atoms carrying the transition density to the total kinetic energy (KETD/ KE total ) are shown.
involved in the spatial localization of the wavefunction, removed any variations in performance that can result from using an arbitrary energy threshold or state cutoff. This provides a factor of 2 in computational saving for the tested systems. The state number criteria is arbitrary and, although it performed well for the tested systems when 2 additional states were retained, it may not work well for other systems as it is unclear exactly what number of states to choose when assigning a state cutoff. For the energy-based state limit, the total kinetic energy proved to be an insufficient energy threshold that depends on the relative value of the kinetic energy compared to the energy spanned by the density of excited states. We found that the use of the local kinetic energy was essential in systems with localized excitations (PPE), since the total kinetic energy and local kinetic energy vary more for systems with localized excitations compared to delocalized systems (PPV). Therefore, the local kinetic energy threshold combined with the energy-based state limit provides a physically relevant approach that can be extended to any molecular system without requiring a priori knowledge of the excited state manifold. Most importantly, the observed reduction of numerical cost would reach orders of magnitude in larger molecular systems with hundreds of excited states.
