Detection of software defective modules is important for reducing the time and resources consumed by software testing. Software defect data sets usually suffer from imbalance, where the number of defective modules is fewer than the number of defect-free modules. Imbalanced data sets make the machine learning algorithms to be biased toward the majority class. Clustering-based under-sampling shows its ability to find good representatives of the majority data in different applications. This paper presents an approach for software defect prediction based on clustering-based under-sampling and Artificial Neural Network (ANN). Firstly, clusteringbased under-sampling is used for selecting a subset of the majority samples, which is then combined with the minority samples to produce a balanced data set. Secondly, an ANN model is built and trained using the resulted balanced data set. The used ANN is trained to classify the software modules into defective or defectfree. In addition, a sensitivity analysis is conducted to choose the number of majority samples that yields the best performance measures. Results show the high prediction capability for the detection of defective modules while maintaining the ability of detecting defect-free modules.
INTRODUCTION
The main purpose of software defect prediction (SDP) is to classify a software module into defective or defect-free based on some calculated software metrics, and without being intensively tested. Hence, it reduces both the time and resources that are needed for the testing process before the software release. An ideal SDP should correctly classify all modules. Typically, two classification errors may occur; the first one originates from classifying a defective module as defect-free, meanwhile the second error results from classifying a defect-free module as defective. The first type is more risky as it causes failures to the software after release. Also, the second type slows down the process of releasing software, because the modules classified as defective are subject to testing and maintenance, hence, additional time and resources are consumed. One of the most challenging problems facing SDP is the data imbalance. Almost all SDP data sets suffer from high imbalance ratio between the defect-free and defective modules. Most of the software modules are defect-free, thus, they represent the majority class. Meanwhile, the defective modules represent the minority class. Data imbalance is the main cause of the first type of classification errors, due to the weak representation of the minority class with respect to the majority class. Since data imbalance leads the classifier to be biased toward the majority class, it is a serious problem that needs to be considered carefully in the context of SDP. Previously, different imbalance learning techniques were applied to SDP (Menzies et al., 2008; Zheng, 2010; Khoshgoftaar et al., 2010; Riquelme et al., 2008; Kamei et al., 2007) . Class imbalance learning techniques are divided into two main categories, namely data level and algorithm level (He and Garcia, 2009) . Data level techniques, also known as preprocessing techniques, are dealing with the skewness of data by over-sampling the minority class or under-sampling the majority class or hybrid undersampling and over-sampling. Algorithm level techniques, on the other hand, emphasize the minority samples through assigning higher weights compared to the majority samples in the learning or the classification processes. In (Wang and Yao, 2013) , five class imbalance learning methods were applied with two software defect prediction classifiers on NASA MDP data sets (Chapman et al., 2004) . The two software defect predictors are Naïve Bayes with log filter (NB), and Random Forest (RF). The five class imbalance learning methods include random undersampling (RUS), balanced random under-sampling (RUS-bal), threshold-moving (THM), SMOTEBoost (SMB), and AdaBoost.NC (BNC). RUS and RUS-bal belong to data-level methods. THM is a cost sensitive classifier belonging to algorithm level. SMB and BNC are ensemble classifiers. In (Arar and Ayan, 2015) , the authors used a cost sensitive ANN, where traditional error functions (mean square error, least square error, relative absolute error, etc.) were replaced by Normalized Expected Costed of Misclassification (NECM), which is given by (1).
Where FPR and FNR are the calculated false positive and false negative rates, respectively, P nd p and P d p are the prior percentage of non-defect prone and defect prone, respectively, and the term C FN C FP defines the ratio between the costs of false negative error to false positive error. Due to the imbalance property, this term controls the trade-off between two types of accuracy, overall accuracy and positive detection accuracy. The training process of the ANN adjusts the weights between neurons using Artificial Bee Colony (ABC) based on the back-propagated error from NECM equation.In this paper, we apply the clustering-based approach that was introduced in (Lin et al., 2017) , for under-sampling the majority samples. The clustering-based under-sampling approach is based on balancing an imbalanced data set by reducing the majority class size to the size of the minority class. Majority data samples are clustered into number of clusters equivalent to the number of minority data. Then, for each cluster, only one sample is selected to replace the whole cluster. Clustering-based under-sampling can efficiently represent the whole majority data by a selected subset instead of random under-sampling. Clustering-based under-sampling combined with different classifiers showed high prediction ability on different data sets in different applications, such as breast cancer (Lin et al., 2017) and bankruptcy prediction (Kim et al., 2016) . In this paper, we apply this promising approach with a modified strategy for the selection of majority data subset for balancing the data sets in the context of SDP. In this strategy, the clusters' representatives are selected in an iterative approach in order to ensure that the sample was selected at most once. The rest of the paper is organized as follows: Section 2 discusses the proposed approach. Section 3 describes the evaluation of the proposed approach in detail, including the description of the used data sets, performance measures, and the conducted experiments. Finally, conclusion and future work are given in Section 4.
PROPOSED APPROACH
The proposed approach for SDP consists of the following steps. In the first step, the analyzed data sets are balanced using the clustering-based undersampling technique. In the second step, an ANNbased classifier is built. The built ANN model was constructed with ten nodes in the single hidden layer. In addition, Log-sigmoidal function is used as the transfer function for the hidden layer, and softmax function as tranfer function for the output layer. Adam is used for training the ANN (Kingma and Ba, 2014) . Adam is a gradient-based optimization of stochastic objective functions. The clustering-based under-sampling was introduced in (Lin et al., 2017) . The procedure is shown in Fig.  1 . The imbalanced data set is divided into majority and minority samples. The majority samples are clustered, where the number of clusters is equal to the number of minority samples. For each cluster, the nearest neighbor sample to the cluster center is chosen to represent the whole cluster. The clusters' centers are not suitable for representing the cluster, because they are artificially calculated samples (Lin et al., 2017) . However, the selection of the nearest neighbor to clusters center might result in selecting a sample several times due to overlapping between clusters. Thus, for preventing duplicates, an iterative approach for the selection of the majority representatives was used by choosing a unique nearest neighbor sample to each clusters center in each iteration. Finally, the selected nearest neighbors samples are combined with the minority samples to form a balanced data set. In this step, K-means is used for clustering. K-means clustering algorithm is introduced in (Hartigan and Wong, 1979) . It calculates the distances between the target data. The samples with minimum distances between each other are grouped to form a cluster. Thus, a cluster combines the samples with similar characteristics.
EVALUATION

Data Sets
NASAs Metrics Data Program Data Repository (MDP) is considered as a bench-mark for SDP (Chapman et al., 2004) . Recently, it was used for the evaluation of SDP models such as in (Wang and Yao, 2013; Arar and Ayan, 2015; Kumudha and Venkatesan, 2016; López et al., 2012; Liu et al., 2014; Li et al., 2016; Jin and Jin, 2015) . It contains defect data of different projects implemented using C, C++, and Java. The projects have different sizes and defect ratios. The software modules are described using different attributes such as McCabe measures (McCabe, 1976) and Halstead measures (Halstead, 1977) . In this paper, five NASA MPD data sets were selected for the evaluation of the proposed approach. Since these data sets were selected by recent similar approaches, we have applied our proposed approach on them to be able to conduct a fair comparison. Some descriptions about the selected data sets from PROMISE repository (available at http://promisedata.org/) are shown in Table 1 .
Data Preprocessing
Three preprocessing steps were firstly performed on the data sets. These steps are recommended by (Gray et al., 2012; Shepperd et al., 2013) and include the following:
1. Removing duplicated samples with the same feature values.
2. Replacing unavailable values by the mean value of the corresponding feature.
3. Normalizing the feature values. In this paper, a quantile transformer is used for each feature independently by mapping the data to a uniform distribution with values between 0 and 1. This is a non linear transformation which reduces the impact of marginal outliers (Pedregosa et al., 2011) 3.2 Performance Measurement
Confusion Matrix
Different performance measurements based on the confusion matrix are used in the software defect prediction domain for reporting and comparing the results of different techniques (He and Garcia, 2009; Wang and Yao, 2013; Arar and Ayan, 2015; Kumudha and Venkatesan, 2016; López et al., 2012; Liu et al., 2014; Li et al., 2016; Jin and Jin, 2015; Abaei et al., 2015) . Table 2 shows a typical confusion matrix where the defect-prone and the defect-free are considered as positive and negative, respectively. Confusion matrix for binary classification is formed by four cells namely, the number of positive modules truly classified (T P), the number of positive modules falsely classified (FP), the number of negative modules falsely classified (FN), and the number of negative modules truly classified (T N). The following measurements are calculated based on the elements of the confusion matrix.
• Overall Accuracy Accuracy measures the ratio of the truly classified samples to the total number of samples as given by 
• Probability of Detection (PD) or True Positive rate(T PR) PD is the ratio of the actual positive samples truly classified to the total number of actual positive samples as given by (3). PD values closer to one mean that the classifier has a better prediction performance.
• Probability of False Alarm (PF) or false positive rate (FPR) PF is the ratio of the actual negative samples falsely classified to the total number of actual negative samples as given by (4). PF closer to zero means that classifier has better prediction performance.
• Balance Balance combines PF and PD into one measure. It is defined as the Euclidian distance from the real point (PD, PF) to the ideal point (PF = 0, PD = 1) as given by (5). Balance is expected to be high for a good predictor.
• F1-measure F1-measure is calculated based on confusion matrix' elements as given by (6). F1-measure closer to one means that classifier has better prediction performance.
Receiver Operating Characteristics Curve (ROC)
ROC curve illustrates the trade-off between the probability of detection (PD) and the false alarm rates (PF). It is used in the performance evaluation of a classifier across all possible decision thresholds. Values of area under curve (AUC) lie between 0 and 1 (Huang and Ling, 2005; Bradley, 1997) . It is equivalent to the probability that a randomly chosen sample of the positive class will have lower estimated probability to be misclassified than a randomly chosen sample of the negative class. A good predictor should have a high AUC value.
Experiments and Results
Two experiments were performed on the selected data sets. The first experiment evaluates the performance of the proposed balancing approach combined with ANN. The effect of the number of under-sampling majority samples was investigated in the second experiment. The experiments were performed using 5-fold cross validation repeated 10 times for reporting the mean results, which resulted in 50 runs, in order to test the robustness of the proposed model by selecting different random learning and testing sets for each run. The experiments were performed using Python, where scikit-learn library was used for K-means and performance measures calculation (Pedregosa et al., 2011) . ANN was built using tensorflow with three layers; namely input layer, hidden layer, and output layer. Moreover, log-sigmoidal function was used as transfer function of the hidden layer, that consists of 10 neurons, meanwhile the softmax function is used as transfer function for the output layer.
Experiment 1
In the first experiment, the data set was balanced by selecting the number of majority clusters to be equal to the number of minority samples. Then, each cluster of the majority samples was replaced by a single sample. The nearest sample to each cluster center was selected to replace the whole cluster elements. Selection of the clusters' representatives was performed in sequence to ensure that the sample was selected at most once. The selected sample is the nearest neighbor to the cluster' center, which should be selected only once. Figures 2-6 show the box plots of the calculated performance measures for each data set for the 50 runs. The calculated mean and the 95% confidence interval of performance measures are given in Table 3 . Results show that the proposed approach is suitable for small scale data sets (CM1, PC1, and KC2), where the achieved PD values are greater than 0.7, and PF values are smaller than or equal to 0.3, also AUC values are around 0.8. Figures 2-4 show that the proposed approach succeeded in correctly predicting the defective modules (PD = 1 for some runs). Also, the best achieved PF value for the small scale data sets is equal to 0.2. Thus, the results show the ability of the proposed approach to detect the defective modules while maintaining good capability for the detection of the defect-free modules. However, the calculated performance measures for the relatively large-scale data sets (KC1 and JM1), are worse than those of the small scale data sets'. Although, the obtained measures for detecting the defective modules are acceptable, since PD values are greater than or equal to 0.65. The main drawback of the proposed approach appears in the PF values of the large data sets, where the PF values are greater than 0.4. The relatively high PF values means that the pro- posed approach misclassified some of the defect-free modules. This can be explained by the loss of information about the defect-free modules in the sampling process, which increases as the size of the data set increases since more samples are removed in this case. To address this, experiment 2 was conducted.
Experiment 2
In this experiment, a sensitivity study was conducted by using different numbers of clusters to show the effect of changing the number of majority class samples on the overall performance of the proposed system. Figures 7-11 show the influence of varying the number of selected defect-free samples (clusters) on the performance of the proposed approach using Kmeans. As the number of defect free samples increases, while having the same number of defective samples, the detection of the defect free modules increases and the detection of the defective modules decreases. Hence, PD is inversely proportional to the difference between defect-free and defective samples denoted by K. However, K is directly proportional to accuracy, Table 3 : Mean values using 95% confidence interval of performance measures achieved by the proposed approach using K-means for clustering. balance, and AUC. Increasing the number of samples for a class enhances the ability of predicting this class. Thus, K can be used as a control parameter which makes SDP model biased toward the detection of defect or defect-free classes. Therefore, based on the defined costs of misclassification, K can be selected to minimize the overall cost. Also, a moderate value of K can be selected in order to have a good accuracy, balance, and AUC values while having an acceptable PD value. Thus, performance measures were calculated at different values of K from −25 to 25 with step size equals to 5, where the 0 value determines the balanced data set having the number of selected majority samples equal to the number of minority samples. This interval is chosen to test the sensitivity of the proposed approach to the number of selected ma- jority samples around the balanced data set, and to prevent the classifier from being biased toward any of the two classes. As shown in figures 7-11, for each of the data sets, the best achieved performance measures appear at different values of K. Table 4 shows the best achieved performance measures when K is varied from −25 to 25 on each data set. The results show that higher performance measures can be obtained at different values of K.
In addition, Table 5 shows the selected values of K for each data set, where the selected value achieves low PF while maintaining high PD. Since the AUC and Balance are calculated in terms of PD and PF, therefore the selected values of K can be considered as the best achieving performance. Hence, K can be determined in the validation process to achieve high performance measures. In addition, Table 6 shows the obtained performance using the selected values of K in comparison with similar approaches. The compared approaches include algorithm level and data level techniques. The algorithm level techniques include ABC-ANN (Arar and Ayan, 2015) , and DNC (Wang and Yao, 2013 ), meanwhile the used data level techniques are Random Under Sampling (RUS) and RUS-bal (Wang and Yao, 2013) . The best result for each measure is highlighted in bold. As shown in the table, the proposed approach outperformed the sampling approaches (RUS and RUS-bal) . Also, the results of the performance measures are comparable to the cost sensitive learning approaches (ABC-ANN and DNC). ABC-ANN achieved the best PD in four out of the five data sets, but it gave the worst PF in the five data sets. This contradiction might be caused by the greediness of ABC-ANN in predicting the defective modules, even if it affects the predic- 
CONCLUSION AND FUTURE WORK
In this paper, an approach for SDP after balancing the ratio of defective to non-defective modules is presented. The balancing is performed using clusteringbased under-sampling on the defect-free modules. The proposed model improves the detection of the defective modules without affecting the ability to detect the defect-free modules, which is shown by the high achieved PD results. In addition, the PF and accuracy were improved which means that the detection of the defect-free modules is also improved. This proves that clustering-based under-sampling is a good technique for the selection of a well-representative subset of the majority data for SDP models. As a future work, we will apply data samples filtering for removing noisy samples, especially for the large scale data sets. Also, different clustering and learning algorithms will be investigated.
