Introduction
Image binarization is the process of transformation of image color palette into two colors. Compared with the original, binary image is distorted and noise appears. As a result continuity failure of the structure of objects on the binary image appears. The object structure disintegration also appears as a result of the non-uniform image illumination, superposition of objects, etc.
Image binarization consists in subsumption of every image pixel to one of the two classes. Pixel's class depends on the specific features of the problem solved, the pixel's character and its environment. In the particular problem, it is necessary to select the area on the image which, according to certain characteristics, differs from the others, however, these characteristics are not always clearly shown.
Analysis of current state
of knowledge Fig. 1 shows QR-code. QR-code is a matrix code developed and presented by the Japanese company "DensoWave" in 1994. The main advantage of QR-code is easy recognition by scanning equipment (digital camera) which facilitates its application in different areas. For applying non-uniform illumination, this image was purposely processed with the help of a graphic editor using "Gradient" instrument.
Global binarization is one of the easiest methods of binarization. To use this method it is necessary to set the binarization threshold, to compare brightness indexes of each pixel with the fixed threshold and refer the pixel to the image object or background object. The drawback of such method is that it focuses the current pixel characteristic only and uses the global one for the whole image threshold which makes it impossible to use it in practice ( fig. 2 ). In addition, it is necessary to sort out all points of the image and this operation needs time.
To set the object apart from the background it is necessary to carry binarization out of the whole array of image pixels. To achieve this, the analysis of the most frequently applied binarization methods such as Otsu method, Niblack method and Bernsen method should be considered and applied.
One of the most efficient methods of global binarization by both the quality and speed of operation is the Otsu method [1] . The method uses the histogram of allocation of brightness indices of a bit image. The histogram is built according to the values
where N is the total amount of pixels on the image; n i is the quantity of pixels by the level of brightness i.
The range of brightness is divided into two classes with the help of the threshold value of the brightness level k (k is the integer value from 0 to L). Relative frequencies w 0 and w 1 : correspond to each class:
Average levels for each of the two image classes are calculated according to the formulae:
Further, the maximum value of the quality of the image division into two parts is evaluated.
f -total dispersion of the whole image.
The drawback of the Otsu method is the line diffusion which is mostly caused by the non-uniform illumination of the binarization object.
In the Niblack method, the T threshold value is chosen within a particular environment (mask) of the pixel size N × N under (N = 2k+1), which is binarized according to the correlation
where m is the average brightness value I; is the mean square deviation within the mask; k is a constant which is selected in order to ensure the most qualitative binarization.
The size of the environment must be minimal but at the same time it must retain the local image details. However its size must be big enough to reduce the noise influence on the result. The value k determines which part of the object edge can be taken as an object. Under k = -0.2 quite good object detection is set if they are represented by the black color, and under k = +0.2 -if the objects are represented by the white color. In the areas with gradual changes of the grey levels this method results in artifacts and noises.
Bernson's method [3] is based on the idea of comparing the brightness level of the modified pixel with the mean local value which is evaluated in its environment. The image pixels are processed in turn by comparing their intensity with the mean brightness value in the windows (masks) with centers in points P l (l = 0, 1, …, 7) ( fig. 3 ).
With symbol "1" meaning object element and "0" meaning background element in the resulting binary image, the modified pixel value (m, n) equals 1 when for all l = 0, 1, .., 7 the following equation is carried out
where t -parameter; 
5.
If Δf max = Δf min , the window size should be enlarged to (2K+3) × (2K+3) and it is necessary to repeat the operations, beginning with the first step. If even in this case Δf max = Δf min , pixel f(m, n) is referred to the background (or the desired parameter is selected as t = ĮP).
However, the speed of the given algorithm performance appeared to be low. Therefore, the necessity of searching more fast-acting decisions arose.
Main contests
The decision was made to present the processed image as an integral one to optimize the algorithm. The integral image can be used with the available function f(x, y), which is a certain interdependence between pixels and real numbers, for example, pixels' brightness, and the necessity to estimate the sum of this function on some areas of the image.
To estimate the integral image, for each of the square image areas it is necessary to save number I(x, y) which is the sum of values f(x, y) for the pixels, located to the left and higher than pixel (x, y). For each pixel the following formula is true:
I(x, y) = f(x, y) -I(x-1, y-1) + I(x, y-1) + I(x-1, y).
With the available estimated integral image, the sum of function f(x, y) for any square area with the top lefthand corner in pixel (x 1 , y 1 ) and lower right-hand corner in pixel (x 2 , y 2 ) can quickly be estimated with the help of the expression:
The presented method of adaptive thresholding is a simple extension of Bernsen's method, the main idea of which is based on the comparison of each pixel with the arithmetic mean of the pixels around it.
During the first step on the image an integral image is assessed. During the second step the mean in the square, sized s × s, is assessed by using the integral image for each pixel and then the comparison is made. If the value of the current pixel is t percent lower than the mean, it is set in the black color on the binary image, in the other case it is set in the white color.
The results of application of an integral matrix for adaptive binarization of the image with non-uniform illumination is presented in fig. 4. 
Conclusions
By applying the integral image presentation we received a considerable reduction of time of the algorithm's per- formance due to the fact that all the evaluation components are retained in the integral matrix and the estimation takes four appeals to the array and three arithmetic operations. The suggested method helps to avoid sharp contrast lines and ignores small gradient changes.
