We provide a model for the prediction of the electronic and magnetic configurations of ferromagnetic Fe after an ultrafast decrease or increase of magnetization. The model is based on the well-grounded assumption that, after the ultrafast magnetization change, the system achieves a partial thermal equilibrium. With statistical arguments it is possible to show that the magnetic configurations are qualitatively different in the case of reduced or increased magnetization. The predicted magnetic configurations are then used to compute the dielectric response at the 3p (M) absorption edge, which can be related to the changes observed in the experimental T-MOKE data. The good qualitative agreement between theory and experiment offers a substantial support to the existence of an ultrafast increase of magnetisation, which has been fiercely debated in the last years.
We provide a model for the prediction of the electronic and magnetic configurations of ferromagnetic Fe after an ultrafast decrease or increase of magnetization. The model is based on the well-grounded assumption that, after the ultrafast magnetization change, the system achieves a partial thermal equilibrium. With statistical arguments it is possible to show that the magnetic configurations are qualitatively different in the case of reduced or increased magnetization. The predicted magnetic configurations are then used to compute the dielectric response at the 3p (M) absorption edge, which can be related to the changes observed in the experimental T-MOKE data. The good qualitative agreement between theory and experiment offers a substantial support to the existence of an ultrafast increase of magnetisation, which has been fiercely debated in the last years. The search for the next generation magnetic recording media is focusing on the ultrafast magnetization dynamics [1] [2] [3] [4] [5] . Despite experimental progress [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , the microscopic understanding of the ultrafast magnetization dynamics remains an open question. In the last few years, several theories were proposed as possible explanations [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , and are currently debated [26] [27] [28] [29] [30] [31] [32] [33] [34] . More recently the ultrafast build-up of magnetization in gold was measured [35] , and ferromagnetic Fe was found to undergo both an ultrafast decrease or increase of magnetization [36] . In this last study, two different qualitative behaviours were observed in the experimental T-MOKE spectra at the 3p (M) absorption edge of Fe [36, 37] . For a demagnetized sample, the 3p asymmetry Fe peak is observed to decrease without noticeable changes of shape [36] . For a sample with increased magnetization, instead, the aforementioned peak remains approximately unaltered but a shoulder grows at lower transition energies [37] , as shown in Fig. 1 . While the decrease of a peak, even in the femtosecond timescale, has been already safely assigned to a net decrease of magnetisation, the growth of a shoulder is a new observation, which in Refs. 36 and 37 was associated to an increase of magnetization. However, this conjecture has not been fully accepted by the scientific community, and has fuelled a debate over the very existence of the ultrafast increase of magnetisation. Does the growth of the shoulder come from an increase of the Fe magnetization or from other effects, such as changes in the material response driven by a different element in the sample, or even by processes not involving magnetism? Answering these precise question is an important task to understand the existence of an ultrafast increase of magnetization, interpret experimental data, and possibly help in designing new experiments and clarifying the very nature of the ultrafast dynamics.
The aim of the present paper is to provide a model to describe the excited states of Fe after ultrafast magnetization dynamics, and predict the magnetic response of the material. We will address the decrease and increase of magnetization on equal footing. We will show that the system has acquired a partial thermal equilibrium in the picosecond time-scale. This partial equilibrium will be described using microcanonical statistics on a subspace of the whole Hilbert space. Ensemble averages will show that the two resulting magnetic config-urations, described in terms of local atomic moments, are qualitatively different in microscopic sense. After ultrafast demagnetization, the system is found to have tilted atomic magnetic moments whose lengths are equal to the equilibrium value. On the contrary, after ultrafast magnetization increase, the magnetic configuration is given by aligned atomic magnetic moments with increased lengths. Dielectric tensors are finally computed for the predicted magnetic configurations, and show the same features observed in the experimentally measured asymmetry. This offers a strong support to the existence of an ultrafast increase of magnetization in Fe.
Let us consider a sample of Fe after an ultrafast change of magnetization, as in Ref. 36 . Our first step consists in defining an unambiguous characterization of all possible states of the system at a microscopic level. We call these states microstates. Note that the ground state of the system is one microstate (see point A in Fig. 2 ), while the other microstates are all possible excited states (see as examples points B and C in Fig. 2 ). We first characterize a microstate by its magnetic configuration (m i ), representing the length and orientation of the local magnetic moments on each atom i. Note that even in an itinerant ferromagnet like Fe, the d bands remain fairly localized around each nucleus and an atomic magnetic moment can be defined with very good approximation [38] . Providing the magnetic configuration (m i ) alone does not univocally define the microstate, since the energy configuration of the electrons has to be provided as well. This requires a characterization of the electronic excitations, which we describe as superpositions of single electron promotions on the rigid band structure. The latter is obtained from the microstate that is compatible with the given magnetic configuration and has the lowest energy. We fully describe the electronic configuration of the microstate by specifying the electronic population of the density of states. Note that all possible repopulations that do not alter the total number of majority and minority spin electrons give all microstates compatible with the magnetic configuration. This description of the excited states is fairly good in metals, provided that correlation effects are not too strong. This is indeed the case for Fe, as emphasized by recent dynamical mean-field theory (DMFT) calculations [39] . However, we stress that all the conclusions reached throughout the paper hold irrespectively of the description of the excited states, and this approximate analysis is provided with the only purpose of making the arguments below less abstract and more intuitive. In our analysis a microstate is thus defined by its magnetic configuration and its electronic configuration.
Once the microstates have been classified, we can identify the subspace of partial equilibration. The system explores the space of allowed microstates via electronelectron (e-e) scattering. For simplicity, we neglect electron-phonon scattering, but its inclusion would lead Point B is a microstate with atomic magnetic moments reduced in amplitude and aligned. Point C is a microstate with magnetic moments with equilibrium length but disordered direction. The insets show the density of states for both majority (red, top) and minority (blue, bottom) spins, together with a cartoon of the orientation and length of the atomic magnetic moments. The arrows are coloured according to their length, as in Fig. 3 .
to, and indeed strengthen, the same conclusions [40] . The main effect of the e-e scattering is the reshuffling of the energy positions of the electrons without changing the total energy of the system. The spin-orbit coupling for 3d-levels in Fe is small, which leads to a small probability to transfer spin moment to the lattice. Therefore, in the picosecond time scale, the majority of e-e scattering events preserve both the total energy E tot and magnetization M tot (both defined as renormalized with respect to the number of atoms N at in the system). Consequently the change of total spin moment can be regarded as a quasi-static process compared to the exploration of the subspace due to energy-and magnetizationconserving e-e scattering events [40] . These can still lead to the transition from one microstate with a given magnetic configuration (m i ) to another with a different one (m i ), as long as the total moment is preserved, i.e.
This situation is for instance represented by the two microstates B and C in Fig. 2 . Moreover, experiments show that, about a ps after the laser excitation, the electrons acquire a Fermi-Dirac distribution, characterized by an effective high temperature [41, 42] . We use this experimental fact, whose the-oretical analysis follows this paragraph, to assume that the electronic system is in a partial thermal equilibrium. The partial attribute is due to that this system still has a total magnetization M tot which is different (higher or lower) than the global equilibrium value at a specific temperature. In summary, the e-e scattering allows the system to effectively equilibrate in the subspace including all possible electronic arrangements under two constraints. These are a fixed total energy E tot (set by the energy deposited by the laser) and a fixed total magnetic moment M tot (set by the mechanism responsible for the ultrafast magnetization dynamics). Notice that our model is independent of the specific mechanisms driving the ultrafast dynamics, but the value of M tot is set by this transient process, and is therefore dependent on it [40] .
From a more theoretical point of view, the mechanism allowing isolated macroscopic quantum systems to equilibrate, the time-scales involved in this process, and the details of the approach to effective ergodicity, are under intense study [43] [44] [45] [46] [47] [48] . For instance, it has been argued that standard ergodicity (i.e. the identification between time and ensemble averages), given the large dimension of the Hilbert space, is not a viable mechanism to explain equilibration in isolated macroscopic quantum systems. Following a forgotten intuition by Von Neumann [44] , the relevant mechanism has been suggested to be the normal typicality, which is based on the most common instantaneous behaviour of the system. In particular, it has been shown that, for the vast majority of isolated (negligible interaction with the environment) quantum dynamics and for the vast majority of time instants, the microscopic state of the system is practically indistinguishable from, i.e. macroscopically equivalent to, the equilibrium state [44] .
The subspace of partial equilibration can now be used to evaluate the expectation value of any observable as an ensemble average. In particular we want to compute the average magnetic configuration, which, due to the macroscopical equivalence discussed above, is negligibly different from the most probable one. The most probable magnetic configuration is the one corresponding to the largest partition of the Hilbert space [44] , i.e associated with the highest number of microstates or equivalently the maximum of the entropy. For a fermionic system with a constant density of states ρ, the number of ways N to arrange the electronic excitations as a function of the energy E tot can be calculated in the degenerate gas approximation [49] . This formula can be directly generalized to two different spin populations, and to a system partitioned in terms of local moments and local densities of states, leading to
where E min is the energy of the fermionic magnetic ground state and ρ is the average on both spin channels of the density of states over an energy range comparable to E tot − E min . Since N at is proportional to the Avogadro number, any increase of the product
will produce an enormous increase on the possible electronic arrangements. The most probable configuration is the one that maximises the exponent in Eq. 1, or more simply the one with the lowest E min [(m i )], as we will see below.
We first identify all the possible magnetic configurations (m i ) satisfying the constraint on the total mag-
The second step will be to calculate ρ[(m i )] and (E tot − E min [(m i )]) for these magnetic configurations. In Fig. 3 we show examples of possible magnetic configurations. The density of states ρ[(m i )] for the configurations in Fig. 3a and Fig. 3d can be computed directly through constrained density functional theory (DFT) [50] with fixed spin moments (m i ). We find that ρ[(m i )] is approximately constant [40, 51, 52] . Therefore, maximizing the
, which is instead strongly dependent on the magnetic configuration.
The values E min [(m i )] for ferromagnetic configurations as in Fig. 3a and Fig. 3d are reported in Fig. 4 as obtained from DFT [40] . The E min [(m i )] for magnetic configurations as in Fig. 3c and Fig. 3f can be obtained by calculating the energy of magnon modes [53] . With these values, we can show that in case of decreased magnetization M tot < M eq , the magnetic configuration (m i ) with the lowest E min [(m i )] (and therefore the most probable one) is the one shown in Fig. 3c , where the atomic moments retain their equilibrium length but are tilted with a small wave-vector q. Contrarily in the case of increased magnetization M tot > M eq , the atomic moments are aligned and have an increased length, as shown in Fig. 3d . Above and in the figures we have labeled as M eq the ferromagnetic equilibrium value of the Fe magnetization at the temperature of the experiment, i.e. about 2.2 µ B . The reason for two qualitatively different minima is easy to understand in our model. For reduced magnetization, the minimum energy compatible with the ferromagnetic configuration in Fig. 3a is given by the cost associated to the reduction of the length of the atomic moments (|m i |), as shown in Fig. 4 . This is basically the intra-site exchange. On the other hand the magnetic configuration in Fig. 3c has an energy cost depending on both the inter-site exchange and the magnetic anisotropy energy. The anisotropy in Fe is small compared to the exchange [54] , and can be ignored here. The energy price for the inter-site exchange is minimized for fluctuations with a small wave-vector, and is significantly lower than the cost due to intra-site exchange. A rather different situation is observed for increased magnetization. The configuration in Fig. 3d has a high E min because of the energy needed to increase the atomic magnetic moments. However, the configuration in Fig. 3f has an even higher E min because the atomic moments, when tilted, need to be even bigger to achieve the required M tot . Now that the largest partition of the Hilbert space has been determined, we can compute the dielectric response. As mentioned above, all macroscopic characteristics of a quantum system at equilibrium are at almost every time indistinguishable from the microcanonical ensemble averages, corresponding here to expectation values obtained with the most probable occupations of the single-particle energy levels, i.e. the Fermi-Dirac distribution. We used the DFT simulations to calculate the optical conductivity tensor [40, 51, 52, 55] . We are mainly interested in the off-diagonal term xy , which is approximately proportional to the experimental T-MOKE asymmetry, for a system with cubic symmetry and magnetisation along the z direction. Since the local band structure is almost unchanged, and the atomic magnetic moments are just tilted with respect to the light incidence and polarization, xy is (approximately) reduced without distortion [40] . This is illustrated in the lower part of Fig. 5 . Instead, the configuration with increased magnetization consists of increased atomic magnetic moments, which leads to an increased population of the spin majority band and a reduction of the population of the spin minority band. This induces a change in the density of states above the Fermi energy and an increase of the spin splitting of the core levels. As a result, the dielectric response changes only below 52 eV, as highlighted within the red boxes in Fig. 5 . This compares qualitatively well with the fact that the experimental T-MOKE is modified only at energies below the main Fe peak.
The good agreement between theoretical and experimental features across several magnetizations gives a solid theoretical background to the hypothesis made in Refs. 36 and 37 that the change of the area spanned by the T-MOKE Fe peak is related to the change in the magnetization itself, even when due to the growth of a shoulder. Determining the exact quantitative relation between area and magnetization would require a complete calculation of the T-MOKE asymmetry, and will be object of our future research. Note that our results for the demagnetized sample are in principle obtainable also by static magneto-optical approaches, as done by Carva et al. [56] for a few trial electronic configurations. No such analogy exists, instead, for the case of increased magnetization. However, we stress once more that our model does not explore a few trial configurations, but aims at the very prediction of the microscopic state to investigate. This problem was never addressed before. It is also interesting that the microscopic state predicted by our model for the demagnetized case is not included in the trial configurations of Ref. 56 .
In conclusion, we provided a solid theoretical description of the microscopic states of a system right after ultrafast magnetization dynamics. This is of great importance for the study of the picosecond dynamics of magnetization, when the system is in an out-of-equilibrium state but the magnetic dynamics can be treated as a quasistatic evolution of a partially equilibrated system. The dielectric response can be computed by means of wellgrounded approximations, and show a good qualitative agreement with the available experimental data. In addition, the proposed method can be applied to more general situations, e.g the case of magnetized gold [35] . We will also address the dielectric response of Ru with a transient magnetic moment for computing the T-MOKE asymmetry measured experimentally [36] . Finally, the treatment can be extended to more complex materials, and even to the case of two magnetic subsystems that are internally but not mutually equilibrated, e.g. d and f states for Gd [7, 14] or the different sub-lattices in the alloys used for all-optical switching [3, 10] . This work was sponsored by the Swedish Research 
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Clarifying remark on the Hilbert space and the philosophy of the treatment of different timescales. Technical information about the computation of the number of configurations, the role of the electron-phonon scattering, the first-principles simulations, and the rotations of the dielectric tensor.
REMARK ON THE HILBERT SPACE
Throughout our manuscript we often talk of microcanonical statistics on a subspace of the whole Hilbert space. In classical terms we would talk here of the phase space of the dynamical system of the 10 23 electrons composing the solid. However, in quantum statistical mechanics, the phase space does not exist, due to the Heisenberg uncertainty principle, and therefore we talk more generically of a Hilbert space.
SEPARATION OF TIMESCALES
We have addressed in the article two timescales and treated them differently. Here we clarify the distinction. The ultrafast change of magnetisation happens in the first few hundred femtoseconds. For shortness, we name these processes sub-picosecond dynamics. Similarly we name the dynamics happening in the picosecond timescale as picosecond dynamics. The reader has to anyhow be aware that the precise timescale obviously depends on the material under consideration and the sample configuration.
In the analysis of the sub-picosecond timescale we suppose that all the processes that happen on the picosecond timescale are negligible during the sub-picosecond one. In the article we address this timescale by showing that the state of the system at the end of the sub-picosecond dynamics depends only on two parameters: the average magnetisation and the total energy of the system. The fact that the state of the system does not depend on the details of the ultrafast process is a fundamental step in understanding the spectral response of the system. A knowledge of the sub-picosecond process is anyhow in principle still needed to extract those two values. Nonetheless in this work we do not address the exact calculation of these parameters and predict the state of the system for all the possible values.
After the ultrafast change of magnetization has finished, the processes in the picosecond time scale become important. During this timescale the system undergoes different dynamics: cooling down due to heat diffusion, recovery of the magnetic moment due to the slow spin-phonon equilibration, and precession of the atomic magnetic moments in the magnetic field. The first two processes (cooling and recovery of magnetisation) can been treated as quasi static, and therefore can be excluded from the calculation of the state at 500 fs and thereafter. For this reason they influence the state of the system only by setting the time dependence of M tot (t) and E tot (t). The precession of the atomic magnetic moments, instead, leads to magnonic oscillations, which points towards a Landau-Lifshitz evolution with parameters that can be computed for the partially equilibrated state rather than for the completely equilibrated one. The description of these processes is way beyond the scope of our work. The latter dynamics will anyhow not influence the spectrum. Notice finally that our theory can be considered as a probe of the microscopic state at any given time t in the picosecond regime.
NUMBER OF CONFIGURATIONS
For reader's convenience we report here the derivation of Eq. 1 in the main paper. This equation, and the following derivation, are limited to the particular case of a fermionic system with a constant density of states, and are reported only for illustrative purposes. A more general case is analyzed elsewhere [49] , and we redirect the reader to this work for all the details. We start computing the grand canonical partition function for non interacting electrons over a constant single particle density of states. To simplify our derivation we assume this density of states to be finite only above 0, so that it has effectively the form of a step function. This assumption has no consequence on the results but makes it possible to have a much easier mathematical treatment of the interval of integration.
We first derive the expression for the discrete case of equally spaced energy levels, and we will then take the continuous limit as N at → ∞, where N at can be interpreted as the number of atoms. The discrete energy levels for one atom are defined as E j = j δE 1 , with j being a generic quantum number going from one till infinity, and are characterized by the occupation numbers n j = 0, 1. When going to the many atoms case, the splitting between the levels must be adjusted to be inversely proportional to the number of atoms in the system, i.e. δE Nat = δE 1 /N at . It is easy to see that in the continuous limit the total density of states D Nat = 1/δE Nat grows to infinity but the density of states per unit cell remains constant ρ = D Nat /N at .
The grand canonical partition function is therefore
The grand potential is given by
and in the continuous limit N at → ∞ one obtains that
where Li 2 is the polylogarithm (also known as Jonquière's function) of order 2.
From the grand potential it is possible to calculate the average number of fermions <N> and the average energy < E > at a given inverse temperature β and chemical potential µ. In the thermodynamical limit < N >= N and <E>= E. Therefore we can write
We now address the case 1/β µ, which means that we focus on the case for which the bottom of the band does not play a role. As stated above, this lower bound was included only to ensure a finite value of the integrals, leading to an easier mathematical treatment. It can be easily shown that
where we have named the minimum energy at zero temperature E 0 ≡ ρµ 2 /2. We can finally focus on the entropy S = β(−Φ G + E − µN ), which can be expressed as
Although we showed this result for a constant density of states, it holds more generally in the limit where the degenerate gas approximation holds. This is the case when the excitation energy is small compared to the bandwidth, but large compared to the level spacing around the Fermi level. In the case of a slowly varying density of states we can approximate the entropy by:
where ρ is an average of the density of states over an energy range comparable to E − E 0 and includes the behaviour of both the spin up and spin down channels.
In the main article we discuss the number of ways N to arrange the electronic excitations in the limit of a large number of atoms. In this limit N is proportional to (e S ) Nat . In the situation sketched in the main article, the minimum energy E 0 of the system is determined by the magnetic configuration, and is denoted as E min [(m i )]. The total energy of the system is denoted as E tot . This leads to the number of microstates reported in Eq. 1 of the main paper.
where the average density of states ρ[(m i )] depends in principle on the magnetic configuration, in practice however the dependence turns out to be rather weak.
For the system under investigation (Fe), the density of states ρ[(m i )] for the ferromagnetic configurations with increased and decreased local moments can be computed directly through constrained density functional theory (DFT) [50] , where the constraint is given by fixed spin moments (m i ). In our calculations (see below for additional details) we find (data not shown) that the dependence of ρ[(m i )] on (m i ) is rather weak, and can in first approximation be ignored. Notice that even when a change of the magnetic configuration is so strong to move bands across the Fermi level the effect on ρ[(m i )] is weak, since the bands which were available for electronic excitations become available for holes excitations, and viceversa. The same argument is valid when considering the different spin channels. For very strong excitations a more accurate description is needed. Notice how in this limit the most probable magnetic configuration will be independent of the total energy E tot deposited by the laser.
ROLE OF ELECTRON-PHONON SCATTERING
In the main text we have assumed for simplicity that electron-phonon scattering is negligible. However its inclusion is straightforward, and does not change anything in our analysis. Again we assume that the spin-flip scattering events are not very frequent for the time scale of the equilibration [28] . Under this assumption, the electron-phonon interaction will make the electronic system behave according to the canonical statistics and not to the microcanonical statistics, which is used in the main paper. The constraint that the total magnetic moment remains fixed still holds. The treatment in the article can therefore be applied as it is by using the canonical statistics. The only consequence is that the averages must be evaluated on all the microstates with arbitrary total energy E tot but weighted by the factor exp[−βE tot ]. It means that for each magnetic configuration the total number of ways N C to arrange electronic excitations in the canonical ensemble becomes
It is evident that the magnetic configuration with the lowest E min [(m i )] is even more favoured than in the microcanonical case.
COMPUTATIONAL DETAILS
For this work we performed density functional theory (DFT) calculations, using the full-potential linearized augmented plane wave (FP-LAPW) method ELK [51] . The calculations were done for body centered cubic (bcc) Fe using the experimental lattice parameter of 5.43 a.u. We addressed the ferromagnetic phase with a constrained total spin moment [50] , where the magnetization axis was chosen to be along (100), i.e. the easy axis of Fe. The exchange-correlation functional used in DFT was the generalized-gradient approximation (GGA) by Perdew-BurkeErnzerhof [52] . The Brillouin zone was sampled with an equally spaced grid using 30 kpoints in each direction which gave 3504 kpoints in the irreducible wedge. The muffin tin radius of the Fe spheres was set to 2.0 a.u. The basis for the valence electrons included 4s, 4p and 3d derived states.
In order to evaluate the optical response, 3s and 3p states were added to the valence states. Spin-orbit coupling, which induces the splitting between the 3p 1/2 and 3p 3/2 states, was also taken into account, again with the magnetization along the easy axis. Moreover the number of empty states was converged (to a value of 40) to correctly describe the continuum of absorbing states above the Fermi level. The optical conductivity tensor was computed within linear response theory and only direct interband transitions were taken into account [55] . For the configuration with reduced magnetization, we can assume with good approximation that the local electronic structure is not modified by the formation of spin waves with a small q. The dielectric response can therefore be computed as an average of dielectric responses of bulk systems with a rotating magnetization axis, as described below.
DIELECTRIC TENSORS
In the case of decreased magnetization the dielectric tensors of Fig. 5 of the main article have been computed by employing two approximations. They come from the two assumptions that 1) long wavelength tilting of the magnetic moments have a negligible influence on the local dielectric tensor and that 2) the magnetic anisotropy is negligible. The first approximation implies that the dielectric response of the material can be computed as an average of local responses. These can be evaluated directly from ferromagnetic bulk Fe with a magnetization that is aligned with the local magnetic moments. The longer the wavelength of the tilting of the magnetic moments is, the better this approximation holds. According to the second approximation the dielectric response of a material whose magnetization is oriented towards a direction that is not the easy axis is negligibly different from the response obtained by simply rotating the dielectric tensor. The error produced by this approximation is related to the anisotropy of the material, and is fully justified for Fe as the magnetic anisotropy energy is of order of µeV.
In case of decreased magnetization our model predicts that the local magnetic moments are tilted by an angle θ from the z axis in random directions in the xy plane. Therefore, we can compute the average dielectric tensor for reduced magnetization as an average of the rotated dielectric tensors. We first tilt our magnetic moment over an angle θ from the z axis. Second, we rotate our magnetic moment around the z axis with an angle φ and average over all angles 0 ≤ φ ≤ 2π. The rotation matrix over θ is given by 
The tilting of the dielectric tensor by an angle θ and the following average over φ can now be rewritten as : 
Finally, the off-diagonal terms of the dielectric tensor for both decreased and increased magnetization are shown in Fig. S1 . This is simply a more extended version of Fig. 5 of the main paper. For sake of completeness we also report in Fig. S2 the diagonal terms of the dielectric tensor, for increased magnetization only. Notice that also here the only changes are visible below the main Fe peak, in the region highlighted within the red box. As expected from Eq. S13, the diagonal components do not change much in case of decreased magnetization, and are therefore not shown.
