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Resumo
O crescimento de arte no meio digital tem, sem sombras de dúvida, democratizado o
acesso ao conteúdo pelo público em geral. Entretanto, esse crescimento também impli-
cou no indesejado aumento no número de falsicações e desinformação sobre conteúdos
acerca de arte. Nesta linha, aprendizado de máquina pode ser utilizado para automatizar
a organização e identicação de obras de arte em relação à sua procedência, auxiliando
especialistas e usuários comuns na obtenção e validação de obras de arte. Empregamos
neste trabalho estratégias baseadas em redes convolucionais para identicar e classicar
artefatos digitais relacionados à arte. Primeiramente, pinturas de van Gogh são usadas
para explorar e renar estratégias capazes de discriminar seus padrões de pincelada. Múl-
tiplos testes de conjuntos de dados cruzados são executados a m de validar o método
mais promissor encontrado. Os resultados indicam que atingimos uma drástica melhora
em performance enquanto produzindo uma leve melhora em pontuação (90.99% acurácia
em nível de segmento de pintura, 95.52% acurácia em nível de pinturas), quando compa-
rado à estudos anteriores sobre o mesmo conjunto de dados. Estendendo nosso trabalho
a partir da análise sobre van Gogh para um maior escopo, consideramos o conjunto de
dados Painter by Numbers, onde expandimos nossa estratégia para o cenário multi-classe,
onde buscamos distinguir pinturas divididas em 1.584 diferentes autores, 135 estilos e 42
gêneros. Propomos um método que combina informação dos três grupos de classes em
um único discriminador de autoria, atingindo a ROC AUC competitiva de 0.91361 sem a
aplicação de transformações potencialmente destrutivas sobre os padrões de pincelada que
poderiam salientar características articiais adjacentes, como brilho, contraste, escalas e
objetos.
Abstract
Increasing digital art has without a doubt democratized the access to art content to the
public at large. It has had, however, resulted in an inadvertent growing number of forg-
eries and misinformation around art content. In this vein, machine learning can be used
to automatically organize and identify art content with respect to its provenance, aiding
experts and regular users to retrieve and validate art pieces. In this work, we employ con-
volutional networks-based strategies to identify and classify art-related digital artifacts.
Firstly, van Gogh paintings are used to explore and rene strategies capable of discrimi-
nating the brushstroke pattern of van Gogh. Multiple cross-dataset tests are performed in
order to further validate the most promising method. We achieve signicant performance
improvements while slightly increasing accuracy (91% patch-level, 95.5% sample-level)
when compared to previous studies in the same dataset. Extending our work from van
Gogh analyses to a much broader setup, we consider the Painter by Numbers dataset, in
which we expand our strategy to a multi-class scenario, seeking to distinguish paintings
from 1,584 dierent authors, 135 art styles and 42 genres. We propose a method that
combines information from these three class-groups into a single authorship discrimina-
tor, achieving the competitive ROC AUC of 0.91 without any transformations that could
potentially damage the brushstroke patterns and emphasize adjacent features, such as
brightness, contrast, scales and objects.
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Art holds history. It tells interesting stories throughout the centuries to the ones that in-
teract with it. As human beings, we seek to understand these stories in their completeness.
This is not a trivial endeavor: with context changing, misinformation and degradation
caused by the passage of time, important data necessary to the understanding of art works
might become obscure, or even lost. To help us ll in the gaps, we resort to the idea of
art connoisseurship.
Connoisseurship might be understood as an ability held by connoisseurs. In the con-
text of art, a connoisseur is the individual who seeks to contribute to art scholarship
by identifying works regarding their date, provenance and authorship [2]. This ability is
usually acquired through extensive study over an artist's work, to which point recognizing
it would be natural, or intuitive [3]. Of course, in practice, connoisseurs deliberate based
not exclusively onto connoisseurship, but also on any evidence available.
In this vein, this work studies and attempts to improve the computational perception
of art, specically over the domain of paintings. We envision it potentially improving the
decision-making process in a diverse set of related tasks, such as art style classication,
automated dataset annotation and even facilitating painting connoisseurs to detect fake
pieces and art fraud, an ever-growing problem nowadays, especially with the advent of
digital art. This will be accomplished with machine-learning models optimized for the
task at hand through training, which strongly resembles the very idea of connoisseurship:
consider a mathematical model of multiple parameters and capable of yielding responses
based on an input signal (e.g., image) and these same parameters, as well as a loss function
capable of measuring the incorrectness" level of the responses. Such model is submitted to
what is known as training", where it is presented with multiple work samples (paintings)
and has its parameters adjusted so the loss is reduced to a minimum. In this process, the
model analyzes samples considering their mathematical properties, extract features that
concisely represent them and adjust itself in an attempt to either distinguish samples into
groups that reect authorship, genre or style similarity; or nd a representation for the
paintings set such that humanly recognizable patterns would emerge from it.
Over the last decade, Convolutional Networks (or simply CNNs) [4] have been success-
fully applied to feature extraction in images, resulting in the creation of models capable of
impressive performance. However, much of the work done thus far have focused on pho-
tographs [5, 6], leaving artwork almost uncharted. When handling paintings, researchers
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have applied their eorts to extract features with computer vision techniques and feeding
those to conventional machine-learning models, such as Multilayer Perceptron Networks
(MLP), Support Vector Machines (SVM), and k-Means. Although eective in many dif-
ferent setups, properly capturing specialists' knowledge and expertise regarding a painter's
style and translating that knowledge into features is not straightforward.
Taking a dierent path in this research, we set forth the objective of designing and
deploying an approach to automatically extract discriminative features from large paint-
ing collections and learn specic nuances and attributes of a given painter, in order to
distinguish one's work from the others' and to automatically attribute paintings of un-
known authorship to the known classes. This process is known in the forensic literature
as authorship attribution and it has been applied before, for example, to literary texts [7]
(matching a text to an author based on the style in which it is written), digitalized doc-
uments [8] (matching a digital document to a scanner) and more recently to printers [9]
(matching a printed document to its source printer).
The remaining of this work is organized as follows. Chapter 2 discusses pertinent
concepts and previous work that approached art considering one or more of the follow-
ing topics: organization, visualization, authentication, authorship, and style analyses.
Chapter 3 discusses the van Gogh authorship recognition problem, subdividing into the
methodology 3.1, experiments 3.2 and discussion 3.3 sections. Chapter 4 repeats the same
organization of Chapter 3, but will expand our approaches to a multi-class authorship
matching problem, containing many distinct artists and styles. Finally, our conclusions
are presented in Chapter 5.
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Chapter 2
Related Concepts and Review of
Literature
In this chapter, we rst present the related background used to formulate the main as-
pects of this work. A brief review of the literature follows, aggregating the work performed
thus far by its main objective or task: embedding 2.2, painting authentication 2.3, au-
thorship analysis 2.4, style attribution 2.5 and style transfer 2.6. Within each section,
the studies are sorted by the approaching" used and its chronological order. Finally,
we use Section 2.7 to discuss further explorations that may benet art analysis in the
machine-learning scope.
2.1 Articial Neural Networks and Deep Learning
The developments of articial intelligence (AI) and machine-learning (ML) are indeed
astonishing. They are easily perceived when considering how intelligent agents changed
from being able to play games using search algorithms [10] to integrating self-driving
systems in automobiles [11]. From these developments, we draw a very important one:
how machines perceive the world.
In the early days, AI was developed to tackle problems that are dicult to solve for
human beings, but relatively easy to be described through a list of formal, mathematical
rules [4]. The responsibility of modeling the problem was therefore entirely of the AI
designer. Of course, such separation imposed limitations on what could be solved and
the solution's eectiveness, as intelligent agents are bound to act according to this very
limited perception.
Going in a dierent direction, modern machine-learning attempts to build its percep-
tion by extracting meaning directly from raw data. A way to achieve this is through
Deep Convolutional Networks, which gained much momentum in the last decade given
the positive empirical results it produced. Nowadays, deep learning is undoubtedly one of
the most prominent approaches for extracting semantic information from raw data (e.g.,
images), leading to almost-human classication levels in some competitions [12].
Articial neural networks (ANNs) are statistical models loosely based on biological
neural networks, in particular the brain. Given their generic nature, ANNs can perform
20
many distinct tasks useful to machine-learning: transform, classify, regress etc. Deep
learning refers to all machine-learning concepts that relate to deep neural networks, which
in turn are nothing more than the stacking of multiple layers in an articial neural network
[4].
2.1.1 Fully-Connected Networks
A fully-connected network (FC) is a specic ANN in which each unit is connected to all
(and only) units of the previous and following layers. Fig. 2.1 illustrates the idea with a
2-layer FC.
Figure 2.1: A fully-connected articial network.
Let x ∈ Rn be a sample in the dataset, wji ∈ Rn a vector of weights, b
j
i ∈ R a factor
named bias" and σ a function applied element-wise to tensors of arbitrary rank or size,
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σ(wji · x+ b
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i ) if j = 0










> contain the param-
eters associated with all units in layer j, then layer j's output can be described as:
yj =
{
σ(W j · yj−1 + bj) if j > 0
σ(W j · x+ bj) if j = 0
(2.1)
During supervised training (in which each sample x is associated with a target label
s), FC networks will adjust their set of trainable parameters θ (e.g. W and b) to combine
the output of the units in such a way to create decision boundaries, which can be used to
discern samples or estimate (through regression) their values. As the output of the rst
layer represents the sample itself, one can interpret this whole process as an evaluation of
the samples with respect to a predetermined set of characteristics. Fig. 2.2 illustrates a
neural network with two hidden layers, containing four and two units, respectively, and
the decision regions created by its conguration.
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The parameters adjustment is commonly performed through a process known as Gra-
dient Descent (or some variant of it), in which the variables are updated considering the
opposite direction of the gradient of a predened loss function J(θ,y, s). Therefore, J
must be dierentiable and capable of measuring how distant are the predictions made by
the model and the ground truth.
(a) A fully-connected neural network. (b) The decision boundaries.
Figure 2.2: Example of a fully-connected network and its decision boundaries used to
classify samples between two distinct classes. Figures extrated from A Neural Network
Playground, Tensorow. Available at: playground.tensorow.org. License: Apache 2.0.
Although adequate to interpret low-dimensional or semantic data, fully-connected net-
works create diculties when applied to raw data, such as image pixels in high dimensional
spaces. Some of these can be briey listed here: the diculty in scaling, as high-quality
images (usually represented by 3-rank tensors of high dimensionality) would require many
parameters for every and each hidden unit; the disregard for spatial structures, as images
are attened and every pixel pair becomes equidistant; the strong sensitivity to transla-
tion, rotation and scaling, as the parameters are adjusted to t a pattern of completely
determined disposition.
2.1.2 Convolutional Networks
Inspired by the organization of visual cortex of animals [4], convolutional networks attempt
to abstract the input signal through hierarchical interpretative levels. CNNs stack multiple
layers on top of each other in such a way units in the bottom layers will respond to simple
patterns (e.g., lines and patches), whereas top layers will compose theses responses to
match more complex patterns (e.g., objects and faces). This hierarchical pattern matching
structure can be eciently built by using the convolution operation.
CNNs share many similarities with FCs, including how training is performed. The
dierence is that it replaces the dot product operation performed in Eq. 2.1 by the
convolution between an input signal (e.g., image) and kernels (or templates), as dened
in Eq. 2.2.





I(m,n)K(i−m, j − n) (2.2)
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Fig. 2.3a shows how these kernels look like, when interpreted as images; while Fig.
2.3b represents the sparseness of the operation: only the 5 × 5 up-left block contributed
to the value of the rst unit in the second layer.
(a) Examples of kernels, seen
as gray-scale images. (b) An input layer and a convolutional layer.
Figure 2.3: Examples of kernels and convolutional layers. Figures extracted from Michael
A. Nielsen, Neural Networks and Deep Learning, Determination Press, 2015. Available
at: neuralnetworksanddeeplearning.com/chap6. License: CC BY-NC 3.0.
Notwithstanding, CNNs often intercalate convolutional layers with pooling layers.
The pooling function (executed in pooling layers) down-samples the input signal I ∈
Rn×m×c, reducing its dimensionality according to some operation (usually maximum or
average), while eliminating some signal variance and, therefore, reinforcing translation
invariance. Fig. 2.4 exemplies this process.
Figure 2.4: A pooling operation. Figure extracted from Michael A. Nielsen, Neural
Networks and Deep Learning, Determination Press, 2015. Available at: neuralnetwork-
sanddeeplearning.com/chap6. License: CC BY-NC 3.0.
By using the operations dened above, three important properties manifest in convo-
lutional networks: sparse interactions, parameter sharing and equivariant representations.
Sparse interactions refers to the fact that a unit in one layer is not completely con-
nected to all units in the previous layer [4]. Fig. 2.3b illustrates this idea: each unit
in the second layer is the output of the convolution between a signal (or image patch,
if it is the rst layer of the network) and a kernel (similar to the ones represented
in Fig. 2.3a), both with same limited size.
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Parameter sharing refers to the reapplication of the same parameters (kernel) to multi-
ple patches of the signal [4]. The training phase, which adjusts the parameters, will
focus on a very limited set, if compared to the dimensionality of the input signal.
This simplies the model and decreases training time necessary for convergence.
Equivariance to translation, which spontaneously follows parameter sharing. For this
work, equivariance can be dened as the property of a function f(x) to be aected
in the exact same way of the input, when some change g(x) is applied to it [4]. That
is, f(g(x)) = g(f(x)). This is specially interesting for images as translated patterns
are processed similarly, making the recognition process insensitive to locality when
used with pooling.
Fig. 2.5 illustrates the architecture of a neural neural network with one convolutional
layer, one pooling layer and two fully-connected layers.
Figure 2.5: The diagram of a convolutional network architecture. Figure extracted from
Michael A. Nielsen, Neural Networks and Deep Learning, Determination Press, 2015.
Available at: neuralnetworksanddeeplearning.com/chap6. License: CC BY-NC 3.0.
2.1.3 Contrastive Embedding
While many problems involve classifying and discriminating data samples, neural networks
can also be optimized to embedding data. In such tasks, in which one is concerned with
obtaining a meaningful representation from initially uninterpretable data, a well-known
optimization process stands out: the contrastive embedding [13]. In it, a feed-forward
embedding network is duplicated to accept pairs of samples from the original dataset.
The two legs" are joined with some neighborhood representative function and trained to
minimize the distance between samples of the same class, while maximizing (limited to a




‖y1 − y2‖2 +
d
2
max(0,m− ‖y1 − y2‖)2 (2.3)
Equation 2.3 illustrates the contrastive loss in its common form, where the l2 distance
function is employed to determinate dissimilarity between two feature vectors y1 and y2
that belong to the embedding space spawned by the network, when fed with two samples
x1,x2 ∈ X. Moreover, d represents the binary relationship between them: similar samples
are represented by y = 0, while y = 1 describes a dissimilar pair [13].
When trained, the feed-forward model will be capable of projecting samples onto a
more organized embedding space, with smoother transitions between samples, relative
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to their classes. See Section 2.2 for a more detailed remarks on  art related  data
embedding.
(a) The original feature space of the MNIST
dataset (image pixels), reduced with PCA.
(b) The R128 embedded feature space of the
MNIST dataset, reduced with PCA.
Figure 2.6: Example of a network trained over the MNIST dataset with the con-
trastive loss function. Colors indicate the ten dierent classes. Available at:
gist.github.com/lucasdavid/15a35e53608875624c58e5ab99f1ed.
2.1.4 Multi-objective Optimization
As articial networks are trained, as briey commented in Section 2.1.1, a single object
function is optimized. However, in some cases, it is desirable to develop a model capable of
inferring about multiple problems at once. For instance, when dealing with two adversarial
problems, one might develop two separate models and obtain two dierent solutions that
are locally optimal, for each problem, but incompatible when joined together. In such
setup, evaluating the solution space considering both objectives can oer greater insight
on the problem, resulting in better solutions in the larger scope. Another example is when
performing multiple  but similar  tasks, in which some congurations (layers, units
and weights) could be transported from one model to another. Here, one might reduce
memory requirements, training and processing time by sharing parts of the model among
all tasks.
It is dicult to determine an optimal" solution in multi-objective scenarios, where
solutions might conict by presenting higher utility for some (but not all) objectives.
Nevertheless, we begin by dening the set solution candidates. Let J = {J1, J2, . . . , Jn}
be the set of all loss functions representing dierent objectives in a given problem and X
the set of all possible solutions. A solution x∗ ∈ X is said Pareto optimal if no other
solution x ∈ X \{x∗} that improves Ji, i ∈ {1, 2, . . . n} can be adopted without increasing
at least one function in J \ {Ji}. Furthermore, x∗ is weak Pareto optimum if no other
solution x would improve all functions in J [14].
As the addition of multiple dierentiable functions will invariably produce a dieren-
tiable function, a simple way of handling multi-objective problems naturally follows: we
dene T =
∑n
i wiJi. That is, the weighted sum of all individual objective loss functions.
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Weights are assigned manually at the beginning of training, and will leak into the gradi-
ents and scale the modications in the network's parameters suggested by each objective.
This method will nd Pareto optimal solutions as long as all weights are strictly posi-
tive [14], but presents an immediate limitation: understanding on the problem is required
in order to set the weights to reasonable values, that directly match to the importance of
each objective.
2.2 Embedding of Art Data
Dimensionality reduction methods are often employed when visualizing data or removing
noise, as they transform the dataset by selecting or creating meaningful features (that
strongly discriminate data) and discarding meaningless ones, which contribute little to
data separation. This is essential for visualization, in specic, as human beings are lim-
ited to perceive only three dimensions and not all datasets can be embedded into a three
dimensional space. For example, small paintings represented by 3-rank tensors with di-
mensions 224 × 224 × 3 can be attened into vectors contained in the R150,528 space.
Projecting the rst three values of each painting onto the R3 space would likely create a
very poor representation, as light intensity of a single pixel is probably not a good factor
to organize the data upon. Many embedding and data visualization methods nd mean-
ingfully visible representations by relying on the concept of sample dissimilarity according
to meaningful metrics. They use it as a measurement to be preserved  at a local or global
level  and hence preserving some structure from the original dimensional space while re-
ducing its dimensionality. Among these methods, we remark Multidimensional Scaling
(or MDS): a very well-known unsupervised, linear dimensionality reduction method that
eliminates features while maximizing data variance. MDS has been used to embed art
onto low-dimensional spaces in [1517], as we describe next.
Image decomposition based on separable quadrature mirror lters (QMFs) [18] was
performed in [15], resulting in a representation in which the frequency space was split
into orientations and scales, while exhibiting statistical properties that can be exploited.
A statistical model was built, composed by the mean, variance, skewness and kurtosis of
the subband coecients of the acquired representations; as well as a set of statistics that
describe the higher-order correlations that exist within this image decomposition. Finally,
Multidimensional Scaling (MDS) [19] was used to embed the 72-dimensional feature vec-
tors into the R3. The authors validated their method on two domains: Bruegel's and
Perugino's works. Using eight authentic Bruegel's paintings and ve known imitations,
the method generated a representation that clearly placed Bruegel's work into a cluster
bounded by a sphere, and all imitations outside of this boundary. As for Perugino's,
six patches containing a painted face, each was clipped from the Madonna With Child"
painting. From the representation found, the authors concluded that at least four dierent
painters contributed to that art piece.
In turn, Bressan, Cifarelli and Perronnin [16] followed the Fisher kernel framework
and extracted features using Scale-Invariant Feature Transform (SIFT) [20] and local
color statistics over a dataset built from the harvest of paintings from Google and Yahoo!
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image search, containing 51 dierent painters and at least 25 images per painter1. The
features were later used to infer a metric describing the relationship strength between
artist pairs, which in turn was used as a similarity measure to embed the artists onto
a 2-dimensional space representation using MDS. The authors validated their metric by
manually comparing it to the historical knowledge regarding the painters. They addi-
tionally observed a strong correlation of the embedding onto a 1-dimensional space to
painters' birth date distribution. Unfortunately, it is not mentioned a signicant name
for the dataset or if it is available, making these results hardly reproducible.
Finally, Qi, Taeb and Hughes [17] worked over datasets containing van Gogh's and
non-van Gogh's works (IP4AI1 and IP4AI2). Using the Fisher information distance [21]
as a dissimilarity measure between brushwork pairs as input to MDS (a process which
is also known as Fisher Information Nonparametric Embedding, or FINE), the authors
were able to produce a low-dimensionality embedding which could be interpreted as a
similarity map between paintings, possibly aiding art experts studying authorship and
dating questions. The validation of the results was done by feeding the embedded data
to a support vector machine classier (SVM), which achieved 87.69% and 85% accuracy
in IP4AI1 and IP4AI2, respectively.
The works presented above focused on organizing the information within the data by
employing MDS over a set of features extracted from raw pixels or transformations of
those, in a completely unsupervised pipeline. This choice is understandable, considering
the lack of massive, annotated art datasets at the time. Since then, however, databases
containing great amounts of metadata along with the paintings  such as WikiArt [22]
 were made available. A high number of samples brings new challenges: a linear low-
dimensional embedding, might collapse onto itself, creating a confusing representation
if the data followed a non-linear distribution in the original space. On such cases, one
possible solution is to assume that the data roughly lies on a non-linear manifold, and
explore the entailed properties with non-linear dimensionality reduction methods (e.g.,
ISOMAP, Kernel PCA). Furthermore, metadata available can be incorporated in the
embedding process (using, for example, Linear Discriminant Analysis, or simply LDA),
creating multiple representations considering dierent characteristics of interest. Moreover
these works' visual representations were constrained to only express similarities between
a predened set of features (e.g., brushwork, color histograms). A dierent path would
be to use CNNs to automatically extract features, whereby clustering and visualization
might express relationships between authors relative to unexpected, yet discriminative,
characteristics.
2.3 Painting Authentication
Although visualization in itself already presents benets to art connoisseurs, the authen-
tication of a painting can also be included in the automated art analysis pipeline, creating
agents able to distinguish  up to some level of accuracy  works of a specic artist.
Firstly, it is worth mentioning the work of three dierent groups presented in [23], in
1Unfortunately, no further indications were given regarding where to nd such dataset.
27
which multiple decomposition methods and classifying models are used to extract brush
stroke patterns from 101 paintings and discriminate them into van Gogh's and non-van
Gogh's work.
The rst group (Penn State) separated paintings into patches and extracted wavelet-
based textural features using D4 orthonormal wavelet transform and geometric features of
strokes (e.g., length, orientation, average curvature), computed from an edge-detection-
based method. These features were later given to a Hidden Markov Model (HMM) [24],
modeling a probabilistic process, which describes similarity between painting patches. A
system was nally developed, allowing users to compute the distance" from any painting
P to any other P ′ in the dataset (or any subset of paintings) by averaging the Mallows
distance from each patch in P to its closest patch in P ′. Some inconsistencies were found
when evaluating the descriptive model: two authentic van Gogh's were among the ve
test paintings farthest from a cluster composed by 23 authentic van Gogh's, leading the
authors to conclude that the initial training data (the 23 paintings) might have not been
suciently representative or that the comparison method could yet be improved.
The second group (Princeton) also utilizes HMM to model paintings into 108-dimensional
feature vectors, but denes the similarity between paintings as the sum of weighted l2-
distances between each pair of patches of these same two paintings, in which each feature
weight is proportional to that features' contribution in discriminating van Gogh's and
non-van Gogh's works. Finally, the group exploits MDS to nd a representation for the
paintings. A 3-dimensional one, in specic, adequately presented non-van Gogh's farthest
from CvG, the centroid of van Gogh's paintings. Using a classier based on a simple
threshold value for centroid-to-sample distance over the embedding found, the authors
reached 84.2% in accuracy.
The last group (Maastricht) extracted the necessary features by employing Gabor
wavelet lters and histogramming the resulting coecients in multidimensional bins (6×
4), forming 24-dimensional feature vectors. The choice for Gabor lters is due to their ca-
pability of capturing brushstroke patterns at multiple scales and orientations. Automatic
classication was then performed over the feature space created, yielding most encour-
aging results: four out of the six non-van Gogh paintings were detected, at the cost of
wrongly classifying two van Gogh paintings.
Shortly after, Irfan and Stork [25] attempted to authenticate Jackson Pollock's drip
paintings (12, at total), achieving higher accuracy (81%) when adding fractal-based fea-
tures to a previous set solely based on metrics such as genus and orientation energy.
The authors concluded that fractal-based features were indeed adequate to describe Pol-
lock's work. Moreover such features could still present some improvement in classication
accuracy when combined with other features based on brushwork analysis.
An important idea supported by art connoisseurs was presented in [26]: highly detailed
regions in paintings are compositions of small and calculated corrections, rather than a
uid brushwork spontaneously created by an artist, which contains their signature. In
an attempt to consider only spontaneous brush strokes, patches were extracted from a
painting and discriminated as foreground and background. Only the latter was considered
during the feature extraction phase, similar to [17]. Authentication was performed through
what the authors called the outlier classier", a model that simply compares if the
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pertinence level" of a sample to the van Gogh cluster is greater than a threshold value
optimally set through training. Experiments showed substantial accuracy increase by
employing this idea: when considering all patches, the outlier classier achieved 80% of
accuracy on IP4AI1 dataset and 75% accuracy on IP4AI2; whereas 92.31% and 91.25%
of accuracy were achieved when considering only background patches of the IP4AI1 and
IP4AI2 datasets, respectively.
A dierent authentication method for van Gogh's paintings is proposed in [27], based
on some simple statistics of the geometric tight frame coecients, boosting procedure for
feature selection and an outlier classier similar to [26], except that it now checks if the
distance of the sample to the van Gogh's cluster center is bellow a threshold value to
attribute that sample to van Gogh. Their method yielded 88.61% accuracy by selecting
only the ve most frequently observed features on the samples, which possibly implicated
in noise removal. Although the work was limited to select features by their frequency, one
can also eciently eliminate noise through PCA or autoencoders [4], which have recently
presented promising results in literature [28].
The authentication of Amadeo de Souza-Cardoso's work was studied in [29] through
the analysis of not only brushwork with Gabor lters [30] and SIFT, but also of the
pigments used in the art piece's composition with hyperspectral imaging combined with X-
ray uorescence analysis. From their experiments, the authors concluded that an analysis
of pigmentation is of most relevance when identifying forgeries.
Finally, a pre-trained CNN (VGG-19) was used in [31] to transform equally-sized
patches of paintings and a linear SVM to detect traits of van Gogh's work on those trans-
formations. The decision whether a painting was a van Gogh's or not was taken through
a voting system, placed at the end of the classication pipeline. Multiple approaches to
combine the answers for the image patches were tested, but the most successful was far":
a painting was discriminated based on the classier's most condent response among all
patches (the farthest answer from the decision hyperplane). This result is specially in-
triguing: it resembles [26] as it also assumes some patches to be more descriptive than
others, but diers by leaving the selection itself to the learner. The authors were able
to predict with 93% accuracy whether or not a given sample was a van Gogh's work.
In spite of the encouraging score, the work was restricted to binary discrimination and
it is still uncertain how that would behave for multi-class attribution, in which a more
realistic scenario considering multiple painters is analyzed. The work also fell short in
properly training a network over a painting dataset containing van Gogh's work, which
could possibly better t the model to this problem and further increase accuracy.
Although fairly successful at their tasks, the previously mentioned works were limited
to their painters' style characteristics and could present diculties if extended to other
painters. Yet, many interesting ideas presented can be leveraged and extended. We aim
at exploiting in this work: the extraction of highly-descriptive areas in [26], the feature
pre-selection/noise removal phase in [27], and the transfer learning employed in [31]. Of
course, it is also desirable to not only increase accuracy in very specic learners, but




While authentication is focused on answering the question is this painting from this
specic author?", authorship attribution attempts to assign each painting (sample) to an
author (label) from a set of possibilities. This problem is approached by many authors
[3237], as we detail next.
A dataset collected from various internet sources, composed by 513 paintings of nine
dierent painters representing impressionism, abstract expressionism, and surrealism, was
studied in [32]. The authors began by separating each painting into 16 equal-sized tiles,
and proceeded to extract features from each of the patches and several transformations
of them using a set of known algorithms (e.g., Radon transform features, Chebyshev
Statistics, Gabor Filters), resulting in 16×3, 658 image descriptors for each painting. The
most promising results (77% in classication accuracy over all painters) were obtained
with the two-stage image classier" procedure suggested by the authors, which would
rst classify a painting into a school of art and only then perform intra-school authorship
attribution. Although an interesting idea, we have not seen other works exploiting this
path further.
Meanwhile, Cetinic and Grgic [34] conducted experiments comparing authorship clas-
sication accuracy of models fed with three major groups of features  image intensity
statistics, color-based features and texture-based features  over a dataset consisting of
heterogeneous paintings, acquired from dierent websites and sources, varying in quality,
density and size. The authors found out that texture-based features consistently pre-
sented the highest accuracy, although the combination of dierent approaches would still
signicantly improve the classication score.
Tamura textural features were used in [33], as they correspond to human visual percep-
tion, being useful for feature selection and texture analysis design. Among the six basic
textural features available, only three were adopted: coarseness, contrast and directional-
ity. Over a dataset of 100 Chinese paintings belonging to four artists, the authors observed
a considerable classication accuracy increase by training an SVM fed with Tamura fea-
tures (80%), when compared to the results obtained through classiers trained over SIFT
features (65%).
In order to study authorship attribution, 120 traditional Chinese paintings from six
dierent painters were collected in [35]. An interesting classication pipeline was adopted,
in which the most representative brush strokes are rst extracted from a painting with
edge detection methods and then sent to a simple CNN, resulting in a feature vector
containing 3,000 features. Using a Sparse Group Lasso Classier, the authors achieved
94% binary classication accuracy and 81% when considering all six painters. Although
the brush pre-selection seems an interesting strategy to remove noise, it is not clear if
the positive results were caused by this step or the small number of classes. It would be
interesting to test this idea in a more challenging dataset.
Inspired by painting authorship, Thomas and Kovashka [36] used multiple CNN ar-
chitectures and linear SVMs to perform authorship attribution on 181,948 photographs,
belonging to 41 well-known photographers. The dataset was collected from multiple inter-
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net sources and was made available by the authors2. Experiments suggested a pre-trained
Hybrid-CNN  trained over both Places and ImageNET datasets [38], hence the name 
achieved the highest accuracy (74%), outperforming the score obtained by low-level fea-
tures extracted from methods such as GIST [39]. Surprisingly, the authors also reported
the Hybrid-CNN achieving higher scores than PhotographerNET, a neural network of
same architecture that was trained from scratch, using the photograph dataset at hand.
A CNN (PigeoNET, based on AlexNET [5]) was used to transform and classify samples
from the Rijksmuseum Challenge [40] dataset in [37]. The dataset at hand was composed
by 112,039 samples of digital photographic reproductions of artwork from 6,629 artists,
including paintings, prints, drawings, sculptures and other artworks. The authors achieved
promising results in authorship attribution: 60% of accuracy when considering 10 prints
for each one of 673 painters; and 78.8% when considering 256 prints for each one of 29
painters. Additionally, visualization techniques were explored to determine regions of
interest used when classifying a painting and to determine which regions characterize
an author, further evaluating cases of misclassication. However, the work lacked tests
regarding more recently developed network architectures, classiers other than softmax
(while still using the CNN as a transformer) and ignored many of the ideas presented
in previous art (e.g., background patch pre-selection and noise removal). Furthermore,
the behavior of this solution over other datasets that include only paintings is yet to be
veried.
Viswanathan [41] used a modern convolutional network architecture (ResNet-18) to
extract features and classify between the 57 of most represented artists in the Painters
by Numbers dataset. The author achieved a 77.7% Top-1 and 97.3% Top-3 test accuracy,
when the test set comprised 10% of the original Painter by Numbers dataset. Chen and
Deng [42] tackled the same dataset, but narrowed it even further to only 15 artists (au-
thoring at least 450 paintings each). Besides testing modern deep-learning techniques,
the authors compared them to more classical algorithms (e.g., support vector machines
and logistic regression) fed by GIST descriptors, Hu moments and color histograms. They
have concluded that convolutional networks outperformed GIST+Hu Moments+SVMs by
6.6% Top-1 test accuracy, while requiring considerable shorter inference time. Although
achieving enticing results, the authors have drastically reduced the diculties and chal-
lenges from this set by considering a small fraction of the original attribution set, where
1584 artists were present.
2.5 Style Attribution
Similar to authorship attribution, the style attribution problem concerns in assigning a
style to paintings, from a set of possible options. Onto this problem, we observe works
such as [4348].
Over a dataset of 353 paintings belonging to ve artistic styles, Zujovic et al. [43]
modeled paintings as feature vectors composed by Steerable Filter Decomposition (SPD),
which is shown to exhibit properties of low-level processing in human eyes and is also
2people.cs.pitt.edu/~chris/photographer
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translation-and-rotation-invariant; edge features, as edges might be highly informative
regarding painting styles; and simple color histograms. Classication was performed over
this representation, wherein each painting was assigned to one of the ve genres considered
using an AdaBoost classier, achieving 68.3% accuracy.
Meanwhile, Kovashka and Lease [44] compared stylistic classication accuracy between
humans and machines over a dataset collected from Wikimedia Commons, composed by
240 paintings of six authors. The machines" hereby mentioned are models fed by multiple
types of features. Among these, features extracted through the convolution of the painting
and lters (some of which resemble strokes) from a bank achieved the highest agreement
with humans, indicating that as a promising feature extraction technique. On the other
hand, experiments by Bajcsy and Moslemi [45] also indicated color histograms in patches
containing faces extracted from paintings as highly discriminative features.
With 490 paintings collected from the Mark Hadern's Artchive, Arora [46] composed
a painting dataset equally distributed between seven categories. Classication was done
with SVMs trained and tested with 5-fold cross-validation over multiple sets of features
(Discriminative and Generative Bag of Words with color SIFT and opponent SIFT; as
well as Classeme features). From the experiments, Classeme descriptors  a composition
of many predened basic classiers previously trained, capable of identifying semantic-
level information within the paintings  consistently presented higher accuracy score
(65.4%) than the others, such as Discriminative BoW OSIFT, which achieved the second
place, scoring 56.7%. The conclusion was immediate: Classeme descriptors were able to
generate a meaningful representation, capable of achieving high classication scores at
genre attribution and even outperform more traditional methods.
While only a very strict set of classes were considered by the authors above, the clas-
sication of 27 dierent art styles was approached by Bar, Levy and Wolf [47] over the
Wikiart dataset, currently containing approximately 150,000 artworks created by 2,500
artists. The authors extracted features from classic methods (e.g., SPD, Color histogram,
GIST), as well as PiCoDes (a very compact and ecient image descriptor for object recog-
nition [49]) and a CNN (Decaf implementation of AlexNET). The experiments showed
that the features extracted from the CNN could distinguish styles with higher accuracy
(37%) than low-level ones (23%), even when the dimensionality of the vector space con-
taining the CNN's output was reduced from 9216 to 405 features. Furthermore, combining
these with PiCoDes resulted in a 6% increase in accuracy, yielding state-of-the-art results
(43%) in 2014.
Finally, in 2015, Saleh and Elgammal [48] built a unied" authorship, art style and
genre classication framework. Once again over the WikiArt dataset, features were rst
extracted from multiple methods (e.g., GIST descriptors, Classeme features, PiCoDes
and a CNN pre-trained over ImageNet dataset [5]). For each feature space extracted, a
similarity metric specic for the task at hand (e.g., author, style or genre classication)
was learned, where that metric induces a projector to a feature space optimized for its
task. Having a metric learned for each feature type, vectors in their corresponding feature
spaces were projected onto new optimized spaces. These new representations were then
concatenated and fed to common classiers. The authors achieved, up to our knowledge,
the current state-of-the-art of 45.97% accuracy on the style attribution problem. Notwith-
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standing, the authors used a rather simple architecture for the CNN, besides having its
parameters set through transfer learning without performing any actual training or ne-
tuning over Wikiart itself. In these conditions, the CNN could be generating unoptimized
features, possibly insucient to generalize the patterns of paintings style in Wikiart. Fur-
ther improvements could therefore still be achieved by exploiting other architectures and
proper training.
2.6 Style Transfer
In 2015, Gatys et al. posed the style transfer task as an optimization process of combined
loss functions from a neural network [50]. The algorithm consisted of using a set of layers
L = {l0, l1, . . . , ln} of a convolutional network (previously trained for object recognition)
to extract multiple features from a content image C and a style image S. A third, varying
image O, would then be randomly initialized, and its content and style representations
would be matched to the ones of C and S, respectively.






(lc(O)i,j − lc(C)i,j)2 (2.4)
Towards style representation, the authors start by dening the style content of a given
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Each term Els is normalized by the size of input ls(X) and output feature spaces G
ls ,
preventing earlier layers (with large input signals) and later ones (with higher lters) to
output unbalanced values and, therefore, having an unmeasured impact on the optimiza-






Content and style losses can now be combined into a single one Ltotal with simple or
weighted addition. An optimization process (such as Gradient Descent) is used to tweak
the pixels in image O in order to minimize Ltotal, as presented in Section 2.1.4.
Since then, further exploration has been performed towards style transfer. In [51],
the authors trained a network capable of reconstructing multiple input images into new
ones, minimizing their style dierence towards a style reference while maintaining their
original content. This allowed faster style transfer, even though constrained to a specic
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style. Wang et al. combined the Gram matrix texture representation with Local Pyramid
Features to better reconstruct the subtleties in local patches and improve the quality of
the generated image [52]. These works serve as evidence that the representation adopted
by Gatsy et al. are indeed capable of capturing the underlying style structure in the
painting. One might wonder if such patterns are sucient to also indicate authorship
and, furthermore, be used to discriminate paintings based on their creators.
Figure 2.7 exemplies the transfer of multiple styles (rst line) into content images
(rst column).
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Figure 2.7: Example of style transfer applied to common photographs. The rst row
contains the three style reference paintings, from left to right: Water Lilies", by Claude
Monet, 1919; Rocks with Oak Tree", by van Gogh, 1888 and Stone bench in the garden
of the hospital of Saint-Paul", by van Gogh, 1889. The content photos, contained in
the rst column, were either cordially ceded by the authors or freely distributed3. Style
transfer was either performed using the code in neural-style-transfer repository4 or with
the deepart.io tool5.
3Max Pixel. Old Architecture Arches. Available at: maxpixel.net/Old-Architecture-Arches-Round-
Arch-Building-Arch-3416038
4GitHub. (2018) Neural Style Transfer. Available at: github.com/titu1994/Neural-Style-Transfer




We highlight the importance of promoting a study over multiple domains and problems
in art, while exploiting the computational resources currently available. Such study has
potential to increase the classication accuracy of the solutions to practical problems
described by modern datasets, which is still very limited; as well as help connoisseurs and
art historians to better understand hidden relations built within painters, styles, genres
and art in general, further validating the importance of computer science applied to art.
From the previously presented ndings, it is clear that analyzing art with respect to
more signicant and complex properties rather than simple color or pixel-shifting statis-
tical measurements is fundamental to further understand the mathematical models and
characteristics intrinsically imprinted onto it. The prominent option of convolutional net-
works presents itself as an interesting option, which can be exploited through the study
over multiple painting datasets, novel neural network architectures, learning methods and
end-point estimators, while accounting for the interesting ideas presented thus far, as
transfer learning from larger datasets, multiple-stage classiers", noise removal through
dimensionality reduction, pre-selection of areas of interest and injection of artist-specic
knowledge into our models. All of these aspects are subject of interest of our research
presented in Chapter 3 and 4.
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Chapter 3
Authorship Attribution in van Gogh
Paintings
While the dierent approaches presented in Chapter 2 relate to divergent data sources and
art groups, it is noticeable how van Gogh's has been sistematically analyzed, creating an
enriched environment in which a wide range of methods can be more accurately compared.
As such, we opted to start our studies with this painter as well.
In this work, exploratory research using multiple modern models (e.g., convolutional
networks, contrastive siamese networks) was performed over the van Gogh 2016 dataset [31].
This dataset comprises 264 train and 67 non-balanced test high-quality captures of paint-
ings, discriminated by the not van Gogh (nvg) and van Gogh (vg) labels. Leveraging
the main classication strategy employed by Folego et al. [31] and insights from Qi and
Hughes [26], we were able to achieve drastic performance improvements (compared with
the former) while slightly increasing accuracy over the van Gogh 2016 dataset. Addition-
ally, we push toward cross-dataset testing in order to further validate the ndings and
better estimate the generalization capacity of our method on a highly varying environ-
ment.
3.1 Proposed Methodology
In this section, we present details of the proposed methodology for exploring convolutional
network-related techniques targeting authorship attribution in paintings.
3.1.1 Sampling Few Patches to Represent a Painting
While the ensemble of patches predictions as a fortication strategy yielded good re-
sults [31], it was also very resource demanding, as it required the analysis of almost an
entire painting for decision making. This could prove itself even more troublesome for
larger datasets.
The solution in [31] was re-implemented in order to retrieve the test patch-level accu-
racy (in opposite to the 94.03% painting-level accuracy reported in their paper): 54, 092
patches were extracted (approximately 205 patches per painting) and fed to the VGG19
network. Features extracted from the second fully-connected layer were then used to grid
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search the best parameters and train a linear SVM model. The entire procedure took
approximately three hours. The value of 82.40% found was an indicative that much of
the method's accuracy was given by the accuracy upon deciding on patches alone, and not
entirely dependent on the patch ensemble performed. This suggested that fewer patches
could be extracted to represent each painting while maintaining the overall accuracy, and
raised questions such as which sections of a determined painting to extract and how many
patches would suciently represent the paintings provenance.
To show that deciding authorship based on a sub-sample of patches  in opposite of
deciding upon all of them  does not severely aect accuracy, the method employed in [31]
is re-applied onto van Gogh 2016 dataset several times, considering a dierent amount of
patches each time. As the experiment proceeds, the model is trained and evaluated with
a subset containing fewer patches to represent each painting.
Three dierent patch extraction methods were tested, and are described below:
3.1.1.1 Random
k points are randomly chosen in the painting and k non-disjointed patches centered on
those points are extracted. It is expected from this method to comprise the most unbi-
ased" selection, resulting in a patch sample set with foreground/background, highly/low-
detailed rate proportional to the original painting. It is also the cheapest (computationally-
wise) selection strategy, as no deeper analysis on the input painting is necessary other than
extracting its height and width. Figures 3.1 and 3.2 illustrate examples of this strategy.
Figure 3.1: Samples of patches extracted with the random strategy.
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(a) White House at Night", by Vincent van
Gogh, 1890.
Figure 3.2: Examples of patches extracted from White House at Night", using the random
selection strategy.
3.1.1.2 Max-grad
In an attempt to select highly detailed sections, comprising a higher amount of shorter
brushstrokes, in which the author has presumably spent most of their time, we dene a
selection strategy that is drawn to highly variant sections of the original painting.
Let h,w ∈ N be the desired patch height and width, respectively, and s ∈ N a stride
factor. The Canny edge detection lter is used to generate an edge map from a grey-scale
image of the painting (Figure 3.3b). Average pooling 2D with stride s is applied over this
map in order to decrease memory and time requirements, and the result convolved with
a 1 kernel of shape h/s × w/s × 1 × 1. Finally, the softmax function is applied, which
eectively blurs the map while generating an election probability map pmax (Figure 3.3c)
that is directly proportional to the color variation in the original image. k coordinates
are then randomly drawn according to the probability distribution described in p and
readjusted to their original domain before pooling, resulting in k patches probabilistically
containing highly variant and detailed sections of the painting (Figure 3.3).
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(a) Holländische Kanalland-
schaft" by Paul Baum, 1887.
(b) Canny lter's output for
the painting.
(c) The pmax map for Baum's
painting.
Figure 3.3: Examples of patches extracted from Baum's painting using the max-grad
strategy.
3.1.1.3 Min-grad
Going in the opposite direction, we set to extract smooth sections of the painting, con-
taining less corrections that mask one's brushstroke signature [26], and possibly modied
by fewer adjacent hands (e.g., students).
This is done similarly to max-grad, but using 1− pmax as probability distribution, in
the original painting being more likely to be randomly drawn. Figure 3.4 illustrates some
examples of patches that were drawn following this policy.
Figure 3.4: Samples of patches extracted with the min-grad strategy.
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3.1.2 Transfer Learning from imagenet
We postulate that convolutional networks that have highly generic rst layers capable of
learning basic elements such as brushstrokes, and author-specic end layers that learn
an artist's specic style can approximate, in accuracy, to art connoisseurs in authorship
attribution, as well as art fraud detection.
Given all previously successful examples of transfer learning and the relatively small
cardinality of vgdb2016, we rst attemped to extract features using pre-trained frozen
models and warm-start training with previously trained weights, optimized for the object
classication onto imagenet [53]. During the evaluation phase, k patches of a painting were
fed to the models, and the predictions are combined using either the strategies suggested
in [31], or adaptations of them to the multi-class scenario.
The decision models tested in this project are described below. They were developed
and tested using the scikit-learn [1] and Keras [54] libraries. The rst subsection describes
a simpler baseline method, based on color statistics, for comparison purposes.
3.1.2.1 Color Histograms (baseline)
Each patch of each painting is loaded and converted to HSV. Color histograms with 64
bins are computed from the value channel to create 64 feature vectors that are fed to
a Random Forest binary classier. Grid search is employed on the training of the top
classier, utilizing the parameters in Table 3.1. The answers for all patches in a painting
are then aggregated to generate a nal decision for the painting. Algorithm 1 in Appendix
section generally lists the histogramming process employed here.
values searched
class-weight balancing none `balanced'
RF Trees 10 50 100 1000
Table 3.1: Hyper-parameters grid-searched during training.
3.1.2.2 InceptionV3
The entire convolutional pipeline within InceptionV3 is reused, as well as its pre-trained
weights over imagenet. Global average pooling 2D is applied to the network's output to
permit a variable input size and a fully-connected layer with 2 units, softmax activation
is attached to its end. Algorithm 2 describes the model in more detail. During training,
the model is ne-tuned over 299× 299× 3 patches from paintings in the van Gogh 2016
dataset using the Adam [55] optimizer. One third of the paintings are kept for validation.
Training is conducted over n epochs and the weights that minimize the validation loss
function are stored as test candidate.
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Figure 3.5: An illustration of the InceptionV3 authorship detection model.
3.1.2.3 InceptionV3+SVM
InceptionV3's conv. layers trained over imagenet are used as-is to extract a 2048 dimen-
sion feature vector from each painting patch. The generated dataset is used to train a
PCA + Support Vector Machine binary classier. The latter has its hyper-parameters
tuned via the grid search method, varying conventional parameters such as regularizing
factor C and kernel function (Table 3.2). For more details on the implementation of this
model, see Algorithm 3.
values searched
PCA variance retained 95% 99%
class-weight balancing none `balanced'
SVC Kernel `linear' `rbf'
SVC gamma `auto' ( 1
1462
)
SVC C .1 1 10 100 1000
Table 3.2: Hyper-parameters grid-searched during training. Every parameter not specied
on the grid is left untouched, with the default value of the scikit-learn library [1].
Figure 3.6: An illustration of the InceptionV3+SVM authorship detection model.
3.1.2.4 DenseNet 264
While 299 pixel patches would make the artist's brushstrokes clear for most large paint-
ings, it could still retain full semantic items such as trees and houses for the smaller images.
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Concerned that this could add some bias to the discriminator, we have also tested with a
much smaller patch size and network size. In this sense, 500 patches of shape 32× 32× 3
are extracted from the van Gogh 2016 dataset and fed to a DenseNet 264 network [56]
attached to a softmax classier, trained from scratch.
3.1.2.5 DenseNet 264+SVM
The model described in Section 3.1.2.4 is clipped at its nal global average pooling 2D [57]
and used to extract features from the dataset. All patches are transformed with it and fed
to a PCA + Support Vector Machine binary classier. Grid search is once again employed
to train the top classier, using the same parameters presented in Table 3.2.
3.1.2.6 Contrastive VGG19
The VGG19 convolutional pipeline (with its weights trained over imagenet) is used as
embedding network L, which is duplicated and jointed with the l2 distance function (see
Algorithm 4 for further details). The entire model is then trained with contrastive loss
on the van Gogh 2016 dataset. This induces the model to embed patch pairs that belong
to a single artist close together, while projecting distinct authored patches further apart.
During the evaluation phase, p patches for each painting of unknown authorship are
paired with p random patches extracted from van Gogh's work present in the training set.
The distances found are averaged into a single one, and authorship matching is conrmed
if said distance does not overreach a given threshold (empirically established from the
validation data).
Figure 3.7: An illustration of the Contrastive VGG19 authorship detection model.
3.1.3 Cross-Dataset Testing
In addition to the test set dened within vgdb2016, we attempted to further validate
the trained models over recaptures (of the ones present in vgdb2016 test set) and unseen
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(a) Sample 9443864 in vgdb2016. (b) Recapture from the museum.
Figure 3.8: A way with the entrance to a viewpoint" by Vincent van Gogh, 1887.
samples authored by artists present in vgdb2016. By testing the models over samples
created under dierent capturing conditions, with various resolutions, pixel density and
sources, we were able to further demonstrate the extensibility of the models in a more
realistic scenario, where one cannot ensure optimal capturing settings. Three datasets
were collected.
3.1.3.1 Recaptures from the van Gogh Museum
Recaptures of paintings in the van Gogh 2016 test set were retrieved from the van Gogh
museum website [58]. Due to restrictions in the site's search engine and translation
diculties, merely eight van Gogh recaptures were found, identied in the vgdb2016 by
the following codes: 9106795, 9386980, 9387502, 9413420, 9414279, 9421984, 9443864 and
9506505. Nonetheless, this set can be used to assert the accuracy of the trained models
over high-quality copies of van Gogh paintings. Figure 3.8 illustrates a painting from
vgdb2016 and its recapture extracted from the van Gogh Museum.
3.1.3.2 Unseen Paintings from the van Gogh Museum
Images of paintings that do not appear in vgdb2016 were retrieved from the vangogh
museum website. This set is composed by 34 van Gogh paintings and 11 paintings by other
artists somewhat related to van Gogh. An interesting question could be answered here:
how well does a model trained over vgdb2016 generalize for unseen van gogh paintings?
Figure 3.9a and Figure 3.9b illustrate two paintings of dierent labels from this set.
3.1.3.3 Recaptures from Multiple Places
Recaptures of paintings in vgdb2016 test set were retrieved from multiple locations, found
using google image search. Being composed by 55 van Gogh recaptures and 85 recaptures
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(a) Sunowers" by Vincent van Gogh, 1889.
(b) Tulip Fields near The Hague" by Claude
Monet, 1886.
Figure 3.9: Paintings unseen by the trained models, extracted from the van Gogh Musem.
from other artists, this set is ideal for understanding the overall performance of the mod-
els on an unrestricted scenario. Figure 3.10 ilustrates multiple paintings from a single
painting from vgdb2016 test subset.
While gathering this set, images with closer resolutions to the ones presented in van
Gogh 2016 dataset were given preference. Unfortunately, while vgdb2016 contains large
les, recaptures from Google were frequently smaller than 2000 per 2000 pixels. In an
attempt to account for this, two sets of evaluation were performed:
1. No preprocessing was done to the images, and the models were tested over them as
they were when retrieved.
2. The recaptures were resized so their largest dimension (i.e., height or width) would
match their counterpart in vgdb2016. Unseen paintings were clustered into verti-
cal" and horizontal", and resized so their largest dimension would match with the
average size of paintings in vgdb2016 test set. All resizing performed preserved the
image's original aspect ratio.
group height width area
minimum 1,016 px 1,044 px 1,419,840 px2
average 3,115 px 2,805 px 10,047,495 px2
maximum 7,172 px 7,243 px 45,355,666 px2
Table 3.3: General statistics for the test images in van gogh 2016 dataset.
3.1.4 Combining Recaptures
Following the idea of sample ensemble, we hypothesize that combining the classication
of multiple recaptures of a same painting can induce greater variability to the system and
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(a) Landscape with Wheelbarrow" by Vincent
van Gogh, 1883.
(b) recapture #0 (c) recapture #1 (d) recapture #3
Figure 3.10: Paintings unseen by the trained models, extracted from the van Gogh Musem.
increase its overall condence. To demonstrate this, the model described in Section 3.1.2
with best scoring was used to classify each patch of each painting recapture. The results
of each painting were aggregated using the frequent strategy, yielding the nal answer
for a painting recapture group. The results obtained here could then be directly compared
with the one obtained in 3.1.3.3.
Additionally, the vgdb2016 test set is merged with their random recaptures to attempt
to increase accuracy in vgdb2016. The results are then compared to the ones above.
3.1.5 Training With Recaptures
While Section 3.1.4 is important to assert the inuence of recapture ensembling when
testing, it is not sucient to determine how much of error can be attributed to the lack of
variance in the training set. To understand this, multiple recaptures of each painting in
the vgdb2016 train set were collected from various sources  similarly to what was done
in Section 3.1.3.3 , and a new training set was formed by merging all training samples
and their recaptures. The best scoring model described in Section 3.1.2 was re-trained
over this new set and evaluated over vgdb2016 test set, RMP and the union of both.
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3.2 Experiments and Results
This section presents the results of the experiments employed to demonstrate the claims
made in Section 3.1. The subsections were enumerated to follow the same structure of
the previous section.
3.2.1 Sampling Few Patches to Represent a Painting
Here, the inuence of patch count decrease is reported over dierent models. Table 3.4
shows the accuracy scores obtained in validation, patch test (over the test patch samples)
and test, after patch ensemble is performed.
Validation accuracy is unreported in all vgg19 and InceptionV3 based classiers due
to the fact that these networks were only used as feature extractors and did not engage in
training phase in which a validation metric could be extracted. Furthermore, patch-level











1 vgg19(fc2) SVM [31] all (≈ 205) - ? 94.03%
2 vgg19(fc2) pca SVM 50 random - 89.31% 95.52%
3 vgg19(fc2) pca SVM 20 random - 87.91% 91.04%
4 vgg19(atten) SVM 50 random - 89.71% 95.52%
5 vgg19(atten) SVM 20 random - 88.95% 91.04%
6 InceptionV3 pca SVM 50 random - 89.04% 95.52%
7 InceptionV3 pca SVM 20 random - 89.70% 95.52%
8 InceptionV3 pca SVM 10 random - 88.96% 94.03%
9 InceptionV3 pca SVM 5 random - 88.9% 92.54%
10 InceptionV3 pca SVM 2 random - 86.99% 91.04%
11 InceptionV3 pca SVM 1 random - 86.47% 83.58%
12 densenet softmax 500 random 82.42% 84.21% 92.54%
13 densenet softmax 200 random 87.08% 86.63% 88.06%
14 densenet softmax 50 random 87.08% 84.20% 92.54%
15 densenet pca SVM 50 random 87.08% 87.01% 91.04%
Table 3.4: Accuracy observed per model, when gradually decreasing the patches used in
training.
3.2.2 Transfer Learning from Imagenet
Experiment results on the application of transfer learning to the van Gogh attribution
problem are presented in this section. Table 3.5 lists the many models employed, the
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patch extraction strategy/dimension, and the test accuracy score over vgdb2016 for both
patches and paintings.
Any attempt to ne-tune last networks (such as InceptionV3) besides the last classify-
ing layer resulted in overtting and, later, test accuracy decrease. This is due to the large
number of parameters/active units in contrast with the insucient data set size. This
problem was less apparent when training the DenseNet model, as each painting in the
train/test set was sub-divided into roughly 500 patches and short training was performed.
Finally, we observed regularizing strategies  such as Dropout  playing a key role in
the training of models 9, 11, 13 and 14, even though these have been outperformed by the
SVM due to the stratied K-Fold cross-validation strategy employed during its training.
Test accuracy values present little to no dierence, indicating this set is too small for any








1 vgg19(fc2) SVM [31] all (≈ 205) 224px ? 94.03%
2 vgg19(fc2) SVM random 224px 89.31% 95.52%
3 histogram 64 bins Random Forest random 299 px 73.19% 79.10%
4 InceptionV3(mixed4) SVM min-grad 299 px 90.75% 94.03%
5 InceptionV3(mixed7) SVM min-grad 299 px 90.42% 94.03%
6 InceptionV3 PCA SVM min-grad 299 px 88.69% 95.52%
7 InceptionV3 PCA SVM max-grad 299 px 88.72% 92.54%
8 InceptionV3 PCA SVM random 299 px 90.99% 95.52%
9 ne-tuned InceptionV3 PCA SVM min-grad 299 px 90.69% 94.03%
10 Xception pca(0.95) SVM random 299 px 89.03% 94.03%
12 ResNet50 pca(0.99) SVM random 299 px 88.88% 91.04%
11 Contrastive VGG19 random 299 px - 79.10%
13 densenet-264 softmax random 32 px 84.21% 92.54%
14 densenet-264 pca(0.95) SVM random 32 px 87.01% 91.04%




Table 3.6: patch-level confusion matrix





Table 3.7: painting-level confusion ma-
trix of model #8 in Table 3.5, over van




(b) Die Strasse nach
Evordes", Ferdinand Hodler,
1890.
(c) The Palazzo Contarini,
Venice", Claude Monet,
1908.
Figure 3.11: Paintings of the van Gogh 2016 test set that were misclassied by model #8
in Table 3.5.
3.2.3 Cross Dataset Testing
3.2.3.1 Recaptures from the van Gogh Museum
Table 3.8 presents results over the eight van Gogh recaptures from the van Gogh Museum.
Only the true positive rate is shown, considering only van Gogh paintings compose this
set.
# classier patches pre best st patch tpr tpr
1 vgg19(fc2) [31] all none far 11% 25%
2 InceptionV3 SVM random none freq 28% 25%
3 InceptionV3 SVM random resized m, far, fq 24% 13%
4 InceptionV3 SVM min-grad none m, far, fq 27% 13%
5 InceptionV3 SVM min-grad resized m, far 21% 13%
6 densenet264 random none far 02% 0%
7 densenet264 random resized far 07% 13%
Table 3.8: evaluation results for some of the models dened in Section 3.1.2 over the
recaptures from the van Gogh Museum.
While the column names were abbreviated for visualization purposes, they can be
briey described as follows. pre. lists the pre-processing method applied to patches.
best st. describes the strategy resulting of the highest accuracy score. The sup-
port of vgg19(fc2) [31] is 1231 patches, while all other results are supported by ex-
actly 400 patches. Patch tpr describes the patch-level true-positive rate, while tpr lists
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the painting-level true-positive rate, after ensemble is performed. Finally, acc. is the
painting-level class-balanced accuracy score of the model.
Figure 3.12: Misclassications in the recaptures from the van Gogh museum data set.
3.2.3.2 Unseen Paintings from the van Gogh Museum
Table 3.9 presents the results over unseen paintings from the van Gogh Museum, consider-
ing multiple models, patch extraction methods and pre-processing functions. Its columns
contain, besides the attributes from Table 3.8, the patch true positive and negative rates
(ptpr, ptnr) and sample (painting) level true positive and negative rates. Once again,
vgg19(fc2) [31]'s results support diers from the others, being 8,623. The remaining
results are supported by 2,250 patches.
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classier patches pre. best st. ptpr ptrn tpr tnr acc.
vgg19(fc2) [31] all none far 86% 20% 82% 29% 56%
InceptionV3 SVM random none m, far 86% 45% 91% 41% 66%
InceptionV3 SVM random resized far 85% 42% 100% 44% 72%
InceptionV3 SVM min-grad none far 85% 45% 100% 41% 71%
InceptionV3 SVM min-grad resized far 86% 44% 91% 44% 68%
densenet264 random none far 86% 11% 73% 24% 48%
densenet264 random resized far 90% 10% 91% 24% 57%
Table 3.9: Evaluation results for some of the models dened in Section 3.1.2 over the
unseen paintings from the van Gogh Museum.
3.2.3.3 Recaptures from Multiple Places (RMP)
Paintings from this set were grouped by painting, and the frequent" strategy was used to
form a nal classication for the painting. Table 3.10 reports the application of multiple
classication strategies onto this set. 31,427 patches support vgg19(fc2) [31]'s results,
while the resutls of the other models are built comprising of 7,100.
model patches pre. st. ptpr ptnr tpr tnr acc.
vgg19(fc2) [31] all none far 80% 56% 93% 63% 78%
InceptionV3 SVM random none fq 91% 66% 96% 67% 82%
InceptionV3 SVM random resized far 87% 68% 92% 67% 78%
InceptionV3 SVM min-grad none m, fq 90% 67% 96% 67% 82%
InceptionV3 SVM min-grad resized fq 86% 68% 93% 67% 80%
DenseNet264 random none mean 90% 34% 95% 30% 63%
DenseNet264 random resized far 92% 34% 93% 40% 67%
Table 3.10: Evaluation results for some of the models dened in Section 3.1.2 over recap-
tures from multiple places.
3.2.4 Combining Recaptures
The recapture-level classication results ensemble performed over samples in recaptures
from multiple places is reported in Table 3.11, resulting in a class-balanced accuracy score
of 87%. The following samples were incorrectly classied: 9103139, 9386980, 9387502,
9414279, 9421984, 9463012 and 10500055.
A class-balanced accuracy of 93% was achieved when testing the merge between van
Gogh 2016 test set and recaptures from multiple places (Table 3.12). The miss-classied





Table 3.11: painting-level confusion
matrix of 38 non-van Gogh and 25





Table 3.12: painting-level confusion
matrix of 42 non-van Gogh and 25
van Gogh recapture groups from
RMP ∪ vgdb2016 test set.
3.2.5 Training With Recaptures
3.2.5.1 van Gogh 2016 Test Set
A patch-level class-balanced accuracy score of 91% over the van Gogh 2016 test set was
reached with a classier trained over van Gogh 2016 train set and their recaptures from
multiple places (Table 3.13). The painting-level class-balanced accuracy score of 96% was
achieved after patch ensemble was performed, in which the misclassied samples were




Table 3.13: patch-level confusion





Table 3.14: painting-level confusion
matrix over 67 paintings in the van
Gogh test set.
3.2.5.2 Recaptures from Multiple Places
After training a classier over samples in the van Gogh 2016 train set and their recap-
tures from multiple places, a patch-level class-balanced accuracy of 79% was achieved,
comprehending 5737 correctly classied patches over a total of 7100 (Table 3.15). The
recapture-level accuracy reached 83% after patch-ensemble was performed (Table 3.14)





Table 3.15: patch-level confusion





Table 3.16: recapture-level confu-





Table 3.17: painting-level confusion





Table 3.18: painting-level confusion
matrix over 67 recapture groups
from RMP ∪ vgdb2016 test set.
The following recaptures from the RMP set were incorrectly classied: 18195595-0,
9463012-0, 9386980-1, 9414279-2, 9413420-0, 9413420-1, 9103139-2, 9103139-1, 10500055-
0, 9110201-1, 9387502-1, 9414279-0, 9387502-3, 9103139-0, 9414279-1, 9106795-1, 10500055-
1, 9386980-0, 9780042-2, 9378884-3, and 9103139-3.
After recapture-ensemble was performed, the following paintings were misclassied:
10500055, 9103139, 9386980, 9387502, 9413420, 9414279, and 9463012.
When considering both RMP and vgdb2016 set as one, three paintings were incorrectly
labeled: 10500055, 10658644, and 9414279.
53
3.3 Discussions
3.3.1 Sampling Few Patches to Represent a Painting
No accuracy decrease is observed in Table 3.4 until patch count is down to 10, indicating
fewer patches are sucient to represent a painting. Performance, on the other hand,
increased signicantly as we reduce patch count: model #1 - vgg19(fc2) SVM [31] took 5
minutes and 36 seconds to embed all patches (using the maximum allowed batch size of
158), and approximately three hours to grid-search the top SVC's parameters (rbf kernel,
C = 0.1) and eectively train it. Meanwhile, model #6 has only taken 2 minutes, 15
seconds to embed (batch size of 362), and 18 minutes to train (where the best parameters
found are the rbf kernel and C = 10). Evaluation time for both classiers was negligible.
3.3.2 Transfer Learning from Imagenet
Combining the InceptionV3 convolutional pipeline with the Support Vector Machine gen-
erated the best accuracy score over patches in vgdb2016 test set: 91%. The confusion
matrix presented in Table 3.6 shows a more detailed view of the performance of this
model.
Combining patches increased the overall accuracy and achieved perfect discernment
for van Gogh paintings, while missing three non-van Gogh paintings. This setting is shown
in Table 3.7, and it is best summarized by an observed class-balanced test accuracy score
of 96.5%.
However, three non-van Gogh paintings (10500055, 18195595 and 10658644) were in-
correctly mistaken for van Gogh's work (Figure 3.11). As van Gogh, the painters of the
rst two  Paula Modersohn-Becker and Claude Monet  are closely related to impres-
sionism. The last painting comprehends a landscape, which is often subject of van Gogh's
work.
3.3.3 Cross Dataset Testing
3.3.3.1 Recaptures from the van Gogh Museum
From Table 3.8, we conclude that none of the models were able to generalize vgdb2016
to this set. From all eight paintings, only two  9443864 and 9506505  were correctly
classied into the van-gogh class. The other six misclassied paintings are shown in
Figure 3.12. Furthermore, half of the misclassied samples are also commonly misclassied
in Recaptures from Multiple Places (see Section 3.3.3.3 for more details), leading us to
believe this subset simply contains the most dicult samples of the original set.
A series of hypotheses to explain the negative results were considered, such as strong
dierences in format, encoding, quality and/or size. Such features were slightly altered in
order to approximate to vgdb2016 samples, but results did not improve. Finally, we were
left with the suspicion that scanning these samples instead of photographing them has
ultimately induced a signicant dierence between the features in this set and the ones
in vgdb2016.
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However, it is troublesome to make assumptions onto a dataset with only eight samples,
as results might be highly biased with high changes of noise appearance. Still, these results
were reported for comprehensiveness and academic purposes.
3.3.3.2 Unseen Paintings from the van Gogh Museum
We observe the model slightly overtted (onto vgdb2016 train/test), as the non-van
Gogh" label becomes more likely to be predicted. However, it was still able to maintain
some degree of certainty. For the best decision strategy (InceptionV3 SVM, using resized
paintings and random patches), the model was able to achieve a 72% class-balanced
accuracy score, in which the misclassications are van Gogh's work. This demonstrates
that the trained models are indeed able to generalize some of the information from the
photographed paintings to the scanned, high-quality ones.
3.3.3.3 Recaptures from Multiple Places
Our best classier achieved the highest score on this set, which is likely due to the fact
that these images were photographed, in opposite of scanned. Table 3.15 shows the model
scored 79% of patch-level and 82% of recapture-level class-balanced accuracy (12% and
14%, respectively, less than the same metric over vgdb2016 test set presented in Table 3.6).
We conclude from these numbers the model eectively generalized the patterns within the
data.
3.3.4 Combining Recaptures
We combined the classications of multiple recaptures into a painting-level answer, which
resulted in a painting-level balanced accuracy of 87%  ve percent points more than
the score achieved when not merging them . This indicates that combining the classi-
cations of multiple captures of a given painting can further increase the thrust of a model
when deciding upon it.
If vgdb2016 test samples are among the ones combined, then the same metric goes
to 93%. Therefore, the recaptures have decreased the decision pipeline's overall accuracy
(by making more incorrect classications or returning less condent answers, closer to the
decision hyperplane).
3.3.5 Training With Recaptures
3.3.5.1 van Gogh 2016 Test Set
Patch-level class-balanced accuracy is 1% above the one reached when trained over only
the original van Gogh set. Painting-level accuracy is the same as the original one and
the missing samples the same as in Figure 3.11. While we cannot state adding multiple
recaptures to the training will help to mitigate the error of the decision pipeline, it has
not decreased its ecacy either.
55
3.3.5.2 Recaptures from Multiple Places
Patch-level accuracy stays at 79%, just as its counter-part trained exclusively in the
original van Gogh set. The dierence between the probability of correct guesses to the
positive and negative classes has, however, decreased by one percent point; indicating a
slight reduction in specicity.
Recapture-level accuracy was improved by two percent points, showing that the in-
crease variation in training data has a positive impact on the score of our decision method.
Painting-level accuracy did not show any change from the original training. However,
an improvement of three percent points is seen when adding the samples from the original
set to the ensemble. This is a sign the model is more condent when classifying the




Provenance Analysis for Multiple
Painters
An immediate extension of the work performed in Chapter 3 is to estimate provenance
in a multi-class scenario, whereby the collected features do not necessarily reect the
work of a single painter, but a broad range of artists relating to distinguishing styles
and background. In this same scope, it is reasonable to assume artists and styles, which
were unknown to the model in training will eventually emerge during the test phase.
Therefore, it is desirable for a machine-learning model to not only be able to directly
classify authorship, but to discriminate art patterns on a open-class scenario.
Multiple issues arise when dealing with such a diverse setting. The expected perfor-
mance and accuracy gures will usually decrease, as more complicated decision functions
are required to better discriminate classes; class unbalance and the curse of dimensional-
ity become more prominent issues, dicult to circumvent. Finally, testing becomes more
convoluted. We opted to start our study over an already established art dataset: Painters
by Numbers, granting an easier way to perform comparison with literature.
The Painter by Numbers dataset [59]  a subset of the Wikiart [22] made available in
a Kaggle competition of same name  was used to train and evaluate the ecacy of our
models. In the training set, each one of its 79,432 paintings is labeled among the 1584
painters, 135 styles, 42 genres. An approximate creation year is also available, though
some entries are missing. The set is highly unbalanced among all of its label groups
(Figures 4.2 and 4.3). Its test sub-set contains 13 major groups of paintings, with a to-
tal of 23,817 samples that either have or not appeared in the training set (Figure 4.1b).
The associated challenge in the Kaggle competition comprises 21,916,047 test cases, each
containing a pair of paintings. Contestants were expected to answer each test case with
the labels 0, if the pair is believed to be from dierent authors, or 1, if they share au-
thorship. As the great majority of test pairs are not from the same painter, the test set
is also highly unbalanced, as Figure 4.1a shows. To overcome the incorrect reading from
models overtted over the group with highest cardinality, ROC AUC was used as scoring
evaluating function.
In this Chapter, we adapted the strategy used in the previous chapter to a multi-class
scenario. Combining authorship, style and genre information, we create a data-driven
model capable of competitive accuracy, performance and explainability over the Painter
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by Numbers dataset.
(a) Proportion of painting pairs with dierent
authors (0.0) for pairs with same artist (1.0).
(b) Fraction of test pairs, whose paintings ap-
pear in test or in both training and test sets.
Figure 4.1: Binary aggregations for samples in the training and test set.
Figure 4.2: Histogram of paintings by their creation year.
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(a) Number of paintings per artist label. Only a short subset is shown for briefness. Examples
were uniformly selected from the all painters sorted by their occurrence frequency.
(b) Number of paintings per style label. Only a short subset is shown for briefness. Examples
were uniformly selected from the all styles sorted by their occurrence frequency.
(c) Number of paintings per genre label.
Figure 4.3: Sample occurrences per class observed (painter, style and genre). Labels
containing fewer than three samples were omitted in each group.
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4.1 Proposed Methodology
We discuss in the following sections our method for solving Painter-by-Numbers decision
task. We kept the main premises employed when studying van Gogh's work. Our method
comprises three main steps: training an embedding network L capable of transforming
image patches into a semantically rich, more organized space. Training a binary network
that takes two input patch streams and discriminates between matching and non-matching
authorship and, nally, combining with some of the ensemble strategies described in
Section 3.1.4.
4.1.1 Normalizing Inconsistent Sample Frequencies
Most paintings in Painters by Numbers were collected from the WikiArt set, which in turn
was created from multiple sources. Samples from both train and test sets vary greatly
in size. These conditions are far from ideal, as they create an unpredictable setting, in
which the number of times two dierent paintings can be sliced without repetition diers
considerably. Under-sampling patches would be equivalently inadequate, given many
painters are matched with very few samples, resulting in a severe loss of train data.
We considered the two following alternatives in order to mitigate this sample frequency
inconsistency:
1. Fifty 299 × 299 × 3 patches are extracted from each painting in the train and val-
idation sets, yielding 3,971,700 samples. In the worse (and yet unrealistic) case
scenario, a painting is as small as the desired patch size target and it is sliced into
50 equal patches. On the other hand, large paintings are likely sliced into very
dierent ones. By dening a batch size of 64 samples, at least 869 steps would
be necessary for each painting to have at least one of its patches processed. We
set an epoch to comprise 869 steps, with batches of 64 patches  sampling 55616
patches in each epoch , which will unlikely include too many repetitions for a
single painting.
2. A xed amount of patches is set (e.g. 1,000). All possible patches are extracted
from a given artist's train paintings and 1,000 of those are sampled (with repetition)
from the set. This achieves a balanced training set with a probable low number of
repetitions. The epoch comprises all training patches available.
In both alternatives, small random variations are further applied to each patch be-
fore being fed to the network during training, including horizontal and vertical ipping,
brightness shifting and resizing (up to 20% increase or decrease of the original size).
4.1.2 Partitioning Networks for Performance and Memory Con-
cerns
Architectures such as InceptionV3 and InceptionResNetV2 contain a massive number of
layers and units, entailing a considerable impact on memory and performance. Even
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when training simple non-siamese networks, common batch sizes are in between 256 and
512. Moreover, duplicating a feed-forward in order to generate two limbs would quickly
consume all memory available of the computation host devices, as two matrices groups
are required to store the signal feed-forward through each one of the limbs.
During test, model 4.1.3.7 could only support a batch-size of 48 when running on a
GeForce Titan X graphic card with 12 GB of RAM. Considering the 21,916,047 dierent
test cases, we estimated that approximately three weeks would be necessary to nish
processing the entire test set.
In order to circumvent this issue, we separated our models into dierent segments,
tting each segment separately. After each training, all samples in the dataset were
feed-forward and the produced output was saved into disk so it could be loaded for the
next step. Segments were chosen such that signicant processing was done in each step,
while still allowing a reasonable batch size. Figure 4.4 displays the partition, where the
feed-forward signal is saved into disk and its sections are trained separately. Grey areas
represent the extent of gradient back-propagation in each block's training.
Figure 4.4: Diagram of a parted network's training.
See each Subsection 4.1.3 for more details on how each model was parted.
4.1.3 Strategies and Decision Models
The sections below describe the networks used in the attempt of solving the Painter-
by-Numbers competition. Slight variations might have been tested and are listed in the
Section 4.2. Following what was found in the previous chapter, only 50 randomly extracted
patches are used to represent a single test painting. No attempt in balancing the dataset
 besides weighting the sample gradients by the inverse of their class frequencies  is
attempted unless specied otherwise.
4.1.3.1 InceptionV3, PCA, SVC and Equal Joint
This strategy resembles model 3 in Section 3.1.2.3  used to discriminate van Gogh's work
 as the last (1000 units) dense and (softmax) activation layers are removed from the
InceptionV3 model pre-trained over imagenet. The remaining pipeline is used to extract
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features from 100 random painters in the train and validation sets1, which are fed to a
PCA/SVM classier. Table 4.1 lists the hyper-parameters grid-searched used to train the
top model.
Once the classier is trained, the 50 patches of each test painting are presented to
it and a label is generated for each painting using the frequent strategy. A given test
case containing two paintings (a, b) is answered with 1 if the label predicted to a is the
same as the one for b, and 0 otherwise. As a side note, this decision strategy does not
expose a probability or distance which can be interpreted as decision condence and,
therefore, does not allow the computation of the ROC AUC metric. Figure 4.5 illustrates
the discrimination process explained above.
values searched
class-weight balancing None balanced"
SVC Kernel linear" rbf"
SVC C .1 1 10 100 1000
Table 4.1: Hyper-parameters grid-searched during training.
Figure 4.5: Diagram of the InceptionV3, PCA and SVC classication pipeline jointed by
the equal operation.
4.1.3.2 Siamese InceptionV3, Dot Joint
Painting patches are used to ne-tune a feed-forward network L, composed of the con-
volutional layers of InceptionV3 and a nal dense layer with 1584 units and softmax
1The selection process consisted of sorting painters by their random identifying code and selecting the
100 rst ones.
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activation in order to classify its painter. The weights are again initialized with the ones
that optimize classication in the imagenet dataset.
Once L is trained, each sample (a group of 50 patches) in the test set is fed to the
network in order to produce their 50 prediction vectors, which are saved into disk. The
ensemble strategy mean is used to merge all of the vectors into a single probability dis-
tribution vector.
Assuming two paintings of the same painter will contain similar prediction vectors, we
can use the inner product of the two resulting prediction vectors to obtain the correlation
between the paintings. If two samples x and y are correlated (px,y > 0), they are
considered a match, and we assign to them the label 1. Otherwise, they are labeled as 0.
Figure 4.6: Diagram of the Siamese InceptionV3 network, jointed by the dot product
operation.
This strategy strongly resembles the winning model at the competition, implemented
by Nejc Ilenic2. However, a few key dierences are visible. Firstly, our model does not
resize images to match the conventional input sizes, as we consider this action potentially
destructive on image quality, erasing much of the authors' signature patterns within the
paintings. Additionally, we mitigate the performance drop down created by evaluating
multiple patches by reusing most of the training from imagenet, only ne-tuning the last
layer.
4.1.3.3 Siamese VGG16, Gram Matrix and Multiply Joint
Following ideas presented by Gatys et al. in [50], we constructed a classication model
based on the style information extracted from painting patches, while also ignoring the
content information of them.
Firstly, when building the L network, multiple layers of VGG16  trained over im-
agenet  are selected to embed patches into multiple feature spaces. The style content
is obtained as in [60], utilizing the Gram matrix of the output signal of each layer. The
gram matrices are vectorized and concatenated, generating a single feature space which
2Leaderboard can be accessed at kaggle.com/c/painter-by-numbers/leaderboard
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is fed to a sigmoid classier. This architecture is listed in Algorithm 5 in the Appendix
section. This pipeline is trained with binary cross-entropy, matching the painting patches
with their respective one-hot encoded painter vector.
Two dropout and (untrained) dense layers are attached to L, guaranteeing embedding
freedom to the system. The entire pipeline is then duplicated and jointed with the pairwise
multiplication operation. A nal sigmoid layer is used to discriminate matching and non-
matching authorship patches. Once again, this architecture is detailed in Algorithm 6 in
the Appendix section.
Figure 4.7 illustrates this model in its entirety.
softmax Network L ends with a softmax classier instead of the sigmoid described above. L
is trained with categorical cross-entropy instead.
200 Network L is trained to only distinguish between 200 random painters  the rst
200 when sorted by their representing hash code .
Figure 4.7: Diagram of the Siamese VGG16 network, jointed by the pairwise multiplica-
tion product operation.
4.1.3.4 Siamese InceptionV3, Embedding Dense Layers, l2 Joint
This model re-utilizes the weights of the limbs trained in 4.1.3.2. However, it attaches two
embedding layers containing 1024 units and relu activation to the output of the softmax
function. This limb is then duplicated and jointed with the l2 distance function. See
Algorithm 7 in the Appendix for implementation details.
The entire model is trained using contrastive loss, which attempts to minimize the
distances between samples of similar authorship while projecting the ones of signicant
dierence far apart. This results in a network capable of projecting the data onto a space
where the work of similar painters is concisely clustered.
Passing all 50 pairs of patches through the network results in 50 positive numbers
usually between 0 and 1, which can be reduced to a single number ti using the mean
strategy. An answer if two paintings belong to a same painter can be nally reached by
verifying if min(max(1− ti, 0), 1) ≥ 0.5. Figure 4.8 summarizes this decision process.
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Figure 4.8: Diagram of the Siamese InceptionV3 network, jointed by the l2 distance and
trained with contrastive-loss.
4.1.3.5 Siamese InceptionV3, Embedding Dense Layers, Multiply Joint and
Sigmoidal Activation
Again, trained weights of the feed-forward pipeline discussed in Subsection 4.1.3.1 are
leveraged here. However, two embedding layers with relu activation are added at its end;
the pipeline is then duplicated to receive two dierent patches and joined by a pairwise
multiplication joint, which feeds a nal unit with sigmoidal activation (Figure 4.9). Al-
gorithm 8 in Appendix details this strategy. While inspired by the dot joint above, this
setting eases the decision task of the system by replacing the locked" correlation oper-
ation by a non-linear weighted mean reduction with trainable parameters. The network
therefore has freedom to choose which painter recognizing outputs should be ignored when
a pair of patches is presented.
The entire network is trained with binary cross entropy. While this will not spawn
a comprehensible Euclidian embedding space, it can hopefully generate more accurate
answers.
For each test case (a pair of paintings), the 50 pairs of extracted patches are randomly
paired and fed to the network. Ensemble is performed using the mean strategy, and a
matching prediction is made through the standard decision function x ≥ 0.5.
Figure 4.9: Diagram of the Siamese InceptionV3 network, jointed by the a pairwise mul-
tiplication.
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4.1.3.6 Siamese Multilabel InceptionV3, Multiply Joint and Sigmoidal Acti-
vation
While authorship is the focused task in the competition, it is possible to inject more
information in the training of the model, allowing it to make decisions over a broader
perspective. As a rst attempt, we propose to model the training of the limb network as
a multi-label classication task.
As each painting x  and therefore each patch within that sample  in the training
and validation sets is associated with an author, style and genre entry, it is possible to one-
hot encode these labels as sparse vectors px ∈ R1584, sx ∈ R135 and gx ∈ R42, respectively,
and concatenate them into a single vector yx ∈ R1761, which will contain exactly three
entries dierent than zero.
The limb network can be dened by prepending the convolutional layers of InceptionV3
to a dense layer with 1763 units and sigmoidal activation. This model can then be trained
using binary cross-entropy, pairing each patch of x with its concatenated label vector yx.
When the limb network is trained, its output signal can be embedded and joined as in
Subsection 4.1.3.5, and a decision can be reached for Painter-by-number test instances.
A simpler variation of this model (dot) is also attempted, where authorship matching
is performed as in 4.1.3.2, considering only the output of network L (the concatenation
of painter, style and genre information extracted from the patch). Results are available
in Section 4.2.
Figure 4.10: Diagram of the Multilabel Siamese InceptionV3 network.
4.1.3.7 Siamese InceptionV3, Multiple-Outputs, Multiple Joints and Softmax
Activation
A second form of injecting more information into the decision process is to create a single-
input, multiple-output network. In this layout, the model admits a single input patch.
It propagates the signal generated by that patch through its sequential layers, which will
eventually branch out in multiple parallel layers.
In this task, InceptionV3's convolutional pipeline is used as a base reduction network.
Three dense layers with softmax activation were attached to its output (the result of
the average pooling operation), designed to recognize the three groups of labels, painter,
style and genre. During training, each output is paired with the actual one-hot encoded
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labels and its categorical cross-entropy is computed. A nal, dierentiable loss function
is then dened as the weighted sum of all partial losses, and minimized using Adam
optimization [55]. Algorithm 9 in Appendix illustrates the limb network and its multiple
outputs. Further details such layer-specic parameters as intermediate dropout layers
were removed for brevity.
Once the limb is trained, its layers are frozen" by masking the back-propagating
gradient applied to these with 0, which will prevent any further updates to its weights.
Dense embedding pipelines with two relu-activated layers are attached to each one of
its outputs. The entire network is duplicated in order to receive a pair of patches and
each pair of outputs is joined with the multiplication operation, followed by a single-unit
sigmoidal activation (Algorithm 10 in Appendix).
Pairs of patches are fed to the network, following a balanced distribution of combi-
nations among painters, and paired with three binary label groups corresponding to the
matching information of the pairs (if these pairs belong to the same painter, style or
genre).
A binary cross-entropy loss function is dened for each output, and the three are added
to create the total loss function, which is minimized with Adam optimization [55] in a
single training process. It is important to remark these outputs do not share their layers
and do not aect each other's weights.
Once again, all existing layers are frozen. The three single-unit outputs of mo are
concatenated and fed to one last dense layer with sigmoid activation (see Algorithm 11
for further details). This network is then trained with binary cross-entropy over a class-
balanced distribution of patches' pairs, associated with its authorship matching informa-
tion. When testing, patch ensemble and the test case decision is performed exactly as
in 4.1.3.5 during test.
While this network is much larger  and slower  than the one described in Sub-
section 4.1.3.6, it oers an interesting feature: coherent semantic information can be
extracted from each intermediate softmax and sigmoid units in the network. For in-
stance, one might might use the limb softmax activations to classify a painting regarding
its painter, style and genre, as well as to decide within two paintings share their creation
year with linearyear; or use σ2 and σ3 to decide if two paintings belong to the same style
and genre, respectively. Figure 4.11 summarizes the steps comprised in this strategy.
Additionally, we experiment with the following variations of this model. Their corre-
spondent scores are also reported in Section 4.2.
sig The sigmoid activation function is used instead of the regular softmax. Binary
cross-entropy is used to train each limb.
2048 e.u. Each layer in the artist embedding pipeline  previously containing 1024 units 
is replaced by two 2048 unit layers.
IRNV2 The trained InceptionV3 base network is replaced by a trained InceptionResNetV2
model. Features are still extracted from the last global average pooling layer.
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Figure 4.11: Diagram of the Siamese InceptionResNetV2 network.
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4.2 Experiments and Results
Below we present results when applying the strategies enumerated in Section 4.1.3. Con-
fusion matrix and AUC (the metric employed in the competition) are reported for each
experiment, except by the rst, which accuracy were not made available by the author.
The amount of patches extracted is indicated as a number f , followed by p.p. (per
painting), indicating all paintings of each author were used and exactly f patches were ex-
tracted; or p.a. (per artist), entailing f patches were extracted from all possible paintings
of each painter. The support in test is equal to the number of test cases (approximately
1 billion), for all methods.
model patches tpr tnr AUC
orange-nejc 3 1 p.a. - - 0.929
M 4.1.3.1 50 p.p. 90% 25% -
M 4.1.3.2 50 p.p. 100% 9% 0.903
M 4.1.3.3 1000 p.a. 63% 53% 0.614
M 4.1.3.4 50 p.p. 83% 64% 0.831
M 4.1.3.5 50 p.p. 76% 80% 0.87
M 4.1.3.6 50 p.p. 93% 67% 0.914
M 4.1.3.6, dot 50 p.p. 100% 7% 0.851
M 4.1.3.7 50 p.p. 92% 63% 0.898
M 4.1.3.7, sig 50 p.p. 88% 68% 0.884
M 4.1.3.7, 2048 e.u. 50 p.p. 100% 14% 0.874
M 4.1.3.7, IRNV2 50 p.p. 69% 78% 0.813
Table 4.2: Evaluation results for the models dened in Section 4.1 over Painter-by-Number
test set.
3Nejc Ileni£ (team id orange-nejc), rst place in the competition's public leaderboard. His approach
compresses the entire painting to t the network input shape, generating a single input patch.
69
4.3 Discussions
In this section, we discuss the results observed in Section 4.2. Once again, the subsections
are organized to match the model descriptions in subsection 4.1.3.
When available, a density distribution graph is presented to illustrate the activation
distribution of the last layer of the model. Additionally, we provide the saliency activation
map for some models, in order to verify the sections of the painting that most contributed
to their predictions. All maps are generated using the guided backpropagation method as
described by Springenberg et. al. [61], followed by the application of the absolute function.
The output unit that is referred by the saliency map is always the most activating one,
regardless if it describes the correct classication or not.
4.3.1 Strategies and Decision Models
Each following sections will discuss in details each model presented in subsection 4.1.3.
Comparisons to the competition's winner  who achieved 0.929 AUC score with a network
of custom architecture trained with paintings resized to match the size of the reception
eld 299× 299 pixels  are drawn when pertinent.
4.3.1.1 InceptionV3, PCA, SVC and Equal Joint
While AUC is not available, the obtained 57.5% class-balanced accuracy indicates this
model does not fare well on the problem. This is not surprising: compressing the paintings
distances to the decision hyperplanes into single numbers and comparing them with the
Equal joint discards important information regarding the distribution of the paintings
in the embedded space created by the decision models. However, we observe that some
small information pattern was indeed retained, as 25% of the positive samples are correctly
classied.
4.3.1.2 Siamese InceptionV3, Dot Joint
The model presented a good AUC (0.0261 bellow the competition's winner), but a low
class-balanced accuracy of 54.5%  and clearly overtting onto the negative class .
This indicates the network rarely outputs above the canonical threshold 0.5 when fed
with matching authorship pairs, but will likely trigger stronger signals in said scenario
than when fed with non-matching authorship pairs. This pattern can be seen in the test
output distribution plotted in Figure 4.12. Notwithstanding, this inconsistency can be
xed with a simple normalization, in which the output signal of the network would be
scaled and shifted into [0, 1].
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Figure 4.12: Activation density for the network, considering all samples (pairs) in the test
set.
Figures 4.13 and 4.14 exemplies patches (central crops) fed to the network and the
saliency maps produced with respect to the label predicted by the network. These same
maps were generated using the guided-backprop method. Regions associated with high
absolute gradient value seem to intersect with detailed-rich and central regions of the
patches: highly detailed faces; strong and abrupt variation in color or illumination; and
sections of high contextual shift, where very divergent elements (with respect to appear-
ance) meet.
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(a) Untitled Vaporization" by Dol Trost, unknown year.
(b) Microcosm" by Remedios Varo, 1959.
(c) Catherine Mordvinova" by Carl-Ludwig Johann Christineck,
1773.
Figure 4.13: Examples of input painting patches and absolute gradient maps with respect
to their maximum activation unit in the softmax classifying layer of the model L intro-
duced in Subsection 4.1.3.2. All patches here were correctly classied by L. Therefore,
the saliency maps highlight the regions in the input that most contributed to their correct
prediction.
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(a) Christ on cross" by Paolo Uccello, 1438.
(b) Still Life Bread and Leg of Lamb" by Paul Cezanne, 1866.
Figure 4.14: Examples of input painting patches and absolute gradient maps that were
incorrectly classied by the L model presented in Subsection 4.1.3.2. Saliency maps
highlight the regions in the input that most contributed to their incorrect prediction.
4.3.1.3 Siamese VGG16, Gram Matrix and Multiply Joint
This model presented a very low accuracy and AUC over the test set. The activation
distribution shown in Figure 4.15 highlights the confusion of the model, which outputs
most predictions close to the 50% decision threshold. A series of factors can be responsible
for the poor performance of the model. Among them, we remark the limited visual
eld over VGG19 output signal, comprising only the rst three layers, which might have
prevented the model to assimilate higher-level features, essential for the classication
process.
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Figure 4.15: Activation density for the network, considering all samples (pairs) in the test
set.
4.3.1.4 Siamese InceptionV3, Embedding Dense Layers, l2 Joint
The model presented a fair class-balanced accuracy of 73.5% and 0.83 AUC. The output
distribution spikes uncontrolled close to 0.0, which indicates many patches pairs are sep-
arated by a distance close (or greater) than 1, compared to the ones closely positioned.
This might signify a region of great confusion for the model, in which a more detailed
analysis might produce better results. For example, instead of simply considering two
patches to have the same authorship if they dier by a distance smaller than 0.5, one
could embed the training patches in the output space and extract authorship clusters. Fi-
nally, a test case could be performed by comparing the distances from the input patches
to the clusters extracted.
Figure 4.16: Activation density for the network, considering all samples (pairs) in the test
set.
4.3.1.5 Siamese InceptionV3, Embedding Dense Layers, Multiply Joint and
Sigmoidal Activation
Although this model did not perform well in the competition (due to its low AUC), it is the
one with highest class-balanced classication score, due to the network being directly t
to answer for authorship matching. It also presents less concentrated output distribution,
indicating many samples were classied close to the indecision threshold of 50%. Answers
close to 0% appear more frequently than the ones close to 100% simply due to the large
binary unbalance of the test set.
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Figure 4.17: Activation density for the network, considering all samples (pairs) in the test
set.
4.3.1.6 Siamese Multilabel InceptionV3, Multiply Joint and Sigmoidal Acti-
vation
This model presented the highest AUC score (0.914) among all designed in this research.
As the main dierence between this model and the previous is the inclusion of style
and genre information when tting the limb network, this result provides encouraging
empirical evidence that model concerns with the authorship-matching problem can benet
themselves when mixing the multiple adjacent groups attached to paintings (artists, style
and genre).
Figure 4.18: Activation density for the network, considering all samples (pairs) in the test
set.
The dot variation, on the other hand, displayed a AUC score that was 0.063 below the
base model, indicating the paramount necessity of pondering on the importance of the
many dierent painters, styles and genres with the last sigmoid layer, instead of directly
correlating the signals extracted from two patches.
4.3.1.7 Siamese InceptionV3, Multiple Outputs, Multiple Joints and Sig-
moidal Activation
While achieving a good AUC score, 0.90, this setup was not able to outperform our best
result shown in Section 4.1.3.6, nor the challenge winner. Furthermore, this model resulted
in a true positive rate of 63%  4% lower than the one shown in Subsection 4.1.3.6 .
This is likely due to the nal matching unit in this model being fed by the combination
of the artist, style and genre information in its reduced form (three sigmoid units), in
opposite of being connected to a much richer feature space (one-hot encoding vectors).
It is also worth remarking that, given the greater complexity of this model, a lower
batch size of 48 patches (in opposite of the 128 batch size employed by model shown in
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Subsection 4.1.3.2) was required to contain the training data in a single processing device.
This limitation may have induced more noise in the training data, leading to a lower score.
Figure 4.19: Activation density for the network, considering all samples (pairs) in the test
set.
Once again, we observe (Figure 4.20) that high-contributing regions are incident on
strong strokes, separating sections with very distinct light or colors. The patch presented
in Figure 4.21a contains the exact opposite: a large section of homogeneous paint, without
distinct strokes or color shifts.
Martin Schongauer's painting, Elephant in Hortus sanitatis", has been misclassied
for Ilya Repin's work. We remark that Schongauer is extremely underrepresented in the
dataset and his additional samples do not seem to share the artistic style from this one.
On the other hand, Repin contains a massive amount of paintings, from which many are
drawings and sketches. This leads us to conclude this mistake was caused by the strong
unbalance in the data, entailing a stronger importance on discriminating Repin's samples
rather than Schongauer's.
Although models described in Sections 4.1.3.7 sig and 4.1.3.7 2048 e.u. came close to
its base score of 0.90, none of the variations of this model have achieved a higher AUC
score. 4.1.3.7 IRNV2 presented the worst results: since from the start, when training L,
the 2048 e.u. variation presented a lower validation artist accuracy (25%) when compared
to its base model 4.1.3.7 (46%), which indicates this variation possesses a too complex
embedding system for the problem, dicult to train and easily subject to overtting.
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(a) Dancer and Tambourine" by Edgar Degas, c.1897.
(b) Among the Vines near Louveciennes" by Alfred Sisley, 1874.
(c) From Fishing" by Boris Kustodiev, 1923.
Figure 4.20: Examples of input painting patches and absolute gradient maps with respect
to their maximum activation unit in the artist softmax classifying layer of the model L
introduced in Subsection 4.1.3.7. All patches here were correctly classied by L. There-
fore, the saliency maps highlight the regions in the input that most contributed to their
correct prediction.
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(a) The Land Baby" by John Collier, 1899.
(b) Elephant in Hortus sanitatis" by Martin Schongauer.
(c) Driving Bualo Over the Cli" by Charles M. Russell, 1914.
Figure 4.21: Examples of input painting patches and absolute gradient maps that were
incorrectly classied by the 4.1.3.7 L model. Saliency maps highlight the regions in the




With the great infusion of art in our daily lives, owing through informal streams from
inconsistent sources and capturing conditions, art samples constitute vast and hetero-
geneous data sets. This, already with the high number of styles and art schools, forces
researching groups interested in the authorship-matching and recognition problems to not
only push for models that can outperform the state of the art with greater test accuracy,
but to consider multiple adjacent goals as well. As examples, we mention the decrease
in data requirement and computational performance; the reproducibility of accuracy in
cross-dataset experiments; and the explainability of the model produced.
In this work, we have experimented with multiple data-driven approaches that formed
viable solutions for the authorship-matching and recognition problems, considering as-
pects such as domain knowledge, data requirement, computational performance and cross-
dataset reproducibility.
In the scope of authorship attribution for van Gogh paintings, we composed the ideas
of limited patch sampling, transfer learning, SVM and fusion (by ensembling the classica-
tion results) to create a machine-learning model capable of outperforming the literature's
results, while drastically reducing memory requirements and capable of fair generaliza-
tion onto cross-domain datasets. More specically, we achieved a 96.5% class-balanced
accuracy score in the original van Gogh data test set while reducing training time from
three hours to only 18 minutes.
We observed the model did not perform well over a small set composed of scanned,
high-denition recaptures of the test paintings, and we concluded that although the set
was composed by dicult samples, features extracted from the scanned samples clearly
distinguished from photographed ones. On the other hand, when tested over recaptures
extracted from multiple sources and unseen samples extracted from the van Gogh mu-
seum website, the model scored a class-balanced accuracy of 82% and 72%, respectively,
eectively demonstrating its generalization capacity.
We have found that fusing the classication results of multiple recaptures of a single
painting (after combining their respective patches' results) further strengthened the aver-
age test accuracy of a decision model to 87% (ve points increase), suggesting data-driven
art analysis tools should not disregard the currently heterogeneous state-of-art data, but
instead leverage these dierences in order to build stability.
When considering provenance for multiple painters, we developed decision models
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capable of competitive AUC scores, when compared to the ones reported in the public
leaderboard on Kaggle. We remark that in all strategies employed, paintings fed to the
models were not scaled as performed by other competitors, as we deemed this procedure to
erase much of the authorship information in the painting and highlight articial dierences
among them. Among the developed models, we highlight the three below:
1. The model based on painter-classication and dot product of feature-vectors rep-
resenting the embedded patches, which is described in Subsection 4.1.3.2. This
model reached 0.903 AUC and 57.5% class-balanced accuracy, indicating strong
discriminating capabilities but a shifted class-decision threshold. Closer inspection
of saliency maps on a few samples have demonstrated abrupt changes in color or
illumination represented decisive sections when determining authorship.
2. The strategy that concatenated painter, style and genre information into a single
feature-vector and fed it to a non-linear decision network (Subsection 4.1.3.6). This
model presented the best AUC (0.914)  being only 0.01528 points bellow the rst
placed  and class-balanced accuracy (80%). This is unsurprising, as the combined
information enriched the decision capability of the model, while maintaining a rela-
tive simplicity that entailed a high batch size and a greater stability in the training
process.
3. The model shown in Subsection 4.1.3.7, in which a more complex parallel architec-
ture is adopted to combine painter, style and genre information in a more organized
manner. This strategy has shown a promising AUC of 0.898 and class-balanced accu-
racy of 77.5%, but failed to outperform the model presented in Subsection 4.1.3.6, as
information was combined in a more digested form (three decision units) instead of
a richer combination of feature-spaces and batch size was severally impacted by the
complexity attached to this network. We inspected once more that high-contributing
regions coincide with strong strokes and varying sections of the paintings.
On the technical side, we have become acquainted with the deep learning Keras project,
which was the main library employed during the tasks described in this work. As chal-
lenges were presented during this work, further improvements to the tool became visible.
This translated into a brief set of contributions made to the original repository1 and
answers in stackoverow2.
Finally, we foresee dierent lines of improvement applicable to this work:
1. It would be possible to increase the available data and mitigate the class-unbalance
problem of art data sets by synthesizing patches using generative models, such as
GANs [62], CANs [63] or auto-encoders [28].
2. Methods of attention could be employed to focus on relevant areas of a painting, in
opposite of simple random patch extractions. For example, after an initial, conven-




maps relative to the maximization of multiple random output units could be ex-
tracted over an input painting. A probability distribution vector could then be
build by averaging the absolute values of these (vectorized) maps, and patches ex-
tracted following such distribution. Repeating this procedure to all paintings would
produce a new dataset, containing samples that represented the most probably acti-
vating regions (of most interest) of the input paintings. A second model could then
be trained and tested over this cleaner set.
3. As the datasets used here mainly comprised acclaimed artists, a more extensive and
strict set of tests could be applied. To better understand the behavior of our models,
it is paramount to also consider more contemporary and less frequently occurring
art styles and painters, as well as multiple forgeries and replicating styles for both
known and unknown artists. Only then, we will be able to measure their capacity
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Appendix A
Algorithms Used for Authorship
Attribution in van Gogh Paintings
1 def extractor(dataset_files):
2 x = []
3 for sample in dataset_files:
4 painting = img_to_array(load_img(sample).convert('HSV'))
5 patches = extract_patches(painting, 50, 'random')
6 histograms = [np.histogram(x[:, :, 2], bins=64, range=(0, 255))
7 .flatten()
8 for x in patches]
9 x = np.concatenate(x, histograms)
10 return x
Listing 1: Histogramming of colors from painting image les.
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1 x = Input(shape=[299, 299, 3])
2
3 base = InceptionV3(x, weights='imagenet')
4 y = base.get_layer('global_average_pooling2d_1').output
5 y = Dense(2, activation='softmax')(y)
6
7 model = Model(inputs=x, outputs=y)
Listing 2: Painting classier that uses a pre-trained InceptionV3 and a dense softmax
classier.
1 x = Input(shape=[299, 299, 3])
2
3 base = InceptionV3(x, weights='imagenet')
4 y = base.get_layer('global_average_pooling2d_1').output
5 extractor = Model(inputs=x, outputs=y)
6





12 grid = GridSearchCV(model, params, cv=3)




2 ya, yb = inputs
3 return K.sqrt(K.maximum(
4 K.sum(K.square(ya - yb), axis=1, keepdims=True),
5 K.epsilon()))
6
7 xa, xb = Input(shape=[299, 299, 3]), Input(shape[299, 299, 3])
8
9 base = VGG19(xa, weights='imagenet')
10 ya = base.get_layer('flatten').output
11 L = Model(inputs=xa, outputs=ya)
12
13 yb = L(xb) # duplicates entire network, reusing all layers
14 y = Lambda(l2)([ya, yb])
15
16 model = Model(inputs=[xa, xb], outputs=y)
Listing 4: Pair-painting discriminator based on VGG19 and contrastive dissimilarity.
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Appendix B
Algorithms Used for Provenance
Analysis for Multiple Painters
90
1 def gram(x):
2 x = K.permute_dimensions(x, (0, 3, 1, 2))
3 B, C, H, W = K.shape(x)
4 features = K.reshape(x, K.stack([B, C, H * W]))
5 return K.batch_dot(features, features, axes=2)
6
7 style_layers = ('block1_conv1', 'block2_conv1', 'block3_conv1')
8 ys = []
9
10 x = Input(shape=[299, 299, 3])
11
12 base = VGG16(x, weights='imagenet')
13
14 for l in style_layers:
15 y = base.get_layer(l).output
16 y = Lambda(gram)(y)
17 y = Flatten()(y)
18 ys.append(y)
19
20 y = concatenate(ys)
21 y = Dense(1584, activation='sigmoid')(y)
22
23 L = Model(inputs=x, outputs=y)
Listing 5: Painting classied based on the gram-matrix of VGG19 activations when pre-
sented with paintings.
1 y = L.output
2 y = Dropout(.4)(y)
3 y = Dense(2028, activation='relu')(y)
4 y = Dropout(.4)(y)
5 y = Dense(2028, activation='relu')(y)
6 L = Model(inputs=L.inputs, outputs=y)
7
8 xa, xb = Input(shape=[299, 299, 3]), Input(shape=[299, 299, 3])
9 ya, yb = L(xa), L(xb)
10
11 y = multiply([ya, yb])
12 y = Dense(1, activation='sigmoid')(y)
13 model = Model(inputs=[xa, xb], outputs=y)
Listing 6: Pair-painting discriminator based on the classier described in Algorithm 5.
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1 def l2(inputs):
2 ya, yb = inputs
3 return K.sqrt(K.maximum(
4 K.sum(K.square(ya - yb), axis=1, keepdims=True),
5 K.epsilon()))
6
7 xa, xb = Input(shape=[299, 299, 3]), Input(shape[299, 299, 3])
8
9 base = InceptionV3(xa, weights='imagenet')
10 y = base.get_layer('global_average_pooling2d_1').output
11 y = Dense(1024, activation='relu')(y)
12 ya = Dense(1024, activation='relu')(y)
13 L = Model(inputs=xa, outputs=ya)
14
15 yb = L(xb) # duplicates entire network, reusing all layers
16 y = Lambda(l2)([ya, yb])
17
18 model = Model(inputs=[xa, xb], outputs=y)
Listing 7: Pair-painting discriminator based on l2-contrastive dierences in feature space
generated by InceptionV3 pre-trained on Imagenet [53].
1 xa, xb = Input(shape=[299, 299, 3]), Input(shape[299, 299, 3])
2
3 base = InceptionV3(xa, weights='imagenet')
4 y = base.get_layer('global_average_pooling2d_1').output
5 y = Dense(1024, activation='relu')(y)
6 ya = Dense(1024, activation='relu')(y)
7 L = Model(inputs=x, outputs=ya)
8 yb = L(xb) # duplicates entire network, reusing all layers
9 y = multiply([ya, yb])
10 y = Dense(1, activation='sigmoid')(y)
11
12 model = Model(inputs=[xa, xb], outputs=y)
Listing 8: Pair-painting discriminator based on InceptionV3, multiply joint and and sig-
moidal activation.
92
1 x = Input(shape=[299, 299, 3])
2 base = InceptionResNetV2(x, weights='imagenet')
3 y = base.get_layer('global_average_pooling2d_1').output
4 p = Dense(1584, activation='softmax', name='painter')(y)
5 s = Dense(156, activation='softmax', name='style')(y)
6 g = Dense(42, activation='softmax', name='genre')(y)
7 limb = Model(inputs=x, outputs=[p, s, g])
Listing 9: Multiple-outputs classier based on InceptionV3 pre-trained on Imagenet [53].
1 outputs = []
2 for y, units in ((p, 1024), (s, 256), (g, 256)):
3 y = Dense(units, activation='relu')(y)
4 y = Dense(units, activation='sigmoid')(y)
5 outputs.append(y)
6
7 a, b = Input(shape=[299, 299, 3]), Input(shape=[299, 299, 3])
8 extended_limb = Model(inputs=x, outputs=outputs)
9 la, lb = extended_limb(a), extended_limb(b)
10
11 outputs = []
12 for layer, ya, yb in zip(('painter', 'style', 'genre'), la, lb):
13 y = Multiply()(ya, yb)
14 y = Dense(1, activation='sigmoid')(y)
15 outputs.append(y)
16
17 mo = Model(inputs=[a, b], outputs=outputs)
Listing 10: Pair-painting discriminators with respect to painter, style and genre.
1 y = Concatenate(axis=1)(mo.outputs)
2 y = Dense(1, activation='sigmoid')(y)
3 model = Model(inputs=[a, b], outputs=y)
Listing 11: Pair-painting that combines author, style and genre information matching to
discriminate authorship.
