We study a periodic boundary value problem for a first-order differential equation from a new point of view, which permits us to obtain an existence result involving upper and lower solutions with ''jump'' discontinuities. We present some applications of our result with illustrative examples. ᮊ
INTRODUCTION
The method of upper and lower solutions is a well-known tool that has been used not only to prove results of the existence of solutions for many classes of boundary value problems involving ordinary and partial differential equations, but also to obtain a sector in which those solutions must remain, and hence some useful a priori information about the solutions. w x See, for instance, 1, 2 .
In this paper we shall deal with a first-order periodic boundary value problem for a nonlinear ordinary differential equation, namely, xЈ t s f t, x t , t g I, 1 . 1 Ž . Ž . Ž . Ž .
x 0 sx T , 1 . 2 Ž . Ž . Ž . w x w x where I s 0, T , T ) 0, and f : 0, T = ‫ޒ‬ ª ‫.ޒ‬ w x When f is continuous, it was proved in 4 that if ␣ and ␤ are, Ž . Ž . respectively, a lower and an upper solution for 1.1 ᎐ 1.2 with ␣ F ␤ on Ž . Ž . I, then there exists at least one solution x of 1.1 ᎐ 1.2 such that ␣ F x F ␤. To obtain this classical result, the upper and lower solutions were required to be continuously differentiable functions. w x In 6 , discontinuities in the derivatives of these functions are allowed and hence a generalization is achieved. Moreover, the case of Caratheodorý nonlinearity is studied here, with absolutely continuous upper and lower solutions.
As far as the authors are aware, there is no existence result, based on this method, in which the assumed upper and lower solutions are less than continuous functions. In this work we show that this regularity hypothesis can be weakened by allowing the lower and upper solutions to have ''jump'' discontinuities, and, as a consequence, we obtain more general existence results which permit us to achieve finer approximations of the solutions and some other consequences. We are persuaded that this fact will be of interest in many applications.
Given a boundary value problem, our idea consists on identifying it with an impulsive boundary value problem and then we can obtain an existence result by applying some results of the theory of impulsive differential Ž w x equations the reader is referred to 3 for further information about this . kind of equation .
Ž . Ž . We point out that, although we only consider here problem 1.1 ᎐ 1.2 , for the sake of clarity in our exposition, the method must be valid in many Ž other situations for instance, problems with more general boundary condi-. tions or second-and higher-order boundary value problems .
The paper is organized as follows: Section 2 introduces the spaces of functions necessary to define the new concepts of upper and lower solu-Ž . Ž . tions for 1.1 ᎐ 1.2 and establishes the main existence result. Then, in Section 3, we show some applications of our study in some situations in which classical results do not work. Moreover, we illustrate these applications with two examples.
MAIN RESULTS

Ž .
In our study, we shall assume that the right-hand side f of Eq. 1.1 is a Caratheodory function; that is, it satisfies the following three properties:
Ž . w x ii f t, и is continuous for a.e. t g 0, T .
1 Žw
As a consequence, the equality in 1.1 will be understood not ''for all t g I '' but ''for a.e. t g I '' and the solutions are absolutely continuous functions.
In order to establish the new definitions of upper and lower solutions Ž . Ž . for problem 1.1 ᎐ 1.2 , we need to introduce the adequate functional space.
Ä 4 pq1 Given P P s t a partition of the interval I, that is, a finite subset of
and x t y s x t for k s 1, 2, . . . , p q 1 ,
that is, ⍀ is a set of piecewise absolutely continuous functions which are
a Banach space with the norm
Taking into account the previous notation, we next establish the defini-Ž . Ž . tions of lower and upper solutions for 1.1 ᎐ 1.2 . such that ␣ g ⍀ and the following three conditions are satisfied: I, such that ␤ g ⍀ and the following three conditions are satisfied:
Ž . Ž .
We point out that we are allowing the trajectories of ␣ and ␤ to have ''jumps'' at the instants t , k s 1, 2, . . . , p. k For convenience of presentation, we note that if ␣ g ⍀ and ␤ g ⍀ P P P P 1 2 Ž . Ž . are, respectively, a lower and an upper solution for problem 1.1 ᎐ 1.2 , then ␣ , ␤ g ⍀ if we take, for instance, P P s P P j P P . Thus in the belong to ⍀ ' ⍀ .
P P
Ž . Ž . Let us observe that problem 1.1 ᎐ 1.2 can be seen as an impulsive problem. Indeed, let us consider the following periodic boundary value problem for a differential equation with impulses at fixed moments: 
Ž . Obviously, the functions : ‫ޒ‬ ª ‫ޒ‬ given by x s x, for all x g ‫,ޒ‬ 
A Priori Information about the Solutions
The method of upper and lower solutions provides a priori information about the location of some solutions of the considered problem. In fact, once we find an upper and a lower solution which are ordered, we already know there must be a solution between them. Regrettably, there is no method for finding this function, which becomes a difficult problem and limits us to consider constant or linear functions in most of cases.
The improvement we propose with our new definitions makes it easier to define upper and lower solutions, giving more flexibility in their determination. Furthermore, since discontinuities are allowed, the a priori information given by the method may get sharper than that provided by the classical results in many cases. For instance, see what happens with the next example. EXAMPLE 1. We shall deal with the following periodic boundary value problem for a nonlinear differential equation: 2 2 xЈ t s y x t y 2 x t q cos t y sin t q 2 cos t ,
Ž .
x 0 sx 2 .
Ž . Ž .
Ž . Ž . We shall investigate if there exists a solution x t of 3.1 such that Ž . w x x t G 0 for all t g 0, r3 .
First, let us observe that there is no real constant K G 0 such that Ž . w x Ž . ␣ t sK, tg 0, 2 , is a lower solution of 3.1 in the classical sense.
Indeed, denote f t, x s yx 2 y 2 x q cos 2 t y sin t q 2 cos t . a lower solution of 3.1 if f t, K G 0 for all t g 0, 2 . But, for K G 0, one can easily verify that
Ž . Thus we cannot find a lower solution of 3.1 given by a positive constant Ž . in order to ensure the existence of a solution
Ž .
Thus it is easy to see that the function 0 i f0FtF r 3,
is a lower solution of 3.1 in the sense of Definition 2.1, since w x
Ž . Ž .
Hence Theorem 2.1 permits us to ensure that there exists at least one Ž . w x solution x of the problem 3.1 such that ␣ F x F ␤ on 0, 2 . In w x particular, x G 0 on 0, r3 . Ž . Ž . w x In fact, one can verify that x t s cos t , t g 0, 2 , is a solution of Ž . 
If f is a T-periodic continuous function, then y is a C C 1 -solution of the w x periodic problem in 0, 2T .
With the help of our new definitions of upper and lower solutions and Theorem 2.1, we are able to derive some results which permit us to extend Ž . Ž . Ž . w x a solution x of 1.1 ᎐ 1.2 to a periodic solution of Eq. 1.1 in 0, 2T when Ž . condition 3.2 does not hold.
It must be pointed out that these results cannot be proved using the classical definitions of upper and lower solutions. 
is an upper solution of the problem w x xЈ t sf t, x t , t g 0, nT , Ž . Ž . Ž .
3.4
in the sense of Definition 2.2.
Proof. The function ␤ is a piecewise absolutely continuous function on w x 0, nT , left-continuous in that interval, and it has points of discontinuity at t s jT, j s 1, 2, . . . , n y 1. Moreover, for these points,
Finally, 
Ž .
1 Ž w x. Theorem 2.1 establishes that there is a function y g C 0, 4 a Ž . Ž . solution of 3.11 ᎐ 3.12 between ␣ and ␤. Remark 3.3. It is possible to derive similar applications to the previous Ž . one when hypothesis 3.3 is not satisfied. In fact, in order to extend the w x w x upper solution ␤ from 0, T to 0, 2T , it suffices to require ␤ to verify the weaker condition x ␤ Ј t y T G f t, ␤ t y T for a.e. t g T , 2T .
