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Abstract
Given a compact of Rn, there is always a doubling measure having
it as its support. We use this fact to construct an integral operator that
extends differentiable functions defined on any compact ofRn to the whole
of Rn. This allows us both to give a new proof of Whitney’s extension
theorem and to extend it to Besov spaces defined on arbritrary compact
sets of Rn. We also modify this operator to obtain, in certain cases,
holomorphic extensions.
1 Introduction
Whitney’s extension theorem has become a classical tool of analysis, and Whit-
ney’s proof of it has been widely reused. Our purpose here is to give a new proof
of it, and a proof which we feel can be more easily adapted to other contexts.
Let us recall Whitney’s theorem in its simplest form. Let E ⊂ Rn be a
compact set. Let α > 0, and {fj, j ∈ Nn, |j| ≤ α} be a collection of continuous
functions defined on E. For x ∈ E and y ∈ Rn, define:
Txf(y) =
∑
|j|≤α
1
j!
fj(x)(y − x)j .
That is, Txf(y) is the Taylor polinomial of the jet {fj, |j| ≤ α} at the point x
and evaluated at y. Assume that (Tαx f)(y) approximates the jet {fj}|j|≤α in
the same way in which the Taylor polynomial of a function approximates the
function. What Whitney’s extension theorem says is that, under this hypothesis,
there is always a fuction F (f), of class Cα in the whole of Rn, and of class C∞
in Rn \E, such that, in a natural sense, the jet {fj}|j|≤α is the restriction to E
of F (f) and its derivatives.
∗Partially supported by MEC grant PB95-0956-c02-01 and CIRIT grant GRQ94-2014.
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Let us sketch Whitney’s proof of this theorem. He begins by coveringRn \E
by a collection of balls {B(yi, ri), i ∈ N} having suitable properties (this part
is what is known as Whitney’s covering lemma). To each of these balls he
associates a point xi ∈ E. Then if {ϕi}i∈N is a C∞ partition of unity associated
to the covering, Whitney’s extension operator is written as:
F (f)(y) =
∑
i∈N
ϕi(y)T
α
xi
f(y), (1)
where y ∈ Rn \ E.
Many applications have been found to Whitney’s extension operator. We
will explain only two of them. The first one uses it in its original form, while
the second one needs a slight modification of the operator.
Let B = {z ∈ Cn, |z| < 1} be the unit ball of Cn, and let S = ∂B be its
boundary. Let E ⊂ S be a closed set. Let {fj}ω(j)≤α be a jet defined on E (we
will not be precise about what it means, see [B-O,86] for the details). Let F (f)
be the extension to the whole of Bn of {fj}ω(j)≤α defined by 1. Then if we
can solve certain ∂ equation related to F (f) we obtain a holomorphic function
having a prescrived behaviour on E.
Now let E ⊂ Rn be a compact set. Then, as seen by Volberg and Konyagin in
[V-K,88], there is always a doubling measure µ having E as its support. With
this measure, we can define a Besov space Bpα(µ) on E. In many cases (see
[J-W,84] or [Jon,94] for details) one can see that, with some loss of regularity,
the restriction from the spaces Bpβ(R
n) to these spaces is well defined. Thus
it is natural to ask for an extension operator from these spaces Bpα(µ) to the
spaces Bpβ(R
n). In some particular cases Jonsson and Wallin in [J-W,84] and
[Jon,94] gave an extension operator modifying the definition 1. What they did
was to substitute the term Tαxif(y) in 1 by a term of the form:
1
µ(B(xi, Cri))
∫
B(xi,Cri)
Tαx f(y) dµ(x),
that is, they subsituted the value at a point (which is not well defined) by a a
mean of the values in a ball.
In both of the previous examples, one can clearly see that it would be more
desirable to have an extension operator of the form:
E(f)(y) =
∫
E
K(x, y) (Tαx f)(y) dµ(x),
with some suitable kernel and measure. Having it would allow us to restrict our
attention to the existence of a holomorphic kernel, thus avoiding the ∂ step, in
the former case. In the latter, it seems even more natural to consider extension
operators defined by integrals, as we are dealing with integrable, rather than
continuous, functions.
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As a matter of fact, such an operator had already been considered in some
particular cases, specially for dealing with analytic functions (see [Nag,76],
[Cas,90], and [B-O,91]). But in all the previous works there where two im-
portant restrictions: the set E was always a variety, and they extended the
function, but not (or with serious restrictions) the derivatives of it. We present
here such an operator. For x, y ∈ R, let τI(x, y) = |x− y|, and for z, w ∈ C, let
τNI(z, w) = (1 − zw). Let hIq and hNIq be given by:
hq(x) =
∫
E
τ(x, y)−qdµ(y), (2)
for some doubling measure µ. Then the operator has the form:
E(f)(x) = 1
hq(x)
∫
E
Tαy f(x)
τ(x, y)q
dµ(y), (3)
where Tαy is some Taylor polynomial. We use this operator to give a new proof
of Whitney’s extension theorem. We also use it to prove an extension theorem
for Besov spaces defined on general compact sets of Rn. We also show that,
for subsets E of the unit sphere, in some cases it gives analytic extensions for
Lipschitz and Besov spaces.
2 Definitions and statement of results
The upper dimension of a set
Let (X, d) be a compact metric space, with diam(X) < +∞. For x ∈ X , R > 0
and k ≥ 1, let N(x,R, k) be the maximum number of points lying in B(x, kR)
separated by a distance greater or equal than R. As in [V-K,88], we will say
that (X, d) ∈ Υγ if there exists C(γ) = C(X, d, γ) so that, for any x ∈ X and
any 0 < R < kR ≤ 1,
N(x,R, k) ≤ C(γ)kγ . (Υγ)
Definition 1 Let the upper dimension Υ(X) be:
Υ(X) = inf{γ, (X, d) ∈ Υγ}.
This dimension was first introduced by Larman, in [Lar,67], under the name of
uniform metric dimension.
We will say that a probability measure µ lies in Uγ = Uγ(X, d) if there exists
C(γ) so that for any x ∈ X and any 0 < R < kR ≤ 1,
µ(B(x, kR)) ≤ Ckγµ(B(x,R)). (Uγ)
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Note that, by taking k = 1/R, (Uγ) implies the weaker condition:
µ(B(x,R)) ≥ CRγ . (U ′γ)
Notice that if for some γ, µ ∈ Uγ , then suppµ = X . Moreover, in this case µ is
a doubling measure, that is, there exists C > 0 for which:
µ(B(x, 2r)) ≤ Cµ(B(x, r)).
Let U = ∪γUγ . It is easily seen (see [V-K,88]) that U is precisely the set of all
doubling measures with support on X .
The lower dimension of a set
Again as in [Lar,67], we will say that (X, d) ∈ Λγ if there exists C(γ) =
C(X, d, γ) so that, for any x ∈ X and any 0 < R < kR ≤ 1,
N(x,R, k) ≥ C(γ)kγ . (Λγ)
Notice that we always have (X, d) ∈ Λ0.
Definition 2 We define the lower dimension Λ(X) as:
Λ(X) = sup{γ, (X, d) ∈ Λγ}.
This dimension was first defined by Larman ([Lar,67]) under the name of mini-
mal dimension.
We will say that a doubling measure µ belongs to Lγ = Lγ(X, d) if there
exists C(γ) so that, for any x ∈ X and any 0 < R < kR ≤ 1,
µ(B(x, kR)) ≥ Ckγµ(B(x,R)). (Lγ)
As before, by taking k = 1/R, condition (Λγ) implies
µ(B(x,R)) ≤ CRγ . (L′γ)
Note that L0 poses no restriction on µ ∈ U .
The following improvement of Volberg and Konyagin’s theorem 1 in [V-K,88]
can be found in [B-G,98]:
Theorem 3 Let (X, d) ∈ Υυ ∩ Λλ, for some 0 < λ ≤ υ < +∞. Then for any
υ′ > υ and λ′ < λ (or λ′ = 0 if Λ(E) = 0) there exists µ ∈ Uυ′ ∩ Lλ′ .
4
The extension operator for the spaces Lip
α
(E)
Let E ⊂ Rn be a compact set. In Rn we consider the metric given by d(x, y) =
|x− y|. For a j ∈ Nn, let ω(j) = |j| be its lenght. We can define on E the jets
f = {fj}ω(j)≤α to be collections of continuous functions on E, and the Taylor
polynomial of order α of a jet f = {fj}ω(j)≤α as
Tαy f(x) =
∑
ω(j)≤α
1
j!
fj(y)w(x, y)
j , (4)
where w(x, y) = (x− y).
Let ∆j(y, x) be given by
∆j(y, x) = fj(x)−DjxTαy f(x).
We can define then the spaces Lipα(E) as the sets of jets for which the norm
‖f‖Lip
α
(E) =
∑
ω(j)≤α
(
‖fj‖∞,E + sup
x,y∈E
|∆j(y, x)|
d(x, y)α−|j|
)
(5)
is finite.
Between some of this spaces there is a clearly defined derivation operator.
For each multiindex j we can define:
D˜j : Lipα(E) 7→ Lipα−|j|(E)
(fk)|k|≤α → (fk+j)|k|≤α−|j|
Notice that
DjxT
α
t f(x) = T
α−|j|
t (D˜
jf)(x), (6)
hence it is natural to define D˜jf = 0 if |j| > α.
With these definitions, we clearly have that (Lipα(R
n))|E ⊂ Lipα(E), pro-
vided that the restriction is understood as the induced jet {(Djf)|E}|j|≤α.
Let E ⊂ Rn be a compact set, and let υ ≥ U(E). Let µ ∈ Uυ(E). For such a
µ, q > υ, and τ(x, y) = |x− y|, we define hq(x) as in 2, and then E(f) = Eq,α(f)
as in 3.
Trivially E(f) ∈ C∞(Rn \ E). We will see that E(f) ∈ Lipα(B(0, R)), for
any R > 0. We cannot say that E(f) ∈ Lipα(Rn), as E(f) is not necessarily
bounded, but this can be easily obtained by multiplying E(f) by a suitable
support function. Namely we will prove the following:
Theorem 4 Let f ∈ Lipα(E), and q > υ+α. Then for any R > 0 the function
g defined by
g(x) =
{
f(x), if x ∈ E
E(f)(x), if x /∈ E
lies in Lipα(B(0, R)).
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Let E be any compact subset of Rn. Some simple considerations that can be
found in [Gud,97] show that, for q > υ > n, a constant can be found depending
only on R.
The extension operator for Besov spaces in Rn
Let E ⊂ Rn be a compact set and let µ ∈ Uυ(E) ∩ Lλ(E) be a measure on E.
A jet f = {fj}ω(j)≤α will be a collection of functions fj ∈ Lp(dµ). For such a
jet, and x ∈ Rn, we can define µ-a.e. the Taylor polynomial as in 4, and with
it we can define the norm
‖f‖Bpα(µ) =
∑
ω(j)≤α
‖fj‖Lp(dµ) +
∫ ∫
E×E
|∆j(t, s)|p
|s− t|p(α−ω(j))−λ
dµ(t) dµ(s)
µ[t, s]2
, (7)
where µ[x, y] = µ(B(x, d(x, y))). Then the Besov space Bpα(µ) will be the set of
jets for which this norm is finite.
If E = Rn, and m is the Lebesgue measure on Rn, then m(B(t, |t − s|)) ≈
|t− s|n, so that in this case the norm is the usual for a Besov space, that is
‖f‖Bpα(Rn) =
∑
|j|≤α
‖Djf‖Lp(m) +
∫ ∫
R2n
|Tα−|j|t Djf(s)−Djf(t)|p
|s− t|p(α−|j|)+n dm(t)dm(s).
Moreover, as seen in [J-W,84], for f ∈ Bpβ(Rn), and α = β− n−λp , the restriction
of f to Bpα(µ) is defined by:
Daf(ξ) = lim
δ→0
1
m(B(ξ, δ))
∫
B(ξ,δ)
Daf(x) dm(x), (8)
for |a| < α, and for µ almost every ξ ∈ E.
In [J-W,84] there are a restriction and an extension theorem for these spaces
when there is an υ for which Uυ ∩ Lυ 6= ∅, though the restriction theorem
works, in a certain sense, for any doubling measure. In [Jon,94] there are also
restriction and extension theorems, both valid when α < 1 (that is, not involving
derivatives).
We are going to prove the following:
Theorem 5 Let E ⊂ Rn be a compact set, with Υ(E) < n, and R so that
E ⊂ B(0, 12R). Let φ ∈ C∞(Rn) be a support function for B(0, 2R) which is
1 on B(0, R). Let µ ∈ Uυ(E) ∩ Lλ(E), with υ < n, and let E(f) be defined
by 3, for any q large enough. Assume that α /∈ N, and let β = α + n−λ
p
. Let
f = {fj}ω(j)≤α ∈ Bpα(µ). Then φE(f) ∈ Bpβ(Rn), and for |a| < α, we have that,
in the sense given by 8, DaE(f)|E = fa.
Remark: The Besov spaces we have just defined are not the standard if β ∈ N,
in the sense that they are always defined by means of first differences, while in
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general these spaces are, for some values of the parameters, defined by means of
second differences. Had we used the more usual definition, we would have found
some restrictions in the indices, analogous to those one can find in extensions
from Besov spaces defined onRn to Besov spaces defined onRn+k. See theorem
8 to see how these restrictions would look like.
Holomorphic Lipschitz spaces
Let Bn be the unit ball in Cn, and let S be the unit sphere. On S we consider
the pseudo-metric d(z, w) = |1− zw|. As d 12 is a metric, all the previous results
concerning the dimensions apply to it also. In fact, we will consider d for z, w ∈
Bn, where, even though it is not a metric, it satisfies the triangle inequality with
a constant. We define the holomorphic Lipschitz spaces Aα(B
n) = Hol(Bn) ∩
Cα(Bn). It is a well known fact that these spaces are the same as those obtained
considering, on Bn, the metric d(x, y) = |x− y|.
Let X =
∑
j aj(z)
∂
∂zj
+ aj(z)
∂
∂zj
, where aj ∈ C∞(Bn), be a vector field. We
define its weight ω(X) as 1/2 if X is complex-tangential, i. e.
∑
ajzj = 0, and
1 otherwise; for a differential operator X = X1 · · ·Xp define ω(X) =
∑
ω(Xj).
Let ζ ∈ S be fixed. Let wn(z, ζ) be the normal coordinate, and let TCζ (S)
be coordinated by w1(z, ζ), . . . , wn−1(z, ζ). For j ∈ Nn, its weight will be
ω(j) = jn +
1
2 (j1 + . . . + jn−1). With this weight, and using the coordinates
w, we can define the Taylor polinomial of a jet {fj}ω(j)≤α as in 4. Notice that
this polynomial is twice as long in the complex-tangential directions (such non
isotropic polynomials were first defined in [F-S,82]). With this polynomial, and
if Dj denotes the jth derivative with respect to the local coordinates w1, . . . , wn,
we can define the non-isotropic Lipschitz spaces on a closed set E ⊂ S as the
sets of continuous jets {fj}ω(j)≤α for which the norm given by 5 is finite.
Let E be a closed subset of S, υ ≥ Υ(E), λ ≤ Λ(E) and µ ∈ Uυ(E)∩Lλ(E).
Let hq(z) be defined by 2, where τ(z, w) = (1 − zw). For a non-isotropic
jet f = {fj}ω(j)≤α whose components are integrable with respect to µ, let
E(f) = Eq,α(f) be defined by 3. This extension is well defined and holomorphic
wherever hq(z) 6= 0. We will assume the following:
Assumption 6 Hereinafter we will assume that hq(z) also satisfies the bound:
|hq(z)| ≥ Cd(z, E)−qµ(Bz).
Remarks: It can be checked easily that this is true if υ < q < 1. If E is a
subset of a complex-tangential variety, then this is true at least for q < n+ 14 .
This is so because Nagel, in [Nag,76], gives the necessary lower bounds for the
kernel against which we are integrating. If E is a complex tangential curve, this
is true for all q, as can be deduced from the results in [Cas,90].
Under this assumption, we can prove the following:
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Theorem 7 Let f ∈ Aα(E), with 2α /∈ N, and let X be a differential operator
with weight ω(X) < α. Then, for q > α+ υ, and whenever assumption 6 holds,
for z ∈ Bn \ E,
|XE(f)(z)− E(X(f)( · ))(z)| ≤ C(X)‖f‖αd(z, E)α−ω(X).
Furthermore, if ω(X) > α we have
|XE(f)(z)| ≤ C(X)‖f‖αd(z, E)α−ω(X),
and in particular E(f) ∈ Aα(B).
Non isotropic Besov spaces
For E and µ as in the previous subsection, we can define non isotropic Besov
spaces Bpα(µ) with respect to µ as the sets of non isotropic jets {fj}ω(j)≤α in
Lp(dµ) for which the norm defined by 7 is finite.
If f ∈ C1(Bn), we define its radial derivative as Nf(z) =∑ zj ∂∂zj f(z), and
also the derivative R1 = I + N . Let 0 < p < +∞, 0 < q < +∞, and β ≥ 0.
Then the Triebel-Lizorkin space HF p,qβ (B
n) is the set of holomorphic functions
f on Bn so that
‖f‖pp,q,β =
∫
S
(∫ 1
0
(1 − t2)([β]+1−β)q−1|R[β]+1f(tz)|qdt
) p
q
dσ(z) < +∞.
For these spaces we prove the following:
Theorem 8 Let E ⊂ S be a closed set, with Υ(E) < n. Assume that between α
and α+(Υ(E)−Λ(E))/p lies no integer multiple of 12 . Let υ, with Υ(E) ≤ υ < n,
and λ ≤ Λ(E) be close enough so that between α and α + υ−λ
p
lies no integer
multiple of 12 . Let µ ∈ Uυ(E)∩Lλ(E). Then for β = α+ n−λp and E(f) defined
as in 3, with {fj}ω(j)≤α ∈ Bpα(µ) and q large enough, E(f) ∈ HF p,1β , whenever
hq satisfies assumption 6. Also, for ω(γ) < α, we have that, in the sense given
by 8, DaE(f)|E = fa.
3 Technical lemmas
We begin by seeing that hq behaves in a somewhat nice way. Namely, it satisfies
the following:
Proposition 9 Let x /∈ E, and let x0 ∈ E be such that d(x,E) = d(x, x0).
Write Bx = B(x0, 3d(x,E)). Then, for hq = h
I
q , h
NI
q defined by 2,
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(a) For a ≥ 0, t ∈ E, and q > υ + α,∫
E
d(y, t)a
d(y, x)q
dµ(y) ≤ Cd(t, x)ad(x,E)−qµ(Bx);
(b) For any R > 0 and any differential operator X there is a C = C(X, R) so
that if |x| ≤ R,
|Xhq(x)| ≤ Cd(x,E)−q−ω(X)µ(Bx);
(c) Under assumption 6 for hNIq , for any R > 0 and any differential operator
X there is a C = C(X, R) so that if |x| ≤ R,
|X 1
hq(x)
| ≤ Cd(x,E)q−ω(X)µ(Bx)−1.
Proof: We will only prove the bounds for hIq , as the bounds for h
NI
q are done
in exactly the same way, using assumption 6 when necessary.
For the inequality in (a), the case a > 0 can be reduced to the case a = 0
applying the triangle inequality to d(y, t). In this case, we split hq(x) into the
integrals
hq(x) =
∫
Bx
1
d(x, y)q
dµ(y) +
∫
E\Bx
1
d(x, y)q
dµ(y).
Then the first integral trivially satisfies the upper bound. As for the second
integral, we decompose it into a sum of integrals over the sets {3jd(x,E) ≤
|y − x| ≤ 3j+1d(x,E)}, for j ≥ 1. On each of these sets, we have that |y− x| ≥
C3jd(x,E). using it, and bounding the measure of the set by means of Us, we
obtain: ∫
E\Bx
1
|x− y|q dµ(y) ≤
∞∑
j=0
3−(q−υ)jd(x,E)−qµ(Bx)
and, as q > υ, this last sum is convergent.
To prove (b), we use that if y lies in a compact set E and x ∈ B(0, R) \ E,
then for any a ∈ R,
|X(d(x, y)a)| ≤ C(X, R,E, a)d(x, y)a−ω(X), (9)
so that, using (a) we get
|Xhq(x)| ≤ C(X, R)d(x,E)−q−ω(X)µ(Bx).
To prove (c), we consider first the case ω(X) = 0. Then it is enough to
restrict the integral to Bx, and then use that in this case |x− y| ≤ 4|x− x0| =
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4d(x,E). Assume now that (c) is true whenever ω(X) < k. Then the use of
these bounds in the formula
0 = X(hq(x)
1
hq(x)
) =
∑
ω(X1)+ω(X2)=ω(X)
X1
(
1
hq(z)
)
X2 (hq(z))
gives us directly the bound for ω(j) = k.
Proposition 10 Let x, y ∈ Rn, and t ∈ E. Then
Tαt f(x) =
∑
|ℓ|≤α
1
ℓ!
(x− y)ℓTα−|ℓ|t (D˜ℓf)(y).
Proof: We decompose (x− t) as (x− y) + (y− t). Thus, if we expand (x− t)j ,
we see that:
Tαt f(x) =
∑
|j|≤α
∑
ℓ≤j
1
ℓ!(j − ℓ)!fℓ+(j−ℓ)(t)(x − y)
ℓ(y − t)j−ℓ.
By rearranging the indices, we get that |ℓ| ≤ α, and by writing m = j − ℓ, we
have that m ≥ 0 and |m| ≤ α− |ℓ|, so
Tαt f(x) =
∑
|ℓ|≤α
1
ℓ!
(x− y)ℓ
∑
|m|≤α−|ℓ|
1
m!
fℓ+m(t)(y − t)m,
and the inner sum is precisely T
α−|ℓ|
t (D˜
ℓf)(y). ♣
Proposition 11 Let t, s ∈ E, and a, b, c > 0. Let
B1(t, s) = {x ∈ B(0, R), d(x, s) ≤ d(x, t)}.
Assume c− a− b+ n < 0. Then if c− b+ n > 0,∫
B1
d(x,E)c
d(x, t)ad(x, s)b
dm(x) ≤ Cd(t, s)c−a−b+n.
Proof: We split B1 into A∪D, where A = B1 ∩B(s, 12 |t− s|) and D = B1 \A.
Then on A, |x− t| ≥ 12 |t− s|, and d(x,E) ≤ d(x, s), so that the integral over A
is bounded by
C|t− s|−a
∫
B(s, 1
2
|t−s|)
1
|x− s|b−c dm(x) ≤ C|t− s|
−a|t− s|c−b+n
whenever c− b+ n > 0.
On the other hand, on B1 we have that |x − t|−1 ≤ |x − s|−1, hence the
integral over D is bounded by∫
Rn\B(s, 1
2
|t−s|)
1
|x− s|a+b−c dm(x) ≤ C|t− s|
c−a−b+n
whenever c− a− b+ n < 0. ♣
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Lemma 12 Let 0 < b < a. There is a constant C so that for any z ∈ C with
|z| < 1, ∫ 1
0
(1 − t)b−1 1|1− tz|a dt ≤ C
1
|1− z|a−b ,
and if b > a the integral is bounded by a constant depending only on a and b.
Proof: The last statement is trivial, we will only prove the first one. Observe
that the integral is always finite between 0 and 1/2. Thus it is enough to
bound the integral between 1/2 and 1. For this integral, we use that |1− tz| ≈
|1− z|+1− t. Then the computation of the resulting integral using the change
of variables 1− t = s|1− z| gives us the result.
4 Proof of theorem 4
To prove the theorem, we have to bound |Tαy g(x)− g(y)|. To do so, he have to
consider four cases: x ∈ E, and y ∈ E; x /∈ E, and y ∈ E; x ∈ E, and y /∈ E;
and x, y /∈ E. In the first case the bound comes from the definition, whereas
the other possibilities are considered in the following lemma:
Lemma 13 1. Let x ∈ B(0, R), y ∈ E, q > α+ υ and |a| ≤ α. Then,
|DaE(f)(x) −DaxTαy f(x)| ≤ C(R)d(x, y)α−|a|‖f‖α.
2. Let x ∈ B(0, R) \ E, y ∈ E, q > α+ υ and |a| ≤ α. Then:
|DayTαx (E(f))(y) − fa(y)| ≤ C(R)d(x, y)α−|a|‖f‖α.
3. Let x, y ∈ B(0, R) \ E, q > α+ υ and |a| ≤ α. Then
|DaTαx E(f)(y) −DaE(f)(y)| ≤ C(R)‖f‖αd(x, y)α−|a|.
To prove this lemma, we need the following:
Proposition 14 Let x ∈ Rn \E, a ∈ N, and q > υ+ α. then for x ∈ B(0, R),
|DaEα(f)(x)− Eα−|a|(D˜af)(x)| ≤ C(R)d(x,E)α−|a|‖f‖Lip
α
(E),
where, if |a| > α, then D˜af = 0.
Proof: We use that
DaEα(f)(x) =
∑
k≤a
(
a
k
) ∫
E
Da−k(
1
hq(x)
1
d(x, t)q
)Dk(Tαt f(x)) dµ(t) (10)
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In this sum, the term corresponding to k = a is Eα−|a|(D˜af)(x) when |a| ≤ α,
whereas if |a| > α this term does not appear. Hence to prove the lemma it is
enough to bound each of the terms with k < a. We use 6 and apply to each of
these terms proposition 10 at a point x0 ∈ E, with |x − x0| = d(x,E), and it
decomposes into sums of terms like:
(x − x0)ℓ
∫
E
Da−k(
1
hq(x)
1
|x− t|q )T
α−|k|−|ℓ|
t (D˜
k+ℓf)(x0) dµ(t), (11)
with |ℓ| ≤ α − |k|. For each of these terms we are going to use that, as k < a,
0 = Da−k(E(1)). Then we can substract to it (x − x0)ℓfk+ℓ(x0) times this
derivative, and 11 is the same as
(x− x0)ℓ
∫
E
Da−k(
1
hq(x)|x − t|q )∆k+ℓ(t, x0) dµ(t). (12)
On the other hand, because of proposition 9 and 9, if X is any differential
operator,
|X( 1
hq(x)
1
|x− t|q )| ≤ C(R,X)d(x,E)
q−ω(X)µ(Bx)
−1 1
|x− t|q . (13)
Putting this inside the integral in 12 (with X = Da−k, so that ω(X) = |a|−|k|),
and using that D˜k+ℓf ∈ Lipα−|k|−|ℓ|(E), we get that 12 is bounded by
C‖f‖αd(x,E)q−|a|+|k|+|ℓ|µ(Bx)−1
∫
E
|t− x0|α−|k|−|ℓ|
|x− t|q dµ(t),
and again proposition 9 allows us to bound this by Cd(x,E)α−|a|‖f‖α. ♣
Proof of part 1 of lemma 13: Because of 6, and using proposition 14,
|DaE(f)(x)−DaxTαy f(x)| ≤ Cd(x,E)α−|a|‖f‖α+|E(D˜af)(x)−Tα−|a|y (D˜af)(x)|.
But if y ∈ E, then d(x,E) ≤ d(x, y) so we only need to bound the second term
of the inequality. Thus we have to bound
1
hq(x)
∫
E
|Tα−|a|t (D˜af)(x) − Tα−|a|y (D˜af)(x)|
|x− t|q dµ(t). (14)
Using proposition 10, and as D˜a+ℓf ∈ Lipα−|a|−|ℓ|(E), we get that
|Tα−|a|t (D˜af)(x)− Tα−|a|y (D˜af)(x)| ≤ C
∑
|ℓ|≤α−|a|
|x− y||ℓ||t− y|α−|a|−|ℓ|‖f‖α.
If we put this inside the integral in 14, we see that 14 is, because of proposition
9, less than
C
1
hq(x)
‖f‖α
∑
|ℓ|≤α−|a|
d(x, y)|ℓ|
∫
E
|y − t|α−|a|−|ℓ|
|x− t|q dµ(t) ≤ C‖f‖αd(x, y)
α−|a|,
12
as we wanted to see. ♣
Proof of part 2 of lemma 13: We use 6 again, and developing the Taylor
polynomial that we obtain gives us that |DayTαx (E(f))(y)− D˜af(y)| is bounded
by:
∑
|ℓ|≤α−|a|
1
ℓ!
|x− y||ℓ||Da+ℓE(f)(y)− E(D˜a+ℓf)(y)|+
+ |
∑
|ℓ|≤α−|a|
1
ℓ!
(x− y)ℓE(D˜a+ℓf)(y)− D˜af(y)|. (15)
Now proposition 14 shows that the former term is bounded by:
∑
|ℓ|≤α−|a|
1
ℓ!
d(x, y)|ℓ|d(x,E)α−|a|−|ℓ|‖f‖α ≤ Cd(x, y)α−|a|‖f‖α.
To bound the latter term, we expand E(D˜a+ℓf)(y), enter the sum inside the
integral and apply proposition 10, and thus
∑
|ℓ|≤α−|a|
1
ℓ!
(x − y)ℓE(D˜a+ℓf)(y) = 1
hq(x)
∫
E
1
|x− t|q T
α−|a|
t (D˜
af)(y) dµ(t).
(16)
Therefore, 15 is bounded by
1
hq(x)
∫
E
|Tα−|a|t (D˜af)(y)− D˜af(y)|
|x− t|q dµ(t).
Now as D˜af ∈ Lipα−|a|, and because of part (a) in proposition 9, this is bounded
by C‖f‖αd(x, y)α−|a|, as we wanted to see.
Proof of part 3 of lemma 13: To prove 3, we will split B(0, R)2 into the sets
A1 = {(x, y), d(x, y) ≤ 1
4
max{d(x,E), d(y, E)} }, (17)
and A2 = B(0, R)
2 \A1. Then on A1, for all ξ = ax+ (1− a)y with 0 ≤ a ≤ 1
we have d(ξ, E) ≥ 3d(x, y). Let j be any multiindex with |j| = [α] + 1. As E(f)
is C∞ outside E, the mean value theorem shows that
|Dax(Tαy E(f)(x)−E(f)(x))| ≤ C sup
|j|=[α]+1
sup
ξ∈[x,y]
|DjE(f)(ξ)| |x−y|[α]+1−|a|. (18)
Now proposition 14, when applied to DjE(f)(ξ), allows us to bound 18 by
C(R)‖f‖αd(x, y)α−|a|.
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We have to bound the same difference for (x, y) ∈ A2. To do so, we use 6, ex-
pand T
α−|a|
y DaE(f) and approximate Da+jE(f) by D˜a+jf . Then the difference
we have to bound can be split into tree terms, namely:
|
∑
|j|≤α−|a|
1
j!
(x− y)j(Da+jE(f)(y)− E(D˜a+jf)(y))|+ (19)
+|
∑
|j|≤α−|a|
1
j!
(x − y)jE(D˜a+jf)(y)− E(D˜af)(x)| + (20)
+|E(D˜af)(x)−DaE(f)(x)|. (21)
For the term 21 we use proposition 14 and bound it by:
|E(D˜af)(x) −DaE(f)(x)| ≤ C(R)‖f‖αd(x,E)α−|a| ≤ C(R)‖f‖αd(x, y)α−|a|.
In the same way, 19 is bounded by:
C(R)‖f‖α
∑
|j|≤α−|a|
1
j!
d(x, y)|j|d(x,E)α−|a|−|j| ≤ C(R)‖f‖αd(x, y)α−|a|.
To bound 20, we use proposition 10 in the same way as in 16 and then
multiply by (|x − t|qhq(x))−1 and integrate against dµ(t). Thus we obtain:
∑
|j|≤α−|a|
(x − y)j
j!
E(D˜a+jf)(y) =
∫ ∫
E×E
∑
|ℓ|≤α−|a|
1
ℓ! (x− s)ℓfa+ℓ(s)
hq(y)hq(x)|x − t|q|y − s|q dµ(s) dµ(t).
On the other hand, and also because of proposition 10, and proceeding as before,
E(D˜af)(x) =
∫ ∫
E×E
∑
|ℓ|≤α−|a|
1
ℓ! (x− s)ℓTα−|a|−|ℓ|t (D˜a+ℓf)(s)
hq(y)hq(x)|x − t|q|y − s|q dµ(t)dµ(s).
If we add up these two facts, we get that 20 can be bounded by:∫ ∫
E×E
∑
|ℓ|≤α−|a|
1
ℓ! |x− s||ℓ||fa+ℓ(s)− Tα−|a|−|ℓ|t (D˜a+ℓf)(s)|
hq(y)hq(x)|x − t|q|y − s|q dµ(s) dµ(t).
Now as D˜a+ℓf ∈ Lipα−|a|−|ℓ|(E), this can be bounded by:
C‖f‖α
∑
|ℓ|≤α−|a|
1
ℓ!
1
hq(y)hq(x)
∫ ∫
E×E
|x− s||ℓ||s− t|α−|a|−|ℓ|
|x− t|q|y − s|q dµ(s) dµ(t).
If we use now that |x − s|p ≤ Cp(|x − t|p + |t − s|p), and then that |t − s|p ≤
Cp(|x− t|p+ |x− y|p+ |y− s|p), and apply proposition 9 to each of the integrals
that result from it, we can bound each of these integrals by sums of terms of
the form
d(x, y)a1d(x,E)a2d(y, E)a3
where a1, a2, a3 ≥ 0 and a1+a2+a3 = α−|a|. But as both d(x,E) and d(y, E)
are less than a constant times d(x, y), we are done. ♣
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5 Proof of theorem 5
Lemma 15 Under the assumptions of theorem 5, if a is any multiindex,
‖E(D˜af)(x)‖Lp(B(0,R)) ≤ C‖f‖Bpα(µ).
Proof: If |a| > α, then D˜af = 0, so we only have to consider |a| ≤ α. On the
other hand, entering the modulus inside the integral, we see that what we have
to bound is:
C(R)
∑
|k|≤α−|a|
∫
B(0,R)
1
hq(x)p
(∫
E
|D˜a+kf(t)|
|x− t|q dµ(t)
)p
dm(x).
If we apply Ho¨lder’s inequality and bound the integral not containing |D˜a+kf(t)|
using proposition 9 and U ′υ, we can estimate this last integral by
C
∑
|k|≤α−|a|
∫
E
∫
B(0,R)
|fa+k(t)|p
|x− t|υ dm(x)dµ(t) ≤ C
∑
|k|≤α−|a|
‖fa+k‖Lp(dµ),
as υ < n. ♣
Lemma 16 Under the assumptions of theorem 5, if a is a multiindex with |a| ≤
β, then
‖DaE(f)(x) − E(D˜af)(x)‖Lp(B(0,R)) ≤ C‖f‖Bpα(µ).
Proof: Let s ∈ E. Proceeding for this s as we procceded with x0 in the the
proof of proposition 14 we see that it is enough to bound terms like 12. But
using 13 allows us to bound 12 by
C|x − s||ℓ| d(x,E)
q−|a|+|k|
µ(Bx)
∫
E
|∆k+ℓ(t, s)|
|x− t|q dµ(t), (22)
with k ≤ a and |k|+ |ℓ| ≤ α. We will write m = k+ ℓ. We now integrate against
|x− s|−q−|ℓ|dµ(s) and divide the result by hq+|ℓ|(x). If we apply the bounds in
9 to hq+|ℓ|(x), then the previous term is bounded by
C
d(x,E)2q−|a|+|m|
µ(Bx)2
∫ ∫
E×E
|∆m(t, s)|
|x− t|q|x− s|q dµ(t)dµ(s) = I(x).
Let 0 < A,B < q be such that (q −A)p′ > υ and (q −B)p′ > υ (we can always
choose such an A and B, for q large enough). By Ho¨lder’s inequality, and using
(a) in proposition 9 in the integral not containing ∆m(t, s), we have that
I(x)p ≤ C d(x,E)
p(A+B−|a|+|m|)
µ(Bx)2
∫ ∫
E×E
|∆m(t, s)|pdµ(t)dµ(s)
|x− t|Ap|x− s|Bp . (23)
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If we now use that d(x,E) is bounded above and that |a| ≤ β = α+ n−λ
p
, and
apply Fubinni’s theorem, we can bound
∫
B(0,R)
I(x)p dm(x) by
∫ ∫
E×E
|∆m(t, s)|p
∫
B(0,R)
d(x,E)p(A+B−α+|m|)−n+λ
|x− t|Ap|x− s|Bpµ(Bx)2 dm(x)dµ(t)dµ(s). (24)
Fix (t, s) ∈ E × E. Let us split B(0, R) into the sets
B1(t, s) = {x ∈ B(0, R), |x− s| ≤ |x− t|} and B2 = B(0, R) \B1 (25)
It is enough to bound the integral over B1, as that over B2 is bounded similarly,
changing the roles of s and t. On B1, |t− s| ≤ 2|x− t|, so that by Uυ and Lλ,
µ(B(t, |t − x|)) ≥ Cµ(B(t, |t − s| 2 |t− x||t− s| )) ≥ C
|t− x|λ
|t− s|λ µ(B(t, |t− s|)).
On the other hand, B(t, |t− x|)) ⊂ B(x0, 3|t− x|), so that
µ(B(t, |t − x|)) ≤ Cµ(B(x0, 3d(x,E) |t− x|
d(x,E)
)) ≤ C |t− x|
υ
d(x,E)υ
µ(Bx).
If we add up the two facts, we get that
µ(Bx) ≥ C d(x,E)
υ
|x− t|υ−λ|t− s|λµ[t, s]. (26)
Hence, the part of the inner integral in 24 corresponding to B1 is bounded by
C
|t− s|2λ
µ[t, s]2
∫
B(0,R)
d(x,E)p(A+B−α+|m|)−n+λ−2υ
|x− t|Ap−2(υ−λ)|x− s|Bp dm(x).
We apply proposition 11 to this integral, something we can do if we chose A and
B properly, as |m| = |k|+ |ℓ| < α. Then we get that it is bounded by µ[t, s]−2
times |t− s| to the power −p(α− |k| − |ℓ|) + λ < 0, as we wanted to see. ♣
The following lemma insures that E(f) interpolates f :
Lemma 17 For |j| < α, and µ-a.e. ξ ∈ E,
lim
δ→0
1
m(B(ξ, δ))
∫
B(ξ,δ)
|DjE(f)(x) − fj(ξ)|p dm(x) = 0.
Proof: In the proof of the previous lemma, we saw that |DjE(f) − E(D˜jf)|
could be bounded by terms like 23. Now if we use that in this case we have
that |a| ≤ α instead of |a| ≤ β, and proceed as there, we get that 23 can be
bounded by d(x,E)
n−λ
p times some integrable function. Thus this tends to zero
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if we calculate the mean value of this on the ball B(ξ, δ) and let δ → 0. Hence,
what we have to see is that
lim
δ→0
1
m(B(ξ, δ))
∫
B(ξ,δ)
|E(D˜jf)(x)− fj(ξ)|p dm(x) = 0.
Now if we apply proposition 10 to E(D˜jf)(x)− fj(ξ) we see that it decomposes
into:
1
hq(x)
∫
E
1
|x− y|q (T
α−|j|
y (D˜
jf)(ξ)− fj(ξ)) dµ(y) +
+
1
hq(x)
∫
E
1
|x− y|q
∑
0<|k|<α−|j|
1
k!
(x− ξ)kTα−|j|−|k|y (D˜j+kf)(ξ) dµ(y)
The latter term is nothing but a sum of terms like (x − ξ)kE(D˜k+jf)(ξ), with
|k| > 0. Thus this is integrable w.r.t. ξ ∈ E, thus finite a.e. Then this part is
bounded by δ|k| times some integrable function, thereby tending to 0 with δ.
The former term is bounded by something like 22, where ℓ = 0, and k =
a = j. We raise it to the power p, apply Ho¨lder’s inequality to what we obtain,
and then use part (a) of proposition 9 to bound the integral not containing
|∆j(y, ξ)|. We use also that d(y, ξ)−λ ≤ µ[y, ξ]−1. Thus this term is bounded
by:
d(x,E)υd(x, ξ)(α−|j|)p+λ
µ(Bx)
∫
E
|∆j(t, ξ)|p
d(x, y)υd(ξ, y)(α−|j|)p
dµ(t)
µ[ξ, y]
. (27)
To bound this integral, we split E into the sets E1 = {y, d(y, x) ≥ 2d(x, ξ)} and
E2 its complementary.
To bound the part of 27 corresponding to E1, we first use the equivalent
of 26. Next we use that on E1 we have d(x, y)
−λ ≤ d(x, ξ)−λ. Hence, and as
d(x, ξ) ≤ δ, this part is bounded by δ(α−|j|)p times some integrable (and thereby
finite µ-a.e.) function of ξ.
To bound the part of 27 corresponding to E2, we use again the equivalent
of 26 (which is different that for E1). This time we bound d(x, ξ) by δ first,
and next we integrate over B(ξ, δ) and apply Fubini’s theorem. But as y ∈ E2,
we also have y ∈ B(ζ, 3δ) and thus the inner integral can be bounded by δn−υ.
Hence we finaly obtain the same bound as before, so we are done. ♣
To prove the theorem, we will split B(0, R)2 = A1 ∪ A2 as in 17. Then we
have:
Lemma 18 Let a be a multiindex with |a| ≤ β. Then
∫ ∫
A2
|DaE(f)(x) − E(D˜af)(x)|p
|x− y|p(β−|a|)+n dm(x)dm(y) ≤ C‖f‖Bpα(µ)
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Proof: In the proof of lemma 16 we have seen that the difference |DaE(f)(x)−
E(D˜af)(x)|p is bounded by sums of terms like I(x)p, as defined in 23. On the
other hand∫ ∫
A2
I(x)p
|x− y|p(β−|a|)+n dm(x)dm(y) ≤
≤ C
∫
B(0,R)
I(x)p
∫
{y, 2R≥|x−y|≥ 1
3
d(x,E)}
dm(y)
|x− y|p(β−|a|)+n dm(x) ≤
≤ C
∫
E×E
|∆k+ℓ(t, s)|p
∫
B(0,R)2
d(x,E)p(A+B−α+|k|+|ℓ|)−n+λ−2υ
|x− t|Ap|x− s|Bpµ(Bx)2 dm(x)dµ(t)dµ(s),
and these integrals have already been bounded in lemma 16.
Proof of the theorem: We have to see that the integral∫ ∫
B(0,R)2
|T βx E(f)(y)− E(f)(y)|p
|x− y|βp+n dm(x)dm(y)
is bounded. The Lp norms have already been bounded by the previous lemmas.
As we have already said, we will split B(0, R)2 = A1 ∪ A2 as in 17. We
will begin by bounding the integral over A1. In A1 we can apply the mean
value theorem as in 18. Thus we have to bound |DaE(f)(ξ)|, with |a| = [β] + 1
and d(ξ, E) ≥ 3|x − y|, and in particular ξ /∈ E (recall that, as Υ(E) < n, the
measure of E × E is zero). On the other hand, as we have seen in the proof
of lemma 16, |DaE(f)(ξ)| is bounded by sums of terms like I(ξ), and I(ξ)p is
bounded in 23.
As we have seen in 26, either
µ(Bξ) ≥ C d(ξ, E)
υ
|ξ − t|υ−λ|t− s|λµ[t, s] or µ(Bξ) ≥ C
d(ξ, E)υ
|ξ − s|υ−λ|t− s|λµ[t, s].
Recall that |x−y| ≤ 14 max{d(x,E), d(y, E)}. Hence |x−t| ≈ |ξ−t| ≈ |y−t|, and
the same is true for s instead of t. Also d(x,E) ≈ d(ξ, E) ≈ d(y, E). Therefore,
I(ξ)p is bounded by
d(y, E)p(A+B−|a|+|k|+|ℓ|)−2υ
∫ ∫
E×E
|∆k+ℓ(t, s)|p|t− s|2λ
|x− t|Ap−υ+λ|y − s|Bp−υ+λ
dµ(t)dµ(s)
µ[t, s]2
.
Thus the integral over A1 is bounded by∫ ∫
E×E
|∆k+ℓ(t, s)|p|t− s|2λJ(s, t)dµ(t)dµ(s)
µ[t, s]2
, (28)
where
J(s, t) =
∫ ∫
A1
|x− y|(|a|−β)p−nd(y, E)p(A+B−|a|+|k|+|ℓ|)−2υ
|x− t|Ap−υ+λ|y − s|Bp−υ+λ dm(x)dm(y).
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For J(s, t) we use that |x− t| ≈ |y − t|. Hence J(s, t) is bounded by:
∫
B(0,R)
d(y, E)p(A+B−|a|+|k|+|ℓ|)−2υ
|y − t|Ap−υ+λ|y − s|Bp−υ+λ
∫
B(y, 1
4
d(y,E))
|x− y|(|a|−β)p−ndm(x)dm(y).
As |a|−β > 0, the inner integral is bounded by d(y, E)(|a|−β)p. Then if we apply
proposition 11 to the integral with respect to y, we get that J(s, t) is bounded
by |t− s|−p(α−|k|−|ℓ|)−λ and this, when used in 28, says that 28 is bounded by
‖f‖Bpα(µ), as we wanted to see.
We have to bound now the integral over A2. But if we approximate each of
the derivatives in T βx E(f) by E(D˜jf)(x), then the integral over A2 is bounded
by:
∑
|j≤β
∫ ∫
A2
|DjE(f)(x) − E(D˜jf)(x)|p
|x− y|(β−|j|)p+n dm(x)dm(y) +
+
∫ ∫
A2
|∑|j|≤α 1j! (y − x)jE(D˜jf)(x)− E(f)(y)|p
|x− y|βp+n dm(x)dm(y), (29)
and we only have to bound the latter term, as the former is already bounded
by lemma 18.
Applying proposition 10 twice, the first to reagrupate terms, and the seccond
with some s ∈ E, leads to:
∑
|j|≤α
(y − x)j
j!
E(D˜jf)(x) = 1
hq(x)
∫
E
∑
|k|≤α
(y − s)k
k!|x− t|q T
α−|k|
t (D˜
kf)(s)dµ(t),
Then, if we integrate with respect so |y− s|−qdµ(s) and divide by hq(y), we get
that this sum is equal to
∑
|k|≤α
1
k!
1
hq(x)hq(y)
∫ ∫
E×E
(y − s)kTα−|k|t (D˜kf)(s)
|x− t|q|y − s|q dµ(t)dµ(s).
Likewise
E(f)(y) =
∑
|k|≤α
1
k!
1
hq(x)hq(y)
∫ ∫
E×E
(y − s)kfk(s)
|x− t|q|y − s|q dµ(s)dµ(t).
Therefore the difference appearing inside the integral in 29 is bounded by sums
of terms of the form
Ak(x, y) =
1
hq(x)hq(y)
∫ ∫
E×E
|Tα−|k|t (D˜kf)(s)− fk(s)|
|x− t|q|y − s|q−|k| dµ(t)dµ(s)
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For |k| ≤ α. Let k be fixed, and let 0 < a < q and 0 < b < q − |k| be some
numbers to be chosen later. Because of Ho¨lder’s inequality and part (a) in
proposition 9,
Ak(x, y)
p ≤ C d(x,E)
apd(y, E)(b+|k|)p
µ(Bx)µ(By)
∫ ∫
E×E
|∆k(t, s)|p
|x− t|ap|y − s|bp dµ(t)dµ(s).
Thus,∫ ∫
A2
Ak(x, y)
p
|x− y|βp+n dm(x)dm(y) ≤ C
∫ ∫
E×E
|∆k(t, s)|p
|s− t|(α−|k|)p−λ
dµ(t)dµ(s)
µ[t, s]2
×
× sup
s,t∈E
∫ ∫
A2
|s− t|(α−|k|)p−λd(x,E)apd(y, E)(b+|k|)pµ[t, s]2
|x− y|βp+n|x− t|ap|y − s|bpµ(Bx)µ(By) dm(x)dm(y).
To finish the proof, we only have to see that this supremum is finite. To do
so, we use that, on A2, d(y, E) ≤ 4|x− y|, so that our integral is bounded by∫ ∫
A2
|s− t|(α−|k|)p−λd(x,E)apd(y, E)bpµ[t, s]2
|x− y|(β−|k|)p+n|x− t|ap|y − s|bpµ(Bx)µ(By)dm(x)dm(y)
and this integral is symetric with respect to swapping x for y and s for t.
Let B1,1 = B(s,
1
3 |t− s|) and B1,2 = B1 \B1,1. Let B2,1 = B(t, 13 |t− s|) and
B2,2 = B2 \B2,1. We split the integral over B into the integrals over the sets
Bk,ℓi,j = {(x, y) ∈ B, x ∈ Bi,j , y ∈ Bk,ℓ},
where i, j, k, ℓ ∈ {1, 2}. Then we will have to bound 16 integrals. Because of
the simetries of the integrand we only have to estimate the integrals over B1,11,1 ,
B1,21,1 , B
2,1
1,1 , B
2,2
1,1 , B
1,2
1,2 , and B
2,2
1,2 . All of them are done in more or less the same
way, using 26 suitably (the fact that we have to use 26 each time in a different
way is what makes necessary to consider so many cases). We will bound the
integral over B1,21,2 , which is perhaps the more delicate, and the others are done
similarly.
for the integral over B1,21,2 , we have that x ∈ B1 and y ∈ B1, so that
µ[t, s]2
µ(Bx)µ(By)
≤ C |x− t|
υ−λ|y − t|υ−λ
d(x,E)υd(y, E)υ
|t− s|2λ.
Thus what we have to bound is
|s− t|(α−|k|)p+λ
∫ ∫
B
1,2
1,2
d(x,E)ap−υd(y, E)bp−υ |y − t|υ−λ
|x− y|(β−|k|)p+n|x− t|ap−υ+λ|y − s|bp dm(x)dm(y).
We will use only that |x− y| ≥ 14d(x,E) and |x− y| ≥ 14d(y, E). As (β− |k|)p+
n = (α − |k|)p + 2n − λ, and (α − |k|)p > 0 because α /∈ N, we can write
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(α− |k|)p = δ1 + δ2 with δ1, δ2 > 0. Then the integral is bounded by
|s− t|(α−|k|)p+λ
∫
B1,2
d(x,E)ap−υ−δ1−n+λ
|x− t|ap−υ+λ dm(x) ×
×
∫
B1,2
d(y, E)bp−υ−δ2−n|y − t|υ−λ
|y − s|bp dm(y) ≤
≤ C|s− t|(α−|k|)p+λ
∫
B1,2
dm(x)
|x− t|n+δ1
∫
B1,2
|y − t|υ−λ
|y − s|n+δ2+υ dm(y) ≤ C.
6 Proof of theorem 7
The following proposition can be found in [B-O,86], lemma 2.1, and will be
useful to us:
Proposition 19 Let f ∈ Aα(E), with 2α /∈ N, and let X be a differential
operator of weight ω, with ω < α. Then
|X(Tαx F − Tαy F )(z)| ≤ C‖F‖α(d(x, z) + d(y, z))α−ω(X). (30)
Proof of theorem 7: The proof of theorem 7 is much like the proof of theorem
4, and we will only sketch it. As a matter of fact, it is even simpler, as we only
have to prove part 2 in lemma 13 to see that E(f) interpolates f , and the
analogous of proposition 14 to see that the function lies in Aα(B). Both things
can be done at the same time.
We begin by using a formula for the derivative of the product analogous to
10. Proceeding as there, we see that the terms we have to bound are of the
form: ∫
E
X1
(
1
hq(z)
1
(1− ζz)q
)
X2
(
Tαζ F (z)− Tαz0F (z)
)
dµ(ζ). (31)
Now we use 13, and proposition 19, and from here on we can proceed as in the
proof of theorem 4. ♣
7 Proof of theorem 8
To prove the theorem we will need the following:
Proposition 20 For ζ ∈ E, and a > 0, R > 0,∫
B(ζ,R)
d(z, E)−adσ(z) ≤ CRn−a
whenever Υ(E) < n and a < n−Υ(E).
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Proof: Let ε > 0, and Eε = {z ∈ S, d(z, E) < ε}. Just counting the balls of
radii ε contained in B(ξ, R) implies that for any n > s > Υ(E) we have
σ(B(ξ, R) ∩ Eε) ≤ CRsεn−s. (32)
Fix ξ and R. If d(ξ, E) ≥ 2√2R, then for any y ∈ B(ξ, E) we have d(y, E) ≥ R,
and the bound is trivial. If d(ξ, E) ≤ 2√2R, then for any y ∈ B(ξ, R) we have
that d(y, E) ≤ 6R. Let
Bj = {z ∈ B(ξ, R), 6−jR ≤ d(z, E) ≤ 6−j+1R}.
We decompose the integral over B(ξ, R) into the integrals over Bj , for j ≥ 1.
In each of these integrals we use that d(x,E) ≥ 6−jR. In this way we see that
our integral is bounded by:
∞∑
j=1
6ajR−aσ(Bj) ≤
∞∑
j=1
6ajR−aσ(B(x,R) ∩ {z, d(z, E) ≤ 6−j+1R}).
If we apply 32 to this last sum, and use that n− s− a > 0 to see that the sum
we obtain is convergent, we are done. ♣
Proof of the theorem: Let ℓ = [β] + 1. We can express Rℓ as (I + N)ℓ =∑ℓ
k=0
(
ℓ
k
)
Nk. Now if we write
Gk,j(z) =
∫
E
N j(
1
hq(z)
1
(1 − ζz)q )N
k−j(Tαζ F )(z) dµ(ζ)
and
Ik,j(z) =
∫ 1
0
(1− t)ℓ−β−1Gk,j(tz) dt,
we have that
‖f‖pp,1,β ≤ C
ℓ∑
k=0
k∑
j=0
∫
S
|Ik,j(rz)|pdσ(z). (33)
The integrals corresponding to j = 0 can be bounded proceeding in the same
way as we proceeded in the proof of lemma 15. Thus we will only consider the
case j > 0.
We will write
nj(z, ζ) = N
j
(
1
hq(z)
1
(1 − ζz)q
)
so that 0 =
∫
E
nj(z, ζ) dµ(ζ). Hence, for almost any ξ ∈ E, we have:
Gk,j(z) =
∫
E
nj(z, ζ)N
k−j(Tαζ F − Tαξ F )(z) dµ(ζ).
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Then integrating both sides with respect to (1 − ξz)−qdµ(ξ) and dividing by
hq(z) we get:
Gk,j(z) =
1
hq(z)
∫ ∫
E×E
nj(z, ζ)
(1− ξz)−qN
k−j(Tαζ F − Tαξ F )(z) dµ(ζ)dµ(ξ).
We will write:
Iak,j(z) =
d(z, E)2q−a
µ(Bz)2
∫ ∫
E×E
|Nk−j(Tαζ F − Tαξ F )(z)|
d(ζ, z)q+j−ad(ξ, z)q
dµ(ζ)dµ(ξ).
Hence, and applying 13 and part (c) in proposition 9, we have that |Gk,j(z)|
is bounded by sums of terms like Iak,j(z). On the other hand, T
α
ξ F (z) is a
polynomial in z of degree less than 2α, so it has a development at ζ as
TξF (z) =
∑
|γ|<2α
1
γ!
Dγ(Tαξ F )(z)w(z, ζ)
γ ,
wherefrom
Tαζ F (z)− Tαξ F (z) =
∑
ω(γ)<α
1
γ!
(
Fγ(ζ) −Dγ(Tαξ F )(ζ)
)
w(z, ζ)γ −
−
∑
α<ω(γ)<2α
1
γ!
Dγ(Tαξ F )(ζ)w(z, ζ)
γ .
We fix now k, j, and a. Applying to Iak,j this equality, we see that I
a
k,j is bounded
by sums of terms like
Hγ,1(z) =
d(z, E)2q−a
µ(Bz)2
∫ ∫
E×E
|∆γ(ζ, ξ)||Nk−j(w(z, ζ)γ)|
d(ζ, z)q+j−ad(ξ, z)q
dµ(ζ)dµ(ξ)
with ω(γ) < α, and
Hγ,2(z) =
d(z, E)2q−a
µ(Bz)2
∫ ∫
E×E
|Dγ(Tαξ F )(ζ)||Nk−j(w(z, ζ)γ)|
d(ζ, z)q+j−ad(ξ, z)q
dµ(ζ)dµ(ξ)
with α < ω(γ) < 2α.
We begin by bounding Hγ,2(z). As in lemma 15, |Nk−j(Tαζ f)(z)| can be
bounded by sums of terms like |fγ(ζ)|. Using it, 9 and part (a) in proposition
9, we get that
Hγ,2(z) ≤ C d(z, E)
q+ω(γ)−k
µ(Bz)
∑
ω(δ)<α
∫
E
|fδ(ξ)|
d(z, ξ)q
dµ(ξ).
Recall that we are assuming that between α and α+ υ−λ
p
lies no integer multiple
of 12 , thus ω(γ)−(α+ υ−λp ) > 0. Then we can take A = np−(ω(γ)−(α+ s−dp ))+ε,
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with ε small enough so that A remains less than n
p
. We write q = A + q − A,
and apply Ho¨lder’s inequality to this last integral. Of the two integrals we get,
we bound the one not containing fδ using part (a) of proposition 9, something
we can do if p′(q −A) > υ, that is, q > A+ υ/p′. Thus we obtain
∫
E
|Fδ(ξ)|
d(z, ξ)q
dµ(ξ) ≤ d(z, E)−q+Aµ(Bz)
1
p′
(∫
E
|Fδ(ξ)|p
d(z, ξ)Ap
dµ(ξ)
) 1
p
.
Then, if we use U ′υ to bound µ(Bz), and substitute k by ℓ (something we can
do as k ≤ ℓ), we get that
Hγ,2(z) ≤ Cd(z, E)A+ω(γ)−ℓ−υp
∑
ω(δ)<α
(∫
E
|Fδ(ξ)|p
d(z, ξ)Ap
dµ(ξ)
) 1
p
.
If we apply this to bound
∫ 1
0 (1 − t)ℓ−β−1Hγ,2(tz)dt we get that it is bounded
by
C
∑
ω(δ)<α
∫ 1
0
(1− t)ℓ−β−1d(tz, E)A+ω(γ)−ℓ−υp dt
(∫
E
|Fδ(ξ)|p
d(z, ξ)Ap
dµ(ξ)
) 1
p
.
Now in the integral with respect to t, the sum of the exponents remains positive,
by the way we chose A. Thus it is bounded by some constant depending on the
exponents, but not on z. If we use this bound when integrating over S, we get
that the integral of Hγ,2 is bounded by∑
ω(δ)<α
∫
S
∫
E
|fδ(ξ)|p
d(z, ξ)Ap
dµ(ξ)dσ(z) ≤
∑
ω(δ)<α
‖fδ‖|Lp(dµ),
as Ap < n.
Now we have to bound Hγ,1(z). We use again 9, and that k ≤ ℓ, and get
Hγ,1(z) ≤ d(z, E)
2q−a
µ(Bz)2
∫ ∫
E×E
|∆γ(ζ, ξ)|
d(ζ, z)q+ℓ−a−ω(γ)d(ξ, z)q
dµ(ζ)dµ(ξ).
As a matter of fact, we have to bound (
∫ 1
0
(1 − t)ℓ−β−1Hγ,1(tz)dt)p, which is
thus bounded by:(∫ 1
0
(1− t)ℓ−β−1 d(tz, E)
2q−a
µ(Btz)2
∫ ∫
E×E
|∆γ(ζ, ξ)|dµ(ζ)dµ(ξ)
d(ζ, tz)q+ℓ−a−ω(γ)d(ξ, tz)q
dt
)p
.
Let 0 < δ < min{ℓ− β, n −Υ(E)}be small enough. Let A = α − ω(γ) + (2υ −
λ)/p+ δ. Then because of Ho¨lder’s inequality, the previous integral is bounded
by: ∫ 1
0
(1 − t)(ℓ−β−δ)p−1 d(tz, E)
(A+3δ)p
µ(Btz)2
∫ ∫
E×E
|∆γ(ζ, ξ)|pdµ(ζ)dµ(ξ) dt
d(ζ, tz)(ℓ−ω(γ)+δ)pd(ξ, tz)Ap
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multiplied by(∫ 1
0
∫ ∫
E×E
(1− t)δp′−1d(tz, E)(2q−a−A−3δ)p′
µ(Btz)2d(ζ, tz)(q−a−δ)p
′d(ξ, tz)(q−A)p′
dµ(ζ)dµ(ξ) dt
) p
p′
. (34)
Assume that q > a+ δ + υ/p′ and that q > A+ υ/p′. Then we can apply part
(a) of proposition 9 with the inner integral in 34. If we use lemma 12 to the
integral with respect to t we obtain, we see that 34 is bounded by d(z, E)−δp
′
,
so that
∫
S
(∫ 1
0
(1− t)ℓ−β−1Hγ,1(tz) dt
)p
dσ(z) is, because of Fubinni’s theorem,
bounded by ∫ ∫
E×E
|∆γ(ζ, ξ)|pJ(ξ, ζ)dµ(ζ)dµ(ξ)
where
J(ξ, ζ) =
∫
S
d(z, E)−δp
∫ 1
0
(1− t)(ℓ−β−δ)p−1d(tz, E)(A+3δ)p
µ(Btz)2d(ζ, tz)(ℓ−ω(γ)+δ)pd(ξ, tz)Ap
dt dσ(z).
Thus to finish the proof we only have to show that J(ξ, ζ) can be bounded by
d(ζ, ξ)−(α−ω(γ))+λµ[ξ, ζ]−2.
To bound J(ξ, ζ) we split S into the sets S1(ζ, ξ) = {z ∈ S, d(z, ζ) ≤ d(z, ξ)},
and S2 = S \ S1. We will consider only the integral over S1 as that over S2 is
done likewise.
Let (tz)0 be a point in E nearest to tz. Then for x ∈ B(ξ, d(ξ, tz)), we have
d(x, (tz)0) ≤ 6d(ξ, tz). On S1 we also have that d(ζ, ξ) ≤ 4d(tz, ξ). Using these
facts and proceeding as for 26, we get that
µ(Btz) ≥ C d(tz, E)
υ
d(ξ, ζ)λd(ξ, tz)υ−λ
µ[ξ, ζ].
Thus, the part of J(ξ, ζ) corresponding to the integral over S1 is bounded by:
d(ζ, ξ)2λ
µ[ζ, ξ]2
∫
S
d(z, E)−δp
∫ 1
0
(1− t)(ℓ−β−δ)p−1d(tz, E)(A+3δ)p−2υ
d(ζ, tz)(ℓ−ω(γ)+δ)pd(ξ, tz)Ap−2υ+2λ
dt dσ(z).
To bound this integral, we split S1 into B1 = S1 ∩ B(ξ, d(ζ, ξ)/4) and its com-
plementary.
On B1, we use that d(ζ, ξ) ≤ 4d(tz, ξ) and that d(tz, E) ≤ d(tz, ζ), together
with the value of A, to bound the integral by
d(ζ, ξ)−Ap+2υ
µ[ζ, ξ]2
∫
S
d(z, E)−δp
∫ 1
0
(1− t)(ℓ−β−δ)p−1
d(ζ, tz)(ℓ−α−3δ)p+λ
dt dσ(z).
Now applying lemma 12 to the inner integral we get that the previous integral
is bounded by:
d(ζ, ξ)−Ap+2υ
µ[ζ, ξ]2
∫
S
d(z, E)−δp
d(ζ, z)n−2δp
dσ(z).
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Now we split B1 into the sets B
j = B(ζ, 2−jd(ζ, ξ)/4) for j ≥ 1. Then we
decompose the integral over B1 into the integrals over B
j+1 \ Bj . In each of
these integrals de use that d(z, ζ) ≥ 2j−2d(ζ, ξ) and apply proposition 20 to
each of them, we get that our integral is bounded by d(ζ, E)δp multiplied by a
finite sum, and so we are done.
To bound the integral over S1 \ B1, we use that d(tz, ξ) ≥ d(z, ζ), and thus
what we have to bound is:
d(ζ, ξ)2λ
µ[ζ, ξ]2
∫
S
d(z, E)−δp
∫ 1
0
(1− t)(ℓ−β−δ)p−1d(tz, E)(A+3δ)p−2υ
d(ζ, tz)(ℓ−ω(γ)+δ)pd(ζ, z)Ap−2υ+2λ
dt dσ(z).
Now proceeding as before, but using the descomposition of S1 \B1 into Bj with
j < 0, we obtain again the same bound.
It remains to see that E(f) interpolates f . It is shown in essentially the same
way as in lemma 17, we will only sketch the differences.
We first observe that Dγf(z) can be written as
DγE(f)(z) =
∑
ω(X′)+ω(X′′)=ω(X)
∫
E
X′(n(z, y))X′′(Tαy f)(z) dµ(y).
In this sum, the only term with ω(X′) = 0 has X′′ = Dγ and X′ = Id. All
the other terms have ω(X′) > 0, whence
∫
E
X′(n(z, ·))dµ = 0. This allows
us to add to these terms anything not depending on y. Thus the difference
DγE(f)(z)− fγ(ζ) can be expressed as∫
E
n0(z, y)
[
DγTαy f(z)− fγ(ζ)
]
dµ(y) (35)
plus terms of the form∫
E
X′(n0(z, y))X
′′(Tαy f(z)− Tαx f(z))dµ(y) (36)
for any x ∈ E for which Tαx f is well defined.
To bound the terms in 36 we develop Tαx f(·) at the point y. As it is a
polynomial in z of degree ≤ 2α, two kinds of terms arise: those with weight less
than α and those with weight greater than α. The terms with weight less than
α are handled in the same way as in lemma 17.
The terms with weight greater than α have the formDa(Tαx f)(y)X
′′(w(y, z)a),
with ω(a) > α. Using 13 and that |X(w(y, z)a)| ≤ d(y, z)ω(a)−ω(X), we see that
these are bounded by sums of d(z, E)ω(a)−ω(X)|fb(x)|, with ω(b) < α. Then we
integrate it with respect to d(z, x)−qdµ(x) and divide it by hq(z) (we must do
it, as we did the same for the terms with weight less than α), and finish as in
the proof of lemma 15.
It remains to bound 35. We first observe that fγ(ζ) = D
γ(Tαζ f)(ζ). More-
over, for those ζ for which Tαζ f is well defined, D
γ(Tαζ f)(·) is a polynomial,
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so |Dγ(Tαζ f)(z)−Dγ(Tαζ f)(ζ)| is bounded by d(z, ζ)h(ζ), for some h ∈ Lp(µ).
Hence it is enough to bound∫
E
n0(z, y)D
γ(Tαζ f − Tαy f)(ζ)dµ(y).
As before, we develop Tαζ f(·) at the point y. Then two kinds of terms arise: the
first terms can be reagrupated in∫
E
n0(z, y)∆a(ζ, y)D
γ(w(y, z)a)dµ(y),
with ω(a) < α, and then spare terms like∫
E
n(z, y)∆a(ζ, y)D
γ(w(y, z)a)dµ(y),
with ω(a) > α. The former term is dealt with as in the proof of lemma 17.
The latter terms are easily bounded by sums of |fb(ζ)|d(z, ζ)ω(α)−ω(X), thereby
approaching 0 when d(z, ζ)→ 0. ♣
References
[B-O,86] Joaquim Bruna and Joaquim M. Ortega, Interpolation by holo-
morphic functions smooth up to the boundary in the unit ball of
Cn, Math. Ann. 274 (1986), 527-575.
[B-O,91] Joaquim Bruna and Joaquim M. Ortega, Traces on curves of So-
volev spaces of holomorphic functions, Arkiv fo¨r Matematik 29
(1991), no.1, 25-49.
[B-G,98] Per Bylund i Jaume Gudayol, On the existence of doubling mea-
sures with certain regularity properties, preprint.
[Cas,90] Carme Cascante, Interpolation sets for Lipschitz functions on
curves of the unit sphere, Illinois journal of mathematics, 34
(1990), n. 3, 665-691.
[F-S,82] G. B. Folland and E. M. Stein, Hardy spaces on homogeneous
groups, Mathematical notes 28, Princeton University Press, New
Jersey, 1982.
[Gud,97] Jaume Gudayol, Boundary behaviour of functions in Hardy-
Sobolev spaces, Doctoral dissertation, Universitat de Barcelona,
1997.
[Jon,94] Alf Jonsson, Besov spaces on closed subsets of Rn, Transactions
of the AMS 41 (1994), no. 1, 355-370.
27
[J-W,84] Alf Jonsson and Hans Wallin, Function spaces on subsets of Rn,
Mathematical Reports, Vol. 2, part 1, Harwood Academic Pub-
lishers, Chur, 1984.
[Lar,67] D.G. Larman, A new theory of dimension, Proc. London Math.
Soc. (3rd series) 17 (1967), 178-192.
[Nag,76] Alexander Nagel, Smooth zero sets and interpolation sets for some
algebras of holomorphic functions on strictly pseudoconvex do-
mains, Duke Mathematical Journal 43 (1976), no. 2, 323-348.
[V-K,88] A.L. Vol’berg and S.V. Konyagin, On measures with the doubling
condition, Math. USSR Izvestiya 30 (1988), 629-638.
28
