Abstract. For self-adjoint Hankel operators of finite rank, we find an explicit formula for the total multiplicity of their negative and positive spectra. We also show that very strong perturbations, for example, a perturbation by the Carleman operator, do not change the total number of negative eigenvalues of finite rank Hankel operators.
Introduction. Main results

Hankel operators can be defined as integral operators (Hf )(t) =
∞ 0 h(t + s)f (s)ds (1.1) in the space L 2 (R + ) with kernels h that depend on the sum of variables only. Of course H is symmetric if h(t) = h(t).
Integral kernels of self-adjoint Hankel operators H of finite rank are given (this is the Kronecker theorem -see, e.g., Sections 1.3 and 1.8 of the book [6] ) by the formula h(t) = For a self-adjoint operator A, we denote by N + (A) (by N − (A)) the total mutiplicity of its strictly positive (negative) spectrum. Our main result is formulated as follows. Theorem 1.1. Let H be the self-adjoint Hankel operator of finite rank with kernel h(t) given by formula (1.2) where P m (t) are polynomials of degree K m , and let the numbers N (m) ± be defined by formula (1.4) . Then the total numbers N ± (H) of (strictly) positive and negative eigenvalues of the operator H are given by the formula
(1.5) Formula (1.5) shows that every pair of complex conjugate terms P m (t)e −αmt + P m (t)e −ᾱmt , m = M 0 + 1, . . . , M 0 + M 1 , (1.6) in representation (1.2) of h(t) yields K m +1 positive and K m +1 negative eigenvalues. In view of (1.4) the contribution of every real term P m (t)e −αmt also consists of the equal numbers (K m +1)/2 of positive and negative eigenvalues if the degree K m of P m (t) is odd. If K m is even, then there is one extra positive (negative) eigenvalue if P (Km) m > 0 (P (Km) m < 0). In particular, in the question considered, there is no "interference" between different real terms P m (t)e −αmt , m = 1, . . . , M 0 , and pairs (1.6).
According to (1.5) the operator H cannot be sign-definite if M 1 > 0. Moreover, according to (1.4) the operator H cannot be sign-definite if K m > 0 at least for one m = 1, . . . , M 0 . Therefore we have the following result. Let us recall the paper [4] by A. V. Megretskii, V. V. Peller, and S. R. Treil. In the particular case of finite rank Hankel operators H, it follows from the results of [4] that the spectra of H are characterized by the condition that the multiplicities of eigenvalues λ and −λ do not differ by more than 1. Compared to Theorem 1.1, this result is of a completely different nature.
1.2.
The result of Theorem 1.1 turns out to be stable under a large class of perturbations of finite rank Hankel operators. As an example, we consider the sum H = H 0 + V of the Carleman operator H 0 , that is, of the Hankel operator with kernel h 0 (t) = t −1 , and of a finite rank Hankel operator V . Recall that the Carleman operator has the absolutely continuous spectrum [0, π] of multiplicity 2. We obtain the following result. Theorem 1.3. Let H 0 be the Hankel operator with kernel h 0 (t) = t −1 . If V is a Hankel operator of finite rank and H = H 0 + V , then
In particular, H ≥ 0 if and only if V ≥ 0. The inequality N − (H) ≤ N − (V ) is of course obvious because H 0 ≥ 0. On the contrary, the opposite inequality N − (H) ≥ N − (V ) looks surprising because the Carleman operator is "much stronger" than V ; it is not even compact. Nevertheless its adding does not change the total number of negative eigenvalues.
It is natural to compare (this point of view goes back to J. S. Howland [2] ) Hankel operators H with "perturbed" kernels h(t) = t −1 + v(t) to Schrödinger operators D 2 + V(x). The assumption that v(t) decays sufficiently rapidly as t → ∞ and is not too singular as t → 0 corresponds to a sufficiently rapid decay of a potential V(x) as |x| → ∞. As shown in [9] , the results on the discrete spectrum of the operator H lying above its essential spectrum [0, π] are close in spirit to the results on the discrete (negative) spectrum of the Schrödinger operator D 2 + V(x). On the contrary, according to Theorem 1.3 the results on the negative spectrum of Hankel operators are drastically different from those for the Schrödinger operators.
1.3. Our proofs of Theorems 1.1 and 1.3 rely on the approach suggested in [10] . It is shown in [10] that a Hankel operator H has the same numbers of negative and positive eigenvalues as an operator S of multiplication by some function s(x). In particular, ±H ≥ 0 if and only if ±S ≥ 0. Therefore we use the term "signfunction" for s(x). In specific examples functions s(x) may be of a quite different nature. For instance, for finite rank Hankel operators, s(x) is a distribution which is an explicit combination of delta functions and their derivatives. This allows us to calculate the total numbers of negative and positive eigenvalues of such operators and thus prove Theorem 1.1.
As far as Theorem 1.3 is concerned, we note that the sign-function of the Carleman operator equals 1. Its support is essentially disjoint from supports of the sign-functions of finite rank Hankel operators V . Very loosely speaking, it means that the operators H 0 and V "live in orthogonal subspaces", and hence the positive operator H 0 does not affect the negative spectrum of H = H 0 + V .
We note that since the sign-function is, in general, a distribution, S need not be defined as an operator. Therefore we work with quadratic forms which is both more general and more convenient.
Roughly speaking, the approach of [10] can be described as follows. Let S be the formal operator of multiplication by the function s(x). Then the identity
holds with some invertible operator Ξ. It follows that
For finite rank Hankel operators H, the form (Su, u) is determined by values of functions u(x) and their derivatives at some finite number of points. Therefore number (1.8) equals N ± (S) for some Hermitian matrix S (the sign-matrix of the operator H) constructed in terms of s(x). It turns out that the matrix S has a very special structure which allows us to calculate the number N ± (S) explicitly.
1.4.
Let us briefly describe the structure of the paper. We collect necessary results of [10] in Section 2. Proofs of Theorems 1.1 and 1.3 are given in Section 3. Hankel operators can be standardly realized not only in L 2 (R + ) but also in the Hardy spaces H 2 + (R), H 2 + (T) and in the space of sequences l 2 (Z + ). The interrelations between different representations are discussed in the auxiliary Section 4. This information is used in Section 5 to reformulate Theorems 1.1 and 1.3 in the spaces H 2 + (R), H 2 + (T) and l 2 (Z + ). Finally, in the Appendix we describe the group of automorphisms of the set of Hankel operators in all these spaces as well as in the space L 2 (R + ). Let us introduce some standard notation. We first recall that T is the unit circle in the complex plane and Z + is the set of all nonnegative integers. We denote by Φ,
the Fourier transform. The space Z = Z(R) of test functions is defined as the subset of the Schwartz space S = S(R) which consists of functions ϕ admitting the analytic continuation to entire functions in the complex plane C and satisfying, for all z ∈ C, bounds |ϕ(z)| ≤ C n (1 + |z|) −n e r| Im z| for some r = r(ϕ) > 0 and all n. We recall that the Fourier transform Φ :
The dual classes of distributions (continuous antilinear functionals) are denoted S ′ , C ∞ 0 (R) ′ and Z ′ , respectively. We use the notation ·, · and ·, · for the duality symbols in L 2 (R + ) and L 2 (R), respectively. They are linear in the first argument and antilinear in the second argument.
The Dirac function is standardly denoted δ(·); δ n,m is the Kronecker symbol, i.e., δ n,n = 1 and δ n,m = 0 if n = m. The letter C (sometimes with indices) denotes various positive constants whose precise values are inessential.
The sign-function
Here we briefly discuss necessary results of [10] adapting them to the case of bounded Hankel operators.
2.1.
Let us consider a Hankel operator H defined by equality (1.1) in the space L 2 (R + ). Actually, it is more convenient to work with sesquilinear forms instead of operators. Let us introduce the Laplace convolution
of functionsf 1 and f 2 . Then
where we write ·, · instead of (·, ·) because h may be a distribution. We consider form (2.2) on elements f 1 , f 2 ∈ D where D is defined as follows.
Then U :
and Z ⊂ S, we see that functions f ∈ D and their derivatives satisfy the estimates
for all n and m. Of course, D is dense in the space
belongs to the set Z.
With respect to h, we assume that the distribution
is an element of the space Z ′ . The set of all such h will be denoted
It is shown in [10] that this condition is satisfied for all bounded Hankel operators H. Since Ω ∈ Z, the form
converges for some κ. In this case the corresponding function (2.3) satisfies the condition
and hence θ ∈ S ′ ⊂ Z ′ .
2.2.
Let us now give the definition of the sign-function of a Hankel operator H or of its kernel h(t). Set
We call b(ξ) the b-function of a Hankel operator H (or of its kernel h(t)) and we use the term the sign-function for the Fourier transform
′ and hence its Fourier transform
where Γ(·) is the gamma function. Note that Γ(1 − iξ) −1 = 0 for ξ ∈ R, but according to the Stirling formula it tends exponentially to zero as |ξ| → ∞.
Since Uf ∈ Z, the functions ΦUf ∈ C ∞ 0 (R) and hence g ∈ C ∞ 0 (R). We note that (ΦUf )(ξ) is the Mellin transform of f (t).
The following result was obtained in [10] .
holds.
2.3.
For an arbitrary distribution h ∈ Z ′ + , we have constructed in Theorem 2.1 its sign-function s ∈ Z ′ . It turns out that, conversely, the kernel h(t) can be recovered from its sign-function s(x). Proposition 2.2. Let h ∈ Z ′ + , and let s ∈ Z ′ be its sign-function. Then
As we shall see in the next section, even for kernels (1.2), the corresponding sign-function s(x) is a highly singular distribution. Nevertheless the mapping h(t) ↔ s(x) yields the one-to-one correspondence between the classes Z ′ + and Z ′ . We emphasize that formula (2.9) is understood in the sense of distributions.
2.4.
Suppose now that h(t) = h(t) so that the operator H is self-adjoint. Then the identity (2.8), or equivalently (1.7), implies relation (1.8).
To be more precise, we use the following natural definition. Denote by N ± (s) the maximal dimension of linear sets L ± ⊂ Z such that ±s[u, u] > 0 for all u ∈ L ± , u = 0. We apply the same definition to the form h[f, f ] considered on the set D and observe that
Note that formula (2.7) establishes one-to-one correspondence between the sets D and C ∞ 0 (R). Of course the Fourier transform establishes one-to-one correspondence between the sets C ∞ 0 (R) and Z. Therefore the following assertion is a direct consequence of Theorem 2.1.
In particular, relation (2.10) means that a Hankel operator H is positive (or negative) if and only if the function s(x) is positive (or negative). This justifies the term "sign-function" for s(x). but we do not assume that Im α = 0. Calculating integral (2.5) we see that
where arg α ∈ (−π/2, π/2), and hence function (2.6) equals
Since k is integer, this yields the following result.
and
Let us use the notation ν ℓ,k for the coefficients of the expansion
and set ν 0,0 = 1. Then formulas (3.2) and (3.3) can be rewritten as
Therefore Lemma 3.1 implies the following more general result.
(3.4) where Re α > 0 and
is a polynomial. Set
β = − ln α, and
Observe that distribution (3.8) is positive if and only if Im β = 0, q k = 0 for all k ≥ 1 and q 0 > 0. Therefore the Hankel operator with kernel (3.4), (3.5) cannot be expected to be sign-definite unless α is real and K = 0. Theorem 1.1 provides essentially more advanced results in this direction.
Note that for u ∈ Z
where C ℓ k are the binomial coefficients. This leads to the following result. Lemma 3.3. For the distribution given by formula (3.8), we have
where s j,ℓ = 0 for j + ℓ > K and
for j + ℓ ≤ K; in particular,
It is now convenient to introduce
Definition 3.4. Let a kernel h(t) be given by formulas (3.4), (3.5) , and let q k be coefficients (3.6) . Denote by S the matrix of order K + 1 with the elements s j,ℓ defined in Lemma 3.3. We call S = S(P, α) the sign-matrix of the kernel h(t).
It is only essential for our proof of Theorem 1.1 that the sign-matrix S is skew triangular, that is, s j,ℓ = 0 for j +ℓ > K, and that its elements s j,ℓ = C
in particular, S(P, α) is symmetric if α =ᾱ and P (t) = P (t). Let us define the mapping J K (β) : Z → C K+1 by the relation
Then Lemma 3.3 yields the following assertion.
Proposition 3.5. For a kernel h(t) defined by (3.4), (3.5) , the sign-function is given by the formula
where (·, ·) K+1 is the scalar product in C K+1 .
Formula (3.12) is convenient for real α and P (t). In the complex case, we consider the real kernel
corresponding to two complex conjugate points α andᾱ. It follows from Proposition 3.5 that the corresponding sign-function equals
Let us rewrite this equality in the "matrix" form taking into account relation (3.10).
Proposition 3.6. For a kernel h(t) defined by (3.5), (3.13), the sign-function is given by the formula
Let us now consider kernel (1.2). We can apply Proposition 3.5 to all real terms corresponding to m = 1, . . . , M 0 and Proposition 3.6 to all complex conjugate terms corresponding to pairs m, M 1 + m where m = M 0 + 1, . . . , M 1 . Various objects will be endowed with the index m = 1, . . .
It is convenient to rewrite the above results in the vectorial notation. We set
and introduce the mapping J : Z → C r by the formula
The sign-matrix of kernel (1.2) is defined as the block-diagonal matrix
It follows from Propositions 3.5 and 3.6 that the sign-function of kernel (1.2) is given by the formula
3.2. Below we need the following elementary assertion. We give its proof because similar arguments will be used in subs. 3.4 under less trivial circumstances.
Proof. Choose some m = 1, . . . , M and K ∈ Z + . Let a 0 , a 1 , . . . , a K be any given numbers. It suffices to construct a function ψ ∈ Z such that ψ (l) (β n ) = 0 for all n = m and
and 
where
is a polynomial. Clearly, ψ ∈ Z and ψ has zeros of order K + 1 at all points β n , n = m. It remains to satisfy the conditions ψ (l) (β m ) = a l . In view of (3.21), (3.22) they yield the equations
for the coefficients q j . For l = 0, we find that
Then equation (3.23) determines q l if q 0 , . . . , q l−1 are already found. The corresponding function (3.21) satisfies all necessary conditions.
⊤ is an element of the direct sum (3.15). Let us define the mapping Y : C r → Z by the formula
where ψ k,m are the functions constructed in Lemma 3.7. We apply this definition in the case where β m =β m for m = 1, . . . , M 0 and Lemma 3.8. Let s be the sign-function of kernel (1.2), and let S be the corresponding sign-matrix defined by formula (3.17) . Then
(3.27)
Proof. We proceed from identity (3.18). Consider, for example, the sign " − ". If s, |u| 2 < 0, then (Su, u) r < 0 for u = Ju. This shows that N − (s) ≤ N − (S). Let us prove the opposite inequality. It follows from the identities (3.18) and (3.26) that s, |Yu| 2 = (Su, u) r .
Thus if (Su, u) r < 0, then s, |u| 2 < 0 for u = Yu.
It remains to calculate the numbers
It is quite easy to find N ± (S m ) for m ≥ M 0 + 1.
Lemma 3.9. Under the assumptions of Proposition 3.6 suppose that p K = 0. Then matrix (3.14) has exactly K + 1 positive and K + 1 negative eigenvalues (they are opposite to each other).
Proof. Set S = S(P, α) and recall that Det S = 0. If S * Sf = λ 2 f for some λ > 0, then
Thus we put into correspondence to every eigenvalue λ 2 of the matrix S * S of order K + 1 the eigenvalues λ and −λ of the matrix S of order 2K + 2.
In the case m ≤ M 0 we need some information on skew triangular matrices. We consider Hermitian matrices S of order K + 1 with elements s j,ℓ , j, ℓ = 0, . . . , K, such that s j,ℓ =s ℓ,j . We say that a matrix S is skew triangular if s j,ℓ = 0 for j + ℓ > K. It is easy to see (reasoning, for example, by induction) that
In particular, Det S = 0 if (and only if) all skew diagonal elements are not zeros. Let us first consider skew diagonal matrices. Proof. Let us consider the equation
⊤ this equation is equivalent to the system For applications to Hankel operators, we need the following result.
Lemma 3.11. Let S be a Hermitian skew triangular matrix of order K + 1 such that s j,K−j = 0 for j = 0, . . . , K. If K is odd, then S has (K + 1)/2 positive and (K + 1)/2 negative eigenvalues. If K is even, then S has K/2 + 1 positive and K/2 negative eigenvalues for s K/2,K/2 > 0 and it has K/2 positive and K/2 + 1 negative eigenvalues for s K/2,K/2 < 0.
Proof. According to formula (3.29), Det S depends only on elements s j,ℓ on the skew diagonal where j + ℓ = K. Let us use that eigenvalues of S depend continuously on its matrix elements so that they cannot cross the point zero unless one of skew diagonal elements hits the zero. Let us consider the family of matrices S(ε) where ε ∈ [0, 1] with elements s j,ℓ (ε) = εs j,ℓ for j + ℓ < K and s j,ℓ (ε) = s j,ℓ for j + ℓ ≥ K. Since Det S(ε) = Det S = 0 for ε ∈ [0, 1], all matrices S(ε) and, in particular, S(1) = S and S(0), have the same numbers of positive and negative eigenvalues. So it remains to apply Lemma 3.10 to the matrix S(0).
The following result is a particular case of Lemma 3.11. Lemma 3.12. Let S = S(P, α) be the sign-matrix of kernel (3.4), (3.5) where Im α = 0, P (t) = P (t) and p K = 0. The total numbers N + = N + (S) and N − = N − (S) of strictly positive and negative eigenvalues of the matrix S are given by the equalities
Combined with equality (3.28), Lemmas 3.9 and 3.12 show that
Putting this result together with relations (2.10) and (3.27), we conclude the proof of Theorem 1.1.
3.4.
In this subsection we consider operators H = H 0 + V where H 0 is the Carleman operator (or a more general operator) and V is a finite rank Hankel operator. Various objects related to the operator H 0 will be endowed with the index "0", and objects related to the operator V will be endowed with the index "v". Our goal is get an explicit formula for the total number N − (H) of negative eigenvalues of the operator H. Comparing Theorem 1.1 for the operator V and Theorem 3.13, we can state the following result. Theorem 3.14. Under the assumptions of Theorem 3.13, we have
In particular, H ≥ 0 if and only if V ≥ 0.
Since for the Carleman operator C the sign-function s 0 (x) = 1, Theorem 3.14 applies to H 0 = C and hence implies Theorem 1.3.
The proof of Theorem 3.13 is essentially similar to that of Theorem 1.1. Relation (2.10) remains of course true but instead of (3.18) we now have
Compared to subs. 3.2, we additionally have to consider the first term in the right-hand side of (3.32). Instead of Lemma 3.7, this requires a more special assertion. k,m (β n ; ε) = δ m,n δ k,l for all n = 1, . . . , M and l = 0, . . . , K m . Moreover, these functions satisfy the condition
Proof. Choose some m = 1, . . . , M and K ∈ Z + . Let a 0 , a 1 , . . . , a K be any given numbers. It suffices to construct a function ψ(ε) ∈ Z such that ψ (l) (β n ; ε) = 0 for all n = m and ψ (l) (β m ; ε) = a l where l = 0, . . . , K. We also have to satisfy condition (3.33) for the function ψ(x; ε).
Instead of (3.20) we now set
where, as in Lemma 3.7, ϕ 0 ∈ Z is an arbitrary function such that ϕ 0 (0) = 0 and ω(z) is function (3.19). We again seek the function ψ(ε) in the form
where Q is polynomial (3.22) with the coefficients q j = q j (ε) depending on ε. As before, ψ(ε) ∈ Z and ψ(ε) has zeros of order K + 1 at all points z n for n = m and all ε > 0. The conditions ψ (l) (β m , ε) = a l yield again equations (3.23), but now the coefficients ϕ (l−j) (β m ; ε) depend on ε. Note that ϕ(β m ; ε) = ω(β m )ϕ 0 (0) and according to (3.34)
The coefficient q 0 is again determined by formula (3.24); it does not depend on ε. Solving equations (3.23) successively for q 1 (ε), . . . , q K (ε) and using estimates (3.36) we find that
It follows from (3.22), (3.34) and (3.35) that, for N = (K + 1)(M − 1),
The integrals in the right-hand side are bounded by Cε 2j+1 . In view of (3.37) it follows that this expression is O(ε) as ε → 0.
Let us return to Theorem 3.13. Recall that the sign-function of the operator H is given by equality (3.32). According to Theorem 2.3 and formula We again define the function u(ε) = Y(ε)u by formula (3.25) where ψ k,m (z, ε) are the functions constructed in Lemma 3.15 for sufficiently small ε. Similarly to (3.26), we have JY(ε) = I. Since s 0 ∈ L ∞ (R), it follows from equality (3.32) and estimates (3.33), (3.38) that
Choosing Cε < λ 0 , we see that N − (s) ≥ dim L. This concludes the proof of Theorem 3.13.
3.5.
It follows from Lemma 3.2 that the b-and s-functions of kernel (1.2) are the sums (over m) of terms (3.7) and (3.8), respectively. The coefficients q k,m of the corresponding polynomials Q m (ξ) are constructed by formula (3.6) in terms of the coefficients p k,m of the polynomials P m (t).
It turns out that formulas (3.7) or (3.8) for the b-or s-functions characterize finite rank Hankel operators. Moreover, the coefficients of the polynomials P m (t) are determined by the coefficients of the polynomials Q m (ξ). This follows from the assertion below. defined by formula (3.7) , then there exists the unique polynomial P (t) of degree K such that b(ξ) is the b-function of the kernel h(t) = P (t)e −αt where α = e −β .
Proof. Let us solve equations (3.6) for the coefficients p k where k = K, K − 1, . . . , 0. Recall that ν k,k = (−1) k . Therefore according to equation (3.6) where
and, more generally,
Thus we can successively find all coefficients p K , p K−1 , . . . , p 0 .
Since the functions b(ξ) and s(x) are obtained from each other by the Fourier transform, Lemma 3.16 can be equivalently reformulated in terms of the signfunctions. Of course the reconstructions of h(t) by formula (2.9) and by the method of Lemma 3.16 are consistent with each other.
Finally, we state an equivalent assertion in terms of the sign-matrices S (see Definition 3.4). We recall that the sign-matrix S = S(P, α) of the kernel h(t) defined by (3.4), (3.5) is skew triangular and its matrix elements s j,ℓ = C
As usual, we suppose that p K = 0. Moreover, the matrix S possesses an additional property: the numbers ℓ!j!s ℓ,j =: ρ ℓ+j , ℓ, j = 0, 1, . . . , K, (3.39) depend on the sum ℓ + j only. We also note that the matrix S is symmetric if α =ᾱ and P (t) = P (t).
The following assertion shows that there is one-to-one correspondence between Hankel kernels h(t) = P (t)e −αt and such matrices.
Lemma 3.17. Let elements s ℓ,j of a skew triangular matrix S of order K + 1 satisfy condition (3.39). Then, for every α with Re α > 0, there exists the unique polynomial P (t) of degree K such that S = S(P, α) is the sign-matrix of the kernel h(t) = P (t)e −αt .
Proof. Comparing relations (3.9) and (3.39), we see that q k = (−1)
Thus it remains to use Lemma 3.16.
Various representations of Hankel operators
Hankel operators can be realized in various spaces. We distinguish four representations: in the spaces H [1] . In this text we describe bounded Hankel operators in terms of their quadratic forms. Our presentation seems to be somewhat different from those in the books [6, 7] . In the space l 2 (Z + ) of sequences ξ = (ξ 0 , ξ 1 , . . .), a Hankel operator G is defined via its quadratic form
It is first considered on vectors ξ with only a finite number of non-zero components, and it is supposed that ∞ n,m=0
Then there exists a bounded operator G such that relation (4.3) holds. We note that condition (4.4) directly implies that κ = (κ 0 , κ 1 , . . .) ∈ l 2 (Z + ). Indeed, passing from the quadratic form for ξ to the sesquilinear form for ξ, η and choosing η = (1, 0, 0, . . .) , we see that
Finally in the space L 2 (R + ), a Hankel operator H is defined via its quadratic form
then there exists a bounded operator H such that relation (4.5) holds. It is easy to see that Hankel operators G, H, G and H are self-adjoint if
respectively.
Let us establish one-to-one correspondences between the representations of Hankel operators in the spaces
. Let us introduce the notation A(H) for the linear set of all bounded Hankel operators acting in one of these four Hilbert spaces H. It is easy to see that H * ∈ A(H) together with H and that A(H) is a closed set in the weak operator topology.
Recall that the function
determines a conformal mapping z → ζ of the upper half-plane onto the unit disc. The unitary operator U : H 2 + (T) → H 2 + (R) corresponding to this mapping is defined by the equality
Making the change of variables (4.7) in (4.1), we see that
) if the symbols ω of G and ϕ of H are linked by the formula
The unitary mapping F :
corresponds to expanding a function in the Fourier series:
Conversely, for a sequence ξ = {ξ n }, we have
Substituting this expansion into (4.1), we see that
κ n+m ξ mξn (4.10)
, then expression (4.10) satisfies estimate (4.4), and hence the operator G defined by relation (4.3) is bounded. Thus the inclusion G ∈ A(H 2 + (T)) implies that G = F GF * ∈ A(l 2 (Z + )). Conversely, according to the Nehari theorem (see the original paper [5] , or the books [6] , Chapter 1, §1 or [7] , Chapter 1, §2) under assumption (4.4) there exists a function ω ∈ L ∞ (T) such that equalities (4.11) hold. Hence the operator G defined by relation (4.10) satisfies also (4.1). Thus for every
) are equivalent, we need the continuous version of the Nehari theorem. We give only its brief proof referring to subs. 3.2 of [10] for details. where H is the Hankel operator in the space H 2 + (R) with symbol ϕ. Proof. Let (4.12) hold true. Passing to the Fourier transforms, we see that
where w * (λ) = w(−λ). Under assumption (4.12) the right-hand sides here and in (4.2) coincide, and estimate (4.6) is true if ϕ ∈ L ∞ (R). Equality (4.14) implies (4.13).
Conversely, let (4.6) be satisfied so that there exists a bounded operator H satisfying relation (4.5). Define the shift
* H for all τ ≥ 0. It follows that HΣ = Σ * H where Finally, we note that the representations in the spaces l 2 (Z + ) and L 2 (R + ) can be directly connected by the unitary operator L constructed in terms of the Laguerre functions. But we not need this construction here.
The relations between different representations can be summarized by the following diagrams:
Of course, the unitary transformations F , U, Φ and L realizing isomorphisms in (4.17) are not unique. We can compose each of them with an automorphism of the corresponding set of Hankel operators A(H). The group G(H) of automorphisms of the set A(H) will be described in the Appendix. We proceed from relations between various representations described in Section 4. Now we have to specify diagrams (4.18) for finite rank Hankel operators.
5.1.
Originally, the Kronecker theorem was formulated in the space l 2 (Z + ) (see the paper [3] or the book [6] , Theorem 3.1 in Chapter 1). It states that, for a Hankel operator G of rank r determined by the sequence κ n , the function
is rational, i.e., ω(ζ) = P(ζ)Q(ζ) −1 where P(ζ) and Q(ζ) are polynomials of degrees deg P ≤ r − 1 and deg Q ≤ r. Since ω ∈ H 2 + (T), its poles lie outside of the unit disc. It follows that for some numbers γ m ∈ C and K m ∈ Z + , m = 2, . . . , M, function (5.1) admits the representation
2) where all R m (ζ) are polynomials and deg R m ≤ K m for m ≥ 2. Note that
If G is a finite rank Hankel operator in the space H 2 + (T), then we can apply the Kronecker theorem to the operator G = F GF * acting in l 2 (Z + ). Hence a symbol ω(ζ) of G can be chosen in the form (5.2).
Similarly, a symbol ϕ(z) of a finite rank Hankel operator H in the space H 2 + (R) can be chosen in the form 
the operator H = ΦHΦ * acts by formula (1.1) and has kernel (1.2) where P m (t) is a polynomial of degree K m and
Thus, as stated in the Introduction, all finite rank Hankel operators in the space L 2 (R + ) are given by formulas (1.1), (1.2). Finally, for a finite rank Hankel operator G in the space l 2 (Z + ), the operator G = F * GF has symbol (5.2). Expanding this function into the Fourier series and using relation (4.11), we find that 6) where τ n = 0 for n ≥ K 1 + 1 and T m are polynomials of degree K m . We note that q m = γ −1 m and
Let us now consider the self-adjoint case. If G = G * and the sum in (5.2) contains a term with γ m , then necessarily it also contains the term withγ m . We suppose that Im γ m = 0 for m = 2, . . . , M 0 and Im
Similarly, if H = H * and the sum in (5.3) contains a term with α m , then necessarily it also contains the term withᾱ m . We again suppose that Im α m = 0 for m = 1, . . . , M 0 and Im
Finally, if G = G * , then necessarily τ n =τ n and if the sum in (5.6) contains a term T m (n)q Then the total numbers N ± (H) of (strictly) positive and negative eigenvalues of the operator H are given by the formula (1.5).
In particular (cf. Corollary 1.2), H ≥ 0 (H ≤ 0) if and only if all poles of its symbol lie on the imaginary axis, are simple, the real parts of the residues are equal to zero and their imaginary parts are positive (negative).
Note also that according to (4.12) the symbol of the Carleman operator can be chosen as ϕ 0 (λ) = πi sgn λ. Therefore the next result is a direct consequence of Theorem 1.3. 
Then the total numbers N ± (G) of (strictly) positive and negative eigenvalues of the operator G are given by the formula (1.5) (if R 1 (ζ) = 0, then the first sum in (1.5) starts with m = 2).
In particular (cf. Finally, we use the one-to-one correspondence between Hankel operators with symbols (5.2) and with matrix elements (5.6) and, in particular, equalities (5.7). Therefore the following result is equivalent to Theorem 5.3. 
Then the total numbers N ± (G) of (strictly) positive and negative eigenvalues of the operator G are given by the formula (1.5) (if τ n = 0 for all n ≥ 0, then the first sum in (1.5) starts with m = 2).
In particular (cf. Corollary 1. n + κ n where the numbers κ n are defined by formula (5.6). Then the total number N − (G) of its negative eigenvalues is given by formula (1.5).
Theorem A.2. Let H α be the Hankel operator in the space H 2 + (R) with symbol ϕ α (λ) = 2α(α − iλ) −1 . Suppose that an operator U is unitary and UH α U * ∈ A(H 2 + (R)) for all α > 0. Then either U = θD ρ or U = θD ρ I I I for some θ ∈ T and ρ > 0.
Proof. Set U = ΦUΦ * and H α = ΦH α Φ * . It follows from formula (4.12) that H α is the Hankel operator in the space L 2 (R + ) with kernel h α (t) = 2αe −αt , that is, H α f = (f, ψ α )ψ α where ψ α (t) = √ 2αe −αt . (A.2) By our assumption, the operator UH α U * ∈ A(L 2 (R + )). It has rank one, and its non-zero eigenvalue equals 1. By the Kronecker theorem, all rank one Hankel operators have kernels pe −βt for some p, β ∈ C with Re β > 0. They are selfadjoint and have the eigenvalue 1 if and only if β > 0 and p = √ 2β. Therefore This operator is self-adjoint and bounded in the space L 2 (R + ). It has purely absolutely continuous spectrum (see, e.g., [8] ). Therefore its range is dense in L 2 (R + ).
A.2. Let us now describe the group G(H) in other representations of the space H. In view of Theorem A.1, to that end we only have to calculate the operators ) andω(µ) = ω(−µ).
The operator D ρ is again the dilation, (D ρ f )(t) = ρ −1/2 f (ρ −1 t), and for a Hankel operator H with kernel h(t), the operator D ρ HD * ρ has kernel h ρ (t) = h(ρ −1 t). Apparently there is no simple formula for the operator I. It follows from (A.7) that (J ξ) n = (−1) n ξ n , and for a Hankel operator G with matrix elements κ n , the operator J GJ * has matrix elements (−1) n κ n . On the contrary, there seems to be no direct expression for the operators W ρ .
