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Abstract 
 
Cross-Layer Design (CLD) is a new paradigm 
that allows the optimization of communication 
network architectures across the traditional 
layer boundaries, but does not imply a change 
of the present layered architecture. 
 
Cross-Layer optimization is used in 
multi media application this is also used in run 
this type of applications parallel so that 
network resources are shared. Cross-layer 
optimization usually improves network 
capacity and increases the number of users 
being served.  
 
Keywords:  Cross Layer, 4G, Resource 
Sharing, Network, Optimization, Network 
Capacity, Quality of Service, Wireless Video 
Streaming. 
 
 
1.  Introduction 
 
Next-generation wireless networks that are 4G 
will have to support complex and resource-
demanding  applications, such as 
videoconferencing, 3D navigation and 
interactive gaming. Network  operators will 
face the challenge of allocating the wireless 
medium efficiently to increase  network 
capacity and provide services at the highest 
quality level to the largest possible number of 
users. 
 
  To support all this things the 4G networks 
should dynamically adapt their configuration 
to the behavior of the environment. Within the  
 
 
 
environment, both the application context and 
the wireless channel conditions are addressed. 
Dynamic adaptation requires a timely 
exchange of information  across layers and a 
periodic reconfiguration of protocol layer 
parameters during network operation. 
 
The layering paradigm has been 
commonly used to design network 
architectures because: 
 
1)  It applies the principle of separation 
of concerns and simplifies the design 
task. 
 
2)  It  favors  modularity and allows 
replacing individual layers without 
changing the whole stack. 
 
To overcome the drawbacks of purely 
layered architectures, a new paradigm called 
Cross-  Layer  Design (CLD) has been 
described in this paper. CLD takes into 
account the dependencies and the interactions 
among layers and allows optimization across 
their boundaries. A common  misconception 
about CLD is that it consists of designing 
networks without layers. Layering  is just an 
artifact  that allows simplifying the network 
design and management tasks. Within 
architecture  with identifiable layers of 
abstractions, CLD allows the joint 
optimization of  the parameters of multiple 
layers. Therefore, CLD should not be viewed 
as an alternative to the layering paradigm, but 
rather as a complement. Layering and cross-
layer optimization are tools that can be used 
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networks. 
 
CLD has been applied mainly at the 
functional level to jointly optimize parameters 
of multiple layers. this prevents the network 
from quickly adapting to the changes of the 
environment.  If multiple users share the 
physical medium, multi-user diversity gain can 
be achieved by allocating the channel 
resources  to the users having a higher 
probability of successful transmission. 
Consider a including several mobile users and 
a base station as illustrated in Figure 1. The 
base-station scheduler dynamically allocates 
time slots to the users, taking into account the 
state of the channel for each user 
 
 
 
 
 
Figure 1: Multi-user channel scheduling 
 
 
 
2. Cross - Layer Functional  
     Architecture  
     
A Cross-Layer Architecture (CLA) includes 
multiple protocol layers and a Cross-Layer 
Optimizer (CLO). The CLO jointly optimizes 
multiple protocol layers of a network, taking 
abstractions of their predicted state and finding 
optimal values of their parameters. Figure 2: 
visualizes the components of a CLA. 
 
Cross-layer optimization mainly consists 
of three steps: 
 
1)  Layer Abstraction, in which an 
abstraction of the predicted state of 
the layers is computed. 
 
 
 
Figure 2: Cross-layer architecture 
 
2)  Optimization, in which the values of 
the layer parameters that optimize a 
specific objective function are found. 
 
3)  Layer Reconfiguration, in which the 
optimal values of the parameters are 
distributed to the  corresponding 
layers. 
 
In CLO some layer parameters can be set 
directly by the CLO, others cannot be set 
directly, but  change after other parameters 
have been set. Protocol layer parameters can 
be classified as follows: 
 
  Directly Tuneable (DT) parameters. 
These can be set directly by the CLO. 
Example: timeslot assignment in a 
TDMA system or carrier assignment 
in an OFDM system. 
 
  Indirectly Tuneable (IT) parameters. 
These cannot be set directly by the 
CLO, but may change after the DT 
parameters have been set. Example: 
bit-error rate that depends on the type 
of coding and the modulation scheme 
adopted. 
  Descriptive (D) parameters. These 
can be read by the CLO, but not 
tuned. Example: frame rate or picture 
size in streaming video applications, 
which are set at encoding time. 
 
  Abstracted (A) parameters. These are 
abstractions of descriptive 
parameters. Example: frame-loss 
probabilities that are derived from the 
channel state transition probabilities 
of the Gilbert–Elliott model. 
 
Layer parameters can also be classified along 
another dimension, with respect to the 
interaction among the network layers. 
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properties of a network layer 
providing a service. 
 
  Requirement (R) parameters define 
the properties that a network layer is 
required to have. 
 
3. Implementing Cross - Layer  
    Optimization 
 
Cross-layer optimization improves  network 
performance and adaptiveness  but may also 
introduce additional implementation cost 
compared to a pure layered architecture. There 
are three main types of cost due to CLD: 
 
  Computational cost. CLO ‘s exploring 
the value assignments of a large set of 
parameters  and evaluating a complex 
objective function require high 
computational  power and may 
introduce significant processing 
delay. Parameter abstraction 
contributes to handle complexity but 
may also decrease the optimality of 
the derived configuration. Another 
strategy to reduce computational cost 
is to implement the optimizer as a set 
of components that operate 
concurrently and possibly execute on 
different resources. 
 
  Communication cost. CLOs use 
network parameters that are available 
at distributed network locations. 
Gathering these parameters can result 
in large bandwidth overhead. 
 
  Reconfiguration and management 
cost.  Layered architectures are 
structured as a stack of layers, each 
defined in isolation and separated 
from the other layers by well-defined 
interfaces. Cross-layer architectures 
are less modular and therefore more 
difficult to manage or reconfigure if 
something is to be changed. This type 
of cost is not easy to quantify; 
however,  it can be limited by also 
defining interfaces between the 
traditional layers and the cross-layer 
optimizers. 
 
The implementation of a CLA can  be either 
centralized or distributed: 
 
  Centralized. The CLO is a centralized 
unit that gathers all the relevant 
parameters from the network layers, 
performs the optimization and 
distributes the selected values of the 
parameters to the corresponding 
layers  as shown in Figure 3. 
Centralized implementations are often 
too expensive and inefficient to 
realize for several reasons. First, 
gathering network parameters from 
distributed locations can take time 
and delay the optimization process. 
Second, layer parameters vary at 
rather different rates and therefore 
optimizing all the parameters for the 
worst case may be rather inefficient. 
Third, computing the objective 
function for a large number of 
parameters at the same time may be 
too expensive. 
 
 
 
Figure 3: Distributed CLO implementation 
 
  Distributed. The CLO consists of a set 
of components distributed across 
network layers (vertical distribution) 
or nodes (horizontal distribution). 
Each component performs a local 
optimization over a subset of the 
parameters of the global optimization 
problem, but should cooperate with 
the other components to achieve the 
global network optimization 
objective. The implementation shown 
in Figure 4 is based on a distributed 
optimizer, whose components belong 
to multiple layers and nodes. 
Vertically distributed 
implementations have a hierarchical 
structure, in which CLO components 
placed at different layers operate at 
different rates and optimize local 
parameters using abstracted 
representations of the capabilities of 
the lower layers and of the 
requirements of the upper layers. As a 
result, a vertically distributed CLO 
implementation resembles a layered 
architecture. 
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Figure 4: Distributed CLO implementation 
 
The components of a cross-layer 
optimization vertically distributed over  two 
layers for channel scheduling  in a multi-user 
video streaming scenario is shown in the figure 
5. The optimization  in the upper layer is 
repeatedly performed at the beginning of every 
Group of Pictures (GOP). The optimizer in the 
upper layer selects the number of slots that are 
assigned to each user and the video source rate, 
based on information provided by the lower 
layer on the available channel rate during the 
next GOP period (long-term channel 
prediction). 
 
 
 
Figure 5: Multi-layer optimization: channel scheduling 
 
The selected number of slots is then 
passed as a requirement to the optimizer in the 
lower layer that assigns specific time slots and 
carriers and selects the modulation scheme. 
The optimization in the lower layer is based on 
short-term channel prediction and therefore is 
executed at a higher rate. 
 
4. Cross - Layer Optimization Of  
    Video Streaming Systems 
 
Delivery of high quality video over the 
wireless medium requires networks that have 
sufficiently large bandwidth and can adapt to 
the dynamic variations of the application 
requirements  and of the physical medium 
capabilities. 
 
Requirements of video streaming 
applications are rather variable over time. 
Video data  rates vary as a result of the 
dynamic nature of the captured scene and the 
encoding policy  adopted. A video stream is 
usually encoded as a sequence of groups of 
consecutive frames,  called Group of Pictures 
(GOP). In a GOP the first frame is an I-frame 
and is encoded independently  of the other 
frames. The remaining frames (P-frames, B-
frames) are differentially encoded with respect 
to other frames in the same GOP. A frame can 
be successfully decoded at the receiver if all 
the frames in the GOP on which it depends 
have been correctly received and decoded. 
 
 
The distortion at the receiver varies 
depending on which frame is lost. For 
example, the loss of an I-frame results in 
higher distortion than the loss a P-  or a B-
frame.  Therefore, to optimize wireless video 
streaming delivery, a network should allocate 
resources  taking into account application 
parameters such as the relative importance of 
the packets and the resulting distortion if any 
packet is lost. At the same time, the application 
layer should  adapt to the time-varying 
characteristics of the channel, for example by 
dynamically selecting  the rate at the video 
server that best matches the current 
transmission capabilities. 
 
 
Cross-layer optimization allows fast 
and effective adaptation of a wireless video 
streaming system. It can be used to optimize 
individual layers, using knowledge of 
parameters from other layers. For example, on 
the basis of predictions of the state of the 
channels for all the  users, together with 
knowledge of the type of frame carried by each 
packet at any time, the  transmission of the 
most important frames can be scheduled for 
transmission over the channels having the best 
transmission capabilities. 
 
 
Cross-layer optimization is even more 
effective when used to jointly optimize 
parameters of multiple layers. For example, 
selecting the rate  of the video stream at the 
server while allocating the channel resources, 
instead of just taking  the rate as a given 
parameter, adds another degree of freedom to 
the optimization. 
K Ravi,Dr.Mohammed Ali Hussain,R.Tirupathi Int. J. Comp. Tech. Appl., Vol 2 (3), 475-484
478
ISSN:2229-60935. Wireless Video Streaming Cross –  
     Layer Architecture 
 
Let us consider an application scenario in 
which a base station delivers streaming videos 
to  K  mobile users located in its cell. where 
CLA is the application, datalink and physical 
layers are jointly optimized. Cross-layer 
optimization is applied to all  the users 
simultaneously to allocate resources and take 
advantage of multi-user diversity.  
 
The cross-layer optimization cycle 
works as follows: 
 
First, the CLO takes an abstraction of 
the parameters of the layers. The physical and 
data link layers are abstracted on the basis of 
the transition probabilities of  a two-state 
Gilbert–Elliott model. The application layer is 
abstracted on the basis of a Rate-Distortion 
Profile that includes the size of the frames and 
the expected distortion at the receiver for each 
type of frame loss. 
 
 
 
Figure 6: Video streaming cross-layer architecture 
 
After the process of abstraction, the 
CLO optimizes the system by selecting the 
optimal values of the video source rate 
(application layer), the  time slot allocation 
(datalink layer) and the modulation scheme 
(physical layer). 
 
Peak Signal-to-Noise Ratio (PSNR) is a 
quantitative parameter that closely represents 
user-perceived video quality and is therefore 
selected as a metric for the optimization of 
video  streaming delivery systems. The CLO 
maximizes the user-perceived video quality 
measured in terms of the expected PSNR at the 
receiver. The objective function can be defined 
in several ways, for example in terms of the 
PSNR of specific users (perhaps the user in the 
cell that experiences the worst video quality) 
or in terms of the average PSNR among all the 
users in the cell. Once the CLO has selected 
the optimal values of the parameters, it 
distributes them to all the individual layers that 
are responsible for translating them back into 
actual modes of operation. 
 
5.1 Abstracting Layer Parameters 
 
The CLO uses abstractions of the application, 
the data link and the physical layers. The 
application layer is abstracted by the Rate-
Distortion profile which describes the effect of 
the variations of channel quality on the user-
perceived video quality. The Rate-Distortion 
profile is composed of: 
 
  The Rate Vector, which consists of 
the size of every frame in the GOP 
 
  The Distortion Matrix, which 
describes the distortion at the receiver 
(expressed in Mean Square Error) for 
each frame loss, assuming that the 
receiver displays the most recent 
decoded frame instead of the lost 
frame. The Distortion Matrix is 
computed at encoding time, stored in 
the streaming server and sent to the 
CLO along with the video stream. 
 
Each line is labelled with the most recent 
decoded frame displayed instead of the lost 
frame; R  indicates the last decoded frame of 
the previous GOP; the matrix elements show 
the Distortion D  when the frame at the 
respective position (given as a subscript) is lost 
and the most recent decoded frame (given as a 
superscript) is displayed. 
 
The physical layer is abstracted using the 
Gilbert–Elliot (GE) model, which models the 
dynamics of the packet-error behaviour of a 
wireless channel with two states: G (good) and 
B (bad). In the good state, packets are assumed 
to be received correctly and in a timely 
manner, while in the bad state packets are 
assumed to be lost. This model is described by 
the  transition probabilities p  from state G to 
state B and q from state B to G. 
 
The transition probabilities (p  and  q) 
describing the channel of each user are 
computed in terms of: 
 
1)  Transmission data rate,  
 
2)  Transmission packet error rate,  
 
3)  Data packet size, and  
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A more abstract representation of the 
physical layer can be derived from the GE 
model as follows. Assume that a GOP consists 
of 15 frames and each frame is transmitted 
only once. The frame losses can be classified 
into 16 different patterns. Pattern 1 represents 
the case  where at least one packet in the I-
frame is lost and therefore the I-frame cannot 
be decoded  at the receiver. Because of the 
frame dependencies, none of the frames in the 
current GOP can be decoded and they will be 
replaced by the last decoded frame from the 
previous GOP.  Pattern 2 represents the case 
where all the packets in the I-frame are 
received correctly but  at least one packet in 
frame  P1 is lost. The other cases can be 
derived in a similar way. Pattern 16 represents 
the case without any packet loss. 
 
Given the transition probabilities (p and q) 
of the GE model, the probability of each frame 
loss pattern pi is given by: 
 
p1 = 1 - PG ( 1 – p ) 
(n
1 
- 1 ) 
 
where  PG  denotes the steady-state 
probability of being in the good state and ni  
denotes the number of  packets in the i
th frame 
determined from the rate vector and the packet 
size. 
 
The frame-loss pattern probabilities in 
equation (6.1) have been derived assuming that 
each frame is transmitted only once. However, 
when the transmission rate allocated to a user 
is larger than the video source rate, the most 
important frames can be transmitted multiple 
times to reduce the frame-loss probability. In 
the case of repeated transmissions, when at 
least one of the copies of a packet is received 
correctly, the packet is considered to have been 
successfully received. When the transmission 
rate is not sufficient to allow retransmission of 
all the packets, only the most important ones 
are retransmitted until the available 
transmission data rate has been used. 
 
5.2 Optimization 
 
At the beginning of each GOP the CLO selects 
the values of the parameters of the application, 
datalink and physical layers that maximize the 
video quality perceived by the users.  This 
requires the CLO to evaluate for each user and 
for each parameter selection the expected 
video quality at the receiver in terms of the 
PSNR, which can be obtained in two 
alternative ways: 
 
  Computing the expected 
reconstruction quality at the receiver 
using the rate-distortion-side 
information. As the frame-loss pattern 
probability  pi  and the resulting 
reconstruction distortion Di  are 
known for each loss pattern, the 
expected reconstruction distortion 
Dexp is given by: 
 D exp = ∑ pi Di. 
 
  Computing the Expected Number of 
Decodable Frames (ENDEF) without 
rate-distortionside information. This 
approximation of the expected PSNR 
is less accurate and therefore results 
in a less optimal configuration. 
 
 
5.3 Performance and Cost Analysis 
 
Let us consider a scenario where three users 
watch the typical test videos, Mother & 
Daughter (MD), Carphone (CP) and Foreman 
(FM), that are delivered from a streaming 
server located  at the base station. All three 
videos are in QCIF resolution (176 × 144) with 
a rate of 30  frames/s. The videos are pre-
encoded using MPEG-4 at two different target 
source rates of 100 kbps and 200 kbps. Each 
GOP has 15 frames, including one I-frame and 
14 P-frames. The total transmission capacity of 
the system is assumed to be 300 k symbols/s. 
 
Two different  modulation schemes, 
BPSK and QPSK are considered, for a total 
rate of 300 kbps and 600 kbps, respectively. 
Each user has a set of possible transmission 
rates of {0, 100, 150, 200, 300}kbps and there 
are 72 possible rate allocations among the 
three users. 
 
Here we comparing the performance of 
the following three cases: 
 
1)  Cross-layer optimization is applied 
and the CLO uses expected PSNR 
from the Rate Distortion Matrix (RD) 
(CLO with RD) to evaluate video 
quality. 
 
2)  Cross-layer optimization is applied 
and the CLO uses ENDEF (CLO w/o 
RD) to evaluate video quality. 
 
3)  No cross-layer optimization is applied 
(w/o CLO). 
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Figure 7: CDF of average PSNR 
 
The Cumulative Distribution Function 
(CDF) of the average PSNR is computed for 
three  scenarios corresponding to different 
ranges of SNR. In the fi rst scenario all the 
users have  bad channel conditions (SNR 
between 0 and 5 dB). Average PSNR is about 
2 dB higher in the case of CLO with RD than 
in that w/o CLO. In the second scenario, 
simulations are performed with random SNR 
between 0 and 25 dB. In the third scenario all 
the users have good channel conditions (SNR 
between 20 and 25 dB). 
 
In all three scenarios we observe an 
average PSNR improvement of about 2 dB for 
cross-layer optimization with RD-side 
information  compared to the case without 
optimization. The performance of CLO w/o 
RD-side information is between the other two 
cases for all three scenarios. However, in the 
third scenario the performance of CLO w/o RD 
is quite similar to that in the case w/o CLO 
because of the lower correlation between the 
number of decodable frames and the resulting 
PSNR. 
 
Our analysis shows that using the 
expected number of decodable frames still 
offers a valid gain with respect to the case w/o 
CLO, especially in the case of channels with 
low SNR. Optimization using the RD profile le 
provides higher performance gain because of 
the more accurate calculation of the expected 
video quality. However, the additional 
communication  cost due to transmitting the 
RD profile le from the server should also be 
considered. 
 
Figure 8: visualizes the 
communication overhead for different source 
rates, assuming that the GOP is composed of 
an initial I-frame followed only by P-frames. 
The overhead is quite low, but 
increases linearly with the number of frames in 
a GOP. 
 
 
 
 
Figure 8: Traffic overhead due to RD profile 
 
 
6. Conclusion 
 
Cross-Layer Design (CLD) is a new paradigm 
that has great potential to improve how 
communication networks will be designed and 
managed in the future. However, there are 
several technical challenges that are still to be 
solved. 
 
Choosing the right optimization 
metric is another essential problem, especially 
in multimedia  applications, where user-
perceived quality is  subjective and therefore 
difficult to  measure. Furthermore, when 
multiple applications run concurrently and 
share network resources, a common objective 
function must be defined to guarantee the 
satisfaction of all the users. The Mean Opinion 
Score (MOS), as used for voice 
communication, might be a suitable metric, as 
proposed by Khan et al.,22 but it needs to be 
mapped to other application classes. 
 
Applying cross-layer optimization 
usually improves network capacity and 
increases the  number of users being served. 
However, it is difficult  to achieve a full 
guarantee that Quality of Service constraints 
are satisfied under all circumstances during 
network execution in a distributed and highly 
dynamic environment. Temporary shortages of 
resources may require the service quality to be 
reduced for some users or even an interruption 
in the service. When resources  are not 
sufficient to meet all the constraints, fairness 
among users should be enforced. Defining fair 
resource-allocation policies is an active area of 
research. 
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