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Abstract
We consider the minimum set cover problem in a dynamic setting. Here, we are given a
universe of elements U and a collection of sets S ⊆ 2U as input, where each set s ∈ S has a cost
1/C < cs < 1 for some parameter C > 1. The input keeps changing via a sequence of updates.
Each update inserts/deletes an element in the universe, and specifies the sets in S containing
that element. The goal is to maintain a set cover of (approximately) minimum cost with as small
update time as possible. Let n denote the number of sets in S, and let m and f respectively
denote the maximum number of elements in the universe and the maximum frequency of an
element across all the updates.
This problem has received significant attention in recent years in the dynamic algorithms
community. Gupta et al. [STOC ‘17] designed a deterministic Θ(logm)-approximation algorithm
for this problem that has an update time of O(f logm). On the other hand, the line of work
by Bhattacharya et al. [ICALP ‘15], Bhattacharya et al. [IPCO ‘17], Gupta et al. [STOC ‘17],
Abboud et al. [STOC ‘19] and Bhattacharya et al. [FOCS ‘19] very recently led to a deterministic
(1 + ǫ)f -approximation algorithm with O(f log(Cm)/ǫ2) update time.
In this paper, we obtain the first dynamic algorithm for this problem with near-optimal
approximation ratio whose update time is independent of m,n. Specifically, our algorithm
is deterministic and it achieves an approximation ratio of (1 + ǫ)f and an update time of
O
(
(f2/ǫ3) + (f/ǫ2) logC
)
. Our algorithm is based on the dynamic primal-dual framework, and
it carefully combines the ideas from the dynamic vertex cover algorithm of Bhattacharya and
Kulkarni [SODA ‘19] and the dynamic set cover algorithm of Bhattacharya et al. [FOCS ‘19].
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1 Introduction
In the minimum set cover problem, we get a universe of elements U and a collection of sets S ⊆ 2U
as input, where
⋃
s∈S s = U and each set s ∈ S has a cost cs > 0 associated with it. A collection of
sets S ′ ⊆ S forms a set-cover of U iff
⋃
s∈S′ s = U . The goal is to compute a set cover S
′ of U with
minimum total cost c(S ′) =
∑
s∈S′ cs.
Computing a minimum set cover is one of the most fundamental problems in approximation
algorithms. In recent years, this problem has received significant attention in the dynamic setting
as well, where the input keeps changing over time. To be more specific, in this setting we want to
design a dynamic algorithm for minimum set cover that can handle the following operations:
Preprocessing: Initially, the algorithm receives as input a universe of elements U , a collection of
sets S ⊆ 2U with
⋃
s∈S s = U , and a cost cs ≥ 0 for each set s ∈ S.
Updates: Subsequently, the input keeps changing via a sequence of updates, where each update
either (1) deletes an element e from the universe U and from every set s ∈ S that contains e, or (2)
inserts an element e into the universe U and specifies the sets in S that the element e belongs to.
The time taken by a dynamic algorithm to handle the preprocessing step is referred to as its
preprocessing time. We say that a dynamic algorithm has an amortized update time of O(λ) iff the
algorithm takes O(Γ+ t ·λ) total time to handle any sequence of t ≥ 1 updates after preprocessing,
where O(Γ) is the preprocessing time. Note that Γ + t · λ = Θ(t · λ) for sufficiently large t. We
want to design a dynamic algorithm whose approximation ratio and amortized update time are as
small as possible. Our main result is summarized in the theorem below.
Theorem 1.1 There is a deterministic dynamic algorithm for the minimum set cover problem with
(1+ ǫ)f -approximation ratio and an amortized update time of O
(
f2
ǫ3
+ f
ǫ2
logC
)
. Here, the symbol
f denotes an upper bound on the maximum frequency of any element across all the updates,1 and
C > 1 is a parameter such that 1/C < cs < 1 for all sets s ∈ S.
Remark on the notation: We let n denote the number of sets in S, and m denote the maximum
number of elements in the universe U across all the updates.
1.1 Perspective
The minimum set cover problem is very well understood in the static setting. There is a simple
primal-dual algorithm that gives f -approximation in Θ(fm) time, whereas a simple greedy algo-
rithm gives Θ(logm)-approximation in Θ(fm) time. Furthermore, there are strong inapproxima-
bility results which imply that the approximation guarantees achieved by these simple primal-dual
and greedy algorithms are essentially the best possible [DS14, DGKR05, KR03].
In the dynamic setting, the challenge is to match the approximation ratio of the (static) greedy
and primal-dual algorithms, while minimizing the update time. In recent years, a series of papers
on dynamic algorithms have been devoted to this topic. See Table 1 for a concise description
of the results obtained in these papers. To summarize, we currently know how to get Θ(logm)-
approximation in O(f logm) update time, and (1 + ǫ)f -approximation in O(f log(Cm)/ǫ2) update
time. In addition, there is a strong conditional lower bound [AAG+19] which states that any
dynamic set cover algorithm with nontrivial approximation ratio must have an update time of
Ω(f1−δ), for any constant δ > 0. This explains the O(poly(f)) factor inherent in all the update
time bounds of Table 1, but leaves open the question of whether or not we should necessarily incur
1Frequency of an element e ∈ U is defined as the number of sets in S that contain e.
2
Reference Approximation Update Time Deterministic? Weighted?
[GKKP17] O(logm) O(f logm) yes yes
[GKKP17, BCH17] O(f3) O(f2) yes yes
[BHI15a] O(f2) O(f log(m+ n)) yes yes
[AAG+19] (1 + ǫ)f O
(
f2
ǫ
logm
)
no no
[BHN19] (1 + ǫ)f O
(
f
ǫ2
log(Cm)
)
yes yes
Our result (1 + ǫ)f O
(
f2
ǫ3
+ f
ǫ2
logC
)
yes yes
Table 1: Summary of know results on dynamic set cover. All the update times are amortized. The
last column indicates whether or not the result holds for the weighted version of the problem, where
different sets have different costs.
a O(poly log(m,n)) factor in the update time if we want to aim for near-optimal approximation
ratio. Our result in Theorem 1.1 addresses this natural open question summarized below.
For dynamic set cover, can we simultaneously achieve a nearly-optimal approximation
ratio and an update time that is independent of the number of elements and sets?
When f = 2 and C = 1, the above question is equivalent to asking whether there is a dynamic
algorithm for maintaining a minimum vertex cover with 2-approximation ratio and O(1)-update
time. There exists a long line of work on this dynamic (unweighted) vertex cover problem [OR10,
BGS11, GP13, NS13, BHI15b, PS16, Sol16, BK19]. Currently, the best deterministic algorithm for
this problem gives a (2+ǫ)-approximation in O(1/ǫ2) update time [BK19], and the best randomized
algorithm gives a 2-approximation in O(1) update time [Sol16]. In other words, for the special case
of f = 2 and C = 1, the question posed above has been settled by the work of [BK19, Sol16].
When f > 2 and C > 1, a possible generalization of the results obtained in [BK19, Sol16] is the one
guaranteeing (1+ǫ)f -approximation ratio and O(poly(f,C)) update time. The only previous result
of this kind is the O(f2) update time achieved by [GKKP17, BCH17]; however this comes with
a higher approximation ratio of O(f3). Our result is the first to achieve the target O(poly(f,C))
update time simultaneously with a (1 + ǫ)f -approximation ratio, thereby generalizing the vertex
cover results from [Sol16, BK19].
Finally, it is interesting to contrast our result with that of [BHN19]. For a fixed ǫ > 0, we get
an update time of O(f2 + f logC), whereas [BHN19] obtained an update time of O(f log(Cm)).
Note that if f = ω(logm), then the Θ(logm)-approximation ratio obtained by [GKKP17] is already
better than a (1+ ǫ)f -approximation. In other words, we are typically interested in getting an (1+
ǫ)f -approximation only when f is much smaller than logm, and in this regime our O(f2+ f logC)
update time strictly improves upon the update time of [BHN19].
1.2 Our Technique
At a high level, we combine the algorithms from [BK19] and [BHN19] in a carefully chosen manner
to get the result stated in Theorem 1.1. Although [BK19] and [BHN19] both build upon the same
static primal-dual algorithm, they differ sharply in the way they extend this static algorithm to the
dynamic setting. We start with a brief description with the static primal-dual algorithm.
For ease of exposition, in this section we assume that C = 1 (i.e., every set has the same cost).
The static primal-dual algorithm assigns a fractional weight we ≥ 0 to every element e ∈ U , which
act as a dual certificate for the set cover of U returned by the algorithm. The weights {we} are
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computed as follows. Initially, we set we ← 0 for all elements e ∈ S and F ← U . Subsequently, the
algorithm proceeds in rounds. In each round, we continuously raise the weights of all the elements
in F until some set s ∈ S becomes tight (a set s becomes tight when its total weight ws =
∑
e∈swe
becomes equal to 1). At this point, we delete the elements contained in the newly tight sets from F ,
and after that we proceed to the next round. The process stops when F becomes empty. At that
point, we return the collection of tight sets as a valid set cover and the weights {we} as the dual
certificate. Specifically, it turns out that the weights {we} returned at the end of the algorithm
form a valid solution to the dual fractional packing problem, which asks us to assign a weight
we ≥ 0 to each element in U so as to maximize the objective
∑
e∈U we, subject to the constraint
that
∑
e∈swe ≤ 1 for all sets s ∈ S. We can also show that the collection of tight sets returned at
the end of the static algorithm forms a valid set cover, whose cost is at most f times the cost of the
dual objective
∑
e∈U we. This leads to an approximation guarantee of f . In the dynamic setting,
the main challenge now is to maintain the (approximate) output of the static algorithm described
above in small update time. This is where [BK19] and [BHN19] use radically different approaches.
To be a bit more specific, [BK19] follows a local update rule and maintains the approximate
complementary slackness conditions. Thus, whenever the weight ws of a tight set s ∈ S becomes
too large (resp. too small) compared to 1, [BK19] decreases (resp. increases) the weights of some
of the elements contained in s. This step affects the weights of some other sets that share these
elements with s, and hence it might lead to a chain of cascading effects. Using a very carefully
chosen potential function, [BK19] is able to bound these cascading effects over any sufficiently long
sequence of updates, thereby leading to an amortized update time of O(1/ǫ2). For technical reasons,
however, this approach seems to work only when f = 2. Thus, although [BK19] gets near-optimal
bounds for maintaining a (2+ ǫ)-approximate vertex cover in a simple graph, it seems very difficult
to extend their potential function analysis to the more general minimum set cover problem (or,
equivalently, to minimum vertex cover on hypergraphs).
In sharp contrast, [BHN19] makes no attempt at maintaining the approximate complementary
slackness conditions. It simply waits until the overall cost of the dual solution changes by a
significant amount (compared to the cost of the set cover maintained by the algorithm). At that
point, the algorithm identifies a critical collection of affected elements and recomputes their weights
from scratch using a global rebuilding subroutine. The time taken for this recomputation step is,
roughly speaking, proportional to the number of critically affected elements, which leads to a bound
on the amortized update time. The strength of this framework is that this global rebuilding strategy
extends seamlessly to the general set cover problem (where f > 2). Unfortunately, however, this
strategy incurs an additional Θ(logm) factor in the update time that seems impossible to overcome.
Our main technical contribution is to carefully combine these two sharply different approaches
taken by [BK19] and [BHN19]. Specifically, in our hybrid approach, whenever the weight ws of
a tight set s becomes too large compared to 1, we decrease the weights of some of the elements
contained in s using the same local rule as in [BK19]. In contrast, whenever the weight ws of a
tight set s becomes too small compared to 1, we follow a lazy strategy and try to wait it out. After
some period of time, when the total cost of the dual solution becomes significantly small compared
to the set cover maintained by the algorithm, we apply a global rebuilding subroutine as in [BHN19]
to fix the weights of some critical elements. This hybrid approach allows us to combine the best of
both worlds, leading to a dynamic algorithm that has (1 + ǫ)f -approximation ratio for any f ≥ 2
and an amortized update time of O(f2/ǫ3).
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2 Preliminaries
As explained in Section 1.1, the dynamic set cover problem is equivalent to the dynamic vertex
cover problem on a hypergraph under a sequence of (hyper) edge insertions/deletions: (1) the sets
correspond to the nodes, (2) the elements correspond to the (hyper) edges, and (3) the maximum
frequency f correspond to the maximum number of nodes a (hyper) edge can be incident upon.
Accordingly, throughout the rest of this paper we will focus on the following problem.
• Consider a hypergraph graph H(V,E), where every edge e ∈ E is a subset of at most f nodes.
A node cover is a subset S ⊆ V of nodes such that S∩e 6= ∅ for every e ∈ E. We assume that
every node u ∈ V has cost 1/C < cu < 1. Our goal is to maintain a node cover of minimum
total cost subject to (hyper)edge insertions and deletions.
Throughout the rest of this paper, we use n to denote the number of nodes and m to denote the
maximum number of edges across all the updates. We also fix a parameter ǫ ∈ (0, 1/2).
2.1 Main Framework: Primal Dual Analysis
Note that the dual of the minimum node cover problem is the (fractional) maximum matching. Our
dynamic algorithm maintains (almost) feasible solutions for both the minimum node cover problem
and the maximum matching problem. More specifically, our algorithm assigns a weight we ≥ 0 to
every edge e ∈ E, which is the fraction the edge is included in the matching. Let w(E) =
∑
e∈E we
be the total weight of edges and wu =
∑
e:u∈ewe be the weight of node u. Let OPT be the cost of
the minimum node cover. We have the following lemma.
Lemma 2.1 If we have wu ≤ (1 + ǫ) · cu for every node u ∈ V , then w(E) ≤ (1 + ǫ) ·OPT.
Proof: Let S∗ be the minimum node cover, i.e., OPT = c(S∗). Then we have
w(E) =
∑
e∈E
we ≤
∑
u∈S∗
∑
e:u∈e
we ≤ (1 + ǫ) · c(S
∗) = (1 + ǫ) · OPT.
The first inequality comes from the fact that e ∩ S∗ 6= ∅ for all e ∈ E, and the second inequality
comes from the assumption of the lemma.
Indeed, if we divide all edge weights by a factor of 1+ǫ, then we obtain a feasible dual (maximum
matching) solution, whose objective is at most that of any feasible primal (minimum node cover)
solution. Since OPT is the objective of the optimal primal solution, we have Lemma 2.1 immediately
by weak duality of linear program.
Hence any node cover S with c(S) ≤ α · w(E) is an α(1 + ǫ)-approximation. In particular, our
algorithm maintains an assignment of edge weight satisfying Lemma 2.1 and a node cover S such
that for every u ∈ S, wu ≥
cu
1+ǫ . Then S is a (1 + ǫ)
2f -approximate node cover since
c(S) ≤ (1 + ǫ)
∑
u∈S
wu ≤ (1 + ǫ)f ·
∑
e∈E
we ≤ (1 + ǫ)
2f · OPT.
2.2 Hierarchical Decomposition
Let L = ⌈log1+ǫ(Cm)⌉+1. We assign each node u a level l(u) in [L] = {0, 1, . . . , L}. We also define
the level l(e) of edge e as l(e) = maxu∈e l(u). We call L the highest level and 0 the lowest. Let
Ei = {e ∈ E : l(e) = i} be the set of edges at level i ∈ [L] and E≤k =
⋃
i≤k Ei.
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In our algorithm, every edge at level i has weight (1 + ǫ)−i. Let wu =
∑
e:u∈ewe be the weight
of node u. For any subset X of nodes or edges, we use w(X) to denote their total weight. For any
subset X of nodes, we use c(X) to denote their total cost. In addition to wu, we also maintain for
every node u a dead weight φu.
The idea of introducing a dead weight for each node u is to keep track of the weight that node u
has lost due to decreases of edge weight and edge deletions. More specifically, when wu decreases,
we increase φu such that wu + φu does not decrease too much (so that we do not need to update
our data structure immediately). As long as the total dead weight of nodes is small (e.g., at most
an ǫ fraction of the total weight of nodes), we maintain a solution with bounded approximation
ratio. We rebuild part of the data structure only when the fraction of dead weight gets too large.
2.3 Invariants
We define the weight of node u at level i as
w(u, i) =
∑
e:u∈e
(1 + ǫ)−max{i,maxv∈e\{u} l(v)}.
In other words, w(u, i) is the weight of u if we place u at level i. Note that wu = w(u, l(u)).
We maintain the following invariants.
Invariant 2.1 (Bounded Weight Invariant) ∀u ∈ V , w(u, l(u) + 1) < cu.
Remark that the invariant holds for all nodes u at level L since (for convenience we extend the
definition of w(u, i) to all positive integers i.)
w(u,L + 1) ≤ m · (1 + ǫ)−(L+1) <
1
C
≤ cu.
Definition 2.1 (Tight Nodes) We call a node u tight if wu + φu >
cu
1+ǫ ; slack otherwise.
Invariant 2.2 (Tightness Invariant) All nodes at level at least 1 are tight.
Note that a tight node can be at level 0, but slack nodes cannot be at level other than 0. With
Invariant 2.2 maintained, the set of tight nodes is a feasible node cover.
Corollary 2.1 Every edge contains at least one tight node.
Proof: Suppose there exits an edge e containing only slack nodes, then by Invariant 2.2, we have
l(e) = 0 and we = 1. Hence each node u contained in e has weight at least 1 ≥ cu, which contradicts
the definition of slack nodes.
Invariant 2.3 (Local φ Invariant) If wu + φu > cu then φu = 0.
Invariant 2.1 and 2.3 imply the following immediately.
Corollary 2.2 We have wu + φu < (1 + ǫ) · cu for all nodes u ∈ V .
Proof: If wu + φu ≤ cu then the corollary trivially holds. Otherwise by Invariant 2.3 we have
φu = 0. By definition it is easy to prove that w(u, i) ≤ (1+ ǫ) ·w(u, i+1) for all i ∈ [L− 1]. Hence
by Invariant 2.1 we have wu = w(u, l(u)) ≤ (1 + ǫ) · w(u, l(u) + 1) < (1 + ǫ) · cu.
Let Ti be the set of tight nodes at level i. Let Φi =
∑
u:l(u)=i φu be the total dead weight of
nodes at level i. Let Φ≤k =
∑k
i=0Φi and T≤k =
∑k
i=0 Ti. Let Φ = Φ≤L and T = T≤L. We maintain
the following invariant, which guarantees that the total dead weight is bounded.
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Invariant 2.4 (Global φ Invariant) We have Φ ≤ ǫ ·
(
c(T ) + f · w(E)
)
.
With all the invariants maintained, we have the following approximation ratio guarantee.
Lemma 2.2 The set of tight nodes T is a (1 + 5ǫ)f -approximate node cover.
Proof: By definition of tight nodes, we have wu + φu >
cu
1+ǫ for all u ∈ T . Hence the cost of the
node cover is
c(T ) < (1 + ǫ) ·
∑
u∈T
(wu + φu) ≤ (1 + ǫ) · w(V ) + (1 + ǫ) · Φ
≤ (1 + ǫ)f · w(E) + ǫ(1 + ǫ) · c(T ) + ǫ(1 + ǫ)f · w(E)
= (1 + ǫ)2f · w(E) + ǫ(1 + ǫ) · c(T ).
Hence we have (for every ǫ ∈ (0, 0.5))
c(T ) <
(1 + ǫ)2f
1− ǫ(1 + ǫ)
· w(E) ≤
(1 + ǫ)3f
1− ǫ(1 + ǫ)
· OPT ≤ (1 + 5ǫ)f ·OPT,
where the second inequality comes from the Lemma 2.1
Let Ei(u) be the set of edges at level i incident to node u. We maintain for every u the sets
Ei(u) for all i ∈ [L]. Note that each edge appears in |e| ≤ f sets, and our data structure maintains
for each edge the pointers to each of its appearance in these sets. It is easy to check throughout
the algorithm that the data structure can be maintained efficiently when edges change their levels.
Note that for all i < l(u), Ei(u) = ∅.
Finally, we introduce the notion of base level.
Definition 2.2 (Base Level) For each node u, let b(u) = ⌊log1+ǫ
1
cu
⌋ be the base level of u.
Note that all base levels are at most O(log1+ǫ C) = O(
1
ǫ
logC), since cu ∈ [
1
C
, 1] for all u ∈ V .
Lemma 2.3 Invariant 2.1 implies Ei(u) = ∅ for all u ∈ V and i < b(u).
Proof: Fix any node u. Each edge at level i ≤ b(u)− 1 has weight at least
(1 + ǫ)−(b(u)−1) ≥ (1 + ǫ) · cu.
Hence if Ei(u) is not empty, then wu > (1 + ǫ) · cu, which violates Corollary 2.2.
As we will present in the next section, our main algorithm consists of four subroutines, namely
Insert, Delete, Promote and Rebuild. We summarize the invariants in the following table.
Invariant Property Affected by Fixed (by)
Bounded Weight (Inv. 2.1) ∀u ∈ V : w(u, l(u) + 1) < cu Insert Promote
Tightness (Inv. 2.2) ∀u: l(u) ≥ 1→ wu + φu >
cu
1+ǫ All subroutines immediately
Local φ (Inv. 2.3) ∀u ∈ V : wu + φu > cu → φu = 0 All subroutines immediately
Global φ (Inv. 2.4) Φ ≤ ǫ ·
(
c(T ) + f · w(E)
)
Promote, Delete Rebuild
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3 Algorithm
In this section we describe the algorithms to handle the updates. In addition to Insert(e) and
Delete(e) that handle edge insertions and deletions, we introduce two subroutines, Promote(u) and
Rebuild(k), the former of which promotes a node u when its weight gets too large, and the later
rebuilds all levels i ≤ k when there are too much dead weight at levels at most k. In other words, the
promotions of nodes maintain the bounded weight invariant (Invariant 2.1) and the rebuilds of levels
maintain the global φ invariant (Invariant 2.4). We maintain the tightness invariant (Invariant 2.2)
and local φ invariant (Invariant 2.3) in all subroutines (namely, Delete, Insert, Promote and Rebuild).
The main algorithm is as follows (refer to Algorithm 1). Recall that we assume w.l.o.g. that
the initial graph and the final graph contain no edges.
Algorithm 1 DynamicNodeCover
1: initialize l(u) = 0 for all u ∈ V
2: for each update do
3: if edge e is deleted then
4: Delete(e).
5: if edge e is inserted then
6: Insert(e).
7: while exits node u for which Invariant 2.1 is violated do
8: Promote(u).
9: while Invariant 2.4 is violated do
10: find the smallest k for which Φ≤k > ǫ · (c(T≤k) + f · w(E≤k)).
11: Rebuild(k).
As we will show later, the bounded weight invariant (Invariant 2.1) can be violated for a node u
only after an edge incident to u is inserted. In other words, line 8 of Algorithm 1 will be executed
on node u only if u is contained in the edge e that is inserted.
In the following we describe the four subroutines one by one.
3.1 Deletions
Suppose edge e is deleted. By definition, each u ∈ e has its weight wu decreases by we. On the
other hand, we increase its dead weight φu accordingly. We also exclude e from the list of edges
El(e)(u) maintained by each node u ∈ e
2. Since each edge contains at most f nodes and it takes
O(1) time to handle each node contained in e, the following algorithm runs in O(f) time.
Algorithm 2 Delete(e)
1: for each u ∈ e do
2: wu ← wu − we.
3: if l(u) > 0 then
4: φu ← φu + we.
5: if wu + φu > cu then
6: φu ← max{0, cu − wu}.
2Every time when an edge changes its level, or gets inserted or deleted, we change these edge sets (and necessary
pointers) accordingly. For ease of presentation we omit these steps in the description of all our algorithms.
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When an edge e is deleted, for each u ∈ e our algorithm changes we unit of weight of u to
dead weight. Then we decreases φu so that local φ invariant (Invariant 2.3) holds: we have either
wu + φu ≤ cu or φu = 0 after line 6 of Algorithm 2. If a node is at level 0, then we set its dead
weight to 0. Consequently each node at level at least 1 remains tight after the deletion. That
is, the tightness invariant (Invariant 2.2) is maintained. Note that the bounded weight invariant
(Invariant 2.1) also holds since w(u, l(u) + 1) does not increase after the deletion. However, since
the total dead weight is increased, the global φ invariant (Invariant 2.4) can possibly be violated.
As we will show later, the invariant will be maintain by rebuilding some levels.
3.2 Insertions
Suppose edge e is inserted, and we consider any u ∈ e. If we have wu ≤ cu after the insertion then
we can easily fix all the invariants (regarding node u) by decreasing φu (if necessary). Suppose that
after the insertion wu > cu. As we will show later in our potential analysis, we can upper bound
the increase in the potential of u by O(f
2
ǫ3
+ f
ǫ2
logC) if El(u)(u) 6= ∅ before the insertion. We call
a node good if one of the following properties holds, and bad otherwise.
Definition 3.1 (Good Nodes) Suppose we insert a new edge e at level k. We call node u ∈ e
good before the insertion if (1) wu + (1 + ǫ)
−k ≤ cu; or (2) El(u)(u) 6= ∅.
Before inserting a new edge e, we would like to make sure that all nodes contained in e are
good. Note that the definition of “good” depends on the level the new edge is inserted into. The
higher level the edge e is inserted into, the more nodes contained in e will be good. We can insert
e at a high level only by increasing the levels of nodes in e, before the edge is inserted.
Our algorithm increases the level of each bad node to the lowest level i on which it becomes
good. As u is not incident to any edge on any level on which it is bad, increasing l(u) does not
change the weight of any edge or node, and thus can be done in O(1) time.
We call such an increase of l(u) a lift-up of u, and we charge u one unit of lift-up cost. Note
that if l(u) < b(u), then we can directly increase l(u) to b(u), since by Lemma 2.3 Ei(u) = ∅ for all
i < b(u), and wu + (1 + ǫ)
−i > cu for all i < bu.
We denote the operation (which increases l(u) by at least one) by Lift-Up(u).
Algorithm 3 Lift-Up(u)
1: if l(u) < b(u) then
2: l(u)← b(u).
3: else
4: l(u)← l(u) + 1.
A lift-up of u will be called only when El(u)(u) = ∅. In addition, for potential analysis purpose
(which will be clear later), we lift a node u up only when φu = 0. Thus before lifting the node u
up, we need to remove its dead weight. On the other hand, since wu + φu is decreased when we
set φu to 0, we need to ensure that u is tight after the insertion of the edge, as we have l(u) > 0
after the lift-up. More specifically, suppose we remove the dead weight of u and its weight before
the insertion is wu. Then our algorithm guarantees that the edge is inserted at a level k such that
wu + (1 + ǫ)
−k > cu1+ǫ , i.e., u is tight after the insertion.
All this is done in Algorithm 4. We lift nodes up in a carefully chosen order, such that all nodes
are good before the edge is inserted.
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More specifically, let k be the tentative level for the new edge. As the first step, we identify the
set of bad nodes B in e. Note that since our algorithm does not decrease the tentative level k, all
nodes in e \ B will be good when k settles at its final level. We consider the nodes in B one by
one in non-decreasing order of cu − wu. Intuitively, the node u with the smallest cu − wu is most
sensitive to the increase in weight due to the edge insertion, and hence should be considered first.
Suppose a node v ∈ B is considered. We lift v up until it becomes good, i.e., when either (1)
El(v)(v) 6= ∅; or (2) the lift-up of v increases the tentative level k of e such that wv+(1+ ǫ)
−k ≤ cv.
In the first case v stops at level l(v) and will be good no matter what the final value of k will be.
In the later case all nodes contained in B are good, as v is considered as the bad node with the
minimum cv −wv, and with the current tentative level k it holds that wv+(1+ ǫ)
−k ≤ cv. In other
words, k is so large that each node v′ ∈ B not considered yet has wv′ + (1 + ǫ)
−k ≤ cv′ , i.e., v
′ is
good. Hence no more lift-up will happen.
Algorithm 4 Insert(e)
1: k ← maxu∈e{l(u)}.
2: Let B = {v1, v2, . . . , vb} be the set of bad nodes in e, where b = |B| ≤ f .
3: Sort the nodes in B and assume w.l.o.g. that cv1 −wv1 ≤ cv2 − wv2 ≤ . . . ≤ cvb −wvb .
4: for i = 1, 2, . . . , b do
5: while vi is bad do
6: φvi ← 0, Lift-Up(vi).
7: k ← max{k, l(vi)}.
8: l(e)← k,we ← (1 + ǫ)
−k.
9: for each u ∈ e do
10: wu ← wu + we.
11: if wu + φu > cu then
12: φu ← max{0, cu − wu}.
Note that it takes O(f log f) time to sort the nodes in B in line 3. Hence excluding the lift-up
costs (which are charged to the nodes), Algorithm 4 runs in O(f log f) time. Note that to ease the
analysis we also consider line 7 to be part of the list-up cost.
Since the insertion does not create any dead weight or change the level of any existing edge, the
global φ invariant (Invariant 2.4) remains valid. The local φ invariant (Invariant 2.3) is maintained
because if wu + φu > cu after the insertion then we decrease φu such that either φu = 0 or
wu + φu = cu.
Next we show that the tightness invariant (Invariant 2.2) is maintained, and all nodes are good
before the edge is inserted. Recall that we remove the dead weight of each node that is lifted up,
which might make a node slack. We show in Lemma 3.1 that each node whose dead weight is
removed will be tight after the insertion of the new edge (which maintains the tightness invariant).
Lemma 3.1 Before the new edge e is inserted (in line 8 of Algorithm 4), all nodes contained in e
are good. Moreover, the tightness invariant is maintained after the edge insertion.
Proof: As we have argued in the above discussion, since the tentative level k does not decrease, if
a node is good at some point, then it remains good afterwards. Hence our algorithm ensures that
all nodes contained in e are good before the edge is inserted.
Next we prove that the tightness invariant is maintained by showing that all nodes lifted up are
tight after the edge insertion. More specifically, let k∗ be the final level of e, i.e., we = (1 + ǫ)
−k∗ .
We show that if we lift node v up, then wv +we >
cv
1+ǫ at the end of the algorithm. For nodes not
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lifted up, the tightness invariant trivially holds since if a node is at level at least 1 then it is tight
before the edge is inserted, and the algorithm does not decrease its weight or dead weight.
Recall that in the while loop in which v is chosen, our algorithm increases the level l(v) of v
(which may also increase k) until either (1) El(v)(v) 6= ∅, or (2) wv + (1 + ǫ)
−k ≤ cv.
If the algorithm never increases k, then the lemma easily follows since each node u ∈ B is bad
initially, which implies wu + (1 + ǫ)
−k∗ > cu. Otherwise we consider the last while loop in which k
is increased (to k∗) because some node vi is lifted up.
If vi is lifted up from level 0 to its base level, then we have
wvi + (1 + ǫ)
−k∗ = wvi + (1 + ǫ)
−b(u) ≥ cvi >
cvi
1 + ǫ
. (3.1)
Otherwise vi is lifted up by exactly one level, and we have
wvi + (1 + ǫ)
−(k∗−1) > cvi ,
which implies
wvi + (1 + ǫ)
−k∗ ≥
wvi
1 + ǫ
+ (1 + ǫ)−k
∗
>
cvi
1 + ǫ
.
In both case we have wvi + (1 + ǫ)
−k∗ >
cvi
1+ǫ . That is, vi is tight after the insertion. Next we
show that each vj that is lifted up is also tight after the insertion.
Consider any vj with j > i. That is, vj is considered after vi. Since k = k
∗ when vj is considered
in the while loop, if vj is lifted up, then vj is bad and we have wvj + (1 + ǫ)
−k∗ > cvj , as required.
Now consider any vj with j < i. Recall that vj is considered before vi. Then we have cvj −wvj ≤
cvi − wvi , which implies
wvj + (1 + ǫ)
−k∗ ≥
wvj
1 + ǫ
+ (1 + ǫ)−k
∗
≥
cvj − cvi + wvi
1 + ǫ
+ (1 + ǫ)−k
∗
>
cvj
1 + ǫ
,
where the last inequality comes from Inequality (3.1).
The bounded weight invariant (Invariant 2.1) might be violated due to the increase of node
weight, in which case we invoke the promotion subroutine as follows.
3.3 Promotion
Recall that if the bounded weight invariant does not hold for node u, then we have w(u, l(u)+1) ≥ cu
and φu = 0 (by the local φ invariant). In this case we call Promote(u), which increases the level
of u, and decreases we for all e ∈ El(u)(u). In the meanwhile, the subroutine increases the dead
weight φv of each v ∈ e \ {u} accordingly to compensate for the decrease in wv, which maintains
the tightness invariant (Invariant 2.2).
If El(u)(u) = ∅ then we first lift u up to a level i such that Ei(u) 6= ∅. As before, we charge the
lift-up cost to node u.
It is easy to check that the update time for promoting node u from level k to k+1 can be upper
bounded by O(f · |Ek(u)|), if Ek(u) 6= ∅.
As before, the local φ invariant (Invariant 2.3) is maintained since if wv + φv > cv then we
decrease φv such that either φv = 0 or wv + φv = cv (in line 13 of Algorithm 5). As the promotion
does not decrease wx + φx to below cx for x = u or any of its neighbors at level at least 1, the
tightness invariant (Invariant 2.2) remains valid. By repeatedly calling the promotion subroutine,
we can also maintain the bounded weight invariant (Invariant 2.1).
The global φ invariant (Invariant 2.4) might be violated due to the increase of dead weight, in
which case we invoke the rebuild subroutine as follows.
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Algorithm 5 Promote(u)
1: while El(u)(u) = ∅ do
2: Lift-Up(u).
3: k ← l(u).
4: while w(u, k + 1) ≥ cu do
5: for each e ∈ Ek(u) do
6: l(e)← k + 1, we ← (1 + ǫ)
−(k+1).
7: wu ← wu − ǫ(1 + ǫ)
−(k+1).
8: for each v ∈ e \ {u} do
9: wv ← wv − ǫ(1 + ǫ)
−(k+1)
10: if l(v) > 0 then
11: φv ← φv + ǫ(1 + ǫ)
−(k+1).
12: if wv + φv > cv then
13: φv ← max{0, cv − wv}.
14: l(u)← k + 1, k ← k + 1.
3.4 Rebuild
Our algorithm maintains Φi, Ti, Ei and c(Ti) explicitly for all i ∈ [L]. In addition, we maintain
Φ = Φ≤L, c(T ) = c(T≤L) and w(E) =
∑
e∈E we. Recall that we perform a rebuild only when the
global φ invariant (Invariant 2.4) does not hold, i.e., Φ > ǫ · (c(T )+ f ·w(E)), which can be checked
in O(1) time.
If Φ > ǫ · (c(T )+f ·w(E)), then we find the smallest k for which Φ≤k > ǫ · (c(T≤k)+f ·w(E≤k)),
and rebuild all levels i ≤ k. Trivially such a level can be found in O(k) time (by scanning the levels
in a bottom-up manner). In the following, we show that such a level can be found in O(|T≤k|) time
(which is smaller than O(k) when most of the Ti’s are empty). Note that O(|T≤k|) = O(f · |E≤k|).
As we will show later, Rebuild(k) takes time O( f
ǫ2
· |E≤k|+
1
ǫ
logC), and we consider the time
spent on finding the level k to rebuild part of the rebuild cost.
Skipping Empty Levels. We keep the pointers to T0, T1, . . . , TL as an array of size L + 1.
Additionally we organize the pointers that point to non-empty sets in a doubly linked list. Note
that if there exists an edge at level i then there must also exists a node at level i. Hence if Ei is non-
empty then Ti is also non-empty. In other words, we only need to look at the levels i for which Ti are
non-empty (following the linked list), and compute Φ≤k, c(T≤k) and w(E≤k) =
∑k
i=1 |Ei| · (1+ ǫ)
−i
in O(|T≤k|) time.
Maintaining the Linked List. Note that deletions can change a node from tight to slack only
if the node is at level 0. Hence it suffices to check whether T0 is empty after each deletion, and
update the linked list in O(1) time. After Rebuild(k), we can reconstruct Ti for all i ∈ [k], and
update the linked list in O(f · |E≤k|) time (which becomes part of the rebuild cost). Similar to
deletions, the insertion of an edge can only change T0, and the linked list can be updated in O(1)
time. However, the insertion may trigger lift-ups or promotions of nodes, which may change the
sets of tight nodes and the linked list.
The case when a node changes its level by one is easy. Suppose a node u is promoted or lifted
up from level k to k + 1. Then only u changes its level, and only tight nodes in level 0 can change
to slack. Moreover, the sets of tight nodes at each level i ≥ 1 remain unchanged. Thus it suffices
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to check T0, Tk and Tk+1, and update the linked list in O(1) time.
Now suppose a node u at level 0 is lifted up to its base level b(u), which happens when a new
edge e incident to u is inserted, and wu + we > 1. If u was tight at level 0 then we first check
whether T0 is empty after the lift-up, and update the linked list. If Tb(u) was non-empty before u is
lifted up then we can simply include u in Tb(u) without modifying the linked list further. Otherwise
we find the largest i ≤ b(u) for which Ti is non-empty (which takes O(b(u)) time), and insert the
pointer to Tb(u) to the linked list in O(1) time. Recall that O(b(u)) = O(
1
ǫ
logC), and we charge
this update cost to the insertion. Since each insertion causes O(f) nodes at level 0 being lifted up,
each insertion is charged at most O(f
ǫ
logC) due to the maintenance of the linked list.
Properties after Rebuild. Let S be the nodes at level at most k before Rebuild(k). We show
that after Rebuild(k), we have the following properties, where l(u) denotes the level of node u after
the rebuild.
• For all u ∈ S, l(u) ≤ k and φu = 0.
• For all u ∈ S and l(u) = k, wu >
cu
1+ǫ and w(u, k + 1) < cu.
• For all u ∈ S and l(u) < k, wu ≤ cu. Moreover, if l(u) > 0 then wu >
cu
1+ǫ .
Consequently, the bounded weight invariant, tightness invariant and local φ invariant are main-
tained. Moreover, since the subroutine removes all dead weight at level at most k, by repeatedly
calling the subroutine (at higher and higher levels), the global φ invariant can also be maintained.
Next, we describe the details of the rebuild subroutine, which is very similar to the rebuild
subroutine of [BHN19]. On a high level, the subroutine has two steps. In the first step, we put all
edges and nodes at level k, and remove all dead weight, which decrease the weight of some nodes.
Then in the second step we move the slack nodes to lower levels (which increases the weight of
edges and nodes) until they become tight, or reach level 0. The second step is done by calling the
subroutine Fix-Level, which we borrow from [BHN19].
Lemma 3.2 [BHN19, Section B.1] There exists a subroutine Fix-Level with the following properties.
Fix-Level(k, S,E) takes as input a set of nodes S and a set of edges E, both are at level k. Moreover,
each node u ∈ S has wu < cu and φu = 0. The subroutine places each node u ∈ S at level l(u) such
that (1) wu ≤ cu and (2) if l(u) > 0 then wu >
cu
1+ǫ . The subroutine runs in time O(f · |E|+ k).
A key difference between our algorithm and that of [BHN19] is, before calling the subroutine
Fix-Level on the set of slack nodes S′ and the edges E′ containing only slack nodes, we first move
all edges in E′ and nodes in S′ to level k′ = min{k, log1+ǫ
2C·|E′|
ǫ
}. As we will show in Lemma 3.3,
the operation does not break any invariants, but helps improve the update time for Fix-Level.
Lemma 3.3 Before calling Fix-Level(k′, S′, E′) in line 13, each u ∈ S′ has weight at most cu.
Proof: In line 6 of Algorithm 6, we identify the set of slack nodes, i.e., nodes u with wu ≤
cu
1+ǫ .
We then move all slack nodes and edges containing only slack nodes to level k′. If k′ = k then no
movement is made and the lemma trivially holds.
Suppose k′ = log1+ǫ
2C·|E′|
ǫ
< k. Note that each edge e ∈ E′ has weight (1 + ǫ)−k
′
= ǫ2C·|E′| on
level k′. Hence the movement increases the weight of each u ∈ S′ by at most ǫ2C ≤
ǫ·cu
2 , as there are
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Algorithm 6 Rebuild(k)
1: let S ←
⋃
e∈E≤k
e be the non-isolated nodes at levels at most k. ⊲ |S| = O(f · |E≤k|)
2: for each u ∈ S do
3: φu ← 0, l(u)← k.
4: for each e ∈ E≤k do
5: l(e)← k, we ← (1 + ǫ)
−k (and decrease wu by the same amount for all u ∈ e).
6: let S′ ← {u ∈ S : wu ≤
cu
1+ǫ} be the set of slack nodes.
7: let E′ ⊆ E≤k be the edges containing only slack nodes.
8: let k′ = min{k, log1+ǫ
2C·|E′|
ǫ
}.
9: for each e ∈ S′ do
10: l(u)← k′.
11: for each e ∈ E′ do
12: l(e)← k′, we ← (1 + ǫ)
−k′ (and decrease wu by the same amount for all u ∈ e).
13: Fix-Level(k′, S′, E′). ⊲ O(f · |E′|+ k′) time
at most |E′| edges incident to u that are moved to level k′. Since wu ≤
cu
1+ǫ before the movement,
node u has weight at most cu ·
(
1
1+ǫ +
ǫ
2
)
< cu after the movement of edges, as claimed.
By definition k′ ≤ log1+ǫ
2C|E′|
ǫ
= O( |E
′|
ǫ2
+ 1
ǫ
logC), and thus Fix-Level(k′, S′, E′) runs in time
O(f · |E′|+ k′) = O( f
ǫ2
· |E′|+ 1
ǫ
logC). In summary, Rebuild(k) runs in O( f
ǫ2
· |E≤k|+
1
ǫ
logC) time,
and cleans up all dead weight at levels at most k. Moreover, the weight invariant and the tightness
invariant are maintained. By repeatedly invoking the subroutine, we also maintain the global φ
invariant.
4 Amortized Update Time
We use a potential analysis to bound the total update time. On a high level, we have two types
of potentials. Each node u has potential if wu > cu, which we call up potential. Each unit of dead
weight also has some potential, which we call down potential. We show that
• one unit of down potential will be used to pay for O(1) update time (in Section 4.2);
• one unit of up potential will be transformed into at most one unit of down potential and in
the meantime pay for O(1) update time (in Section 4.3).
Specifically, the up potential is released to pay for the update cost of promotions of nodes and the
increase in down potential due to the promotions. The down potential is released to pay for update
time of the rebuilds of levels and the lift-up costs. In other words, the up and down potential
are consumed during promotions and rebuilds. Hence it suffices to upper bound the amount of
potential we gain from edge insertions and deletions. We show in Section 4.4 that
• each insertion does not increase the total down potential, and increases the total up potential
by O(f
2
ǫ3
+ f
ǫ2
logC);
• each deletion does not increase the total up potential, and increases the total down potential
by O( f
ǫ3
+ 1
ǫ2
logC).
Since each unit of potential is used to pay for O(1) units of update time, the amortized update
time is bounded by O(f
2
ǫ3
+ f
ǫ2
logC).
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4.1 Potential Function
We first define the up potential, i.e., potentials of nodes u with weight wu > cu. Recall that the
local φ invariant guarantees φu = 0 for each node u with wu > cu.
If node u has weight wu ≤ cu then it has 0 potential; otherwise its potential is given as follows.
Recall that w(u, i) is the weight of u if we set l(u) = i. Hence w(u, i) is a non-increasing function
of i. Suppose wu = w(u, l(u)) > cu. Let lˆ(u) be the highest level such that w(u, lˆ(u)) ≥ cu. Let
αi =
(
f
ǫ3
+
1
ǫ2
logC
)
(1 + ǫ)i+1
be the conversion ratio from node weight to up potential at level i. We define the potential of u as
lˆ(u)−1∑
i=l(u)
(
w(u, i) − w(u, i + 1)
)
· αi +
(
w(u, lˆ(u)) − cu
)
· α
lˆ(u).
As it will be clear from our later analysis, the up potential of node u is defined such that
the potential released by Promote(u) is at least the update time, and the increase in total down
potential due to the promotion.
The down potential is defined as follows. Let
βi =
1
f
· αi =
(
1
ǫ3
+
1
ǫ2f
logC
)
(1 + ǫ)i+1
be the conversion ratio from dead weight to down potential at level i. The dead weight φu of node
u has potential φu · βl(u). In other words, each unit of dead weight at level i has potential βi.
4.2 Rebuilds
Recall that Rebuild(k) takes time O( f
ǫ2
· |E≤k| +
1
ǫ
logC), and cleans up the dead weights at level
at most k. Also recall that a node u is charged one unit of lift-up cost each time Lift-Up(u) is
called, which increases l(u) by at least one. Moreover, if l(u) < b(u), then Lift-Up(u) increases
l(u) to b(u) immediately. Hence from the last time node u is involved in some rebuild, at most
max{l(u) − b(u) + 1, 0} units of lift-up costs are charged to u.
We show that (1) Rebuild(k) does not increase the up potential of any node; (2) the down
potential released by dead weight Φ≤k is sufficient to pay for the rebuild cost, and the lift-up cost
charged to nodes in T≤k.
Lemma 4.1 Rebuild(k) does not increase the up potential of any node.
Proof: Observe that Rebuild(k) does not change the up potential of nodes at levels higher than
k. Moreover, after the rebuild, each node u at level at most k − 1 has weight at most cu, and has
0 up potential. Consider any node u that is at level k after the rebuild:
• if node u is at level i ≤ k − 1 before the rebuild, then we show that we have wu < cu after
the rebuild. Recall that in the first step of rebuild (line 2 of Algorithm 6), we put all edges
and nodes at level k. By the bounded weight invariant, we have w(u, k) ≤ w(u, i + 1) < cu.
Since u stays at level k afterwards, its weight does not increase in the later steps of rebuild.
Hence after the rebuild we have wu < cu, which implies that u has 0 potential.
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• if node u is at level k before the rebuild, then the first step of rebuild does not change wu or
the level of any edge incident to u, since they were at level k or higher. Hence u have the
same potential after the rebuild.
In summary, Rebuild(k) does not increase the up potential of any node.
Lemma 4.2 The down potential of Φ≤k is at least
f
ǫ2
· |E≤k|+
1
ǫ
logC +
∑
u∈T≤k
max{l(u)− b(u) + 1, 0}.
Proof: Recall that the conversion ratio of dead weight to down potential is smaller at lower levels.
Hence given Φ≤k > ǫ · (c(T≤k) + f · w(E≤k)) and the fact that k is the smallest level for which the
inequality holds, the down potential is minimized when Φi = ǫ · (c(Ti)+ f ·w(Ei)) for all i ∈ [k−1].
Besides, we have Φk > ǫ · (c(Tk) + f · w(Ek)).
Let t ∈ [k] be an arbitrary level for which Et 6= ∅. The down potential of Φ≤k is at least (recall
that βi =
(
1
ǫ3
+ 1
ǫ2f
logC
)
(1 + ǫ)i+1)
ǫ ·
k∑
i=0
∑
u∈Ti
cu · βi + ǫf ·
k∑
i=0
∑
e∈Ei
we · βi
≥ǫ ·
k∑
i=0
∑
u∈Ti
cu ·
(1 + ǫ)i+1
ǫ3
+ ǫf ·
k∑
i=0
∑
e∈Ei
we ·
(1 + ǫ)i+1
ǫ3
+ ǫf · (1 + ǫ)−t ·
(1 + ǫ)t+1
ǫ2f
logC
≥
k∑
i=0
∑
u∈Ti
(1 + ǫ)i−b(u)
ǫ2
+ f ·
k∑
i=0
∑
e∈Ei
(1 + ǫ)−i ·
(1 + ǫ)i+1
ǫ2
+
1 + ǫ
ǫ
logC
≥
k∑
i=0
∑
u∈Ti
·
ǫ ·max{i− b(u) + 1, 0}
ǫ2
+
f
ǫ2
|E≤k|+
1
ǫ
logC
≥
∑
u∈T≤k
max{i− b(u) + 1, 0} +
f
ǫ2
|E≤k|+
1
ǫ
logC,
where the third inequality comes from (1 + ǫ)x ≥ 1 + ǫ · x ≥ ǫ · (x+ 1) for all x ≥ 0.
In summary, Rebuild(k) does not increase the up potential, and releases an amount of down
potential that is sufficient to pay for the rebuild cost, and the lift-up cost charged to nodes in T≤k.
4.3 Promotions
Suppose we promote u from level k to k + 1. Recall that the update time is O(f · |Ek(u)|). Also
recall that the promotion of u from level k to k + 1 increases the total dead weight by at most
f · |Ek(u)| · ǫ(1 + ǫ)
−(k+1). Since all these increased dead weights are at level at most k, the total
down potential is increased by at most
f · |Ek(u)| · ǫ(1 + ǫ)
−(k+1) ·
(
1
ǫ3
+
1
ǫ2f
logC
)
(1 + ǫ)k+1 =
(
f
ǫ2
+
1
ǫ
logC
)
· |Ek(u)|.
In the following, we show that promoting u from level k to k + 1 does not increase the up
potential of any neighbors of v, and releases at least
(
f
ǫ2
+ 1
ǫ
logC
)
· |Ek(u)| up potential of u.
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Lemma 4.3 Promoting u from level k to k + 1 releases
(
f
ǫ2
+ 1
ǫ
logC
)
· |Ek(u)| up potential of u.
Proof: Note that promoting u from level k to k+1 does not change lˆ(u) or w(u, i) for all i ≥ k+1.
Hence by definition, the up potential released from node u is
(
w(u, k) − w(u, k + 1)
)
·
(
f
ǫ3
+
1
ǫ2
logC
)
(1 + ǫ)k+1
=ǫ(1 + ǫ)−(k+1) · |Ek(u)| ·
(
f
ǫ3
+
1
ǫ2
logC
)
(1 + ǫ)k+1 =
(
f
ǫ2
+
1
ǫ
logC
)
· |Ek(u)|,
which concludes the lemma.
It remains to show that the up potentials of other nodes are not increased due to the promotion.
Obviously the promotion does not change the up potential of any node that is not a neighbor of u,
or any node at level higher than k.
Lemma 4.4 Promoting u from level k to k+1 does not increase the potential of neighbors of u at
levels at most k .
Proof: Fix any neighbor v of u at level l(v) = i ≤ k. Recall that promoting u from level k to k+1
decreases wv and may possibly increase φv. If φv > 0 after the promotion then v has 0 potential,
and the lemma trivially holds.
Otherwise the promotion moves some edges in Ek(v) to Ek+1(v), and does not change the level
of any other edge incident to v. Hence w(v, j) remains unchanged for all j ≥ k + 1, and w(v, j)
decreases by the same amount, for all j ≤ k. Consequently, w(v, j) − w(v, j + 1) for all j ≥ k + 1
and j ≤ k − 1 remains unchanged, and w(v, k) − w(v, k + 1) decreases. Moreover, lˆ(v) does not
increase. Hence the up potential of v does not increase due to the promotion.
4.4 Insertions and Deletions
Recall that Delete(e) handles each deletion in O(f) time and Insert(e) handles each insertion in
O(f log f) time. Additionally, O(f
ǫ
logC) time is charged to each insertion for maintaining the
linked list of pointers to non-empty sets of tight nodes.
Next, we bound the total up and down potential increased due to edge insertions and deletion.
Deletion. Suppose e is deleted. In Algorithm 2, we increase φu by at most we for each u ∈ e.
Hence the total down potential increases by at most
∑
u∈e
we ·
(
1
ǫ3
+
1
ǫ2f
logC
)
(1+ ǫ)l(u)+1 ≤
∑
u∈e
we ·
(
1
ǫ3
+
1
ǫ2f
logC
)
(1+ ǫ)l(e)+1 = O(
f
ǫ3
+
1
ǫ2
logC).
Insertion. Suppose e is inserted. Recall that in Algorithm 4, we lift nodes in e up until all nodes
are good, and then insert edge e. For all u ∈ e, we increase wu by we ≤ (1 + ǫ)
−l(u).
In the following, we show that e increases the up potential of u by O( f
ǫ3
+ 1
ǫ2
logC). Since
each edge contains at most f nodes, our O(f
2
ǫ3
+ f
ǫ2
logC) upper bound on the increase of total up
potential follows. A similar upper bound on the increase of potential appeared in [BK19].
Lemma 4.5 An insertion of edge e increases the potential of each u ∈ e by O( f
ǫ3
+ 1
ǫ2
logC).
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Proof: Let wu be the weight of u and t = l(u), right before e is inserted. If wu + we ≤ cu
then u has 0 up potential after the insertion, and the lemma trivially holds. Otherwise (since the
algorithm lifts u up until it becomes good) we know that before the insertion Et(u) 6= ∅. Moreover,
by the bounded weight invariant, we have w(u, t + 1) < cu before the insertion.
Recall that the conversion ratio of node weight to up potential at level i is given by αi =(
f
ǫ3
+ 1
ǫ2
logC
)
(1 + ǫ)i+1, and the up potential of u is given by
lˆ(u)−1∑
i=l(u)
(
w(u, i) − w(u, i + 1)
)
· αi +
(
w(u, lˆ(u)) − cu
)
· α
lˆ(u).
The insertion of e increases wu by we, and can possibly increase lˆ(u). Let t
′ be the value of
value of lˆ(u) after the insertion. Note that the insertion does not decrease w(u, i)−w(u, i+ 1) for
any i. Hence by definition, the insertion increases the up potential of u by at most we · αt′ .
Since we ≤ (1 + ǫ)
−t, the increment in up potential of u is at most
(1 + ǫ)−t ·
(
f
ǫ3
+
1
ǫ2
logC
)
(1 + ǫ)t
′+1 =
(
f
ǫ3
+
1
ǫ2
logC
)
(1 + ǫ)t
′−t+1.
It remains to show that (1 + ǫ)t
′−t = O(1).
Since Et(u) 6= ∅ and w(u, t+1) < cu before the insertion, after the insertion, the weight of u at
level t′ is at most
cu − |Et(u)|
(
(1 + ǫ)−(t+1) − (1 + ǫ)−t
′)
+ (1 + ǫ)−t
′
≤ cu − (1 + ǫ)
−(t+1) + 2(1 + ǫ)−t
′
.
On the other hand, the weight of u at level t′ after the insertion is at least cu. Hence we have
cu − (1 + ǫ)
−(t+1) + 2(1 + ǫ)−t
′
≥ cu, which is equivalent to (1 + ǫ)
t′−t ≤ 2(1 + ǫ), as required.
4.5 Total lift-up cost
Since Rebuild(k) removes all lift-up costs charged to the nodes in T≤k, each node u at level i is
charged at most max{i− b(u) + 1, 0} units of lift-up cost.
Recall that without loss of generality we assume the final graph is empty. In other words, all
nodes are slack and are at level 0 in the final graph. Hence at the end of update sequence there is
no lift-up cost charged to any node.
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