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Abstract
This paper presents Ternary Decision Diagrams which represent sets of products.
This paper also presents manipulating methods for $\mathrm{s}\mathrm{u}\mathrm{m}-_{\mathrm{O}}\mathrm{f}- \mathrm{p}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{S}$forms and ringsum-
of-products forms using Ternary Decision Diagrams.
1 Introduction
Binary Decision Diagrams [1] are very efficient in representing and manipulating logic functions
[2]. BDDs have become very popular in the field of VLSI logic system designs, and have
occupied very high position at implementing CAD systems [3, 4, 8]. Nowadays BDDs are used
to represent sets of products $[5, 7]$ as well as logic functions. But BDDs are rather powerless
to represent sets with binate literals, so new idea to represent sets of products is required.
Ternary Decision Diagrams were first introduced to represent Pseudo Kronecker Expres-
sions [6], which are subclass of General Reed-Muller Expressions. More general in this paper,
Ternary Decision Diagrams are presented as a graph representation of sets of products. The
manipulation of sum-of-products forms and ringsum-of-products forms using TDDs is also
presented.
2 Ternary Decision Diagrams
Ternary Decision Diagrams are a direct 3-degree acyclic graph denoted by an 8-tuple
$\langle$V, $0$ , $1,\epsilon_{0},\epsilon_{1},\epsilon*’ \mathrm{X},\lambda\rangle$ ; where $0$ and 1 are leaf nodes, V is a set of nodes except for the leaf
nodes, $\epsilon_{0},$ $\epsilon_{1}$ , and $\epsilon_{*}$ denote edges that are mappings from V to $\mathrm{V}\mathrm{U}\{0,1\},$ $\mathrm{X}\equiv\{x1^{X_{2}},,\cdots,X_{\eta}\}$
is a set of variables, $\lambda$ which represents labels on the non-leaf nodes is a mapping from V to
X; and TDDs must satisfy:
i) Variable Ordering Rule (see Figure 1.)
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$\Rightarrow$
(a) incorrect TDDs (b) correct TDDs
Figure 1: Variable Ordering Rule
ii) Node Reduction Rule (see Figure 2.)
$\forall_{\mathrm{V}\in \mathrm{v},(\mathrm{v})\neq 0}\epsilon_{0}\vee\epsilon_{1}(\mathrm{v})\neq 0$ .
$\Rightarrow$
(a) incorrect TDDs (b) correct TDDs
Figure 2: Node Reduction Rule
iii) Node Unification Rule (see Figure 3.)
$\forall_{\mathrm{V}\mathrm{V}’},\in \mathrm{V},$ $\lambda(\mathrm{v})=\lambda(\mathrm{v})/$ A $\epsilon_{0}(\mathrm{v})=\epsilon_{0}(\mathrm{V}’)$ A $\epsilon_{1}(\mathrm{v})=\epsilon_{1}(_{\mathrm{V}’)}$ A $\epsilon_{*}(\mathrm{v})=\epsilon_{*}(_{\mathrm{V}’)}\Rightarrow \mathrm{v}=\mathrm{v}’$ .
We define a set of products represented by a node in TDDs as follows:
$\bullet$ $0$ represents the empty set $\emptyset$ .
$\bullet$ 1 represents the set {1}.
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$\Rightarrow$
(a) incorrect TDDs (b) correct TDDs
Figure 3: Node Unification Rule
$\bullet$ A non-leaf node $\mathrm{v}\in \mathrm{V}$ represents the union of the following three sets; the logical prod-
ucts of $\overline{\lambda(\mathrm{v})}$ and the set represented by $\epsilon_{0}(\mathrm{v})$ , the logical products of $\lambda(\mathrm{v})$ and the set
represented by $\epsilon_{1}(\mathrm{v})$ , and the set represented by $\epsilon_{*}(\mathrm{v})$ .
Figure 4 shows an example of sets of products represented by nodes in TDDs.
Figure 4: Sets of products represented in TDDs
3 Operations on TDDs
When a set of products is given, it can be regarded either as a $\mathrm{S}\mathrm{u}\mathrm{m}-\mathrm{o}\mathrm{f}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}}- \mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{s}$ form or as
a $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}\mathrm{m}}- \mathrm{o}\mathrm{f}- \mathrm{p}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}_{\mathrm{S}}$ form. For example, the set $\{x_{1}\overline{X_{2}}x_{3}, x_{2}, \overline{x_{2}}x_{3}\}$ can be regarded either
as $x_{1}\overline{x_{2^{X_{3}}}}+X_{2}+\overline{x_{2}}x_{3}$ or as $x_{1}\overline{x_{2}}x\mathrm{s}\oplus X2\oplus\overline{x_{2^{X}3}}$ . Hence, when we represent a set of products in
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TDDs, we carry out different operations on TDDs according as our view of the set, namely,
the sum-of-products form or the $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}\mathrm{m}}-\mathrm{o}\mathrm{f}-\mathrm{P}^{\mathrm{r}}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{s}$ form.
In the rest of this paper, we think of $\{\overline{x_{i}}\},$ $\{x_{i}\}(x_{i}\in \mathrm{X}),$ $\emptyset$ , and {1} as basic sets that are
given in TDDs from the beginning.
3.1 Manipulating $\mathrm{s}\mathrm{u}\mathrm{m}-\mathrm{o}\mathrm{f}$-products forms on TDDs
We consider essential operations on TDDs, in which we represent sum-of-products forms, in
this section, namely, Union, Cartesian Product, Weak Division, Intersection, and Difference.
i) Union
The set operator $\cup$ is used to make the sum of two sum-of-products forms. For ex-
ample, $\{x_{1}\overline{X_{2}}x_{3}, x_{2}, \overline{x_{2}}X_{3}\}\cup\{x_{2}, \overline{x_{1}}x_{3}\}=\{X_{1}\overline{X_{2}}x_{3}, x_{2}, \overline{x_{2}}x_{3}, \overline{x_{1}}x_{3}\}$ can be regarded as
$(x_{1}\overline{x_{2}}X_{3}+x2+\overline{x2}x_{3})+(x_{2}+\overline{X1}^{X}3)=X_{1^{\overline{X_{2^{X_{3}}}}}}+x_{2}+\overline{X_{2}}X_{3}+\overline{x1}x3$. Figure 5 shows the procedure
for the operator $\cup$ on TDDs. The procedure terminates when it reaches to the leaf nodes,
where the rules $\mathrm{P}\cup\emptyset=^{\mathrm{p}.\emptyset\cup}\mathrm{O}=\mathrm{O}$ . and $\mathrm{f}\mathrm{l}\mathrm{t}_{\mathrm{U}}\{1\iota_{=}\{1\}$ are used-
$(\mathrm{C})/\iota(\mathrm{n}\mathrm{o}a\mathrm{e}\mathrm{o}\mathrm{I}Yl<\Lambda(\mathrm{n}\mathrm{o}\mathfrak{a}\mathrm{e}\mathrm{o}\mathrm{I}\{d)$
Figure 5: Procedure to compute PUQ
ii) Cartesian Product
The set operator $\cross \mathrm{i}\mathrm{s}$ used to make the product of two sum-of-products forms. For exam-
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$\mathrm{p}\mathrm{l}\mathrm{e},$ { $x_{1}\overline{X_{2^{X_{3}}}},$ $X2,$ $\overline{x2}^{X_{3}\}}\cross\{X_{1}, \overline{X_{3}}\}=\{x1^{\overline{X_{2}}}x_{3}, x_{1}x_{2}, x_{2}\overline{x_{3}}\}$ can be regarded as $(x1\overline{x2}x3+X2$
$+\overline{x_{2}}X_{3})(X1+\overline{X3})=X_{1^{\overline{X_{2^{X_{3}}}}}}+x1x_{2}+X2\overline{X3}$. Figure 6 shows the procedure for the operator $\cross$
on TDDs. The procedure terminates when it reaches to the leaf nodes, where the rules
$\mathrm{P}\cross\emptyset=\emptyset$ and $\mathrm{P}\cross\{1\}=\mathrm{P}$ are used.
(a) $\lambda$ ( $\mathrm{n}\mathrm{o}\alpha \mathrm{e}$ ot $\mathrm{r}$ ) $=\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{q})$
(b) $\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{P})>\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{Q})$
(c) $\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e} \mathrm{o}\mathrm{t} \mathrm{P})<\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{Q})$
Figure 6: Procedure to compute $\mathrm{P}\cross \mathrm{Q}$
iii) Weak Division
The weak division $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}/\mathrm{i}\mathrm{s}$ used to get a quotient on the field of Cartesian Product.
The quotient $\mathrm{R}=\mathrm{P}/\mathrm{Q}$ is the maximum set that satisfies $\mathrm{R}\cross \mathrm{Q}\subseteq \mathrm{P}$, where $\mathrm{R}$ does not
include variables appeared in Q. For example, $\{X_{1}\overline{x_{2}}x3, x2, \overline{X_{23}}X\}/\{1, X_{1}\}=\{\overline{x_{2^{X_{3}\}}}}$ . Figure
7 shows the procedure for the operator $/\mathrm{o}\mathrm{n}$ TDDs. The procedure terminates when
the rule $\mathrm{P}/\emptyset=\infty$ or $\mathrm{P}/\{1\}=\mathrm{P}$ is used, where $\infty$ means the universal set which satisfies
$\infty\cap \mathrm{R}=\mathrm{R}$ for any set R.
iv) Intersection
The set operator $\cap$ is used to get common products between two sets of products. The
procedure for the operator $\cap$ on TDDs is similar to the one $\mathrm{f}\mathrm{o}\mathrm{r}\cup \mathrm{s}\mathrm{a}\mathrm{v}\mathrm{e}$ that its termination







(c) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $\mathrm{P}$ ) $<\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot Q)
Figure 7: Procedure to compute $\mathrm{P}/\mathrm{Q}$
v) Difference
The set operator –is used to remove some products from a set of products. It can
be used to get a remainder after a weak division as $\mathrm{P}-((\mathrm{P}/\mathrm{Q})\cross \mathrm{Q})$ . Figure 8 shows the
procedure for the operator –on TDDs. The procedure terminates when it reaches to
the leaf nodes, where the rules $\mathrm{P}-\emptyset=\mathrm{P},$ $\emptyset-\mathrm{Q}=\emptyset$ , and $\{1\}-\{1\}=\emptyset$ are used.
3.2 Manipulating $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}}\mathrm{u}\mathrm{m}-\mathrm{o}\mathrm{f}$-products forms on TDDs
We consider essential operations on TDDs, in which we represent ringsum-of-products forms, in
this section, namely, Symmetric Difference, Ringsum Product, Weak Division, and Intersection.
i) Symmetric Difference
The set operator $\oplus \mathrm{i}\mathrm{s}$ used to make the ringsum of two $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}\mathrm{m}\mathrm{o}}- \mathrm{f}-\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{s}$ forms.
For example, $\{x_{1}\overline{X_{2}}x_{3}, x_{2}, \overline{x_{2}}X_{3}\}\oplus\{x_{2}, \overline{x_{1}}x_{3}\}=\{x_{1}\overline{X_{2}}x_{3}, \overline{x_{2}}x_{3}, \overline{x_{1}}x_{3}\}$ can be regarded as
( $x_{1}\overline{x_{2^{X_{3}}}}\oplus X_{2^{\oplus x_{3})}}\overline{X2}\oplus(X_{2}\oplus\overline{X_{1}}x_{3})=X1\overline{X2}X3\oplus\overline{x_{2}}X3\oplus\overline{x_{1^{X}3}}$ . It can be used to get a remainder
after a weak division as $\mathrm{P}\oplus((\mathrm{P}/\mathrm{Q})\otimes \mathrm{Q})$ . The procedure for the operator $\oplus \mathrm{o}\mathrm{n}$ TDDs
is similar to the one for $\cup \mathrm{i}\mathrm{n}$ the previous section save that its termination rules are
$\mathrm{P}\oplus\emptyset=\mathrm{P},$ $\emptyset\oplus \mathrm{Q}=\mathrm{Q}$ , and $\{1\}\oplus\{1\}=\emptyset$ .
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(a) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $1^{J}$ ) $=\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}(d)$
(b) $\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{P})>\lambda(\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{Q})$
(c) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $\mathrm{P}$ ) $<\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot Q)
Figure 8: Procedure to compute P-Q
ii) Ringsum Product
The set $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\otimes \mathrm{i}\mathrm{s}$ used to make the product of two ringsum-of-products forms. For
example, $\{X_{1}\overline{X_{2}}X_{3}, x_{2}, \overline{x_{2}}x_{3}\}\otimes\{x_{1}, \overline{x_{3}}\}=\{x_{12}X, x_{2}\overline{x_{3}}\}$ can be regarded as $(x_{1}\overline{x_{2}}x_{3}\oplus X_{2}$
$\oplus\overline{x_{2}}x_{\mathrm{s}})(x_{1^{\oplus\overline{X}}}3)=x_{12}X\oplus X2^{\overline{X}}3$. Figure 9 shows the procedure for the $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\otimes \mathrm{o}\mathrm{n}$ TDDs.
The procedure terminates when it reaches to the leaf nodes, where the rules $\mathrm{P}\otimes\emptyset=\emptyset$ and
$\mathrm{P}\otimes\{1\}=\mathrm{p}$ are used.
$\mathrm{i}\mathrm{i}\mathrm{i})- \mathrm{i}\mathrm{v})$ Weak Division and Intersection
Same as those mentioned in the previous section, though we regard the quotient $\mathrm{R}=\mathrm{P}/\mathrm{Q}$
here as the maximum set that satisfies $\mathrm{R}\otimes \mathrm{Q}\subseteq^{\mathrm{p}}$, because $\mathrm{R}\otimes \mathrm{Q}=\mathrm{R}\cross \mathrm{Q}$ when $\mathrm{R}$ does not
include variables appeared in Q.
3.3 Emulating BDDs
When a sum-of-products form $\mathrm{P}$ is given, we can obtain the sum-of-minterms form $\mathrm{Q}$ which
expresses the logic function expressed by $\mathrm{P}$ with Shannon Expansion:
$\mathrm{Q}=\{\overline{X_{1}}, x_{1}\}\cross\{\overline{X_{2,2}}X\}\cross\cdots\cross\{\overline{x_{n’ n}}x\}\cross \mathrm{P}$ .
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(a) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $\mathrm{P}$ ) $=\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot Q)
(b) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $\mathrm{P}$ ) $>\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ol Q)
(c) $\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot $\mathrm{P}$ ) $<\lambda$ ( $\mathrm{n}\mathrm{o}\mathrm{d}\mathrm{e}$ ot Q)
Figure 9: Procedure to compute $\mathrm{P}\otimes \mathrm{Q}$
When a $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}}\mathrm{m}-\mathrm{o}\mathrm{f}-\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{s}$ form $\mathrm{P}$ is given, we can obtain the $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}\mathrm{m}-}\mathrm{o}\mathrm{f}$-minterms form $\mathrm{Q}$
which expresses the logic function expressed by $\mathrm{P}$ with Shannon-Davio Expansion:
$\mathrm{Q}=\{\overline{x_{1,1}}X\}\otimes\{\overline{x2}, X_{2}\}\otimes\cdots\otimes\{\overline{X_{n’ n}}X\}\otimes^{\mathrm{p}}$ .
TDDs, whose source node represents a set of minterms, bear a close resemblance to quasi-
reduced $\mathrm{B}\mathrm{D}\mathrm{D}\mathrm{s}^{\uparrow}$ whose source node represents the logic function expressed by the sum of the
minterms. Since in TDDs each path from a node to 1 corresponds with a product in the
set represented by the node, and in quasi-reduced BDDs each path from a source node to 1
corresponds with a minterm in the logic function represented by the source node. Figure 10
shows an example, in which both source nodes represent $\overline{x_{1}X_{2}}x3+\overline{x_{1}}x_{2}\overline{x_{3}}+\overline{X_{1}}x2X3+x_{1}\overline{x_{23}}X$ .
Here we consider the emulation of the operations on BDDs by the operations on TDDs
whose source nodes represent sets of minterms. On such TDDs, we may use all operations
mentioned in the sections 3.1 and 3.2, because a set of minterms can be regarded both as a
$\mathrm{S}\mathrm{u}\mathrm{m}-\mathrm{o}\mathrm{f}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}}-\mathrm{d}\mathrm{u}\mathrm{C}\mathrm{t}\mathrm{S}$ form and as a $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{S}\mathrm{u}}\mathrm{m}-\mathrm{o}\mathrm{f}- \mathrm{p}\Gamma \mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{S}$ form.
$\bullet$ Logical OR can be emulated by the $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\cup$ .
\dagger Quasi-reduced BDDs have some additional nodes to BDDs in order that any paths from the source node
to 1 include all variables [9].
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(a) in TDDs (b) in quasi-reduced BDDs
Figure 10: Representation of a set of minterms
$\bullet$ Logical EXOR can be emulated by the $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\oplus$ .
$\bullet$ Logical AND can be emulated by the $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\cross,$ $\otimes,$ $\mathrm{o}\mathrm{r}\cap$ . Because $\mathrm{P}\cross \mathrm{Q}=^{\mathrm{p}_{\otimes}\mathrm{Q}}=^{\mathrm{p}\mathrm{Q}}\cap$
when $\mathrm{P}$ and $\mathrm{Q}$ are sets of minterms.
$\bullet$ Logical NOT can be emulated by $\oplus \mathrm{w}\mathrm{i}\mathrm{t}\mathrm{h}$ the set of all minterms made of $\{\overline{x_{1}}, x_{1}\}$
$\otimes\{\overline{X2}, X2\}\otimes\cdots\otimes\{\overline{x}X\}n’ n$ .
$\bullet$ Restrictions $\mathrm{P}|_{x_{i}arrow 0}$ and $\mathrm{P}|_{x_{i}arrow 1}$ can be emulated by $(\mathrm{P}/\{\overline{x_{i}}\})\cross\{\overline{x_{i}}, x_{i}\}$ and $(\mathrm{P}/\{x_{i}\})$
$\cross\{\overline{x_{i}}, x_{i}\}$ , respectively.
It is evident now that TDDs can emulate quasi-reduced BDDs.
4 Conclusion
We have proposed a new technique of representing sets of products named Ternary Decision
Diagrams. TDDs can represent both $\mathrm{S}\mathrm{u}\mathrm{m}-\mathrm{o}\mathrm{f}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}}-\mathrm{d}\mathrm{u}\mathrm{C}\mathrm{t}\mathrm{S}$ forms and $\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{S}\mathrm{u}\mathrm{m}-_{\mathrm{o}\mathrm{f}_{\mathrm{P}^{\mathrm{r}\mathrm{o}}}\mathrm{d}}-\mathrm{u}\mathrm{C}\mathrm{t}\mathrm{S}$ forms,
and even can emulate BDDs. We have shown procedures to manipulate sets of products on
TDDs. The procedures are very easy to implement, and very useful in the field of VLSI logic
system designs. We are sure that TDDs will take the place of BDDs at implementing CAD
systems in the near future.
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