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ABSTRACT 
Let (x,, y,), v=l, . . . . k be points of interpolation with 0 < XI < . . . < xk < 2n 
and let 1 < p < do. We consider sequences (8,) of %-periodic functions which 
interpolate the data optimally in the sense that 
IIfWlP= minimum. 
The main results, which depend on the parity of k, concern the asymptotic behavior 
of J!%,(X) as m tends to infinity. 
1. k= 2nf 1. Let T(x) be the unique polynomial 
(1) T(x) = 7 + $ (a, COB qx fb, sin qx) 
q=1 
that interpolates the data. Then 
(2) lim Sm(x)=T(x) uniformly in x. 
- 
2. k=2n. Among all interpolants (1) let T(x) be that polynomial such that 
a: + b: = minimum. 
For this T(x) again (2) holds. 
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In 1940 J. Favard wrote “Sur l’interpolation,” a paper which has at- 
tracted some attention during the past few years [2], [3], [8]. Favard’s 
work raises many interesting questions (e.g. [3]) and we would now like 
to address one which appears in the very final paragraph of his paper: 
to wit, how does one handle interpolation of periodic data by smooth 
m-times differentiable functions and what is the asymptotic behavior of 
these smooth interpolating functions as m tends to infinity. The present 
paper is accordingly divided into two sections. In the first section we 
approach the interpolation problem as a constrained minimization and 
obtain a sequence 8, of spline interpolants. The asymptotic behavior of 
this sequence is determined in the second section. 
We deal always with uniform convergence on the period, while the 
constrained minimization is posed in each of the L, norms, 1 <~QCO. 
However the limit of the sequence AS’, does not depend on p, but rather 
is completely determined by the given data. The case when p= 2 has 
been settled earlier by M. V. Golitschek [6] and also by I. J. Schoenberg 
[9]. The new ideas necessary to handle the case of 1, # 2, and in particular 
p=oo, consistute the novelty of the present paper. 
§ 1. Fix (%,y,),~=l, . . . . k as the points of interpolation and assume 
O<Xl<XZ< . . . <xk -C 2n and k> 2. We denote by ll$’ the space of 2n- 
periodic functions whose (m - 1)th derivative is absolutely continuous and 
whose mm-derivative is in the Lebesgue space JQO, 2n). Put 
9p=(fE W;lf(xv)=yv, y=l, ..*, k}. 
Our problem is to determine solutions of 
For nonperiodic data the results for this interpolation problem are well 
known [41, PI, and we merely adapt the effective approach of de Boor 
and others to the present case of periodic data. When p=cc the result 
for the periodic case reads as 
THEOREM 1. Problem (1.1) has a solution S which is a periodic perfect 
spline function of degree m with at most 2[(k/2)] knots. More precisely 
Ifw)(x)J =c 
except at the knots and 
c= jmt Ijf(m)lloo. 
E m 
Moreover if m > k the solution S is unique. 
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REMARK : Except for the uniqueness statement, this fact has been 
observed by others, notably B. D. Bojanov [l] and W. Forst [5]. 
PROOF : We first convert our interpolation conditions into moment 
conditions. For every integer j and v = 1, . . . , k put 
Xl+fk=Xy+23+ 
%+jk=yv. 
Based on the nodes {%}Z-=, construct the B-splines M, of degree m - 1 
defined as the Peano kernels of divided differences of order m. Thus for 
any fEflw and any integer v 
Now form v,,(t) = r- --oo M,+jk(t), v = 1, . . ., k. Clearly the vV are 2n-periodic 
and linearly independent. 
Now for any f E .Fm set 
(1-Q) c,= 3 *(t)f(“)(t)dt, v=l 9 **a, k. 
0 
We now solve the constrained minimization problem 
(1.3) min Mm subject to 7 p(t)g(t)dt=c*, v= 1, . . . . k. 
0 
Let A? denote the linear span of {~JJ,}!~~. We view AY as a k-dimensional 
subspace of Ll(O, 2n), and on A! we define a linear functional A by setting 
ilp=cv, v=l, . . . . k. 
It follows from the Hahn-Banach theorem and the identification of L: 
with L, that there exists a solution g, E L,(O, 24 of the above minimum 
problem (1.3). Clearly ]]g*l]co=]]12]]. 
To determine the structure of the function g,(t), let us suppose that 
il. achieves its norm for the function 8 EA. Thus ]]8l]i= 1 and As= 1];1]]. 
Suppose for the moment that the periodic spline s vanishes on no interval. 
Then from Rolle’s theorem we conclude that s(t) has no more than 2[(k/2)] 
zeros on its period. Observe also 
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So equality must hold throughout and so 
g*(t) = Il9*lk@ 4% 
except at 2[(k/2)] points or less where s(t)=O. 
Now if rn> k it follows from the minimum support property of the 
B-splines M,(t) that s cannot vanish on an interval. So g,(t) is in this case 
uniquely determined by sign s(t). If m < k and .s(t) should actually vanish 
on an interval, we need some additional technical details in order to see 
that there is some solution g,(t) with constant absolute value and at most 
2[(k/2)] sign changes, For these details, we refer the reader to [2]. 
To conclude our proof of Theorem 1 observe first 
2n 
I g(t)& = r p(t)& = 0. 
So g has an m-fold periodic integral, defined uniquely up to an additive 
constant. Let #i(t) be one such integral and put p(t)=&(t) -f(t). Then 
Thus the divided differences of p(t) vanish; hence on the nodes p(t) must 
reduce to a constant PO. So #(t)=&(t)-JAI interpolates the data and 
yields the desired solution of Theorem 1. 
For arbitrary p, 1 <PC<, we obtain by the same method as above 
the following proposition. In case p=2, the interpolating spline S is 
structurally characterized as the interpolating spline with knots at the x,, 
see [8]; for other r, the structure of S is less transparent, but has been 
discussed to some extent by Golomb [7], also by de Boor [3]. 
PROPOSITION: For each p, 1~ p -C 00, there is a unique A E Sp minimizing 
#.bW)llP. This 6’ is characterized by the relation 
S(~)(z) = ~s(x)IQ-~ sign S(X) 
where q is conjugate to p and s is a spline in A. 
Before leaving questions of interpolation, let us recall some results 
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concerning interpolation by trigonometric polynomials. For k odd, say 
k = 2n+ 1, there is a unique trigonometric polynomial T(x) of order n 
satisfying 
(1.5) T(xv)=y9, ~=l, . . . . 2n+l. 
It is convenient at times to write 
(1.6) 
or 
T(x) = 7 + i (aq 00s qx+b, sin qx) 
u-1 
B&+1 
(1.7) T’(x) = ZI Y44 
v-1 
where Z,(x) are the Lagrange functions for the nodes xl, , . ., xan+i. 
For k even, k = 2n, there is a one parameter family of interpolating nth 
order trigonometric polynomials with 
(14 T(xv)=yv, Y= 1, . . . . 2n 
and Schoenberg [8] has suggested singling out the one with least amplitude 
for the terms of highest frequency: 
DEFINITION: Among the T(z) of the form (1.6) and satisfying the inter- 
polation corulitions (1.8) we determine the unique T(x) which satisfies the 
condition that 
a;4+bi=minimum. 
This T is called the proximal interpolant. 
Consider the function 
y(x) = fj sin xq. 
v-1 
Evidently y vanishes precisely at the x, and so if TI(x) satisfies the 
interpolation conditions (1.8) so does Tl(x)+ly(x) for any value A. Using 
this observation one can easily establish the following lemma [9]: 
LEMMA 1: The proximal interpolant T(x) is uniquely characterized as 
the interpolant of the form 
n-1 
(1.9) T(x)=&+ 2 ( a4cosqx+b,sinqx)+orsin(nx-4 5 s). 
q-1 v-1 
5 2. For the data (G, y,+), Y= 1, . . ., k, we solve the problem in Theorem 1 
for every positive integer m. This yields a sequence {Xm(x)>gB1 of periodic 
perfect splines, all of which interpolate the same data. Alternatively, 
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obtain as in the Proposition a similar sequence {X,(X)}:-~ which minimizes 
jjS(m)llP, 1 <p<oo. In any case, the following theorem describes the 
asymptotic behavior of these sequences. 
THEOREM 2: Depending on whether k is odd or even, let T(x) be the 
unique interpolating trigonometric polynomial as determined in 8 1 by (1.6) 
for k=2n+l and by (1.9) for k=2n. Then for every j=O, 1, . . . . we have 
lim S$(z) = T(j)(x) uniformly in x. 
m-wm 
$ 2.1. The number of data is &d: k=2n+l. 
We need to write the Fourier series for our functions. Since we will 
differentiate the resulting series, it is convenient to use the complex form 
even though all functions concerned are real. Accordingly, let 
(2-l) S,(x)= 2 c8,megsx = U,(x) + Rm(x) ; -aa 
here we have set 
Urn(x)= t c8,mei8x, Rm(x)= C c8,,e{8z. 
-93 lbl z-n 
LEMBfA 2: For j = 0, 1, 2, . . ., lim- Rg(x) = 0 uniformly in x. 
PROOF : Observe that 
c~,~ = & 7 S,(t)e-tit at = & y sp (t) &at, 
0 0 
so by Holder’s inequality 
Since T also interpolates the given data, we have from the optimality 
property of S, that 
(2.2) II@% Q IP% ~~Wllp~ 
where the last inequality is that of Bernstein-Zygmund. Hence 
(2.3) Icwnl G f m IITlb, 
I I 
so 
(2.4) lJM4I < ,a;% I4 GIITIIP 2 ; m. Id>* I I 
Clearly as m tends to infinity, the right hand side of (2.4) tends to 0, 
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and thus the lemma is proved for j = 0. For arbitrary j we find in exactly 
the same way 
which completes the proof. 
Using Lemma 2, the case of k = 2n + 1 of Theorem 2 follows quite easily. 
Indeed 
and from 
lim I&(x) = 0 
%-kQ) 
it follows 
lim U,(x)=y,, ~=l, . . . . 2n+l. 
tM+CG 
But as yV = T(a) and each U, is a trigonometric polynomial of order n, 
we conclude 
lim U,(x) = T(x) 
m+oo 
uniformly in x. Finally observing that the operation of differentiation is 
continuous when restricted to trigonometric polynomials of order n, we 
have 
lim #g(x) = lim U$(x) + lim R$(x) = lim V$(x)=T(J)(x) 
WI- - - 
uniformly in x. 
Q 2.2. The number of data is even: k= 2n. 
The even case is more subtle and to prove the result we need the precise 
value of 
lim Iln-mS!$llp, 1 <p< co 
- 
which is itself a result of independent interest. For convenience in what 
follows, we take the norm to be 
Ilflb= 1 1 
; r ~f(z)l~fql’p 1 <p<- 
6x4s sup If(4l p=CW. 
As a preliminary observation in the case k = 2n we first pick a point 
xo#Gmod 274 v=l, . . . . 2n. We then prove 
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LEMMA 3: Fix 1 <p < 00 and let {S,} be the sequence of interpolating 
splines as determined in fj 1. Then 
(2.6) &&(x0)=8(1). 
PROOF : Recall that S,(x) = U,(x)+&(x) and from Lemma 2 (which 
still applies as the parity of the number of data points plays no role) 
lim R&x) = 0. 
- 
Thus it is sufficient to show 
(2.7) q,n = U,(xo)=O(l). 
Using the Lagrange interpolation formula, we have 
U,(x) = 5 (y” + k)L(x) + ymlo(x) 
v-1 
where again from Lemma 2 .$=0(l), Y= 1, . . . . 2n. Now for some or+ 0 
and t, 
lo(x) = (x sin (nx + E) + lower terms. 
Then the same argument which produced (2.3) yields 
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(2.8) J S,(x) sin (nx+&-Zx=0(1). 
0 
On the other hand 
7 Sm(x) sin (nx + f)dx = 7 (U,(x) + &(x)) sin (nx + 5)dx 
0 0 
(2.9) 
= y U,(x) sin (nx+E)dx 
0 
= rjf ( vz (%+m(4) sin (nx-t E)dx + qna T lo(x) sin (nx + &ix 
0 
\ =O(l)+~m.om. 
Together (2.8) and (2.9) yield (2.7). 
Taken in conjunction Lemmas 2 and 3 guarantee that subsequential 
limits of the sequence S,(x) exist uniformly in x. In particular from 
Lemma 3 we have that the trigonometric polynomials U, are bounded 
at 2n+ 1 distinct points and so the sequence U, has subsequential limits. 
But from Lemma 2 it follows that any such limit (which must be a 
trigonometric polynomial) is also a limit of the corresponding subsequence 
of S,. We finish the proof of Theorem 2 by showing that the only such 
limiting trigonometric polynomial is the unique proximal interpolant T 
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singled out in 3 1. This is proved by the following two lemmas, where we 
argue for subsequences without indicating this in the notation. 
LEMMA 4: Let (8,) denote any subsequence and suppose 
lim S,(z)=P(x) f oc sin (nx + W) + lower order terms. 
9W-F~ 
Then 
(2.10) lim inf Ij7PSj$ (x)jjP> 2,,s@n’z,,, , l<p<q 1.+1x1. 
fB-%X P !I 
PROOF : We argue for m even ; m odd goes analogously. Clearly 
lim 7 S,(z) sin (w+co)&x= 7 P(x) sin (nz+w)dx=na. 
m-too 0 0 
On integrating by parts 112 times we get 
lim ( - l)mlz nA 7 Sk) (x) sin (78x+ co)dz = nor; 
m-+m 0 
and since 
$ y SP ( ) * ( + )d x fan nx UJ I(: Q II&y (z)llpII sin (nx+w)llg= Ilsp (x)ll,llsin xllp, 
0 
the result follows. 
LEMMA 5: Suppose for some p and z 
U(x) = /? sin (122 + t) + V(X) 
sati&es U@+)=y,, v=l, . . . . 2n; V(x) a trigonometric polynomial of order 
n-l. Then 
(2.11) IBI lim sup Iln-mSt? (x)llP< 2,,sin x,,q, kp<c=. - 
PROOF : By a translation we can assume t = 0. Because of the minimal 
nature of S,(x), we need only produce for any given E>O an F(x) which 
interpolates and for which 
Also as seen in Q 1 IIS!F’(x)llP d p e en d s continuously on the data and hence 
the F we produce need only interpolate the data (xv, yv), v = 1, . . ., 2n 
withm B and not necessarily exactly. 
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For q conjugate to p, we consider the function 
with its Fourier series given by 
2 c, sin sx. 
s-1 
Form 
(2.12) P(x)= 2 cs$ U(sx) 
s-1 
for Q near l- and U as in the statement of the lemma. Since 
we have 
P(x)=@u(x)+o & . 0 
Thus P(X) satisfies the interpolation conditions within an error of 
1 
W-e)+0 2m , ( > 
which is less than E for e close to 1 - and m large, as they will be chosen. 
Next observe from the uniform convergence of (2.12) when e < 1, we 
have for m even (a similar analysis will hold if m odd) 
F(m)(x) = 2 C@U(m)(SX) = (- l)m12@nm 2 c@ sin nsz+ 
(I-1 s-1 
(2.13) 
+ $ c8e8V(m)(sx). 
11-l 
Now observe that the series of the first term is the Abel sum for 
2 lsin 78slp c,sinsnx=3,-. 
s-l Sill?tX 
For the series of the second term, we have 
Vm)=O(n- l)m and c,=@(l), 
and so the series is 
0 ( Ge - (n-l)-> . 
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Thus (2.13) is estimated by 
(2.14) 
lsin nxp 
F(“)(z) = (- l)m/2@m 3, ~ si*nx +0(l-eP+@ 
We make the error in (2.14) less than en” by first choosing Q sufficiently 
close to 1 - and then choosing m sufficiently large. Taking the L, norm 
we then have 
But as 
(2.15) implies (2.11). 
Now Theorem 2 follows immediately from Lemmas 4 and 5 and the 
previous remarks. The proximal interpolant T, by its very definition, 
provides a U for Lemma 5 with the smallest possible ,6. Thus (2.11) holds 
with this p. So by Lemma 4 in conjunction with (2.11) no subsequence 
of S, can converge to any other trigonometric polynomial other than 
the proximal interpolant. It follows that the full sequence S, converges 
uniformly to T. We then can argue just as in 9 2.1 that for j= 0, 1, . . . 
lim SE(x) =T(n(x) uniformly in X. 
- 
We will close with a corollary concerning the perfect splines of Theorem 1, 
the case r)=oo. 
COROLLARY : Let T be the interpolant of our Theorem 2 and let 01 denote 
the amplitude of the terms of frequency n in T. Then 
lim n-mllS~)lloo = Q 01. 
-Co 
PROOF : This follows immediately from Lemmas 4 and 5 and the obser- 
vation that when q = 1, ;Z = (n/4). 
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