[1] A coarse-scale model governing two-phase viscous dominated flow in heterogeneous porous media is presented. The coarse-scale water transport equation (or saturation equation) is derived from a volume average of the underlying fine-scale saturation equation. A key component of the coarse-scale description is the subgrid model, which appears in the formulation as a nonlinear, nonlocal term in the coarse-scale saturation equation. This subgrid model captures the effects of the unresolved (fluctuating) components of saturation and velocity. An approximation is introduced which allows the nonlocal effect to be estimated using local fine-scale information (computed in a preprocessing step) coupled with global coarse-scale quantities, thus avoiding the need for any global fine-scale calculations. Results using the new model are presented for a variety of heterogeneous permeability fields in two dimensions over a range of fluid viscosity ratios. In all cases considered, computations using the new model are significantly more accurate, relative to the reference fine-scale results, than simulations in which subgrid effects are neglected. Further extensions of the formulation, which would enable the modeling of realistic systems, are discussed.
Introduction
[2] The modeling of two phase flow in porous formations is important for both environmental remediation and the management of petroleum reservoirs. Practical situations involving two-phase flow include the dispersal of a nonaqueous phase liquid in an aquifer or the displacement of a nonaqueous phase liquid by water. In the subsurface these processes are complicated by the effects of permeability heterogeneity on the flow and transport. Simulation models, if they are to provide realistic predictions, must accurately account for these effects. However, because permeability heterogeneity occurs at many different length scales, numerical flow models cannot in general resolve all of the scales of variation. Therefore approaches are needed for representing the effects of subgrid-scale variations on larger-scale flow results.
[3] In a recent paper [Efendiev et al., 2000] , we presented a formulation for incorporating subgrid effects into coarsescale simulations of single-phase, unit mobility ratio (i.e., contaminant transport) displacements. In this paper, we extend this methodology to model two phase displacements in heterogeneous formations. Two-phase flow is significantly more complicated than single-phase flow because the velocity field depends on the phase saturations (and therefore evolves in time as the displacement progresses) and because the flux function appearing in the water transport equation is nonlinear.
[4] The method presented here proceeds from a volume average of the fine-scale saturation equation (i.e., the water transport equation) over regions corresponding to coarsegrid blocks. Subgrid effects, or higher moments, appear in terms of the fluctuating components of velocity (e.g., velocity covariance) and saturation. Equations describing the evolution of these higher moments are quite complex, so approximations analogous to those applied by Efendiev et al. [2000] are introduced to simplify them.
[5] The overall approach applied in this work is distinct from previous methods applied to the upscaling of heterogeneous formations. The relationship of the current methodology to some of the earlier techniques is discussed in detail by Efendiev et al. [2000] . Basically, current approaches for upscaling generally involve the use of either pseudo relative permeabilities [e.g., Barker and Thibeau, 1997; Christie, 1996] or nonuniform coarsening [Durlofsky, 1998 ]. Though appropriate in many cases, each of these general methodologies has its drawbacks [Barker and Thibeau, 1997; Durlofsky, 1998 ]. In particular, standard pseudo relative permeability approaches are known to suffer from a lack of robustness in some cases (i.e., the coarse-scale flow functions are not independent of the global boundary conditions), while nonuniform coarsening approaches are capable of achieving only moderate levels of coarsening. The subgrid modeling approach presented in this paper, though not yet ready for use in practical flow models, avoids these limitations to a large degree. Specifically, it is capable of achieving higher degrees of coarsening than nonuniform coarsening approaches and can be expected to be more robust than standard uses of pseudo relative permeabilities. In addition, the approach described here avoids the need for any global flow calculations.
[6] Alternate procedures, based on a stochastic representation of subgrid data, i.e., as random variables of specified correlation structure, have also been applied for the unit mobility ratio case [see, e.g., Rubin, 1990; Rubin et al., 1999] . Other researchers addressed two-phase flow within a fully stochastic framework [Langlo and Espedal, 1994; Dagan and Cvetkovic, 1996; Cvetkovic and Dagan, 1996; Zhang et al., 2000] . These approaches are appealing because a single solution of the governing equation provides the expected flow response as well as an estimate of the variance. This methodology does have some limitations, however. For example, in some cases these formulations are limited to systems of stationary velocity covariance. In the fully stochastic approaches it can be difficult to introduce additional effects without significant reformulation. Stochastic approaches are extremely useful for some types of calculations, and it is possible that subsurface models will eventually incorporate both stochastic aspects and subgrid modeling of the type developed here.
[7] A detailed numerical study of immiscible displacements in heterogeneous porous media was performed previously by Pruess [1996] . He considered displacements both with and without capillary pressure effects and computed coarse-scale longitudinal and transverse dispersivities. For the cases considered, Pruess [1996] demonstrated that transverse dispersivity could be modeled as Fickian. In a simulation without capillary pressure, in which relatively long, thin obstacles (e.g., shales) were distributed randomly, longitudinal dispersivity was large and continued to grow in time. Such behavior has also been observed previously for fractal permeability fields in the case of unit mobility ratio [see, e.g., Glimm et al., 1993] . As we will see in section 3, this is consistent with our model for subgrid dispersivity in the absence of capillary pressure effects, which shows an explicit length and time dependence.
[8] This paper proceeds as follows. In section 2 we present the equations governing two-phase flow at the fine scale and then develop the volume-averaged (coarse scale) equations. The coarse-scale equations are formulated with reference to a finite volume numerical procedure, which we describe in section 3. Numerical results for two-phase displacements in two dimensions are presented in section 4. The enhanced accuracy obtained using our subgrid treatment is demonstrated through comparisons to results with no subgrid model. We conclude with a general discussion of the method, including an assessment of unresolved technical issues.
Fine-and Coarse-Scale Flow Equations
[9] We consider two-phase flow under the assumption that the displacement is dominated by viscous effects; i.e., we neglect the effects of gravity, compressibility, and capillary pressure. Porosity will be considered to be constant. The two phases will be referred to as water and oil, designated by subscripts w and o, respectively. We write Darcy's law, with all quantities dimensionless, for each phase as follows:
where v j is the phase velocity, k is the permeability tensor, k rj is the relative permeability to phase j ( j = o, w), S is the water saturation (volume fraction) and p is pressure. In this work, a single set of relative permeability curves is used, and k is taken to be a diagonal tensor. Combining Darcy's law with a statement of conservation of mass allows us to express the governing equations in terms of the so-called pressure and saturation equations:
where l, the total mobility, f, the fractional flow of water, and v, the total velocity, are given by
Note that for incompressible systems, r Á v = 0.
[10] We wish to develop a coarse-scale description for two-phase flow in heterogeneous porous media. Previous approaches for upscaling such systems are discussed by many authors; see, for example, Christie [1996] , Barker and Thibeau [1997] , Durlofsky [1998] and Efendiev et al. [2000] . In most upscaling procedures the coarse-scale pressure equation is of the same form as the fine-scale equation (2a) but with an equivalent grid block permeability tensor k* replacing k. For a given coarse-scale grid block the tensor k* is generally computed through the solution of the pressure equation over the local fine-scale region corresponding to the particular coarse block [Durlofsky, 1991] . Coarse-grid k* computed in this manner have been shown to provide accurate solutions to the coarse-grid pressure equation. We note that some upscaling procedures additionally introduce a different coarse-grid functionality for l, though this does not appear to be essential in our formulation (the coarse-scale pressure equation is discussed in more detail in section 3).
[11] Upscaling the saturation equation (2b) is more challenging. Because of the hyperbolic nature of equation (2b) and because large-scale, high-permeability features are often present in the fine-scale permeability description, distant effects can impact coarse-grid parameters. This is the reason why coarse-grid properties often show dependencies on global boundary conditions. Our emphasis in this work, as in our previous paper [Efendiev et al., 2000] , will therefore be on developing an accurate subgrid model for use with the coarse-scale saturation equation.
[12] We proceed by averaging the fine-grid equation over regions corresponding to coarse-grid blocks. Volume-averaged quantities are designated by an overbar. Fine-scale quantities can now be expressed via
where È(x, z) is any fine-grid variable (e.g., S or v), È is the corresponding averaged or coarse-grid quantity, and È 0 (x, z) is the subgrid component of È, with È 0 ¼ 0: See Efendiev et al. [2000] for further details on the volume-averaging procedure and its relation to previous filtering approaches [e.g., Beckie et al., 1996] .
[13] Inserting expressions for S, v, and f of the form of equation (4) into the saturation equation (2b) gives equations for the average and fluctuating components of S as follows:
Subgrid effects in equation (5) appear explicitly in the v 0 Á rf 0 term. They also appear in the v Á rf term because f is a nonlinear function of S (in the nonunit mobility ratio case). Subgrid effects can be expressed to first order in terms of v 0 S 0 and S 0 S 0 through an expansion of the flux function f (S) in powers of S 0 :
where f S = df /dS and
. From the expansion (7a) the quantities f and f 0 can be evaluated giving
[14] The neglect of higher-order terms clearly introduces some approximation into our method. Within a coarse-grid block the underlying fine-scale variation of S 0 can show discontinuities because of the hyperbolic nature of the saturation equation. For the relative permeability functions and viscosity ratios considered here the jump in S at the displacement front varies from 0.3 to 0.5. Thus the fluctuating terms in the expansions in equations (7a) and (7b) will remain relatively small. Because the jump in S decreases with increasing viscosity ratio (m o /m w ), we might expect our method to display increased accuracy as this ratio increases since S 0 is smaller in such cases. This is not observed, however; the method provides results of about the same accuracy over the range of viscosity ratios considered. In addition, we observed comparably accurate results in our previous work [Efendiev et al., 2000] on the unit mobility ratio case, for which the jump in S at the front is 1 (note that for this case f S = 1 and f SS = 0).
[15] This more or less uniform accuracy, over the range of parameters investigated, suggests that the approximations in equations (7a) and (7b) are sufficiently accurate for purposes of our subgrid model. This is likely because the dominant subgrid effect, for the cases considered, is driven more by velocity fluctuations than by the variation in saturation along a particular streamline. Thus, if we consider the fine-grid blocks that comprise a particular coarse-grid block, a relatively small fraction of these fine blocks will contain saturation fronts. Although S 0 at these locations may be O(0.3) or so, the average magnitude of S 0 over the entire coarse block can still be small. It is possible, however, that some of the approximations introduced here may need to be reassessed for problems in other parameter ranges.
[16] Inserting the approximations for f and f 0 in equation (7b) into equation (5) and retaining terms up to second order in fluctuating quantities, we obtain the equation for the averaged component of saturation:
where summation on repeated indices is implied and we have used the fact that r Á v ¼ 0. The equation for the fluctuating component of saturation (S 0 ) is formed by inserting the expressions for f and f 0 into equation (6):
where È(x, t) is a coarse-scale function defined via
Finite Volume Solution of Averaged Equation
[17] The coarse-scale system is described to first order in fluctuating quantities by equation (8). As we will now show, by manipulating equation (9) we develop an approximation for the v 0 j S 0 subgrid term in equation (8). Because our numerical solution will be in terms of a finite volume representation, we describe our treatment of subgrid effects within this framework. The analysis below is most suitable for Riemann problems with modified flux [Dafermos, 1973] .
[18] Our discrete finite volume representation of equation (8) can be written as
where A is the area of the coarse block D, Át is the time step, and Á t S ¼ S x; t þ Át ð ÞÀS x; t ð Þ, with x the cell average location of block D. For convenience we denote the two fluxes involving fluctuating terms as F vS and F SS ; i.e.,
We note that in our previous model involving unit mobility ratio displacement (i.e., pollutant transport), f = S, which means that F SS is identically zero.
[19] A complete subgrid model for the general two-phase problem requires approximations for F vS and F SS . In pre-vious numerical tests involving direct calculation of v 0 j S 0 and S 02 from fine-grid models of two-phase flow, however, it was found that the upscaled relative permeabilities correlated most closely with v 0 j S 0 for the range of parameters considered here [Durlofsky, 1997 [Durlofsky, , 1998 ]. The correlation of these upscaled functions with S 02 was found to be secondary. This indicates that the leading subgrid effect is contained in the F vS term and that it is appropriate to focus our efforts on modeling this term. In our subsequent calculations therefore the F SS term in equation (10) will be neglected. This is consistent with our expectation that the dominant subgrid effect is due more to velocity fluctuations than to the variation in saturation along a streamline. We note that it is possible to develop a model for F SS and that such a model might improve our coarse-grid results, though this was not attempted here. We will, however, present the equation for S 02 below which, as we shall see, contains an explicit dependence on v 0 j S 0 .
[20] To proceed further, we need to develop an estimate for the F vS term in equation (10). To accomplish this, we first project equation (9) onto coarse-grid trajectories defined via dx=dt ¼ v f S ðSÞ. These trajectories will be updated at each time step during our numerical computations, thus assuring their uniqueness. The @S 0 /@t and v j f S ðSÞr j S 0 terms can then be combined, giving the fluctuating equation expressed along coarse-scale trajectories defined via dx=dt ¼ v f S ðSÞ:
for each (x, t), such that x(t) = x. The terms dS 0 (x(t), t)/dt and v j S 0 f SS ðSÞr j S can additionally be combined using the identity
which holds for any integrable function a(t).
[21] Applying this identity, and introducing the notation
the fluctuating equation becomes
Note that H(x(t), t) is a coarse-scale function. Multiplying this equation by exp( R 0 t H(x(t), t) dt) and then integrating over (0, t), we have
where we have used the fact that S 0 (x, t = 0) = 0. In equation (13), É(x(t), t) is a coarse function defined via
[22] To isolate S 0 (x, t) on the left-hand side of the equation, we multiply equation (13) 
where À = É(x(t), t) exp(À R 0 t H(x(t), t)dt). Note that in passing from equation (12) to equation (14) we assume S 0 (t = 0) = 0, which is true if the initial data do not have fine-scale fluctuations. In the event that the initial saturation field does contain fine-scale features an extra term, the covariance of the velocity and initial saturation field, will appear in subsequent equations. Provided that the fine-scale features of the initial saturation profile do not have longterm effects, this covariance can be neglected; otherwise it may be necessary to model this term. The finite volume representation for F vS , as needed in the discrete S equation (10), can now be obtained by multiplying equation (14) by v 0 i (x, t)f S (S)n i and averaging over the boundaries of a coarse block D. This gives
Note that the term
[23] As discussed above, the subgrid term F SS will be neglected in our model. We can, however, develop an expression for S 02 by proceeding along similar lines to those followed for the derivation of equation (14). Specifically, we multiply equation (9) by S 0 , project the resulting equation for @S 02 /@t onto coarse grid path lines defined via dx=dt ¼ v f S ðSÞ, and then average. Solving the resulting equation for S 02 ðx; tÞ, in a manner analogous to that applied for equations (12), (13), and (14), we obtain
where H(x(t), t) is as defined above. We can see from this equation that S 02 ðx; tÞ is a function of v 0 j S 0 . This further suggests that v 0 j S 0 is in some sense the primary subgrid effect and is consistent with the emphasis placed here on the modeling of v 0 j S 0 .
[24] Our model is now defined via equations (10) and (15), with F SS neglected as discussed above. We next address the actual computation of F vS . The detailed calculation of F vS , if accomplished as defined in equation (15), would be very time consuming, as F vS involves the twopoint correlation function v 0 i (x, t)v j 0 (x(t), t). As it is our intention to avoid actually computing the global fine scale velocity field, some approximation of this term will be required. Further, as discussed by Efendiev et al. [2000] , it is not necessarily desirable to compute this two-point correlation function directly from the fine-scale solution. This is because owing to boundary effects and the fact that we wish to consider permeability fields with large correlation lengths and variances, F vS computed in this way may exhibit large fluctuations on the coarse scale, which would complicate numerical calculations.
[25] To avoid these difficulties, we proceed with our estimation of F vS in a manner analogous to that in our previous work. The integral along the boundary of D in equation (15) can be defined as the sum of the fluxes across the four edges of the coarse block. At a given time in our finite volume procedure, r j S and S are constant on each edge. Thus the integration along the edge only applies to velocity fluctuations, which can be viewed as a two-point correlation function. We model the diagonal components of this two-point correlation function as follows:
where |v i 0 | is the magnitude of the i component of the velocity fluctuation and a(s, l x , l z ) is an empirical function, with s 2 being the variance and l x and l z the correlation lengths of the log permeability field. Note that there is no sum on repeated indices in equation (16). As discussed by Efendiev et al. [2000] , numerical simulations for the unit mobility case showed that a is a strong function of s but only a weak function of l x and l z for the moderate to large values of l x we wish to consider. Following our previous work, we therefore take a = (s/2) 4 .
[26] With this simplification the flux function F vS becomes
Introducing the form for H(x(h), h), the integral over (0, t) in equation (17) can be expressed as
If f SS ðSÞ = 0, this equation can be shown to be well behaved (see equation (19)).
[27] To simplify the flux F vS further, we assume that the time derivative of S along streamlines is small. The validity of this approximation for Riemann problems in the case of one space dimension follows from the result of Dafermos [1973] . Further, introducing the transformation from Dagan and Cvetkovic [1996] , we can apply this approximation along each streamline. We note that Langlo and Espedal [1994] also approximated S as varying slowly along streamlines, although they justified this approximation differently (by assuming that f S is small). This approximation, consistent with our procedure for the numerical construction of the trajectories, allows us to take the ( f S /f SS ) term outside of the (0, t) integral, leaving only the total derivative (d/dt) term inside the integral. Equation (17) can now be expressed as
Our model now is defined via equations (10) and (18), with F SS neglected as discussed above.
[28] The subgrid term F vS clearly contains nonlocal information (through the integral over (0, t)), though it is not immediately recognizable as a dispersivity. Nonetheless, it can be shown from equation (18) that F vS represents a dispersive flux in the direction of flow. The dispersive behavior of F vS is more apparent, at least to first order, if we expand the exponential in equation (18). This gives
where
Þdh is the length of the coarse-grid path line. The first term clearly represents a lengthdependent dispersivity. For the unit mobility ratio case, f = S, which means that f S = 1 and f SS = 0. Inserting this into equation (19), we see that only the first term is nonzero, leaving
This expression is identical with the subgrid term for the unit mobility ratio case derived by Efendiev et al. [2000] , demonstrating the consistency between the general formulation presented here for two-phase flow and our result for the pollutant transport problem.
[29] Our next goal is to estimate |v 
where k* is the equivalent grid block permeability tensor, p is the coarse-grid pressure, and l ¼ lðSÞ.
[30] Although the quantity l involves the average of a nonlinear function of S (see equation (3a)), we approximate it very simply via l % l S À Á . This approximation is quite reasonable when the coarse block corresponds to a fine-grid region that does not contain discontinuities in S (e.g., regions behind the front). In this case it can be shown that l ¼ lðSÞ þ Oðh D Þ, where h D is the size of a coarse-grid block. We verified this approximation for the general case by computing the global flow rate through the system on the fine grid and comparing this to that computed using l ¼ l S À Á in equation (20). These comparisons showed that the error in total flow rate, which was typically 10-20%, was due to errors in k* and did not vary significantly in time as the displacement progressed. This indicates that our relatively simple treatment of two-phase flow effects in the pressure equation does not introduce any significant inaccuracy into the formulation.
[31] We estimate |v 0 i (x, t)| using the solutions of the local fine-grid problems, which are required for the calculation of k*. This is accomplished as follows. In computing the grid block k* we solve a fine-grid single-phase flow problem over the local region corresponding to each particular coarse block [Durlofsky, 1991] . We then rescale the velocities computed from this solution such that the average gradient of the local solution is the same as that of the global problem. We designate these rescaled velocities, which contain the fine-scale flow information, asṽ i . We then compute the average magnitude of theṽ 0 i for each grid block, which we designate |ṽ 0 i (x)|. This quantity is independent of time.
[32] At each time step in our coarse-scale solution, we approximate |v
|. This provides us with an estimate for |v 0 i (x, t)| that evolves in time and that approximately accounts for the change in fluid mobility. We note that this procedure can be shown to give an accurate approximation of |v 0 i (x, t)| when there is length scale separation in the permeability field. In more general cases, such as those with correlations over long length scales, this treatment will be more approximate, though numerical results indicate that it is of reasonably good accuracy.
[33] To complete our calculation of F vS in equation (18), we need to estimate the quantity
Þdh. The evaluation of this integral at (x,t) is performed by incrementing the previous value of the integral with v j x; t ð Þdt. We approximate the integral from 0 to t by first integrating from 0 to t À Át and then adding the contribution from t À Á t to t. The quantity x(t À Át) is computed via interpolation. This procedure allows us to avoid storing the values of the coarse velocity at all times.
[34] We note that other alternatives exist for the estimation of the |v 0 i (x, t)|. These alternatives, discussed by Efendiev et al. [2000] , include the use of multiscale finite element methods [Hou and Wu, 1997; Efendiev, 1999] or the solution of a single-phase global flow problem. Both methods would be expected to provide improved accuracy compared to the approach applied here, although they both introduce greater computational burdens.
[35] The overall numerical procedure for the solution of the fine-and coarse-grid systems is as described in our earlier paper [Efendiev et al., 2000] . We apply a finite volume procedure for the solution of the fine-and coarsescale pressure equations (2a) and (20) and a second-order total variation diminishing (TVD) scheme for the solution of the saturation equations (2b) and (10). The subgrid F vS term in the coarse-grid model is treated as described above. We note that the component of dispersivity in the main flow direction dominates the effects of transverse dispersivity for the displacement problems we consider. As demonstrated by Pruess [1996] , transverse dispersion could also be described through use of a Fickian model.
[36] In our previous work, we applied a nonuniform coarsening procedure for the generation of the coarse model grid structure. However, as noted in Efendiev et al. [2000] , this did not appear to be essential; results of nearly the same accuracy were obtained using a uniform coarsening. Therefore, in the calculations below we apply a uniform coarsening of the fine grid model. In so doing, we avoid the need for any global flow calculations in our upscaling procedure. This renders the overall approach highly efficient.
Numerical Results
[37] We now present numerical results that demonstrate the improved accuracy (relative to results with no subgrid treatment) attainable using our model. As in Efendiev et al. [2000] , the systems considered are representative of cross sections in the subsurface. We therefore set the system length in the horizontal direction x (L x ) to be greater than the formation thickness (L z ); in the results presented below, L x /L z = 5. The fine grid permeability fields are 100 Â 100 realizations of prescribed overall variance (quantified via s 2 , the variance of log k), correlation structure and covariance model. We consider models generated using GSLIB algorithms [Deutsch and Journel, 1998 ], characterized by spherical and exponential variograms, as well as fractal models [Oh, 1998] . The coarse models are of dimension 10 Â 10 unless otherwise specified and are generated using a uniform coarsening of the fine grid description.
[38] For the spherical and exponential variogram models, the dimensionless correlation lengths (nondimensionalized by L x and L z respectively) are designated l x and l z . As discussed in Efendiev et al. [2000] , because our dispersivity model is preasymptotic, we do not expect it to be applicable to the case of very small l x . Therefore, in the results below, we restrict ourselves to l x ! 0.2. The fractal permeability fields display correlation on all length scales, so they too correspond to models containing long length scale features.
[39] We set the relative permeabilities of oil and water to be simple quadratic functions of their respective saturations; i.e., k rw = S 2 and k ro = (1 À S)
2
, where S is the water saturation. We designate M to be the ratio of oil to water viscosity (M = m o /m w ) and vary M between 3 and 10 in the calculations below. In all cases we fix pressure and saturation (S = 1) at the inlet edge of the model (x = 0) and also fix pressure at the outlet (x = L x ). The top and bottom boundaries are closed to flow. Results are presented in terms of the fraction of oil in the produced fluid (designated F, where F = q o /q, with q o the volumetric flow rate of oil produced at the outlet edge and q the volumetric flow rate of total fluid produced at the outlet edge) versus pore volumes injected (PVI). PVI is analogous to dimensionless time and is defined as qt/V p , where t is dimensional time and V p is the total pore volume of the system.
[40] In this study, we applied our subgrid model to a variety of permeability fields and mobility ratios. We note that, because the subgrid treatment reduces to our previous model in the case of unit mobility ratio ( f = S), the results presented in Efendiev et al. [2000] directly complement those presented here.
[41] Our first example (Figure 1 ) is for the case l x = 0.2, l z = 0.02, s = 1.5 with M = 3. An exponential variogram model was used to generate the permeability field in this case. In all figures the 100 Â 100 fine grid results are indicated by the solid line, the 10 Â 10 coarse grid results with no subgrid model (F vS = 0) by the dashed line, and the 10 Â 10 coarse grid results using our subgrid model for F vS by the dotted line. The coarse scale results with no subgrid model predict a late breakthrough time (breakthrough time, t b , is the time at which injected fluid appears at the production well) and overpredict F until t % 0.68 PVI. The subgrid model clearly improves the coarse grid result, particularly at early times (t < 0.7 PVI), though it does slightly underpredict t b .
[42] The next result (Figure 2 ) is for the same permeability field but with M = 10. In this case, breakthrough for the fine grid model occurs at t b % 0.14, in contrast to t b % 0.26 for the M = 3 case (Figure 1 ). Breakthrough occurs earlier in this case because the injected fluid moves faster, relative to the phase initially in place, as M increases. The coarse scale results with no subgrid model again overpredict t b and F at early times, while the subgrid model again improves the results noticeably, particularly at early times.
[43] The results shown in Figures 1 and 2 demonstrate that our subgrid treatment leads to improved predictions for the fraction of oil in the produced fluid. Although this quantity is of great practical interest, it is also useful to assess other aspects of the coarse scale solutions. In the next set of figures (Figures 3a and 3b) , we plot saturation contours for the three solutions at two different times. These contours correspond to the results shown in Figure 2 (l x = 0.2, l z = 0.02, s = 1.5, M = 10). We plot contours for S = 0.05 and 0.4 at times of 0.1 PVI (Figure 3a ) and 0.15 PVI (Figure 3b ). These times correspond to shortly before and [44] In Figures 3a and 3b , the solid curves represent contours of the fine scale solution (after averaging onto the coarse grid), the dashed curves represent contours from the coarse grid solution with no subgrid model (F vS = 0), and the dotted curves represent coarse grid contours using our subgrid model for F vS . The coarse grid results using the subgrid model are in closer agreement with the fine grid results than are coarse grid results without the subgrid treatment. Note that the rightmost portion of the S = 0.05 contour is better approximated at both times, which leads to the accurate prediction of breakthrough behavior in the coarse model with the subgrid terms. The accuracy of the saturation contours from the coarse model with the subgrid terms is not as high, however, as the accuracy of the fractional flow predictions (compare Figures 1 and 2 to Figures 3a and 3b ). This is likely as a result of the additional (vertical) averaging introduced by the fractional flow calculation, which acts to cancel random errors inherent in the coarse model results. This enhancement of the fractional flow results relative to the saturation profiles is even more noticeable at higher values of s.
[45] We next consider a permeability field of higher overall variability (s = 2) and longer correlation length in the x-direction (l x = 0.5, with l z = 0.025). In this case a spherical variogram model was used to generate the fine scale permeability field. [46] The next results are for an even more extreme permeability field, l x = 0.6, l z = 0.03, s = 2, with a spherical variogram model. For this case we present results only for M = 10, though similar findings were obtained for M = 3. The coarse scale results ( Figure 6 ) with no subgrid model are significantly in error over much of the simulation. The subgrid treatment considerably improves the coarse scale results relative to those with F vS = 0. The accuracy at early time is not quite as good in this case as in the previous cases. It is possible that this result could be improved through use of a nonuniform coarsening of the fine grid permeability field, though this was not attempted here.
[47] Our final set of results is for a fractal permeability field characterized by a power law variogram. The log permeability field was generated using the method described by Oh [1998] . This generation technique entails the use of the generalized Weierstrass-Mandelbrot function where g(h) is the variance in log k for two points separated by a distance h and C is a constant. In the numerical examples below we use b = 1. To introduce statistical anisotropy, the fields are stretched in the horizontal direction by a factor of 20. The log k field is then shifted so log k ¼ 0 and rescaled to have a prescribed value of s. The log permeability field used in the simulations below (for which s = 2) is shown in Figure 7 .
[48] We note that the impact of fractal geostatistics on coarse scale descriptions of unit mobility ratio displacements was studied in detail by Glimm et al. [1993] . These investigators quantified the dependence of the global scale anomalous dispersion on the correlation structure of the fine scale permeability field.
[49] Simulation results for the case of M = 3 are shown in Figure 8 . As in the results displayed above, the 100 Â 100 fine grid results are indicated by the solid line, the 10 Â 10 coarse grid results with no subgrid model by the lighter dashed line, and the 10 Â 10 coarse grid results using the subgrid model by the lighter dotted line. [50] From these results, it is apparent that the subgrid model again acts to improve the coarse scale results relative to those with no subgrid treatment. However, the accuracy of the 10Â10 coarse grid results with the subgrid model (lighter dotted curve) relative to the fine grid results is not as good as in the previous M = 3 simulations (cf. Figures 1 and  4) . The coarse grid results are noticeably improved if the grid is refined to 20 Â 20. In this case, the subgrid model (heavier dotted curve) is able to provide a result in close agreement with the reference fine grid simulation. This example illustrates that, although use of the subgrid model provides improved coarse scale results compared to those without the subgrid treatment, it may be necessary in some cases to introduce more refinement on the coarse grid to attain sufficiently accurate results.
[51] The accuracy of the coarse models can be further assessed through comparisons of the saturation contours. Shown in Figures 9a and 9b are saturation contours (S = 0.05 and 0.4) for the fine model (solid curves), coarse model with no subgrid term (dashed curves) and coarse model with the subgrid treatment (dotted curves). Figure 9a displays results for 10 Â 10 coarse models while Figure 9b shows results for 20 Â 20 coarse models, both at a time of 0.1 PVI (slightly after breakthrough). From the figures, it is evident that the coarse model with the subgrid treatment provides more accurate saturation contours than the coarse model with F vS = 0. Note particularly the accuracy of the subgrid model in the S = 0.05 contour near the x = L x boundary (at z % 0.67), both for the 10 Â 10 and 20 Â 20 models. Enhanced accuracy is observed in the 20 Â 20 coarse model with the subgrid treatment, relative to the 10 Â 10 model, over most of the domain. This improvement is most noticeable near the upper and lower boundaries of the domain, where contours from the 20 Â 20 coarse model with the subgrid term track the fine scale solution fairly closely. There are still regions where the coarse model shows some inaccuracy, however, such as in the rightmost portion of the S = 0.05 contour at z % 0.3.
[52] Our final example is for the same permeability field but with a mobility ratio of 10. In Figure 10 , coarse scale results for 10 Â 10 and 20 Â 20 grids are compared to the fine scale solution. The same general behaviors observed in the M = 3 case above (Figure 8 ) are also evident here. Again, the 20 Â 20 coarse grid model with the subgrid treatment is able to provide a reasonably accurate result relative to the fine grid reference solution. We note that a [53] From the results presented in this section, it appears that more refined coarse grid models are required to obtain accurate simulation results with the fractal permeability fields than with permeability fields characterized by spherical or exponential variograms. It is not entirely clear why this is the case, though it may be due to the multiscale nature of the fractal fields. It is possible that better results could be obtained with the 10 Â 10 coarse scale models of the fractal fields if nonuniform grid coarsening were applied or if the parameters of the subgrid model were tuned specifically for the fractal fields. However, it is significant that the subgrid model continues to perform well, with no additional tuning, even for these more complex fine grid permeability descriptions.
Conclusions
[54] In this paper we presented a subgrid model for use in coarse scale simulations of immiscible displacements in heterogeneous porous formations. The method represents a significant extension of our earlier work [Efendiev et al., 2000] , which was applicable to the pollutant transport (unit mobility ratio) case. Simulation results using the subgrid model are in reasonably close agreement with fine grid results and demonstrate significant improvement over calculations without the subgrid treatment.
[55] The subgrid model developed here extends that of Efendiev et al. [2000] , though it does not introduce any new adjustable parameters. As currently implemented, the overall coarse scale solution method requires no global fine scale calculations. The subgrid model uses local fine scale information (|v 0 |, determined when the grid block permeabilities are computed) coupled with global coarse scale information to estimate the time-varying subgrid term for each grid block. This renders the approach very efficient computationally. It is possible that the method could be enhanced through the use of a single global fine scale solution, or by the introduction of a model for the F SS subgrid term (neglected in this work), and investigations along these lines are being pursued. Our approach may also be applicable to stochastic formulations of two phase displacements.
[56] Though the model presented here represents a significant extension of our earlier work, there are still several issues that must be addressed before the method can be applied to practical simulations. As was the case with our previous technique, this model is applicable only to the preasymptotic period, so extensions are required to allow the model to smoothly reach an asymptotic value. Additional effects that must be incorporated include flow skew to the layers, flow in the immediate vicinity of wells, and the a b Figure 9 . Saturation contours (S ¼ 0:05; 0:4) at 0.1 PVI for the fractal permeability field shown in Figure 7 for M = 3 for (a) 10 Â 10 coarse model and (b) 20 Â 20 coarse model. The solid curves are contours from the fine grid solution (after averaging onto the coarse grid), the dashed curves are contours from the coarse grid solution with no subgrid term, and the dotted curves are contours from the coarse grid solution using the subgrid model. Figure 10 . Fractional flow of displaced fluid (M = 10) at the production edge for fractal permeability field shown in Figure 7 . The various curves are as described in Figure 8 .
effects of gravity and capillary pressure. In addition, the overall formulation must be extended to three dimensions to allow for the modeling of realistic systems.
