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Ates JFPC 2005Apprentissage de Contraintes GlobalesImpliitesChristian Bessière1 Rémi Coletta1 Thierry Petit2
1 LIRMM (CNRS/Université Montpellier II),161 Rue Ada, 34392 Montpellier Cedex 5, Frane.
2 Eole des Mines de Nantes,LINA FRE CNRS 2729, 4 rue Alfred Kastler,44307 Nantes Cedex 3, Frane.bessierelirmm.fr olettalirmm.fr thierry.petitemn.frRésuméIl peut exister de nombreux modèles à ontraintesexprimant un problème donné. Une des barrières s'op-posant à une diusion plus ample de la programmationpar ontraintes est l'expertise importante requise pouronevoir un modèle permettant une résolution eaed'un problème. Aussi, l'intérêt de la ommunauté pourla reformulation automatique des modèles à ontraintesest roissant. Cet artile présente une approhe alterna-tive, onsistant à apprendre des ontraintes impliitesd'après des instaniations des variables du problème, so-lutions et non-solutions. Ces ontraintes sont alors ajou-tées au modèle an d'améliorer la résolution. Pour vali-der l'impat de ette approhe, nous proposons un algo-rithme d'apprentissage de ontraintes de ardinalité glo-bale (G). Nous montrons expérimentalement l'intérêtde et algorithme pour améliorer la qualité des modèlesà ontraintes.1 IntrodutionLa programmation par ontraintes est un paradigmequi a prouvé son eaité pour résoudre des problèmesdans des domaines variés : ordonnanement de tâhes,onguration, planiation, et. L'utilisation de e pa-radigme néessite de fortes ompétenes, et, malheu-reusement, toutes les équipes de reherhe et dévelop-pement ne disposent pas d'experts en programmationpar ontraintes. C'est pourquoi l'intérêt de la ommu-nauté dans la reformulation automatique de modèlesest roissant. Firsh et al. [7℄ ont proposé une teh-nique de reformulation pure. Ils proposent un systèmequi traduit une spéiation abstraite d'un problème
en plusieurs modèles à ontraintes diérents. Coltonet Miguel [5℄ exploitent un programme de générationde théories pour fournir des onepts et des théorèmesque l'on peut ensuite traduire en ontraintes impli-ites. La notion de ontrainte impliite est en l'o-urrene une notion importante pour onevoir desmodèles à ontraintes eaes. Une ontrainte impli-ite n'est pas requise dans la formulation du problèmemais elle peut en revanhe être très utile pour le ré-soudre [16℄. Par opposition on parle de ontrainte re-dondante quand elle n'est pas requise pour la formula-tion du problème et qu'elle ne modie pas la quantitéde ltrage possible. Un bon exemple d'utilisation deontraintes impliites a été mis en évidene par Réginpour des problèmes d'ordonnanement de hampion-nats sportifs [15℄.Dans et artile, nous nous plaçons dans la situa-tion suivante : nous disposons d'un modèle qui exprimeorretement le problème, mais le temps de résolutionobtenu n'est pas satisfaisant. Notre objetif est alorsd'améliorer e modèle en ajoutant automatiquementdes ontraintes impliites. Notre idée onsiste à dénirun algorithme d'apprentissage qui déduit de nouvellesontraintes à partir d'instaniations des variables four-nies en donnée. Il ne s'agit don pas de reformulationau sens habituel du terme. Notamment, notre teh-nique peut permettre d'apprendre des ontraintes quine sont pas dédutibles par une analyse de la strutureou de la sémantique des ontraintes. Elles peuvent, auontraire, dépendre fortement des domaines initiaux,et ainsi être diérentes si on modie même très légè-rement es domaines.
On notera que des tehniques d'apprentissageont déjà été appliquées à la programmation parontraintes, dans des ontextes diérents. Dans [4℄,un algorithme d'apprentissage est utilisé pour aqué-rir un modèle initial en inter-agissant ave un utilisa-teur. Dans [10℄, les auteurs traitent la tâhe spéiquede l'aquisition de propagateurs de ontraintes pouraméliorer le temps de résolution.Ii notre but est d'apprendre des ontraintesimpliites paramétrées. Par exemple, la ontrainteAtLeast(N, v,X ) est satisfaite si et seulement si lenombre d'ourrenes de la valeur v dans une instan-iation omplète de X est supérieur ou égal à N . N estle paramètre, qui peut être une variable, un intervalle,ou bien une simple valeur entière. Dans notre adre,un algorithme d'apprentissage visera, par exemple, àapprendre l'intervalle de valeur pour N qui soit le plusrestreint possible. Si l'algorithme retourne une borneinférieure pour et intervalle qui est non nulle, et/ouune borne supérieure stritement inférieure à |X |, alorsla ontrainte apprise peut être utile pour améliorer leproessus de résolution.En termes d'eaité, une des failités prinipalesfournies par la programmation par ontraintes estl'utilisation de ontraintes globales [2℄. Nous proposonsdans la setion 4 un algorithme d'apprentissage dédiéà une ontrainte globale très usuelle, la ontrainte deardinalité globale (G). Une G exprime une pro-priété très générique : elle ontraint le nombre d'o-urrenes de haque valeur présente dans les domaines.En d'autres termes, ette ontrainte traite globalementune onjontion de AtLeast (imposant qu'une valeur
v apparaisse au moins un ertain nombre de fois) etAtMost (imposant qu'une valeur v apparaisse au plusun ertain nombre de fois). A ause du onept trèsgénéral qu'elle représente, ette ontrainte est un bonandidat pour être une ontrainte impliite utile dansdes ontextes variés.Dénition 1 Dans une G(X, T, lb, ub), X estun ensemble de variables, T un tableau de valeurs, et lbet ub deux tableaux d'entiers positifs en bijetion aveles éléments de T , qui représentent les bornes infé-rieures et supérieures du nombre possible d'ourrenesde haque valeur de T . Etant donnée v ∈ T , lbv (resp.
ubv) désigne l'entier assoié à v dans lb (resp. dans
ub). Cette ontrainte impose que la valeur v dans Tsoit aetée dans X un nombre de fois appartenant à
[lbv, ubv].De nombreuses ontributions ont été faites oner-nant la G [14, 12, 11, 13℄, notamment des algorithmesde ltrage réalisant l'ar-onsistane ave une om-plexité en temps raisonnable. La G est disponibledans la plupart des résolveurs de ontraintes existants.
Etant donné un ensemble de variables, un ensemble dedomaines et un ensemble de ontraintes, l'algorithmeque nous proposons dans et artile (setion 4) ap-prend un ensemble de bornes lb, ub, telles qu'ajou-ter au modèle une G ave es bornes préserve l'en-semble des solutions du problème traité. Ce travail estle premier exemple d'apprentissage d'une ontraintedépendante d'un ensemble de paramètres. La setion5 montre le gain obtenu en utilisant notre algorithmepour améliorer des modèles à ontraintes.2 Contraintes Impliites ParamétréesLorsqu'un problème a été modélisé sous la formede variables et de ontraintes, des propriétés impli-ites, 'est à dire non expliitement exprimées par desontraintes, peuvent être satisfaites par l'ensemble dessolutions. Dans ertains as il peut être intéressant deles exprimer expliitement par de nouvelles ontraintesajoutées au problème. En eet, un des prinipes debase de la programmation par ontraintes onsiste àréduire l'espae de reherhe en supprimant des valeursnon viables des domaines des variables, et les nouvellesontraintes que l'on exprime peuvent être munies d'al-gorithmes de ltrage des domaines eaes, permet-tant de nouvelles rédutions. Dans la littérature, detelles ontraintes sont qualiées de ontraintes impli-ites [16, 15℄. Dans et artile, nous nous intéressonsaux ontraintes dépendant d'un ou plusieurs para-mètres. Les ontraintes paramétrées expriment généra-lement une règle sur les valeurs aetées aux variablesqu'elles impliquent. Le paramètre peut être une valeur,un intervalle, ou une variable. Certaines ontraintessont dénies à l'aide d'une olletion de paramètres.C'est le as de la G. On peut iter quelques autresexemples de ontraintes paramétrées, extraites du a-talogue de Beldieanu [1℄ : AtLeast, AtMost Change,Common, Count, G, Max, Min, NValue, et. Touteses ontraintes impliquent un ensemble de variablesde taille quelonque. Dans le manuel utilisateur de lalibrairie de programmation par ontraintes Ilog Solver5.0. [8℄, p. 279, le onept de ontrainte impliite estmis en évidene en ajoutant une G an d'améliorerla résolution d'un problème de oloration de graphes.Considérons un autre exemple. m tâhes doiventêtre ordonnanées. Chaune des tâhes a la même du-rée d et l'ensemble des tâhes est partitionné en deux :
m1 tâhes requièrent 1 ressoure, m2 = m−m1 tâhesrequièrent 2 ressoures. Le temps est disrétisé parune éhelle d'unités ommençant au point 0. A unpoint donné de temps, la quantité maximale de res-soure que l'on peut utiliser est bornée par maxi. Lestâhes doivent ommener en étant séparées les unesdes autres par au moins deux unités de temps. En
outre, des ontraintes de préédene sur le début destâhes sont ajoutées de façon aléatoire. Etant donné unmakespan (dernier point de l'éhelle de temps) égal à
2 ∗ (m − 1) + d (le meilleur réalisable étant donnéesles ontraintes sur le début des tâhes), la question estde trouver un ordonnanement réalisable, si il existe.Nous avons implémenté en Choo [3℄ un modèle naïfdans lequel le début de haque tâhe est représentépar une variable, et les ressoures sont représentées àhaque point de temps par un tableau de variables,où haque index orrespond à la onsommation d'unetâhe donnée à e point de temps. Les ontraintes surla durée et la séparation des tâhes sont primitives,et des ontraintes de somme sont utilisées pour res-peter la borne sur la quantité maximale de ressoure.Nous nous plaçons dans le ontexte d'un utilisateurnon expert. Don, la stratégie de reherhe employéeest elle fournie par défaut par Choo (d'abord la va-riable ayant le plus petit domaine, et d'abord la pluspetite valeur du domaine). La reherhe est arrêtée siauun ordonnanement n'est produit après un tempsde résolution de 60 seondes. Même ave m = 4 et
d = 4, et deux ontraintes de préédene, e modèledonne de mauvais résultats (voir la table 1).
m1/m2 maxi #n÷uds temps (se.)4/0 4  > 604/0 3 42 129 7.44/0 2 85 0.123/1 4 45 0.0303/1 3 33 0.0413/1 2 7 (pas de sol) 0.030Tab. 1  Résultats ave un modèle naïf.Un utilisateur non-expert pourrait être très surprispar es résultats. Notamment, en ontraignant davan-tage maxi, la solution semble plus faile à trouver.L'expliation est que les ontraintes de ressoure pro-pagent davantage dans e as là et ompensent l'inef-aité de la propagation des ontraintes d'ordonnan-ement des tâhes.A e stade, il est don néessaire d'améliorer lemodèle pour le rendre plus robuste du point de vuede l'eaité de la résolution. Une façon de fairepeut être de regarder si les ontraintes sur l'ordre destâhes n'induisent pas des limites sur le nombre detâhes à haque point de temps de l'éhelle1. La va-leur p = 2(m − 1) + d est exatement la valeur mi-nimale possible pour ordonnaner toutes les tâhes sielles sont séparées par au moins deux unités. C'est1Une bonne heuristique de reherhe pourrait aussi être uti-lisée, mais la génération automatique d'heuristiques robustes dereherhe sort du adre de e papier.
pourquoi les tâhes doivent être plaées aussi tt quepossible. C'est à dire une tâhe au temps 0, une tâheau temps 2, et. Il est don possible d'ajouter uneontrainte G(X , T, lb, ub), où X est l'ensemble desvariables représentant les tâhes, T représente les dif-férents points de temps, et lb et ub les bornes sur lenombre d'ourrenes dans X des points de temps,dénies de la manière suivante : pour haque valeur
v ∈ T , ubv = maxi ; si v est paire et v et plus petiteque 2m−1 alors lbv = 1 (i.e., une tâhe doit démarrerii), sinon lbv = 0. D'autres règles sur les ardinalitéspourraient être déduites, par exemple pas de tâhe dé-marrant à des points impairs, (i.e., ubv = 0 si v estimpair). Cependant, la G additionnelle restreignantseulement les lbv est susante pour obtenir une amé-lioration signiative du proessus de résolution (voirla table 2).
m1/m2 maxi #n÷uds temps (se.)4/0 4 46 0.044/0 3 46 0.044/0 2 25 0.043/1 4 45 0.053/1 3 32 0.043/1 2 3 (pas de sol) 0.03Tab. 2  Résultats ave une G ajoutée au modèle.Cet exemple montre que pour un utilisateur non-expert en programmation par ontraintes, même detrès petits problèmes peuvent être diiles à ré-soudre. Il montre aussi que e défaut peut être pal-lié en ajoutant des ontraintes impliites, qui rendentle modèle robuste. C'est pourquoi de nouvelles mé-thodes apables de déduire automatiquement de tellesontraintes impliites sont les bienvenues.3 Apprentissage de Contraintes Impli-ites ParamétréesLa question que l'on se pose est : omment ap-prendre une ontrainte paramétrée ? Le prinipe debase est que l'on va exploiter l'information fournie pardes instanes positives et négatives, an d'apprendreles paramètres. Une instane positive est une instan-iation solution, tandis qu'une instane négative estune instaniation qui n'est pas une solution. Par onsé-quent, si le modèle que l'on utilise pour exprimer leproblème n'est pas eae en terme de résolution,elui-i ne permettra pas de fournir failement des ins-tanes positives. Cette setion est une disussion surl'ensemble de variables et les ontraintes que l'on doitonsidérer dans le proessus d'apprentissage.
3.1 Déoupage du problèmeApprendre une ontrainte sur l'ensemble des va-riables du problème n'est pas néessairement unebonne idée. Il semble plus pertinent de déouper leproblème initial en sous-problèmes, haun d'entreeux relatif à un sous-ensemble de variables et auxontraintes du problème impliquant es variables. Untel sous-problème aura plus de hanes d'être résolurapidement, et pourra ainsi produire failement desinstanes utiles pour apprendre une ontrainte im-pliite sur le sous-ensemble de variables. Par déni-tion, si une ontrainte apprise est valide pour un sous-problème, elle le sera aussi pour le problème omplet :les variables et les ontraintes du sous-problème sontdes sous-ensembles de eux problème initial. Généra-lement, plus petits sont les sous-problèmes, plus ra-pide est leur résolution. La ontrepartie est que laontrainte apprise sera moins globale en terme de l-trage. En outre, pour des problèmes dépendant di-retement d'une ertaine taille n, une autre approhepourrait onsister à apprendre une ontrainte sur unproblème ave n petit et en déduire la ontrainte im-pliite orrespondante pour une taille n plus grande.Il faudra ependant réaliser ette dédution à la mainar à priori il n'existe auun proessus automatiquequi puisse garantir la validité de la ontrainte ajoutéesur le problème de plus grande taille.3.2 Relaxation du problèmeIl est possible d'apprendre des ontraintes impliitessur des relaxations du problème initial. Ce as est enfait prohe du préédent. On pourrait dire que l'on dé-oupe le problème en fontion des ontraintes. Il estnaturellement aussi possible de onsidérer des versionsrelaxées de sous-problèmes. On notera par exempleque la ontrainte G présentée dans l'exemple d'in-trodution (setion 2) est uniquement relative aux va-riables représentant les tâhes, et n'a pas de rapportave les ontraintes de ressoure. Nous verrons dansla setion 5 que nous pouvons apprendre une telleontrainte sur un problème où les ontraintes de res-soure sont ignorées.3.3 Problèmes d'OptimisationDans le ontexte d'un algorithme de type Branhand Bound, une façon de proéder onsiste à ap-prendre de nouvelles ontraintes impliites à haquepas de l'optimisation. Elles resteront par dénition va-lides pour de meilleurs valeurs d'objetif (i.e., orres-pondant au même problème ave une ontrainte plusforte sur l'objetif). L'aspet inrémental peut alorsêtre intéressant, ar il peut être aisé de trouver une so-
lution ave une valeur d'objetif éloignée de l'optimal.Si la ontrainte apprise améliore le modèle d'une façonsigniative, la prohaine solution, ave une meilleurevaleur d'objetif, peut être déduite plus rapidement,et ainsi de suite si on peut à haque étape déduire unenouvelle ontrainte impliite. On peut ainsi observerune oopération intéressante entre le proessus d'ap-prentissage et le proessus de résolution.4 Algorithme d'Apprentissage d'uneContrainte de Cardinalité GlobaleDans ette setion nous supposons que l'ensembledes variables, leurs domaines, et l'ensemble desontraintes du modèle initial qui seront utilisés pourapprendre la ontrainte G sont onnus.Notation 1 P = {X ,D, C} désigne le problème uti-lisé pour apprendre une G impliite sur X .Dans toute ette setion nous supposons égalementque P admet au moins une solution (le problèmen'est pas sur-ontraint). Notre but est d'apprendreun ensemble d'intervalles où haque borne inférieureet supérieure de l'intervalle orrespond aux ardina-lités maximum et minimum d'une valeur dans n'im-porte quelle instaniation de X qui soit une solu-tion. En d'autres termes, le but est d'apprendre laG(X , T, lb, ub) la plus restreinte possible, où T estl'ensemble des valeurs apparaissant dans les domainesde X et lb et ub sont les bornes des intervalles ap-pris, telles que l'ensemble des solutions de P soit lemême en ajoutant ou sans ajouter ette ontrainte aumodèle. Plus restreinte signie ii que nous essayonsd'apprendre les intervalles les plus réduits possible.4.1 Prinipe GénéralNotation 2 e désigne une instaniation de X .o(v, e) désigne le nombre de fois où la valeur v ap-paraît dans e.Etant donnée une instaniation e de X , la G im-pliite que nous herhons est satisfaite par e si etseulement si pour toute valeur v ∈ T on a lbv ≤o(v, e) ≤ ubv. Au début de la phase d'apprentissageon sait seulement que 0 ≤ lbv ≤ |X |, 0 ≤ ubv ≤ |X |,et lbv ≤ ubv. Le but est alors d'exploiter au mieuxl'information fournie par les bornes an de réduire leplus possible es intervalles.Soit e−j une instane négative. La première idéeest de tester pour haque v ∈ e−j si o(v, e−j ) estune ause de l'éhe. En gros, si P n'a pas de solu-tion quand le nombre maximal d'ourrenes de v esto(v, e−j ) alors on peut aeter lbv à o(v, e−j ) + 1.
En eet, il a été appris qu'au moins une ourrenesupplémentaire de v est requise. Et de façon symé-trique, pour ubv : si P n'a pas de solution en impo-sant que le nombre maximum d'ourrenes de v soito(v, e−j ) alors on peut mettre à jour ubv en lui ae-tant la valeur o(v, e−j )− 1. Cependant, en pratique,un tel shéma d'apprentissage est trop oûteux. Pourtester si il existe des solutions ave une ertaine limitesur le nombre d'ourrenes d'une valeur, un problèmedoit être résolu. On souhaite éviter de faire ela systé-matiquement. Il est possible d'éviter de nombreuses ré-solutions en exploitant l'information produite d'après : les instanes positives, le nombre d'ourrenes des valeurs dans les ins-tanes négatives telles que les problèmes augmen-tés ave une limite sur es ourrenes ont dessolutions.Dans ette optique il est néessaire de stoker pourhaque valeur v les intervalles ourants possibles pour
lbv et pour ubv.Notation 3 min(lbv) désigne la valeur minimale pos-sible pour lbv et max(lbv) sa valeur maximale possible.On dénit de façon similaire min(ubv) et max(ubv).Le but sera pour haque v d'augmenter suessive-ment min(lbv) et de diminuer max(ubv), et ensuitede propager le résultat an de mettre à jour lb et ub.Les deux autres quantités max(lbv) et min(ubv) se-ront utiles pour améliorer l'eaité de la tehniqued'apprentissage.4.2 Rédution des bornes d'après les instanesConsidérons un exemple dans lequel on souhaite ap-prendre une G(X , T, lb, ub) où X = {x1, x2, x3} et
D(xi) = {a, b, c}, ∀i ∈ {1, 2, 3}. Considérons la va-leur a. Initialement, lba peut être n'importe quel entierdans {0, 1, 2, 3}, ar X ontient trois variables. Simi-lairement uba ∈ {0, 1, 2, 3}.Soit e+1 = [(x1, a), (x2, b), (x3, a)] une instane posi-tive. uba, la borne supérieure sur le nombre de a, nepeut pas être inférieure à 2 = o(a, e+1 ) ar e+1 estpositive. Symétriquement, lba ne peut pas être plusgrande que 2. En revanhe une instane positive n'ap-porte auune information onernant la valeur maxi-male de uba et la valeur minimale de lba.Propriété 1 Soit e+j une instane positive. On a :
max(lbv) ≤ o(v, e+j )
min(ubv) ≥ o(v, e+j )Proof : e+j est positive On ne peut pas restreindreles ardinalités des valeurs davantage que leurs our-renes dans e+j . 2
Grâe à e+1 et la propriété 1, on peut réduire les pos-sibilités pour lb et ub (voir table 3). Soit à présent
lba uba
0 −
1 −2 2
− 3
lbb ubb
0 −1 1
− 2
− 3
lbc ubc0 0
− 1
− 2
− 3Tab. 3  Dédutions sur lb et ub obtenues à partir del'instane e+1 = [(x1, a), (x2, b), (x3, a)].l'instane négative e−2 = [(x1, a), (x2, b), (x3, c)]. On a
|T | ∗ 2 = 6 auses possibles pour sa réfutation : soit ily a trop de variables instaniées ave la valeur a, soitpas assez, et similairement pour b et c. L'informationsupplémentaire que l'on a est les valeurs possibles desbornes supérieures et inférieures des ardinalités déjàapprises à l'aide de e+1 (voir la table 3). Par exemple,onsidérons la valeur a. Il n'y a pas trop d'ourrenesde a dans e−2 ar min(uba) est égal à 2, et don plusgrand que o(a, e−2 ). Autrement dit, on sait que 2n'est pas trop et par onséquent 1 ne peut pas êtretrop. Il n'y a peut être pas assez d'ourrenes de aar lba pourrait nalement être une valeur stritementsupérieure que o(a, e−2 ) = 1, omme le montre latable 3.Corollaire 1 Soit e−j une instane négative.Si min(ubv) ≥ o(v, e−j ) alors il n'y a pas trop de vdans e−j , sinon il y en a peut être trop.Si max(lbv) ≤ o(v, e−j ) alors il y a susamment de
v dans e−j , sinon il y en a peut être pas assez.Ce orollaire montre que bien que e−j soit une instanenégative, il peut être très utile de prendre en omptetoutes les instanes positives préédentes dans le pro-essus d'apprentissage. A ause des instanes positiveset de leur eet sur les minimums et maximums desbornes inférieures et des bornes supérieures, seulementun sous-ensemble de valeurs de e−j peuvent eetive-ment être la ause de la réfutation de e−j . Si e sous-ensemble est vide alors rien ne peut être appris de etteinstane. La table 4 montre l'appliation du orollaire1 à e−2 . Elle fournit les informations heuristiques poursavoir e qui doit être testé an de déterminer uneraison possible de réfutation de e−2 . Deux auses sontpossibles mais auune n'est garantie omme étant va-lide. Une dernière étape est don néessaire. Si toutesles auses de réfutation sont rejetées, ela signierasimplement qu'il n'existe pas une G plus restreinteà apprendre à l'aide de ette instane. Dans le as
Valeur trop ? pas assez ?o(a, e−2 ) = 1 Non Peut êtreo(b, e−2 ) = 1 Non Nono(c, e−
2
) = 1 Peut être NonTab. 4  Causes possibles de réfutation de e−
2
=
[(x1, a), (x2, b), (x3, c)].ontraire on pourra mettre à jour les paramètres de laG.L'idée onsiste à résoudre un CSP issu du CSP ini-tial, dans lequel on ajoute de nouvelles ontraintes deardinalité pour tester haune des auses possibles deréfutation. Par exemple, pour déterminer si il est pos-sible qu'il n'y ait pas assez de a dans e−2 (f. table 4),on ajoute une ontrainte imposant d'avoir au plus un
a dans une solution. Si le CSP obtenu est insatisable,on sait que pas assez de a est une ause valide pour laréfutation de e−2 . On doit avoir au moins deux a dansune solution de e problème. Dans le as ontraire onsait qu'il est possible d'avoir un unique a (ou auun)dans une instaniation solution.Propriété 2 Soit o(v, e−j ) une ause possible de ré-futation d'une instane négative e−j . Soit Q le pro-blème augmenté obtenu en ajoutant la ontrainteAtMost(o(v, e−j ), v,X) à P .Si Q n'a pas de solution, min(lbv) ≥ o(v, e−j ) + 1,sinon max(lbv) ≤ o(v, e−j ).Preuve : P a une ou plusieurs solutions. Si Q n'apas de solution, ela signie que toutes les solutions de
P violent la ontrainte AtMost(o(v, e−j ), v,X) ajou-tée dans Q. Ainsi n'importe quelle solution de P a aumoins o(v, e−j ) + 1 ourrenes de v. Dans e as
min(lbv) devrait être supérieur ou égal à o(v, e−j ) +
1. Si Q a une solution alors il n'existe pas de ontrainteimpliite dans P qui impose que le nombre d'our-renes de v soit plus grand que o(v, e−j ). lbv ne peutpas être supérieure ou égale à o(v, e−j ). 2Propriété 3 Soit o(v, e−j ) une ause possible de ré-futation d'une instane négative e−j . Soit Q le pro-blème augmenté obtenu en ajoutant la ontrainteAtMost(o(v, e−j ), v,X) à P .Si Q n'a pas de solution, max(ubv) ≤ o(v, e−j ) − 1,sinon min(ubv) ≥ o(v, e−j ).Preuve : Symétrique à la propriété 2. 2Ainsi, on imposera suessivement des ontraintesexprimant haque ause possible de réfutation. Dansnotre exemple, supposons que le problème a toujours
des solutions ave la ontrainte supplémentaireAtMost(1,a,X). On sait alors que lba ne peut pasêtre supérieure ou égale à 2. On peut mettre à jourles valeurs possibles de lba (voir la table 5). On doitalors tester aussi un CSP augmenté ave la ontrainteAtLeast(1,,X). (voir la table 4). Supposons qu'iln'y ait alors pas de solution. Cela signie qu'uneourrene de c est trop, et on peut mettre à jour lesvaleurs possibles de ubc omme le montre la table 5.On voit en omparant la table 5 à la table 3 que le fait
lba uba
0 −
1 −
− 2
− 3
lbb ubb
0 −1 1
− 2
− 3
lbc ubc0 0
− −
− −
− −Tab. 5  Dédutions sur lb et ub obtenues à partir del'instane e−2 = [(x1, a), (x2, b), (x3, c)].de traiter e−2 a permis une restrition des paramètresde la G que l'on veut apprendre. Ce proessus peutêtre stoppé après n'importe quel nombre d'instanesfournies, grâe à la propriété suivante :Propriété 4 Soit E un ensemble d'instaniations de
X utilisées pour apprendre les bornes possibles des ar-dinalités d'une G sur X . Soit T l'ensemble des va-leurs. La ontrainte G(X , T, lb, ub) où pour haque
v ∈ T haque lbv est xée à min(lbv) et haque ubv estaeté à max(ubv) est une ontrainte impliite pour
P .Preuve : Si P est utilisé pour déterminer pourhaque e ∈ E si e est une solution ou non, alors ettepropriété est vériée d'après les propriétés 1, 2 et 3. 2Quel que soit l'ordre hoisi pour prendre en ompte lesinstanes dans E, la même G sera apprise. En eet,le même ensemble de auses valides de réfutation seraidentié à partir des instanes négatives. Cependant,le nombre de problèmes à résoudre pour obtenir lerésultat dépend de l'ordre des instanes.On peut onlure que les propriétés 1, 2, 3 et le o-rollaire 1 fournissent une tehnique pour apprendre desontraintes G impliites. Plus grand sera l'ensembled'instanes, plus restreinte sera la ontrainte apprise,mais naturellement ela engendrera un oût en tempssupérieur pour la phase d'apprentissage.4.3 Aélération du Proessus d'ApprentissageLa sous-setion préédente propose une tehniquepermettant d'apprendre les bornes des ardinalités devaleurs pour un problème donné. Pour apprendre es
bornes il est néessaire de résoudre des sous-problèmes.Dans le but de rendre le proessus d'apprentissageaussi rapide que possible, ette setion présente destehniques simples améliorant le proessus d'appren-tissage.Utilisation de la G pour tester les auses deréfutation : Nous avons vu dans la sous-setion 4.2que haque instane négative requiert de résoudre leproblème P sur lequel on apprend la ontrainte, enlui ajoutant une ontrainte supplémentaire. Sahantque la propriété 4 garantit qu'à n'importe quelle étapede la phase d'apprentissage la ontrainte G est uneontrainte impliite pour P , il est intéressant d'utiliserette G quand on teste une instane négative, à laplae de simples ontraintes ajoutées de type AtLeastou AtMost. Ces ontraintes peuvent être inluses dansla G ourante, e qui orira au moment du test uneglobalité de ltrage supplémentaire.Limite de temps : il est possible d'éviter de tom-ber dans des as pathologiques où la résolution d'unsous-problème partiulier est trop longue en imposantune limite de temps sur haque résolution. Si le résol-veur de ontraintes n'a pas déterminé si il existe unesolution pour le problème augmenté onsidéré avant lalimite, la reherhe s'arrête et, simplement, rien n'estmis à jour dans la G. On note qu'ave une limitede temps, la garantie d'apprendre la même ontrainteen prenant en ompte le même ensemble d'instanes,mais dans des ordres diérents, est perdue.Appliation d'une onsistane loale : au lieude laner une résolution omplète à haque test, jus-qu'à obtenir soit une solution soit une preuve d'inon-sistane, il est possible d'eetuer une forme relâhéede résolution, en appliquant une onsistane loale.De ette manière, si un éhe est déteté (i.e., un do-maine vidé), nous sommes sûrs que la ause de réfu-tation testée est valide. En revanhe rien ne peut êtredéduit si il n'y a pas d'éhe. Il s'agit à présent de dé-terminer le type de onsistane loale le mieux adaptéà notre problématique d'apprentissage.La première idée est d'utiliser l'ar-onsistane(AC). Malheureusement, en pratique, l'AC n'est gé-néralement pas assez forte pour déteter une inonsis-tane. Dans notre ontexte il est don néessaire d'étu-dier des onsistanes plus fortes. On est alors onfrontéau fait que les résolveurs de ontraintes atuels nepermettent pas, en général, d'appliquer de façon gé-nérique une onsistane plus forte que l'AC. Aussi,nous proposons de réaliser une onsistane de singleton(SAC), que nous pouvons mettre en ÷uvre en appli-quant l'AC sur des sous-problèmes partiuliers (pourplus de détails sur la SAC nous invitons le leteur àlire l'artile de Debruyne et Bessière [6℄).Dénition 2 (SAC) Un réseau de ontraintes
(X ,D, C) est Singleton Ar Consistant ssi :
∀Xi ∈ X , ∀vi ∈ D(Xi), l'AC n'aboutit pas surune inonsistane sur (X ,D, C ∪ {Xi = vi}).On peut failement dénir la k-singleton ar-onsistane (k-SAC), qui est une onsistane loaleplus forte que la SAC.Dénition 3 (k-SAC) Un réseau de ontraintes
(X ,D, C) est k-SAC ssi : ∀{Xi1 , . . . , Xik} ⊆ X , ∀vi1 ∈
D(Xi1), . . . , vik ∈ D(Xik), l'AC n'aboutit pas sur uneinonsistane sur (X ,D, C ∪ {Xi1 = vi1 , . . . , Xik =
vik}).Enn, nous introduisons une relaxation de la k-SACqui sera partiulièrement adaptée aux tests des ausesde réfutation lors de l'apprentissage des bornes desardinalités d'une G.Dénition 4 (k-SAC(v)) Un réseau de ontraintes
(X ,D, C) est k-SAC(v) ssi : ∀Xi ∈ X , v ∈
D(Xi), ∃{Xj1 · · ·Xjk−1} ⊆ X tel que l'AC n'abou-tit pas sur une inonsistane sur (X ,D, C ∪ {(Xj1 =
v), · · · , (Xjk−1 = v), (Xi = v)}5 Résultats expérimentaux5.1 Problème de SatisfationCette setion présente une série d'expérimentationsde notre algorithme sur le problème dérit dans lasetion 2. Pour tous es tests, l'algorithme d'appren-tissage a été lané sur un problème relâhé de sesontraintes de ressoure. La simpliité de e problèmerelâhé nous a permis d'avoir des temps d'apprentis-sage de seulement quelques miliseondes pour m=4 et
m=5. Parmi les optimisations de la setion 4.3 nousavons implémenté l'utilisation de la G pour tester lesauses de réfutation, et une proédure de limitation dutemps de résolution des sous-problèmes. 15 instaneson été utilisées pour apprendre haque G, et la li-mite de temps a été xée à 0.4 seondes par instane.La table 6 montre les résultats obtenus quand le mo-dèle dérit en setion 2 est augmenté de la ontrainteG impliite apprise. Conernant la olonne de temps,la première donnée est le temps d'apprentissage et ladeuxième est le temps de résolution du problème aug-menté de la G.On voit que les résultats sont similaires à eux de latable 2. Cela prouve que l'algorithme d'apprentissagenous fournit la robustesse requise pour la résolution dee problème.Les tables 7 et 8 montrent les résultats obtenus aveun nombre de ontraintes de préédene aléatoires égalà 4, et m = d = 5. La reherhe d'une solution duproblème omplet est stoppée lorsque le temps dépasse
60 seondes.
m1/m2 maxi #n÷uds temps (se.)4/0 4 47 0.297 + 0.0264/0 3 47 0.279 + 0.0184/0 2 23 0.265 + 0.0153/1 4 43 0.312 + 0.0313/1 3 30 0.286 + 0.0193/1 2 3 (pas de sol.) 0.279 + 0.013Tab. 6  Problèmes ave m = 4 en utilisant uneontrainte G impliite apprise.
m1/m2 maxi #n÷uds temps (se.)5/0 5  > 605/0 4  > 605/0 3  > 605/0 2 53 250 (pas de sol.) 193/2 5  > 603/2 4  > 603/2 3 1 790 (pas de sol.) 1.21/4 5 11 065 3.91/4 4 7 985 (pas de sol.) 2.9Tab. 7  Problèmes ave m = 5 sans utilisation d'uneG impliite.
m1/m2 maxi #n÷uds temps (se.)5/0 5 74 0.729 + 0.0305/0 4 74 0.730 + 0.0255/0 3 63 0.726 + 0.0245/0 2 361 (pas de sol.) 0.721 + 0.2433/2 5 63 0.734 + 0.0253/2 4 92 0.717 + 0.0593/2 3 123 (pas de sol.) 0.738 + 0.1221/4 5 39 0.740 + 0.0231/4 4 154 (pas de sol.) 0.718 + 0.133Tab. 8  Problèmes ave m = 5 en utilisant laontrainte impliite G apprise.
Nous avons été apables de résoudre tous les pro-blèmes ave m = 6 en quelques seondes (inluant letemps d'apprentissage) alors que la plupart d'entre euxn'était pas résolvables sans ontrainte impliite, mêmeaprès plusieurs minutes.Notre objetif ave e premier test était de tester unmodèle naïf, ave une stratégie de reherhe basique, etd'expérimenter ombien notre tehnique pouvait amé-liorer sa robustesse. Naturellement e benhmark estadapté à l'utilisation de G impliites, notamment arle makespan est xé à son minimum réalisable. Maisnotre but ii est de fournir un système permettant àun utilisateur ayant l'intuition il y a peut être desG impliites à apprendre de trouver automatique-ment es ontraintes impliites. L'eort relatif est bienplus faible que elui d'étudier haque ombinaison desparamètres m et d, et les ontraintes de préédene,pour essayer de déduire à la main es ontraintes deardinalité en fontion de ritères struturels ou sé-mantiques.5.2 Problème d'OptimisationDans le adre du ursus de l'IUT d'Informatique deMontpellier, les étudiants doivent réaliser un projetindividuel. Chaque étudiant hoisit son projet d'aprèsun ensemble de sujets initialement proposés par lesenseignants. Plus préisément, haque étudiant doitfournir une liste (p1, . . . , pm) des m projets qu'il pré-fère. Leurs préférenes doivent être totalement ordon-nées : un projet pi est stritement préféré à un projet
pi+1. Malheureusement, en pratique, les étudiants ef-fetuent des hoix souvent très similaires, et il arrivequ'il n'existe auune solution telle que haun des étu-diants obtienne un projet qu'il a hoisi2.Ainsi, l'objetif de e problème est d'assigner desprojets aux étudiants, de telle sorte que deux étudiantsdistints aient deux projets distints, tout en maximi-sant autant que possible la satisfation des étudiants.Un étudiant est très satisfait si il obtient son premierhoix, moins si il obtient son seond hoix, et ainsi desuite jusqu'au point où il ne peut obtenir auun pro-jet de sa liste, e qui orrespond à la satisfation laplus faible possible. Jusqu'à l'année dernière, les en-seignants eetuaient es aetations à la main, e quipouvait prendre un temps très onséquent pour na-lement obtenir une solution loin d'être optimale. Il ya deux ans, un des projets proposés était de résoudree problème d'aetation à l'aide de la programma-tion par ontraintes. Les étudiants qui ont travaillésur e projet ont fourni le modèle suivant : haque2Dans e as, les étudiants restants réalisent de nouveauxhoix parmi les projets non déjà assignés, et une nouvelle ae-tation est alulée.
étudiant est représenté par une variable dont le do-maine est onstitué par l'ensemble des hoix eetuéspar l'étudiant, plus une valeur joker 0, signiant au-un projet n'est aeté lors de ette reherhe. Desontraintes sont posées entre haque paire (Xi, Xj)d'étudiants, exprimant (Xi 6= Xj) ∨ (Xi = Xj = 0).Des variables de préférene mesurent la satisfationde haque étudiant. Elles sont liées aux variables re-présentant les étudiants par des ontraintes déniesen extension. {(p1, m), . . . , (pm, 1), (0, 0)}. L'objetifonsiste à minimiser la somme des variables de pré-férene. Par la suite, le modèle que nous venons deprésenter sera référené omme le modèle initial.Le résolveur de ontraintes est d'abord lané sur lemodèle initial pour une ourte période de temps (1se.) an de fournir une première solution S0, et uneborne supérieure sur la qualité des solutions. Avant dedémarrer la phase d'apprentissage, une ontrainte a-eptant uniquement les instaniations ave une valeurd'objetif au moins aussi bonne que elle de S0 est po-sée. L'apprentissage est alors réalisé sur un ensembled'instanes E, ontenant S0 (marquée omme posi-tive) et une ensemble d'instanes aléatoires (généra-lement négatives). Nous n'avons pas imposé de limitede temps, en revanhe la onsistane k-SAC(v)(dériteen setion 4.3) a été utilisée à la plae de résolutionsomplètes. A la n de la phase d'apprentissage, laontrainte apprise est ajoutée au problème et le sol-veur est lané.Sahant que la taille réelle du problème est tropgrande pour que elui-i soit résolu plusieurs fois, nousavons d'abord réalisé des tests sur des problèmes ré-duits issus des données réelles. Ces problèmes pré-servent les ratio nombre de projets/nombre d'étu-diants et la répartition partiulière des hoix. Le gainobtenu sur le problème omplèt est donné à la n dela setion.La table 9 montre le temps moyen et le nombre den÷uds du modèle initial en fontion du nombre d'étu-diants n.
n #n÷uds temps (se.)10 110 0.215 2 648 7.620 137 982 183.2Tab. 9  Modèle initial.La table 10 montre les résultats obtenus ave lesmêmes données que elles de la table 9 en apprenantune G sur les variables représentant les étudiants,en fontion du nombre d'étudiants n impliqués dansle problème et le nombre d'instanes |E| utilisées pen-dant la phase d'apprentissage. Le temps d'apprentis-
sage inlut le temps de génération de l'instane posi-tive initiale.
n |E| #n÷uds temps (se.)10 10 12 0.2 + 0.015 10 57 2.6 + 1.115 20 50 3.8 + 1.115 30 50 5.1 + 0.915 40 50 5.9 + 0.920 10 4 801 5.7 + 14.920 20 2 800 6.8 + 13.020 30 2 643 7.9 + 8.420 40 1 998 9.1 + 8.4Tab. 10  Modèle reformulé.La première observation que l'on peut faire est que,grâe à la relaxation à une onsistane loale pluttque des résolutions omplètes, le temps d'apprentis-sage est très raisonnable (9.1 se. dans le pire des as).La deuxième est que plus nous utilisons d'instanes,plus la ontrainte apprise est préise, et plus ompatest l'arbre de reherhe. Il semble don sur e pro-blème qu'il soit toujours préférable d'améliorer le mo-dèle avant de résoudre le problème. En eet, la sommedu temps d'apprentissage et du temps de résolution estinférieure au temps requis pour résoudre diretementle modèle initial. Pour n = 10, la phase d'apprentis-sage n'est pas lanée ar la solution optimale a ététrouvée pendant la reherhe de la première solutioninitiale. Le gain est de quelques seondes pour n = 15,puis il atteint un fateur 10 lorsque n = 20.Sur le problème réel (n = 60), ette approhe a per-mis de résoudre le problème en 43 minutes (dont 90 se-ondes d'apprentissage, réalisé sur 50 instanes) alorsque la résolution du modèle initial a été stoppée après
12 heures. Cette méthode ne néessite pas de réglagepartiulier ar le temps de la phase d'apprentissage estontrlé, et elle semble robuste au nombre d'instanesséletionnées pour l'apprentissage.6 PerspetivesL'aide à la modélisation paraît devenir un thèmede reherhe important en programmation parontraintes, notamment dans le but de favoriser sa dif-fusion. Atuellement, le nombre de ontributions sure thème est enore relativement limité. Notre pre-mière perspetive sera de généraliser les aspets al-gorithmiques de notre étude à d'autres ontraintes àparamètres. Une autre perspetive onsiste à étudierles améliorations réalisables dans le domaine de la ro-bustesse des stratégies de reherhe par défaut des ré-solveurs de ontraintes, notamment par des proessusprenant en ompte le modèle.
7 ConlusionCet artile présente un nouveau paradigme d'ap-prentissage de ontraintes à partir de solutions etnon-solutions de sous-problèmes. Le but est d'amé-liorer automatiquement des modèles à ontraintes.An de valider l'impat de notre approhe nous avonsonçu et implémenté un algorithme pour apprendredes ontraintes de ardinalité globale, ainsi que desprinipes pour améliorer et algorithme selon le typede problème pris en ompte. Ces travaux ont été vali-dés par une série d'expérimentations.Référenes[1℄ N. Beldi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onstraint. Proeedings CP, pages789794, 2003.[3℄ Cho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tion problems, 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onstraint solving. URL :http ://soureforge.net/projets/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onsisten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