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1. Introduction
The study of character analogues perhaps begins with the introduction of Dirichlet L-functions
by P.G.L. Dirichlet in the 1830’s. Our starting point in this paper is a result (Theorem 2.1) arising
from a character analogue of a theorem of G.N. Watson [13] established by the ﬁrst author in [3]
using periodic or character analogues of the Poisson summation formula [2,3,7]. We establish char-
acter analogues of recent results involving the modiﬁed Bessel function Kν(z) found in Ramanujan’s
Lost Notebook [12] and proved by B.C. Berndt, Y. Lee and J. Sohn [6]. These include formulas of
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B.C. Berndt et al. / Advances in Applied Mathematics 46 (2011) 54–70 55N.S. Koshliakov [10] and A.P. Guinand [9]. Koshliakov’s formula can be considered as an analogue of
the familiar transformation formula for the classical theta function [5, p. 122].
Theorem 1.1 (Koshliakov’s formula). If γ denotes Euler’s constant, d(n) denotes the number of divisors of n,
Kν(z) denotes the modiﬁed Bessel function of order ν and a > 0, then
γ − log
(
4π
a
)
+ 4
∞∑
n=1
d(n)K0(2πan) = 1
a
(
γ − log(4πa) + 4
∞∑
n=1
d(n)K0
(
2πn
a
))
. (1.1)
Guinand’s formula is associated with the Fourier expansions of Eisenstein series and Epstein zeta
functions [6].
Theorem 1.2 (Guinand’s formula). Let σk(n) =∑d|n dk, and let ζ(s) denote the Riemann zeta function. If α
and β are positive numbers such that αβ = π2 , and if s is any complex number, then
√
α
∞∑
n=1
σ−s(n)ns/2Ks/2(2nα) −
√
β
∞∑
n=1
σ−s(n)ns/2Ks/2(2nβ)
= 1
4
	
(
s
2
)
ζ(s)
{
β(1−s)/2 − α(1−s)/2}+ 1
4
	
(
− s
2
)
ζ(−s){β(1+s)/2 − α(1+s)/2}. (1.2)
In this paper, we prove analogues (Theorems 3.1, 4.1) of Guinand’s formula for primitive charac-
ters. We further establish character analogues (Theorems 3.3, 4.4) of Koshliakov’s formula. Several
corollaries and special cases are also given. We could have generalized our results to arbitrary even
and odd periodic sequences; but with the restriction that the sequences be completely multiplicative,
such sequences must be Dirichlet characters [1, p. 145, Exercise 17(b)].
2. Preliminary results
We use the well-known fact [8, p. 978, formula 8.469, no. 3]
K1/2(z) =
√
π
2z
e−z. (2.1)
We require the simple asymptotic formula [14, p. 202]
Kν(z) ∼
√
π
2z
e−z, z → ∞,
to conﬁrm the convergence of series and integrals and to also justify the interchange of integration
and summation several times in the sequel. We need several integrals of Bessel functions beginning
with [8, p. 705, formula 6.544, no. 8]
∞∫
Kν
(
a
x
)
Kν(bx)
dx
x2
= π
a
K2ν(2
√
ab), Rea > 0, Reb > 0. (2.2)0
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∞∫
0
K0(a/x)K0(yx)dx = π
y
K0(2
√
ay) (2.3)
and
∞∫
0
xν−1e−β/x−γ x dx = 2(β/γ )ν/2Kν(2
√
βγ ), (2.4)
for ν ∈C, Reβ > 0 and Reγ > 0. We need the related pair [8, p. 697, formula 6.521, no. 3]
∞∫
0
xKν(ax)Kν(bx)dx = π(ab)
−ν(a2ν − b2ν)
2 sin(πν)(a2 − b2) , |Reν| < 1, Re(a + b) > 0, (2.5)
and
∞∫
0
xK0(ax)K0(bx)dx = log(a/b)
a2 − b2 , a,b > 0, (2.6)
which can be obtained by letting ν → 0 in (2.5). Also, we need the evaluation [8, p. 708, formula
6.561, no. 16], for Rea > 0 and Re(μ + 1± ν) > 0,
∞∫
0
xμKν(ax)dx = 2μ−1a−μ−1	
(
1+ μ + ν
2
)
	
(
1+ μ − ν
2
)
. (2.7)
We now state a theorem of Berndt specialized to characters [3, p. 171], which generalizes a the-
orem of Watson [13], and which will be used in the proofs of Theorems 3.1 and 4.1 below. First,
let
G(χ) :=
k∑
n=1
χ(n)e2π in/k, (2.8)
where χ is a primitive character with period k. We make use of the fact [1, p. 168] that |G(χ)|2 = k.
Theorem 2.1. Let x > 0. If χ is even with period k and Reν > 0, then
∞∑
n=1
χ(n)nν Kν(2πnx/k) = π
1
2
2xG(χ)
(
kx
π
)ν+1
	
(
ν + 1
2
) ∞∑
n=1
χ(n)
(
n2 + x2)−ν− 12 ; (2.9)
if χ is odd with period k and Reν > −1, then
∞∑
n=1
χ(n)nν+1Kν(2πnx/k) = iπ
1
2
2x2G(χ)
(
kx
π
)ν+2
	
(
ν + 3
2
) ∞∑
n=1
χ(n)n
(
n2 + x2)−ν− 32 . (2.10)
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Theorem 2.2. Let f (x) be a Lebesgue integrable function over any interval 0 < A  x  B < ∞. Assuming
that the limits exist, write f (0) = limx→0+ f (x) and f (∞) = limx→∞ f (x). Then, for a,b > 0,
∞∫
0
f (at) − f (bt)
t
dt = ( f (∞) − f (0)) log(a
b
)
. (2.11)
3. Character analogues of theorems of Ramanujan, Koshliakov and Guinand for even primitive
characters
Throughout this section, χ(n) denotes an even primitive character of modulus k.
Theorem 3.1. If α and β are positive numbers such that αβ = π2 and s is any complex number, then
√
α
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2
Ks/2(2nα/k) = k
√
β
G(χ)2
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2
Ks/2(2nβ/k). (3.1)
Proof. Invoking (2.9) in the third equality below, we ﬁnd that, for σ = Re s > 1,
√
α
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2
Ks/2(2nα/k)
= √α
∞∑
n=1
χ(n)
∑
d|n
d−s
(
n
k
)s/2
Ks/2(2nα/k)
= √α
∞∑
d=1
χ(d)
∞∑
m=1
χ(m)
(
m
dk
)s/2
Ks/2(2dmα/k)
= √αk−s/2
∞∑
d=1
χ(d)d−s/2
(
π3/2
2dα
(
kdα
π2
)s/2+1
	
(
s + 1
2
) ∞∑
n=1
χ(n)
G(χ)(n2 + (dα/π)2)(s+1)/2
)
= k
√
π
2G(χ)
α(s+1)/2	
(
s + 1
2
) ∞∑
d=1
∞∑
n=1
χ(d)χ(n)
(n2π2 + d2α2)(s+1)/2 . (3.2)
By symmetry, for σ > 1,
√
β
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2
Ks/2(2nβ/k)
=
√
π
2
β(s+1)/2G(χ)	
(
s + 1
2
) ∞∑
d=1
∞∑
n=1
χ(d)χ(n)
(n2π2 + d2β2)(s+1)/2
=
√
π
2
β−(s+1)/2G(χ)	
(
s + 1
2
) ∞∑ ∞∑ χ(d)χ(n)
(n2π2/β2 + d2)(s+1)/2d=1 n=1
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√
π
2
α(s+1)/2G(χ)	
(
s + 1
2
) ∞∑
d=1
∞∑
n=1
χ(n)χ(d)
(d2α2 + π2n2)(s+1)/2 .
Thus, for σ > 1,
∞∑
d=1
∞∑
n=1
χ(n)χ(d)
(d2α2 + π2n2)(s+1)/2
= 2
√
β√
πα(s+1)/2G(χ)	((s + 1)/2)
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2
Ks/2(2nβ/k). (3.3)
Substituting (3.3) in (3.2), we deduce (3.1) for σ > 1. By analytic continuation, we complete the
proof. 
For example, let χ(n) = ( np ), the Legendre symbol modulo p, where p is a prime such that p ≡ 1
(mod 4). Then from a well-known theorem of Gauss [4], we know that for any prime p ≡ 1 (mod 4),
G(χ) = √p, where χ(n) = ( np ). Thus, substituting ( np ) for χ(n) in (3.1) and simplifying, we ﬁnd that
√
α
∞∑
n=1
(
n
p
)
σ−s(n)
(
n
p
)s/2
Ks/2(2nα/p) =
√
β
∞∑
n=1
(
n
p
)
σ−s(n)
(
n
p
)s/2
Ks/2(2nβ/p). (3.4)
Now let s = 1 in (3.4). Then using (2.1), we deduce the following corollary.
Corollary 3.2. If α and β are positive numbers, αβ = π2 , and ( np ) is the Legendre symbol, where p is a prime
with p ≡ 1 (mod 4), then
∞∑
n=1
(
n
p
)
σ−1(n)e−2nα/p =
∞∑
n=1
(
n
p
)
σ−1(n)e−2nβ/p . (3.5)
Next we state and prove a character analogue of Koshliakov’s formula.
Theorem 3.3. If α and β are positive numbers and αβ = π2 , then
√
α
∞∑
n=1
χ(n)d(n)K0(2nα/k) = k
√
β
G(χ)2
∞∑
n=1
χ(n)d(n)K0(2nβ/k). (3.6)
Proof. Setting s = 0 in (3.1) and noting that σ0(n) = d(n), the number of divisors of n, we arrive at
(3.6). 
Letting χ(n) = ( np ) in (3.6), we ﬁnd that
√
α
∞∑
n=1
(
n
p
)
d(n)K0(2nα/p) =
√
β
∞∑
n=1
(
n
p
)
d(n)K0(2nβ/p). (3.7)
Next we give analogues of theorems on page 254 of Ramanujan’s Lost Notebook [6, pp. 30–34],
[12].
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∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∫
0
(∑k−1
s=0 χ(s)e−2π sx
1− e−2πkx
)(∑k−1
v=0 χ(v)e−2πav/x
1− e−2πak/x
)
dx
x
= 2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
an)
= ak
2
π2
∞∑
n=1
χ(n)d(n) log(n/ak2)
n2 − a2k4 . (3.8)
Proof. Writing m = kr + s, 0  r < ∞, 0  s  k − 1, and n = ku + v , 0  u < ∞, 0  v  k − 1, we
ﬁnd that, since χ has period k,
∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∫
0
( ∞∑
r=0
k−1∑
s=0
χ(kr + s)e−2(kr+s)πx
)( ∞∑
u=0
k−1∑
v=0
χ(ku + v)e−2(ku+v)πa/x
)
dx
x
= 1
G(χ)2
∞∫
0
( ∞∑
r=0
e−2πkrx
k−1∑
s=0
χ(s)e−2π sx
)( ∞∑
u=0
e−2πaku/x
k−1∑
v=0
χ(v)e−2πav/x
)
dx
x
= 1
G(χ)2
∞∫
0
(∑k−1
s=0 χ(s)e−2π sx
1− e−2πkx
)(∑k−1
v=0 χ(v)e−2πav/x
1− e−2πak/x
)
dx
x
, (3.9)
which proves the ﬁrst equality.
Interchanging the order of summation and integration by absolute convergence and using (2.4), we
ﬁnd that
∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)
∞∫
0
e−2π(mx+an/x) dx
x
= 1
G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)
∞∫
e−2π(u+amn/u) du
u
0
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G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)K0(4π
√
amn)
= 2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
an), (3.10)
which proves the second equality.
Now letting α = πa and β = π/a for a > 0 in (3.6) and simplifying, we deduce that
∞∑
n=1
χ(n)d(n)K0(2nπa/k) = k
aG(χ)2
∞∑
n=1
χ(n)d(n)K0(2nπ/ak). (3.11)
Multiplying both sides by aK0(2πayk) and integrating with respect to a from 0 to ∞, we have
∞∫
0
a
∞∑
n=1
χ(n)d(n)K0(2nπa/k)K0(2πayk)da
= k
G(χ)2
∞∫
0
∞∑
n=1
χ(n)d(n)K0(2nπ/ak)K0(2πayk)da. (3.12)
Interchanging the order of summation and integration and using (2.3) and (2.6), we ﬁnd that
k2
4π2
∞∑
n=1
χ(n)d(n) log(n/yk2)
n2 − y2k4 =
1
2yG(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
ny). (3.13)
Multiplying both sides by 4y and then letting y = a, we ﬁnd that
ak2
π2
∞∑
n=1
χ(n)d(n) log(n/ak2)
n2 − a2k4 =
2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
na). (3.14)
This proves the last equality in Theorem 3.4 and completes the proof. 
Theorem 3.5. If a > 0, then
∞∑
n=1
χ(n)σ−1/2(n)e−4π
√
an = ak
7/2
πG(χ)2
∞∑
n=1
χ(n)σ−1/2(n)
(n + ak2)(√n + k√a) . (3.15)
Proof. Let s = 1/2 in (3.1) and set α = x and β = π2/x. Then
√
x
∞∑
n=1
χ(n)σ−1/2(n)
(
n
k
)1/4
K1/4(2nx/k)
= kπ√
xG(χ)2
∞∑
χ(n)σ−1/2(n)
(
n
k
)1/4
K1/4
(
2nπ2/xk
)
. (3.16)n=1
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interchanging the order of summation and integration by absolute convergence, we ﬁnd that
k−1/4
∞∑
n=1
χ(n)σ−1/2(n)n1/4
∞∫
0
1
x2
K1/4(2nx/k)K1/4
(
2aπ2k/x
)
dx
= k
3/4π
G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)n1/4
∞∫
0
1
x3
K1/4
(
2nπ2/xk
)
K1/4
(
2aπ2k/x
)
dx. (3.17)
Now using (2.1), (2.2), and (2.5) and simplifying, we see that
1
4
√
2k5/4a5/4π
∞∑
n=1
χ(n)σ−1/2(n)e−4π
√
an =
√
2πk9/4a−1/4
8π3G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)
(n + ak2)(√n + k√a) , (3.18)
which upon further simpliﬁcation yields (3.15). 
Finally we give a character analogue of the last theorem on page 254 of Ramanujan’s Lost Note-
book [12].
Theorem 3.6. For a > 0,
2
√
a
∞∑
n=1
χ(n)σ−1(n)
√
nK1(4π
√
an) = ak
3
2πG(χ)2
∞∑
n=1
χ(n)σ−1(n)
(n + ak2) =
−ak2
2πG(χ)2
S(a,k), (3.19)
where
S(a,k) =
∞∑
n=1
χ(n)
n2
k−1∑
m=0
χ(m)
∞∑
t=1
(ak2 −mn)
t(tnk + ak2 −mn) . (3.20)
Proof. Letting s = 1 in (3.1) and setting α = x and β = π2/x, we arrive at
√
x
∞∑
n=1
χ(n)σ−1(n)
(
n
k
)1/2
K1/2(2nx/k)
= kπ√
xG(χ)2
∞∑
n=1
χ(n)σ−1(n)
(
n
k
)1/2
K1/2
(
2nπ2/xk
)
. (3.21)
Multiplying both sides of (3.21) by x−5/2K1/2(2aπ2k/x), integrating with respect to x from 0 to ∞,
and interchanging the order of summation and integration by absolute convergence, we ﬁnd that
∞∑
n=1
χ(n)σ−1(n)
(
n
k
)1/2 ∞∫
0
1
x2
K1/2(2nx/k)K1/2
(
2aπ2k/x
)
dx
= kπ
G(χ)2
∞∑
n=1
χ(n)σ−1(n)
(
n
k
)1/2 ∞∫ 1
x3
K1/2
(
2nπ2/kx
)
K1/2
(
2aπ2k/x
)
dx. (3.22)0
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for this integral, and (2.2) for the integral on the left side, we ﬁnd after simplifying that
1
2aπk
∞∑
n=1
χ(n)σ−1(n)
√
nK1(4π
√
an) = k
2
8π2
√
aG(χ)2
∞∑
n=1
χ(n)σ−1(n)
(n + ak2) , (3.23)
which after simpliﬁcation yields the ﬁrst equality.
Next, to show that the ﬁrst and third expressions of (3.19) are equal, we use (2.1) on the right-hand
side of (3.21). After simpliﬁcation, (3.21) becomes
2√
kπ
∞∑
n=1
χ(n)σ−1(n)
√
nxK1/2(2nx/k) = k
G(χ)2
∞∑
n=1
χ(n)σ−1(n)e−2nπ
2/kx. (3.24)
Now multiplying both sides of (3.24) by x−5/2K1/2(2aπ2k/x), integrating with respect to x from 0
to ∞, interchanging the order of summation and integration by absolute convergence, and using
(2.2), we ﬁnd that
2√
kπ
∞∑
n=1
χ(n)σ−1(n)
√
n
∞∫
0
1
x2
K1/2(2nx/k)K1/2
(
2aπ2k/x
)
dx
= 1
ak3/2π3/2
∞∑
n=1
χ(n)σ−1(n)
√
nK1(4π
√
an)
=
∞∫
0
(
k
G(χ)2
∞∑
n=1
χ(n)σ−1(n)e−2nπ
2/kx
)
x−5/2K1/2
(
2aπ2k/x
)
dx. (3.25)
Since
∞∑
m=1
χ(m)e−2mdπ2/kx = 1
(1− e−2dπ2/x)
k−1∑
s=0
χ(s)e−2dsπ2/kx, (3.26)
with d replaced by n, we deduce that
k
G(χ)2
∞∑
n=1
χ(n)σ−1(n)e−2nπ
2/kx = k
∞∑
d=1
∞∑
m=1
χ(m)χ(d)
dG(χ)2
e−2mdπ2/kx
= k
∞∑
n=1
χ(n)
nG(χ)
(∑k−1
s=0 χ(s)e−2nsπ
2/kx
G(χ)(1− e−2nπ2/x)
)
. (3.27)
Hence
∞∫ (
k
G(χ)2
∞∑
n=1
χ(n)σ−1(n)e−2nπ
2/kx
)
x−5/2K1/2
(
2aπ2k/x
)
dx0
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√
k
2
√
aπ
∞∫
0
∞∑
n=1
χ(n)
nG(χ)
(∑k−1
s=0 χ(s)e−2nsπ
2/kx
G(χ)(1− e−2nπ2/x)
)
e−2aπ2k/x dx
x2
=
√
k
4
√
aπ5/2
∞∫
0
∞∑
n=1
χ(n)
n2G(χ)
(∑k−1
s=0 χ(s)e−us/k
G(χ)(1− e−u)
)
e−aku/n du. (3.28)
Now
∑k−1
s=0 χ(s)e−us/k
G(χ)(1− e−u) =
∑k−1
s=0 χ(s)eu(k−s)/k
G(χ)(eu − 1)
=
∑k−1
m=1 χ(m)eum/k
G(χ)(eu − 1) −
∑k−1
m=0 χ(m)
uG(χ)
=
k−1∑
m=0
χ(m)
G(χ)
(
eum/k
eu − 1 −
1
u
)
, (3.29)
for
∑k−1
m=0 χ(m) = 0, since χ is non-principal. Thus, for 0m k − 1, we need to evaluate
∞∫
0
(
eum/k
eu − 1 −
1
u
)
e−aku/n du
= −
∞∫
0
(
e−aku/n
u
− e
−(ak/n−m/k+1)u
1− e−u
)
du
= −
( ∞∫
0
e−aku/n − e−(ak/n−m/k+1)u
u
du +
∞∫
0
(
1
u
− 1
1− e−u
)
e−(ak/n−m/k+1)u du
)
. (3.30)
The ﬁrst integral in (3.30) can be evaluated with the help of Theorem 2.2 with f (u) = e−u . Since
ak/n > 0,
∞∫
0
e−aku/n − e−(ak/n−m/k+1)u
u
du = log
(
ak/n −m/k + 1
ak/n
)
. (3.31)
This integral can also be evaluated by differentiation under the integral sign.
To evaluate the second integral, we use the following representation for ψ(z), the logarithmic
derivative of the gamma function 	(z) [8, p. 952, formula 8.361, no. 8]:
ψ(z) = log(z) +
∞∫
0
(
1
t
− 1
1− e−t
)
e−zt dt, (3.32)
for Re(z) > 0.
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∞∫
0
(
eum/k
eu − 1 −
1
u
)
e−aku/n du
= − log
(
ak
n
− m
k
+ 1
)
+ log
(
ak
n
)
− ψ
(
ak
n
− m
k
+ 1
)
+ log
(
ak
n
− m
k
+ 1
)
= log
(
ak
n
)
+ γ −
∞∑
t=1
(ak/n −m/k)
t(ak/n −m/k + t)
= log
(
ak
n
)
+ γ −
∞∑
t=1
(ak2 −mn)
t(tnk + ak2 −mn) , (3.33)
since
ψ(z) = −γ +
∞∑
n=1
(
1
n
− 1
z + n − 1
)
= −γ +
∞∑
n=1
z − 1
n(z + n − 1) . (3.34)
Hence by absolute convergence, we ﬁnd that
∞∫
0
(
k
G(χ)2
∞∑
n=1
χ(n)σ−1(n)e−2nπ
2/kx
)
x−5/2K1/2
(
2aπ2k/x
)
dx
=
√
k
4
√
aπ5/2
∞∫
0
∞∑
n=1
χ(n)
n2G(χ)
(
k−1∑
m=0
χ(m)
G(χ)
(
eum/k
eu − 1 −
1
u
))
e−aku/n du
=
√
k
4
√
aπ5/2
∞∑
n=1
χ(n)
n2G(χ)
(
k−1∑
m=0
χ(m)
G(χ)
∞∫
0
(
eum/k
eu − 1 −
1
u
)
e−aku/n du
)
=
√
k
4
√
aπ5/2
∞∑
n=1
χ(n)
n2G(χ)
k−1∑
m=0
χ(m)
G(χ)
(
log
(
ak
n
)
+ γ −
∞∑
t=1
(ak2 −mn)
t(tnk + ak2 −mn)
)
= −
√
k
4
√
aπ5/2
(
1
G(χ)2
∞∑
n=1
χ(n)
n2
k−1∑
m=0
χ(m)
∞∑
t=1
(ak2 −mn)
t(tnk + ak2 −mn)
)
= −
√
k
4
√
aπ5/2G(χ)2
S(a,k), (3.35)
where S(a,k) is deﬁned in (3.20) and where we made use of the fact that
∑k−1
m=0 χ(m) = 0 in the
penultimate step.
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1
ak3/2π3/2
∞∑
n=1
χ(n)σ−1(n)
√
nK1(4π
√
an) = −
√
k
4
√
aπ5/2G(χ)2
S(a,k), (3.36)
which upon trivial simpliﬁcation shows the equality of the ﬁrst and third expressions in (3.19). 
Corollary 3.7. If a > 0 and ( np ) is the Legendre symbol, where p is a prime with p ≡ 1 (mod 4), then
2
√
a
∞∑
n=1
(
n
p
)
σ−1(n)
√
nK1(4π
√
an) = p
2a
2π
∞∑
n=1
( np )σ−1(n)
n + p2a . (3.37)
Proof. Set χ(n) = ( np ) in (3.19). Then after simpliﬁcation, the ﬁrst equality in (3.19) yields (3.37). 
Remark. The middle expression in Theorem 3.6 converges extremely slowly. For example, let a = 1
and χ(n) = ( n5 ). The value of the leftmost expression of Theorem 3.6 is 2.51273028 . . . × 10−6, which
is correct up to the decimals listed. However, the middle expression
25
2π
∞∑
n=1
(n5 )σ−1(n)
n + 25 , (3.38)
as we indicated above, converges very slowly. To illustrate, the correct value for 49 million terms
of (3.38) is 2.59028733 . . . × 10−6, while the correct value of (3.38) for 50 million terms is
2.4317244512 . . . × 10−6. Thus, the convergence of (3.38) is slow to stabilize, and the partial sums
oscillate about the correct value.
4. Character analogues of theorems of Ramanujan, Koshliakov and Guinand for odd primitive
characters
In this section, we consider the case when χ(n) is a primitive odd character modulo k.
Theorem 4.1. If α and β are positive numbers such that αβ = π2 and s is any complex number, then
α
√
α
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nα/k)
= −kβ
√
β
G(χ)2
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nβ/k). (4.1)
Proof. Invoking (2.10) in the third equality, we ﬁnd that, for σ > 1,
α
√
α
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nα/k)
= α√α
∞∑
n=1
χ(n)
∑
d|n
d−s
(
n
k
)s/2+1
Ks/2(2nα/k)
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∞∑
d=1
χ(d)d−s/2+1
∞∑
m=1
χ(m)
(
m
k
)s/2+1
Ks/2(2dmα/k)
= α√αk−s/2−1
∞∑
d=1
χ(d)d−s/2+1
×
(
i
√
π
2(dαπ )
2
(
kdα
π2
)s/2+2
	
(
s + 3
2
) ∞∑
m=1
χ(m)m
G(χ)(m2 + (dα/π)2)(s+3)/2
)
= ikπ
√
π
2G(χ)
α(s+3)/2	
(
s + 3
2
) ∞∑
d=1
∞∑
m=1
χ(d)χ(m)md
(m2π2 + d2α2)(s+3)/2 . (4.2)
By symmetry, for σ > 1,
β
√
β
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nβ/k)
= ikπ
√
π
2G(χ)
β(s+3)/2	
(
s + 3
2
) ∞∑
d=1
∞∑
m=1
χ(d)χ(m)md
(m2π2 + d2β2)(s+3)/2
= iπ
√
π
2G(χ)
α(s+3)/2	
(
s + 3
2
) ∞∑
d=1
∞∑
m=1
χ(d)χ(m)md
(m2α2 + d2π2)(s+3)/2 .
Thus, for σ > 1,
α
√
α
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nα/k) + kβ
√
β
G(χ)2
∞∑
n=1
χ(n)σ−s(n)
(
n
k
)s/2+1
Ks/2(2nβ/k)
= iα
(s+3)/2π3/2k
2G(χ)
	
(
s + 3
2
)
×
( ∞∑
d=1
∞∑
m=1
χ(d)χ(m)md
(m2π2 + d2α2)(s+3)/2 −
∞∑
d=1
∞∑
m=1
χ(d)χ(m)md
(m2α2 + d2π2)(s+3)/2
)
= 0,
by interchanging the roles of m and d in the second sum. Having completed the proof for σ > 1, we
invoke analytic continuation to complete the proof for all s. 
For example, let χ(n) = χ4(n), where
χ4(n) =
{1, if n ≡ 1 (mod 4),
−1, if n ≡ 3 (mod 4),
0, if n is even,
(4.3)
which is an odd primitive character modulo 4. Now let s = 1 in (4.1). Using (2.1), we deduce the
following result, since G(χ4) = 2i.
B.C. Berndt et al. / Advances in Applied Mathematics 46 (2011) 54–70 67Corollary 4.2. If α and β are positive numbers such that αβ = π2 and if χ4(n) is deﬁned by (4.3), then
α
∞∑
n=1
χ4(n)σ−1(n)ne−nα/2 = β
∞∑
n=1
χ4(n)σ−1(n)ne−nβ/2. (4.4)
Since G(( np )) = i
√
p, when p is a prime such that p ≡ 3 (mod 4), we also have the following
result.
Corollary 4.3. If α and β are positive numbers, αβ = π2 , and ( np ) is the Legendre symbol, where p is a prime
such that p ≡ 3 (mod 4), then
α
∞∑
n=1
(
n
p
)
σ−1(n)ne−2nα/p = β
∞∑
n=1
(
n
p
)
σ−1(n)ne−2nβ/p . (4.5)
Next we state and prove a character analogue of Koshliakov’s formula for odd characters.
Theorem 4.4. If α and β are positive numbers and αβ = π2 , then
α
√
α
∞∑
n=1
χ(n)d(n)nK0(2nα/k) = −kβ
√
β
G(χ)2
∞∑
n=1
χ(n)d(n)nK0(2nβ/k). (4.6)
Proof. Setting s = 0 in (4.1) and noting that σ0(n) = d(n), we arrive at (4.6). 
Theorem 4.5. If a > 0, then
∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∫
0
(∑k−1
s=0 χ(s)e−2π sx
1− e−2πkx
)(∑k−1
v=0 χ(v)e−2πav/x
1− e−2πak/x
)
dx
x
= 2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
an)
= − 1
π2
∞∑
n=1
χ(n)d(n)n log(n/ak2)
n2 − a2k4 . (4.7)
Proof. Writing m = kr + s, 0  r < ∞, 0  s  k − 1, and n = ku + v , 0  u < ∞, 0  v  k − 1, we
ﬁnd that, since χ has period k,
∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∫ ( ∞∑
r=0
k−1∑
s=0
χ(kr + s)e−2(kr+s)πx
)( ∞∑
u=0
k−1∑
v=0
χ(ku + v)e−2(ku+v)πa/x
)
dx
x
0
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G(χ)2
∞∫
0
( ∞∑
r=0
e−2πkrx
k−1∑
s=0
χ(s)e−2π sx
)( ∞∑
u=0
e−2πaku/x
k−1∑
v=0
χ(v)e−2πav/x
)
dx
x
= 1
G(χ)2
∞∫
0
(∑k−1
s=0 χ(s)e−2π sx
1− e−2πkx
)(∑k−1
v=0 χ(v)e−2πav/x
1− e−2πak/x
)
dx
x
, (4.8)
which proves the ﬁrst equality.
Interchanging the order of summation and integration by absolute convergence and using (2.4), we
obtain
∞∫
0
( ∞∑
m=1
χ(m)
G(χ)
e−2πmx
)( ∞∑
n=1
χ(n)
G(χ)
e−2πna/x
)
dx
x
= 1
G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)
∞∫
0
e−2π(mx+an/x) dx
x
= 1
G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)
∞∫
0
e−2π(u+amn/u) du
u
= 2
G(χ)2
∞∑
m=1
∞∑
n=1
χ(mn)K0(4π
√
amn)
= 2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
an), (4.9)
which proves the second equality.
Now letting α = πa and β = π/a for a > 0 in (4.6) and simplifying, we deduce that
a
∞∑
n=1
χ(n)d(n)nK0(2nπa/k) = − k
a2G(χ)2
∞∑
n=1
χ(n)d(n)nK0(2nπ/ak). (4.10)
Multiplying both sides by K0(2πayk) and integrating with respect to a from 0 to ∞, we ﬁnd that
∞∫
0
a
∞∑
n=1
χ(n)d(n)nK0(2nπa/k)K0(2πayk)da
= − k
G(χ)2
∞∫
0
1
a2
∞∑
n=1
χ(n)d(n)nK0(2nπ/ak)K0(2πayk)da.
Interchanging the order of summation and integration and using (2.2) and (2.6), we ﬁnd that
− 1
π2
∞∑
n=1
χ(n)d(n)n log(n/yk2)
n2 − y2k4 =
2
G(χ)2
∞∑
n=1
χ(n)d(n)K0(4π
√
ny). (4.11)
This proves the last equality upon replacing y by a. 
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−
√
kπ
G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)e−4π
√
an =
∞∑
n=1
χ(n)σ−1/2(n)n
(n + ak2)(√n + k√a) . (4.12)
Proof. Let s = 1/2 in (4.1) and set α = x and β = π2/x. Then
x
√
x
∞∑
n=1
χ(n)σ−1/2(n)
(
n
k
)5/4
K1/4(2nx/k)
= − kπ
3
x3/2G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)
(
n
k
)5/4
K1/4
(
2nπ2/xk
)
. (4.13)
Now multiplying both sides by K1/4(2akx), integrating with respect to x from 0 to ∞, and interchang-
ing the order of summation and integration by absolute convergence, we ﬁnd that
k−5/4
∞∑
n=1
χ(n)σ−1/2(n)n5/4
∞∫
0
xK1/4(2nx/k)K1/4(2axk)dx
= −k
−1/4π3
G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)n5/4
∞∫
0
1
x2
K1/4
(
2nπ2/xk
)
K1/4(2akx)dx. (4.14)
Now using (2.1), (2.2), and (2.5) and simplifying, we conclude that
−
√
kπ
G(χ)2
∞∑
n=1
χ(n)σ−1/2(n)e−4π
√
an =
∞∑
n=1
χ(n)σ−1/2(n)n
(n + ak2)(√n + k√a) . 
Remark. The series on the right-hand side of (4.12) converges very slowly. Due to the presence of
the expression σ−1/2(n), it is very diﬃcult to compute. Hence, even for a simple case like a = 1 and
χ(n) = ( n3 ), we are unable to numerically verify (4.12). However, if we termwise differentiate (4.12)
with respect to a, say three times, then, in particular, the series on the right-hand side converges
more rapidly, so that numerical veriﬁcations are more feasible.
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