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Abstract. Finding the global minimum of non-convex (moreover, non-
differentiable) functions is one of the main and most difficult problems
in modern optimization. Such problems arise in many applied sciences,
from physics to deep learning. In this paper, we consider a certain class
of ”good” non-convex functions that can be bounded above and below
by a parabolic function. We show that using only the zeroth-order oracle,
one can obtain the linear speed log (1/ε) of finding the global minimum
on a cube.
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1 Introduction
Finding the minimum value of a function is one of the oldest and most famous
problems in applied mathematics. Its importance is difficult to overestimate,
optimization arises in various fields of science: from the search for the optimal
trajectory of the spacecraft to the control of traffic flows. In recent years, the
popularity of optimization has increased even more: this is due to the develop-
ment of machine and deep learning.
Methods for minimizing convex functions are well researched in the liter-
ature [1,3] and have good guarantees of convergence to a solution. When the
objective function is non-convex, the problem becomes much more complicated.
Meanwhile, the ability to find the global minimum of non-convex functions is an
equally important issue, but in general, this is NP-hard. The main idea of con-
structing an analysis around non-convex functions is the introduction of some
restrictions on the problem: these can be desire to search not for a global min-
imum, but only for a local minimum (in the hope that local is good enough)
or restrictions on a function on a set of optimization. In this paper, we follow
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2 A. Bazarova, A. Beznosikov and A. Gasnikov
the same way and try to find a global minimum of the function bounded by two
parabolic functions that was first proposed in [2]. More formally, our statement
of the problem can be described as follows:
min
x∈C
f(x), (1)
where set C is a cube in Rd, i.e. for all x ∈ C: li ≤ xi ≤ ui with i from 1
to d. We do not know whether f(x) is convex, smooth, whether its gradient is
bounded or not. In general, the function can be any, including non-convex and
non-differentiable. But we assume that the function f(x) satisfies the following
condition for all x ∈ C:
µ
2
‖x− x∗‖2 ≤ f(x)− f(x∗) ≤ L
2
‖x− x∗‖2. (2)
Hereinafter, we use the ordinary Euclidean norm. Inequalities (2) define the
”good” class. Such condition describes a rather large set of functions that has a
global minimum on the cube:
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Fig. 1. Examples of functions that satisfy condition (2) with different constants L and
µ. From left to right, the ratio L/µ increases.
One can note that using a first-order oracle (gradient) for such functions is
not a good idea. Since, due to possible large and sharp oscillations, the gradient
does not carry any useful global information. Thus, the methods outlined in this
paper rely exclusively on the zeroth-order oracles.
It seems natural that if the constant L is too large or/and the constant µ is
too small, then the search for the solution becomes more difficult. Therefore, we
propose another class of ”very good” functions for which the constants L and µ
differ but not much:
f(x)− f(x∗) =
(
M
2
+ δ(x)
)
‖x− x∗‖22, with |δ(x)| ≤ ∆ =
M
16(d− 1) , (3)
for all x ∈ C. Such functions are quite quadratic, but they can fluctuate with a
level of deviation equal to δ(x). It is easy to see that the condition (2) is satisfied
with L = M + M/4d and µ = M −M/4d.
We concentrate on these two classes of functions throughout this paper.
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1.1 Our contribution and related works
There are already results in the literature where minimization of some specific
class of non-convex functions is considered. In [5,4], the objective function is
non-convex, but at the same time, it is bounded from below and above by some
”good” functions. Essentially, there is a similar approach in [6], they consider
gradient-free minimization of convex functions, but additionally, assume that
the zeroth-order oracle takes values of the function with noise. This concept is
suitable for non-convex problems in which the objective function ”oscillates”
around some convex function.
The idea of our method is remotely similar to the simplest zeroth-order meth-
ods for minimizing one-dimensional unimodal functions: we calculate the value
of the function at some points, and then, using this information, we decrease the
optimization set by a certain number of times.
Also, our methods are partly close to the Monte Carlo type algorithms [7].
These methods are also suitable for non-convex optimization problems and ex-
ploit the idea of Markov search for a solution. However, they also require the
problem to be ”good” enough. Our methods also do some kind of search, which
is not stochastic but simply uses information about the ”goodness” of the func-
tion. It is interesting to note that one of our methods has exponential growth
depending on the dimension d, as well as ones from [7].
We propose an algorithm for finding the global minimum on a cube for the
function (2). It requires log (1/ε) iterations and at each iteration the zeroth-order
oracle is called O
(
(Ld/µ)
d
)
times. The main idea of this algorithm is that we
split a large cube into many small cubes and calculate the function value in
each of them. Then we find the minimum value among all the cubes. It can be
shown that the real minimum of the problem lies not far from the found point.
Therefore, the edge of the original cube can be cut in half, and we can consider
a new cube with the center at the found point. Such an algorithm is specifically
capable in practice in low-dimensional problems, where the ratio L/µ can be quite
large. See details in Section 2.
For class of functions (3), we propose a less demanding algorithm, it also
has a linear convergence rate log (1/ε), but the complexity of its iteration is only
O(d). In this case, at each subiteration of the algorithm, we take one of the
variables xi, and equate the rest (xj with j 6= i) with the average value and
fix it. And for the variable xi, we request the value of the function at n points,
uniformly distributed from li to ui. Next, we find the minimum among these n
points. Then the ith edge of the cube can be halved, and we can consider a new
edge centered at the found minimum point. This algorithm shows itself well in
practice and for large-scale problems. For more details see Section 3.
2 ”Good” functions
In this section we concentrate on functions from (2). For a better understanding
of the method, we present a sketch of the analysis of the algorithm for the one-
dimensional case.
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2.1 Method intuition on a segment
Suppose we have a function f : [l;u]→ R and it satisfies condition (2). Then let
consider the following procedure, which we called Bad Binary Search (or BBS
Algorithm 1 BBS
Input: Accuracy ε, parameters L, µ
from (2) and bounds l, u.
Let b := l, B := u and n := 2
⌈√
L
µ
⌉
.
while B − b ≥ 2ε do
i∗ := argmin
i∈{0,...,n}
f (b+ i · B−b/n) ,
b := max (b; b+ (i∗ − n/4) · B−b/n) ,
B := min (B; b+ (i∗ + n/4) · B−b/n) .
end while
Output: B−b/2.
for short). The essence of this procedure
is very simple. At each iteration of the al-
gorithm, we divide the current segment
into n parts and calculate the value of
the function at the ends of these segments
(n+1 calculations in total). Next, we find
the minimum among these n + 1 values.
It seems that the found point should lie
somewhere close to the solution, but this
is not entirely true – it depends on n. We
claim that it is possible to choose such
n that the real minimum will lie in the
vicinity of the found minimum. For this
we turn to Figure 2: the blue line corre-
sponds to the values of the function, the
orange and green lines are the bounding
parabolas, the algorithm calculates the value of the function at black points,
the minimum level is reached at the point xmin, x∗ is the real minimum of the
function, and the point xcl is the closest point to it.
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Fig. 2. An illustration of the reasoning about the correctness of Algorithm 1. Read the
description of notations in the text
We want |xmin−x∗|/u−l ≤ 1/4 (where l, u – current bounds of the segment), which
means that we can essentially cut our segment in half and consider a new segment
centered at the found minimum.
Since the value at the point xmin is the minimum among all the others, then
µ
2
(xmin − x∗)2 ≤ f(xmin) ≤ f(xcl) ≤ L
2
(xcl − x∗)2.
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Next, we use the facts that the length of the small segment is u−l/n, and the
distance between x∗ and xcl is no more than u−l/2n:
µ
2
(xmin − x∗)2 ≤ L
2
(xcl − x∗)2 ≤ L
8n2
(u− l)2.
From where we instantly get
|xmin − x∗|
u− l ≤
1
2n
√
L
µ
≤ 1
4
.
The last inequality follows from the requirement |xmin−x∗|/u−l ≤ 1/4. Then we
get a lower bound on n:
n ≥ 2
⌈√
L
µ
⌉
.
Remark. Note that in Algorithm 1 it is necessary to divide n by 4, but n
may not be divisible by 4. This does not violate the convergence of the method,
but if we take n is a multiple of 4, then it turns out that at the next iteration
of the algorithm we already know the value of the function at half the points,
since they coincided with the points from the previous iteration.
2.2 Theoretical convergence in Rd
In this part of the work, we present and analyze the algorithm in the case when
we work in a space of dimension d. The multidimensional analog of Algorithm 1
in the following way:
Algorithm 2 Multi BBS
Input: Accuracy ε, parameters L, µ from (2) and bounds l = (l1, . . . ld), u =
(u1, . . . ud).
Let n := α
⌈√
dL/µ
⌉
,
b := l and B := u.
while ‖B − b‖ ≥ ε do
r := max
i∈{1,...d}
Bi−bi/n
Sj := {0, 1, . . . , bBj−bj/rc}, S := S1 × . . .× Sd,
i∗ := argmin
i∈S
f (b+ i · r) ,
b :=
{
bj := max
(
bj ; bj +
(
i∗j − n/2α
) · r) , j ∈ {1, . . . d}} ,
B :=
{
Bj := min
(
Bj ; Bj +
(
i∗j + n/2α
) · r) , j ∈ {1, . . . d}} .
end while
Output: B−b/2.
This algorithm is more complicated than Algorithm 1, this is due to the fact
that we are working with a cube, moreover, this cube may have edges of unequal
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length. Also, here we generalize the approach for picking n and introduce the
parameter α > 1.
The idea of Multi BBS repeats the idea of the one-dimensional BBS algorithm.
We also split our cube into small pieces, calculate values at the points on these
pieces, and move on to a new smaller cube centered at the minimum of the
selected values. It is important to note the size of the pieces into which the
original cube is split: all the edges of each small cube have the same length,
and this length is determined by the length of the longest edge of the original
cube (see the first line of the main loop). This approach allows us to optimize
variables that have a large spread (long edge) first. Thereby if one of the edges
of the original cube were much larger than the other ones, then, in fact, only
the variable responsible for this edge would be the one to be optimized. The
described strategy equalizes the sizes of all cube edges fast, and this is better
than splitting large cube edges into small pieces at once.
Theorem 1. Multi BBS algorithm with α > 1 converges to the global minimum
of the function (2). Moreover, the value equal to the maximum length of the cube
edge decreases by at least α times at each iteration.
Proof. Let’s introduce the same notation as in the previous subsection: xmin is
the point with the minimum value among the selected, x∗ is the real minimum
of the function, and the point xcl is the closest point to it. Then
µ
2
d∑
i=1
(xmini − x∗i )2 ≤ f(xmin) ≤ f(xcl) ≤
L
2
d∑
i=1
(xcli − x∗i )2.
Since the edge of a small cube is at most r, then for all i
(xcli − x∗i )2 ≤
r2
4
,
and
µ
2
d∑
i=1
(xmini − x∗i )2 ≤
dLr2
8
=
dL
8n2
(
max
i∈{1,...d}
[Bi − bi]
)2
.
It is easy to see that with n = α
⌈√
dL/µ
⌉
, we get
d∑
i=1
(xmini − x∗i )2 ≤
1
4α2
(
max
i∈{1,...d}
[Bi − bi]
)2
.
Whence it follows that for all i
|xmini − x∗i |
maxi∈{1,...d}[Bi − bi] ≤
1
2α
.
This inequality ensures that the maximum edge length of the new cube is (at
least) α times less than the maximum edge length of the old one.
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
The theorem implies the following corollary on the complexity of the algo-
rithm:
Corollary 1. Algorithm 2 requires O (logα (1/ε)) iterations to find a solution
(in terms of Algorithm 2). Moreover, the oracle complexity of each iteration is
O
((
α
√
dL/µ
)d)
.
Proof. To prove the first statement, we write the simple chain for B and b after
T iteration:
‖BT − bT ‖2 ≤ d
(
max
i∈{1,...d}
BTi − bTi
)2
≤ d
(
maxi∈{1,...d}[ui − li]
αT
)2
≤ ε2,
where u and l – starting cube boundaries. This implies the required statement.
The second statement follows from the fact that in the worst case (when all
the edges of the cube are equal) we need to calculate the value of the function
at O(nd) points.

Remark. The complexity of one iteration increases dramatically with the growth
of the dimension; therefore, this method is proposed to be used for solving low-
dimensional problems.
2.3 Small dimension numerical experiments
We give examples of how the algorithm works on low-dimensional problems:
one-dimensional and two-dimensional. First, consider the following function:
f(x) = 10(x− 2)2 − 4 cos[17(x− 2)] + 4, x ∈ [0, 6.5]. (4)
The global minimum on this segment is the point x∗ = 2. We take L = 600,
µ = 10. Starting point is the center of the segment x0 = 3.25. Multi BBS
algorithm starts with α = 1.5, 2, 3, 4. The convergence of the algorithm is shown
in Figure 3 (a).
Next, we work with a 2-dimensional problem – the Levy function:
f(x, y) = sin2[3pi(x− 2.7)] + (x− 3.7)2(1 + sin2[3pi(y − 0.3)]) (5)
+(y − 1.3)2(1 + sin2[2pi(y − 0.3)]), (6)
where x, y ∈ [−10, 10]. The optimal point: f(3.7, 1.3) = 0 and L = 150, µ = 1.
For the trajectory of convergence, see Figure 3 (b).
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Fig. 3. Convergence of the Multi BBS algorithm for problems of dimensions 1 and 2:
(a) problem (4), (b) problem (5).
3 Very ”good” functions
In this section we analyze functions f(x) which meet the requirements (3). For
such a problem statement, we present a less demanding version of the BBS algo-
rithm:
Algorithm 3 Direction BBS
Input: Accuracy ε, parameters M , ∆ from (3) and bounds l = (l1, . . . ld), u =
(u1, . . . ud).
Let n := 15,
b := l, B := u and m := l+u/2.
while ‖B − u‖ ≥ 2ε do
for i = 1, . . . d do
R := max
i∈{1,...d}
Bi − bi
j∗ := argmin
j=0,...,n
f (m1, . . . ,mi−1, bi + j · Bi−bi/n,mi+1, . . .md) ,
mi := bi + j
∗ · Bi−bi/n
bi := max (bi; mi − R/3) ,
Bi := min (Bi; mi + R/3) .
end for
end while
Output: B−b/2.
This algorithm no longer draws a ”grid” over the entire cube. In this case, at
each external iteration (while), we go through all the variables in turn. At the
inner iteration (for), we consider only one variable, while the rest are fixed equal
to mj . Then we do the procedure in a similar way to BBS – we divide the current
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edge and do a one-dimensional search for the minimum among the calculated
points. Due to the fact that the problem is very ”good”, this approach allows
the method to converge. This is what the next section is about.
3.1 Theoretical analysis
Theorem 2. Direction BBS algorithm converges to the global minimum of the
function (3). Moreover, the value equal to the maximum length of the cube edge
decreases by at least 3/2 times at each main iteration (an outer loop with while).
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
4
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xmin xcl
xproj
x *
Fig. 4. Illustration for the
proof of Theorem 2.
Proof. Consider ith iteration of inner loop (with
for). Let xmin = (m1, . . . ,mi−1, bi + j∗ · Bi−bi/n,
mi+1, . . .md) , x
∗ – the real minimum, xproj =
(m1, . . . ,mi−1, x∗i ,mi+1, . . .md), x
cl – the closest
point to xproj , where we calculate the value of the
function (see Figure 4). Then the following inequal-
ity holds:
f(xmin) ≤ f(xcl).
Using (3), we can note that(
M
2
+ δ(xmin)
)
‖xmin − x∗‖22
≤
(
M
2
+ δ(xcl)
)
‖xcl − x∗‖22.
By a definition of Euclidean norm,(
M
2
+ δ(xmin)
)(
(xmini − xproji )2 + ‖xproj − x∗‖2
)
≤
(
M
2
+ δ(xcl)
)(
(xcli − xproji )2 + ‖xproj − x∗‖2
)
.
As we know, |δ(x)| is not greater than ∆. Therefore,(
M
2
−∆
)(
(xmini − xproji )2 + ‖xproj − x∗‖2
)
≤
(
M
2
+∆
)(
(xcli − xproji )2 + ‖xproj − x∗‖2
)
. (7)
Since xcli is the closest to x
proj
i , then
(xcli − xproji )2 ≤
(
Bi − ri
2n
)2
≤
(
R
2n
)2
. (8)
In the last inequality we use the definition of R from Algorithm 3. By (8) and
some simple transformation of (7), we get(
M
2
−∆
)
(xmini − xproji )2 ≤
(
M
2
+∆
)(
R
2n
)2
+ 2∆‖xproj − x∗‖2. (9)
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Also it is quite obvious that
‖xproj − x∗‖2 ≤
∑
j∈{1,...d}\{i}
(
Bj − bj
2
)2
≤ (d− 1)R
2
4
. (10)
Combining inequalities (9),(10),(
M
2
−∆
)
(xmini − xproji )2 ≤
(
M
2
+∆
)(
R
2n
)2
+∆
(d− 1)R2
2
.
Then we get the following expression
(xmini − xproji )2 ≤
(M + 2∆)
(M − 2∆)
(
R
2n
)2
+∆
(d− 1)R2
M − 2∆ .
Substituting boundaries for ∆ from (3) and n = 15, we have
(xmini − xproji )2 ≤
1 + 1/8(d−1)
1− 1/8(d−1)
(
R
30
)2
+
R2
16− 2/d−1 .
Note that d− 1 ≥ 1, then
(xmini − xproji )2 ≤
(
1
700
+
1
14
)
R2 ≤ 51R
2
700
. (11)
Summing up (8) and (11), we get
|xmini − xcli | ≤ |xmini − xproji |+ |xcli − xproji | ≤
(
1
30
+
√
51
700
)
R ≤ R
3
.
It means that
|xmini − xcli |
max
j∈{1,...d}
Bj − bj ≤
1
3
.
This inequality ensures that the maximum edge length of the new cube is (at
least) 3/2 times less than the maximum edge length of the old one.

Corollary 2. Algorithm 3 requires O
(
log3/2 (1/ε)
)
outer iterations to find a so-
lution. Moreover, the oracle complexity of each iteration is O (d).
Proof. To prove the first statement, we write the simple chain for B and b after
T iteration:
‖BT − bT ‖2 ≤ d
(
max
i∈{1,...d}
BTi − bTi
)2
≤ d
(
maxi∈{1,...d}[ui − li]
3/2T
)2
≤ ε2,
where u and l – starting cube boundaries. This implies the required statement.
The second statement follows immediately from the description of the algo-
rithm.
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
Remark. One can note that if the current ith variable has a small edge
compared to the rest, then we essentially do the internal iteration over it in
vain, because we shrink the current cube edge using the length of the maximum
one. Therefore, Direction BBS algorithm can be modified as follows: to remove
the inner loop (with for) and to iterate the main loop (with while) in the direction
that has the longest edge at the moment, this approach eliminates the case when
we wastefully consider a small edge in the presence of a large one.
3.2 Practical application
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3.50
3.55
3.60
3.65
3.70
3.75
y
Fig. 5. Convergence trajectory of
Direction BBS for d = 2.
The function f(x) from (3) is created
in the following way: we select some
point x∗, and also generate the values
of the function δ(x) uniformly on the
segment [−∆,∆] and independent of
values in other points, then it is easy
to construct f(x) with M = 20. In
the experiment, we do not restore the
δ(x) function completely, we generate
values only at the required points.
We start with a problem of di-
mension 2. The optimal point x∗ =
(1.43, 3.69), bounds li = −10, ui = 10
(for i = 1, 2). The convergence of the
method is shown in Figure 5.
Next, we used our algorithm for
10- and 100-dimensional problems
with x∗ = (1, . . . , 1), li = −10, ui =
10 (for all i). The result of the convergence of the display in Figure 6.
The results confirm the linear convergence stated in the theory.
4 Conclusion
In this paper, we presented methods for a non-convex problem that can be
approximated by a symmetric parabolic function. Our first method is suitable for
a larger class of problems, but the complexity of its iterations grows exponentially
depending on the dimension of the problem. The second method is intended for
a restricted set of functions, but it does not so dramatically depend on the
dimension.
For future work, we highlight the following areas. It is important to under-
stand whether the results obtained are valid for the problem approximated by
arbitrary quadratic functions. It is also interesting to consider other types of
functions (not only parabolic and quadratic), as well as their various combina-
tions.
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Fig. 6. Convergence of the Direction BBS method in the case when the dimension of
the problem is: (a) 10, (b) 100
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A Discussion of [2]
This work also deals with the zeroth-order method for minimizing the function
(2). The authors use a small modification for the standard approach constructing
a gradient using finite differences: f(x+τe)−f(x)/τ, where e – some direction, τ –
numerical parameter. The most interesting question is how to choose τ . In the
case of convex optimization, it is taken small enough. In (2) it is not possible, if τ
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is small, then we can simply make a mistake due to oscillations of the function.
If τ is large, then we can look so far and also make a mistake in choosing a
decreasing trend. It seems natural that τ should be chosen so as to get to the
optimal point (τ ∼ ‖x−x∗‖, where x – a current point), this guarantees finding
the right direction of decreasing. This is what the authors of [2] do. They clearly
use the distance to the solution, which greatly devalues their method and
its analysis. (The above problem is present in [2] at the time of this writing.)
