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Abstract 
 
This research work is aimed at understanding the electronic properties of Bi(110) 
nanostructures. This study chiefly uses Scanning Tunneling Microscopy (STM), Scanning Tunneling 
Spectroscopy (STS) and Non Contact Atomic Force Microscope (NCAFM) to investigate the geometric 
and electronic structure of Bi(110) islands on highly oriented pyrolytic graphite (HOPG) substrate.  
 
STM measurements are the primary focus of the thesis which involves imaging the bismuth 
islands and study of its atomic structure. STM images of the Bi(110) islands reveal a ‘wedding cake’ 
profile of the bismuth islands that show paired layers on top of a base. I(V) (Current vs voltage) data 
was acquired via STS techniques and its first derivative was compared to DFT calculations. The 
comparison implied the presence of a dead wetting layer which was present only underneath the 
bismuth islands. We observed bilayer damped oscillations in the surface energy that were 
responsible for the stability of paired layers in Bi(110) islands. Interesting Moiré pattern arising out 
of misorientation between the substrate and the overlayer are also observed in STM images on 
some bismuth islands.  
 
Bright features pertaining to enhanced LDOS (local density of states) were observed on the 
perimeter of the bismuth islands and stripes in the STM images and STS dI/dV maps which appear at 
energies around the Fermi level. The bright features which we termed as ‘bright beaches (BB)’ are 
also observed on grain boundaries and defects that suggest that they are related to termination of 
the chain of bismuth atoms.  
 
The Bi(110) islands and stripes were observed to form preferred widths with a well defined 
periodicity. This peculiar phenomenon was attributed to a lateral quantum size effect (QSE) that 
results from a Fermi wave vector with appropriate shifts in Fermi energy. The widths of the islands 
prefer to adjust themselves at the nodes of this in-plane Fermi wavelength.  
 
NaCl deposited on a HOPG substrate forms cross shaped islands which were used as spacers to 
limit the interaction between the bismuth films and the underlying HOPG substrate. The NaCl islands 
are transparent to the flow of tunneling current and allow STS measurements. The LDOS of Bi/HOPG 
was very similar to the LDOS of Bi deposited on NaCl/HOPG which suggests that the wetting layer 
underneath the bismuth islands plays an important role in decoupling the film from the underlying 
substrate. 
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1. Introduction 
The electronic properties of ultra thin films of semi-metals have attracted considerable interest 
in past few years mostly because of the unconventional transport properties resulting from a unique 
electronic structure. Bismuth is a semi-metal with symbol Bi and atomic number 83. It is located in 
group-V of the periodic table, with an atomic electron configuration 6s26p3. It was the first metal 
whose Fermi surface was experimentally identified [1, 2].  The mean free path exceeds 2 m, that is 
almost two orders of magnitude greater than copper [3]. Bismuth is also known to have low carrier 
densities (10-5 electrons per atom), low effective masses (~10-2 me, where me being the mass of a 
free electron), high diamagnetic susceptibility and high dielectric constant [4]. The de Broglie 
wavelength of carriers in bismuth is very long (30-40 nm) which makes it an attractive case for 
quantum transport and finite size effects [5]. The peculiar electronic structure is thought to be 
responsible for the observation of desirable properties such as superconductivity [6] in particles with 
reduced dimensions and increased magneto resistance [7, 8] and enhanced thermoelectric efficiency 
[9] in thin films leading to extensive interest in their fabrication.  
 
Bismuth thin film deposition has been investigated on a variety of substrates [10-16], with both 
island [13-16] and continuous film morphologies [17, 18] observed. When atoms are deposited from 
the vapor phase onto atomically smooth substrates, the prevailing growth mode (island or layer-by-
layer) is dictated by the relative strength of the bonds formed between the adsorbate atoms, and 
the adsorbate/substrate interface [19]. In general, when bonding between an adsorbate and 
substrate is weak, island aggregation typifies the early stages of film growth, and can allow for the 
formation of well defined surface structures with abrupt adsorbate/substrate interfaces [20]. Since 
the de Broglie wavelength in bismuth is large, these well defined structures are suitable candidates 
for the observation of quantum confinement or quantum size effects [21, 22].  
 
The first observations of quantum size effects in thin films of bismuth were reported in 1966 by 
Ogrin et al [23]. They studied thin Bi films and observed oscillations in the resistivity, the Hall 
constant, the magneto resistance, and the Hall mobility as a function of the film thickness. It was 
noticed that quantum confinement may also convert bismuth into a semiconductor by inducing a 
slight shift in energy of the electronic bands [24]. Numerous experiments have since been conducted 
to reveal the predicted semimetal to semiconductor transition in bismuth thin films [25-27]. These 
quantum confinement experiments have been performed mostly on Bi(111) oriented thin films 
(Note that we use rhombohedral indexing to specify the bismuth surfaces in this thesis) since it is the 
natural cleavage plane of bismuth and this is the direction along which the quantum confinement is 
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largest due the small effective mass of the electrons. Various growth strategies have been studied, 
and it has turned out that semimetal-semiconductor super lattices like Bi/CdTe(111), and 
Bi/PbTe(111), are interesting as indirect narrow-gap heterostructures with potentially attractive 
properties for optical and electro-optical devices [28, 29]. 
 
The relative importance of the surface increases as the size of the structures becomes smaller. 
One of the most fascinating aspects in the study of surfaces is that their properties can be radically 
different from the corresponding bulk material and bismuth is a striking example of possible 
differences between surface and bulk material properties [30]. The surfaces of bismuth are 
characterized by prominent surface states which dominate the density of states around the Fermi 
level  [31]. The transport properties can, therefore, be considered to originate only from these 
states, forming a two-dimensional (2D) electron gas localized at the surface of the semi metal.  
 
The presence of metallic surface states has been studied extensively on the Bi(111) surface [32-
35]. The Bi(110) surface is very similar to the (111) surface and also supports metallic surface states 
[30, 31, 36-38]. The strong spin orbit coupling in Bi furthermore leads to a strong spin splitting of the 
surface states, which was experimentally observed on Bi(110) [30, 39, 40]. These surface states have 
much lower Fermi velocities than the bulk carriers and the Fermi surface elements are much bigger 
than the projected bulk Fermi surface. Both lead to a situation where the density of states at the 
Fermi level is considerably higher at the surface than in the bulk. Such a system is interesting for 
investigation of the properties of electronic interactions in 2D, e.g. correlation, screening, exchange, 
quasiparticle excitation and superconductivity. Interestingly, the Bi(110) surface and Bi(110) thin 
films have been vastly unexplored in contrast to Bi(111) systems. With the discovery of bismuth as 
an important parent material for exotic topologically protected states and prediction of topological 
edge states in thin Bi(111) films [41], the Bi(110) system is an important candidate for exploration of 
new and interesting properties. 
 
Bi(110) thin films are the focus of the present research work. Before we describe our 
experiments, a background knowledge of the physical and electronic structure of Bi(110) thin films is 
deemed important to comprehend the results in this thesis. Hence we review the geometric 
structure and the electronic structure of bulk Bi(110) and Bi(110) thin films in the following sections. 
Spin orbit interaction (SOI) is an important component of the electronic structure of bismuth which 
would be briefly introduced in section 1.2. 
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1.1 Bi(110) surface geometric structure 
The simplest way to describe bulk Bismuth is a rhombohedral Bravais lattice shown in Figure 
1.1 (a) (A7, space group R3m) with two atoms per unit cell located at positions ±(u,u,u), where u = 
0.234 at 4.2 K [42]. The primitive vectors a1, a2 and a3 are of equal magnitude and measure 4.7236 Å 
[29]. They constitute a rhombohedral angle  = 57.30 between them. The surface of Bi (110) is 
shown in Figure 1.1 (c) and is characterized by the presence of two atoms and one dangling bond per 
unit cell. The surface unit cell is shown by the black pseudo square or more appropriately a rectangle 
with cell constants of 4.75 Å and 4.54 Å. The surface has low mirror symmetry with only one mirror 
line shown as the green dashed line in Figure 1.1 (c). The green atoms shown in the middle of the 
unit cell are slightly depressed by 0.2 Å. This can be seen in the        view in (c). This puckered 
layer of atoms is also referred to as a single ‘bilayer’ by other authors [31, 40]. However, as the 
vertical separation between the two atoms is really small (0.2 Å) we refer to these as a ‘monolayer 
(ML)’ in this thesis, where 1 ML is 3.35 Å thick (see        view in Figure 1.3 (c)). The dangling 
bond on every second blue atom is also visible in the        view. Atoms seen from the       
direction form zigzag chains with covalent bonds to the neighboring atoms and van der Waals forces 
between the chains. Upon careful inspection one can see that these chains are edges of Bi (111) 
monolayers (see Figure 1.1 (b),         view) which have been rotated by angle . The ‘*’ in the 
third direction labeled as           * in Figure 1.1 (c) indicates that the vector is not quite aligned 
along      direction [43]. 
 
 
Figure 1.1: Crystallographic structure of bulk bismuth. (a) Rhombohedral unit cell, blue lines correspond to 
vectors spanning the lattice. (b) (111) and (c) (110) surface planes of ideal Bi crystal. The upper parts of (b) and 
(c) show top views and the bottom parts show two side views. Atoms in different layers are indicated using 
different colors–blue, green, red and white for 1st, 2nd, 3rd and 4th layer respectively.  
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1.1.1 Layer pairing in thin Bi(110) films 
 The most common facet of a bismuth crystal is (111) due to its layered character, however 
the (110) facet has been often reported for thin films on Bi/HOPG [13-16] and Bi/Si [44-46]. It was 
found that in many cases the preferred structures in these films included paired (110) planes. The 
preferred selection of thickness was attributed to two reasons, (i) quantum size effects arising out of 
confinement of the electron within the film [47] and (ii) formation of a new allotrope [44]. We 
discuss the paired layers in Bi(110) thin films in section 3.2.1 and quantum size effects in Bi(110) thin 
films in section 5.2.  
 
 Nagao et al [44] discussed the formation of a new allotrope in Bi(110) thin films grown on 
silicon substrate as a function of thickness on the scale of several atomic layers. Using electron 
diffraction and STM they showed the presence of a wetting layer which is formed initially and 
bismuth grows with a new phase whose structure is significantly different from bulk bismuth. The ab 
initio calculations showed the presence of a new puckered-layer structure (also known as A17 
structure [31]) which has been observed previously in black phosphorous only. This new structure is 
shown as the ‘optimised structure’ in Figure 1.2. The optimisation involves rotation of a bond which 
removes the dangling bonds from the (110) surface of the bulk structure which results in formation 
of a bilayer stacked configuration. This configuration shows ‘paired layers’ which are 2 ML thick and 
results in Bi(110) films with bilayer increment.  
 
Sharma et al challenged the concept of layer pairing by exploring the growth of Bi(110) islands 
on quasicrystal surfaces [47]. They observed that bilayer islands were unstable on quasicrystal 
substrates in their experiments. The bismuth islands either reshaped into 4 ML islands or coalesced 
into a nearby 4 ML island. They also argued against the model described by Nagao et al that 
 
Figure 1.2: The left-hand side is a side view of a four layer Bi(110) phase with unrelaxed bulk structure. The 
right-hand side is the calculated atomic structure after structural optimization. The intrabilayer structure of this 
new nanofilm allotrope is analogous to the so called ‘puckered-layer structure’ of black phosphorus while their 
stacking sequence is different. Image reproduced from [44] 
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predicted that ‘the pairing of layers occurred independently from the nature of the substrate’, as 
they found no evidence of layer pairing or ‘magic heights’ in an experiment where Bi was deposited 
on Pd(111) substrate.  
 
The physical structure of Bi(110) thin films is an interesting issue with evidences for and against 
the new allotrope. We investigate the formation of the A17 allotrope in our experimental results and 
calculations in section 3.2.1 and 3.4 respectively. We now turn to the description of the Bi(110) 
electronic structure. We begin with a short description of the spin orbit interaction concept and also 
discuss its implications in bulk bismuth and bismuth thin films in the following section. 
 
1.2 Spin orbit interaction (SOI) 
Spin orbit interaction is a well known phenomenon that manifests itself in lifting the 
degeneracy of energy levels in atoms, molecules and solids [48]. It is a relativistic effect which is 
important for electronic structures of heavy atoms and their solids. An electron moving with velocity 
  in an electric field     experiences a magnetic field in its rest frame, which is given by: 
 
     
        
  
 
Equation 1.1 
 
where      
  
  
  
 
  . The magnetic field     couples to the electron’s spin, giving rise to the 
Hamiltonian: 
 
      
 
     
             
 
     
            Equation 1.2 
 
where V is the potential,   is the mass of an electron,    is the momentum and    is the Pauli spin 
operator. The Hamiltonian leads to the splitting of the states with different spins [30].   
 
In a free atom, SOI can lift the degeneracy of states with the same orbital wavefunction but 
with opposite spins [49]. In solids, however such a splitting can be forbidden due to a combination of 
inversion symmetry [50] and time reversal symmetry [51]. For an electron with momentum     and 
spin (↑ (up) or ↓ (down)), inversion symmetry is represented by: 
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                      Equation 1.3 
 
Time reversal symmetry preserves the Kramer’s degeneracy  between a function ψ( , s) and its 
complex conjugate ψ*(  , s) [52], where   is the wave vector and s is electron spin. Therefore at any 
point in the Brillouin zone, one can write the energy as: 
 
                     Equation 1.4 
                         
A combination of time reversal symmetry and inversion symmetry results in a band structure with 
doubly degenerate bands: 
 
 
 
                   Equation 1.5 
As an example, we consider the center of a BZ (  point) that has cubic symmetry. In a tight 
binding model, the p bands are made from atomic p wave functions. In a free atom without SOC, 
there are three degenerate p functions, so three p bands will appear in the model (see Figure 1.3 
(a)). Each of these three p bands is doubly degenerate leading to six fold degeneracy at the   point.  
When spin orbit coupling is included the p bands split into two sub-bands with fourfold p3/2 and 
twofold p1/2 degeneracy [30, 53] (see Figure 1.3 (b)). The bands will now behave differently as we 
move away from the   point depending on whether or not there is inversion symmetry in the lattice. 
In crystals with center of inversion, the fourfold p3/2 (with j = 3/2) band splits into two doubly 
degenerate bands with mj = ±3/2 and mj = ±1/2 (with projections taken in the direction of the vector 
k). If a center of inversion is absent then the p3/2 and p1/2 bands will additionally split due to spin 
 
Figure 1.3: Schematic representation of the influence of SOI on the p levels at the centre of Brillouin zone (a) 
without SOC 6 degenerate p levels are observed at Γ point (b) Inclusion of SOC splits the band into p3/2 and 
p1/2 band but leaves the spin degeneracy in lattices with inversion symmetry. (c) The spin degeneracy is 
completely lifted in a lattice without inversion symmetry except for the Γ point. 
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orbit interaction and the spin degeneracy is completely lifted giving rise to spin up or spin down 
bands (illustrated in Figure 1.3 (c)).  
 
The degeneracy is broken for every material at the surface because of loss of inversion 
symmetry at the surface [30]. The electrons in the surface state can be viewed as two dimensional 
electron gas with a potential gradient perpendicular to the surface [54]. An electron moving on the 
surface thus experiences a magnetic field described by Equation 1.1. At k = 0, no splitting takes place 
because of the condition                 as per symmetry requirements. Such vanishing of 
splitting usually happens at the symmetry points of a crystal. However as   becomes non zero, band 
splitting is observed where two eigenstates for each k are found which differ in energy and spin 
direction i.e.  
 
               Equation 1.6 
 
After the discovery of the analogy between the surface states and the two dimensional electron 
gas found in the semiconductor hetero structures, this spin orbit splitting on surface came to be 
commonly referred to as Rashba effect [55, 56]. Here the motion of an electron in the plane of the 
two dimensional electron gas (characterized by its Bloch vector k||) through a perpendicular electric 
field   , results in a magnetic field in the rest frame of an electron, that couples to the spin, s, of the 
particle as:  
 
                 . s Equation 1.7 
 
Petersons and Hedegard [57] showed that the Rashba parameter    can be simply written as a 
product of nuclear number Z and a parameter describing the asymmetry of the wavefunction. Hence 
the heavier an atom, the greater is the spin orbit splitting. The splitting of the surface states of 
course is an effect of spin orbit coupling. The term Rashba effect or Rashba splitting, however, is 
particularly used in cases where the spin orbit coupling completely lifts the spin degeneracy of the 
surface states [55] (analogous to the example shown in Figure 1.3 (c)).  
 
SOI in bismuth thin films gives rise to many subtle and interesting effects in the surface 
electronic structure such as the emergence of topological insulators [41, 52, 58-60]. Ultra thin 
bismuth films are more interesting because of the loss of inversion symmetry at surface, the surface 
states show high electron density and large spin orbit coupling [31, 39, 40, 61, 62]. We describe the 
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SOI effects on bismuth films with a short sub-section on Bi(111) thin films since it is the most studied 
orientation of bismuth films.  We describe the effects of SOI in the electronic structure of Bi(110) 
crystals in section 1.3 and then discuss band structure calculations on ultra thin Bi(110) films in 
section 1.4. 
  
1.2.1 SOI in Bi(111) thin films  
The loss of inversion symmetry is dependent on the interaction of the film with the substrate 
on which it is deposited [63, 64]. An effect of the substrate on the splitting of surface states of Bi 
(111) thin film is shown in Figure 1.4. The bands shown in Figure 1.4 (a) and (b) are calculated edge 
states on a free standing Bi(111) slab in which inversion symmetry is preserved. Edge states are 
modified surface states which are highly localized on the edges of the nanoribbon [64]. SOI was 
included in (b) and ignored in (a). It can be seen that inclusion of SOI enlarges the energy gap 
between the two edge states. The bands in Figure 1.4 (c) were calculated by placing the freestanding 
nanoribbon slab on top of a 1 bilayer Bi(111) film thereby simulating an interaction of the slab with a 
substrate. This kind of interaction is analogous to terminating the slab by H-bonds. In cases where 
the film interacts with the substrate, the inversion symmetry is broken in the system which leads to 
an additional splitting of bands and a complete lifting of spin degeneracy. A complete lifting of spin 
degeneracy is observed in Figure 1.4 (c) where the film interacts with the underlying substrate and 
splits into spin up and spin down bands.  
 
The dependence of spin polarization of the surface states on the film thickness was studied by 
Takayama et al in Bi (111)/Si thin films [63]. Films of thicknesses ranging from 8 ML to 40 ML were 
studied by spin resolved ARPES (angle resolved photoemission spectroscopy). Figure 1.5 shows the 
result of the study in which the upper panel of the image shows the relative proportion of spin up 
and down spin in a particular thickness (red signifies spin up and blue is spin down). The lower panel 
quantifies the degree of polarization by subtracting the spin curves from one another in the upper 
 
Figure 1.4: Band structure of zig zag nanoribbon of bismuth (a) excluding SOI and with inversion symmetry (b) 
including SOC and inversion symmetry (c) including SOC and excluding inversion symmetry. Image reproduced 
from [64] 
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panel. It can be seen that as the thickness of the film is increased from extreme right panel to the 
extreme left panel, the spin polarization decreases. In the present case the interaction between the 
Bi(111) films and the silicon substrate is very weak suggesting that the film is nearly free standing. In 
the case of free standing slabs, spin split states (also called Rashba states) emerge on both sides of 
the slab, however these two Rashba states should have opposite spin directions because of 
symmetry requirement as shown in Figure 1.6. When the film is really thin, these up and down spin 
states mix and hybridize leading to negligible spin polarization. However, if the film is thick enough 
(bulk like) then the Rashba states behave independent of each other which leads to a higher degree 
of spin polarization.  
 
The spin split surface states are promising candidate in the field of spintronics [65]. Bismuth 
thin films are interesting because of their sizeable splitting and the contribution of these spin split 
states to the total density of states at the Fermi level which shows up in transport properties. Ultra 
thin films of Bi(111) especially have gained a lot of attention after they were predicted to house 
topologically protected edge states [41]. In fact Bi(111) films still remain the most studied 
 
Figure 1.5: Dependence of spin polarization on the thickness of bismuth film. The upper panel shows spin 
resolved energy distribution curves and the lower panel shows the corresponding spin polarization. Image 
reproduced from [63] 
 
Figure 1.6: Schematic view of the spin vectors for the Fermi surface of the bismuth slab on top and bottom 
surfaces. Image reproduced from [63] 
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crystallographic orientation of bismuth thin films followed by Bi(110) films.  
 
1.3 Bi(110) Surface Electronic structure 
One of the earliest papers that studied the electronic band structure of Bismuth using pseudo-
potentials was published by S. Golin [66] in 1968.  After the discovery of de Haas-van Alphen effect 
in Bismuth [67] most of the efforts were directed to study the band structure close to the Fermi 
level. Gonze, Michenaud and Vigneron [68] employed the standard Hohenberg-Kohn-Sham density 
functional theory to study the electronic structure of As, Sb and Bi. However to decipher the 
electronic band structure near the Fermi level the ab initio methods are seldom accurate because of 
the small energy scale involved and they are also computationally expensive. Tight binding 
calculations are usually the method of choice in such scenarios and one such calculation was 
published by Liu and Allen whose parameters have been frequently used for the projection of bulk 
band structure on different Bi surfaces. The result of their calculation is shown in Figure 1.7 (a).  
 
An inspection of Figure 1.7 (a) reveals the semi-metallic character of bismuth. The p bands cross 
the Fermi level close to the T and L points creating hole and electron pockets respectively. In a 
narrow energy window around the Fermi level the density of states drop dramatically. In the first 
principle calculations by Gonze et al [68], the inclusion of SOI did not have much effect on the lowest 
two bands (calculated only in Γ-T direction and shown by red lines in Figure 1.7 (a)) since they 
 
Figure 1.7: Bulk band structure of Bi from the tight-binding calculation of Liu and Allan (green lines); first 
principles calculation by Gonze et al (red lines), only in the     direction. (b) Bulk Brillouin zone of Bi and a 
schematic sketch of the Fermi surface (not to scale). The     line corresponds to the C3 axis and the [111] 
direction in real space. Image reproduced from [30] 
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predominantly have s character. The effect, however, is strongly felt on the bands near Fermi level 
and accounts for the hole Fermi surface at the T point. The inclusion of SOI however does not split 
the bands because the inversion symmetry is preserved in bulk [69] and each band is doubly 
degenerate. 
 
 The bulk Brillouin zone (BZ) of bismuth and the projected (110) surface Brillouin zone (SBZ) is 
shown in Figure 1.7 (b). The usual notation for symmetry points have been used for the BZ [70]. The 
shaded plane is the bulk mirror plane and its (110) projection is shown as a dashed pink line. The 
points at the side of the SBZ are called   and the points at the corners are called  . The low 
symmetry of the SBZ with only a mirror plane is reflected in the electronic structure e.g. the    and  
  
  points correspond to k points along the T-L-T line of the bulk BZ while the    points correspond 
to k points along the L-L-L line. This means that the projection of the bulk electronic structure on the 
   and   
  points is different from   . The two surface lattice vectors are equal to a rhombohedral 
unit vector a in the mirror plane and a hexagonal unit vector ah perpendicular to the mirror plane 
(for details on rhombohedral and hexagonal vectors refer section 2.1.1.1). From the direct surface 
lattice the reciprocal surface lattice is generated by two perpendicular vectors        and         which are 
given by: 
 
 
 
 
        
  
  
            
        
  
 
            
Equation 1.8 
 
1.3.1 Bi(110) Surface reciprocal lattice  
The surface reciprocal lattice of Bi(110) and the SBZ is shown in Figure 1.8. Because of the 
presence of a mirror plane m (dashed line connecting    and    
 ) one may think that the dispersion 
of electronic states would be different in the left and right sections of the SBZ. However, it is not so 
because of time reversal symmetry [30]. Time reversal symmetry dictates that if there is a surface 
state at     with spin ↑, then there will also be an equivalent state at      with spin ↓. For example 
if one of the    points is considered, then the opposite    point would be equivalent. The mirror 
plane combined with the time reversal symmetry renders all the   points equivalent and results in 
an effective mirror line m2 perpendicular to m. Therefore in non-spin resolved measurements it is 
usually sufficient to measure one quarter of the SBZ [36, 40] and the rest can be constructed 
independently.  
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The bulk Bi(110) surface has been studied extensively by ARPES [36, 40]. In Figure 1.9 (a) the 
surface electronic structure of bulk Bi(110) is shown [40]. The black bands shown in (a) are 
experimental results (bulk bands) and the red bands are a result of ab initio calculations (surface 
states). In a bulk crystal the inversion symmetry is broken at the surface and SOI lifts the Kramer’s 
degeneracy and all the bands are non-degenerate i.e. they contain only one spin per band and k 
point [40]. It is only at certain special points in the SBZ, like    and   , that the symmetry forces the 
spin split bands to be degenerate [39]. 
 
The large splitting results in a non-degenerate Fermi surface with four distinct elements (see 
 
Figure 1.8: The (110) surface reciprocal lattice and the corresponding Brillouin zone. The dashed line m is the 
structural mirror plane, while the line m2 is the effective mirror plane due to time-reversal symmetry. 
 
Figure 1.9: (a) Surface electronic structure of Bi(110). The color scale plot is the linear photoemission intensity 
measured by ARPES; the red markers are the result of ab initio calculation. (b) Sketch of the SBZ and the 
Fermi surface with an indication of the approximate spin direction. Image reproduced from [40] 
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Figure 1.9 (b)). There are two hole pockets around    and  , a shallow electron pocket along  -   
and a small feature along   -  . The blue arrow 1 in Figure 1.9 (b) denotes a spin direction on the 
hole pocket at lower right   point, the corresponding spin direction is shown by blue arrow 2 in the 
lower left   point is flipped because of time reversal symmetry.  
 
The backscattering of surface electronic states is prohibited in non degenerate spin systems 
(such as the one shown in Figure 1.9 (b)) because the incoming wave of E(k,  ) is reflected back as E(-
k,  ) and the waves with opposite spins cannot interfere [40]. However, such spin texture can lead to 
other interesting electron scattering phenomena e.g. quasiparticle interference [40, 71] in which an 
electron can transit from a location to another location on the Fermi surface that has the same spin 
i.e. spin conserved transitions [40, 72, 73]. The spin conserved transitions can give rise to LDOS 
oscillations observable by STM (refer section 4.1.2 for more details).  
 
1.4 Electronic structure of ultra thin Bi(110) films 
Koroteev et al performed first principles calculations on 1-6 ML of Bi(110) thin films [31]. The 
results of their calculations are shown in Figure 1.10. In the case of 1 ML the p bands of Bi are seen 
separating into px-y type bands with a strong bonding-antibonding splitting around EF, while the pz 
bands are located at the Fermi level. The lower occupied pz band just touches the upper pz band at 
  point and crosses the Fermi level in a small region around the   points. This results in a metallic 
nature in the 1 ML bismuth slab. In the case of 2 ML the pz bonds again show the bonding-
antibonding splitting widely around EF in the vicinity of   point and open a tiny band gap leading to 
semiconducting behaviour. The 3 ML is metallic with pz bands forming and crossing around the Fermi 
level around   point. These bands are regarded as the precursors to the surface states on bismuth 
bulk surface. 4 ML is once again semiconducting with a tiny band gap near    points. The even odd 
pairing continues till the film becomes thicker and reaches the limit of bulk (110) surface. The 
surface state seen in   - -   direction in Figure 1.9 (a) looks quite similar to the ones observed in 
odd numbered bilayers in Figure 1.10. The hole pocket at   -   -   is also quite similar to the 
dispersion seen in even numbered bilayers.  
 
All the Bi(110) electronic bands shown in Figure 1.10 are doubly degenerate. The calculations 
by Koroteev et al used free standing slabs in which inversion symmetry is preserved and the 
degeneracy is not completely lifted. The two surfaces of the film couple together to nullify the effect 
of spin orbit splitting in the case of free standing ultra thin films (see section 1.2.1). As the film grows 
thicker the interaction between the two surfaces decreases and after a critical thickness of the film 
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the two surfaces decouple leading to spin orbit splitting of bands. It is therefore important to 
incorporate appropriate film-substrate interaction conditions in the calculations for the observation 
of local spin dependent phenomenon in bismuth thin films [74].  
 
1.5 Previous work at University of Canterbury 
Thin films of bismuth have been the focus of research in Prof. Simon Brown’s group at 
University of Canterbury. We are primarily interested in Bi(110) thin films because they are known to 
self assemble into interesting nanostructures e.g. star shaped islands [13, 16] and 1D wires [14, 75].  
 
Bi/HOPG nanostructures were initially reported and studied in the doctoral thesis of Dr. Shelley 
Scott. In her research, she observed elongated star shaped islands (see Figure 1.12), with well 
defined stripe morphology on the graphite terraces [13]. With the flux constant an increase in 
coverage gave rise to larger lateral spread of the star shaped islands. The islands were determined to 
have their crystallographic (110) plane parallel to the graphite basal plane. In-plane orientations 
were aligned with the high symmetry directions of the substrate with the islands elongated along 
 
Figure 1.10: Band structures of Bi(110) films with one to six bilayer thickness. In the three to six BL band 
structures, states located predominantly more than 10% in the vacuum are marked by full red circles. All band 
structures were obtained for the relaxed geometries including spin-orbit coupling. Image reproduced from [31] 
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Bi       direction. It was observed that with increasing flux, there is an evolution to a higher 
density of smaller islands [16]. The growth mode of these islands was found to be approximately 2D, 
at a fixed base height of 1 nm.  In the low flux limit, there was a cross over to a taller much more 
compact elongated hexagonal morphology. From a comparison with the mean field nucleation 
theory, the islands were determined to nucleate via adatom-adatom collisions, rather than on defect 
sites.  
 
The sizes of the bismuth islands were found to have a predictable linear dependence on the 
coverage. The stripes featured on the island bases were determined to arise from the direct 
impingement of the particle flux onto the islands (see Figure 1.11 (a))[76]. With increasing coverage 
 
Figure 1.12: SEM micrographs of the evolution of island morphology with increasing coverage. The flux is 
kept constant at 0.005 Å/sec. Image reproduced from [76] 
 
 
Figure 1.11: (a) AFM micrograph of a star shaped island with stripes on top (b) Rod like formation of bismuth 
island at T = 353 K. Image reproduced from [76] 
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the Bi(110) islands were observed to undergo a crystallographic orientation transition, to a Bi(111) 
oriented film with trigonal symmetry.  
 
Dr. David McCarthy in his doctoral thesis studied bismuth films grown on mica, MoS2 and HOPG 
substrates [77]. Bi films on MoS2 and HOPG were reported to have the same crystallographic 
orientation i.e. Bi(110). Bi islands nucleating on HOPG terraces favor 1D morphology at low flux and 
high temperature (see Figure 1.11 (b)). A comparison of the 1D islands and morphologies of rods 
growing at the step edges of the HOPG found the two structures to be closely related. The high 
substrate temperature therefore has a similar effect on crystal morphology as the locally reduced 
flux at step edges. The 1D shape results from anisotropic bonding to the edges of the Bi(110) crystal 
plane, with unsatisfied intralayer bonds at rod tips and unsatisfied interlayer bonds at the rods sides 
[75]. Bi island densities on HOPG were measured as functions of flux and temperature. The flux 
dependence of the island density proved that island nucleation was homogeneous and strongly 
suggested cluster diffusion is activated.  
 
1.6 Motivation for present work 
The motivation of this research work was encouraged by the lack of any published literature on 
Scanning Tunneling Microscopy (STM) and Scanning Tunneling Spectroscopy (STS) studies on Bi(110) 
ultra thin films on HOPG. With the advent of literature on the use of bismuth as a parental material 
for topological insulators in recent years and the discovery of topologically protected edge states in 
Bi(111) ultra thin films [41, 78], the ultra thin films of Bi(110) were important candidates to explore 
new and interesting properties. 
 
With the commissioning of a commercial variable temperature Ultra High Vacuum Scanning 
Probe Microscope (UHV SPM) at University of Canterbury in 2009 and the background knowledge of 
precise fabrication of Bi(110) islands and rods (on HOPG substrate) as a function of flux and 
temperature we decided to study the electronic structure of the Bi(110) films.  
 
The interesting and well defined structures discovered by Scott et al [15, 16] were identified as 
the primary structures to investigate in this thesis as they exhibited a large base and very thin 
Bi(110) rods on top. The thin Bi(110) rods are very attractive candidates to study quantum 
confinement effects via an STM owing to the large de Broglie wavelength of bismuth. 
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The structure of Bi(110) films is also currently under debate after the report of a new allotrope 
[44] against the conventional bulk like structure [30]. We used STM manipulation, STS and oxidation 
of the thin films to study and resolve the physical structure of Bi(110) thin films (oxidation 
experiments not covered in this thesis, please refer [79]).  
 
The access to the Australian Synchrotron via Dr B.Ingham (Industrial Research Limited, NZ), and  
the collaboration with strong theoretical research groups of Prof T.C.Chiang at University of Illinois, 
USA and Prof T.K.Woo at University of Ottawa was motivation to perform advanced experiments 
and calculations presented in this thesis. 
 
1.7 Present work  
The thesis is organized as follows: In chapter 2 we focus on the experimental procedures used 
in our research work. The design and operation of the commissioned commercial variable 
temperature UHV SPM is described. This includes system preparation, pumping, substrate 
preparation and deposition of thin films. The bulk structure of HOPG, bismuth and NaCl are 
described. The chapter also includes the principles of film characterization techniques namely STM, 
STS and Atomic Force Microscopy (AFM).  
 
In Chapter 3 we discuss the preliminary investigations of Bi(110) films via X-ray photoelectron 
spectroscopy (XPS), STM and STS. We discuss the films orientation and island heights. We present 
atomic resolution images which allow us to measure the surface unit cell dimensions in our bismuth 
films. The focus of the chapter is STS measurements on Bi(110) islands. We establish a protocol for 
I(V) curve acquisition and filtering leading to analytical dI/dV(V) curves. The STS data are compared 
to Density Functional Theory (DFT) calculations. 
 
Chapter 4 discusses the observation of a high local density of states (LDOS) at the edges of the 
Bi(110) islands and stripes. We refer to the high LDOS as ‘bright beach (BB)’ in the chapter. The BB is 
studied via STM and STS dI/dV maps. The occurrence of BB on island edges, defects and grain 
boundaries, the energy range in which the BB is formed, the width of the BB in dI/dV maps and the 
dI/dV(V) curves associated with the bright beach are carefully examined and compared to similar 
observations from literature. In absence of specific DFT calculations on edges, plausible explanations 
for the origin of the BB are discussed. 
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In chapter 5 we discuss the quantum size effect observed in Bi(110) film. We discuss the layer 
pairing observed in (110) planes of bismuth films from an energetics point of view. We also observe 
periodicity in widths in specific thicknesses of bismuth islands and stripe and report the discovery of 
lateral quantum size effects (QSE) in Bi(110) thin film. The origin of the lateral QSE that governs the 
widths of the bismuth islands and stripes is discussed via band structure calculations.  
 
Chapter 6 describes the preliminary results obtained on moiré pattern formation on Bi(110) 
thin films. The moiré pattern is seen in STM, STS dI/dV maps and AFM images. We investigate the 
origin of the moiré pattern by studying the periodicity, angle to the main growth direction in Bi(110) 
islands, the energy range in which it appears in the STM images and dI/dV maps. We also show 
preliminary calculations for misorientation between Bi and HOPG slabs which could result in 
formation of moiré pattern.  
 
In Chapter 7 we discuss the growth and formation of NaCl nanostructures on HOPG substrate. 
The NaCl island morphology is discussed in terms of growth and kinetic influences. The ultra thin 
films of NaCl were used to deposit bismuth on top and study the interaction of the underlying HOPG 
substrate with that of the bismuth overlayer. STM and STS measurements performed on the bismuth 
islands grown on top of NaCl/HOPG system are presented and discussed. 
 
In chapter 8 the conclusions from the previous chapters are reviewed, including an outlook for 
future studies on Bi(110) thin films.  
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2. Materials and experimental techniques 
We begin this chapter with an overview of the materials used in our experiments. Section 2.2 
describes the important components of the newly commissioned Ultra High Vacuum Scanning Probe 
Microscope (UHV-SPM) which was used in the present research. In Section 2.4 we discuss sample 
preparation and film deposition parameters. The remainder of the chapter is devoted to the 
principles of the experimental techniques which were used for film characterization. 
 
2.1 Materials 
2.1.1 Bismuth  
The indexing of the bismuth crystal is one of the most confusing things in literature as the 
indices in the bismuth crystal can be chosen to refer to either the rhombohedral unit cell, the 
hexagonal unit cell, or the pseudo cubic unit cell. In the following sections we introduce the three 
indexing systems used in literature for bismuth. However, we would like to mention that in this 
thesis we use only rhombohedral indexing. 
 
2.1.1.1 Rhombohedral structure with 2 atom basis 
The rhombohedral lattice is generated by three primitive vectors              (see Figure 2.1 
(a)) of equal magnitude a. The angle between any pair of the primitive vectors is . The two basis 
vectors are               (not shown in the figure) and thus the crystal structure is completely 
described by a,  and  . The numerical values of the parameters are a = 4.7236 Å ,  = 57.350 and   
= 0.23407 [30]. A fundamental property of a crystal is its symmetry and the symmetry elements in 
the bismuth crystal are (see Figure 2.1 (a)) - 
(1) The trigonal axis (C3) - the axis between the rhombohedral vectors has three fold 
symmetry and is the [111] direction. 
(2) The binary axis (C2) - the axis perpendicular to C3 
(3) The bisectrix axis (C1) - the axis perpendicular to both C2 and C3 
(4) The mirror plane - the plane suspended by C1 and C3 axis  
 
To calculate the bulk truncated structure, the Brillouin zone and the surface Brillouin zone, 
the lattice can be generated in a Cartesian coordinate system. The most natural way is to let the 
Cartesian coordinates coincide with the symmetry axes such that x = C2, y = C1 and z = C3. This is the 
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case illustrated in Figure 2.1 (a). By introducing an angle θ between the primitive vectors and the z-
axis the components are generated as: 
 
 
    ( 
  
 
       
 
 
             
    (
  
 
       
 
 
                       
    (0              
Equation 2.1 
 
The relationship between  , the angle between the rhombohedral axes and the trigonal axis and the 
rhombohedral angle  is 
        
 
 
      ) Equation 2.2 
 
2.1.1.2 Hexagonal structure with 6 atoms basis 
The bismuth crystal structure can alternatively be described by a hexagonal lattice. A hexagonal 
lattice is generated by three primitive vectors    ,    ,     and a 6 atom basis. The basic vectors are 
±      and the 6 atoms are in position:                   
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
    [30, 80]. In this case the crystal is completely described by   , c and u whose 
numerical values are     = 4.5332 Å, c = 11.7967 Å and u = 0.23407 [30] (see Figure 2.1 (b)). 
 
 
Figure 2.1: (a) The rhombohedral lattice vectors and symmetry elements with respect to a Cartesian coordinate 
system. (b) A single rhombohedral cell is inscribed inside a hexagonal cell. 
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 When describing a hexagonal structure a set of 4 indices        is normally used, though the 
structure is totally specified by the three indices that refer to the generating lattice vectors. The 
index   is related to   and   by: 
          Equation 2.3 
 
2.1.1.3 Pseudocubic structure 
The relationship between the rhombohedral lattice and the pseudocubic lattice is shown in 
Figure 2.2. The lattice is not exactly cubic since the rhombohedral angle  is not 600. For this reason 
the lattice is termed pseudocubic. If the angle  was 600 then the lattice would be a face centered 
cubic lattice. With the rhombohedral vectors in              in y - z, x - z and x - y planes 
respectively, the cubic vectors            are written as: 
 
 
                          
                        
                       
 
Equation 2.4 
The angle v between the cubic vectors is given by: 
      
       
      
 Equation 2.5 
 
Likewise the pseudocubic lattice distance is found to be: 
 
Figure 2.2: The pseudo-cubic lattice versus the rhombohedral lattice. 
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                       Equation 2.6 
 
In case of bismuth at 4.2K,  =87.640 and x=6.54 Å-1 [30].  
 
2.1.2 Highly oriented pyrolytic graphite (HOPG) 
HOPG is a relatively new form of high purity carbon and provides experimentalists with an inert 
and smooth surface. Unlike mica, HOPG is completely non polar, and for samples where elemental 
analysis is also done, it provides a background with only carbon in the elemental signature.  
 
The crystal structure of graphite has hexagonal symmetry. The unit cell of graphite can be 
reduced to a parallelogram that has two characteristic sides whose length is equal to the ‘a’ lattice 
parameter (a = 0.246 nm) (see Figure 2.3 (a)). The angle between these two sides measures 1200 or 
600 degrees. The repeat distance along its hexagonal axis is equal to the ‘c’ lattice parameter and is 
numerically equal to 0.67 nm (see Figure 2.3 (b)).  
 
HOPG is available in three grades. SPI-1 or ZYA is the best quality or ‘calibration quality’ 
graphite exhibiting a mosaic angle of 0.40. Mosaic angle is a measure of how highly ordered is the 
HOPG. The lower the mosaic spread, the more highly ordered is the HOPG. The lateral grain size in 
SPI-1 HOPG is ~3 mm. SPI-2 or ZYB is an inferior grade to SPI-1 and exhibits a mosaic angle of 0.80. 
The lateral grain size in these HOPG crystals is 0.5 mm. SPI-3 or ZYH grade exhibits a mosaic angle of 
3.50 and has a grain size not larger than 30-40 nm. In our experiments we use SPI-1 grade of HOPG. 
Refer section 2.4.1 for HOPG preparation. 
 
 
Figure 2.3: (a) The structure of graphite. Carbon atoms are shown in blue and the red parallelogram is the unit 
cell of graphite. (b) The hexagonal axis of graphite shown by red vertical lines. 
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2.1.3 NaCl 
In solid sodium chloride, each ion is surrounded by six ions of the opposite charge. The NaCl 
crystal can be represented as a face-centered cubic (fcc) lattice with a two-atom basis or as two 
inter-penetrating face centered cubic lattices. The larger chloride ions (green color) are arranged in a 
cubic array whereas the smaller sodium ions (yellow color) fill all the cubic gaps between them (see 
Figure 2.4). The distance between like atoms is 5.6 Å. The same basic structure is found in many 
other compounds and is commonly known as the halite or rock-salt crystal structure. The NaCl used 
in our experiments was obtained from Ma TecK GmbH (http://www.mateck.com/).  
 
2.2 The UHV SPM 
We used the Omicron UHV VT AFM XA for all our experiments. The Omicron VT AFM XA is an 
ultra high vacuum scanning probe microscope for topographic and spectroscopic imaging of solid 
surfaces with sub nanometer resolution (see Figure 2.5). The important components of the UHV 
SPM are discussed below. 
 
2.2.1 Chamber 
The vacuum chamber in the Omicron VT AFM XA is made up of stainless steel that has all the 
essential features for sample and tip preparation. It is divided into two chambers: (i) main SPM 
chamber and (ii) fast entry lock (FEL) (refer Figure 2.9). The main vacuum chamber provides a 
manipulator with sample heating stage with the provision for direct current sample heating; a 
parking carousel for 6 samples/tips and a sample transfer wobble stick (see Figure 2.5). The vacuum 
 
Figure 2.4: The NaCl lattice. The chlorine atoms are shown in green and the sodium atoms are shown in 
yellow. 
24 
 
chamber also houses the VT SPM. In addition to all the ports for SPM work, further ports on the 
chamber are allocated for LEED optics, evaporator, sputter ion gun, residual gas analyzer, sample 
viewing, pressure measurement and vacuum pumps. All removable seals that are exposed to the 
UHV environment are composed of knife edge flanges with copper gaskets.  
 
The cleaning procedure for large components and the flanges involved wiping with analytical 
grade acetone and lint free tissues. Smaller components were treated in an ultrasonic bath in 
analytical grade acetone for 8-10 minutes. All the UHV components were always handled with lint 
free gloves. The cleaning procedure is particularly important to get rid of dust and oil/grease from 
surfaces.  
 
2.2.2 Pumping 
The SPM probe chamber is pumped by an ion getter pump and an additional titanium 
sublimation pump (TSP). A turbo molecular pump with a two stage rotary pump is used to pump the 
SPM chamber down via the FEL chamber from atmospheric pressure or when high dynamic gas loads 
are to be pumped (e.g. sputter gun). A manual gate valve is fitted between the SPM and FEL 
chamber so that the FEL chamber can be vented to atmosphere via its turbo pump’s back-to-air 
valve while the SPM chamber is maintained at UHV. 
 
 
Figure 2.5: The UHV SPM used in our experiments. Important components of the system are labeled. Image 
reproduced from www.omicron.de. 
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2.2.2.1 Rotary pump 
A rotary vane pump is a positive-displacement pump that consists of vanes mounted to 
a rotor that rotates inside of a cavity (see Figure 2.6). In some cases these vanes can be variable 
length and/or tensioned to maintain contact with the walls as the pump rotates. The simplest vane 
pump is a circular rotor rotating inside of a larger circular cavity. The centers of these two circles are 
offset, causing eccentricity. Vanes are allowed to slide into and out of the rotor and seal on all edges, 
creating vane chambers that do the pumping work.  
 
On the intake side of the pump, the vane chambers increases in volume. These increasing 
volume vane chambers are filled with gases, forced in by the inlet pressure. Often this inlet pressure 
is nothing more than pressure from the atmosphere. On the discharge side of the pump, the vane 
chambers decrease in volume, forcing gases out of the pump. The action of the vane drives out the 
same volume of fluid with each rotation. Multistage rotary vane vacuum pumps can attain pressures 
as low as 10-3 mbar (0.1 Pa). 
 
2.2.2.2 Turbomolecular pump 
The basic working principle of the turbo pump is similar to that of the turbine in an airplane. It 
consists of a stack of rotors with blades, or slots, depending on the specific pump. In between rotor 
disks are stators, fixed discs that contain the same blades, or slots, as the rotors, but oriented in the 
opposite direction. Figure 2.7 (a) shows a lateral view of the inside of a turbopump with rotor-stator 
 
Figure 2.6: Schematic diagram of a rotary pump. Image reproduced from www4.nau.edu. 
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pair. When the blades, spinning at 20,000-90,000 rpm, hit the molecules, they impart momentum to 
them. The succession of rotor-stator pairs drives the molecules towards the exhaust, where they are 
collected by a backing pump.  
 
A rotary pump has to remove gases before the turbopump is turned on, down to about 10-3 
mbar. At this pressure, the flow is called "molecular flow", meaning that molecules are relatively 
free and, to a good approximation, do not interact with each other. In this regime, the turbopump 
imparts momentum on each molecule independently, so they can go towards the other end of the 
pump. Once turned on, the turbopump can work for quite long time reducing the pressure, until at 
some point the pressure will not go down significantly any longer. This happens between 10-6 and 
10-8 mbar, and it is mainly due to three effects:  
a) Desorption of materials from the seals and bearings become greater at lower pressures.  
Desorption raises the pressure, counteracting the effect of the turbopump.  
b) Leaks through the seals become more significant at lower pressures, due to the increased  
difference between the external and internal pressures.  
c) The turbopump has reached its maximum compression ratio, defined to be the ratio of the  
outlet pressure to the inlet pressure.  
 
2.2.2.3 Ion pump 
In the ion pump the residual gas molecules in the vacuum chamber are adsorbed or “buried” 
into a titanium surface within the pump. The name of the ion pump comes from the fact that gas 
 
Figure 2.7: (a) Schematic diagram of a turbo pump. The diagram shows the assembly of rotor and stator 
blades and the exhaust which is connected to a rotary pump. Image reproduced from en.wikipedia.org (b) 
Schematic diagram of an ion pump. See text for details. Image reproduced from www.cae2k.com 
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molecules are ionized in order to give them a net charge [81]. The ion pump operates at pressures 
ranging from 10-6 mbar to 10-11 mbar. The interior of the pump consists of an array of positively 
charged, parallel axis, cylindrical anodes (see Figure 2.7 (b)). To the left and right of this array are 
two titanium plates (whose normal vectors point along the axes of the anodes) which are kept at a 
negative electric potential. Still outside of these plates lie permanent magnets which establish a 
magnetic field whose lines lie along the axes of the anodes.  
 
Ionization of gas molecules in the chamber occurs when free electrons, which take on helical 
paths about the magnetic field lines, strike the free gas particles. When a gas particle is ionized in 
the collision, it takes on a net positive charge and is immediately accelerated toward one of the 
negatively charged titanium plates. Adsorption takes place when the ion carries sufficient kinetic 
energy to pierce the surface of the titanium. The process of adsorption between the gas ion and the 
titanium surface is chiefly chemisorption. Inert and lighter gases such as He and H2 are physi-sorbed.  
 
Operation of the ion pump is safe at a wide range of pressures. Above roughly 10-6 mbar, the 
pump will automatically shut itself off. This is not to say that operation in higher pressures is 
dangerous. However, at higher pressures, much more ionization of gas occurs, and hence there is 
more adsorption into the titanium. Consistent usage of the pump at pressures near 10-3 mbar will 
cause so much gas to be adsorbed that the titanium surface can become saturated, reducing the 
pump’s effectiveness. The pump continues to reduce the pressure in the chamber till it reaches 10-9 
to 10-10 mbar. At this point, mean free paths of the gas particles become large and collisions become 
very infrequent. The pump will cease to lower the chamber's pressure when the effect of out-gassing 
(emission of contaminants from surfaces in the chamber) balances that of ionization and adsorption 
in the ion pump. 
 
2.2.2.4 Titanium sublimation pump (TSP) 
Titanium sublimation pumps work by the chemisorption of gas molecules on titanium metal 
surfaces. Titanium is a common getter material with high sorption capacity. Titanium is evaporated 
to condense on the cool internal surface of the pump and to form a chemically active layer. 
Chemically active gas molecules in a vacuum system collide with the titanium surface and are 
captured. Though the overall process is dominated by the gettering process, the burial process also 
plays a vital role in pumping [82]. The adsorbed gas molecules may be covered (buried) by the 
oncoming evaporated titanium flux. The burial process contributes to the pumping of chemically 
inactive gases.  
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The pumping speed of sublimation pumps is proportional to the area of chemically active 
surface. These pumps can be constructed with high pumping speeds and can operate from 10-5 to 
10-11 mbar. However the operation of sublimation pumps is not economical at low pressures because 
the active titanium layer saturates quickly at low pressures. Therefore, they are used in conjunction 
with an ion pump and are switched on in short bursts of a minute, such that titanium will be 
evaporated at regular intervals.  
 
The TSP in our Omicron system is shown in Figure 2.8. The TSP consists of a flange which is 
inserted inside the ion pump chamber. Three Ti filaments are arranged in front of the flanges which 
are fitted using ceramic feedthroughs. The TSP is programmed to evaporate Ti for 1 minute every 8 
hours.  
 
2.2.3 Load lock/Fast Entry Lock (FEL) 
The FEL is pumped by a rotary and turbo pump combination and is used to transfer samples/tip 
inside the main SPM chamber without breaking vacuum. The FEL consists of a magnetically coupled 
transporter arm (see Figure 2.9) which is designed to slide along two rods mounted on the side of 
the airlock chamber. The sample is introduced by opening the chamber and clamping it at the end of 
the transporter arm. The chamber is then pumped down to 10-8 mbar (in approximately 2 hours) and 
the gate valve between the FEL and main SPM chamber is opened to transfer the sample.  
 
 
Figure 2.8: Titanium sublimation pump (TSP) assembled on a flange which is inserted inside the ion pump. 
Image reproduced from www.cat.gov.in 
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The sample/tip transfer process is not very efficient because it contaminates the base pressure 
of the main chamber while the gate valve is open. This exposes any deposited sample films to lower 
pressures (~10-7 to 10-8 mbar) and could result in oxidation of the films. It is therefore advisable to 
conduct all necessary transfers before the deposition of a sample.  
 
2.2.4 Cryostat 
Experiments at very low temperature require cooling with liquid helium. For these applications 
a UHV compatible continuous flow cryostat is fitted to the sample stage. Thermal coupling between 
the cryostat and the sample is realized by a copper braid. Compared to a bath cryostat a continuous 
flow cryostat leads to a reduced consumption of the cryogenic liquid and allows cooling the sample 
to intermediate temperatures. This can be done very accurately by varying the flow through the 
cryostat.  
 
An integral counter heating element provides a very precise way of temperature control of the 
cryostat. The heater element is fitted on the cryostat together with a silicon diode as a temperature 
sensor. The accuracy of the sensor is ±1 K below 305 K. Using a temperature controller any 
temperature below room temperature can be chosen by the helium flow regulation and counter 
heating the heat exchanger. The counter heating method can also be used for temperature 
stabilization, i.e. to compensate flow fluctuation and slow temperature drift. 
 
 
Figure 2.9: The fast entry lock (FEL) chamber with magnetically coupled arm for sample transfer. 
30 
 
We use liquid Helium from a 100 liter dewar to cool our samples. A transfer tube provides the 
means of drawing liquid helium from the dewar via a rotary pump. The liquid helium is circulated in 
the cryostat and expelled to a custom built liquid helium recovery line. With appropriate flow 
conditions and counter heating, stable sample temperature down to 50 K can be attained.  
 
2.2.5 Effusion Cell 
The standard effusion cell with integrated water cooling shroud and rotary shutter is designed 
for evaporation of materials at operation temperatures up to 14000C. The effusion cell contains a 
crucible that is heated by thermal radiation from a tantalum (Ta) wire filament, which is supported 
by pyrolytic boron nitride (PBN) rings. The standard crucible materials suitable for most evaporants 
is PBN, but different crucible materials Al2O3, pyrolytic graphite or quartz are also available.  
 
Temperature is measured by a Chromel/Alumel (Type K) thermocouple in direct contact with 
the crucible wall. The thermocouple wires are welded onto a tantalum sheet ring, which surrounds 
the crucible. Two pairs of thermocouple wires are used to achieve a reliable, stable temperature. A 
stable temperature is important it determines the flux of the evaporant beam. To assist in achieving 
a stable temperature the effusion cell is also cooled by an integrated water cooling shroud in which 
the entry and exit of water pipes is via Swagelok connectors. The cooling water flux should be 
>30L/hr. 
 
The filling up of the crucible is performed in a clean environment, preferably under a laminar 
airflow chamber. Lint free gloves and grease free tweezers are essential in the filling process. In our 
 
Figure 2.10: Effusion cell used to evaporate bismuth and NaCl in our experiments. PBN crucible was used to 
hold the evaporant materials. Image reproduced from www.omicron.de. 
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system we have installed two effusion cells for bismuth and NaCl deposition. The evaporant 
materials were filled in PBN crucibles (see Figure 2.10). The crucible materials are fragile, so it is 
necessary to avoid any mechanical shocks to the crucible by not dropping any hard lumps of 
material. It is recommended to hold the effusion cell at an inclination of about 450 and let the 
evaporant material gently slide into the crucible along its inner walls.  
 
After the filling up of evaporant material, the effusion cells are installed in the designated ports 
in the UHV SPM. To outgas the cell and the material the vacuum system must be pumped below 5 x 
10-8 mbar via turbo pump and rotary pump combination. The water flow is started before heating 
the crucible. Outgassing in our system is performed by an automatic temperature controller which is 
connected to a 60V power supply. The temperature controller reads the temperature from the 
thermocouple on the effusion cell and maintains a user defined temperature by varying the voltage 
in the power supply. We outgas the filled bismuth and NaCl effusion cells to ~2000C for 15 minutes 
(standing temperature). The temperature is increased in a stepwise fashion at approximately 300C 
degrees every 20 minutes. During the outgassing procedure the chamber pressure must stay below 
1x10-7 mbar at all times. If necessary the temperature increments can be slowed down.  
 
 
Figure 2.11: A view of the inside of the UHV SPM from a glass viewport. The manipulator with integrated heater 
is shown in the image. The manipulator can be moved in x, y and z directions to capture the evaporant beam 
from the effusion cell. The entrance to FEL and the sample storage carousel are also shown. 
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2.2.6 Manipulator 
The main SPM chamber houses a manipulator with an integrated sample heater for sample 
preparation. The integrated sample heater is connected to a 60V power supply which provides 
resistive sample heating up to ~10000C. The manipulator can be moved in x, y and z directions (see 
Figure 2.11) and it can also be rotated by ±1800 (Θ). These movements facilitate the capture of the 
evaporant beam from the effusion cells in our system. 
 
In a typical experiment the sample was inserted inside the main SPM chamber via the FEL and 
loaded on the manipulator by the wobblestick. The sample was cleaned via annealing (resistive 
heating) for 12 hours on the manipulator (see section 2.4 for sample preparation). For sample 
deposition the manipulator was moved in front of the effusion cell given by parameters: x = +13 cm, 
y = +14.4 cm, z = +45.8 cm and Θ = 1500 (NaCl effusion cell) or 1320 (bismuth effusion cell). The 
optimal manipulator position was determined by studying the system geometry in Omicron VT AFM 
user guide [83]. After the deposition was complete, the sample was moved to the microscope for 
further analysis. 
 
2.3 Baking the system 
The rate of desorption of molecules from the system’s surface is a function of the molecular 
binding energy, the number of adsorbed monolayers and the temperature of the surface. Ultra high 
vacuum conditions in the range below 10-9 mbar can only be reached after a few days and when the 
system has been baked for a sufficient amount of time (typically 18-20 hours). After a new 
installation of the vacuum system or any installation of equipment that needs breaking the vacuum 
in the main SPM chamber the system needs to be baked to achieve UHV conditions.  
 
2.3.1 Bakeout procedure 
The recommended bakeout temperature for Omicron VT AFM XA is 1500C with a maximum of 
1700C. The bakeout is performed while pumping from the turbo pump and rotary pump only. The 
Ion getter pump and the TSP are switched off during the bake. The gate valve between the main 
chamber and the FEL is kept open to pump the main SPM chamber. Before the bakeout procedure is 
performed the system is prepared by the following steps- 
(i) Turn the rotary and turbo pump on after ensuring the closure of any open flanges. 
Wait till the pressure in the chamber reaches 10-5 mbar. 
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(ii) Remove all magnets from the system i.e. the sputter magnet and the magnet on the 
manipulator arm. 
(iii) Remove all non-bakeable cables and adapters. 
(iv) Remove all water lines to the effusion cells. 
(v) Protect viewports with aluminum foils. 
(vi) Cover STM preamp ports with blank connectors (provided with the system). 
(vii) Assemble the bakeout tent. 
 
After the preparation procedure is complete the system is typically baked via an inbuilt heater at 
1500C for 20 hours. 
 
2.3.2 After the bake 
(i) After the bakeout let the system cool down to approximately room temperature. 
(ii) After the system has cooled down each TSP filament is degassed at least three times 
for 1 minute. As this causes a pressure rise in the chamber, deactivate the vacuum 
interlock (by pressing the ‘override’ button) during the outgassing process and 
reactivate when finished. 
(iii) Switch on the ion getter pumps and degas at 3kV, 5kV and 7kV. In case of increasing 
pressure switch back off and restart after the pressure is below 10-6 mbar. 
(iv) After the pumps are degassed the manipulator arm in the main chamber is degassed 
at 90 W for 1 hour (preferably overnight). During the degassing of the manipulator 
arm a Ta sample plate is used to cover the integrated heater.  
(v) Close the gate valve between the main SPM chamber and FEL and shutdown turbo 
pump 
 
2.4 Sample preparation 
2.4.1 HOPG preparation 
The weakness of the interlayer bonding of HOPG makes cleaving straightforward. However, the 
layers do not cleave uniformly, resulting in formation of step edges between the terraces on freshly 
cleaved graphite. Generally, lower grades produce more step edges and smaller terraces. The steps 
vary in height from 3.4 Å for a single step up to a thickness that is visible by eye. We used SPI-1 
crystals for our experiments.  
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A comprehensive study of the optimum preparation of clean graphite surfaces is presented by 
Metois et al [84]. Most significantly, they find that cleaving in air, followed by immediate transfer to 
the UHV system for heating under vacuum at ~4200C, yields surfaces of comparable cleanliness to 
UHV cleaving and heating. They do note however, that additional substrate contamination is 
observed if the chamber is baked after the samples have been loaded. We performed the following 
steps to prepare the sample for deposition- 
(i) Adhesive tape is pressed on a 10 mm x 5 mm HOPG samples and then pulled off. The 
tape takes with it a thin flake of graphite. 
(ii) The sample is visually inspected for a clean and uniform surface. The adhesive tape pull 
off procedure can be repeated in case of unsatisfactory surface. 
(iii) The HOPG crystal is loaded onto a Ta or steel sample plate via Ta clamps (shown in 
Figure 2.12) 
 
The sample plate is inserted in the system via the FEL chamber. It is then loaded onto the 
manipulator arm with the help of the wobblestick. The sample plate along with the HOPG crystal is 
heated up to 4200C for 12 hours to yield a clean HOPG surface ready for deposition.  
 
2.4.2 Flux determination  
Before any deposition the flux of the evaporant beam is measured directly with a water cooled 
quartz crystal microbalance (Sycon STM-100) which is inserted in the main SPM chamber. The 
microbalance is connected to a retractable flange in our system which allows the user to keep it in 
the main SPM chamber even when not in use. The microbalance (deposition rate monitor (DRM)) 
 
Figure 2.12: A Ta sample plate with Ta clams to hold cleaved HOPG in position 
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uses the resonant frequency of the quartz crystal to sense the mass of deposited film attached to its 
surface [85].  
 
Before the DRM can be used it has to be calibrated according to the evaporant material for 
deposition. Three factors affect the calibration material density, material Z factor and tooling. 
Density and Z factors are material factors which can be found in [85]. Tooling is a deposition system 
geometry correction (location of sensor relative to the substrate). Tooling determination is done by 
depositing 5000 Å of material on the sensor and the sample consecutively. After deposition the 
sample is removed to atmosphere and scratched by means of a tweezer and reinserted back in the 
chamber. The depth of the scratch is measured via AFM and the correct tooling factor is determined 
by: 
                
                   
                   
 Equation 2.7 
 
2.5 Scanning Probe Microscope 
2.5.1 Scanner 
The Omicron VT AFM XA uses a single tube scanner with a maximum scan range of about 10 m 
x 10 m with a Z-travel of about 1.5 m. A schematic design of a tube scanner is shown in Figure 
2.13. A thin-walled piezoelectric tube (PZT) is coated with metal on the inner and outer surfaces, 
with the outer surface divided into four equal quadrants by narrow metal-free regions. The inner 
surface is then used as the electrode for the vertical displacement (z), and the opposing pairs of 
outer electrodes are used for lateral motion (x and y). In this geometry a voltage applied between 
the inner and outer electrodes causes the tube to change length. Opposite voltages applied across 
opposing outer electrodes will induce one side of the tube to contract and the other to expand, 
causing a net lateral displacement (along with a small vertical displacement that can usually be 
ignored). 
 
2.5.2 Vibration isolation 
To achieve atomic-scale resolution, the mechanical and electrical components of a STM must 
enable the tip to be positioned within approximately 1 nm above the surface and then be controlled 
both vertically and laterally with a precision of <0.01 nm. This precision requires low-vibration 
mechanical systems combined with low-noise electrical circuitry. In our VT AFM XA system, the 
entire setup is mounted on vibration damping base stands. The SPM base plate is suspended by four 
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soft springs. The resonance frequency of the spring suspension is about 2 Hz. Vibrations of the 
suspension column is intercepted using an eddy current damping mechanism [86]. For this the VT 
AFM XA base plate is surrounded by a ring of copper plates which come between (permanent) 
magnets.  
 
2.6 Film characterization  
The deposition of bismuth and NaCl films is described in section 2.7. After the deposition of the 
films they were characterized via STM, STS and AFM techniques. In this section we present an 
overview of the principle of each technique and the probe used. The Omicron VT AFM XA utilizes 
inbuilt MATRIX software system for data acquisition [83] and SPIP software (www.imagemet.com) 
for data processing. In this section we also discuss the methods, parameters used in data acquisition. 
The methods of drift compensation in real time data acquisition and post data acquisition are also 
discussed.  
 
2.6.1 Principle of STM 
Binning and Rohrer invented Scanning Tunneling Microscopy (STM) in early 1980s [87] which 
used the tunneling effect to obtain a tunneling current between a sharp tip and a sample surface by 
applying a voltage between them. The tunneling effect, considered since the early days of quantum 
mechanics and observed in planar junctions [88, 89], allows the passage of a tunneling current 
without the tip and sample being in contact. The sample and tip are assumed as ideal metals in 
which the electrons are filled up to the Fermi energy EF (see Figure 2.14). When the tip and sample 
 
Figure 2.13: Schematic diagram of a tube scanner which is made of PZT material. See text for details  
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are independent, their vacuum levels are considered to be equal and their Fermi energies lie below 
the vacuum level by their respective work functions    and   . When the tip and sample are 
separated by a distance z0 and a bias voltage Vt is applied, the two Fermi energies are shifted with 
respect to each other by eVt. By convention a positive bias voltage raises the Fermi energy of the tip 
[90]. The distance z,    and    (work function of tip and sample respectively) and eVt lead to a 
trapezoidal tunnel barrier (see Figure 2.14) which electrons can tunnel through if the barrier is 
sufficiently narrow [91, 92].  
 
At positive sample bias, the net tunneling current arises from electrons that tunnel from the 
occupied states of the tip into unoccupied states of the sample. At negative sample bias the picture 
is reversed and the electrons tunnel from occupied states of the sample into the unoccupied states 
of the tip. When the voltage Vt is applied only those states lying between EF and EF+eVt contribute to 
the tunneling process. 
 
2.6.1.1 The tunneling current  
The following discussion of the tunneling current is based on the formalism by Hamers [93] and 
is directly applicable to all scanning tunneling spectroscopy (STS) techniques. Using the Wentzel-
Kramers-Brillouin (WKB) approximation the probability of tunneling electrons through a one 
dimensional trapezoidal barrier is given by: 
 
 
Figure 2.14: Schematic view of tunneling process between an ideal tip with a flat LDOS T and a sample with 
LDOS S. When a positive bias voltage is applied to the sample with respect to tip the Fermi energy of the tip 
rises facilitating tunneling of electrons from occupied states of the tip to the unoccupied states of the sample 
across a tunneling barrier. 
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Equation 2.8 
 
where 
     
 
  is the average work function of the tip and the sample and    is the component of 
electron energy in the direction of the tunneling junction. A very distinct feature of the tunneling 
transmission probability is its exponential dependence on the tip-sample distance which is the 
reason for the vertical resolution of an STM. The resulting tunneling current in the tunneling junction 
depends on the density of states in the sample ( ) and the tip ( ) and is weighted by the tunneling 
transmission probability T(        ): 
 
                                  
   
 
 Equation 2.9 
 
From Equation 2.9 it can be noted that the tunneling current is a convolution of the DOS of the 
sample ( ) and the tunneling transmission probability, if we assume that the tip DOS is constant. 
This situation brings up the difficulty for the interpretation of STM images as the z(x, y) data 
represents a combination of the real space topography and the variation in the local DOS. However, 
this circumstance can also be exploited to investigate the LDOS of the sample. In context, Ukraintsev 
[94] pointed out that the tunneling transmission probability depends exponentially on the bias 
voltage and thus the low bias voltage STM images correspond to true LDOS of the sample. 
 
2.6.1.2 Measurement modes in STM 
Topography: One of the most common modes of measurement in STM is constant current 
mode, also known as topography. STM topography is obtained by maintaining the tunneling current 
between the tip and the surface fixed. In this case, a constant voltage (Vt) is applied to the sample, 
and a constant current is demanded by user (It). As the tip scans over the surface, its piezoelectric 
tube extends and contracts to keep the flow of current fixed, and the height for which It was 
achieved is recorded.  
 
dI/dV: Another STM mode of measurement is measuring the differential tunneling 
conductance dI/dV, which is directly proportional to the LDOS (see section 2.6.2). The measurement 
can be done at a single point is space or over an area of the sample. A general technique to obtain 
energy spectrum is to add an oscillatory voltage (dV) on top of the bias voltage and measure the 
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response (dI) by using a lock-in amplifier [95]. Thus, dI/dV for a particular value of energy can be 
measured and from Equation 2.11 it can be seen that it is proportional to LDOS of the sample. The 
measurement of the deferential conductance as a function of energy and space is the key 
measurement for obtaining energy-resolved information on the electronic structure. 
 
Constant Height: In this mode the vertical position of the tip is not changed, equivalent to a 
slow or disabled feedback. The current as a function of lateral position represents the surface image. 
This mode is only appropriate for atomically flat surfaces as otherwise a tip crash would be 
inevitable.  
 
2.6.1.3 STM tips 
Electrochemical etching of a metal wire is a routinely used technique to generate good STM 
tips. The basic idea is to dip a small diameter metal wire into an electrolyte solution in which a 
counter electrode is sitting and to apply an AC or DC voltage between these two electrodes until 
enough dissolution of the wire has happened so that it displays a sharp tip shape [96]. We prepared 
our W tips in the Omicron tip etching kit using NaOH solution (5M) as etchant. The etching voltage 
was kept between 6-8 V and the time taken to etch a tip was usually 8-10 minutes. After the tip 
etching was completed the tip was washed with isopropyl alcohol and distilled water to remove any 
residual NaOH solution. For more details on tip etching procedure refer to [83].  
 
Among the reasons why tungsten (W) is such a popular material for the production of STM tips 
is that an extremely sharp tip can be obtained in a single electrochemical step using fairly mild 
chemicals. The drawback is that due to its poor resistance to oxidation, the tungsten tip will most 
likely undergo surface contamination. Therefore it is essential that as soon as the tip is etched, it 
should be transferred immediately to the vacuum chamber.  
 
Platinum Iridium (Pt-Ir) is also preferred for use in STM because platinum does not easily 
oxidize and the tiny fraction of Iridium in the alloy makes it much harder. We prepared the Pt-Ir tips 
by cutting Pt-Ir wire with a wire cutter. The wire is grabbed with the pliers and the cutters are held at 
an acute angle to the wire. As the wire is cut it is also pulled with the pliers which results in breaking 
of the wire at the end of the cut. The idea here is that because the wire broke apart the tip was 
never touched by the cutters, avoiding possible contamination of the tip. 
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The tip usually loses its sharpness during operation and becomes unusable. We re-sharpened 
the tip inside the vacuum chamber using a field emission procedure [97, 98]. In this procedure the 
STM tip is brought in close proximity to a metal surface (Au in our case) and a large bias voltage 
~150V is applied. The distance between the tip and the metal surface is regulated such that there is 
~20-30 A current in the circuit which is maintained for 20 seconds.  
 
2.6.1.4 Drift Compensation 
One of the most common reasons for surface image distortion is the SPM tip drift with respect 
to the sample surface which is caused due to various factors e.g. temperature dependence of SPM 
components, creep etc [99]. These factors become important during atomic resolution scans and for 
determination of surface unit cell. There are two types of drift compensation methods that we used 
in our experiments: 
 
Real time drift compensation 
Thermal drift can be minimized by performing SPM scans at low sample temperatures (~50 K in 
our experiments) by using the cryostat provided with the system. SPM scans carried out at room 
temperature are almost always affected by thermal drift which are noticeable in atomic resolution 
scans. This is usually compensated real time during measurements by tracking some characteristic 
surface feature (image correlation technique). Based on a reference image the MATRIX software 
continuously calculates and automatically applies drift vectors for x and y after every image is 
acquired.  
 
Post data acquisition drift compensation 
In case of featureless regions (e.g. a regular field of atoms) compensation of drift is very 
difficult. To counter this problem a new method for drift compensation was developed by Dr. Pawel 
Kowalczyk based on comparison of two images recorded with different slow scan directions (for 
example up and down) [43]. Each pair of images has one common point which is the point at which 
the tip finishes the scan up and starts the scan down. This fact allows one to find the same feature 
on two recorded images and compensate the drift by skew transformation in one direction and 
compressing or extending it in other direction. The process was used on the STM images post data 
acquisition. 
 
The post data acquisition drift compensation algorithm works well on atomically resolved STM 
images where the user has to measure fine distances e.g. the unit cell of any material. On the other 
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hand the real time drift correction method is indispensible in STS measurements. A typical STS data 
acquisition routine takes 30-40 minutes in which the sample can drift substantially. Therefore it is 
essential that real time drift compensation is performed thoroughly before recording any STS data. 
 
2.6.2 Principle of STS 
In STS the STM tip is used to record an I(V) curve from a point on the sample. The I(V) curve is 
numerically differentiated to yield a dI/dV(V) curve. Now by taking the first derivative of Equation 
2.9 with respect to voltage we get: 
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Equation 2.10 
 
where A is a proportionality coefficient related to tip surface contact area. Equation 2.10 is quite 
complicated and to simplify the equation the local density of states (LDOS) in the tip is assumed to 
be constant [94]. Consequently the second term in the equation becomes zero and at very small bias 
voltages the third term is assumed to be negligible [100, 101]. Therefore in first approximation the 
differential conductance is proportional to the local density of states of the sample at energy    : 
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Equation 2.11 
 
Therefore, a measurement of dI/dV as a function of sample bias V allows in principle to 
measure the sample LDOS in a given energy range close to the Fermi energy. The situation is 
however complicated by the fact that the tunneling transmission probability is bias dependent. This 
non-constant contribution of the tunneling transmission probability to a dI/dV spectrum can be 
corrected to some extend by an appropriate normalization procedure. However, the drawback is 
that neither an analytical nor a universal experimental dI/dV normalization procedure exists [102].  
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The most prominent normalization procedure consists of computing (dI/dV) / (I/V) as proposed 
by Feenstra et al [103] and justified by Hamers [93]. This simple normalization procedure works well 
for weakly varying, metallic sample DOS but is not suitable for strongly varying sample DOS, e.g. 
when a pronounced pseudo-gap is present near the Fermi energy [94]. In our experimental results 
we observe a pronounced sharp decline in LDOS near the Fermi level (LDOS valley), similar to a 
pseudo gap. Therefore we prefer to show our experimental STS results as plain dI/dV(V) (see section 
3.3 for details).  
 
2.6.2.1 Current Imaging Tunneling Spectroscopy (CITS) 
Having established in the previous section that the first derivative of the tunneling current is 
proportional to the LDOS of the sample we describe the method used to record an I(V) curve. 
Current imaging tunneling spectroscopy (CITS) is a STS technique in which an I(V) curve is recorded 
at every pixel (Grid CITS) of an STM topograph by ramping the bias voltage between preset values. 
The I(V) data thus obtained can be numerically differentiated to obtain the desired dI/dV(V) curve. 
The data acquisition procedure to obtain a single I(V) curve is described below and a schematic of 
the process is shown in Figure 2.15. The image in Figure 2.15 is explained for an I(V) curve recorded 
between ±1V. During the process- 
 
 The tip sample distance is kept fixed during CITS by corresponding values of gap voltage Vt 
and tunneling current It, e.g. Vt = +1V and It = 1.5 nA. 
 
 The tip moves to the first pixel of the scan window on the sample to record the first I(V) 
curve. It uses the parameters set for lateral scanning and has the feedback loop on during 
the process.  
 
Figure 2.15: Schematic diagram to obtain an I(V) curve. Refer text for details. Image reproduced from [83] 
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 After reaching the first pixel the tip waits for a time T1 with the feedback loop on. After time 
T1 the feedback loop is switched off and the set parameters for spectroscopy measurement 
e.g. ±1V are applied to the tip with a pre-specified slew rate. Slew rate is the ramp speed for 
changing the gap voltage Vt from its default value to the first spectroscopy value. 
 The tip waits for an additional time T2 to stabilize and the first data point on the I(V) curve is 
measured after an initial delay. Initial delay ensures that stable current values are being 
measured for a specific voltage step (see Figure 2.16).  
 
 Each data point is measured during a set acquisition time (Tacq) and is an averaged value of 
number of measurements defined by the oversampling factor given by: 
 
             
                  
                   
 
                   
 Equation 2.12 
 
 After taking the last data point in the I(V) curve the gap voltage is returned back to specified 
value with the designated slew rate. After reaching the gap voltage the tip waits for time T3 
with the feedback loop off.  
 
 The feedback loop is switched on and the tip waits additional time T4 before moving to the 
next pixel. 
 
 
Figure 2.16: Spectroscopy data acquisition and oversampling. Image reproduced from [83] 
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The procedure described above records a single I(V) curve. As it is a time consuming process, 
thermal drift can creep in during CITS data acquisition. Therefore CITS is usually performed with 
fewer pixels (128x128) and at low temperatures (~50 K) for optimum results.  
 
2.6.3 Principle of AFM 
In AFM a tip is scanned across a surface at close distance tracing the surface contour [104]. 
Interatomic, frictional, magnetic and electrostatic forces attract or repel the tip, which is mounted 
on a flexible cantilever [105, 106]. The resulting deflection of the cantilever can in turn be used to 
produce an image of the surface. Commercially, cantilevers tips made from silicon nitride and silicon 
single crystals with various spring constants, resonance frequencies and coatings.  
 
The deflection of the cantilever is measured by detecting the deflection of a light beam 
reflected from the back of the cantilever onto a position sensitive detector (PSD) (see Figure 2.17). 
An infra red laser is used as a light source and a CCD camera is used for the alignment of the light 
beam. The laser beam is generated in the light unit and an optical fiber then passes the laser beam 
to the microscope stage. The primary beam can be positioned in x-direction by a little micro slide (Lx) 
and in y direction by a rotatable mirror (Ly). A third PSD mirror is used to project the reflected beam 
onto the photo sensitive detector.  
 
 
Figure 2.17: The AFM assembly in OMICRON VT AFM XA. The optics used in the AFM is also shown. Image 
reproduced from www.omicron.de 
45 
 
2.6.3.1 Non Contact AFM (NCAFM) 
In non contact AFM mode the feedback signal is derived from the force induced shift in 
resonance frequency of the vibrating AFM cantilever, the amplitude of which is set point regulated. 
The regulation works in a regenerative loop (positive feedback) in order to compensate energy loss 
via tip sample interaction.  
 
To first order, the working of the NCAFM can be understood in terms of a force gradient model 
[107]. According to this model, in the limit of small amplitude (A), a cantilever approaching a sample 
undergoes a shift, ‘  ’, in its natural frequency,   , towards a new value given by: 
 
           
     
  
 
 
  Equation 2.13 
 
where      is the new effective resonance frequency of the cantilever of nominal stiffness    in the 
presence of a force gradient       due to the sample. The quantity   represents an effective tip 
sample separation, while            is typically negative, for the case of attractive forces. The 
change in    is used as the input to the NCAFM feedback. The quantity    can be defined by the user 
and the NCAFM feedback loop moves the cantilever closer or far away from the sample accordingly. 
At this point the sample can be scanned in the x-y plane with the feedback keeping a constant   .  
 
With the background of the experimental techniques in the previous sections we now outline 
the experiment in which films of bismuth and NaCl films were deposited on HOPG. We also discuss 
the parameters used for film characterization and data acquisition. 
 
2.7 Experiments 
2.7.1 Bismuth 
Commercially available HOPG (SPI-1) was used as a substrate in all experiments. It was cleaved 
in air, then loaded into the UHV system and annealed at 4200C for 12 hours to remove contaminants 
(see section 2.4.1). After the substrate cooled down to room temperature, high purity bismuth 
(99.999%) was evaporated from a PBN crucible at 2000C. 2.5 ML thick bismuth films were deposited 
onto the substrates at flux ~0.01 Å/sec where 1 ML of bismuth corresponds to a thickness of 3.3 Å.  
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The morphology of the Bi films was stable for weeks in UHV. STM measurements were carried 
out at room temperature (RT) and 50 K sample temperature (LT) in the Omicron UHV VT AFM XA 
system at a pressure of 2 x 10-10 mbar. The STM measurements were performed at 256 x 256 pixels 
resolution. The STM tips used in these experiments were either etched tungsten (W) or Pt90%-Ir10% 
tips (for details on STM and tips see section 2.6.1). Typical scanning parameters used during STM 
measurements were Vt = +1V and It = 100 pA.  
 
Grid CITS measurements were performed on the sample to acquire I(V) curves on bismuth 
islands. The data acquisition was performed both at room and at 50 K (using liquid Helium). An 
average scan size for CITS ranged between 30-50 nm2. The number of pixels in the scan window was 
restricted to 128 x 128 points. STM topography images of the area of interest were recorded 
simultaneously with the I(V) curves. All CITS measurements were performed in 3.3 nA/800 Hz range 
(preamp settings [83]). I(V) curves were acquired in the bias voltage range of ±200mV, ±350mV, 
±500mV, ±800mV and ±1V. The stabilization voltage was chosen as the first voltage set-point of the 
spectroscopy parameter to avoid sudden voltage jumps e.g. if the spectroscopy was performed in 
±1V bias voltage range then the stabilization voltage was kept at Vt = +1V. The tunneling current was 
set between~1 - 1.5 nA. The raster time Traster for the scan was kept at ~3 - 4 ms. The delay times T1, 
T2, T3, T4 and Tacq were 100 s, 300 s, 300 s, 300 s and 800 s respectively. The initial delay time 
was kept at ~700-790 s. With these time settings an oversampling factor of ~8 - 32 was achieved. 
Each I(V) curve was composed of 128 data points and with the settings above a single complete CITS 
measurement took 30-40 minutes to complete.  
 
Non Contact Atomic Force Microscopy (NCAFM) measurements were performed at RT 
conditions with a frequency setpoint of ~-50 Hz to -100Hz and loop gain = 10%. We used silicon 
cantilevers with a spring constant of 24 N/m and a fundamental frequency of ~280 KHz. NCAFM 
images were recorded at 256 x 256 pixels.  
 
2.7.2 NaCl 
SPI-2 grade HOPG was chosen as the substrate and was cleaved in air to expose a fresh 
atomically flat surface and immediately loaded into the UHV chamber. Sample cleaning was 
performed by annealing at 4000C. High purity NaCl (99.999%) was sublimated at 2000C from the 
effusion cell (Flux = 0.058 Å/sec). The substrate was kept at room temperature during deposition. 
The coverage of NaCl is measured in units of monolayers where we define 1 ML of NaCl as 2.8 Å 
(which is the distance between adjacent chlorine and sodium atoms, Figure 2.4). 2 and 6 ML thick 
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NaCl films were deposited on HOPG which will be referred to as low and high coverage respectively 
in the text.  Flux was kept constant in all depositions. 
 
NCAFM measurements were performed at room temperature to characterize the NaCl films. 
Silicon cantilevers with a spring constant of 24 N/m and a fundamental frequency of ~280 KHz were 
used. Frequency setpoint values between -50 Hz to -300 Hz were used with a loop gain of 10%.  
 
1.5 ML of bismuth was evaporated on pre-existing NaCl islands on HOPG. The Bi/NaCl/HOPG 
system was characterized by STM at 50 K sample temperature. Grid CITS was performed in the 
voltage range of ±1V.  Electrochemically etched tungsten tip was used. I(V) curves in ±4V bias voltage 
range were recorded via single point spectroscopy.  
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3. Preliminary investigation of Bi/HOPG via XPS, 
STM and STS 
In the previous investigations of bismuth structures on HOPG (described in chapter 1) the 
analysis was performed ex situ, hence the Bi structures were always covered by surface oxides. In 
this chapter we describe new series of in situ experiments using X-ray photoelectron spectroscopy 
(XPS), Scanning Tunneling Microscopy and Scanning Tunneling Spectroscopy. XPS measurements on 
clean samples show that the location of all core level features remain in good agreement with values 
recorded on bulk Bi. A shape analysis of the Bi 4  peaks, together with a well developed Fermi edge, 
reveals the highly metallic character of the film. This allows us to perform STM measurements. We 
have analyzed the heights of the flat islands which confirms their (110) orientation. We also present 
atomic resolution images for Bi on HOPG that allow us to estimate the surface unit cell. In this 
chapter we focus on STS measurements on the Bi(110) films. They are compared to DFT calculations 
to understand the electronic structure of the films. 
 
3.1 XPS 
In order to check the electronic properties of the films (whether they are metallic or 
semiconducting) as well as the quality of the film we performed XPS measurements on clean Bi 
samples which are dominated by the flat island morphology. The samples were grown in situ 
according to the procedure described in chapter 2 section 1. The XPS results are shown in Figure 3.1. 
The spectrum in Figure 3.1 (a) is characterized by the presence of lines from only Bi and HOPG. Each 
Bi line is accompanied by a broad feature shifted towards higher binding energy by 14.4 eV (as 
measured for Bi 4 ). This feature is related to a plasmon whose energy is in excellent agreement 
with earlier measurements for bulk amorphous bismuth [108]. The location and shape of the carbon 
C  1  peak (284.4 eV) corresponds well to clean graphite. The Bi 4  core level lines are depicted in 
Figure 3.1 (b). Both peaks (Bi 4 7/2 and Bi 4 5/2) have a slightly asymmetric shape with a small 
shoulder on the high binding energy side. Such shoulders are typical of materials with a high density 
of states at the Fermi level and result from interactions between conduction and photoionised 
electrons [109]. Apart from that asymmetry neither peak shows any additional features. Their full 
width at half maximum (FWHM) is equal to 0.73 eV which suggests the absence of bonding to the 
substrate (formation of bonds should result in formation of additional peaks and/or broadening of 
the main peaks). The lack of Bi–C bonds is consistent with DFT calculations that predict that Bi 
should be weakly physi-sorbed onto graphene [110]. 
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In Figure 3.1 (b) the locations of the two main XPS maxima i.e. Bi 4 7/2 and Bi 4 5/2 are 156.9 eV 
and 162.2 eV. The separation between the peaks is ∆ = 5.3 eV. These values are in excellent 
agreement with previous reports for bulk Bi [109, 111-114]. Based on the relative intensities of the C 
1  and Bi4  lines it is possible to estimate the thickness of the film dBi [115]: 
                     
        
 
        
 
 
        
 
        
       
  Equation 3.1 
 
where      
  = 0.01367 and    
  = 0.3632 are photoionization cross sections for HOPG and Bi for the 
energy 1486.6 eV [116],       and     are the areas under the C 1  and Bi 4   peaks, λBi = 28.3 Å is 
the empirical mean free path of the inelastically scattered photoelectrons for kinetic energy equal to 
1329.6 eV [115], β = 100 is the escape angle of the photoelectrons and    is the fractional coverage 
of HOPG by islands of typical height dBi. By analyzing SEM images (shown in section 1.5) recorded ex 
situ we estimate    = 71.5%. This estimate allows us to use Equation 3.1 to calculate dBi = 1.08 nm. 
Given that 1 ML corresponds to a thickness of 3.3 Å [14], this means that 71.5% of the surface is 
covered with islands which average thickness 3.27 ML. Assuming that the investigated islands are 
crystalline (which we show later using STM) this estimate allows us to conclude that the flat island 
bases are 3 ML thick. In Figure 3.1 (c) we show the valence band spectra for HOPG and flat bismuth 
 
Figure 3.1: XPS results recorded on a clean Bi(110) film. (a) Survey spectrum (b) Bi 4 7/2 and Bi 4  5/2 peaks. In 
(c) valence band spectra recorded for Bi on HOPG and for clean HOPG are shown. Spectra shown in (a) and (b) 
were recorded with photon energy equal to 1486 eV while (c) was recorded at 600 eV. Arrows in (b) indicate 
full width at half maximum of both 4  peaks. Vertical arrow in (c) shows location of sub-band, vertical line 
indicates location of the Fermi level. 
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islands. For clean HOPG one can see a smooth nearly linear decrease of the intensity until it reaches 
a background level. This shape of the spectrum indicates the semi-metallic character of the substrate 
[115]. In the case of Bi films there is a rapid decrease of the intensity around zero binding energy 
indicating the presence of a well developed Fermi edge. Together with the asymmetry of the Bi 4  
doublet discussed earlier, this proves that the islands have metallic character.  
 
The XPS spectrum also exhibits two peaks with binding energies 1.1 eV and 3.1 eV. The peaks 
are associated with the Bismuth 6  doublet, with a spin-orbit (SO) splitting of 2.0 eV. This SO 
separation is slightly less than in the case of bulk Bi (2.3 eV) [108]. The broad peak with binding 
energy ~11 eV is most likely associated with the 6   band. Closer inspection of the data in Figure 3.1 
(c) shows the presence of a shoulder ~ 0.4 eV below the Fermi level. This shoulder was present in all 
the energies with which the sample was studied and we believe that this shoulder can be related to 
the first quantum well subband (QWS) formed in the 3 ML base islands [31]. 
 
3.2 STM  
In section 3.1 we established that the bismuth islands are metallic. This metallic character 
allows us to use STM as the main probe to study the growth and crystallographic orientation of the 
bismuth films. The experimental procedure to grow the films in situ and STM parameters are 
described in section 2.7.1.  
 
Figure 3.2: (a) STM image of a butterfly shaped island (Vt = -0.8V, It = 20pA) (b) STM image of bismuth islands 
and rods on a step edge (Vt = -0.8V, It = 20pA). 
 
51 
 
In previous work described in section 1.5 most of the analysis was performed via SEM and 
NCAFM which does not yield an accurate height measurement. It is important to know the heights of 
individual islands or the number of monolayers contributing to each island or rod as this gives a 
strong indication of the crystallographic orientation of the island. In Figure 3.2 (a) we show an STM 
image of a butterfly shaped flat bismuth island. These flat bismuth islands with huge lateral spread 
are formed predominantly on the flat terraces of HOPG. In Figure 3.2 (b) we show the growth of the 
bismuth islands on step edges where they form rod like structures. The nucleation, early stage 
growth characteristics and orientation has been studied previously by Scott et al. [13-16] and 
McCarthy et al. [75]. In this section we are primarily interested in knowing more about the accurate 
height distribution in our bismuth films and the crystal orientation with respect to the underlying 
HOPG. 
 
3.2.1 Island heights 
In Figure 3.3 we show a line profile measurement on a typical bismuth island. The islands base 
is measured as 0.97 nm. It is possible to find base heights of 1.63 nm and 2.30 nm near the step 
edges but these islands are better classified as rods (see Figure 3.2 (b)). Most of the island bases in 
our experiments have stripes on the top like the one shown in Figure 3.3. The heights of these 
stripes are very uniform and measure 0.66 nm above the base. Some of the larger stripes have 
additional smaller stripes on top of them which also measure 0.66 nm above the larger stripes. The 
rods and stripes have similar morphology but we distinguish them via their height and location i.e. 
the rod is formed chiefly at step edges and is typically taller than the average base height (0.97 nm). 
The stripes are formed on top of the bismuth bases and other larger stripes. The heights of the 
bismuth islands were statistically verified by drawing and measuring similar line profiles on 200 
 
Figure 3.3: (a) STM image of a bismuth island showing 3 ML base, 5 ML and 7 ML stripe(Vt = +1V, It  = 200 pA)  . 
The white line drawn across the island is a line profile. The lateral extent of the white rectangle shows the 
number of lines averaged (b) line profile showing individual heights of 3, 5 and 7 ML thick islands and stripes. 
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different islands. These islands were recorded across several hundred STM images. For each feature 
that was present on more than one scan, the measured heights were averaged resulting in one 
height per island, stripe or rod. The result of these measurements is shown in Figure 3.4. Almost all 
the island bases have uniform average height of 0.97 nm. The height of the stripes was also uniform 
and was 0.66 nm above the base followed by the smaller stripes which were 0.66 nm above the 
larger stripes. The sequence of heights (0.99, 0.66 …. 0.66 nm) corresponds precisely to Bi(110) 
layers with heights of 3, 5 and 7 ML. This indicates that the bismuth islands on HOPG grow as paired 
layers on top of a 3 ML base. Note that the area of the island has no effect on the observed heights 
of paired layers which means that the islands grow outwards but not upwards. It has previously been 
shown that the stripes aggregate from the material which directly impinges on the top of island 
bases [16].  
 
Bi(110) paired layers have been reported previously on silicon [44] and quasicrystal surfaces (in 
quasicrystal surfaces the film resulted in metastable 2 ML and stable 4 and 8 ML thick films) [47]. 
Two explanations can be found in the literature for this phenomenon: one based on formation of BP 
like crystallographic structure [44] (see section 1.1.1) and the other on quantum size effects [47]. We 
report the formation of a dead wetting layer in the base of our Bi(110) island (see section 3.4) and 
thus in our case the bismuth islands have 2+1, 4+1 and 6+1 ML configuration where +1 stands for the 
dead wetting layer. This observation supports the ‘layer pairing’ theory proposed by Nagao et al 
[44]. We have also observed bilayer damped oscillations in the surface energy of the Bi(110) islands 
in the calculations performed by the team at UIUC ( see section 5.2.1) which explains the stability of 
paired layers in our Bi(110) islands.  
 
Figure 3.4: Height distribution of Bi islands deposited on HOPG and their dependence on area. 
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3.2.2 Atomic resolution images 
In Figure 3.5 (a) a typical Bi(110) island with 3, 5 and 7 ML stripes is shown. Atomic resolution 
images on bismuth islands are difficult to obtain as compared to other metallic surfaces because 
bismuth is soft and the tip often interacts with the islands. Atomic resolution was obtained on the 5 
ML stripe (recorded on the black square shown in Figure 3.5 (a)) at 50 K and is shown in Figure 3.5 
(b). The zig-zag chains of bismuth atoms are clearly visible in the         direction of the stripe. A 
schematic diagram of the zig-zag chains (see Figure 3.5 (b)) is superimposed on the experimental 
data to visualize the structure. The unit cell is also shown as a small black square superimposed on 
the schematic zig-zag chains in Figure 3.5 (b). Figure 3.5 (c) shows the corresponding FFT from the 
atomically resolved image in (b). The dimensions of the unit cell extracted from the FFT are 0.47 nm 
x 0.45 nm. FFTs extracted from 30 different atomically resolved images of 3, 5 and 7 ML islands 
reveal the dimensions of the unit cell as 0.48 ± 0.03 nm x 0.46 ± 0.02 nm1. The measured unit cell is 
similar to the bulk surface unit cell of Bi(110) shown in chapter 1 Figure 11 [30]. The zig-zag chains 
are in the        direction and are perpendicular to the       direction. The direction 
perpendicular to the zig-zag chains is labeled with     * direction (for details refer section 1.1). 
 
                                                          
1
See the table of the dimensions of the unit cell shown in Appendix 1 which accounts for the error 
bars. 
 
Figure 3.5: (a) STM image of an island showing 3,5 and 7 ML thicknesses (Vt = +1V, It  = 200 pA). The black 
square shows the region from which atomically resolved images were obtained. (b) Atomic resolution 
obtained on region contained in the black square shown in (a) (Vt = +0.2V, It  = 200 pA). (c) FFT showing the 
crystallographic directions in the bismuth island.  
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Atomically resolved images showing the zig-zag chains on bismuth islands are rare and are 
formed under very stable conditions with a very sharp tip. In STM experiments even if the user starts 
with a very sharp tip, it seldom stays that way because of interaction with the bismuth islands and 
hence the best atomic resolution images are obtained only at low temperatures where the islands 
are stable. The most common atomically resolved images on Bi(110)/HOPG show the side atoms 
(blue atoms in the superimposed schematic structure in Figure 3.5 (b))  very strongly shown in Figure 
3.6 (a).  The middle atom (green atoms in the superimposed schematic structure in Figure 3.5 (b))   is 
usually weak because it is slightly depressed than the rest (refer section 1.1 for description of atomic 
structure). The atomically resolved images depend strongly on bias voltage and the sharpness of the 
tip. Atomic resolution is usually obtained at energies close to the Fermi level i.e. ~-0.1V to +0.1V; 
however in rare cases the tip picks up an atom while scanning and becomes unusually sharp and can 
show atomically resolved images at higher bias voltages e.g. Vt = -0.850V in Figure 3.6 (b). The 
atomic rows are nor very sharply defined in such high voltage images as the tip is further away from 
the sample.  
 
The atomic resolution images are usually affected by thermal drift which hampers the accurate 
measurement of the unit cell. It is therefore important to perform real time drift compensation 
while scanning and also post experiment drift compensation. For more details on drift compensation 
refer to chapter 2 section 3 and [43]. Distortions from the ideal bulk value of the surface unit cell of 
Bi(110) has been reported in Bi/Si(111)[44] where the unit cell was measured as 0.46 nm x 0.49 nm 
and also on Bi/Au(111) [117] where the unit cell was 0.46 nm x 0.50 nm.  In contrast Bi islands on 
Ag(111) seem to grow in perfect agreement with the bulk structure [118]. The measured unit cell in 
our case is very close to the bulk surface unit cell. We speculate that the slight deviation observed in 
the experimental measurements of our Bi(110) unit cell from the bulk surface unit cell values could 
 
Figure 3.6: (a) Atomic resolution on a 5 ML thick island (Vt = +0.1V, It = 200 pA). (b) Atomic resolution on a 5 ML 
thick island (Vt = -0.850V, It = 900 pA) showing side atoms strongly. 
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originate from stress at the substrate-film interface [13]. The visualization of zig-zag chains in 
conjunction with the measured surface unit cell is consistent with the (110) orientation of our 
bismuth islands reported in [13, 14, 16]. 
 
3.2.3 Island modification by STM tip 
In order to check if we were dealing with the BP structure in our islands [44] we attempted to 
use the STM tip to disrupt the bismuth islands, chiefly by applying a voltage pulse. We expected that 
if the BP structure exists then we would be able to peel off some layers off the islands as there are 
strong covalent bonds within the paired layers and weak van der Waals bonds between them (see 
section 1.1). This experiment did not meet with success as we were not able to remove any paired 
layers, rather all the layers from the island were removed). In Figure 3.7 (a) the voltage pulse (pulse 
position shown by red arrows) resulted in removal of the entire portion of the island and a hole can 
be seen in the HOPG surface as well. In Figure 3.7 (b) the entire island was torn off by the voltage 
pulse. It is very interesting to see the 5 ML stripe (shown by blue arrow) which breaks into two 
roughly equal 5 ML stripes. In Figure 3.7 (c) the 3 ML base breaks independently of the 5 ML stripe as 
if there are no bonds between the base and the 5 ML stripe [30].  
 
The removal of all the layers instead of the topmost paired layer suggests that in our islands 
strong forces exist within the bases and between the base and the stripes. This observation is rather 
in contradiction with the paired layer BP model proposed by Nagao et al. Yaginuma et al. 
demonstrated that the interaction with the substrate is an important governing factor in formation 
of the BP-like phase. In their experiments strong interaction with the substrate prevented the 
formation of BP-like structure and retained the bulk like structure [46]. The present result might 
indicate that the interaction between the bismuth films and the HOPG substrate is stronger and 
 
Figure 3.7: Island modifications as a result of pulsing the STM tip. The red arrows represent the approximate 
site of impact of the STM tip. The blue arrow in (b) shows the splitting of the 5 ML stripe into roughly equal 
halves. 
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would not result in a BP structure. However, we know that this is not the case because we observe 
paired layers in our system and we also have evidence that there is a weak interaction between the 
film and the underlying HOPG via XPS results. However, it is still not clear why we are unable to 
remove paired layers via STM tip manipulation. Hence, there is evidence both for and against the BP-
like structure in our experiments. 
 
3.3 Scanning tunneling spectroscopy (STS) 
3.3.1 I(V) and dI/dV(V)curves 
In Figure 3.8 we show several I(V) curves and their corresponding differentiated dI/dV(V) curves. All 
the curves were recorded on a 5 ML thick island at 50 K. In Figure 3.8 (a) a spike can be seen in the 
I(V) curve near Fermi level. This spike is not present exactly at 0V but nearby in the negative bias 
voltage region. The stabilization bias (Vt) was +1V in this particular example and during the course of 
the voltage sweep the bias voltage changes from positive to negative and consequently the direction 
of the tunneling current also changes. We speculate that this sudden change of direction of 
tunneling current sometimes results in picking up or dropping off of a bismuth atom at the tip which 
results in formation of a spike. This speculation is supported by the fact that the spike is always 
formed only at the first negative data point on the I(V) curve (first positive data point when the 
stabilization bias voltage is Vt = -1V) (see Figure 3.8 (b)) and the shape of the spike is randomly 
upright or inverted. We categorize such curves as ‘defective curves’ and in our case these defective 
curves are quite common because bismuth is a very soft material. These spikes are also retained in 
the differentiated curves shown in Figure 3. (b) and (d). Defective I(V) curves such as the one shown 
in Figure 3.8 (e) are also common. These defective I(V) curves account for 5-10% of a STS dataset 
which are unusable. In MAS software [119] we remove those defected curves by using an algorithm 
which compares each I(V) curve to a user defined polynomial. If a satisfactory match is not achieved 
e.g. a curve with a spike, then the software rejects it. An extensive manual inspection of the rejected 
curves concluded that a polynomial of degree 11 works suitably to remove all defective curves. After 
performing a pre-screening of the curves and removal of defective curves any further analysis is 
commenced. An example of a good I(V) curve and its corresponding dI/dV curve is shown in Figure 
3.8 (g) and (h) respectively. One of the striking differences between the dI/dV(V) curves of the 
defective and good I(V) curves is that the intensity of the dI/dV curve for a good I(V) curve is always 
positive. 
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Figure 3.8: (a), (c) and (e) defective I(V) curves originating out of tip and system instability. (b), (d), (f) are 
corresponding dI/dV(V) curves which retain the defect and are not useful for analytical purpose. (g) is good 
raw I(V) curve and (h) is its corresponding dI/dV(V) curve. 
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Figure 3.9: (a) and (b) are raw good I(V) and corresponding dI/dV(V) curves respectively. I(V) curve in (a) was 
processed by a 5 point median filter and its result is shown in the I(V) curve in (c) and its corresponding 
dI/dV(V) curve in (d). (e) and (f) are a defective I(V) curve and dI/dV(V) curves respectively. I(V) curve in (e) 
was processed by a 5 point median filter and its result is shown in the I(V) curve in (g) and its corresponding 
dI/dV(V) curve in (h). See text for details. 
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3.3.2 The median filter 
After the removal of defective I(V) curves we turn to the good I(V) curves. The good curves are also 
somewhat affected by the equipment noise and/or tip sample interaction and therefore need to be 
pre-processed. The good I(V) curves are smoothened by a 5 point median filter. The median filter 
runs through each current value and replaces each entry with the median of the neighboring entries. 
This ‘window’, which slides, entry by entry, over the entire signal, in our case is 5 data points. In 
Figure 3.9 (a) and (b) we show a good I(V) curve and its corresponding dI/dV(V) curve. A 5 point 
median filter was applied on the I(V) curve and then the curve was differentiated. The result is 
shown in Figure 3.9 (c) and (d). The effect of the median filter is quite negligible to the eye on the 
I(V) curve shown in Figure 3.9 (c) but the corresponding dI/dV(V) curve is smoothened. The 
characteristic feature of the median filter is that it gets rid of high amplitude noises. The application 
of the median filter does not change the absolute position of the peaks.  
 
Figure 3.9 (e) & (f) shows a noisy defective curve and its corresponding differentiated curve 
respectively. Such kind of defective curves are usually filtered out during the initial screening 
process. However, we choose this curve to demonstrate the effectiveness of the median filter. A 5 
point median filter was applied to the I(V) curve shown in Figure 3.9 (e) and the resulting I(V) curve is 
shown in Figure 3.9 (g). It can be seen that the spike in the defective curve has been completely 
removed by the filter and it has smoothened down as well. The corresponding dI/dV(V) curve in 
Figure 3.9 (h) is also defect free and less noisy. The LDOS minimum is also pretty similar to the 
dI/dV(V) curve in (d).  
 
The noise in a defective curve is pushed towards the end of the curve by the median filter. 
Therefore it is desirable to remove 5 points from the end of the curve (corresponding to 5 point 
window in median filter) before using it for analytical purposes. The CITS data is affected by noise 
from the tip-sample interactions and equipment noise which results in defective curves [120]. Most 
of the defective curves are taken care of by the initial screening process and in this section we 
demonstrated that any other curves which manage to escape the screening process can be 
processed by a 5-point median filter to yield good quality data. This robust data analysis procedure 
comprising of initial screening for defective curves and application of a 5-point median filter has 
been used in all the CITS data shown in this thesis. Median filter has been traditionally used to 
process STM images [121, 122] but the use of median filter in CITS data processing has never been 
reported in literature and is a new technique developed by Dr Pawel Kowalczyk and is used in this 
work. 
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If we compare the dI/dV(V) curves shown in Figure 3.9 (d) and (h) we will see that the two curves are 
fairly similar but with some differences. The origin of these differences is unknown because they 
could be caused due to real variations in LDOS. The best way to resolve these differences is to 
average multiple curves from the same thickness of the island which would increase the signal to 
noise ratio [123-125]. It is also important to compare these averaged curves recorded over different 
islands with different tips which would allow a comparison between the LDOS peaks in the dI/dV(V) 
curves and their reproducibility. 
 
To verify the data analysis procedure above we extracted dI/dV(V) curves from four different 5 
ML thick islands (which were recorded at 50K at different times with different tips). These four 
dI/dV(V) curves are shown in Figure 3.10. Each dI/dV(V) curve shown in Figure 3.10 is produced by 
averaging 16 (black), 20 (red), 18 (green) and 20 (blue) individual dI/dV(V) curves from their 
respective islands. There is good agreement between the curves. The negative energies in the 
spectrum contain three distinct peaks at ~-0.46V, -0.9V and -1.3 V. The positive energies in the 
spectrum also shows peaks at ~+0.75V, +1.25V and +1.5V. This result shows that the CITS spectra 
recorded on 5 ML thick island is reproducible in different experiments. 
  
Now we turn to the finer details in the CITS spectra on the 5 ML thick island. In the black curve 
shown in Figure 3.10 we see that the LDOS peak at ~-0.5V is made up of two shoulders. It is 
important for us to verify whether this effect is caused by changes in the LDOS across the island or is 
just noise. The obvious way is to check all dI/dV(V) curves for a particular ‘shoulder’ and study its  
 
Figure 3.10: Comparison of averaged dI/dV(V) curves obtained from four different 5 ML thick islands at 
different times. 
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Figure 3.11: (a) STM topograph of the sample containing 5 and 7ML thick islands on HOPG. The black squares 
marked 1-5 are areas where spectral histograms were recorded. (b)-(f) Corresponding spectral 
histograms(red) recorded on black squared region shown in (a). The superimposed green colored histogram is 
the result of addition of all 5 ML histograms in (b)-(f). The counts for green histogram are not shown. 
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occurrence and energy position across the island. This approach is however impractical because a 
typical CITS data set contains 128 x 128 = 16,384 curves and going through each of them is time 
consuming. Hence we use histograms of the peak positions as described in the next section. 
 
3.3.3 Spectral histograms  
A ‘spectral histogram’ is a useful tool in cases where a huge amount of dI/dV(V) curves have to be 
analyzed. This tool in the MAS software [119] allows the user to select a defined region in an  STM 
image and the algorithm counts the occurrence of peaks and shoulders in all the dI/dV(V) curves 
associated with the area of interest. Histograms are acquired from various positions on the same 
thickness of the island and added together to yield a final histogram. In Figure 3.11 (a) we show a 
STM topograph of a 5 ML island with a 7 ML stripe formed on top. CITS was performed on the 5 ML 
region and spectral histograms were prepared for different regions of the 5 ML stripe. The black 
squares show the regions in the 5 ML thickness from where the histograms were recorded. The 
 
Figure 3.12: Spectral histogram on a 5ML thick island. The black curve is a dI/dV(V) curve which has produced 
by averaging 30 different dI/dV(V) curves on 5 ML thick island. 
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corresponding histograms are shown in Figure 3.11 (b)-(f). The green colored superimposed 
histogram is the result of adding all the histograms. Care was taken to avoid the edges of the island 
in those histograms as the edges show additional peaks in the LDOS which is discussed in section 4.2. 
On comparing the histograms it can be seen that all the peaks are faithfully reproduced from 
different regions of the island. The green histogram along with a representative dI/dV(V) curve is 
shown in Figure 3.12 (a). The dI/dV(V) curve shown in Figure 3.12 (a) is an average of 30 individual 
dI/dV(V) curves.  The peak at -0.5 V in the dI/dV(V) curve in Figure 3.12 (a) appears to be broad and 
is actually made up of two sub peaks/shoulders which have been clearly resolved in the spectral 
histogram. It is also to be noted that the features in the dI/dV(V) curves line up very nicely with the 
peaks in the histogram. This is because of the fact that the dI/dV(V) curve shown in Figure 3.12 (a) 
has been obtained by averaging 30 curves which increase the signal to noise ratio. To verify the 
reproducibility of the STS data spectral histograms were recorded on three additional 5 ML islands 
and are shown in Figure 3.12 (b)-(d). The dI/dV(V) curves in these histograms in made by averaging 
20, 25 and 30 curves respectively. The histogram peaks in Figure 3.12 (b)-(d) also line up well with 
their corresponding dI/dV(V) curves. However the histogram peak observed at -0.5V in Figure 3.12 
(a) is not observed in (b) and (c). It is faintly observed in Figure 3.12 (d). The positions of the LDOS 
peaks in the histograms correlate quite well with each other. The sum of all four histograms has 
been shown in Figure 3.12 (e) and it serves as the final histogram for 5 ML thickness. A good 
correlation is seen between the final histogram and the histograms obtained from different 5 ML 
islands shown in Figure 3.12 (a)-(d). 
 
After demonstrating the robustness of the analysis routine in Figure 3.12 the same procedure 
was applied to 3 ML and 7 ML thicknesses. The spectral histograms with the corresponding dI/dV(V) 
curves are shown in Figure 3.13. The dI/dV(V) spectra for 3 ML shown in Figure 3.13 (a) is dominated 
 
Figure 3.13: (a) Spectral histogram on 3 ML thick island compared with a 3ML dI/dV(V) curve (b) Spectral 
histogram on 7 ML thick island compared with a 7ML dI/dV(V) curve. 
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by three clear peaks at ~-0.25V, +0.5V and +0.8V. The negative side of the 3 ML spectra is 
characterized by two broader peaks in the range of ~-0.5V to -1V and ~-1.2V to -1.75V. The spectral 
histogram suggests that these broader peaks are formed due to shifts in energy of the LDOS peak. 
These energy shifts of peaks are discussed in section 3.5. The peaks at positive energies in 3 ML are 
much more distinct compared to the 5 ML spectrum with prominent peaks at ~+0.5V, +0.85V, +1.5V 
and +1.8V. 
 
The dI/dV(V) curve for 7 ML shows higher LDOS as compared to the 3 ML and 5 ML thick islands 
which is expected as the film grows thicker [63]. Multiple LDOS peaks are observed in the histogram 
at energies ~-1.5V, -1.2V, -0.75, -0.4V, +0.45V, +0.75V, +1V, +1.25V and +1.6V. The distribution of 
the LDOS peaks in the case of 7 ML is very interesting because the LDOS peaks in the negative 
energies are almost mirrored in the positive energies. A broad peak in the dI/dV(V) curve is seen at ~ 
-0.55V in Figure 3.13 (b) that is actually composed of two sub peaks/shoulders as seen via histogram. 
The broad peaks in the dI/dV(V) curves are sometimes composed of a single peak (e.g. -0.25V in 3 
ML) or two sub peaks (e.g. -0.4V and -0.75V in 7 ML) which are deciphered clearly only by spectral 
histograms. Spectral histogram is a powerful tool in CITS data analysis and we stress on the fact that 
the dI/dV(V) curve and the spectral histogram are complimentary tools in characterizing 
spectroscopic information. 
 
 
Figure 3.14: CITS spectra recorded on 5ML thick island in different bias voltage ranges. The spectra were 
collected from four different islands. 
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3.3.4 Influence of tip sample distance on LDOS 
The tip- sample distance is influenced by the setpoint bias voltage and set point tunneling 
current. The tip-sample distance in varying bias voltage is not a linear relation because it is governed 
by the LDOS of the sample at different bias voltages [94] i.e. the current does not increase linearly 
with the bias voltage but depends on the DOS at a particular energy. Keeping the bias voltage 
constant and changing the set point tunneling current is a better way of controlling the tip sample 
distance in a linear fashion. Nevertheless we have investigated both the options below. 
 
3.3.4.1 Varying set point bias voltage  
All the STS data shown so far were obtained in the range of ±2V with a stabilization voltage of 
Vt= +2V. To record CITS spectra in say ±1V region, the stabilization voltage has to be changed to 
Vt=+1V to avoid any rapid voltage jumps and instability. In consequence, the tip-sample distance also 
changes. For example, if a dI/dV(V) curve is recorded with a stabilization voltage of Vt = +1V and 
another with Vt=+2V (with the same set-point current) then the tip-sample distance will be smaller in 
former. Experiments were performed to record CITS spectra in ±2V range with a reduced tip sample 
distance i.e. by setting Vt= +1V, +0.5V etc. All such experiments failed because application of such 
high voltages with a reduced tip-sample distance often resulted in destruction of the soft bismuth 
island. Therefore CITS experiments were always performed with the Vt value set as the first 
parameter in CITS current ramp e.g. Vt = +0.5V for a bias voltage ramp between ±0.5V. 
 
 
Figure 3.15: (a) CITS spectra recorded on 3ML thick island in different bias voltage range (b) CITS spectra on 
7ML thick island with various bias voltage range (It = 1.5nA). All the curves have been recorded on different 
islands. 
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 In Figure 3.14 we show CITS data which was recorded on a 5 ML island with different voltage 
set points. Each dI/dV(V) curve represents CITS spectra with a different tip-sample distance. Each 
curve is an average of 10 individual dI/dV curves. The curves have been offset to aid visualization. It 
can be seen that the LDOS valley in all the cases have similar shape. Though one to one matching of 
the spectral features is not possible between all the datasets, it is possible to compare the red 
(±0.8V) curve, green (±1V) curve and the blue (±2V) curve. The LDOS valley near the Fermi level is 
well reproduced and there is a clear onset of a state near ~-0.5 in all three of them. The onset of the 
shoulder at ~+0.5V on the positive side of the spectrum is also quite well reproduced. Similar plots 
are shown in Figure 3.15 for 3 ML and 7 ML thicknesses. In Figure 3.15 (a) all the dI/dV(V) curves for 
3 ML taken at different bias voltage ranges show the appearance of two states at ~-0.25V and +0.5V 
rather sharply. In Figure 3.15 (b) the shape of the LDOS valley for 7 ML is maintained in all the CITS 
datasets and the states at ~-0.5V and the shoulder at ~+0.5V are faithfully reproduced. Such an 
analysis shows that the gross features in CITS curves recorded on different thicknesses are 
reproducible and reliable. 
 
3.3.4.2 Varying set point tunneling current 
In Figure 3.16 we show dI/dV(V) curves recorded on different 5 ML thick islands with a constant 
set point bias voltage (Vt = +1V). The tunneling current was changed from in the three experimental 
datasets to vary the tip sample distance. The tunneling current has been changed between 1.2 nA to 
1.4 nA only which is a small range. It is because higher tunneling current values resulted in 
destruction of the bismuth islands and lower current values suppresses LDOS features (which could 
 
 
 
 
Figure 3.16: CITS spectra recorded on a 5 ML thick island with a constant set point Vt=+1V with varying set 
point tunneling current. 
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be seen only with high currents) because of increased tip sample distance [91]. It can be seen that 
the dI/dV curves shown in Figure 3.16 are very similar. Each dI/dV curve shown in the figure is an 
average of 10 individual curves. The LDOS peaks in all the three curves are reproduced well and we 
do not see any prominent effect of the change in tip-sample distance on the sample LDOS. 
 
3.4 DFT calculations  
In Figure 3.17 we compare an experimental dI/dV(V) spectra obtained on a 5 ML thick island 
with the calculated DOS for a 4 ML and 5 ML thick free standing infinite slab. The calculations were 
performed by Guang Bian and X.Wang in the group of Prof. T.C.Chiang at University of Illinois, 
Urbana Champagne (UIUC), USA. Spin orbit coupling was included in the calculations using 
relativistic LDA approximation. The calculated DOS in Figure 3.17 was obtained by integrating over 
the entire Brillouin zone. Surprisingly, it can be seen that the experimental 5 ML LDOS curve matches 
quite well to the 4 ML calculated DOS curve e.g. the states on the negative side of the spectrum are 
reproduced quite well. The spectral positions of the peaks are not perfect but the position of LDOS 
peaks is quite similar. The positive side of the spectrum is not very distinct in the 5 ML experimental 
curve but the shoulder at ~ +0.5 to +0.75V is reproduced very well in the 4 ML calculated curve. On 
the other hand the 5 ML calculated curve bears no resemblance to the 5 ML experimental curve. 
Encouraged by this result we extended the analysis to the experimental dI/dV(V) spectra of 3 and 7 
ML thick islands. 
 
The comparison between the 3 ML experimental dI/dV(V) data, 2 ML calculated DOS and 3 ML 
curve is shown in Figure 3.18 (a). Once again the 3 ML experimental spectrum showed a good 
resemblance to the 2 ML calculated DOS curve. The states on both sides of the spectrum are very 
well reproduced in the 2 ML calculated curve. The alignment between peak positions is not perfect 
but the number and position of LDOS peaks is very similar. In Figure 3.18 (b) we compare the 7 ML 
experimental dI/dV(V) data with 6 ML calculated DOS and 7 ML calculated DOS. The 7 ML 
experimental spectrum is again similar to that of the 6 ML calculated DOS curve. There is a very good 
correlation between the states on the negative and positive side.  
 
We also performed comparisons of the experimental data with calculations performed on slabs 
with different surface relaxations, free standing slabs, H-termination on one side of the slab (to 
imitate substrate effect) and thicknesses from 1-10 ML (shown in Appendix 2). However, the best 
match of the experimental spectra of an n ML thick bismuth island was achieved with bulk DOS of an  
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 Figure 3.17: Experimental dI/dV(V) spectra obtained from a 5 ML thick island(black) is compared to 
calculated DOS from a 4 ML thick slab (red) and a 5 ML thick slab (green). 
 
 
 
 Figure 3.18: (a) Experimental dI/dV spectrum obtained on 3 ML thick island is compared to calculated DOS 
from 2 ML and 3 ML free standing bismuth slab. (b) Experimental dI/dV spectrum obtained on 7 ML thick 
island is compared to calculated DOS from 6 ML and 7 ML free standing bismuth slab.   
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(n-1) ML thick free standing slab of bismuth. These results indicate the presence of a 1 ML thick 
‘wetting layer’ under the bismuth island which does not contribute to the LDOS spectra. Formation 
of wetting layer in bismuth films is not unusual and has been reported previously in [44, 47, 53]. We 
have, however, never observed the ‘wetting layer’ in our STM experiments because it is formed only 
under the bismuth base islands.  
 
3.4.1 Band structure 
We now look at the band structures for different thicknesses of bismuth islands. In Figure 3.19 
(a) we show the band structure of a 2 ML thick bismuth film from which the calculated 2ML DOS 
spectrum (red) in (b) is obtained. Symmetry points in the Brillouin zone are indicated on the x-axis of 
Figure 3.19 (a) and energy on the y-axis. Because of the free standing nature of the bismuth films in 
the calculations, two surfaces are created (top and bottom surfaces of the film) which in ultra thin 
films couple together to nullify the effect of SOC (see chapter 1 for details). Therefore each band 
shown in the band structure in Figure 3.19 is doubly degenerate. This effect however decreases with 
increasing thickness of the film where the two surfaces of the film cannot interact anymore and the 
splitting of the bands into non degenerate bands should be observed in calculations [63]. Few bands 
are seen perpetuating at energies around the Fermi level with a Fermi level crossing at G-X1 line that 
result in an electron pocket. A band gap is also observed between G and X1. In these band structures 
the position of the Fermi level determines the nature of the film i.e. if it behaves as a weak metal or  
 
Figure 3.19: (a) Calculated band structure of a 2 ML thick free standing bismuth slab (b) Calculated 2 ML DOS 
curve. 
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Figure 3.20: (a) Calculated band structure of a 4 ML thick free standing bismuth slab (b) Calculated 4 ML DOS 
curve. 
 
 
 
Figure 3.21: : (a) Calculated band structure of a 4 ML thick free standing bismuth slab (b) Calculated 4 ML DOS 
curve. 
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semiconductor. For example if the Fermi level is shifted towards more positive energies an electron 
pocket is created which increases the electron density at Fermi level leading to metallic behavior 
[30]. If the Fermi level is shifted downwards then the band gap would result in a semi-conducting 
behavior. The position of the Fermi level in turn depends on the charge transfer or doping from the 
substrate which will be discussed in detail in section 5.2.4. There is also a very prominent density of 
bands which start ~+0.4eV and -0.3 eV and continues to higher positive and higher negative energies 
respectively. These bands are the ‘bulk bands’ that are usually situated away from the Fermi level 
and whose presence is largely felt throughout the bulk of the film.  
 
In Figure 3.20 (a) and (b) we show the band structure of a 4 ML thick free standing bismuth slab 
and the comparison between the calculated 4 ML DOS curve and the 5 ML experimental dI/dV(V) 
curve respectively. The most striking feature in the calculated band structure is that the number of 
bands has increased dramatically with a thicker bismuth slab. The bulk band continuum starts at ~ 
+0.4eV on the positive side of the spectrum and ~-0.3eV on the negative side. Once again, the region 
around the Fermi level is not congested and it can be seen that one of the bands crosses the Fermi 
level in G-X1 direction. The same band was seen touching the Fermi level in the 2 ML band diagram 
in Figure 3.19 (a). In Figure 3.21 (a) we show the band structure of a 6 ML thick free standing 
bismuth slab with its calculated DOS in (b). The band structure begins to become more complicated 
with increasing thickness. Only one band is seen crossing the Fermi level near gamma (G) point.  
 
The layer pairing effect in Bi(110) islands gives rise to electron confinement [63, 61] in the 
vertical direction i.e.       direction. This quantization is difficult to visualize in CITS data 
because the data shows density of states (DOS) associated with certain energy. Such vertical 
quantization has been previously reported in bismuth films [61] in which quantum well states (QWS) 
were observed via ARPES. ARPES has a substantial advantage over STM in viewing QWS because 
visualization along a particular crystallographic direction is possible (but only in negative energies or 
occupied states). ARPES on our samples are not possible because of the ultra thin nature of the film. 
However, since we have the calculated band structures, we can clearly see the quantization of bands 
in the      direction. For example the number of quantized bands increases at G and M point as 
a function of thickness [63]. If we look at the M point, only the negative energies (hypothetical 
ARPES), then we see that there are 2 quantized bands in 3 ML (2 ML + 1 ML wetting layer) thick 
bismuth island, followed by 4 bands in 5 ML (4 ML + 1 ML wetting layer) thick film and 6 in 7 ML (6 
ML+1 ML wetting layer) thick film.  
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3.5 Effect of stress/strain on bismuth islands 
While preparing spectral histograms we observed that some of the LDOS peaks show a 
distribution rather than a sharp peak (see Figure 3.13 (a)). This would mean that the maximum of 
the LDOS peaks shifts in energy as a function of location on the sample. To investigate this 
phenomenon further we extracted 5 individual dI/dV(V) curves from various positions on a 2+1 ML 
island in Figure 3.22. It can be seen that there are two very sharp peaks at ~-0.3V and +0.5 V which 
do not shift in energy much. However the peaks e.g. at ~-0.8 V, +1V, +1.2V seems to shift its position 
across different positions on the 2+1 ML island. If we look at the spectral histogram for 2+1 ML in 
Figure 3.13 (a) then we see that there is a distribution of peaks around ~-1V, -1.5V and +1.4V which 
is consistent with the 5 curves shown in Figure 3.22. To understand this further the team at UIUC 
performed calculations in which the unit cell was distorted slightly. The dimensions of the surface 
unit cell of bulk Bi(110) are A = 4.5332 Å and B = 4.7236 Å [29]. A slice of a 2 ML thick bismuth slab is 
shown in Figure 3.23 (wetting layer not shown). Letters A, B and C show inter atomic distances in the 
x, y and z directions. The distortion of the unit cell was performed in 4 ways- 
 
 
Figure 3.22: Five individual dI/dV(V) curves extracted from various positions in a single 3 ML thick island. 
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Figure 3.23: A slice of 2 ML thick bismuth slab (wetting layer not shown) showing various unit cell distortion processes 
(refer text for details). 
 
Figure 3.24: Band structure and its corresponding DOS resulting out of various distortions of the unit cell. The original 
band structure and DOS is shown in blue. Red color corresponds to altered band structure and DOS due to distorted unit 
cell (refer text for details). 
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(1) By shifting atom 1 along the vector A by 0.05Å. Vector B and C remained unchanged (black 
arrow in Figure 3.23). 
(2) By shifting atom 2 along the vector B by 0.05Å. Vector A and C remained unchanged 
(maroon arrow in Figure 3.23). 
(3) By expanding vector C by 15%. 
(4) By contracting vector C by 15%. 
 
The band structure and DOS resulting from these distortions in the unit cell is shown in Figure 3.24 
(a)-(d) respectively. In Figure 3.24 (a) it can be seen that by shifting atom 1 along vector A the LDOS 
peak at ~ -0.2V shifts slightly towards higher energies. By shifting atom 2 along the vector B shifts in 
LDOS peaks were noticed in Figure 3.24 (b) i.e. the peak at ~ -0.2V shifted to higher energies and the 
peak at ~ +1V shifted to lower energies. A small magnitude of band splitting leading to non 
degenerate bands is also seen in Figure 3.24 (a) and (b) as a consequence of distortions (1) and (2). 
The LDOS peaks also exhibit energy shifts in the case of expansion and contraction of vector C via 
distortions (3) and (4). This indicates that the presence of slight distortions in the unit cell can give 
rise to the shifts in energy positions of the LDOS peaks. Such kinds of distortions might be expected 
at the substrate-film interface in ultra thin bismuth films. The 3 ML base experiences the maximum 
stress/distortions in its unit cell owing to its position next to the substrate and as the film grows 
thicker the distortions slowly fade away. Again, it is emphasized that the nature of the wetting layer 
is not well understood [126]. 
 
3.6 Summary 
We have investigated ultra thin films of bismuth deposited on HOPG substrates via XPS, STM 
and STS. XPS measurements reveal the good quality and metallic nature of the films. An intensity 
analysis of the C 1s and Bi 4  peak allowed us to estimate the height of the islands bases to be 3ML. 
The main peaks in XPS spectra at 156.9 eV and 162.2 eV are attributed to the Bi 4  doublet. A weak 
shoulder located at 0.4 eV below the Fermi level was detected in all spectra and interpreted as a 
quantum well sub-band characteristic for ultra thin bismuth films. The XPS results also suggest the 
absence of bonds between HOPG and the bismuth film or a weakly physi-sorbed film. 
 
The height measurements via STM show that the islands grow in paired layers on top of a 3 ML 
base. These results indicate that the films grow with the (110) plane parallel to the substrate’s 
surface. Atomic resolution images were obtained via STM on the islands and the surface unit cell has 
been estimated to be 0.48 ± 0.03 nm x 0.46 ± 0.02 nm which is reasonably similar to the bulk Bi(110) 
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surface unit cell. We were not able to remove individual paired layers by pulsing the STM tip or by 
tip-sample interactions which indicate some kind of bond formation between the paired layers [79]. 
 
We demonstrated that a pre-screening procedure with an application of a 5-point median filter 
is a robust routine to remove noise from the STS data. The spectral histograms in conjunction with 
multiple averaged STS curves are a reproducible characteristic of Bi(110) islands. The LDOS peaks 
observed in the STS curves are not affected by changing the tip-sample distance i.e. no energy shifts 
are observed as a function of tip-sample distance. Comparison of the experimental STS data with 
DFT calculations shows that the LDOS of an ‘n’ ML thick bismuth island is similar to an ‘n-1’ ML thick 
bismuth slab. This implies the presence of a ‘dead’ wetting layer. This wetting layer is not present 
anywhere else on the HOPG substrate except underneath the bismuth islands. XPS, STS and DFT 
calculations reveal the free standing nature of the Bi(110) films on HOPG that results in formation of 
two symmetrical surfaces (top and bottom). The two surfaces interact and couple to each other 
rendering all the electronic bands doubly degenerate in the 3, 5 and 7 ML islands.  
 
In our spectral histograms we observe that the maximum of some LDOS peaks shift in energy as 
a function of location in the sample. Calculations show that introduction of slight stress/strain in the 
film can result in such energy shifts.  
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4. Bright Beaches 
In chapter 3 we discussed CITS measurements on Bi(110) islands and extraction of dI/dV(V) 
from Bi(110) islands. In this chapter we concentrate on spectroscopic measurements on the edges of 
the bismuth islands and stripes. Differential conductivity maps acquired via CITS reveal a localized 
high density of states at the edges of Bi(110) islands and stripes at energies near the Fermi level. This 
high LDOS is also visible in STM constant current topographs at low bias voltages where it appears as 
raised edges on the islands. The high LDOS at the edges is observed both at room temperature and 
at 50 K. We refer to these high LDOS features at the edges of Bi(110) islands as ‘bright beaches (BB)’ 
as they appear as a bright feature in the dI/dV maps and resemble ‘a beach on a coastline’. The term 
‘bright beach’ was first used in [127] where it was used to show high LDOS at the edges of Potassium 
islands on HOPG. 
 
With this background a plausible explanation for the origin of the bright beach on the edges of 
Bi(110) islands and stripes is sought. Similar phenomena have been observed by STM and STS on thin 
films/bulk crystals of bismuth and other metallic/alloy films in the literature. Pertinent effects are 
reviewed below. 
 
4.1 Literature review 
4.1.1 Edge reconstructions 
Termination of a bulk structure results in formation of a surface which possesses dangling 
bonds. The presence of dangling bonds raises the energy of the structure therefore the system tries 
to minimize it by introducing surface reconstructions e.g. the formation of the well known 7 x 7 
reconstructed surface of Si(111) [128]. Edge reconstructions are similar to surface reconstructions 
but they occur when a 2D sheet of atoms terminates resulting in formation of stripes or ribbon like 
structures. Edge reconstructions significantly affect the electronic and magnetic properties of a 1D 
stripe or nanoribbon. The reconstruction is usually associated with charge redistribution leading to 
formation of localized edge states. These states have been observed for example in nanoribbons of  
TiO2 [129], BN [130], SiC [131] and graphene with a zigzag edge [132]. The localized state observed 
on the zig zag edge of highly oriented pyrolytic graphite (HOPG) is shown in Figure 4.1 (the edge 
states appear as bright spots in the image indicating areas of high LDOS). The energy bands 
corresponding to such localized states are usually flat and thereby give a sharp peak in the DOS. 
These localized edge states are usually found at energies close to the Fermi level and they play an 
important role in determining the DOS at the Fermi level [133]. These edge states can be influenced 
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by transverse electric fields [134] or edge modifications to give rise to semiconductor-half metal 
transitions in some materials  e.g. graphene [135]. 
 
Edge reconstructions significantly affect the properties of armchair and zigzag nanoribbons of 1 
ML thick Bi(111). The armchair bismuth nanoribbon is an indirect semiconductor and the zigzag 
nanoribbon exhibits a metal-semiconductor transition as a function of width of the nanoribbon 
[136]. The charge densities of the valance band maxima (VBM) and conduction band minima (CBM) 
in those nanoribbons are mostly distributed around the edge and sub edge atoms and decay 
exponentially on approaching the interior. Thus in an STM scan at bias voltages corresponding to the 
energy of the localized edge state, the edges of the nanoribbon appear taller because of enhanced 
tunneling as compared to the interior of the nanoribbon.  
 
In an STM study by Yin et al enhanced tunneling at the edges of Potassium (K) islands on HOPG 
was observed [127]. This high LDOS at the edge was termed ‘bright beaches’. The edge 
reconstruction of Potassium islands on HOPG shrinks the K-K bond lengths and drags them towards 
the graphite surface [127]. Bader charge analysis reveals that as a consequence of the edge 
reconstruction the interior of the island is positively charged by 0.2 eV/atom and the edges are 
positively charged as much as 0.6 eV/atom (a K19 cluster and a K24 stripe is shown in Figure 4.2 (c) 
and (d) respectively). As the STM scans these islands, a bright feature or ‘bright beach’ is observed 
on the edges [127] only at high negative bias voltages. The strong negative bias voltage (or a positive 
tip) attracts electrons back to a K island located beneath the tip. Since the edges of the islands are 
net positively charged a field induced preferential accumulation of the restored electrons occurs at 
 
Figure 4.1: An atomically resolved UHV-STM image (9 x 9 nm
2
) of hydrogenated step edge of HOPG. Bright 
spots are observed on the top part of the image which are localized edge states formed on the zig-zag edge of 
HOPG. Image reproduced from [132]. 
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the edges. It should also be noted that in the presence of the field the total electronic charge on the 
K islands is distributed approximately evenly, but the wavefunctions of the ‘beach’ electrons decay 
more slowly into vacuum because of a lower coordination number at the island’s edges; this gives 
rise to an increased tunneling rate and thus the larger apparent height at the edges of the island (see 
Figure 4.2 (a) and (b)).  
 
4.1.2 Quantum interference 
Crystal imperfections such as a step edge and defects are always present on a surface and act 
as scattering centers for electron waves [137].  When an electron wave hits a step edge (defect) it is 
reflected back where it interferes constructively with the incoming wave and forms a ‘standing 
wave’. One of the remarkable feats achieved by an STM is the possibility to image the standing 
waves associated with the interference of quasi-free electronic wavefunctions. This was achieved for 
the first time on a copper surface, for electrons confined in a circular resonator created with iron ad 
atoms, a structure well known as the ‘quantum corral’ [138-141]. The standing waves arising in the 
presence of surface inhomogeneities are also called as ‘Friedel oscillations’ [142], where the term 
Friedel oscillations was first used to describe the asymptotic dependence of the perturbed density of 
states of a free electron gas in the presence of a disorder. The Friedel oscillations are characterized 
by Δn~(cos 2kFx) [142], where Δn is the charge density deviation, kF is the Fermi wave vector and x is 
the distance from the perturbing impurity, and is governed by the kF of the surface state that has 
been perturbed. Such a periodic modulation decays away as a function of distance from the step 
 
Figure 4.2: (a) Constant current STM image of K islands on graphite (U = -2.0V, I = 40pA, Coverage = 0.86ML) 
(b) Everything same as (a), only the bias voltage was changed to -4V. (c) and (d) K19 cluster and K24 stripe 
respectively with corresponding Bader charges in the interior and the edge. Image reproduced from [127]. 
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edge [137, 143]. STM offers the possibility to study the standing waves in the LDOS which are in fact 
energy resolved Friedel oscillations for 2D and 1D electron gases. The local density of surface states 
was first observed via an STM by Hasegawa and Avouris [137] on confined Shockley states of 
Au(111) (see Figure 4.3) surfaces at room temperature and by Crommie et al on Cu(111) at 4 K.  
 
The standing waves have been imaged not only at the Fermi level but also at different 
energies. This requires spatial mapping of dI/dV at different applied voltages V, which allows one to 
focus on individual values of the energy specified at V, and avoids integration over all the 
wavelengths corresponding to the energies between the considered energy level and Fermi level  
 
Figure 4.4: (a) STM topograph image of submonolayer deposit of Ni on Cu (111). (b-f) closed conductance 
images of (a) taken at increasing bias voltage: -200mV (b), +200mV (c), +300mV (d), +450mV (e) and +620mV 
(f). Image reproduced from [54]. 
 
 
Figure 4.3: (a) STM image of Au(111) surface with a step (b) LDOS image from tunneling spectra calculated at 
+0.15V obtained over the same area as (a). Image reproduced from [137] 
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[144]. This technique has been used to study standing waves in artificial quantum mechanically 
confined nanostructures. Quantum confinement is realized when the dimensions of the 
nanostructures are of the same magnitude as the wavelength of the trapped wavefunction [54, 145]. 
dI/dV maps on such nanostructures exhibit standing wave like patterns corresponding to eigenstates 
of an electron trapped in a two dimensional box. These waves can be confined within ‘resonators’ or 
well defined portions of the sample delimited with step edges or artificially created boundaries 
[146]. Quantum confinement of surface state electrons have been observed in surfaces of naturally 
occurring stepped terraces of Cu, Au, Ag [147] and artificially made nanostructures [145, 146, 148, 
149]. An example of quantum confinement effect in Ni islands on Cu (111) [54] is shown in Figure 
4.4. The α island shown in the figure is composed of two Ni(111) layers while the β island is 
composed of a Ni rich plane inserted in a Cu (111) crystal in a sub surface position [150]. The 
frequency of the standing wave inside the resonator increases with increasing energy (as seen in 
Figure 4.4 (b-f)). 
 
4.1.3 Smoluchowski smoothening 
In 1994 Avouris et al [151] observed a 1D state along the step edges of Au(111) via STS maps at 
room temperature (see Figure 4.5). They observed that the surface state spectrum of Au(111) was 
 
Figure 4.5: dI/dV line scans for individual bias voltages obtained on Au (111). The voltage varies from -0.47 V 
(bottom) to +0.39V (top). The dotted line is a constant current STM line scan and the step edge peals are 
marked by S. Image reproduced from [151] 
 
81 
 
not observed when the tip was over a step and that the step edge peaks (labeled S in Figure 4.5) 
were observed at energies below the onset of the surface state. While these peaks were observed in 
the vicinity of the step, they were observed to change their position as the sign of the applied bias 
changed, i.e. as the energy is swept through the Fermi level. Specifically the peaks are centered near 
the bottom of the step when the sample bias is negative, so that occupied states are probed. The 
peaks moved 3-4 Å towards the top of the step when the bias is positive and unoccupied states are 
probed. These changes in the step edge peaks led to clues about the origin of the step edge peaks 
and were attributed to ‘Smoluchowski smoothening’. Smoluchowski [152] pointed out that for 
electron kinetic energy to be minimized at the step edges, there would be a ‘smoothening effect’, 
where the electron density will not follow the abrupt change in geometry but will flow from the 
upper part of the step edge to the lower part. As a result of this electron density smoothening there 
is a local increase in electron density at the bottom of the step and a corresponding decrease at the 
top. The observed movement of the step edge peak reflects these changes in the electron density. 
The charge rearrangement generates a step edge dipole with an orientation opposite to that of the 
surface electronic dipole. This effect is responsible for the lowering of workfunction at the step 
edges, leading to a reduced effective barrier and enhanced tunneling near the step edges, thus 
giving rise to step edge peaks.  
 
4.1.4 Image states  
Image states arise on metal surfaces due to a charge redistribution in response to an electron 
near the surface [153], in this case due to the STM tip. Bartels et al observed similar sharp linear 
protrusion in STM LDOS images on Cu(111) step edge (see Figure 4.6) at high positive bias voltages. 
 
Figure 4.6: (a) STM image of a Cu(111) surface (b) Line profile corresponding to red line in (a) at six different 
bias voltages showing tip height vs. distance perpendicular to the step on Cu(111) surface. Image reproduced 
from [154]. 
 
 
 
82 
 
The sharp protrusion at the edge was observed over a large range of positive bias voltages (~+1.5V 
to +4V).  This elongated feature on the step edge was explained as an image state whose energy was 
modified by the dipolar potential at the step [154]. This dipolar potential arises out of Smoluchowski 
smoothening at the step edge. These protrusions are significantly different from the well known 
surface state oscillations (section 4.1.2) as these protrusions associated with the image states are 
much larger and show up at high positive bias voltages indicating an alternative origin at higher 
energies. 
 
4.1.5 Topological edge states/ quantum spin hall (QSH) state 
In recent times a new class of material called ‘topological insulators’ have emerged in which the 
role of the magnetic field is assumed by spin orbit coupling (SOC) and the topological states (also 
referred to as quantum spin hall states, QSHs) are protected by time reversal symmetry [52, 59, 155-
162]. ‘Topology’ is a branch of mathematics which studies objects which are invariant under smooth 
deformations and as the name suggests topologically protected states or QSH states are robust 
under smooth deformation. The band structure near the Fermi level in these materials exhibits spin 
filtered surface bands (see Figure 4.7).  Back scattering between these states is strictly prohibited 
because a state with E (k, ↑) cannot interfere with another state at E (-k, ↓), where the arrows 
represent spin up and spin down directions respectively (see section 1.2).  
 
QSH states are similar to quantum hall states [163], however the major difference is that 
quantum spin hall states do not require a magnetic field for their existence nor they break any 
symmetries e.g. time reversal or parity [164]. For details on spin orbit coupling and time reversal 
symmetry please refer to section 1.2. Figure 4.8 shows a comparison of a quantum hall (QH) state 
with a quantum spin hall state. In the QH state (Figure 4.8 (a)) the electrons move along the edge 
 
Figure 4.7: Schematic diagram of the band structure of a topological insulator. The green lines represent 
surface states with opposite spins shown by arrows. Image reproduced from [59] 
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only in one direction, which is determined by the sign of the magnetic field applied perpendicular to 
the droplet. The integer n describes the number of propagating edge modes. In the case of a QSH 
state the spin up electron moves clockwise and spin down electron moves anti-clockwise giving rise 
to spin filtered transport in two directions (see Figure 4.8 (b)). With such spin filtered pathways 
these materials find an important role in spintronics and other fields.      
 
4.1.6 Edge state in bismuth and bismuth based materials 
As discussed in section 1.4, bismuth is a heavy metal which exhibits strong SOC and is a parent 
material for topological insulators [73, 58]. Very recently Bismuth (111) ultra thin films have been 
proposed to exhibit spin quantum Hall states (QSH) [41]. In spite of the predicted reduction of 
scattering on Bi(111) [159, 41], electron scattering was demonstrated at a local defect and the step 
edge on a thin Bi(111) film [72] (see Figure 4.9). The scattering around the defect results from 
superposition of three monochromatic waves which arise from spin conserving transitions between 
different spin-orbit split states in the highly anisotropic Fermi surface of Bi(111). The origin of the 
 
Figure 4.8: (a) Edge of an integer quantum hall state where the electrons are confined to a 2D droplet with a 
metallic edge. (b) Edge of a quantum spin hall state (topological insulator). Image reproduced from [60]. 
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periodic modulation or ‘standing wave’ at the step edge which results in an intense maximum at the 
step edge has not been discussed by the authors.  
 
STM studies of the local LDOS of a surface state near a step edge of the strong topological 
insulator Bi2Te3 were performed by Alpichsev et al [73, 165]. The crystal structure of Bi2Te3 is shown 
in Figure 4.10 (a). They performed STS measurements at 9K on undoped crystals (see Figure 4.10 (d)) 
and to understand the various regimes in the LDOS curve they compared it to ARPES results.  In 
Figure 4.10 (b) six constant energy ARPES contours are shown. A Dirac point is seen at -335mV and 
the contour changes from a circle to a hexagon, and become warped at energies above ~-100mV. 
The inset in Figure 4.10 (c) shows the full dispersion of the surface state band in the two principle 
direction of the Brillouin zone, together with portions of bulk conduction band (BCB) and bulk 
valence band (BVB) in vicinity. The integrated DOS from ARPES is shown in Figure 4.10 (c) which 
matches quite well with the dI/dV(V) curve obtained via STS in Figure 4.10 (d). In both figures zero 
marks the Fermi level. EA corresponds to the bottom of the bulk conduction band and EB 
 
Figure 4.9: (a) STM topography of an area with a defect marked with dashed circle (Vt = -1mV, I = 110pA). (b) 
and (c) are the measured dI/dV map and numerical simulation performed for the same defect respectively. (d) 
Line profiles of the topography and the dI/dV signal across the defect and the step edge taken along the dotted 
line in (b). Image reproduced from [72]. 
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corresponds to the point where the surface state band becomes warped. The linearly dispersing 
Dirac band extends from its tip at ED to ~EB, while EC denotes the top of the bulk valence band. 
 
In Figure 4.11 Alpichsev et al show a LDOS modulation across the step at various bias voltages. 
The blue dotted line represents raw data and the red curve shows a fit to a 1D oscillation [73]. 
Examination of the figure yields the following observations: (i) Friedel like oscillations that originate 
from the step are observed for all energies above Eb (~-100mV), the energy above which the surface 
state band warps; (ii) the period in this energy range increases with increasing bias voltage and (iii) 
the normal oscillations become strongly attenuated below Eb. The oscillations observed at higher 
energies are related to a spin conserving nesting vector in the hexagram band (see Figure 4.10 (b)).  
 
Figure 4.10: (a) Crystal structure showing three quintuple units of Bi2Te3. (b) ARPES measured constant energy 
contours of the surface state band. Strength of DOS grows from blue to dark red. (c) Integrated DOS from 
ARPES (refer text for details) (d) Typical STS spectrum of a 0.27 % Sn doped Bi2Te3. Image reproduced from 
[73]. 
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Figure 4.11: Averaged LDOS as a function of distance from the step for 8 energies. Red lines are fits to data (see 
text). (a)- (e) correspond to energies above EB showing pronounced oscillations. (f)- (h) correspond to energies 
within the surface state band. Image reproduced from [73]. 
 
Figure 4.12: (a) LDOS spectra as a function of energy away from the step. (b) at the position of the maximum of 
the peak. (c) the ratio between the peak height and the asymptotic LDOS. (d) the extracted coherent part of 
LDOS. Image reproduced from [165]. 
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Their data also revealed the presence of a one dimensional bound state that runs parallel to the step 
edge and is bound to it at some characteristic distance. This bound state was observed in the bulk  
band gap region where the Friedel oscillations are suppressed (see black arrow in Figure 4.11 (f)) and 
also at higher energies where it becomes entangled with the oscillations of the warped surface band 
[165]. 
 
In Figure 4.12 Alpichsev et al show two dI/dV(V) curves (a) extracted away from the edge and 
(b) on the bound peak near step edge. It can be clearly seen that between ~-220mV to -100 mV the 
bound peak curve shows higher intensity of LDOS than the curve recorded away from the edge that 
shows up as the bound peak at the edge in the line profiles shown in Figure 4.11. The theory behind 
the formation of the bound state has not been published by the authors yet.  
 
The presence of a topologically protected edge state on Bi(111) was shown experimentally by 
Yang et al  [78] via STM, STS and ARPES. Figure 4.13 (a) shows an STM image of a Bi(111) bilayer on 
top of a Bi2Te3 substrate and in Figure 4.13 (b) the corresponding CITS dI/dV map is shown which 
shows the presence of the edge state on Bi(111) bilayer step edge. The edge state is seen as a bright 
one dimensional stripe across the edge. Line profiles at different energies corresponding to the blue 
line in Figure 4.13 (a) are shown in Figure 4.13 (c) where the position of the edge state is marked by 
a red dot. They were also able to directly observe and resolve the one dimensional edge states of 
single bilayer Bi(111) islands on Bi(111) covered-Bi2Te3 substrates (see Figure 4.13 (d) and (e)). The 
 
Figure 4.13: (a) STM image of a step edge of Bi(111) 1 BL on Bi2Te3 substrate (Vt = 0.75V, It = 245pA). (b) STS map 
at +283mV corresponding to (a). (c) Line profiles of STS dI/dV maps along with STM line profile along the blue 
arrowed line shown in (a). (d) STM image of a step edge between Bi(111) 2 bilayer and Bi(111) 1 bilayer (Vt = 1V, 
It = 300pA). (e) STS map at +338mV corresponding to (d). (f) Profiles of STS maps together with a STM line scan 
taken along the arrowed blue line in (d). Image reproduced from [78] 
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edge states were localized in the vicinity of step edges having a ~2 nm wide spatial distribution in 
real space (as seen in the line profiles in Figure 4.13 (f)). The blue dots in Figure 4.13 (f) indicate the 
surface state oscillations which change their position as a function of bias voltage. 
 
Figure 4.14 (a) and (b) show ARPES results on 1 BL and 2 BL of Bi(111) on Bi2Te3. The 
superimposed green lines are calculated DFT bands.  Figure 4.14 (c) and (d) show the dI/dV curves of 
the inner area (marked by red rectangle in inset) and the edge area (marked by blue rectangle in 
inset) in the islands of 1 BL/Bi2Te3 and 1BL on Bi/Bi2Te3. The Dirac points in the ARPES results are 
lined up against their corresponding dI/dV curves by the vertical blue dotted line. The Dirac points 
are marked by red arrows and they correspond to the dips in the dI/dV curves due to its zero density 
of states. The energy positions of the edge states relative to the band gap are shown by the window 
between the two vertical orange dashed lines. In the window the intensity of blue dI/dV curve is 
noticeably higher than the red curve. It is reasonable to expect that the STS attains higher contrast 
when the tip scans over the edge states within the energy window of the band gap, where the 
surface electronic states are absent and the edge electronic states are highly localized within. Based 
on the ARPES data, the line profiles in Figure 4.13 can be explained, e.g. in Figure 4.13 (f) the edge 
states (red dots) are seen in the energies corresponding to the band gap and the blue dots 
correspond to quantum interference of scattered electrons. The interference peak changes its 
position as a function of bias voltage. 
 
 
Figure 4.14: (a) and (b) ARPES spectrum for 1 BL and 2 BL Bi(111) on 40 quintuple Bi2Te3 together with 
calculated DFT bands (green). (c) and (d) STS of the step edge (blue) and the inner terrace (red) of 1 BL/Bi2Te3 
and 1BL/ Bi-Bi2Te3. The ARPES and STS data are aligned by the ‘Dirac point’ as indicated by the vertical blue 
dashed line. The orange dashed lines mark the band gap of topmost Bi BL. Image reproduced from [78]. 
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It is intriguing to see that a variety of underlying mechanisms can result in a ‘bright beach’ at a 
step edge. The bright beaches observed on our Bi(110) islands are very similar to many of the cases 
described in the literature review. In the following sections we will focus on STS measurements and 
various characteristics of the BB at the edges of our islands and stripes which would allow us to 
understand the origin of the bright beaches in Bi(110) islands. 
 
4.2 Results 
4.2.1 CITS on the 7 ML edge 
In Figure 4.15 (a) we show an STM topograph of a 7 ML stripe which is formed on top of a 5 ML 
island with its corresponding dI/dV maps in Figure 4.15 (b)-(h). The dI/dV maps have been shown in 
greyscale in which the brighter regions correspond to higher LDOS at that bias voltage/energy. CITS 
was performed at 50 K and in the ±1V voltage range. Only selected dI/dV maps have been shown to 
highlight important features. The first noticeable thing in Figure 4.15 is that the contrast in the dI/dV 
maps changes as the bias voltage is changed. This is an indication of the evolution of the LDOS as a 
function of bias voltage. A prominent bright feature is seen on the edge of the 7 ML stripes (shown 
by white arrows in Figure 4.15 (d)). This bright feature starts forming on the edges of the 7 ML at 
~+200mV, is seen very sharply at ~+100mV and disappears at ~-200mV. The bright feature is highly 
localized at the edge i.e. it does not change its position as a function of bias voltage and appears to 
have a finite width of ~2 nm around the whole perimeter of the island. The LDOS in the interior of 
 
Figure 4.15: (a) STM image of a 5 ML thick island with two 7 ML stripes (Vt = +1V, It = 300pA). The black line on 
7 ML stripe is a line profile. (b)- (h) dI/dV maps acquired via CITS on (a). White arrows in (d) show a prominent 
bright feature on the edges of 7 ML stripe. The CITS dI/dV maps are color coded e.g. brighter areas 
correspond to high LDOS and vice versa. 
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the 7 ML stripe shows an evolution from bright (high at ~+300mV) to dark (low at ~-30mV) as a 
function of bias voltage. This simply reflects the electronic band structure of the thin film (see 
calculations in section 3.4). The LDOS in the interior of the 5 ML island also can be seen evolving as a 
function of bias voltage i.e. it is dark at ~+300mV and then gradually becomes brighter at higher 
negative bias voltages.  
   
To examine the bright feature on the edge of the 7 ML stripe a line profile was drawn on the 
STM image (see black line in Figure 4.15 (a)) and compared with corresponding line profiles drawn 
on dI/dV maps at various bias voltages in Figure 4.16. The black line profile in Figure 4.16 is the 
topograph and the coloured lines are dI/dV data. Each line profile is an average of 20 adjacent line 
profiles. The vertical dotted line shows the region of curvature on the 7 ML edge. This curved region 
appears prominent in 7 ML stripes as they are very narrow. We will refer to this region of curvature 
as the ‘7 ML edge’ and the rest of the region in the 7 ML stripe as ‘7 ML interior’. In the line profiles 
the 7 ML interior shows slightly higher LDOS compared to the 7 ML edge at +400mV and a 
considerably high LDOS intensity compared to 5 ML at the same bias voltage. The LDOS intensity in 
 
Figure 4.16: Profiles of STS maps (colored) along with a line profile on STM topograph (black) taken from the 
line profile shown in Figure 4.15 (a). The dotted vertical lines indicate the region of curvature at the edge.  
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the 7 ML interior gradually decreases as the bias voltage approaches the Fermi level. It is 
comparable to 5 ML LDOS at ~+100mV and then decreases more to dip below the 5 ML LDOS at ~-
200mV.  
 
The 7 ML edge appears to evolve into two LDOS peaks (one at each 7 ML edge) which appears 
at ~+200mV and disappears at ~-200mV. This peak is very clearly observed in the region of curvature 
which we refer to as the ‘7 ML edge’ and is responsible for the observation of the bright feature in 
the dI/dV maps at the edges of the 7 ML stripe. The LDOS peak at the 7 ML edge does not seem to 
exhibit additional modulations like a Friedel oscillation (section 4.1.2) or quantum confined state 
(section 4.1.2). It is therefore important to examine the dI/dV(V) curves from different regions to 
understand the origin of the LDOS peak on the 7 ML edge. Since a single CITS dataset contains 
thousands of curves, studying individual features can be time consuming. A LDOS intensity plot is a 
much simpler way of visualizing multiple curves in a single plot. The LDOS intensity plot is color 
coded with red and blue as high and low intensity extremes of the dI/dV(V) curves respectively. The 
y-axis in the LDOS plot shows the bias voltage and the x-axis corresponds to the position along the 
line profile in the STM topograph. 
 
In Figure 4.17 we compare the line profile taken on the STM topograph of the 7 ML stripe (a) to 
its corresponding LDOS intensity plot in (b). The LDOS intensity plot shown in Figure 4.17 (b) is made 
by averaging 20 adjacent dI/dV(V) curves. The central blue color in the LDOS intensity plot in Figure 
4.17 (b) shows the LDOS valley of the dI/dV(V) curves and it can be seen that the horizontal position 
of the blue region is different in 5 ML and 7 ML interior regions. A bright spot (high LDOS) is clearly 
visible in the LDOS intensity plot at ~Vt = +150mV at ~x = 4nm and x = 10.5nm (black circles in Figure 
4.17(b)). When compared to the line profile in Figure 4.17 (a) it can be seen that the states at 
+150mV are localized on the 7 ML edge. Some faint additional states at ~Vt= -150mV at the 7 ML 
edge are seen as well. These states are responsible for the ‘bright beach’ on the 7 ML edge in the 
dI/dV maps and we will refer to them as bright beach states (BBS) in the following text. 
 
To further investigate the 7ML bright beach three dI/dV(V) curves were extracted from the 
LDOS intensity plot for the 5 ML interior, 7 ML edge and 7 ML interior regions (see Figure 4.18). Each 
dI/dV(V) curve is an average of 20 individual dI/dV curves. In Figure 4.18 (a) the dI/dV(V) curve from 
the 5 ML interior (±1V) is compared to the 5 ML curve (±2V) from section 3.3.3 and it shows 
remarkable similarities. The LDOS valley in both the curves have the same shape and the LDOS peak 
at -0.5V is reproduced well in the 5 ML interior curve with two sub peaks. We established in section 
92 
 
3.3.3 that the 5ML -0.5V LDOS peak is actually composed of two sub peaks and these sub peaks are 
resolved quite well in the 5 ML interior curve recorded at ±1V. The tip sample distance is reduced in 
the 5 ML interior curve as compared to the ±2V voltage range because the stabilization voltage is set 
at Vt = +1V. This reduced tip sample distance facilitates better resolution on the dI/dV(V) curves [94]. 
Similarly in Figure 4.18 (b) the 7 ML interior curve (±1V) is compared to a 7 ML curve (±2V) from 
 
Figure 4.17: (a) A line profile on an STM topograph showing 7 ML stripe on a 5 ML island (b) an LDOS intensity 
plot showing corresponding states on the line profile. Two bright states are visible at ~ +150mV at x = 4nm 
and x = 10.5nm. These positions correspond to the 7 ML edge in the line profile shown in (a). 
 
Figure 4.18: (a) dI/dV curves extracted from 5 ML interior (black) compared to data for the 5 ML interior from 
section 3.3.3 (b) dI/dV(V) curves from 7 ML edge (blue) and 7 ML interior (green) compared to 7 ML interior 
curve from section 3.3.3. The blue arrows show the BBS on 7 ML edge. 
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Figure 4.19: Spectral histograms on (a) 5 ML (from section 3.3.3.). (b) 5 ML interior (c) 7 ML (from section 
3.3.3.) (d) 7 ML interior and (e) 7 ML edge. The blue arrows in (e) show the BBS on 7 ML edge. 
 
Figure 4.20: (a) STM image of a 5 ML thick island with a 7 ML stripe’s top edge (Vt = +1V, It = 200pA). (b)- (h) 
dI/dV maps acquired via CITS on (a). White arrows in (d) show prominent bright feature on the perimeter of 
the 7 ML stripe. The CITS dI/dV maps are color coded e.g. brighter areas correspond to high LDOS and vice 
versa. 
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section 3.3.3. The LDOS valley once again shows very good resemblance and the broad peaks at -
0.5V and +0.5V in the 7 ML (±2V) curve are resolved into sub peaks in the 7 ML interior curve (see 
Figure 3.13 (b)). The 7 ML edge dI/dV curve (blue) also resembles the LDOS valley of the 7 ML 
interior curve except it shows a very distinct LDOS peak at ~+150mV and a faint shoulder at ~-150mV  
(see blue arrows). This LDOS peak is seen as the bright spot in the LDOS intensity map at ~+150mV in 
Figure 4.17 (b) and corresponds to the BBS. The bright beach on the 7 ML edge is seen very clearly in 
the dI/dV maps in a bias range of ~+200mV to -100mV because the 7 ML and 5 ML interior dI/dV 
curves are featureless in this bias voltage range and the only striking feature are the 7 ML BBS. 
Notice that it is the interplay between the intensities of the dI/dV(V) curves of 5 and 7 ML islands 
that leads to the evolution in contrast in the dI/dV maps shown in Figure 4.15. 
 
The presence of the 7 ML BBS was also verified statistically by preparing spectral histograms on 
5 ML interior, 7 ML interior and 7 ML edge regions (see Figure 4.19). Since the data on 7 ML BBS was 
recorded in the ±1V range the histograms show LDOS peaks only in the ±1V bias voltage range. In 
Figure 4.19 the 5 ML interior (a) and 7 ML interior (d) histograms are compared to the ±2V range 5 
ML (a) and 7 ML (c) histograms from section 3.3.3 respectively. Like the dI/dV(V) curves the LDOS 
peaks in the ±2V histograms are reproduced well in the 5 ML and 7 ML interior histograms with 
better resolution. For example In Figure 4.19 (a) the peak at ~+0.6V is seen to resolve into additional 
sub peaks in (b). One of the key observations from the histograms shown in Figure 4.19 is that the 
region around Fermi level is featureless in the 7 ML interior and the 5 ML interior. The 7 ML edge 
histogram appears very similar to the 7 ML interior histogram. Two peaks corresponding to 7 ML BBS 
appear at Vt ~ +150mV and Vt ~ -150mV in the 7 ML edge histogram. These histograms support the 
fact that the BBS are located only on the 7 ML edge along the stripe’s length.  
 
Having established that these BBS are associated with the 7 ML edge across its entire length 
(see Figure 4.15), it is important to know if these states are formed on the whole perimeter of the 7 
ML stripe e.g. the top end of the stripe (the        plane). 
 
4.2.2 The        edge of the 7 ML stripe 
In Figure 4.20 (a) we show an STM topograph of a sample area in which the end of a 7 ML stripe 
is visible. In Figure 4.20(b)-(h) CITS dI/dV maps of the same region are shown in which the arrows in 
Figure 4.20 (d) show the presence of the bright feature on the whole 7 ML stripe. The bright feature 
is seen clearly at the end of the 7 ML stripe as well, in the bias voltage range of ~+200mV to -100mV. 
Apart from the bright feature on 7 ML it is also noticeable in Figure 4.20 (d) that bright features are 
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formed on the 5 ML edge as well which will be discussed in the next section. Since the area on the 
top end of the stripe is very small, preparing a spectral histogram is not possible. However, a LDOS 
intensity plot can be made. A line profile corresponding to the black line in the STM topograph in 
Figure 4.20 (a) is shown in Figure 4.21 (a). Its corresponding LDOS intensity plot is shown in Figure 
4.21 (b). The LDOS intensity plot is formed by averaging 3 lines on the top end of the 7 ML stripe. It 
can be seen that BBS are also present at the top end of the stripe (at x = 8.2nm) at ~+150mV. The BB 
states extend over the whole width of the rounded edge i.e. between the vertical dotted lines. 
 
 It should be noted that the width of the BB states in the LDOS intensity plots are affected by 
the choice of threshold of the color palette. The color palette in the current example is adjusted in a 
way such that the maximum of the BB states can be seen sharply i.e. at ~+150mV. The central bluish 
region that corresponds to the LDOS valley from the dI/dV curves of 5 and 7 ML interior is in perfect 
agreement with Figure 4.17 (b) i.e. the horizontal position of bluish region of the 5 ML interior 
extends between ~±0.3V. The presence of these BBS across the whole perimeter of the 7 ML stripe is 
important as it suggests that the formation of these BBS are independent of the crystallographic 
plane that forms the edge or the end of the stripe. 
 
 
Figure 4.21: (a) A line profile corresponding to the black arrowed line in Figure 4.20. The profile is in the 
       direction of the 7 ML top edge (b) corresponding LDOS intensity plot.  
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4.2.3 Edge reconstruction on the 7 ML edge  
In Figure 4.22 we show an STM topograph of the edge of a 7 ML stripe. The image was taken at 
Vt = -0.85V at room temperature and has been filtered by Fourier transformation (see Appendix 3) to 
show individual atoms more clearly. A typical bulk Bi(110) surface unit cell is shown in the inset with 
dimensions of 4.75 Å x 4.54 Å [30] where the blue atoms are present on the sides of the unit cell and 
the red atom is in the middle. Both blue and red coloured atoms are bismuth atoms but the red 
coloured atoms are slightly depressed than the blue atoms (refer section 1.3 for unit cell 
description). The zig zag chains that form in the        direction can be seen clearly. A schematic 
diagram of the unit cell has been superimposed on the chain of atoms in the STM image of the 7 ML 
edge to visualize the structure. A careful inspection of the STM image reveals that the red atoms on 
the edge are slightly brighter than the red atoms in the interior of the island. This phenomenon can 
be observed more clearly in line profiles which were drawn on rows of atoms (rows 1 to 6 in Figure 
4.22).  
 
In Figure 4.23 we show latitudinal line profiles on rows 1, 3 and 5 (blue atoms) and row 2, 4 and 
6 (red atoms). In the line profiles drawn on row 1, 3 and 5 the first ‘blue atom’ at the edge is seen 
slightly lower than rest of the atoms (see blue arrow in Figure 4.23 (a)). In contrast, the first ‘red 
atom’ in row 2, 4 and 6 is much taller than other red atoms in the interior (see Figure 4.23 (b)). 
These observations suggest a distorted unit cell at the edge in which-  
(i) the position of the first ‘red atom’ at the edge is slightly higher than that of other red 
atoms in the interior of the stripe and 
(ii) the position of the first ‘blue atom’ on the edge is slightly lower than that of other blue 
atoms in the interior of the 7ML stripe. 
This indicates that the edge of the 7 ML bismuth stripe has undergone some form of reconstruction. 
Edge reconstruction in thin bismuth films, chiefly in stripes or narrow nano-ribbons is common and 
more details can be found in section 4.1.1 and 4.1.6.  
  
We were able to obtain atomic resolution on bismuth island edges extremely rarely because 
the islands are soft and the STM tip interacts strongly. The result shown in Figure 4.22 is special 
because while scanning the tip picked an atom and became very sharp and we happened to be able 
to obtain atomic resolution at Vt = -0.850V. 
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Figure 4.22: Atomically resolved image of a step edge on 7 ML stripe (Vt = -0.85V, It = 900pA). The inset shows 
the bulk Bi(110) surface unit cell. The unit cell is superimposed on the STM image to correlate atomic 
positions. 
 
 
Figure 4.23: STM line profiles of rows of atoms on 7 ML edge. Rows 1, 3 and 5 are line profiles drawn on the 
side atoms of the unit cell. The first atom at the edge in these rows appears to be slightly lower than the rest 
(shown by blue arrows). Rows 2, 4 and 6 are line profiles drawn on the middle atom in the unit cell. The first 
atom at x = 3nm in those line profiles appears to be taller than the other middle atoms (shown by red 
arrows). 
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4.2.4 CITS on the 5 ML edge 
4.2.4.1 5 ML-3 ML boundary 
In the previous section in Figure 4.20 (a) we showed an STM topograph of a 5 ML island which 
is formed on top of a 3 ML base. In Figure 4.20 (d) a bright beach is also visible on the 5 ML edge. 
This bright feature appears around ~+200mV and disappears at ~+8mV (at positive bias voltage as 
compared to negative in the 7 ML stripe). Line profiles were drawn on the 5 ML stripe as shown by 
the red line in Figure 4.20 (a) and are shown in Figure 4.24. The topmost black line is the STM 
topograph and the colored lines are corresponding dI/dV line profiles. CITS was performed at ±1V 
range but only selected bias voltages are shown in dI/dV maps and line profiles to highlight 
important features. There is a significant difference in LDOS intensity between the 5 ML and 3 ML 
interiors at +400mV (reflecting the band structure in section 3.4). This difference is smaller in the 
voltage range +200mV and -30mV and increases again at higher negative bias voltages. A BBS peak is 
seen at the edge in the voltage range ~+200mV to +8mV which accounts for the bright feature on 
the 5 ML edge in the dI/dV maps. Similar to the BBS peak in the 7 ML edges shown in section 4.2.1, 
the BBS peak in 5 ML island is also located on the region of curvature. 
 
Figure 4.24: Line profiles corresponding to the red line in Figure 4.20 (a). The black line is drawn on the STM 
topograph and the colored lines are corresponding dI/dV line profiles.  
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An LDOS intensity plot corresponding to the line profiles on 5 ML edge in Figure 4.25 (a) is 
shown in Figure 4.25 (b). In a very similar fashion to the 7 ML edge the 5 ML edge also reveals 
additional BBS around ~+150mV. The LDOS intensity plot is compared to the line profile drawn on 
STM topograph of the 5 ML edge and it is clearly evident that the BBS are formed exactly on the 5 
 
Figure 4.26: dI/dV curves extracted from 3 ML interior (black), 5 ML edge (red) and 5 ML interior (green). 
  
 
Figure 4.25: (a) A line profile corresponding to the red line in Figure 4.20. (b) Corresponding LDOS intensity plot. 
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ML edge. dI/dV(V) curves were extracted for comparison from the LDOS intensity plot and are 
shown in Figure 4.26.  
 
The comparison between the dI/dV(V) curves is not as neat as for the 7 ML stripe because the 
LDOS minimum of the 3 ML base is very narrow. The BBS in the 5 ML are seen very prominently 
around ~+150mV. At ~+150mV the valley in the LDOS minimum of the 5 and 3 ML interior show no 
features and consequently the bright beaches are the brightest feature in the dI/dV maps. The 5 ML 
edge curve is similar to the 5 ML interior curve, but the similarities between the 5 ML edge curve 
and 3 ML interior curve cannot be ignored i.e. the LDOS peaks in the 5 ML edge curve at -290mV, 
+385mV, +720mV match rather perfectly with the LDOS peaks in 3 ML interior curve. This indicates 
that the 5 ML edge curve could have contributions from both the 3 and 5 ML regions. We speculate 
that since the STM tip is large compared to the size of the bismuth islands, the sampling area (under 
the STM tip) at the edge could have contributions from states from neighboring thicknesses.   
 
4.2.4.2 5 ML-HOPG boundary 
5 ML islands are sometime formed on HOPG directly as shown in the STM topograph of 
Figure 4.27 (a). The image area also shows a 3 ML base adjacent to the 5 ML island. This region is 
quite interesting as the 5 ML island has a tapered portion (top right hand corner of Figure 4.27 (a)) 
and also a 7 ML stripe on top of it. Figure 4.27 (b)-(h) show dI/dV maps which were acquired via CITS 
(±0.8V range, 50K). The bright beach is seen very clearly on the edge of the 5 ML base at energies 
close to the Fermi level. A bright beach is also formed on the tapering portion of the 5 ML island (see 
arrows in Figure 4.27 (d)). The width of the bright feature is fairly uniform for the whole perimeter of 
the 5 ML island. The 7 ML stripe also shows a very prominent bright feature as expected from 
section 4.2.1. Interestingly, a bright feature is also present on the adjoining 3 ML base (see red arrow 
in Figure 4.27 (d)) and this will be dealt with in section 4.2.6. The 5 ML bright beach appears in the 
voltage range ~+300mV to -100mV. Defects are also shown by white arrow in the dI/dV maps in 
Figure 4.27 (e). The defects are not very clearly visible in the STM topograph but they are clearly 
seen in dI/dV maps with a bright beach around them and more interestingly their appearance and 
disappearance in the dI/dV maps coincides with the bright features on the 5 ML edge (see section 
4.2.5). 
 
LDOS intensity plots were drawn on the edge and the tapering portion of the 5 ML island and 
are shown in Figure 4.28 (a) and (b) respectively. The left hand side of the figure is a dI/dV map (Vt = 
+100mV) and the right hand side shows the corresponding LDOS intensity plot. The red line profiles  
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Figure 4.27: (a) STM image of a 5 ML thick island formed on HOPG with a 7 ML stripe on top (Vt = -0.8V, It = 
100pA). A 3 ML base is also present next to the 5 ML island (b)-(h) dI/dV maps acquired via CITS on (a). (d) 
White arrows show prominent bright feature on the perimeter of the 5 ML stripe. A red arrow shows bright 
feature on the 3 ML edge. The CITS dI/dV maps are color coded e.g. brighter areas correspond to high LDOS 
and vice versa. 
 
 
Figure 4.28: (a) and (b) are dI/dV maps taken at +150mV showing a region containing 3, 5 and 7 ML islands. 
The red lines show the position at which the corresponding LDOS plots were acquired. 
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in the dI/dV map show the position at which the LDOS intensity map was acquired. The LDOS 
intensity plots were prepared by averaging 20 and 9 adjacent lines for the edge and tapering portion 
respectively. It can be seen from the LDOS intensity maps in Figure 4.28 that the BBS on the 5 ML 
edge and the tapering portion of the 5 ML island are formed around ~+150mV. The presence of 
bright beaches on the tapered portion is important as it indicates that the formation of the bright 
beach is independent of the crystallographic plane at the edge and it could be related with the 
termination of chain of bismuth atoms at the edges. The width of the BB is also uniform for the 
whole perimeter of the island and it does not change over the tapered portion. Another interesting 
feature in the image is the presence of a narrow bright beach on the lower right hand corner of the 
image. This narrow BB is formed on a thin 5 ML stripe. The presence of two different widths of BB on 
a 5 ML island indicates that there could be an effect of the boundary at which the BB is formed or 
the width of the stripe on which it is formed. We discuss the widths of the BB in detail in section 
4.2.9. 
 
4.2.5 Defects on 5 ML island 
One of the striking features of the 5 ML island shown in Figure 4.27 is the presence of defects 
on the surface. These defects are visible very clearly in the dI/dV maps and their appearance and 
disappearance follow roughly the same pattern as that of the 5 ML bright beach. An STM topograph 
showing the defect in more detail is shown in Figure 4.29. The black square in Figure 4.29 (a) shows 
the area which was zoomed in to see the defect clearly in Figure 4.29 (b). Such defects are not 
unusual in STM images on the surface of bismuth islands and appear to be holes. We extracted an 
individual dI/dV(V) curve associated with the defect and it is shown in Figure 4.29 (c) along with a 5 
ML interior curve (red). The black curve is the dI/dV curve associated with the defect and it shows a 
tiny LDOS peak with a maxima around ~+115mV. The defect curve exhibits higher LDOS than that of 
the interior curve (that gives the bright appearance to the defects in dI/dV maps) in the bias voltage 
range of ~+300mV to -80mV (which is very similar to the 5 ML bright beach occurrence). Such 
defects and their associated states are often seen on 5 ML islands and 3 ML bases. Defects are very 
rarely observed on 7 ML stripes. The BBS observed on the defects differ slightly in energy from the 
BBS observed on the edges of the islands and stripes i.e. they form a dI/dV(V) maximum ~+115 mV 
and the BBS on the edges are formed at ~+150mV. The presence of BB on defects supports the 
suggestion that the BBS are formed on all edges where atoms have a reduced coordination number.  
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Figure 4.29: (a) STM topograph of a region containing 3, 5 and 7 ML islands (Vt = -0.8V, It = 100pA). The area in 
black square in (a) was magnified to shows a defect in (b). (c) dI/dV curves extracted from the defect in 5 ML 
(black) and 5 ML interior (red) are shown 
 
Figure 4.30: (a) STM image of a 3 ML thick island formed on HOPG (Vt = +0.5V, It = 300pA). The black line 
indicates a line profile. (b)- (h) dI/dV maps acquired via CITS on (a). (c) White arrows show prominent bright 
feature on the edge of the 3 ML island. (d) Arrows indicate Moiré pattern which is formed on the 3 ML island. 
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4.2.6 CITS on 3 ML edge  
In Figure 4.27 we showed that bright beaches are also formed at the edges of a 3 ML base. It is 
usually difficult to perform CITS or to find a bright feature on the 3 ML islands. Defects are also 
found more frequently on the 3 ML surface. However in a few experiments we were successful in 
obtaining CITS data on a 3 ML base and we show the STM topograph of that region in Figure 4.30 (a). 
Corresponding dI/dV maps are shown in Figure 4.30 (b)-(h). The bright feature is very weak but is 
formed on the 3 ML in the range of ~+150 mV to +6 mV. The BB are very clearly observed at ~+100 
mV (see arrows in Figure 4.30 (c)). A Moiré pattern (see section 5.7) on the 3 ML island is shown by 
white arrows in Figure 4.30 (d). The bright features turn into slightly darker edge at higher negative 
bias voltages. In Figure 4.31 (a) a line profile is drawn on the 3 ML base and we show its 
corresponding LDOS intensity plot in Figure 4.31 (b). Faint BBS states are seen at the 3 ML edge at x 
= 9nm at Vt = +150mV. 
 
 The BBS is seen most prominently on 7 ML followed by 5 ML. The BBS on 3 ML edge appears 
slightly faint. This is because of the fact that the LDOS valley of 3 ML is narrow as compared to 5 and 
 
Figure 4.31: (a) A line profile corresponding to the black line in Figure 4.30 (a).The line profile shows an edge of 
a 3 ML base. (b) LDOS intensity plot showing the BBS associated with the 3 ML edge (black circle). 
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7 ML and the LDOS valley of HOPG is not very featureless at energies around ~+150mV. Thus the BBS 
are not seen as clearly as they are in 5 and 7 ML islands and stripes. 
 
4.2.7 Relative LDOS intensity of the BBS 
So far we have examined the bright feature associated with the 3, 5 and 7 ML edges and have 
identified a LDOS peak (BBS) in the dI/dV(V) curve with it. Now we compare the individual LDOS 
intensities of the BBS found on 3, 5 and 7 ML thick islands. This kind of analysis is tricky because the 
LDOS intensity is influenced by tip conditions, set point voltage and tunneling current [94] hence 
straightforward one to one comparison between different CITS datasets in not possible. However if 
3, 5 and 7 ML thick islands are present in a single CITS dataset then a one to one comparison of the 
LDOS intensity at the edge is possible. In Figure 4.32 (a) we show an STM topograph of a region 
which contains 3, 5 and 7 ML thick islands on which CITS was performed in ±0.8V range at 50 K. The 
line profile corresponding to the line profile in Figure 4.32 (a) is shown in (b) as the black line. The 
same line profile was also drawn on its CITS dI/dV map acquired at +150 mV and is shown as the red 
line. The red line shows the LDOS intensity across the line profile and individual bright features are 
visible as peaks on the edges of the islands. It can be clearly seen that the LDOS intensity of the 7 ML 
bright beach is highest followed by 3 ML and 5 ML at +150 mV.  
 
4.2.8 BB in STM topographs 
In Figure 4.33 we show a montage of low bias voltage STM topographs on a region containing 3 
and 5 ML islands. The images are arranged in the sequence in which they were scanned i.e. (a) was 
scanned first followed by (b) and so on. Each image has a white arrow on the top right hand corner  
 
Figure 4.32: (a) STM topograph of a region showing 3, 5 and 7 ML thick islands (Vt = -0.8V, It = 100pA). (b) Line 
profiles corresponding to the black line in (a) drawn on STM topograph and dI/dV map (LDOS). The vertical 
dotted lines show the region of curvature of individual islands 
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Figure 4.33: (a)-(f) STM topographs showing 3 and 5 ML islands acquired at various bias voltages near Fermi 
level. Bright beach are seen in 5 ML island and stripes. The white arrow in top right hand corner of the image 
indicates the scan direction. The red arrows in the images show edge states on 5 ML edges and defects. The 
blue arrows show tip induced modification of a 5 ML stripe. (It = 200pA) 
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which shows the scan direction e.g. if the image shows an up (down) arrow it means that the image 
was acquired in ‘scan up’ (‘scan down’) mode. In Figure 4.33 (a) and (b) we show scan up and scan 
down STM topographs acquired at Vt = +50mV. The bright features are visible quite clearly on the 5 
ML edges and on defects on the surface as well (see red arrows in Figure 4.33 (b)). The blue arrow in 
Figure 4.33 (b) shows a 5 ML stripe which interacts with the STM tip during scan down.  In Figure 
4.33 (c) we see that the 5 ML stripe that interacted with the STM tip previously has merged into the 
main 5 ML island. While acquiring this image the Vt was changed to +10mV. During scan down in 
Figure 4.33 (d) it can be seen that the 5 ML stripe has merged almost completely with the main 5 ML 
island. It is, however, very interesting to note that in this island modification process the bright 
feature is still seen on the edge of the 5 ML stripe (show by blue arrow) and also formed around the 
hole/defect that it forms after it merges with the main island. The merging process is complete in 
Figure 4.33 (e) and (f). At Vt = +50mV the bright features are observed more clearly on the edges and 
the defects on the 5 ML stripe. No bright feature is seen on the 3 ML edge in this montage. A Moiré 
pattern however is observed in the 3 ML island’s interior in those low bias voltages (seen faintly in 
Figure 4.33 (d)). 
 
4.2.9 Width of the Bright beach 
It was noticed in all the BB images shown in the previous sections that the width of the BB on 
the perimeter of the islands and stripes is ~2-4 nm. This gives rise to the question whether the 
widths of individual thicknesses i.e. 3, 5 and 7 ML are similar? The estimation of the widths of the BB 
could give us vital clues about the origin of the BBS. For the same we measured the HWHM (half 
width at half maximum) of the BB peak and doubled it to yield the FWHM (full width at half 
maximum). 
 
The HWHM was measured from the line profiles at +150mV because the BB is seen very sharply 
and attains maximum height in the LDOS profiles at this energy. In Figure 4.34 (a) we show an 
example of HWHM measurement on the BB of a 5 ML island. The vertical dotted lines show the 
rounded edge in topography and the vertical red lines show the HWHM of the BB peak. The FWHM 
thus obtained gives us an approximation of the width of the BB peak. 
 
To see the effect of different types of edges and the effect of the widths of the islands on the 
widths of these BB we plotted the FWHM values as a function of island and stripe width in Figure 
4.34 (c). The BB is formed on 4 kinds of boundaries e.g. 3 ML-HOPG, 5 ML-3 ML, 5 ML-HOPG and 7 
ML-5 ML where 3 ML-HOPG indicates a 3 ML island formed on HOPG, 5ML-3ML indicates a 5 ML 
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island on top of 3 ML island and so on. The plot shows that the width of the BB in 5 ML-3 ML and 7 
ML-3ML are mostly ~2.5 nm wide with few exceptions. The BB in <10 nm wide 5 ML islands is slightly 
narrower (~1.5 nm). The BB peak in 3 ML-HOPG and 5 ML-HOPG boundary are ~4-5 nm wide. A 
comparison of BB on 5 ML-3 ML edge and 5 ML-HOPG edge is shown in Figure 4.34 (a) and (b). It can 
be seen clearly that the HWHM of the 5 ML-HOPG peak is slightly wider than that of the 5 ML-3 ML 
edge.  Such an observation could indicate that the BB is affected by the boundary at which it is 
formed. 
 
In Figure 4.27 (d) the width of the BB formed on a thin 5 ML stripe on the lower right hand corner of 
the image is significantly different than the BB formed on the 5ML-HOPG boundary which is an 
argument in favour of boundary condition affecting the width of the BB. However the precise 
dependence of the BB width on the boundary conditions is still inconclusive and further calculations 
are necessary to understand its effect.  
 
 
Figure 4.34: (a) dI/dV line profile at Vt = +150mV on a 5 ML-3 ML boundary (b) dI/dV line profile at Vt = +150mV 
on a 5 ML-HOPG boundary. The vertical dotted line indicates the region of curvature of the 5 ML edge. The 
vertical red lines show the HWHM of the BB peak. (c) Plot of FWHM of the BB vs. the width of the island. The 
FWHM values obtained at various boundaries are given distinguishing symbols. 
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4.2.10 BB on Grain Boundaries (GB) 
The GBs in Bi(110)/HOPG thin films were studied via STM (Dr Pawel Kowalczyk, Ojas 
Mahapatra) and high resolution TEM (HRTEM)(Dr Domagoj Belic) [166]. Dr Pawel Kowalczyk 
developed a model of tilt [110] grain boundary in bismuth (for details see [166]). In Figure 4.35 (a) 
we show an SEM image of 3 ML thick elongated rods grown near HOPG step edges [14]. A large 
number of such bent structures composed of at least two different grains can be seen in Figure 4.35 
(a). The most common angle between the grains is ~900 (labelled N1). Another frequently observed 
angle is ~1500 (labelled N3). The presence of such angles cannot be explained by the interaction of 
the grains with the substrate – if that was the case then one would expect angles which are 
multiples of 600, due to substrate symmetry [16] (such angles can be sometimes found - see the 
structure denoted 60 in (a)). In SEM the GBs cannot be studied because of limited resolution 
therefore we decided to use HR-TEM. One example of an HRTEM investigated island is shown in 
Figure 4.35 (b). It is characterized by a dihedral angle of ~930 and has a heart shape (another very 
similar island is indicated by a circle in Figure 4.35 (a)). The GB is located between the notch and the 
tip of the heart. For more details on dihedral angle and HR-TEM results refer [166]. We performed 
preliminary STS experiments on the GB which are discussed in the following section. 
 
4.2.10.1 GB on 5 ML 
In Figure 4.36 (a) we show an STM topograph of an island with two 5ML grains aligned at ~1500 
to each other. In Figure 4.36 (b)-(h) we show CITS dI/dV maps acquired at 50 K in ±1V bias voltage 
range. Only selected voltages are shown to highlight important features. The BBs are seen near 3 
and 5 ML island edges. A BB is also formed on the grain boundary (see arrow in Figure 4.36 (d)). The 
 
Figure 4.35: (a) SEM image showing different types of Bi junctions. The islands indicated using circle, oval and 
M show grain boundaries. N1, N3 correspond to 90
0
 and 150
0
 grain boundaries respectively. (b) TEM image 
showing a 90
0
 grain boundary. Image reproduced from [166]. 
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BB on the GB is first observed at ~+300mV and disappears at ~-200mV. The energy range at which a 
BB on GB is observed is slightly larger than the BB on the edges. A spectral histogram was recorded 
at the sample region shown by the black square in Figure 4.36 (a) and the result is shown in Figure 
4.36 (i). An LDOS maximum is seen at ~+130mV which is responsible for formation of the BB on the 
GB on 5 ML island (similar to BB on 5 ML edge). It is also interesting to note that in Figure 4.36 (g) 
and (h), the BB becomes dark. This is because the LDOS intensity of the BB curve is lower than the 
interior of the 5 ML island at higher negative bias voltages.  
 
4.2.10.2 GB on 7 ML  
In Figure 4.37 (a) we show a ~900 junction formed on a 7 ML island. CITS was performed on the 
region at 50 K in ±1V bias voltage range. CITS dI/dV maps are shown in Figure 4.37 (b)-(h) in which 
we show BB forming on the edges of the 7 ML island. Note that the STM tip was double during this 
experiment and the effect of the double tip is seen on the right edge of the vertical 7 ML stripe 
forming the 900 junction. This results in asymmetrical widths of BB on the edges of vertical 7 ML 
 
Figure 4.36: (a) STM topograph of a region showing a N3 GB on 5 ML island (Vt = +1V, It = 300pA). (b)- (h) dI/dV 
maps obtained via CITS on (a). The white arrow in (d) and (e) show the BB on the GB on 5 ML island.  (c) 
Spectral histogram recorded on the black square shown on 5 ML island in (a). Black arrow shows the LDOS 
peak associated with GB at ~ Vt = +150mV. 
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stripe. A BB is seen on the GB formed at the 900 junction but it is formed at negative bias voltages (~-
150mV to -300mV). A spectral histogram recorded on the black square in Figure 4.37 (a) is shown in 
Figure 4.37 (i). An LDOS maximum associated with the BB on 7 ML GB is seen at ~-140mV which is 
similar to the energy position of one of the BBS peak in Figure 4.19 (There are two histogram peaks 
which are seen for the 7 ML BB in Figure 4.19 that are positioned at ~+120mV and -130mV).  
 
4.2.10.3 GB on 3 ML 
In Figure 4.38 (a) we show an STM image of an island formed near a step edge. The sample 
region is quite messy with several grain boundaries in the 3 and 5 ML regions. The black square in (a) 
shows the area in which CITS was performed at 50 K in ±1 V bias voltage range. CITS dI/dV maps are 
shown in Figure 4.38 (b)-(h) which shows the formation of BB on the edges of 3 and 5 ML islands and 
a GB forming on the 3 ML island. The 5 ML stripe points towards the fast growth direction of the 
bismuth island and by studying its orientation with respect to the GB it can be deduced that the 
angle between the two grains is 1500. The GB appears between ~+200mV to +30mV (similar to the 
1500 GB in 5 ML stripe in section 4.2.10.1).  
 
Figure 4.37: (a) STM topograph of a region showing a N1 GB on 7 ML island (Vt = +0.5V, It = 200pA). (b)- (h) 
dI/dV maps obtained via CITS on (a). The white arrow in (g) and (h) show the BB on the GB on the 7 ML island.  
(c) Spectral histogram recorded on the black square shown on 7 ML island in (a). Black arrow shows the LDOS 
peak associated with GB at ~ Vt = -140mV. 
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The GB is also visible in low bias voltage STM images of 3 ML islands. In Figure 4.39 we show an 
atomically resolved STM image of a 3 ML island which is formed near a step edge. The image was 
recorded at room temperature and Vt = +150mV and the directions of the chain of atoms are shown 
by the black lines in Figure 4.39 and the angle formed between them is ~900. A Moiré pattern is seen 
on both of the grains indicated by blue arrows (see section 6.2.1 for details on Moiré patterns). The 
GB is seen as a central bright diagonal stripe formed at the intersection of the chains of atoms 
aligned at ~900 to each other. 
 
Figure 4.38: STM topograph of a region showing a N3 GB on 3 ML island (Vt = +1V, It = 200pA). (b)- (h) dI/dV 
maps obtained via CITS on the black square in (a). The white arrow in (d) shows the GB on the 3 ML island.   
 
Figure 4.39: STM topograph of a 3 ML island showing a N1 GB (Vt = +0.150V, It = 200pA). The GB is seen as a 
bright stripe running diagonally from top left to lower right corner of the image. The angle between the 
grains is shown by two black lines, Moiré pattern is shown by blue arrows. 
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 The BBs observed on GBs are very similar to the ones observed on the edges of the bismuth 
islands. They are observed both in CITS dI/dV maps and STM images. The BBs on GBs are also formed 
at energies around the Fermi level and are observed in the LDOS minimum of the dI/dV(V) curves 
associated with 3, 5 and 7 ML islands. They are observed at 50 K and room temperature. The 
formation of BBs on GBs supports our hypothesis that the BB are formed on abnormally terminated 
chain of atoms since a GB is also a kind of termination of atoms.   
 
4.3 Summary 
We observe a bright feature on the perimeter of 3, 5 and 7 ML islands and stripes in the dI/dV 
maps and STM images at energies close to the Fermi level. We refer to these bright feature as ‘bright 
beaches (BB)’ [127] as they resemble a ‘beach on the coastline’. In dI/dV maps the BB are formed in 
the voltage range ~+200mV to -200mV in 7 ML stripes, ~+200mV to +8mV in 5 ML islands and 
~+150mV to +6mV in 3 ML islands. These bright beaches are seen in dI/dV maps and STM 
topographs both at room temperature and 50K. Spectral histograms recorded on the edge of 7 ML 
stripe shows two clear LDOS peaks in a featureless LDOS valley. These LDOS peaks responsible for 
the bright beach in dI/dV images are termed ‘bright beach states (BBS)’. The BBS are also present in 
the dI/dV(V) curves extracted from 5 ML and 3 ML edges. The bright beaches are formed on the 
entire perimeter of the islands and stripes, including tapered regions which indicate that the 
formation of BB is independent of the crystallographic plane and is related to the edges only i.e. they 
are formed on terminated atomic chains of bismuth. Bright beaches are visible in 5 and 7 ML STM 
topographs at energies close to Fermi level and they are robust against deformation via STM tip 
manipulation. They are faintly seen on 3 ML STM topographs at energies close to Fermi level. 
 
The bright beaches appear as peaks in line profiles drawn on dI/dV maps and evolve in intensity 
as a function of bias voltage. The maximum height of the BB in the line profiles is achieved at ~Vt = 
+150mV. The peaks in line profiles are seen to be localized on the rounded edge. LDOS intensity 
maps show states associated with the bright beach which appears localized on the rounded edge. 
The BB does not show any dispersion as a function of bias voltage or additional modulations which 
suggest that they are not Friedel oscillations (section 4.1.2) or a quantum confined states (section 
4.1.2). The bright feature does not shift as a function of polarity of the bias voltage which indicates 
that Smoluchowski smoothing is not the origin of these bright beaches.  
 
Bright beaches are also present near defects and at grain boundaries (GB) at energies close to 
the Fermi level in dI/dV maps and STM topographs. The BBS on a 900 GB on 7 ML island are formed 
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at ~-140mV and on 1500 GB in 3 and 5 ML islands they are formed at ~+150mV.  The BBS near the 
defects are present at ~+115mV in the dI/dV(V) curves.  
 
The LDOS peak observed in our dI/dV line profiles are very similar to the dI/dV line profile on the 
edges of a Bi(111) thin film [72] shown in Figure 4.9. In Figure 4.9 the LDOS peak is also observed on 
the rounded step edge in the Bi(111) film. The origin of the intense maximum at the step edge has 
not been discussed by the authors. Edge states are also observed in Bi(111) 1 BL and 2 BL films on 
Bi2Te3 substrates [78] but the edge state observed in these films was localized ~1 nm away from the 
step edge (see Figure 4.13). It is interesting to note that on the same Bi(111) thin film system, the 
LDOS maximum was formed at the rounded edge in one case [72] and ~1 nm away from the step 
edge in another [78]. The width of the edge state observed on Bi(111) thin films in references [72, 
78] is ~2-3 nm. The line profiles on the topologically protected edge state in Bi2Te3 [165] (see Figure 
4.11) show that it is also localized ~1-2 nm away from the actual edge and is ~2-4 nm wide. 
Interestingly the widths observed in our Bi(110) islands are also ~2-4 nm.  
 
Topologically protected edge states are seen in the band gap of Bi(111) and Bi2Te3 systems. The 
dI/dV(V) curves associated with these edge states show an increase in the LDOS intensity in a narrow 
energy window in the band gap (see Figure 4.14). The dI/dV(V) curves recorded on the edges of our 
Bi(110) islands also show similar dI/dV(V) curves with prominent LDOS peaks near Fermi level. In the 
band structure calculations shown in section 3.4.1 we saw that around the Fermi level there are few 
bands which results in a large dip in LDOS around the Fermi level (LDOS valley in the dI/dV(V) curves 
for 3, 5 and 7 ML). However, the presence of additional LDOS peaks in the dI/dV(V) curves on the 
edges of our islands and stripes indicate that there are additional bands which are present only at 
the edges. These additional bands are not seen in the band structure calculations in section 3.4.1 as 
the calculations are performed on a semi infinite Bi(110) slab.  
 
In the absence of calculations it is difficult to conclusively say anything about the origin of the 
bright beaches on Bi(110) islands. Our experimental observations suggest that they are related to 
highly localized electronic bands on the edges of Bi(110) islands and stripes that propagate at 
energies near the Fermi level. The similarity of the widths of the BB on Bi(110) islands with that of 
the widths of edge states in Bi(111) and Bi2Te3 could indicate a similar nature or origin. We have 
shown that the widths of the BB are affected by the boundary at which they are formed e.g. BB on 
5ML-HOPG is wider than the BB on 5 ML-3 ML. This could indicate an edge reconstruction which is 
affected by the different boundary conditions.  
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Wada et al in their calculations on Bi(110) nanoribbons predicted that the edge states in a 
Bi(110) nanoribbon are topologically trivial [41]. However they do not divulge the dimensions of the 
Bi(110) nanoribbon on which their calculations were performed. In section 5.2.2 we show that the 
lateral widths of the Bi(110) islands are quantized and we speculate that the incorporation of these 
quantized widths in the band structure calculations of nanoribbons would have profound effect on 
the band structure. It would be very interesting to re-determine the topological order of the bright 
beaches and the Bi(110) thin films.  
 
We emphasize that calculations on a Bi(110) nanoribbon of finite thickness and finite width are 
vital in understanding the true origin of these bright beaches. Such calculations are difficult because 
of the unknown structure of Bi(110) edges – a detailed model is necessary.  
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5. Quantum size effects (QSE)  
Electronic effects have been well established as determining the sizes of free clusters [167] and 
thickness of flat islands [168-171] but so far there has been no demonstration of control of the 
lateral dimensions of nanostructures. Bismuth is an ideal material for demonstration of such effects 
as it exhibits strong quantum effects because of its small Fermi surface features in reciprocal space 
[68]. 
 
 In section 3.2.1 and 3.4 we showed that our Bi(110) islands have a ‘wedding cake’ profile 
comprising 2, 4, 6 ML thick layers on a 1 ML wetting layer. In this chapter we show that the widths of 
the bases and the stripes (measured along     * direction) are restricted to certain well-defined 
values. The widths of the islands and stripes were measured by STM and we investigate the 
underlying mechanism of the ‘quantized widths’ via band structure calculations. We begin with an 
introduction to quantum size effects that have been observed previously in literature. 
 
5.1 Literature review 
The electronic structure of a solid/crystal is changed when its dimensions approach inter-
atomic distances or the electron’s wavelength [171, 172]. Such reduction in size results in 
confinement of electrons that gives rise to quantum size effects (QSE) in ultra thin films [173, 174], 
two dimensional islands [169, 175, 176], clusters [167] and one dimensional nano-wires [177, 178]. 
These QSEs are manifested in physically observable and measurable quantities e.g. conductivity 
[179], surface energy [173], Hall effect [180, 181] etc.  
 
Tringides et al [171] describe quantum size effects in metallic nanostructures in which they 
establish a relationship between the quantized energy levels and the stability of nanostructures. In 
bulk, nearly free electron metals, the Fermi surface can be represented by the surface of a sphere 
whose radius    is determined by its electron density . The    is related to electron density  as: 
       
  
 
  
Equation 5.1 
 
and the Fermi wavelength is defined by: 
 
    
  
  
 Equation 5.2 
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In an ultra thin film of thickness d, the quantization of the wave vector normal to the film’s surface kZ 
divides the Fermi sphere into discrete collection of two dimensional sub bands separated by: 
 
     
 
 
 Equation 5.3 
 
(see Figure 5.1). These sub bands are called quantum well states (QWS). If the depth of the confining 
well is infinite then the allowed values of    are nπ/d. Therefore as the film thickness d increases, 
additional sub bands fall below Fermi level. As more quantum states become available, a periodic 
modulation of physical properties e.g. conductivity, surface energy and scattering rate is observed. 
QSEs are most clearly observed when the values of n and d are small i.e. when the separation 
between the energy levels is large enough to avoid broadening due to inelastic scattering (see red 
arrow in Figure 5.1). These Fermi level crossings have also been referred to as one dimensional shell 
effects akin to the shell effects associated with the periodic table [182]. 
 
Remarkably the reverse is also possible i.e. by altering the energy levels in a nano scale 
system the size and geometry of the structures can be controlled. This phenomenon was observed 
during the epitaxial growth of metal thin films on semiconductors and was first reported on Ag/GaAs 
[183] and later in a few other systems such as Pb/Si(111) [174-176, 184, 185] and Ag/Si(111) [186]. 
In these examples the quantum size effects induced the metal atoms to self assemble themselves 
into islands of selective height with flat tops and steep edges. The total energy of these islands 
contains a term given by the electronic energy [176]. The electronic energy is maximized when a 
 
Figure 5.1: In a metal electrons occupy nearly continuous distributed states inside the Fermi surface, often 
represented as the surface of a sphere of radius kF. In an ultra thin film of thickness d, quantization of the 
wave vector normal to the Fermi surface, kZ, divides the Fermi surface into a discrete collection of two 
dimensional subbands  each separated by π/d for the ideal case of a indefinitely deep well. Image reproduced 
from [171] 
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QWS has the same energy as the Fermi energy and it will decrease when the QWS passes above the 
Fermi level. The local topographic and spectroscopic data suggested that the films rearrange their 
heights to avoid the energetically unfavorable situation of having a QWS, and thus, a high DOS, at 
the Fermi level [184, 185, 187].  
 
5.1.1 QSE in Pb films 
Pb films have been one of the first systems in which quantum size effects have been studied 
extensively. The growth of Pb films on various substrates was characterized by the presence of 
‘magic heights’ that were stabilized via QSE [173, 184, 188-191]. Miller et al in their first principles 
calculation showed even-odd oscillations in the surface energy (ES) and work function (W) on free 
standing Pb(111) films. Their calculations were based on a standard quantum well model with the 
quantization condition: 
                 Equation 5.4 
 
where   is the wave vector,   is the width of the quantum well,  is the electron phase shift at each 
boundary (assuming a symmetric well), and n = 1,2,3… is a quantum number. From Equation 5.4, 
successive subband crossings of the Fermi level occur at the film thickness increment of: 
         Equation 5.5 
 
Figure 5.2: From top to bottom: the quantized electronic structure and the chemical potential , the work 
function relative to the bulk limit, and the surface energy per surface atom relative to the bulk limit. Subband 
crossings are marked by vertical dashed lines. The values of ES and W at integer N’s are indicated by circles. 
Image reproduced from [169] 
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where kF is the Fermi wave vector and the thickness of the film varies with a period of    which 
equals one half of the Fermi wavelength. The results of their calculation are shown in Figure 5.2 
where the top panel shows the evolution of the quantized electron structure En. The sub-bands cross 
the chemical potential (or Fermi level)  with a period of ∆N = 0.7 ML; the crossing are marked by 
vertical dashed lines.  The middle panel displays the work function and the bottom panel shows ∆ES 
(surface energy) relative to the bulk limit. The damped oscillations in the surface energy (see blue 
circles in Figure 5.2) explains the observation of stable even monolayer height in Pb(111) films. 
However, the work function exhibits downward cusps at each subband crossing, while the ES has 
maximum positive slope; thus the oscillation maxima in ES lead the maxima in W by 1/4 of a period. 
Miller et al observed the same phase relation between ES and W in Ag(100) films grown on Fe(100) 
which led them to derive a rule that the oscillations in surface energy lead the oscillations in work 
function by 1/4 of a period in metallic films [169]. They also showed that the phases of the 
oscillations associated with one dimensional shell effects in films depend on the properties of 
interest.  
 
5.1.2 Influence of the substrate 
The choice of substrate has an impact on the interface formed between the film and the 
substrate. The nature of the interface governs the the total energy of the films leading to different 
 
Figure 5.3: Relative surface energies as a function of film thickness, based on a first principles calculation for 
(a) free standing Pb films and (b) Pb films on Si(111). Image reproduced from [173] 
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preferred thicknesses. Pb films grown on HOPG [173] showed prevalence of even thicknesses of 2, 4, 
6 and  8 over the odd thicknesses suggesting that there is a significant difference in the surface 
energy between the even and odd film thicknesses (similar to Miller et al [169]). The experimental 
observation of preferred heights were consistent with the first principle calculations of the surface 
energies of free standing films which suggested that the interaction between the Pb film and HOPG 
substrate is weak. A plot showing the surface energy of Pb/HOPG films is shown in Figure 5.3 (a) 
which clearly shows bilayer damped oscillations. On the other hand the surface energy obtained for 
Pb/Si(111) is in stark contrast with the Pb/HOPG film; an effect attributed to the strong interfacial 
interaction between the QWSs and the substrate’s electronic structure. The Si(111) surface is highly 
reconstructed with remnant dangling bonds that have the capacity to bind with the deposited film. 
Additionally Si(111) has a band gap which is only 1 eV below the Fermi level and thus the overlayer’s 
states which reside below the gap easily couple into the Si electronic states. In contrast the HOPG 
surface is structurally and chemically stable and has a large band gap which doesn’t allow coupling 
between the overlayer and substrate.  
 
We have discussed QSE and the theory behind formation of ‘magic heights’ in various 
nanoscale systems. We should point out that in section 3.2.1 and 3.4 we established that the 
bismuth islands on HOPG substrate also form bilayers on a 1 ML dead wetting layer and behave as a 
free standing film. We will begin the results section with a short prelude on the formation of bilayers 
in the       direction (direction perpendicular to the substrate) and continue to the observation 
of preferred widths in the       * direction. It is worthwhile mentioning that QSE have never 
been observed previously in the lateral direction. 
 
5.2 Results  
5.2.1 QSE in the       direction 
The presence of magic heights in Pb islands on various substrates is attributed to oscillations in 
the total energy of the film. As mentioned before the Bi(110) islands also exhibit a bilayer periodicity 
in the      direction. However, in contrast to the kF wave vector observed in Pb islands, there is 
no evidence of a similar Fermi wavelength in Bi(110) islands in the       direction.  
 
The bilayer periodicity in Bi(110) films can be explained in terms of surface energy of the film 
(see Figure 5.4). The surface energy calculation was performed by the team at UIUC. In Figure 5.4 we 
see bilayer damped oscillations in surface energy of the Bi(110) thin films which are responsible for 
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the observation of paired layers on a 1 ML thick wetting layer (see section 5.1.2). The calculated 
surface energies for odd numbered thicknesses of Bi(110) are generally higher than those for even 
numbered thicknesses which accounts for the preference of even numbered thicknesses.  
 
Similar bilayer damped oscillations of adsorption energy have also been reported for the BP 
allotrope of bismuth on Si(111) substrate [44]. The observation of paired layers in Bi(110)/Si(111) 
system has been attributed to formation of a unique puckered layered structure. We have discussed 
evidence for and against this BP structure in our Bi(110)/HOPG system in section 3.2.3. In the band 
structure calculations performed at UIUC, we were not able to determine any Fermi wavelength in 
the       direction (perpendicular to the substrate) which could give rise to preferred 
thicknesses in the Bi(110) thin films analogous to the ‘magic heights’  in Pb films. We believe that the 
observation of paired layers in Bi(110) thin films in not a true quantum size effect, rather the layer 
pairing is caused due to a simple allotropic modification which involves the rotation of a bond. In this 
case the energetics of the Bi(110) film is sufficient enough to explain the observed bilayer periodicity 
in the thickness.  
 
5.2.2 Periodic widths 
In the course of our experiments we noticed that in the STM images of Bi(110) islands the 
widths of the 7 ML stripes look strikingly similar (see black arrows in Figure 5.5). This observation 
encouraged us to measure the widths of the islands and stripes and look for any periodicity in 
widths. A typical example of the measurement of widths of a 7 ML stripe via line profiles is shown in 
 
Figure 5.4: Surface energy of Bi(110) films on HOPG as a function of thickness 
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Figure 5.6. The line profile shown in Figure 5.6 (b) is shown as the black line in (a) and is an average 
of 30 adjacent lines. The number of adjacently averaged line varied from image to image depending 
on the size of the scan window and was usually between 15-40 lines. The width of the stripe was 
measured by measuring the distance between the points of inflexion on the region of curvature (as 
seen by vertical dotted lines in Figure 5.6 (b). The width of the 7 ML stripe shown in Figure 5.6 (a) 
was measured as ~8.45 nm. The measurement on 7 ML stripes is relatively straightforward but the 
measurement of 3 and 5 ML islands is tricky because of the huge lateral spread of the former and 
the tendency to form tapering regions in the latter.  
 
 
Figure 5.6: (a) STM topograph of an island showing a prominent and uniform 7 ML stripe (Vt = +1V, It = 100pA). 
(b) Line profile corresponding to the black line in (a). 30 individual line profiles were averaged together to 
yield the line profile in (b). 
 
Figure 5.5: STM image of a Bi(110) island (Vt = -0.8V, It = 10pA). The black arrows show 7 ML stripes which 
appear to have similar widths. 
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We dealt with these issues by preparing samples grown on specially selected substrates where 
a high density of defects results in a higher density of islands and smaller lateral dimensions [13, 15, 
16]. An STM image from such a sample is shown in Figure 5.7. It can be seen that the lateral spread 
of the 3 ML bases is reduced and the density of islands have increased. The widths on 3 ML islands 
were measured from the 5 ML-3 ML edge to the furthest point in the 3 ML base i.e. the maximum 
extent of the bulge (treating it as the major axis of a hypothetical ellipse). The white arrows in Figure 
5.7 show examples of the widths of the 3 ML bases. The measurement of widths on 5 ML stripe is 
shown by red arrows in Figure 5.7. The tapering regions on 5 ML thick islands such as the one shown 
by the black arrow in Figure 5.7 were avoided (see section 5.2.3). 
 
The widths of over 1000 bases and stripes were measured and are recorded in histograms 
shown in Figure 5.8. The grey bars are histograms of raw data. Each measured width has an 
uncertainty that depends on the resolution (scan size), for example a 50 nm x 50 nm scan with 256 
points has higher resolution than a 200 nm x 200 nm scan with 256 points. We accounted for the 
different uncertainties by substituting each single count by a normalized Gaussian distribution with 
variance:  
        Equation 5.6 
where s is the scan width measured in nm and r is the number of raster points per scan line. The 
black lines superimposed over the grey bars in Figure 5.8 are the sum of Gaussian distributions 
obtained this way.  
 
 
Figure 5.7: STM topograph of bismuth islands grown on a low grade substrate (Vt= -0.8V, It= 100pA). The white 
and red arrows depict the width measurements on 3 ML and 5 ML thick islands respectively. 
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It is readily apparent that the 7 ML stripes have very similar widths as demonstrated by the 
histogram in Figure 5.8 (a). Two distinct maxima can be seen, centered roughly at 4 nm and 8 nm, as 
well a series of weak shoulders at 12, 16 and 20 nm. These features are regularly spaced, i.e. 
occurring every ~4 nm. The vertical red solid and dotted line indicate the periodicity in the width of 
these 7 ML stripes. This is the first indication that the growth of these islands is governed by QSEs, in 
which case the island width (w) follows the rule:      
     , where n is a natural number, and 
 
Figure 5.8: Histograms of widths of (a) 7 ML, (b) 5 ML and (c) 3 ML thick islands obtained from ~ 1500 
measurements of ~ 400 islands. Gray bars are histograms of raw data while the broadening in the black curves 
accounts for the uncertainty inherent in the experimental measurements (see text for description). For all 
island thicknesses a regular sequence of peaks is visible in the histograms i.e. there are preferred island widths 
due to a quantum size effect. Vertical solid and dotted lines indicate multiples of the Fermi wavelength λF and 
λF/2 respectively. Measured λF are 8 nm, 12 nm and 30 nm for 7, 5 and 3 ML thick islands respectively. Inset in 
(a) shows typical island morphologies: flat, broad 3ML bases with thicker rods and stripes near their centers. 
The widths recorded in the histograms are the widths of the individual bases, rods and stripes. 
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the Fermi wavelength can be estimated to be   
    = 8nm. We write ‘λF for 6 ML’ because the 
wetting layer is a ‘dead’ layer which does not contribute to DOS of the film (see section 3.4).  
 
In Figure 5.8 (b) we show the widths of 5 ML islands which also show peaks at 6, 12, 18, 24…, 
that correspond to a periodicity of 6 nm. The Fermi wavelength associated with 5 ML islands is 
therefore   
   = 12nm. The widths of the 3 ML islands show distinct peaks at 15, 30, 45, 60 nm… 
that corresponds to a periodicity of 15 nm and hence the Fermi wavelength associated with 3 ML is 
  
    = 30 nm. We ignore the first peak at ~8.3 nm since in data for wider bases the observed period 
is ~15 nm. 
 
5.2.3 QSE in decay of islands 
In order to confirm that there are preferred widths governing growth (or decay) of bismuth 
islands we performed mechanically mediated coarsening of the islands [192]. In this process a 
scanning probe interacts gently with the islands, providing energy in a way that is analogous to 
thermal annealing and results in morphological changes. In this case it is possible to perform STM 
imaging and at the same time slowly modify the island’s morphology; results of a typical experiment 
are shown in Figure 5.9. In Figure 5.9 (a) there is a large 3 ML base surrounding a 5 ML stripe (seen in 
the top part of the image). During scanning the size of the 3 ML base decreases in area and the 5 ML 
region grows because of migration of atoms to that region. Remarkably, the width of the 3 ML 
region remains constant (see white arrows in Figure 5.9 (a-c)), while its length decreases.  
 
We analyzed 7 different bases recorded (for over 6 hours) in a set of 34 images (~150 separate 
width readings) and created a histogram of widths (see Figure 5.9 (b)). The grey bars are raw data 
and the black line is the sum of Gaussian distributions. In the histogram two very distinct maxima are 
observed at ~15 nm and 30 nm. The location these peaks correspond perfectly with the first two 
peaks in 3 ML histogram shown in Figure 5.8. This is a clear evidence of the influence of QSE on the 
observed decay of bismuth islands. 
 
5.2.4 The Fermi surfaces 
Having observed well defined periodicity in the widths of Bi(110) islands and stripes we now 
investigate the electronic structures of the film that could give rise to long range periodicities and 
affect the dimensions of the nanostructures. In section 3.4 we established that in our Bi(110) films 
the effect of spin orbit coupling is nullified because of a weak interaction with the substrate. 
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The fast growth direction in Bi(110) islands is        and it corresponds to   - 1 in reciprocal 
space. We observe the periodicity in widths in the      * or   - 2 direction. In Figure 5.10 (a) and 
(b) we show the calculated 2ML band structure (section 3.4.1) and the corresponding Fermi surface 
respectively. In the calculated band structure we see that a band crosses the Fermi level in the   - 1 
direction. The corresponding Fermi surface of the 2 ML slab is an ellipse shaped electron pocket 
situated in the   - 1 direction. This electron pocket has:  
 
     
  
  
  Equation 5.2 
 
The Fermi wave vector we are interested in lies in   - 2 direction and is indicated by the grey arrows 
as shown in Figure 5.10 (b). The Fermi wavelength associated with the electron pocket is calculated 
by Equation 5.2 and we observe that the Fermi wavelength of the electron pocket located at   - 1 
matches the experimental widths if a small shift of the Fermi level is allowed. To get the agreement 
with the experimentally estimated for   
    = 30 nm, an upward energy shift of 35 meV is required. 
This upward energy shift lifts the Fermi level to the new position as shown by the green horizontal 
line in Figure 5.10 (a) and makes the electron pocket slightly bigger as shown by red arrows in Figure 
 
Figure 5.9: (a)-(c) A series of STM images recorded during mechanical coarsening of a typical 3 ML thick island 
at room temperature. The images are recorded approximately 60 minutes apart (the scanning process took 11 
min per image). The white arrows indicate a constant width of 30 nm in (a)-(c), while the overall island size 
changes significantly. (d) Width histogram for all 3   bases measured during the evolution of a complex 
structure that included eight 3 ML thick island segments (the black line includes broadening and the gray bars 
are raw data). The main maxima occurs for widths ~14 and ~30nm. Solid and dotted vertical lines correspond to 
multiples of λF and λF/2. 
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5.10 (b). The shift allows us to measure    = 0.021 Å
-1 which yields    = 30 nm. Such energy shifts 
correspond to charge transfer from HOPG to the bismuth islands (n-type doping) [193]. Angle 
resolved photoelectron spectra for >6ML films of Bi on HOPG [194]and Bi on Si [195] are also 
consistent with n-type doping.  
 
 In Figure 5.11 (a) and (b) we show the calculated band structure of a 4 ML bismuth slab and 
the corresponding Fermi surface respectively. The band structure of the 4 ML also contains a band 
that crosses the Fermi level in the   - 1 direction. The corresponding Fermi surface shown in Figure 
5.11 (b) is also an ellipse. The experimentally observed Fermi wavelength in 5 ML islands and stripes 
is   
    = 12nm. To find an agreement between the calculated Fermi wavelength and the 
experimental wavelength, an energy shift equivalent to 120 meV is introduced that lifts the Fermi 
level up as shown by the horizontal green line in Figure 5.11 (a).The resulting electron pocket yields 
a    = 0.0523 Å
-1 (shown by grey arrows in Figure 5.11 (b)) which corresponds to a    = 12nm. 
  
The extraction of a calculated Fermi wavelength is straightforward for 2 ML and 4 ML bismuth 
slabs. The 2 and 4 ML band structures show only a single band that crosses the Fermi level and with 
appropriate charge transfer we are able to match the experimental and calculated Fermi 
wavelengths. In the case of the 6 ML band structure (shown in Figure 5.12 (a)) additional bands are 
 
Figure 5.10: (a) Calculated dispersion relation for 2 ML film. Horizontal gray line indicates the as calculated 
location of the Fermi level while the green line indicates the Fermi level after optimized charge transfer from 
the substrate to the film. (b) Calculated Fermi surface for the 2 ML film with electron pockets indicated in red 
color. Different color tones show Fermi surfaces after different shifts of the Fermi energy (due to charge 
transfer from the substrate). 
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Figure 5.11: (a) Calculated dispersion relation for 4 ML film. Horizontal gray line indicates the as calculated 
location of the Fermi level while the green line indicates the Fermi level after optimized charge transfer from 
the substrate to the film. (b) Calculated Fermi surface for the 4 ML film with electron pockets indicated in red 
color. Different color tones show Fermi surfaces after different shifts of the Fermi energy (due to charge 
transfer from the substrate). 
 
 
 
Figure 5.12: (a) Calculated dispersion relation for 6 ML film. Horizontal gray line indicates the as calculated 
location of the Fermi level while the green line indicates the Fermi level after optimized charge transfer from 
the substrate to the film. (b) Calculated Fermi surface for the 6 ML film with electron and hole pockets 
indicated in red and blue color respectively. Different color tones show Fermi surfaces after different shifts of 
the Fermi energy (due to charge transfer from the substrate). 
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seen at energies around Fermi level. They cross the Fermi level around the    point and also in   - 1 
and   - 2 directions. In the corresponding Fermi surface (shown in Figure 5.12 (b)) the Fermi level 
crossing around   point leads to formation of a hole pocket and the crossing in   - 1 and   - 2 
directions leads to formation of electron pockets. The experimental Fermi wavelength obtained on 7 
ML islands and stripes is   
    = 8nm. To find agreement between the calculated Fermi wavelength 
and the experimental wavelength, energy shifts were introduced in the Fermi level again (shown as 
shades of red and blue in Figure 5.12 (b)). But in this case we have a complicated Fermi surface that 
consists of an electron pocket located in   - 1 direction accompanied by a hole pocket at the Γ  point. 
The calculated    that corresponds to the experimental Fermi wavelength of 8 nm is 0.0785Å
-1 and 
can be obtained from the electron pocket in the   - 1 direction by introducing an upward energy 
shift of 145 meV. Surprisingly, the required    can also be found from the hole pocket at the Γ  point 
by introducing an upward shift of 90 meV. It is interesting to see that the charge transfer to achieve 
the required calculated Fermi wavelength from the electron pocket or the hole pocket is not 
significantly different. It is, therefore, very difficult to conclusively state whether the electron or the 
hole pocket is responsible for the observation of quantized widths in the 6 ML film. However, we 
have already observed in the case of 2 and 4 ML bismuth slabs that the electron pocket in the   - 1 
direction is responsible for the observed periodicities in widths, hence it is not improbable that the 
same electron pocket in the   - 1 direction in the 6 ML Fermi surface is also responsible for the 
observation of quantized widths in 6 ML bismuth films. 
 
5.2.5 Nature of the electronic wavefunctions 
In the previous section we showed that electron wave associated with an electronic feature in 
the band structure is responsible for the observation of periodic widths Bi(110) thin films. We now 
investigate the nature of the wavefunction associated with the electron pocket to understand the 
propagation of the electron wave in the islands.  
 
In Figure 5.13 (a) we look at the plane averaged charge densities of the bands marked A and B 
in Figure 5.12 (a) (Band B forms the electron pocket in   - 1 direction). The charge densities are 
shown as a function of thickness of the film. It can be seen that charge density associated with band 
A (maroon color) is localized at the surface of the film and the charge density associated with band B 
is spread evenly across the bulk of the island. The ‘bulk character’ of the electronic wavefunctions of 
the band B indicates that they penetrate the whole of the slab. Consequently, these wavefunctions 
are confined by the boundaries between parts of the structure with different thicknesses. For 
example, in Figure 5.13 (b) we show a schematic side view of a 2 ML high stripe on top of a 4 ML 
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thick layer (wetting layer not shown). The vertical dashed lines delimit the boundaries between 
regions of different thicknesses and serve as barriers for the confined electronic wavefunctions.  
 
5.3 Summary 
As we mentioned in section 3.2.1 the Bi(110) thin films are characterized by 2 ML thick bismuth 
layers on top of a 1 ML wetting layer. In the calculations performed by the team at UIUC we 
observed clear minima in the surface energy for even layer thicknesses which are consistent with the 
sequence of experimentally observed thicknesses when this wetting layer is accounted for. Similar 
damped bilayer oscillation in adsorption energy and formation of paired layers have been reported 
previously in Bi(110) films on Si(111) [44]. The observation of paired layers in Bi(110)/Si(111) system 
has been attributed to formation of a unique puckered layered structure (see section 3.2.1). It is 
clear that electronic effects (oscillations in surface energy) rather than any vertical QSE are involved 
in stabilizing the Bi(110) film structure in the vertical direction.  
 
Figure 5.13: (a) Calculated plane-averaged electronic charge densities within the 6 ML film (the vertical dashed 
lines separate the atomic layers) for the states labeled A and B in Figure 5.12 (a). (b) Schematic side view along 
       of a 2 ML high stripe on top of a 4 ML thick layer. Dashed lines delimit boundaries between regions 
of different thickness. 
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We have observed well defined periodicities in the widths of 3 ML, 5 ML and 7 ML Bi(110) 
islands and stripes. The widths were measured in the     * direction from the STM images. The 
periodicity was analyzed via histograms made from widths obtained via STM images. We accounted 
for the different uncertainties in the measurement by substituting each single count by a normalized 
Gaussian distribution with variance       . The resulting histogram shows widths with a 
periodicity of ~15 nm in 3 ML, ~6 nm in 5 ML and ~4 nm in 7 ML islands and stripes. The quantized 
widths are the first indication that the growth of Bi(110) islands is governed by QSEs, in which case 
the island width (w) follows the rule:        , where n is a natural number, and    is the Fermi 
wavelength. We therefore estimated the experimental Fermi wavelength of 3, 5 and 7 ML islands to 
be   
    = 15 nm,   
    = 6 nm and   
    = 8 nm.  
 
The phenomenon of quantized widths is also observed in decay of islands where the islands are 
deformed via STM tip manipulation, a process analogous to thermal annealing. It was seen that the 
islands maintained a constant width throughout the decay process, while their length decreases. We 
prepared a histogram of widths observed during the decay process for seven 3 ML islands and it 
showed peaks at ~14 nm and ~30 nm.  
 
To understand the mechanism behind the formation of quantized widths we investigated the 
band structure of 2, 4 and 6 ML bismuth slabs. The Fermi surface of 2 and 4 ML slabs show an 
electron pocket in the   - 1 direction. This pocket has a kF in the   - 2 (     *) direction which 
matches the observed experimental Fermi wavelength in 2 and 4 ML Bi(110) islands respectively. For 
6 ML the required Fermi wavelength could be generated from both hole and electron pockets with 
charge transfers of 90 meV and 145 meV respectively. However, we speculate that since the electron 
pocket is responsible for observation of quantized widths in 2 and 4 ML islands, it is highly likely that 
the electron pocket in the 6 ML islands is also associated with quantized widths in 7 ML islands. 
 
The association of the quantized widths observed in 3, 5 and 7 ML islands with an electron 
wave propagating in plane to the bismuth film is a clear evidence of a ‘lateral quantum size effect’. 
Bi(110) thin films are a complex system in which electronic effects are involved in stabilizing the film 
structure in the vertical as well as lateral direction. The complex interplay between structural and 
electronic effects merits further investigation, but we believe the present observation that electronic 
effects control structure in two orthogonal directions is unique. 
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6. Moiré pattern in Bi(110) films 
In section 1.5 we discussed that the elongation direction of the bismuth islands (stripes and 
rods) is Bi         HOPG     . This results in majority of the islands rotated by 600 with 
respect to one another due to the symmetry of the substrate [13, 16]. We observed a distinct and 
periodic Moiré pattern on some of the 3 ML islands via STM images and STS dI/dV maps. The Moiré 
pattern mostly appears at energies around the Fermi level and the periodicity of the pattern does 
not change as a function of bias voltage or sample temperature. The Moiré pattern on the islands 
was further investigated by non-contact AFM to understand its nature and origin. In the current 
chapter we discuss preliminary results obtained on Moiré pattern on 3 ML islands. Further 
experimental investigations and calculations are proposed to completely comprehend the origin of 
Moiré pattern in Bi(110) thin films on HOPG. We begin the chapter with a brief literature review of 
the occurrence and origin of Moiré pattern on HOPG and thin bismuth films.  
 
6.1 Literature review 
Superposition of two grids at an angle or different mesh sizes results in formation of a Moiré 
pattern [196, 197]. In thin films the two grids are formed by the periodic lattice of the substrate and 
the overlayer. Incommensurate structures leading to formation of Moiré patterns have been 
investigated by Transmission Electron Microscopy (TEM) [198, 199], Low Energy Electron Diffraction 
(LEED)[200, 201] and STM [202, 203].  
 
In TEM images Moiré patterns are observed when electrons are transmitted through two layers 
with slightly different lattice constants. However, it is questionable that this picture is also applicable 
to the Moiré pattern observed in STM, because in STM, electrons tunnel directly from inner as well 
as from outermost layers [204, 205]. Most of the early STM results also interpreted presence of 
Moiré pattern as a result of multiple tip [203] and tip contamination [206]. In another theory of 
Moiré pattern in STM images, the formation was attributed to the modulation of the electronic 
structure of the overlayer by the influence of lattice mismatched substrates [202, 207, 208]. 
However, this reason is not sufficient as the Moiré pattern is also observed in layered materials e.g. 
graphene on metal surfaces [209, 210] and in transition metal dichalcogenides [211-213]. In those 
materials the interlayer attraction is very weak which should result in less effect of the substrate on 
the overlayer [204]. Kobayashi [204] pointed out that the sub-surface structures are generally visible 
in an STM if they have nanoscale dimensions. In his model he described the observation of Moiré 
patterns in STM images via 3-dimensional tunneling phenomena.  
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6.1.1 The Kobayashi model 
In the case of TEM imaging, the kinetic energy of the electrons determines the behavior of the 
electrons transmitted through matter. The behavior of electrons transmitted through matter 
depends on the kinetic energy of incident electrons. When the kinetic energy is much larger than 
strength of the scattering potential in the matter, a perturbative treatment is valid. In this case the 
wavefunctions of the transmitted electrons are expressed in terms of superposition of waves singly 
scattered by each atomic potential. Therefore high energy electrons transmitted through two layers 
with slightly different lattice constants show Moiré pattern.  
 
Another factor in determining the scattering behavior of the electrons is channeling. Because of 
the conservation of kinetic energy, the numbers of propagating channels are restricted. When the 
kinetic energy is E, then the channels with momenta larger than     do not propagate in direction 
perpendicular to the substrate. Therefore no image if obtained on a screen far from a sample 
surface when E < (2π/a2)/2, where ‘a’ is the lattice constant of the sample. However when the 
electrons transmit through two layers with lattice constants ‘a’ and ‘b’, they can gain a small lateral 
momentum of       = [2π/a - 2π/b] by the multiple scattering. Therefore a structure with period ‘ ’ is 
observed if E < (2π/   )/2. 
 
In the case of TEM the number of propagating channels of scattered electrons is limited by the 
choice of electron kinetic energy but in the case of STM, there are no propagating channels and all 
the waves decay in the vacuum region. Multiple scattering processes become important in this 
scenario because the kinetic energy of the electrons is comparable to the potential strength. Since 
electronic states in the vacuum region are very sensitive to only outermost layers, STM images 
reflect usually atomic structures of the outermost layers. Therefore, it seems that even when the 
lattice constants of the outermost and second layers are slightly different, Moiré patterns such as 
those in high-energy TEM cannot be observed in STM.  
 
Several STM experiments reporting information on the inner layers or sub surface structures 
e.g. bulk defects [214-216] and Moiré pattern in lattice mismatched systems [202, 217-219] are 
quite curious from a theoretical point of view. The most important conclusion from this observation 
is that subsurface structures are generally visible in STM if they have nanoscale dimensions.  
 
It was described that the main component of the wave functions in the vacuum near the 
outermost layer is the wave with a lateral momentum of     . The component with the lateral 
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momentum of      produced by multiple scattering is a higher order term and its amplitude is 
generally very small. However, waves with larger lateral momenta decay faster, as a wave with a 
lateral momentum   decays in the vacuum region as:  
 
                  Equation 6.1 
 
where   is the energy of the wavefunction measured from the vacuum level and the z axis is 
perpendicular to the surface. The large lateral structure of   is observed in STM images when the tip 
is scanned far from the sample surface. Therefore if the tip-sample distance is properly chosen the 
large lateral structure and the atomic structure can be observed simultaneously. 
 
The nature of Moiré patterns investigated by most STM and STS results suggests an electronic 
nature of the patterns [220, 187, 221-223]. However, it is extremely difficult to generalize the origin 
of a Moiré pattern as ‘purely electronic’ or ‘purely structural’ as the Moiré pattern could arise out of 
structural deformation because of lattice mismatch or out of a redistribution of electronic states or a 
combination of both. Nevertheless, the occurrences of Moiré pattern on thin films have been a 
subject of interest as it gives rise to interesting properties. For example, it was shown that the 
presence of a Moiré pattern could result in opening of a band gap in a 2D electron gas [224]. It is also 
worth noting here that the Moiré pattern finds application in nanotechnology as substrates for 
patterned growth of clusters e.g. metallic clusters on graphene Moiré [225-228]. 
 
 
Figure 6.1: A close up view of the superlattice on which the graphite atoms are resolved. The image is taken 
with a set current 5.6nA, tip bias 72mV and scan size of 20 nm x 20 nm.(b) A cross section along the direction 
indicated by the line in (a). Image reproduced from [202] 
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6.1.2 Moiré pattern on Graphite 
Moiré pattern on HOPG was first reported and explained by Kuwabara et al [217] as resulting 
from the overlap between a mis-oriented top graphene layer and the underlying single graphite 
crystal. Xhie et al  also observed giant lattices via STM that exhibited hexagonal symmetry on HOPG 
[218]. Cobalt particles deposited on the surface were found on the top sites of the Moiré pattern 
that suggested that the high LDOS at the Fermi level may determine adsorption sites for atoms and 
clusters.  
 
Rong et al [202] observed a hexagonal superlattice with a periodicity of 66 Å on part of a 
graphite sample scanned by STM. They observed that a boundary, resembling a string of beads, of 
more than one micrometer long separated the HOPG(0001) cleavage plane into a normal graphite 
region and a superlattice region. A close up view of the superlattice is shown in Figure 6.1 (a) where 
the corrugation of both the atomic lattice and super lattice can be seen (see Figure 6.1 (b)). The 
hexagonal superlattice is a Moiré pattern caused by a 2.10 rotation of the top layer with respect to 
bulk and the STM contrast of the Moiré pattern comes from the strong influence of sub surface 
layers on the surface electronic structures near the Fermi level.  
 
6.1.3 Moiré pattern in bismuth films 
Chen et al [229] in their STM scans of the Bi-covered Au surface showed an apparent 0.02 ± 
0.01 nm modulation in height which was interpreted as a Moiré pattern. The Moiré pattern 
formation on bismuth film on Au(111) substrate is shown in Figure 6.2 (a) that arises out of 
 
Figure 6.2: (a) 10 nm x 10 nm STM image of a Bi monolayer on Au(111). Image reproduced from [229] (b) STM 
image of (8 nm x 20 nm) showing faint Moiré feature on 4 ML Bi(110) film (also called as pseudocubic film (PC)) 
on a Si(111) substrate taken at Vt = +0.6V. (c) Model of orientation relationship between the Bi(110) over layer 
(grey dots) and the        substrate (black dots). Image reproduced from [46] 
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mismatch between the bismuth overlayer and the underlying Au substrate (periodicity ~1 nm). The 
height modulation was seen only in one direction and indicated that the bismuth layer was 
incommensurate in only one lattice direction, in agreement with their surface X ray scattering (SXS) 
measurements.  
 
Yaginuma et al [46] observed Moiré pattern on Bi(110) islands grown on         Si(111) 
substrate (shown in Figure 6.2 (b)). The Moiré pattern consists of stripes having a periodicity of ~13 
Å. They prepared a schematic model of the of the rectangular lattice (shown in Figure 6.2 (c)) of the 
Bi(110) (grey dots) surface superimposed on the         lattice (black dots) which reproduces the 
Moiré pattern seen in the experiments. A comparison of the experimental result with the calculated 
Moiré pattern indicated that the Bi(110) lattice plane (d110= 3.28 Å) is slightly expanded by 1.2% to 
match the     periodicity of (6.65 Å) in the       Si direction. Because of this commensurate 
relationship where 2d110 =    aSi (aSi = 3.84 Å is a unit cell of the Si(111) plane), anisotropic island 
alignment takes place. 
 
As far as we know Moiré pattern on bismuth films on HOPG substrate has never been reported 
previously. In the next section we present our experimental results on Moiré pattern recorded via 
STM, STS and AFM. 
 
6.2 Results 
6.2.1 Moiré pattern in STM images 
In Figure 6.3 (a) we show an STM image of an island formed near the step edge of a HOPG 
substrate. The image was acquired at Vt = +1V and It = 500pA. As mentioned before in section 1.5 
and [13, 16], most of the bismuth islands on HOPG prefer to align themselves to the symmetry axes 
of graphite. The bismuth island in the present case does not follow the symmetry of the underlying 
substrate indicated by the 44.50 angle it makes with the HOPG step edge. The misorientation is also 
seen in the variety of angles made by a 9 ML stripe on top of the island. The island of interest (show 
by the red arrow in (a)) also branches out to join another bismuth island seen in the lower left hand 
corner of the image.  
 
In Figure 6.3 (b) we show the island of interest with a higher magnification. However, in this 
case the bias voltage was changed to Vt = +0.2V (It = 500pA). The red arrow in both images shows the 
same 5 ML stripe. Black arrows in Figure 6.3 (b) show the typical Moiré pattern which is formed on  
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Figure 6.4: (a) Moiré pattern on a 3 ML base. Atomic rows are faintly visible in the background (Vt = +50mV, It = 
1nA). The white arrow shows the main growth direction. (b) Fourier transform of the image shown in (a). 
Fourier spots corresponding to Moiré pattern are seen. (c) A plot showing the periodicity of Moiré pattern 
observed in our experiments  
  
 
Figure 6.3: (a) STM image of an island formed near the step edge of HOPG (Vt = +1V, It = 500pA). The island 
shown by the red arrow is oriented at ~44.50 with the step edge. The blue arrows show abnormal angle 
formation in the 9 ML stripe. (b) A close up of the bismuth island shown in (a) (Vt = +0.2V, It = 500pA). Moiré 
pattern is visible (black arrows) on the 3 ML base which is oriented at ~63
0
 to the main growth direction. 
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the 3 ML base. The Moiré pattern is always oriented at ~600 to the main growth direction of the 
bismuth islands [43] and is typically observed in STM images at energies around Fermi level (~-
100mV to +300mV).  
 
In Figure 6.4 (a) we show another typical Moiré pattern on a separate bismuth island (Vt = 
+50mV, It = 1nA). Faint atomic resolution is visible in the background along with two defects. The 
main growth direction of the bismuth island is shown by a white arrow. In Figure 6.4 (b) we show a 
Fourier transform of (a) which shows six spots. The four spots on the periphery of the image 
correspond to bismuth lattice and two additional spots are seen in the middle of the image that 
corresponds to Moiré pattern. The angle between the Moiré pattern and Bi        direction can 
also be measured by inspecting the Moiré and bismuth lattice spots and it corresponds to ~600. The 
periodicity of the Moiré pattern formed in 3 ML islands in STM images was measured by Fourier 
transform and is shown in Figure 6.4 (c). The periodicity of the Moiré pattern shows a narrow 
distribution with a peak at ~3.6 nm.  
 
In Figure 6.5 (a) we show an atomically resolved image of 3 ML island in which the Moiré 
pattern is seen very clearly. The image was recorded at Vt = +50mV and It = 1nA. The fast growth 
direction of the bismuth island is shown by the white arrow. The Moiré pattern is seen as three 
diagonal bright stripes in the image. It is interesting to see that the atoms in 3 ML island are resolved 
very clearly along with the Moiré pattern. A line profile drawn across the atomically resolved image 
is shown in Figure 6.5 (b). Individual bismuth atoms are seen as peaks in the line profile with a 
superimposed height modulation of the Moiré pattern.  
 
 
Figure 6.5: (a) Atomic resolution along with Moiré pattern on a 3 ML island (Vt = +50mV, It = 1nA) (b) Line 
profile corresponding to the white rectangle in (a). 
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The Moiré pattern divides the atomic rows into bright region and dark regions. The unit cell 
dimensions were investigated via Fourier transform of the atomic rows in the bright and dark region 
and it showed that the unit cell dimensions remained unchanged in the bright and dark regions. It is 
also interesting to see that the Moiré pattern is seen as a modulation in height in STM images that 
suggests that it could be associated with a morphological deformation on the surface of 3 ML island.  
 
6.2.2 Influence of the orientation of the bismuth island 
Moiré patterns are known to originate from misorientation of an overlayer with respect to the 
underlying substrate (see section 6.1.3). Therefore, we investigated the effect of the orientation of 
the bismuth island with respect to the underlying HOPG and the occurrence of Moiré pattern in our 
islands. An easy way to determine the orientation of a bismuth island is to observe the fast growth 
direction of that island with respect to the fast growth directions of the nearby islands, since most of 
the bismuth islands align themselves to the symmetry axes of graphite [13, 16].  
 
Figure 6.6: (a) STM image of a bismuth island in which one of the branches (labeled 1) grow out at 90
0
 to the 
main growth direction (labeled 2) (Vt = -0.8V, It = 20pA). The blue inset shows a region shown by the black 
square(Vt = -0.3V, It = 20pA) (b) Closer inspection of the region shown by the black square in (a) (Vt = +0.2V, It = 
200pA). The image show Moiré pattern on left hands side (island 1) and none on the right hand side (island 2). 
(c) A plot showing the angle between the Moiré pattern and Bi       direction.  
140 
 
 
In Figure 6.6 (a) we show an STM image recorded at 50 K on a bismuth island which has a 
typical Bi(110) island configuration with 3, 5 and 7 ML islands and stripes. Interestingly the stripes on 
are not parallel across the whole base and form a 900 angle (shown by red arrow). Such a situation 
indicates presence of two fast growth directions        in different regions of the base separated 
by a grain boundary. Another STM image (Vt = -0.3V, It = 10pA) taken in the black square region 
(shown in blue inset) show the presence of the Moiré pattern only on the base labelled number 1 
and not on base labelled 2. Atomic resolution on the sample region in the black square in (a) is 
shown in Figure 6.6 (b).  The Moiré pattern has a periodicity of ~3.4nm and is oriented at ~580 to the 
fast growth direction of base 1. The angle measured between the Moiré pattern and Bi        
direction in other STM images is also predominantly around 600 (see Figure 6.6 (c)). This indicates 
that the Moiré pattern is associated with a change in orientation of the bismuth overlayer with 
respect to the substrate. However, the possibility of a charge density wave (CDW) also cannot be 
denied due to the interesting Fermi surface of bismuth. In section 3.5 we discussed that extremely 
small changes to the unit cell could lead to splitting of bands in the 3 ML band structure which could 
give rise to nesting vectors. However, nesting vectors and CDW are usually observed on bismuth 
films at very low temperatures [230, 40, 71]; thus we performed measurements at room 
temperature to determine if nesting vectors or CDW were responsible for the observed Moiré 
pattern. 
 
 
Figure 6.7: Moiré pattern on a 3 Ml bismuth island acquired at room temperature (Vt = +0.2V, It = 200pA). The 
inset shows the Fourier transform of the atomically resolved image. 
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In Figure 6.7 we show an atomically resolved STM image which was acquired at room 
temperature on a 3 ML island. The inset shows the Fourier transform of the STM image and the 
Moiré spots are visible clearly along with the lattice spots. The periodicity measured via Fourier 
transform is ~3.5 nm and the angle between Bi       and Moiré pattern is ~650. This image 
indicates that temperature has no influence on the Moiré pattern. It is therefore clear that the 
Moiré pattern is a result of misorientation between the overlayer and the substrate; and CDW or 
nesting does not contribute to the formation of Moiré pattern.  
  
6.2.3 Bias dependence of Moiré pattern  
To study the bias dependence of the Moiré pattern we conducted an experiment in which the 
tunneling current was kept constant (It = 200pA) and the bias voltage was changed in steps (+400mV 
to -200mV). STM images were recorded for each bias voltage step and are shown in Figure 6.8. The 
STM images shown in Figure 6.8 suffer from slight drift; therefore comparison of the exact position 
of the Moiré pattern in individual images is not possible. However, the images show the appearance 
and disappearance of the Moiré pattern as a function of bias voltage. 
 
 In Figure 6.8 (a) the Moiré pattern is seen faintly when Vt = +400mV. Atomic rows of bismuth 
atoms are also visible in the image. In Figure 6.8 (b) the bias voltage was changed to +300mV and in 
 
Figure 6.8: STM images taken at constant It = 200pA with (a) Vt = +400mV (b) Vt = +300mV (c) Vt = +200mV (d) Vt 
= +100mV (e) Vt = -100mV (f) Vt = -200mV. Sample temperature was 50 K. 
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this image the Moiré pattern is seen very prominently as a bright stripe diagonally across the image. 
However, atomic rows of atoms are not visible on the Moiré pattern. It appears as if the atomic rows 
of bismuth atoms hide behind the Moiré pattern. As the bias voltage is changed to +200mV in Figure 
6.8 (c) the atomic rows and the Moiré pattern are both seen. In contrast to the image in (b) the rows 
of atoms are seen more clearly on the Moiré pattern. The tip is seen to interact with the 3 ML island 
and disturb few rows of scan in the middle part of the STM image. In Figure 6.8 (d), Vt = +100mV, the 
Moiré pattern is seen clearly. The atomic resolution on the Moiré pattern is also visible but is not as 
sharp as (c). Very interestingly, in a few lines of the scan in (d) the STM tip interacts with the island 
and in those lines the tip changes and the rows of atoms are seen very sharply. The sharpness of the 
image in those few lines shown by a black arrow in (d) is comparable to the atomic resolution 
achieved in (c). This indicates that the sharpness of the image or the Moiré pattern is affected by tip 
conditions.  The Moiré pattern starts to become faint in Figure 6.8 (e) and (f) and disappears at 
higher negative bias voltages.  
 
The images in Figure 6.8 indicate that the Moiré pattern shows some bias dependence and 
appears at energies close to the Fermi level. However, in the above experiment the tip-sample 
distance changes simultaneously with the change in bias voltage. It would be useful to keep the tip 
sample distance constant and then change the bias voltage and see if the Moiré pattern appears in a 
narrow band of energies around the Fermi level. Such kind of experiment is possible via STS and is 
discussed in next section. 
 
6.2.4 CITS on Moiré pattern 
In Figure 6.9 (a) we show an STM topograph of a region of a 3 ML island with a 5 ML stripe on 
top. CITS (±1V, 1.5nA) was performed in the region shown in (a) and the corresponding dI/dV maps 
of the region in (a) are shown in (b)-(h). Only selected bias voltages are shown to highlight important 
features. A Moiré pattern can be seen in the dI/dV maps in the bias voltage range between ~+200mV 
to -30mV (see red arrows in (d), (e) and (f)). The angle between the fast growth direction of the 
bismuth island and the Moiré pattern was measured as ~650. The Moiré pattern seen in CITS dI/dV 
maps are very similar to the ones observed in STM images e.g. they are observed at energies close to 
the Fermi level and they form similar angles between the Bi       direction and the Moiré 
pattern.  
 
It is difficult to see any kind of dispersion in the Moiré pattern as a function of bias voltage in 
the dI/dV maps therefore a line profile was drawn on the Moiré pattern (see black line in Figure 6.9 
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Figure 6.9: (a) STM image of a 3 ML island with a 5 ML stripe on top of it. (Vt = +1V, It = 100pA). (b)-(h) are CITS 
dI/dV maps showing the evolution of LDOS in the region. Selected bias voltages are shown to highlight 
important features. Moiré pattern is seen forming between +200mV to -30mV and is indicated by red arrows 
in (d), (e) and (f). The angle between the Moiré pattern and Bi       direction is shown in (d). 
 
Figure 6.10: Line profiles corresponding to the black line shown in Figure 6.9 (a). The line profiles are drawn as a 
function of bias voltage. The first black line is recorded on STM image and the rest are dI/dV data. 
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(a)) as a function of bias voltage and is shown in Figure 6.10. The top black line in the image is 
topograph and the rest coloured lines are dI/dV data. The Moiré pattern is not visible between 
+400mV to +200mV. The peaks and troughs associated with Moiré pattern start to appear ~+150mV 
and are observed strongly between +100mV to -30mV. They disappear as the bias voltage 
approaches -100mV. The Moiré pattern doesn’t show any kind of dispersion as a function of bias 
voltage i.e. the peaks do not shift or change their position as the bias voltage is changed. The 
periodicity as measured from the line profiles is ~3.5 nm (similar to STM images). 
 
After establishing the non dispersive nature of the Moiré pattern we now turn to the LDOS 
associated with it. In Figure 6.11 (a) we show the +100mV line profile taken from Figure 6.10 and 
compare it to its LDOS intensity map shown in Figure 6.11 (b). The LDOS valley of the 3 ML island 
shows a distinct periodicity which appears as a modulation in shades of blue (see black arrow in 
Figure 6.11 (b)). This is an indication that the intensity of the LDOS minimum oscillates with the 
Moiré pattern. The LDOS peaks at ~+0.35 V also show a distinct modulation in intensity as shown by 
the red arrow in Figure 6.11 (b). Interestingly, the oscillation in the LDOS peaks at ~+0.35 V also has 
the periodicity of the Moiré pattern. If observed closely a faint periodicity is also visible in the LDOS 
peaks at higher negative energies.  
 
 
Figure 6.11: Line profile recorded at +100mV (taken from Figure 6.10) compared to its corresponding LDOS 
intensity plot. Black arrow shows modulation in the LDOS valley over Moiré pattern. The red arrow shows 
modulation in the LDOS peaks at ~+350mV. 
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In Figure 6.12 we show individual dI/dV curves extracted from a Moiré peak and Moiré trough. 
The black curve (Moiré peak) is slightly higher than the red (Moiré trough) at energies near the Fermi 
level, more specifically between ~+200mV to -100mV. This is the energy range in which the Moiré 
pattern is observed in the CITS dI/dV maps (and also similar to energy range observed in STM). The 
intensity of the LDOS peak at ~+350mV is also higher in the black (Moiré peak) curve as compared to 
the red curve, which results in the modulation of the LDOS peak in the LDOS intensity maps shown in 
Figure 6.11. There are also LDOS oscillations in peak at higher negative energies e.g. at -0.2V the red 
curve is higher in intensity than the black curve. To investigate the oscillations in the LDOS peaks in 
the LDOS intensity maps more closely, we performed CITS measurements in the bias voltage range 
±0.35V (see next section). 
 
6.2.5 Contrast inversion in CITS maps 
In Figure 6.13 (a) we show an STM image (Vt = +0.35V, It = 1nA) of a 3 ML base with a 5 ML 
stripe on top of it. CITS was performed (±0.35V, 1.5nA) on the region shown in (a) and the 
corresponding maps are shown in (b)-(h). The Moiré pattern is visible clearly between +100mV to -
100mV. Interestingly the Moiré pattern is visible very sharply in the negative bias voltages (i.e. -
100mV) as compared to the ±1V dI/dV data in Figure 6.9. It must be noted that the tip sample 
distance is smaller in the ±0.35V CITS experiment as the set point voltage is Vt = +0.35V. This 
indicates that there is an effect of the tip sample distance in resolving the Moiré pattern. The CITS 
dataset recorded in ±0.35V is interesting because the STM topograph associated with it also exhibits 
the Moiré pattern. This gives an opportunity to compare the Moiré pattern observed in the STM 
images directly with the Moiré pattern in CITS dI/dV maps.  
 
Figure 6.12: dI/dV(V) curves associated with Moiré peak (black) and trough (red).  
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Figure 6.13: (a) STM image of a 3 ML base with a 5 ML stripe on top (Vt = +0.35V, It = 1.5 nA). (b) – (h) are CITS 
dI/dV maps. Moiré pattern is seen clearly between +100mV to -200mV.  
 
Figure 6.14: (a) Line profile from STM topograph in Figure 6.13 (a) compared to dI/dV(V) line profile at +100mV 
(red). (b) Corresponding LDOS intensity plot showing modulations in LDOS peaks at ~ -150mV. 
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A line profile was drawn on the 3 ML base in the STM topograph (black line in Figure 6.13 (a)) 
and on the +100mV dI/dV map. These line profiles are shown in Figure 6.14 (a) and are compared to 
the corresponding LDOS intensity plot shown in (b). Very surprisingly, the line profiles on the STM 
topograph and the dI/dV map do not coincide together. The peaks in the STM line profile correspond 
to troughs in the dI/dV data. This indicates that there is contrast inversion of the Moiré pattern in 
the CITS dI/dV maps with respect to the STM images. The periodicity of Moiré pattern measured by 
the line profile is ~4 nm. The deviation of the Moiré periodicity from its typical value of 3.5 nm is 
attributed to thermal drift during the CITS data acquisition. The effect of the drift can be clearly seen 
in the STM image shown in Figure 6.13 (a), where the edges of 5 ML stripe can be seen bending in 
shape of a parabola. The LDOS intensity plot in Figure 6.14 (b) shows very clear modulation in 
intensity of the LDOS peak at ~-150mV (see black arrow in Figure 6.14 (b)). The LDOS peak 
corresponds to a clear maximum in the dI/dV line profile in (a).  
 
6.2.6 Energy range of Moiré pattern in CITS experiments 
CITS was performed on the Moiré pattern for the voltage ranges ±1V, ±0.8V, ±0.5V, ±0.35V and 
±0.2V. The tunneling current was kept constant at 1.5 nA in those experiments and the appearance 
and disappearance of the Moiré pattern was noted in the CITS dI/dV maps. In Figure 6.15 (a) we 
summarize the energy range in which the Moiré pattern was observed in all the CITS experiments. 
The black squares are energies where the Moiré pattern starts to appear in the dI/dV maps and the 
red circles depict the energy at which the Moiré pattern disappears. It is seen that the Moiré pattern 
in most of the cases is visible between ~+150mV to -50mV. There are two exceptions in which the 
Moiré pattern is visible at higher negative bias voltages till ~-200mV.  
 
To understand the influence of the tip sample distance on the appearance and disappearance 
of Moiré pattern in CITS dI/dV maps, the energy range of the Moiré pattern was plotted against the 
stabilization bias voltage in Figure 6.15 (b). It can be seen that changing the polarity and the 
amplitude of the stabilization bias voltage has little effect on the energy of the Moiré pattern. For 
example when the stabilization bias voltage was set to Vt = +1V then the Moiré was visible between 
~+150 to -50mV and when Vt = -1V then also the Moiré was visible between ~+150mV to -50mV.  
 
An effect on the Moiré pattern is seen when the stabilization bias voltage is decreased below 
+0.5V. This results in a decrease in the tip sample distance and in these experiments the tip usually 
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interacts a lot with the island. However measurements were possible in a few cases and in those 
cases the Moiré pattern was resolved even at higher negative bias voltages e.g. ~-200mV.  
 
6.2.7 Moiré pattern in NCAFM 
To ascertain the morphological or electronic origin of the Moiré pattern observed in bismuth 
films on HOPG we performed NCAFM experiments. We were unable to perform contact AFM 
experiments as the contact probe interacts strongly with the bismuth islands and in most cases 
destroys them. The NCAFM experiments were performed on two kinds of samples- (i) islands with 
small lateral extent (ii) islands with large lateral extent.  
 
In Figure 6.16 (a) we show an NCAFM image of bismuth islands with small lateral extent. It can 
be seen that the islands are much smaller and the density of islands is higher. There is only one 5 ML 
stripe on top of each 3 ML base. The island that was deemed suitable to investigate the Moiré 
pattern is shown in the black circle in (a) and labelled 2. The island inside the circle forms an angle 
540 with the fast growth direction of the adjoining main island labelled 1. The circled island is shown 
with higher magnification in Figure 6.16 (b). It can be seen that a Moiré pattern is visible only on the 
island labelled 2 and is absent on island labelled 1. The Moiré pattern forms an angle of ~550 with 
the Bi       direction of island 2. It is interesting to note that the periodicity of the observed 
Moiré pattern is ~8-9 nm which is almost triple than the observed periodicity in STM and CITS 
experiments.  
 
 
Figure 6.15: (a) Plot showing the distribution of occurrence of Moiré pattern on an energy scale. (b) Plot 
showing the dependence of Moiré pattern occurrence on stabilization voltage. 
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In section 6.2.2 we established that the Moiré pattern is formed due to the misorientation 
between the bismuth island and the underlying HOPG substrate. However, in the NCAFM images of 
bismuth islands we observe something peculiar. The Moiré pattern on bismuth islands in the NCAFM 
images is present on random islands irrespective of the orientation of the island (see Figure 6.17). In 
Figure 6.17 (a) we show an NCAFM image which shows bismuth islands oriented at 600 with respect 
to each other. The sample region bounded by the black square and blue square were investigated at 
higher magnification and are shown in (b) and (c) respectively. In Figure 6.17 (b) we can see that 
there is only one island in the frame (shown by red arrow and labelled 1) which exhibits a faint 
Moiré pattern. The other two islands (shown by white arrows and labelled 2 and 3) do not show any 
Moiré pattern. This phenomenon is interesting because island 3 is parallel to 1 and thus should 
exhibit Moiré pattern as they both share the same orientation. In (c) the Moiré pattern on island 1 is 
seen clearly. Interestingly, island 1 and 4 exhibit Moiré pattern but island 3 which is also in the same 
orientation doesn’t show any Moiré. The periodicity observed in these NCAFM images is also ~8-9 
nm.  
 
The observation of Moiré patterns in NCAFM images indicates that the Moiré pattern on 
bismuth islands is morphological in nature. However, the Moiré pattern observed in NCAFM images 
differs significantly from the STM and CITS measurements. The periodicity in NCAFM images is 
roughly three times that of the ones observed in STM. The Moiré pattern observed in NCAFM images 
also do not obey the misorientation principle and appear randomly on some islands. Interestingly, 
the Moiré pattern is also not observed in NCAFM images acquired on islands with large lateral 
 
Figure 6.16: (a) NCAFM image of a region showing bismuth islands. Island labeled 2 is of interest because it 
forms 55
0
 with the main island 1. (b) Close up of island 1 and 2 showing presence of Moiré pattern only on 
island 2. 
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extent. These observations suggest that the Moiré pattern observed via the NCAFM images have a 
different origin and have completely different set of characteristics which needs more investigation. 
 
6.2.8 Preliminary calculations on Moiré pattern 
Dr Pawel Kowalczyk has performed simulations to understand the origin and nature of the 
Moiré pattern in bismuth islands on HOPG substrate based on a simple superposition model of Bi on 
HOPG. The calculations took into account any changes in the unit cell which could result out of stress 
at the film-substrate interface (The simulation was performed for seven different combination of 
unit cells as seen in Figure 6.18). Results of the simulations are shown in Figure 6.18 in two parts. 
Figure 6.18 (a) shows the dependence of the angle between the Moiré pattern and Bi       
direction. Figure 6.18 (b) shows the periodicity of the Moiré pattern vs the overlayer rotation in 
respect to underlying HOPG (where 00 indicate Bi       ||HOPG      ) for a few different unit 
cell dimensions.  
 
The data in the (a) reveals that Moiré pattern can be seen nearly for all rotation angles and this 
angle weakly depends on surface unit cell selection. In these simulations two kinds of symmetries 
 
Figure 6.17: (a) NCAFM image of bismuth islands. The black and blue squares are shown in higher magnification 
in (b) and (c). (b) The islands 2 and 3 shown by white arrows show no Moiré pattern. Island 1 shown by red 
arrow shows faint Moiré. (c) The islands 3 and 4 shown by white arrows show no Moiré while the island 1 
shown by red arrow shows Moiré pattern clearly.  
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were identified; first one related to the substrate three fold symmetry which results in the same 
pattern every 600, and the other one is related to the experimental difficulty of finding the 
Bi       and Bi       directions which leads to situation in which one cannot properly measure 
the angle between the Moiré pattern and fast growth direction      .  
 
For experimentally observed Moiré pattern angles (angle between Moiré pattern and 
Bi        direction) equalling ~500-700, it is observed that the overlayer is rotated by ±50 with 
respect to the HOPG. The corresponding Moiré periodicity in the calculations ranges between ~2-4 
nm (close to experimental periodicity of 3.6 nm in STM and CITS experiments). The Moiré periodicity 
also shows strong dependence on the surface unit cell dimensions. Good agreement between the 
experimentally observed Moiré pattern and the calculations is achieved when the estimated surface 
unit cell equals 0.44 nm x 0.48 nm (red star symbol) which is close to the measured unit cell in our 
experiments (see section 3.2.2). For Moiré angle in range 400-700 (grey dashed in region in left plot), 
the over layer rotation is ~±30 which corresponds to a periodicity in the range of 2.8-5.5 nm.  
 
The calculation shown in Figure 6.18 satisfactorily explains the occurrence of Moiré pattern in 
STM and STS data but fails to explain the Moiré pattern observed in NCAFM experiments. The Moiré 
pattern in NCAFM experiments are observed on islands which do not follow the ‘misorientation 
principle’ for observing Moiré pattern on the overlayer. We speculate that the origin of Moiré 
observed in STM and NCAFM could be different. However, more experiments and calculations are 
needed to conclusively comprehend Moiré pattern observed via NCAFM.  
 
Figure 6.18: Preliminary slab calculations showing misorientation between HOPG and Bi. (See text for details). 
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6.3 Summary 
Moiré patterns were observed on some of the 3 ML base of Bi(110) islands via STM imaging. 
The Moiré pattern appears in the STM images at energies close to the Fermi level. It shows a distinct 
periodicity of ~3.5 nm and is oriented at ~600 to the Bi       direction which is independent of 
bias voltage. There is a very pronounced effect of the misorientation of the bismuth island with 
respect to the underlying graphite which gives rise to Moiré pattern. The misorientation of the 
bismuth island can be interpreted by comparing it to neighbouring islands. Interestingly the Moiré 
pattern often appears with atomically resolved rows at low bias voltage scans which is quite similar 
to Figure 6.2 in section 6.1.3. The sharpness of the Moiré pattern in STM images is also affected by 
tip conditions. 
 
The Moiré pattern doesn’t depend on temperature and can be observed both at room 
temperature and 50 K. The orientation of the Moiré pattern with respect to the Bi       direction 
and the periodicity doesn’t change with temperature. This observation indicates that the Moiré 
pattern is not caused due to any charge density wave because they are observed mostly at very low 
temperatures in bismuth thin films. We also note here that the expansion coefficient of bismuth 
[231] and graphite [232-234] are 10.8 x 10-6 and 14.7 x 10-6 respectively between 100 to 500K. 
Therefore the extent of changes in lattice parameters with respect to temperature is extremely small 
and consequently the lattice mismatch leading to Moiré pattern formation will not be affected by 
temperature.  
 
To understand the bias dependence of Moiré pattern, CITS was performed on bismuth islands. 
The Moiré pattern is also observed in CITS dI/dV maps in which it appears in a bias voltage range 
between ~+200mV to -30mV. The periodicity and orientation of the Moiré pattern is similar to that 
observed in STM images. The peaks and troughs associated with the Moiré pattern do not shift as a 
function of bias voltage which was demonstrated by drawing line profiles across the dI/dV maps. An 
LDOS intensity plot associated with the line profile shows modulations in the LDOS valley which 
exhibits correlation with the Moiré pattern’s peak and trough. Modulations in intensity of LDOS 
peaks was also recorded at +350mV and -150mV. In the CITS performed at voltage range ±0.35V the 
Moiré pattern appeared between +30mV and -200mV. Very clear modulations were observed in the 
LDOS peaks which were associated with the Moiré pattern. A contrast inversion was observed 
between the Moiré pattern in STM image and CITS dI/dV maps. 
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NCAFM measurements were carried out on two sets of samples (i) islands with small lateral 
extent and (ii) islands with large lateral extent. Interestingly, the Moiré pattern was observed in 
NCAFM images recorded only on the islands with small lateral extent. The Moiré pattern observed in 
NCAFM images differs completely from the ones observed via STM. The periodicity of the Moiré 
observed in NCAFM images is ~8-9 nm and it is observed on few islands with random orientation.  
 
We also presented preliminary calculations performed by Dr Pawel Kowalczyk that satisfactorily 
predict the periodicity and the angle of the Moiré pattern observed in STM and CITS results. 
However, we are unable to find any match between the calculations and the Moiré pattern observed 
in the NCAFM results. We speculate that the Moiré pattern observed in NCAFM has a completely 
different origin than the ones observed in STM and more detailed experiments and calculations are 
required to understand the NCAFM results.  
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7. NaCl on HOPG 
NaCl is an insulator but ultra thin films of NaCl have been reported to be conducting enough for 
STM measurements [222, 235-237]. The NaCl ultra thin films have been a topic of interest as they 
decouple the electronic density of states of molecules or nanoparticles deposited on top with that of 
the underlying substrate. In this chapter we describe the deposition of NaCl on HOPG and the 
formation of cross shaped islands on HOPG terraces. Large flat islands can be obtained when the 
local flux is low enough. The topography and morphology of the islands were extensively studied by 
non contact atomic force microscopy (NCAFM). We deposited bismuth on top of the pre-existing 
NaCl/HOPG islands to study and understand the electronic interaction of the bismuth film with the 
HOPG substrate. We also report results from STM and STS measurements on NaCl islands. 
 
7.1 Literature review 
Ultra-thin insulating films have been identified as potential substrates for investigations of 
atomic, molecular and nanoscale systems in STMs [222, 235-238]. These insulating layers are used to 
decouple the electronic structure of the system of interest from the substrate, which allows the local 
properties of the adsorbate to be probed [236, 237, 239-243]. NaCl films are of particular interest 
because atomically flat films can be produced. NaCl has been deposited with varying degree of 
success on Cu(311) [238], Cu(532) [244], Au(111) [236], Ag(100) [222], Ge(100) [245] and Al(111) 
[242] substrates.  
The growth and morphology of NaCl islands have been studied by tapping mode atomic force 
 
Figure 7.1: Tapping AFM images of monatomic NaCl islands grown on top of a continuous NaCl film which 
covers a step of the Cu(111) substrate. Image reproduced from [246] (b) STM images of the surface 
topography resulting from deposition of NaCl on Au(111) at 180 K. Steps act as nucleation sites for the growth 
of straight edged NaCl islands. Image reproduced from [239] 
155 
 
microscopy, non contact AFM and STM. In Figure 7.1 (a) we show images of NaCl islands on Cu(111) 
acquired via tapping mode AFM [246]. NaCl on Cu(111) grows in ‘carpet like’ fashion i.e. it covers the 
Cu(111) step as a carpet. In Figure 7.1 (b) we show an image of NaCl islands on Au(111) which was 
acquired by STM [239]. The growth mode of NaCl on Au(111) is also ‘carpet like’. This well-known 
carpet-like overgrowth of steps, kinks, and defects [247] is due to strong internal cohesion of the 
film, which avoids misfit dislocations in the NaCl layer. However, the growth of NaCl islands is not 
carpet like on all substrates. NaCl islands on Cu(311) exhibits a remarkably strong and localized 
binding between adlayer and substrate and show preferential nucleation on the      step edges 
owing to minimized interface energy between NaCl overlayer and Cu template [235]. The polar 
nature of alkali halides such as NaCl plays an important role in the binding to the substrate. The 
deposition of NaCl on metal surfaces and its interaction with them in the form of Coulomb forces 
have long been established [235, 238]. 
 
7.1.1 STS on NaCl films 
The insulating properties of an NaCl monolayer on Cu(311) were investigated via dI /dV 
spectroscopy by Olsson et al [238]. The dI/dV spectrum is shown in Figure 7.2. The poor conductivity 
of the monolayer is manifested by a very small tunneling current between -4 and +3V and 
exponential onsets of dI /dV at these voltages. The other characteristic feature in the spectra is the 
shoulder at about 3.2 V. This drastic reduction in the tunneling current suggests a depletion of the 
LDOS in the corresponding energy region, which can be attributed to the absence of propagating 
states in the overlayer in this energy region and the formation of a band gap. 
 
Figure 7.2: Experimental dI /dV spectrum for a monolayer NaCl on Cu(311). The tip-sample distance 
corresponds to a current set point of It =0.3 nA at Vt = 3.8 V. Image reproduced from [238] 
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7.1.2 Deposition of molecules on NaCl islands 
Both molecules [239, 248, 249] and nanoparticles [240, 250] have been successfully deposited 
on NaCl thin films. Ventura et al deposited 3, 4, 9, 10-perylenetetracarboxylic diimide (PTCDI) and 1, 
4-bis-(2, 4-diamino-1, 3, 5,-triazine)-benzene (BDATB) on NaCl islands on Au(111) and demonstrated 
a good decoupling between the molecular electronic structure from the metals states by the NaCl 
layer (see red arrows in Figure 7.3 (a)).  
 
Cavar et al were successful in depositing C60 molecules on NaCl islands on Au(111) (shown in 
Figure 7.3 (b)). Island A is a C60 monolayer on Au(111). The small blue triangle below A is part of the 
bare Au surface. Hexagonal island B and truncated triangular islands C and D consist of up to two, 
three, and four C60 molecular layers, respectively, on NaCl. The inset in (c) shows submolecular 
resolution on island B (V= -3 V, I = 0.1 nA). Using the highly localized current of electrons tunneling 
through a double barrier scanning tunneling microscope junction, luminescence was exhibited from 
a selected C60 molecule in the surface layer of fullerene nanocrystals grown on an ultrathin NaCl film 
on Au(111). In the observed fluorescence and phosphorescence spectra, pure electronic as well as 
vibronically induced transitions of an individual C60 molecule were identified, leading to 
unambiguous chemical recognition on the single-molecular scale. 
 
Figure 7.3: STM images showing molecular structures resulting from co-deposition of PTCDI and BDATB on a 
partially NaCl-covered Au(111) surface. Most of the imaged areas are 2 ML high NaCl islands apart from the left 
hand side showing the bimolecular layer on Au(111). Some molecules are found to adsorb on the NaCl islands – 
most likely at defects within the salt layer. Image reproduced from [239] (b) STM image of C60 nanocrystals 
formed on a NaCl ultrathin film grown on Au(111) (Vt = -3V, It = 0.02 nA). Island A is a C60 monolayer on Au(111); 
the small blue triangle below A is part of the bare Au surface. Hexagonal island B and truncated triangular 
islands C and D consist of up to two, three, and four C60 molecular layers, respectively, on NaCl. (c) 
Submolecular resolution on island B (Vt = -3V, It = 0.1 nA). Image reproduced from [240] 
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In all the cases shown above, the NaCl film acts as a spacer layer to decouple the electronic 
structure of the deposited species with that of the underlying substrate [240, 251]. However the 
number of similar investigations on ultra thin NaCl films is quite limited and in large part this is 
because of the small lateral dimensions of the NaCl films which limit the area in which the species of 
interest can be captured and studied. The lateral dimension of the NaCl films is usually limited by the 
size of the atomically flat terraces available on the substrates. In principle substrates with larger flat 
terraces should lead to the larger lateral dimensions of the insulating films which would enhance the 
capture of molecules and clusters. Scanning tunneling spectroscopy (STS) studies on single molecules 
and clusters deposited on NaCl films have also met with limited success because of insufficient 
stability of the molecular systems [239].  
 
In this chapter we present a strategy to obtain thin NaCl islands with large lateral extent on 
HOPG substrate. We show that these islands are transparent to tunneling current and allow STM 
and STS measurements.  
 
7.2 Results 
7.2.1 Morphology 
In Figure 7.4 we show a typical NCAFM image of cross-shaped islands of a deposited low 
coverage NaCl sample grown on the terraces of HOPG. It can be seen that even after deposition of 2 
ML of NaCl the actual coverage is much lower owing to desorption from the HOPG surface. The 
remaining material has self assembled to form cross-shaped islands. The cross shaped islands follow 
a branching pattern with two primary arms (which make the cross), secondary branches 
perpendicular to the primary ones, and finally smaller tertiary branches which form at right angles to 
the secondary arms. While defected structures exist with misplaced branches, the angle between 
the branches is overwhelmingly 900.  
 
NCAFM images like Figure 7.4 reveal two types of structures - (i) rod like decorations of HOPG 
step edges (arrow 1 in Figure 7.4) (ii) and cross-shaped islands on the HOPG terraces (arrow 2 in 
Figure 7.4). The islands nucleate via molecule-molecule collisions on flat terraces and the rods by 
defect trapping (at step edges). Similar structures have been observed after deposition and diffusion 
of various clusters e.g. Sb4 [252], Ag400 [253], Sb4-2200 [254].  
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Figure 7.5: (a) 3D representation of a NCAFM image of one of the arms of a cross-shaped island. The height of 
the base of the island is determined to be 5.6 Å which corresponds to a height of 2 ML (b) NaCl lattice. Chlorine 
and sodium atoms are shown in green and yellow respectively. (c) Line profile of a NaCl island. An Additional 1 
ML layer is formed from atoms that impinge directly on top of the 2ML high NaCl base.  
 
 
Figure 7.4: Non Contact AFM image of NaCl grown on HOPG (flux = 0.058 Å/sec and coverage = 2 ML). Arrows 1 
and 2 indicate rods formed due to the decoration of HOPG step edges by NaCl and a cross-shaped island 
formed on a flat terrace respectively. Arrow 3 points to a fold in the underlying layer of HOPG which appears as 
a bright line in the NCAFM scan. 
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A three dimensional representation of a branch of an NaCl island is shown in Figure 7.5 (a). All 
islands, at low and high coverage, exhibit bases of height 5.6 ± 0.1 Å which corresponds to a height 
of 2 ML of NaCl (see NaCl lattice in Figure 7.5 (b)). Islands formed at higher coverages usually exhibit 
an additional 1 ML on top of the base (see line profile in Figure 7.5 (c)). Interestingly carpet like 
growth of NaCl islands is also observed on HOPG where the island shown in Figure 7.5 (a) grows over 
a step edge in the top left corner of the image. Higher coverage islands will be discussed in section 
7.2.4. We also observe that the islands grow laterally when the coverage is increased and that a 
fixed base height (2 ML) is maintained in all depositions. This behavior indicates that the activation 
energy barrier to upward mobility of NaCl molecules is large.  
 
7.2.2 Growth of NaCl islands 
The formation of the NaCl islands can be described within the framework of diffusion limited 
aggregation (DLA) [255, 256]. In this process NaCl molecules diffuse randomly across the substrate 
terraces before encountering a growing aggregate and then they attach permanently to its growth 
front (similar to bismuth nanostructures [16]). The structures observed in the present case are 
similar to that observed by Zhang and Lagally [256] where the underlying substrate’s crystal 
structure forces formation of highly branched and cross-shaped structures.        
  
The island shapes are a function of an intricate balance between growth kinetics and 
thermodynamics in which the former drives the system to form non-equilibrium dendritic structures 
(at high local fluxes), while the latter reduces the free energy of the system resulting in compact 
structures (at low local fluxes) [16]. It is important to clearly distinguish the local flux of molecules 
impinging laterally onto an island from the apparent flux deposited vertically onto a given area of 
the substrate. The local flux is affected by the presence of step edges, or nearby growing islands, 
since they act as sinks for diffusing material. Isolated islands growing on large terraces (with distant 
step edges) experience high local fluxes as the weakly bound NaCl molecules diffuse rapidly and 
there are no competing sinks. 
 
The growth mechanism and the effect of differing local fluxes are illustrated in Figure 7.6 which 
shows the early stages of growth of an island which happens to have nucleated close to a step edge. 
The initial seed particle which nucleates on the HOPG surface is a cube (or a square if viewed from 
the top) as NaCl crystallizes into a face centered cubic unit cell. It is observed that two arms quickly 
grow out from the top corners of the seed (i.e.      directions). However on the other side next 
to the step edge of graphite a (010) facet is formed.  
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    Fast growth at the upper corners is a consequence of a high local flux: these corners of the 
square extend more into the diffusion field and catch more molecules resulting in rapid growth in 
the       directions. The high local flux on the upper side of this island is because the island’s 
upper side faces a large terrace.  In contrast the lower side of the island grows slowly owing to low 
local flux because of the proximity to a step edge. This gives enough time for the molecules to 
arrange themselves in a more thermodynamically favorable configuration and hence a (010) facet is 
 
Figure 7.6: Early stages of growth of a NaCl island (see text). 
 
 
Figure 7.7: Ratio between the long arm versus short arm of the cross shaped NaCl islands 
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observed [15].  
 
7.2.3 Interaction with the substrate 
Interestingly the lengths of the two primary arms that make the cross appear unequal in the 
NCAFM images. We measured the ratio of the length of the arms from the center of the cross and 
found that the ratio between the short vs long arm was mostly ~1:1.2 – 1:1.3 (see Figure 7.7). This 
observation suggests that that one arm grows faster than the other. This phenomenon would 
indicate some degree of interaction with the substrate which could result in a fast growth direction 
in one of the arms. Such kind of interaction can be studied by monitoring the growth of the crosses 
with respect to each other. 
 
However, the size of the islands usually ranged between few hundred nanometers to few 
microns which makes the visualization on a large scale very difficult in a NCAFM scan. SEM is a better 
option in these cases but the NaCl islands were destroyed by the moisture in the air as soon as the 
islands were taken out of the vacuum chamber. This problem was overcome by evaporating bismuth 
on top of the pre-existing NaCl islands which assembled on and around the islands. The bismuth 
forms an outline of the NaCl islands. SEM was possible on such samples in which bismuth would 
indicate the shape and positions of the NaCl islands as shown in Figure 7.8. It can be seen that in 
most of the cross shaped islands, the lengths of the two primary arms that make the cross are 
unequal. SEM images demonstrate that the cross shaped islands are mostly aligned at 600 with 
 
Figure 7.8: SEM image of bismuth deposited on NaCl islands. The NaCl islands are destroyed when taken out of 
vacuum but the bismuth remains and shows an outline of the NaCl islands. 
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respect to each other (as shown by the angle in Figure 7.8), indicating an interaction with the 
underlying HOPG.  
 
7.2.4 Direct impingement 
A characteristic feature of higher coverage films is the presence of additional 1 ML islands of 
NaCl on top of the base (see Figure 7.9). The 1 ML islands are more prevalent near the center of the 
cross which forms the base and become less common as one approaches the tip of the island. If the 
additional 1 ML layer is the result of the aggregation of molecules that directly impinge on the base 
then the ratio of the areas of the additional layer and the base can be calculated straightforwardly. 
The probability of a molecule landing on the base is simply the fraction of the surface covered by the 
bases at that time. By integrating over time: 
 
 
  
  
 
 
         
   Equation 7.1 
                                        
where A2 = the area of the 1ML on top of the base; A1 = area of the base and θ = coverage [16]. We 
estimate A2/A1~0.5 and which correlates well with the experimental value θ = 0.85 in Figure 7.9. This 
suggests that the material on top of the islands aggregates after direct impingement. In the process 
of the formation of this two tier structure the base regions which were formed early in the growth 
process tend to capture more NaCl molecules leading to a gradient of the density of the 1ML islands 
from the center of the cross to the tip.  
 
 
Figure 7.9: Direct impingement of material on top of island base at higher coverages (flux was 0.058 Å/sec, 
coverage 6 ML).The structures exhibit a higher density of 1 ML high islands on the top of the bases. These 1 ML 
structures are formed due to direct impingement of material onto pre-existing bases. 
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7.2.5 Annealing  
The islands were annealed at 2000C for 30 minutes to observe any change in their morphology 
and configuration. Annealing of the islands results in formation of compact and more defined shapes 
as seen in Figure 7.10. The base is taller (4ML) as compared to the non annealed structures. The 
islands also undergo a drastic change in their morphology. Now the islands have sharper corners 
owing to edge diffusion [16] which is heightened at higher temperatures and in absence of incoming 
molecules. The islands look more like square shaped islands and it is noticeable how the squares join 
each other at their corners, i.e.       direction. Another interesting feature of the image is that 
the cross shape seems to have degraded into a single, longer island with remnants of what would 
have been secondary and tertiary branches. Because of annealing the molecules tend to diffuse to a 
more thermodynamically viable location and most of them preferred to align along the direction of 
main axis. We tried to perform STM measurements on the annealed islands but it resulted in very 
streaky, noisy images and after sometime destruction of the tip. Since the annealed islands were 
taller we decided to use low coverage island for bismuth deposition. 
 
7.2.6 Bismuth on HOPG 
We established in section 7.2.1 that our NaCl islands have a flat top surface which can be used 
to deposit molecules or nanoparticles. In this section we show preliminary results of deposition of 
bismuth on top of pre-existing low coverage NaCl islands on HOPG substrate. The Bi/NaCl/HOPG 
system was characterized by STM and STS. 
 
 
Figure 7.10: NCAFM image of annealed bismuth islands from low coverage (annealed at 200
0
C for 30 minutes) 
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Figure 7.11: (a) STM image of deposited bismuth over preexisting NaCl islands. Only a NaCl outline is visible as a 
clear region in between the bismuth islands (shown by blue arrows) (Vt = +1V, It = 100pA). (b) High 
magnification of the region shown by the red square in (a). The clear region shows presence of few bismuth 
islands which are formed on top of the NaCl islands (shown by white arrows). 
7.2.6.1 STM measurements 
In Figure 7.11 (a) we show an STM image of bismuth islands deposited on top of pre-existing 
NaCl/HOPG islands. This image was recorded at Vt = +1V and It = 100pA. Very interestingly, only 
bismuth islands are seen in this image and the NaCl islands are not visible. As we stated earlier NaCl 
is an insulator and it has a band gap in the range of -4 to +3V [238]. Therefore at +1V we are 
scanning in the bias range where there are no density of states for the NaCl islands.  
 
The bismuth islands in Figure 7.11 (a) are seen to form a straight clear region on HOPG which is 
shown by blue arrows. The bismuth islands form an outline around the invisible NaCl island 
indicating its presence. Our previous STM experiments with only NaCl/HOPG islands yielded 
extremely streaky and noisy images. We speculate that this was because of the interaction between 
the STM tip and the NaCl island resulting in the moving of the NaCl islands. However, after the 
deposition of the bismuth islands the NaCl islands appear to be anchored to their place as the 
Bi/NaCl/HOPG system did not pose any problems with STM imaging.  
 
The region shown by the red square in Figure 7.11 (a) is shown in higher magnification in Figure 
7.11 (b). The position of the NaCl island is shown by white dots. It can be seen from the image that 
the bismuth atoms treat the NaCl island as a defect and nucleate around it forming a clear outline of 
the NaCl island. Interestingly there are few islands which are also formed on top of the NaCl island 
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(shown by white arrows in Figure 7.11 (b)), which indicates that few bismuth islands also nucleated 
on top of the NaCl islands. To verify this we drew line profile (black line across the bismuth islands 
labeled 1, 2 and 3 in Figure 7.11 (b) on the bismuth islands) and it is shown in Figure 7.12. The height 
analysis shows that the islands 1 and 3 are ~3.56 nm high which corresponds to 9 ML of bismuth 
(2.97 nm) + 2 ML of NaCl (0.56 nm). Island 2 is 7 ML of bismuth on top of a 2 ML NaCl base. The 
height of the individual islands confirmed that they were located on top of the 2 ML base of the 
invisible NaCl island. It is interesting to see that the position of the three islands was influenced by 
tip-sample interaction. The position of island 2 is not the same in Figure 7.11 (a) and (b); it seems to 
be pushed a bit inward to come in line with island 1 and 2 in (b). 
 
Another interesting thing to note here is that the bismuth islands grow exactly in the same 
manner as on top of HOPG i.e. the standard paired layer configuration with 1 ML dead wetting layer 
is same on top of the NaCl islands.  
 
7.2.6.2 STS measurements 
Since the Bi/NaCl/HOPG system was stable enough for STM measurements we took the 
opportunity to perform STS measurements.  Along with grid CITS measurements in ±1V bias voltage 
range, single point spectroscopy measurements were performed in ±4V bias voltage range. In single 
point spectroscopy, the STM tip is positioned on a sample spot and a single I(V) curve is measured. 
We measured 20 single I(V) curves from the clear region (NaCl island) on the STM image shown in 
Figure 7.11 (b). They were averaged and numerically differentiated to yield the final curve shown in 
Figure 7.13.  
 
Figure 7.12: Line profile of island 1, 2 and 3 shown in Figure 7.11 (b). 
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The dI/dV curve of NaCl is very flat within a few volts of zero bias which is expected because 
NaCl is an insulator. The positive side of the spectrum shows an onset at +2V and the negative side 
of the curve shows a steep onset between -3V and -4V. The exponential rise can be attributed to the 
field emission regime which is encountered at higher voltages where the tunneling probability of the 
electrons increase exponentially because of tunneling through the energies close to the vacuum 
level [13]. The spectrum is similar to that of NaCl islands on Cu(311) obtained by Olsson et al (shown 
in Figure 7.2) [238]. Faint shoulders are visible on the dI/dV(V) curve at -3.2V, -3V, -2.2V, -1.5 V, +2V, 
+3.2V and +3.8V whose origin is still unknown.  
 
Grid CITS measurements were performed in ±1V bias voltage range on the sample region 
shown in Figure 7.11 (b). The corresponding CITS dI/dV map (Vt = +258mV) is shown in Figure 7.14. 
Lighter color in the dI/dV maps indicate high LDOS and vice versa. The dI/dV map shows the 
presence of HOPG, NaCl and various heights of bismuth islands. The area marked by NaCl (see green 
arrow) is slightly darker as compared to HOPG. The contrast observed between NaCl and HOPG in 
the CITS dI/dV map correlates well with the outline drawn by white dots in Figure 7.11 (b). This is 
direct evidence that the bismuth islands are formed around the NaCl islands and few bismuth islands 
are captured on top of the NaCl island.  
 
There is a bismuth island in the lower right hand corner of the image which is not formed on 
top of an NaCl island  (confirmed by height analysis of the island). The 5 ML island (on HOPG)  is 
 
Figure 7.13: dI/dV(V) curve on NaCl island obtained by single point spectroscopy method. The dI/dV(V) curve is 
an average of 20 single measurements.  
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darker than the 7 ML stripe which is formed on top of it. Interestingly the 7 ML stripe (formed on 5 
ML island and shown by red arrow) has the same contrast as compared to the 7 ML island that is 
formed on top of the NaCl island.  
 
This is interesting because NaCl is an insulator and theoretically it should decouple the 
electronic states of bismuth from the underlying HOPG and we would hope that there is some 
difference in the LDOS of Bi/HOPG islands as compared to Bi/NaCl/HOPG e.g. charging of the islands. 
However we do not see any difference which shows that the NaCl islands in our experiments allow 
the passage of tunneling current and make CITS measurements possible.  
     
In Figure 7.15 (a) we compare the dI/dV(V) curves recorded via CITS on bare HOPG and 
NaCl/HOPG. The LDOS minima of the NaCl curve (green) has shifted slightly towards the positive 
energies (~80meV) as compared to the bare HOPG curve (blue). The difference in contrast leading to 
darker NaCl island in the CITS dI/dV map (shown in Figure 7.14) is explained by comparing the 
relative difference in intensities between dI/dV(V) curves recorded in Figure 7.15 (a). At +258mV the 
NaCl/HOPG curve has comparatively less LDOS intensity as compared to HOPG and hence appears 
darker in the dI/dV map.  
 
In Figure 7.15 (b) we compare dI/dV(V) recorded on bismuth island on top of NaCl/HOPG (black 
arrow in Figure 7.14) and bismuth island on HOPG (red arrow in Figure 7.14). The peaks in both the 
curves arise out of DOS in bismuth (see section 3.3). It is very interesting to see that both the curves 
 
Figure 7.14: A CITS dI/dV map (V = +258mV) of the region shown in Figure 7.11 (b). The NaCl island (green 
arrow) appears darker as compared to HOPG (blue arrow). The 7 ML stripe formed on HOPG (red arrow) 
appears to have same contrast as the 7 ML island formed on NaCl island. 
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show similar LDOS peaks e.g. the LDOS peak at ~+0.65V, -0.4V, -0.5V and -0.66V are reproduced well 
in both the curves. The effects of decoupling via the NaCl spacer is not very evident as the LDOS 
minima in the Bi islands on NaCl/HOPG curve is also reproduced quite well in Bi/HOPG islands.  
 
The similar LDOS of Bi/HOPG and Bi/NaCl/HOPG is extremely interesting as it indicates that the 
wetting layer underneath the bismuth islands plays an important role in limiting the interaction 
between the paired bismuth layers and the HOPG substrate. The exact mechanism of the decoupling 
of the bismuth film from the underlying HOPG by the wetting layer is mysterious. 
 
7.3 Summary 
We have developed a strategy to produce well-defined cross-shaped islands of NaCl with large 
lateral extent on HOPG. The cross shaped islands follow a branching pattern with two primary arms 
(which make the cross), secondary branches perpendicular to the primary ones, and finally smaller 
tertiary branches which form at right angles to the secondary arms. The islands are formed via DLA 
and the shape of the island can be controlled by experimental parameters e.g. apparent flux, 
coverage etc. The islands grow laterally when the coverage is increased and a fixed base height of 2 
ML is maintained in all the depositions.  
 
There is a significant effect of the atomic structure of the NaCl and the underlying substrate 
that results in a fast growth direction (long axis of the cross) and a 600 angle between the crosses on 
the same HOPG grain as seen from SEM images.  
 
Figure 7.15: (a) Comparison of dI/dV(V) curves recorded on NaCl island on HOPG (green) and bare HOPG 
(blue). (b) Comparison of dI/dV(V) curves between 7 ML island on bare HOPG (red) and on top of NaCl island 
(black). 
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As the coverage of the NaCl islands is increased the islands grow laterally maintaining a 2 ML 
base height. An additional 1 ML NaCl island is observed in all high coverage experiments which is a 
result of direct impingement of material on top of the existing 2 ML base. Annealing of the NaCl 
islands resulted in compact and sharply defined square NaCl islands. The squares appear to join to 
each other at the diagonals (      direction) in the annealed structures.  
 
STM measurements on Bi/NaCl/HOPG were successful however the STM images at Vt = +1V 
showed only the bismuth islands. The NaCl islands were invisible because of absence of any DOS in 
the wide band gap between -4V and +3V. We were successful in observing bismuth islands on top of 
NaCl islands and also in measuring the height of the individual islands. The height analysis revealed 
the formation of 7 and 9 ML bismuth islands on top of a 2 ML NaCl base. The growth of bismuth 
nanostructures on NaCl islands is very interesting because the islands grew in the same manner as 
on bare HOPG e.g. there was no additional wetting layer and the typical Bi(110) island bilayer 
stacking with 1 ML dead wetting layer was maintained. 
 
We performed single point spectroscopy measurements on the NaCl islands in ±4V range. The 
dI/dV curve of NaCl was very flat within a few volts of zero bias which is expected because NaCl is an 
insulator.  
 
Grid CITS measurements were performed on the Bi/NaCl/HOPG islands. The dI/dV map 
obtained at +258mV clearly showed the presence of NaCl islands on HOPG substrate and the 
bismuth nanostructure formed around it. The dI/dV(V) curves extracted from 7 ML islands formed 
on bare HOPG and on top of NaCl islands was found to be very similar. This demonstrates that our 
NaCl islands are transparent to the flow of tunneling current and also allow CITS measurements. The 
similar LDOS of Bi/NaCl/HOPG and Bi/HOPG suggests that the wetting layer under the bismuth 
islands plays an important role in limiting the interaction between the bismuth islands and HOPG i.e. 
the same decoupling behavior is observed in bismuth islands on HOPG or on NaCl/HOPG. There have 
been no reports of CITS measurements (dI/dV(V) curves) on nanoparticle/molecules deposited on 
NaCl films. 
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8. Conclusion 
The focus of this thesis was a detailed STM/STS study of ultra thin films of bismuth on HOPG. 
This work is a continuation from the previous work on the precise fabrication of Bi(110) islands and 
rods on HOPG substrate by Dr Shelley Scott [13-16] and Dr David McCarthy [43, 75] at University of 
Canterbury, NZ. In the previous research at University of Canterbury the physical characteristics of 
the bismuth films were studied extensively, and in the current research work we concentrated on 
the electronic structure of Bi(110) thin films. The work was also motivated by the recent discovery of 
exotic topological states in bismuth thin films and the lack of published STS studies on Bi(110) thin 
films.  
 
The bismuth films on HOPG were grown and studied in an Omicron VT AFM XA system. The 
Omicron system is a UHV SPM that works at a base pressure of 10-10 mbar. The films were initially 
characterized via XPS. The XPS results revealed good quality and metallic nature of the film which 
facilitated STM studies. The XPS results also suggest absence of bonds between the HOPG and the 
bismuth film or a weakly physi-sorbed film [43]. The height measurements via STM showed that the 
islands grow in paired layers on top of a 3 ML base (3, 5, 7, 9… ML). Previous electron diffraction 
with height analysis shows that the films grow with the (110) plane parallel to the substrate. The 
surface unit cell of the Bi(110) film estimated via STM was 0.48 ± 0.03 nm x 0.46 ± 0.02 nm which is 
reasonably similar to the bulk surface unit cell.  
 
 Comparison of the experimental STS data with DFT calculations showed that the LDOS of a ‘n’ 
ML thick island matches well with the calculated DOS of a free standing ‘n-1’ ML thick bismuth slab. 
This implied the presence of a ‘dead’ 1 ML wetting layer which was present only underneath the 
bismuth islands. The free standing nature of the Bi(110) films on HOPG results in two symmetrical 
surfaces (top and bottom). The two surfaces interact and couples rendering all the electronic bands 
doubly degenerate in the 3, 5 and 7 ML thick films. The surface energy calculations performed by the 
team at University of Illinois, Urbana Champagne, USA, show bilayer damped oscillations which 
explain the stability of paired layers in Bi(110) islands.  
 
We observed a bright feature on the perimeter of 3, 5 and 7 ML islands and stripes in the dI/dV 
maps and STM images at energies close to the Fermi level. We refer to these features as ‘bright 
beaches (BB)’. These BBs are observed at both room temperature and low temperatures. The BBs do 
not disperse as a function of bias voltage nor show additional modulations which suggest they are 
not Friedel oscillations or quantum confined state. We have also observed edge reconstruction of 
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the edges of a 7 ML stripe.  The width of the BB on a 5 ML stripe on a 3 ML base is ~2-4 nm, and the 
width of the BB on a 5 ML island on HOPG is 4-5 nm. This suggests that there could be an effect of 
the boundary conditions on the widths of the bright beaches. The BBs are also observed in the dI/dV 
maps on grain boundaries and defects indicating that the BBs are associated with the termination of 
the chains of bismuth atoms. Similar bright features have been reported on edges of Bi(111) islands 
in the literature which were referred to as ‘edge states’. The edge states observed on Bi(111) have 
also been predicted to be topologically protected. The widths of our BB and the energy range of the 
occurrence are very similar to the edge states in the literature. It would be interesting to perform 
calculations to understand the origin of these bright beaches on Bi(110) islands. 
 
We have observed well defined periodicities in the widths of 3, 5 and 7 ML Bi(110) islands and 
stripes. The periodicities were analyzed via STM images which showed widths (measured in 
     * direction) with a periodicity of ~15 nm in 3 ML, ~6 nm in 5 ML and ~4 nm is 7 ML islands 
and stripes. The quantized widths are first indication that the growth of the bismuth islands is 
governed by quantum size effects (QSE) in which the island width (w) follows the rule        . 
We therefore estimated the experimental Fermi wavelength of 3, 5 and 7 ML islands to be   
    = 30 
nm,   
    = 12 nm and   
    = 8nm. The mechanism behind the formation of quantized widths was 
investigated by means of the band structure and the corresponding Fermi surfaces. The Fermi 
surfaces of the 2 and 4 ML bismuth slabs showed an electron pocket in   - 1 direction. This pocket 
has a kF in the   - 2 (     *) direction and with EF shifts equal to 35 meV and 120 meV for the 2 
and 4 ML films respectively the experimental Fermi wavelength matched the calculated Fermi 
wavelength. In the case of 6 ML the Fermi surface consisted of an electron pocket and hole pocket 
and the required Fermi wavelength could be generated by both of them by EF shifts of 90 meV and 
145 meV. However, since the QSE in 2 and 4 ML islands was associated with the electron pocket, we 
believe that the electron pocket is responsible for the observation of QSE in 6 ML islands.  
 
In some of the 3 ML islands we observed a distinct and periodic Moiré pattern via STM images 
and CITS dI/dV maps at energies close to the Fermi level. It shows a periodicity of ~3.5 nm and is 
oriented at ~600 to the Bi       direction. The periodicity was independent of the bias voltage. 
We show that the misorientation of the bismuth island with respect to the underlying HOPG gives 
rise to the Moiré pattern in STM images and CITS dI/dV maps. The Moiré pattern is observed at both 
room and low temperatures. LDOS intensity maps associated with the Moiré pattern show peaks in 
the LDOS valley which correlate with the Moiré pattern. A modulation in intensity of LDOS peaks 
with respect to the Moiré pattern was also recorded at +350mV and -150mV. We also observe a 
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contrast inversion of the Moiré pattern in the STM images and corresponding dI/dV maps. Dr Pawel 
Kowalczyk performed calculations which were based on the principle of misorientation between the 
bismuth islands and the underlying HOPG substrate and was able to predict the periodicity and the 
angle of the Moiré pattern observed in STM and CITS results. Very strangely, we also observed Moiré 
pattern in NCAFM images of bismuth islands. The Moiré pattern observed in the NCAFM images had 
a periodicity of ~8-9 nm. We speculate that the Moiré pattern observed in NCAFM has a completely 
different origin than the ones observed in STM and certainly more detailed experiments and 
calculations would be interesting to understand the NCAFM results. 
 
NaCl was deposited on HOPG substrate that resulted in formation of cross shaped islands. The 
cross shaped NaCl islands were characterized primarily by NCAFM. STM measurements were 
extremely difficult because of the insulating nature of the NaCl film and the STM tip displaced the 
NaCl island while scanning. The islands were formed by diffusion limited aggregation and the shape 
of the island could be controlled by experimental parameters e.g. apparent flux, coverage etc. The 
islands grew laterally when the coverage was increased, a fixed base height of 2ML being maintained 
by the NaCl islands in all the depositions. An additional 1 ML NaCl island is observed in all high 
coverage experiments which is a result of direct impingement of material on top of the existing 2 ML 
base. An effect of the underlying substrate was seen in the islands as they were oriented at 600 to 
each other. 
 
We were successful in observing bismuth islands on top of NaCl islands and also in measuring 
the height of the individual islands. The growth of bismuth nanostructures on NaCl islands is very 
interesting because the islands grew in the same manner as on bare HOPG i.e. there was no 
additional wetting layer and the typical Bi(110) island bilayer stacking with 1 ML dead wetting layer 
was maintained. In the CITS measurements the dI/dV(V) curves extracted from 7 ML islands formed 
on bare HOPG and on top of NaCl islands was found to be very similar. The similar LDOS of 
Bi/NaCl/HOPG and Bi/HOPG suggested that the wetting layer under the bismuth islands plays an 
important role in limiting the interaction between the bismuth islands and HOPG i.e. the same 
decoupling behavior is observed in bismuth islands on HOPG or on NaCl/HOPG.  
 
Many opportunities clearly exist to extend the current research work on Bi(110)/HOPG system. 
We have initiated collaborations with Prof. Mineo Saito, Kanazawa University, Japan for calculations 
on a free standing Bi(110) slab with finite width. These calculations would help us to understand the 
density of the states at the edges of Bi(110) islands and stripes. The difficulty in such calculations are 
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that the exact model of the Bi(110) edge is currently unknown. We also propose to incorporate 
appropriate boundary conditions in the calculations to understand its implications on the widths of 
the bright beaches. 
 
To understand the Moire pattern in NCFAM images we suggest detailed and systematic NCAFM 
experiments on 3 ML Bi(110) islands. The experiments should chiefly focus on bismuth islands with 
small lateral extents. It would also be intersting to perform contact AFM on these bismuth islands at 
low temperatures (50 K) when their stability is better (compared to room temperature). 
 
The most appealing follow up of our research work is to verify the topological properties of the 
Bi(110) islands, if any. It has been indicated in literature that Bi(110) system is topologically trivial in 
nature, however with our discovery of quantized widths we speculate that a combination of the 
thickness of the island and the quantized widths could give rise to interesting properties in the 
system.  
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11. Appendix 1 
Table of unit cell measurements 
 
Measurement 
Number 
Measured value in 
     * direction (nm) 
Measured value in 
       direction (nm) 
1 0.48 0.46 
2 0.48 0.457 
3 0.47 0.45 
4 0.476 0.46 
5 0.47 0.46 
6 0.484 0.467 
7 0.483 0.467 
8 0.483 0.47 
9 0.477 0.459 
10 0.477 0.46 
11 0.51 0.44 
12 0.507 0.44 
13 0.489 0.468 
14 0.51 0.457 
15 0.51 0.45 
16 0.482 0.46 
17 0.484 0.457 
18 0.51 0.46 
19 0.48 0.46 
20 0.46 0.45 
21 0.467 0.45 
22 0.486 0.458 
23 0.48 0.449 
24 0.474 0.46 
25 0.48 0.46 
26 0.51 0.453 
27 0.476 0.46 
28 0.475 0.453 
188 
 
29 0.483 0.456 
30 0.48 0.46 
 
From the table above it can be seen that the measured value of the unit cell in      * 
direction is ~0.48 ± 0.03 nm and the measured value in       direction is ~0.46 ± 0.02 nm. 
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12. Appendix 2 
 
Figure 1: (a) Comparison of 3 ML experimental dI/dV(V) curve with various calculated 3 ML data (b) 
Comparison of 3 ML experimental dI/dV(V) curve with various calculated 2ML data. The best match is obtained 
between 3 ML experimental dI/dV(V) curve with calculated 2 ML bulk DOS curve. 
 
 
Figure 2: (a) Comparison of 5 ML experimental dI/dV(V) curve with various calculated 4 ML data. Best match is 
attained between 5 ML experimental dI/dV(V) curve with calculated 4 ML bulk DOS. (b) Comparison of 7 ML 
experimental dI/dV(V) curve with various calculated 6 ML data. The best match is obtained between 7 ML 
experimental dI/dV(V) curve with calculated 6 ML bulk DOS curve. 
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13. Appendix 3 
Fourier transform filter 
Frequency filtering is based on the Fourier Transform. The operator usually takes an image and 
a filter function in the Fourier domain. This image is then multiplied with the filter function in a pixel-
by-pixel fashion: 
                    
 
where        is the input image in the Fourier domain,       is the filter function and        is the 
filtered image. To obtain the resulting image in the spatial domain,        has to be re-transformed 
using the inverse Fourier Transform. Since the multiplication in the Fourier space is identical to 
convolution in the spatial domain, all frequency filters can in theory be implemented as a spatial 
filter. However, in practice, the Fourier domain filter function can only be approximated by the 
filtering kernel in spatial domain. The form of the filter function determines the effects of the 
operator.  
 
There are basically three different kinds of filters: low pass, high pass and band pass filters. A 
low-pass filter attenuates high frequencies and retains low frequencies unchanged. The result in the 
spatial domain is equivalent to that of smoothing filter; as the blocked high frequencies correspond 
to sharp intensity changes, i.e. to the fine-scale details and noise in the spatial domain image. A high 
pass filter, on the other hand, yields edge enhancement or edge detection in the spatial domain, 
because edges contain many high frequencies. Areas of rather constant gray level consist of mainly 
low frequencies and are therefore suppressed. A band pass attenuates very low and very high 
frequencies, but retains a middle range band of frequencies. Band pass filtering can be used to 
enhance edges (suppressing low frequencies) while reducing the noise at the same time (attenuating 
high frequencies). 
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