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Abstract
The control of steam temperature in direct steam generation plants is challenging due
to the complex physical process involved in turning water into steam, and the vari-
able nature of solar radiation. This thesis explores the control of steam temperature
at the outlet of a mono-tube cavity receiver powered by a 500 m2 dish concentrator,
using state feedback control. The dish concentrator, receiver and ancillary equipment
constitute the SG4 once-through steam generation system at the Australian National
University in Canberra, Australia.
The control of temperature in the receiver employs a linear full state feedback
control strategy. The controller manipulates the feed-water mass flow entering the
receiver, to maintain constant steam temperature at the receiver outlet under varia-
tions in solar radiation, inlet flow conditions and ambient temperature. To imple-
ment the temperature controller, this thesis develops a dynamic model of the steam
generation process in the receiver.
The mono-tube cavity receiver consists of a single path of steel tubing coiled to
form a cylindrical cavity with a frustum opening. The cavity side of the tube inter-
cepts concentrated radiation from the dish concentrator and heats up. Water passes
through the inside of the tube and absorbs heat, turning into superheated steam
before leaving the receiver. The dynamic model of the receiver is a switched moving-
boundary description of the heat exchange process taking place in the absorber tube,
including the transition between single and two-phase flow that water undergoes as
it turns into superheated steam. The advantage of this modelling approach is that it
provides a state-space representation of the receiver that is suitable for the develop-
ment of state feedback controllers. Computer simulations in this thesis validate the
receiver model, as they show good agreement with experimental measurements of
the SG4 steam generation system.
The practical implementation of the receiver temperature controller in this thesis
requires a state observer to estimate the state of the mono-tube cavity receiver dur-
ing operation. This thesis proposes a modified Extended Kalman Filtering scheme
to compute the state of the receiver, built around the switched moving-boundary
receiver model. The filtering scheme is implemented in computer simulations and
demonstrated experimentally in the SG4 steam generation system as part of this the-
sis.
The linear full state feedback temperature controller proposed in this thesis gen-
erates a feed-water mass flow command to control the temperature at the receiver
outlet. The mass flow command is generated from three separate regulation mech-
anisms: a set of full state feedback gains, an integrator and a feedforward law. The
feedback and integrator mechanisms are designed from a linear approximation of the
receiver model, and the feedforward law corresponds to a steady state energy bal-
ix
xance in the receiver. The temperature controller is implemented in simulations and
experimentally on the SG4 steam generation system. This thesis presents the first
experimental results of the SG4 system running successfully with automatic steam
temperature control.
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Chapter 1
Introduction
Steam turbines generate more than half of the electricity produced world wide today.
Steam turbines are driven by high temperature steam, which is typically produced
by boiling water with a high temperature heat source such as coal, natural gas, or a
nuclear reactor. Direct steam generation is a renewable energy technology that seeks
to supplant conventional heat sources that generate steam, with highly concentrated
solar radiation. But the sun is an unsteady source of heat, and this poses significant
challenges to the stable operation of a steam turbine in a direct steam generation
plant. This thesis addresses the control of direct steam generation using parabolic
dishes as the source of concentrated radiation. This introductory chapter presents an
overview of research and development of direct steam generation technology, and the
main contributions of this thesis with the ultimate goal of advancing the technology
towards commercial scale power generation.
1.1 Motivation
Concentrating Solar Thermal Power (CSP) technology is growing rapidly in response
to an increasing demand for clean and renewable electricity generation. There is cur-
rently 1.3 GW of installed CSP plant capacity worldwide, with an additional 2.3 GW
under construction and 31.7 GW in the advanced planning stage (Mu¨ller-Steinhagen,
2013).
The majority of installed CSP plants, and also of those under construction, em-
ploy a steam turbine based power block to generate electricity. CSP plants focus the
light of the sun onto a specific device, called a receiver, that intercepts the focused
radiation. A specialised fluid with a high heat capacity passes through the receiver
and absorbs heat from the receiver. The fluid then travels from the receiver to the
power block and to a heat exchanger. The heat exchanger transfers heat from the
fluid to turn water into steam, suitable to drive the turbine (International Energy
Agency, 2010).
Specialised fluids that transfer heat from the receiver to the power block include
synthetic thermal oils (Kearny, 1989) and molten salts (Dunn et al., 2012). Thermal
oils constitute the dominant choice for installed plants (Mu¨ller-Steinhagen, 2013),
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whereas molten salts are a more recent development and feature prominently among
plants under construction (Behar et al., 2013).
Direct steam generation (DSG) technology turns water into steam directly at the
receiver, in order to remove the need for a heat exchanger before the steam turbine
and intermediate heat transfer fluids. Water is cheaper, more abundant and can reach
higher temperatures than either thermal oils or molten salts. These advantages have
the potential to lower the capital cost and increase the efficiency of the plant, which
would lower the levelised electricity cost (LEC) of the plant (Feldhoff et al., 2010;
Desmond, 2013).
DSG technologies face challenges to reach commercialisation scales, related to the
operation and control of the plant. All CSP plants adjust their operating parameters
to maintain a constant heat output to the power block under variable solar conditions.
But controlling a DSG plant is difficult, due to the direct connection between the
steam generation and the power block, and the complexity of the steam generation
process (Camacho et al., 2012).
Currently, there are two avenues for DSG technology to advance towards com-
mercialisation: thermal storage with phase change materials (PCM), and hybridisa-
tion with conventional power generation. State of the art CSP plants feature thermal
storage units that accumulate heated fluids to decouple the power block from fluc-
tuations in solar radiation. Current thermal storage technology is only mature for
synthetic oils and molten salts (Relloso and Delgado, 2009; Dunn et al., 2012). Phase
change materials can provide the equivalent thermal storage function to DSG plants,
which significantly advances DSG technology towards commercial scale power gen-
eration (Birnbaum et al., 2010; Liu et al., 2012). Hybrid plants combine DSG technol-
ogy with other sources of heat (e.g. fossil fuels, biomass, etc.) to generate steam and
drive a power block. There are hybrid plant concepts incorporating different shares
of DSG technology, but all concepts increase the penetration of CSP technology into
the power generation market (Peterseim et al., 2013). Both of these avenues necessi-
tate better control strategies to ensure the stable and efficient operation of the plant
under variable solar conditions.
The motivation of this thesis is to investigate advanced control strategies for DSG
plants, in order to advance the technology towards commercialisation.
1.2 Modelling and control of DSG systems
The intensity of solar radiation depends on the position of the sun in the sky and
atmospheric conditions. During clear sky days, the peak intensity of direct normal
irradiation occurs at noon, when the sun reaches its highest altitude in the sky. This
is up to 15% greater than at sunrise and sunset. Furthermore, cloud cover reduces
the intensity of direct normal irradiation to virtually zero, and this severely reduces
the amount of energy concentrated into the receiver of a plant (Lovegrove and Stein,
2012). Direct steam generation power plants must therefore include a control system
to continuously adjust the operating conditions of the plant, in order to maintain a
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constant steam output to the power block (Camacho et al., 2012).
The control of DSG plants is difficult because the boiling process of water is highly
non-linear. Water absorbs heat as it passes through the receiver and eventually it
turns into steam. Water travelling through a heated tube turns into steam in three
broad stages: sub-cooled liquid, saturated water/vapour mixture and superheated
steam. As water boils and turns into steam, its physical properties (e.g. density,
viscosity) change by up to two orders of magnitude. This results in a complex heat
transfer interaction between the fluid and the receiver, which is difficult to model for
control purposes.
1.2.1 Control oriented models for DSG systems
Modelling efforts in the literature employ different approaches to capture the dy-
namic behaviour of the boiling process in a DSG system. One approach is to consider
the behaviour of the system in the vicinity of an operating point, and approximate
its behaviour with lumped parameter models. This modelling approach was suc-
cessfully applied to control the temperature and pressure of the DIrect Solar Steam
(DISS) loop in Plataforma Solar de Almerı´a, Spain (Valenzuela et al., 2004, 2005).
Another approach is to employ a finite difference method, to incorporate the spatial
dependence of fluid properties in the receiver. Finite difference methods provide a
detailed representation of the boiling process in the receiver (Eck and Hirsch, 2007;
Bonilla et al., 2011), but often an approximation of the detailed model is then used
for control purposes (Schlipf et al., 2012).
A third, or intermediate modelling approach is to strike a compromise between
simple lumped parameter models and detailed models which capture the spatial
distribution of the steam generation process. A model proposed for the Eurelios
test facility (Sicily, Italy), divides the receiver into three portions of fixed size, for
the three stages in the boiling flow. The first portion contains only sub-cooled flow
and the third portion only contains superheated flow (Maffezzoni and Parigi, 1982b).
The middle portion contains the boundaries between sub-cooled, saturated and su-
perheated regions. The model provides an explicit way to track the movement of
these stage boundaries, which is suitable for the development of a temperature con-
troller. This modelling approach is limited to describe the receiver in the vicinity of
operating conditions (Maffezzoni and Parigi, 1982a,b).
A different intermediate approach permits all three stages of the boiling process
to occupy an arbitrary portion of the receiver, and to even disappear from the receiver
altogether. This versatility allows the model to describe the experimental behaviour
of a mono-tube cavity receiver at the Australian National University (ANU) dur-
ing start-up, steady operation, and large transients produced by cloud cover (Siang-
sukone, 2005). However, the model solves a quasi-steady state balance of energy in
the receiver, and it is not directly applicable to controller development.
Conceptually, Siangsukone’s model is comparable to another intermediate mod-
elling approach employed for refrigeration systems, termed moving-boundary mod-
els (MBM) (McKinley and Alleyne, 2008; Rasmussen and Alleyne, 2006; Jensen, 2003).
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Moving-boundary models also portion the heated tube according to the stages of the
boiling process. Each portion has a variable size and the boundaries separating the
tube into portions are explicitly tracked. MBM strike a good compromise between the
simplicity of lumped parameter models and the accuracy of finite difference models
(Bendapudi et al., 2008), with the additional advantage of providing a representation
of the system suited for the development of advanced controllers (He et al., 1995).
The potential of MBM has led to significant interest in recent times to employ this
modelling approach for the control of DSG systems (Yebra et al., 2005; Bonilla et al.,
2012a,b).
1.2.2 Steam temperature control for DSG systems
The control objective in a DSG plant is to maintain constant steam conditions at the
receiver outlet to ensure the stable and efficient operation of the power block (Cama-
cho et al., 2012). Control strategies for DSG plants in the literature focus on specific
plant variables to achieve this goal: e.g. temperature (Eck and Hirsch, 2007; Maffez-
zoni and Parigi, 1982b), temperature and pressure (Valenzuela et al., 2005) or steam
drum level (Schlipf et al., 2012). Variables outside the scope of the controller are
assumed managed by other means (e.g. a separate throttle valve that regulates the
pressure at the outlet of the receiver). DSG control strategies continually manipu-
late plant actuators to maintain constant process conditions. Plant actuators include
pumps for feed-water mass flow and recirculation, valves to regulate steam pressures
and injection flows in the receiver, and focusing/defocusing the concentrator (Zarza
et al., 2002; Morin et al., 2012).
Control approaches for parabolic troughs in the literature are based around clas-
sic output feedback control strategies. Controllers also feature a feedforward term,
which informs the controller about changes in insolation and other variables to pre-
empt their effect on the controlled system response.
Valenzuela et al. (Valenzuela et al., 2005) implemented PID outlet temperature
and pressure controllers for two different configurations of the DISS loop: recircu-
lation mode with injection and once-through. Experimental results showed that the
once-through configuration also required a feedforward term to successfully control
the plant.
Eck and Hirsch (Eck and Hirsch, 2007) implement a proportional-integral (PI)
controller in simulations to regulate the temperature of the DISS loop in recirculation
mode. The controller is divided into two loops: one that manipulates the feed-water
flow in the entire loop and another for the injection flow entering the last collector.
Both loops use a feedforward term to anticipate the effect of direct normal irradiation
fluctuations on the performance of the system.
Another variation of this approach was proposed by Birnbaum et al. (Birnbaum
et al., 2011) to control the steam temperature of a DSG parabolic trough system with
integrated storage. In this variation, the temperature control loop that manipulates
the cooling injection flow implements a lead-lag compensator (Franklin et al., 2010).
Classical control strategies have also been evaluated for point focusing systems.
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Caldwell (Caldwell, 2004) designed a PI controller with feedforward compensator to
regulate the steam temperature for the SG3 steam generation system (the predecessor
of the SG4 system employed in this thesis) in Canberra, Australia. The controlled
system exhibited an adequate performance in simulations.
Modern control strategies (i.e. full state feedback strategies) use the internal dy-
namic behaviour of the plant to create additional compensation action. The internal
dynamics are generated by a state-space model of the plant. The internal plant dy-
namics provide additional information to control the plant that may not be accessible
from measurements alone.
A modern control strategy employed in DSG systems is the linear quadratic reg-
ulator (LQR). Schlipf et al. (Schlipf et al., 2012) propose a LQR to control the level of
a saturated steam tank in a Linear Fresnel Reflector system. An optimisation tunes
the response of the LQR to balance the controlled response of the system against the
actuation effort required to produce this response. Simulations of the system show
that the LQR performs better than a PI controller in rejecting the effects of passing
clouds on the evaporator response.
1.3 Thesis statement
Modern control strategies based on full state feedback have the potential to improve
the controlled response of DSG plants beyond what classical control approaches can
do. Describing the dynamic behaviour of the receiver in a DSG plant with a moving-
boundary model provides the necessary information to realise a modern controller
strategy.
This thesis concerns the design of a linear full state feedback steam temperature
controller for the SG4 steam generation system at the Australian National University.
1.3.1 Thesis contributions
The proposed controller manipulates the feed-water mass flow entering the receiver
to maintain a constant temperature at the outlet during operation, despite changes in
direct normal irradiation, ambient temperature and other receiver variables. There
are three main contributions in this thesis: a switched moving-boundary model for
the receiver in the SG4 system, a modified Extended Kalman Filter to observe the
receiver state and a linear full state feedback controller to maintain constant temper-
ature at the receiver outlet. There is no means to actively regulate the pressure at the
receiver outlet of the SG4 system, and this study explores to which extent is possible
to achieve temperature regulation under these circumstances. These contributions
can be viewed as separate steps in the development of the temperature controller for
the SG4 system.
The first step produces a control oriented model of the receiver. The model is
derived from first principles of mass, energy and momentum conservation and pro-
vides a dynamic state-space description of the steam generation process in the ab-
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sorber tube. The model establishes a dynamic relationship between the variables
that affect the steam generation process, e.g. feed-water mass flow, direct normal ir-
radiation, system pressure, ambient temperature, etc. The model also connects how
these external variables affect the internal behaviour of the receiver, e.g. the extent of
evaporation in the absorber tube, the location and existence of different flow regions
and the specific steam enthalpy at the receiver outlet.
The second step is to construct a filtering scheme to estimate the dynamic receiver
state vector. The filtering scheme consists of a modified Extended Kalman Filter that
computes an estimate of the receiver state by combining the receiver model equations
with real time measurements from the SG4 system (e.g. feed-water mass flow, direct
normal irradiation, receiver outlet temperature and pressure).
The third step is the actual design of the linear full state feedback temperature
controller. The controller generates a feed-water mass flow command that maintains
constant temperature at the receiver outlet. The command is generated from three
separate regulation mechanisms: a full state feedback regulator, an integral control
of receiver outlet enthalpy and a feedforward term to anticipate changes in direct
normal irradiation. The controller is designed to respond to the dynamic behaviour
of the receiver, from a linear approximation of the receiver model around a selected
operating point. The controller action increases when the system deviates from this
operating point, and thus maintains constant temperature.
This thesis demonstrates the validity of the temperature controller design, both
in computer simulations and experimental runs with the SG4 system.
1.3.2 Thesis structure
The following chapters provide background information and the main findings of
this thesis.
Chapter 2 provides background information on concentrating solar power tech-
nology with an emphasis on direct steam generation. The chapter provides an
overview of the main concentrator and receiver technologies employed for DSG, and
the typical configuration of these plants.
Chapter 3 describes the SG4 steam generation system at the Australian National
University. The SG4 steam generation system employs a 500 m2 dish concentrator
and a mono-tube cavity receiver to generate superheated steam at 500 ◦C. This chap-
ter presents the main components of the steam generation system, including its in-
strumentation and low-level control system.
Chapter 4 presents the first contribution of this thesis, a dynamic model of the
heat exchange in the SG4 receiver. The model provides a state-space representation
of the receiver, exposing the problem to a wealth of knowledge in control theory.
The model is implemented in computer simulations using TRNSYS 16 and validated
against experimental run data from the SG4 system.
Chapter 5 presents the second contribution of this thesis, a filtering scheme that
computes an estimate of the internal state of the receiver. The filtering scheme inte-
grates the receiver model presented in chapter 4 with a set of Continuous-Discrete
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Extended Kalman filters, and computes an estimate of the receiver from system mea-
surements. The filtering scheme is implemented and tested in the SG4 system. Ex-
perimental results show that the filtering scheme provides an estimate of the receiver
state suitable for the development of a controller.
Chapter 6 presents a linear full state feedback temperature controller that manip-
ulates the receiver feed-water mass flow in order to maintain constant temperature at
the outlet under varying sun conditions. This chapter describes the structure, design
and tuning of the controller, and evaluates its performance for the SG4 system in
computer simulations and experiments. The controller is implemented in the SG4
system and integrated with the filtering scheme of chapter 5. This chapter presents
the first results of the SG4 system running in automatic temperature control mode,
demonstrating the practical feasibility of the controller design approach proposed in
this thesis.




Concentrating solar power and
direct steam generation
This chapter presents an overview of concentrating solar power technology, with an
emphasis on direct steam generation plants. Concentrating solar power plants gen-
erate electricity by converting the energy of the sun into heat, and using this heat to
drive a thermal power cycle. Direct steam generation plants use the energy of the sun
to convert water into superheated steam, suitable to drive a steam turbine generator
directly. This chapter reviews the different concentrator and receiver technologies
employed to convert solar radiation into heat, in particular those employed in direct
steam generation plants.
2.1 Introduction
Concentrating solar power (CSP) is a renewable energy technology that converts
solar radiation into heat to drive a thermal power cycle (e.g. Rankine or Brayton
cycles). CSP plant designs target large scale power generation ranging from 10 MW
to 1000 MW (Mu¨ller-Steinhagen, 2013). A general diagram of a CSP plant is shown
in figure 2.1.
CSP plants use optical concentrators to intercept large amounts of solar radia-
tion, and focus this radiation into a small area to achieve temperatures ranging from
300 ◦C to 1200 ◦C (Kalogirou, 2009). CSP plants have multiple optical concentrators
forming a large array, termed the collector field. In this small area, a receiver ab-
sorbs the concentrated solar radiation and transfers it as heat to a heat transfer fluid
(HTF) coming into contact with the receiver surface. Depending on the concentrator
technology, the collector field may also feature multiple receivers.
The heat transfer fluid travels from the receiver to a central location in the plant
where the power block resides. Plants with multiple receivers require an energy
transport network, which is a pipe network that transports hot HTF from the re-
ceivers to the power block and returns the cooled fluid to the collector field for reuse.
The power block comprises a primary mover (e.g. a steam turbine), an electri-
cal generator, and equipment that extracts heat from the HTF to drive the primary
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mover. State-of-the-art solar thermal power plants also feature an intermediate stor-
age system that accumulates HTF, serving as a buffer between the concentrators and
the power block (Dunn et al., 2012; Relloso and Delgado, 2009). After exiting the
power block, the cooled HTF circulates back to the collector field.
Figure 2.1: Parabolic trough plant diagram representing the general layout of a CSP plant:
solar field, heat transport network, power block and storage (optional). Diagram: SolarPACES
(SolarPACES, n.y.)
The most widely used CSP plant design uses synthetic thermal oils as a heat
transfer fluid (Kearny, 1989). Thermal oils have a high capacity to absorb heat and
an almost linear relation between the amount of heat absorbed and the fluid tem-
perature. Newer plants employ a blend of potassium and sodium nitrate commonly
referred to as “molten salts” as an intermediate storage medium, and pass the heat
from the thermal oil to the molten salts using a heat exchanger (Relloso and Delgado,
2009). Modern plants use molten salts as both a heat transfer fluid and a storage
medium, which simplifies the plant design and increases the maximum operating
temperature of the receiver (Dunn et al., 2012).
The power block in these plants uses a conventional steam turbine as a primary
mover. Therefore, a heat exchanger is needed to extract the thermal energy from
the HTF, and convert water into superheated steam to drive the turbine (Lovegrove
and Stein, 2012). An alternative is to use water as a heat transfer fluid and feed it
directly to the power block, a technology known as direct steam generation (DSG)
(International Energy Agency, 2010).
Direct steam generation technology has the potential to reduce the levelised en-
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ergy cost (LEC) of CSP plants, by removing the need for a separate heat transfer
fluid and associated heat exchanger to transfer heat between the collector field and
the power block (Feldhoff et al., 2010).1 Thermal oils and molten salts are costly, haz-
ardous and already operate at their maximum rated temperatures. Water is cheap,
abundant and non-toxic and can be heated to temperatures in excess of 600 ◦C. The
combined reduction in capital cost and potential increases in the power block effi-
ciency have led to a continued interest in improving DSG technology over the last 40
years (Ray, 1981; Odeh et al., 1998; Valenzuela et al., 2005; You et al., 2013).
Direct steam generation technology has yet to reach the commercialisation stage.
The main challenges reside in the control and operation of the plant across various
collector field arrangements (Zarza et al., 2002) and the ability to store thermal energy
(Birnbaum et al., 2010). Current research focuses on advanced control strategies
(Schlipf et al., 2012; Zapata et al., 2013) and employing phase change materials to
store energy for extended periods in DSG plants (Laing et al., 2010; Liu et al., 2012).
This chapter provides an overview of CSP technologies and the DSG research
activities associated with these technologies.
2.2 Concentrator technology for CSP
Four types of optical concentrators have been predominantly employed for com-
mercial scale power generation: Parabolic troughs, Linear Fresnel Reflectors (LFR),
Heliostat/Tower arrays and Parabolic Dishes. These four concentrator types divide
CSP technology into four branches, because they significantly influence other plant
aspects such as receiver technology, energy transport network, heat transfer fluids
and storage solutions. Therefore this section provides an overview of optical con-
centrator technologies for CSP. Other types of concentrators exist, e.g. solar furnaces
(Schubnell et al., 1991), or Scheffler reflectors (Munir et al., 2010), but to the best of
the authors knowlege, they have not yet entered the domain of large scale power
generation.
2.2.1 Parabolic Trough
Parabolic trough concentrators consist of a rectangular reflective surface which is
concave in one axis to conform to a parabolic shape, creating a focal region parallel
to the longitudinal axis of the concentrator (figure 2.2(a)). For this reason, parabolic
troughs are classified as line focusing concentrators. The reflective surface of the con-
centrator typically consists of glass mirror panels mounted on a supporting structure.
The mirrors are typically curved at the manufacturing stage and conform further to
the shape of the support structure when mounted. The support structure features a
pivoting axis and actuator that moves the concentrator to follow the movement of the
sun throughout the day. The support structure holds the receiver at the focal region
1Feldhoff et al. estimate a cost reduction ranging from 8 % to 25 % in a DSG parabolic trough plant,
compared to existing parabolic trough plant designs with synthetic oils (Feldhoff et al., 2010)
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of the concentrator (see figure 2.2(b)). At the focus, the concentrated solar radiation
is typically 80 times more intense than direct normal irradiation (DNI) (Lovegrove
and Dennis, 2006).
(a) (b)
Figure 2.2: (a) Parabolic Trough concentrator diagram. (b) Commercial scale parabolic trough
plant Andasol 1 in Andalusia, Spain. Photo: Rebecca Dunn
The accuracy of parabolic troughs depends on the reflectiveness and smoothness
of the mirror surface, the resulting shape of the mirrors mounted on the support
structure, and the accuracy of the tracking mechanism. Improvements in both mirror
and structure technology have led to increasing sizes of parabolic trough concentra-
tors in recent years (Kolb and Diver, 2010; Schweitzer et al., 2011).
Parabolic trough power plants typically consist of a concentrator field, a piping
network and a central power block. Newer plants also feature centralised thermal
storage using molten salts. The concentrator field contains several parabolic troughs
in an array, with their longitudinal axes aligned either into a North-South or an East-
West direction. The piping network transports a synthetic oil between the power
block and the concentrator field. The fluid passes through multiple concentrators to
absorb enough heat before returning to the power block. Commercial scale plants
of this type include the Solar Electric Generating Stations (SEGS) in California, USA
(Kearny, 1989). In plants with thermal storage, a portion of the thermal energy from
the field is diverted to a molten salt storage device. The power block may run with
energy from the field or from storage, depending on the desired operating profile
(Relloso and Delgado, 2009).
Parabolic trough concentrators are also employed for direct steam generation re-
search. The DIrect Solar Steam (DISS) loop is a prototype built in Plataforma Solar
de Almerı´a, Spain that employs parabolic troughs to generate steam suitable for a
power block (Zarza et al., 2002). Another prototype, the Real DISS loop in Carbon-
eras, Spain, was built with the purpose to test specific plant components at temper-
atures above 400 ◦C (Eck et al., 2011). The aim of these prototypes is to produce
a commercial scale DSG plant that uses parabolic trough concentrators (Valenzuela
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et al., 2004; Birnbaum et al., 2010).
2.2.2 Compact Linear Fresnel Reflector
The Compact Linear Fresnel Reflector (CLFR) is a concentrator that uses narrow
strips of reflective material (e.g. glass mirror) to focus the light of the sun into a
longitudinal receiver (Zhu et al., 2013).
Strips run linearly along the longitudinal axis of the concentrator and rest on
a supporting structure. Each strip rotates in place about its longitudinal axis to
track the sun, which requires a more complex mechanism than a parabolic trough to
maintain focus. The length of reflective strips, and therefore the concentrator, range
from 400 m (Conlon, 2010) to 950 m (Selig, 2011) in recent designs.
The accuracy of this concentrator depends on the structure, reflective qualities of
the mirror strips and the tracking mechanism for each strip. CLFR are line focusing
concentrators and their concentrating power is typically less than 80 times the inten-
sity of one sun (Lovegrove et al., 2011a). Figure 2.3(a) shows a diagram of this type
of concentrator.
(a) (b)
Figure 2.3: (a) Compact Linear Fresnel concentrator diagram. (b) Puerto Errado 2
30 MW(electric) steam generation plant. Photo: Novatec Biosol Solar
The CLFR is technologically less mature than parabolic trough concentrators, but
it has progressed significantly in the last 10 years (Morin et al., 2012). Mirror strips
stay at ground level at all times, and the receiver is fixed in a static position. This
reduces the structural loading of the concentrator, facilitates mirror cleaning and
increases the CLFR tolerance to wind loads. In addition the stationary receiver can
incorporate features such as cavities to reduce thermal losses (Sahoo et al., 2013)
and secondary concentrators to double the radiation intensity at the receiver (Giostri
et al., 2013; Mertins, 2008).
Plant configuration of CLFR systems follow the same pattern as parabolic trough
plants: A field of concentrators captures solar radiation and converts it to thermal
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energy. A piping network supplies HTF between the field and the power block, and
optionally to storage (Morin et al., 2012; Giostri et al., 2013).
CLFR systems are predominantly considered for direct steam generation applica-
tions (Pye, 2008; Schlipf et al., 2012). Prototypes of this type of concentrator have been
employed in the preheating (Mills et al., 2003) and augmentation (Paul et al., 2012)
of steam for coal fired power plants and in direct steam generation plants (Conlon,
2010; Selig, 2011).
2.2.3 Heliostat/tower arrays
A heliostat is a structure with a paraboloidal reflective surface (e.g. glass mirrors)
that can rotate in two axes, typically azimuth and elevation. The reflective surface of
a heliostat rotates throughout the day in such a way that it reflects sunlight onto a
stationary centralised point or surface, i.e. the receiver (Conventry and Pye, 2013).
Figure 2.4(a) shows multiple heliostats arranged in a field to reflect sunlight onto
a central receiver, achieving highly concentrated radiation. Elevating the receiver
(e.g. by placing it on a tower) provides a better angle for each heliostat to reflect
light onto the receiver over the course of the day. This array of structures forms a
central tower with heliostat array concentrator. It is a point focusing concentrator, that
can achieve a radiation intensity at the focus of at least 1500 suns (Lovegrove and
Dennis, 2006) The accuracy of the array depends on the combined effect of tracking,
structural shape, and reflective surface properties of each heliostat.
(a) (b)
Figure 2.4: (a) Central tower with heliostat diagram. (b) Solar One central tower plant,
Barstow California. Photo: US Department of Energy
Power plant designs built around a heliostat/tower array feature a central receiver
at the tower and a power block built adjacent to the tower. The highly concentrated
radiation at the receiver provides versatility for different types of heat transfer fluids
at the receiver. Fluids include air to drive Brayton cycles, water for direct steam
generation, or molten salts for operation with storage (Behar et al., 2013).
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Direct steam generation plants based on heliostat/tower array concentrator tech-
nology can achieve superheated steam temperatures above 400 ◦C (Meduri et al.,
2010; Silberstein, 2009). Both research prototypes and commercial scale plants exists,
most notably Abengoa PS-10 and PS-20 towers in Solu´car, Spain and BrightSource
Ivanpah Solar Energy Generation system, the largest CSP plant to date, with a nom-
inal capacity of 377 MW (Desmond, 2013).
2.2.4 Paraboloidal Dish
Paraboloidal dish concentrators consist of a reflective surface shaped like a circular
paraboloid. The reflective surface typically consists of glass mirror panels mounted
on a supporting structure (Lovegrove et al., 2011a) or reflective flexible membranes
(Zanganeh et al., 2012). Dish concentrators are point focusing concentrators and must
track the sun in two axes, typically by moving the support structure along azimuth
and elevation axes. Paraboloidal dishes can achieve the highest concentrated radia-
tion of all four optical concentrator technologies (i.e. above 2000 times the intensity
of the sun) (Lovegrove et al., 2011a). All points in the reflective surface of the con-
centrator maintain the same angle with respect to the sun whilst tracking, therefore
the focus of a dish does not depend on the position of the sun in the sky.
(a) (b)
Figure 2.5: (a) Diagram of a parabolic dish concentrator. (b) White Cliffs power station, circa
mid-1980s. Photo: Australian National University
Parabolic dish plant technology is not as mature as other technologies due to
challenges in the construction of the concentrator. Supporting structure designs of
dishes face compromises in weight, stiffness and their ability to track the sun in two
axes. Additionally, a portion of the supporting structure holds the receiver at the
focal point. This imposes practical limitations to the total weight of the receiver as it
imposes a moment of force on the dish structure.
Power plants that employ parabolic dish concentrators consist of an array of con-
centrators, each fitted with an individual receiver and require a piping network to
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transport the fluid between the concentrator field and a central power block (Kan-
eff, 1999). An example of a power plant using paraboloidal dish concentrators is
the White Cliffs solar thermal electric power system (Kaneff, 1987). The White Cliffs
plant is also an example of a direct steam generation plant using dishes.
Direct steam generation research with parabolic dishes focuses on generating
high temperature superheated steam (at 450 ◦C and above), to take advantage of
the highly concentrated radiation produced by these concentrators. Research efforts
have focused on modelling and characterising the dynamic operation of the boiling
process at the receiver (Siangsukone, 2005; Lovegrove et al., 2011b; Zapata et al., 2013)
A notable exception is the Dish/Stirling plant concept. These plants feature a
Stirling engine mounted at the receiver location of each concentrator. Each engine is
coupled to its own electrical generator and all generators are connected directly to
the grid via a network of electrical cables distributed in the collector field (Mancini
et al., 2003). This concept does not feature a thermal energy transport network, and
the “power block” is instead distributed in the field.
2.3 Receiver technology for direct steam generation
In direct steam generation plants, the production of superheated steam to drive the
turbine in the power block occurs at the receiver. Water acts as the heat transfer fluid
in a DSG plant, entering the collector field as sub-cooled liquid and returning to the
power block as superheated steam. The transition from liquid to vapour may occur
in a single receiver (e.g. the receiver in a central tower system) or across multiple
receivers (e.g. in a series of parabolic trough concentrators). Therefore, there is a
range of receiver designs for direct steam generation across different concentrator
technologies.
An important aspect of research and development of DSG plants is to charac-
terise the boiling process in the receiver. The boiling process in the receiver depends
on receiver design, intensity of concentrated radiation and mass flow of water. Fur-
thermore, the boiling process in the receiver is complex due to the occurrence of
two-phase flow in the receiver, which is difficult to measure and characterise (Zheng
et al., 2008). Understanding the heat transfer mechanisms in the receiver is crucial
for the operation of a DSG plant.
This section presents an overview of receiver technologies for CSP plants, with an
emphasis on DSG receivers. The geometry of an optical concentrator will determine
the design of a receiver. Therefore, this section classifies receivers as either for line
focusing or point focusing concentrators.
2.3.1 Receivers for line focusing concentrators
Line focusing concentrators require elongated receivers that intercept concentrated
radiation over lengths ranging from 50 m to 1000 m. The basic concept of a line fo-
cusing receiver is a cylindrical tube mounted along the focal region that intercepts
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the concentrated solar radiation. Water, or other heat transfer fluid absorbs heat as
it flows through the cylindrical tube by forced convection. Practical receiver designs
include additional measures to reduce heat losses to ambient, such as surface coat-
ings or transparent casings. Line focusing receivers can be further classified into
evacuated tube and linear cavity receivers.
Evacuated tube receivers
Evacuated tube receivers consist of a metal pipe encased in a concentric tube of glass
or other light transmitting material. Light from the concentrator passes through the
casing and hits the metal pipe. The temperature of the metal pipe wall increases and
a fluid passing through the pipe absorbs heat. The gap between the glass tube and
the metal pipe is under a partial vacuum, which reduces the amount convective heat
losses on the metal pipe. Figure 2.6(a) shows a picture of an evacuated tube receiver.
The heated metal pipe also acts as a body that emits radiation in the infra-red
spectrum, and the casing is made of materials and coatings that are highly reflective
in the infra-red spectrum, which reduces net radiative losses on the metal pipe. The
reduction in heat losses is such that it justifies the additional costs and trade-off of
the transparent casing.
Evacuated tubes are predominantly used with parabolic trough concentrators
(Ferna´ndez-Garcı´a et al., 2010). Together with the concentrator, the evacuated tube
is considered the most mature technology in CSP, with a global installed capacity to
date of approximately 3134 MW (Muirhead, 2013).
Linear cavity receivers
Linear cavity receivers are predominantly employed in CLFR concentrators, and con-
sist of a set of tubes partially surrounded by a cavity shaped structure (Pye et al.,
2003). Heated tubes emit infra-red radiation and convect heat to the surrounding air,
and the cavity limits the amount of radiation and buoyant air that leaves the focus.
The cavity opening may be exposed, as in figure 2.6(b) or covered with transparent
glass to further reduce convection losses, as in figure 2.6(c).
The boiling process in linear receivers may comprise the entire transition from
sub-cooled liquid to superheated steam (Pye et al., 2007), or be limited to the evapo-
ration process (Selig and Mertins, 2010).
2.3.2 Receivers for point focusing concentrators
Point focusing systems achieve higher concentrations and temperatures than line
focusing systems. This poses advantages to the overall plant design, as the thermal
cycle can achieve higher efficiencies at higher temperatures and receiver geometries
are more compact. At the same time, higher concentrations pose challenges to the
design of receivers due to manufacturing and material considerations.
Point focusing receivers are more compact and heat transfer fluids need to travel
shorter distances to gain heat, compared to linear systems. Fluids such as air and
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(a) (b) (c)
Figure 2.6: (a) Nevada Solar one evacuated tube receivers from SCHOTT Photo: SCHOTT
GmbH (b) Cross section diagram of a linear cavity receiver (Sahoo et al., 2012) (c) Novatec
Biosol NOVA-1 linear cavity receiver Photo: Novatec Biosol Solar
molten salt can reach temperatures in excess of 550 ◦C, which allows their use in
more efficient power cycles. On the other hand, high temperatures require materials
that can withstand greater thermal fatigues and corrosion; without compromising
the feasibility of the receiver design. This has resulted in a diverse range of receiver
technologies, which can be broadly classified into surface and cavity receivers. Both
types of receivers can be employed in either central heliostat/tower and parabolic
dish concentrators.
(a) (b)
Figure 2.7: (a) Nevada Solar One tubular surface receiver. Photo: NREL (b) eSolar dual cavity
receiver (Tyner, 2009).
Surface receivers
Surface receivers, also known as external receivers, intercept and absorb concen-
trated radiation directly onto a flat or convex surface on the outside of the receiver.
Concentrated radiation is intercepted in the smallest possible area, to minimise heat
losses.
The receiver surface often consists of tube bundles that intercept concentrated
solar radiation, while a heat transfer fluid traverses the tubes. For example, figure
2.7(a) shows the surface receiver employed at the Solar One central tower plant in
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Nevada, USA. Novel surface receivers may use complex shapes with intricate flow
channels instead of tube bundles, e.g. hexagonal pyramids (Garbrecht et al., 2013).
DSG plants employing surface receivers include the early receiver design in the
White Cliffs power station (Kaneff, 1987), eSolar’s Sierra plant (Tyner, 2009), Bright-
Source’s Negev, Israel and Ivanpah, USA sites (Silberstein, 2009; Desmond, 2013).
Cavity receivers
Cavity receivers feature a concave absorber surface and an aperture to admit con-
centrated radiation. The concave shape aims to reduce radiated and convected heat
from leaving the cavity (Paitoonsurikarn et al., 2011). A concave shape also reduces
the intensity of concentrated radiation per unit of absorber area, which reduces the
thermal stress on the absorber surface. A larger absorber surface increases the po-
tential for heat loss, but the outside of a cavity receiver is heavily insulated, so that
the only path for losses to exit the receiver is through the cavity opening. The ab-
sorber surface inside the cavity typically consists of tube coils or bundles, and a HTF
absorbs heat as it travels through the tubes.
Cavity receivers have been employed in DSG applications with heliostat/tower
arrays and paraboloidal dishes. Heliostat tower examples include Abengoa’s PS10
and PS20 towers in Solu´car, Spain, the Eurelios tower in Sicily, Italy (Behar et al.,
2013) and the dual cavity receiver tested by eSolar, shown in figure 2.7(b). Parabolic
dishes using cavity receivers for direct steam generation include the SG3 and SG4
concentrators at the Australian National University (Lovegrove et al., 2011a).
2.4 Modes of operation in direct steam generation plants
Conventional power plant boilers separate the water boiling process into three stages:
preheating, evaporation and superheating. The pre-heater section heats sub-cooled
water to its saturation point. The evaporator section boils saturated water into sat-
urated steam. The superheater takes dry saturated steam and increases its temper-
ature to produce superheated steam (Adams et al., 1965; Gadda and Radice, 1989).
The process may be enhanced by the recirculation and injection of fluid across the
boiler; or it may occur in once-through mode, where the fluid only passes through
the boiler once (Unbehauen et al., 1991; Inoue et al., 2000).
DSG plants incorporate some of the design features of conventional boilers through
different plant configurations. There are three basic modes for the generation of su-
perheated steam in a DSG plant: once-through, recirculation and injection. These
modes can be combined in a similar fashion to the parts of a conventional boiler
plant, in order to improve the efficiency and reliability of the steam generation pro-
cess. In line focusing systems, these modes affect the layout of the concentrator
field, as shown for parabolic troughs in figure 2.8. Point focusing systems typically
implement recirculation and injection wholly within the receiver.
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Figure 2.8: Three basic modes for the generation of steam in a DSG plant: once-through,
injection and recirculation (Zarza et al., 2002)
2.4.1 Once-through to superheat
In once-through to superheat mode, fluid transitions from sub-cooled liquid to super-
heated steam in a single pass of the concentrator/receiver system. It is the simplest
layout to implement, but also the most complex mode to control because it is only
possible to steer the boiling process by adjusting the feed-water mass flow at the inlet
(Valenzuela et al., 2005).
Examples of DSG plants configured in once-through mode include the Liddel
CLFR solar booster (Pye, 2008), the SG3 and SG4 systems at the Australian National
University (Siangsukone, 2005; Lovegrove et al., 2011a) and the DISS loop in one of
its possible configurations (Zarza et al., 2002).
2.4.2 Recirculation with tank
This mode includes a tank at an intermediate point in the boiling process, close to
where the fluid is nearly evaporated. The tank accumulates a mixture of saturated
liquid and vapour, and fulfils two functions: it separates the liquid from the saturated
steam and provides a steam accumulation buffer. A pump recirculates the saturated
liquid to the beginning of the loop and mixes with the feed-water to preheat it.
Optionally, the saturated steam can pass through additional receiver tubes to be
superheated, achieving finer control over steam temperature and quality at the outlet.
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The drawback of this mode is the additional cost and complexity of the plant.
Examples of DSG plants configured in recirculation mode are Novatec Biosol’s
Puerto Errado 1 plant (Selig and Mertins, 2010), another configuration of the DISS
loop (Valenzuela et al., 2005).
In heliostat/tower systems, the tank can be hosted inside the central receiver in
the tower. This is the case of Abengoa’s PS10 and PS20 towers (Behar et al., 2013)
and BrightSource’s receivers (Silberstein, 2009).
2.4.3 Injection mode
Injection mode is a method to control the steam temperature in the boiler by adding
sub-cooled water at intermediate points in the boiling process (see figure 2.8). The
plant aims to produce steam at a slightly higher temperature than desired, and the
injected flow reduces or “trims” the steam temperature. Care must be taken so that
all the injected fluid evaporates as it mixes with the steam, to prevent damage to the
power block.
Injection can be one of the measures to control temperature, and it may be em-
ployed alongside recirculation in a DSG plant (Birnbaum et al., 2010).
CSP plants that use injection for steam temperature control include the Eurelios
Solar Power station (Maffezzoni and Parigi, 1982a), BrightSource’s Negev test loop
(Silberstein, 2009) and the DISS loop (Birnbaum et al., 2011; Feldhoff et al., 2010).
2.4.4 Hybrid operation with fossil fuelled power plants
DSG plants can be integrated with fossil fuel power plants in a hybrid configuration
that combines the sun and a fossil fuel as sources of heat to generate steam. Configu-
rations range from a modest solar steam contribution to a conventional power plant,
to a standalone DSG plant that features a small fossil fuelled boiler to boost steam
production for brief periods. These hybrid operation configurations can be viewed
as additional modes of operation for DSG plants.
DSG systems employed for hybrid operation include the AUSRA CLFR test loop
connected to a coal fired power station in Liddell, Australia (Mills et al., 2003), and
the Novatec Biosol CLFR loop also in Liddell, Australia (Paul et al., 2012). AREVA is
completing another CLFR prototype for hybrid operation in Kogan Creek, Australia
(Peterseim et al., 2013).
2.5 Summary
This chapter has presented an overview of CSP technologies with a focus on di-
rect steam generation. There are four types of concentrator predominantly used
for power generation: parabolic troughs, Compact Linear Fresnel reflectors, helio-
stat/tower arrays and paraboloidal dishes. The choice of concentrator determines
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other aspects of the plant design, such as receiver technology, heat transport net-
works and thermal storage options.
Direct steam generation plants repeat common design features in conventional
boilers, such as separate sections for pre-heating, evaporating and superheating
steam, separator tanks and steam cooling injectors. The challenge faced by DSG
plants is that they have to implement this process in a distributed field and with a
variable source of heat, i.e. the sun.
Despite these challenges, DSG technology is under continuous development for
its potential to lower the levelised energy cost of future CSP plant designs, and hybrid
operation fossil fuel plants.
Chapter 3
The SG4 500 m2 dish system
The Australian National University (ANU) has researched parabolic dish concentra-
tors for CSP since the 1970’s for their potential to provide the lowest levelised energy
cost (LEC) of all concentrator technologies (Kaneff, 1999). An important aspect of this
research has been the development of large parabolic dish concentrators for deploy-
ment in multiple dish arrays that contribute thermal energy to a central power block
(Lovegrove et al., 2003). The latest iteration in this effort has been the development
of the SG4 500 m2 dish steam generation system at the ANU campus in Canberra,
Australia. The steam system operates as a test bed to characterise the performance,
and study the operation of dish concentrators for power generation, including direct
steam generation (DSG) technology. The SG4 steam generation system was formed
by integrating the completed SG4 dish concentrator (Lovegrove et al., 2011a) with
the existing SG3 power generation system (Siangsukone and Lovegrove, 2003). The
SG4 500 m2 dish steam generation system (SG4 system) is the base case and source
of validation data for the modelling and control studies in this thesis. This chapter
presents an overview of the SG4 system and a description of its components. The
SG4 system suffered modifications to its configuration in July 2013, which are also
presented here.
3.1 Steam generation system overview
The SG4 system is a once-through closed loop Rankine cycle originally designed for
the previous generation dish concentrator, the SG3 dish. It operates almost identi-
cally to the SG3 system but it features the SG4 500 m2 dish concentrator, a modern
control and data acquisition system, and new piping between the concentrator and
the power block.
A pump drives water from a tank to the steam cavity receiver through a feed-
water pipe line. Two double rotary joints allow the concentrator to track the sun in
two axes by providing pivoting links to the feed-water and steam lines. The dish
concentrator focuses the sun into the steam cavity receiver. The receiver converts
water into superheated steam in a single pass. Steam from the receiver outlet travels
through an insulated steam pipe line to the power block. Low pressure steam from
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the power block is cooled and condensed to water in a cooling tower system and
recirculated to the feed-water tank. Figures 3.1 and 3.2 show diagrams of the SG4





















Figure 3.1: Diagram of the SG4 steam generation system with original power block, between





















Figure 3.2: Diagram of the reconfigured SG4 steam generation system, from July 2013. The
steam engine and generator were replaced with a passive pressure drop tubing loop.
3.1.1 Modification to the power block
Before July 2013, the power block consisted of a steam engine coupled to a three
phase generator, as shown in figure 3.1. During experimental runs, this configuration
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injected electricity generated by the power block into the local grid. The engine
and generator achieved two things: (i) it demonstrated that dish concentrators can
generate thermal energy for conversion in a central power block, (ii) acted as a load
for the thermal energy generated in the steam cavity receiver.
In July 2013, the engine and generator were decommissioned and replaced by a
hydraulic circuit that dissipates thermal energy from the receiver passively. Figure
3.2 shows a diagram of the reconfigured system. The circuit includes several loops
of uninsulated coiled tubing that create friction and dissipate heat to ambient. The
tubing leads to a motorised ball valve that can be actuated to create additional pres-
sure drop in the system. The circuit discharges the steam into the bottom of a 10 m3
water tank through a nozzle diffuser. The friction created by the tubing and ball
valve maintains similar operating pressures than the original system at the receiver
outlet, albeit with limited pressure control. The water in the reservoir is cooled by
the cooling tower and reused in the steam generation cycle.
In both cases, the system operates in a once-through DSG configuration. The
temperature at the outlet of the steam cavity receiver is set by manipulating the feed-
water flow with the feed-water pump.
3.2 SG4 500 m2 dish concentrator
Figure 3.3: SG4 paraboloidal dish concentrator at the ANU campus, tracking the sun and
venting steam to the surroundings
The SG4 dish concentrator in figure 3.3 is a joint development effort between the
ANU and Wizard Power to design a large scale parabolic dish concentrator for mass
production (Lovegrove et al., 2011a). This prototype concentrator was constructed
on campus at the ANU and completed in 2009. It has an effective aperture of 489 m2
and a focal length of 13.4 m. Lovegrove et al. (Lovegrove et al., 2011a) reported a
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concentration ratio of 2200 suns for 95% of flux captured and a peak concentration
of approximately 14000 suns.
380 square mirror panels form the reflective surface of the concentrator. Panels
have a spherical shape with radii of curvature ranging from 27 m to 34 m. The panels
were classified into three groups according to their radius of curvature and placed
in three concentric bands on the receiver surface. Mirrors with a smaller radius of
curvature lie near the center.
The support structure of the concentrator tracks the sun in two axes during op-
eration: azimuth and elevation. For azimuth tracking, the base of the concentrator
features three wheels that rest on a circular rail. An induction motor on one of the
front wheels drives the base along the rail. For elevation, another induction motor
drives a rack and pinion mechanism that lifts the back of the concentrator. The dish
concentrator tracks the sun in discrete drive movements, with an absolute maximum
error of 0.025◦. The concentrated radiation is of such a high intensity, that tracking
errors greater than 0.05◦ must be treated as faults, to prevent localised fluxes beyond
the material limits of the receiver.
3.3 Instrumentation and control
The SG4 system records a range of temperature, pressure, mass flow and other mea-
surements, to monitor and control the operation of the system.
Measurements are acquired by a dedicated Yokogawa MW100 data acquisition
device and two Yokogawa FA-M3 programmable logic controllers (PLC), via their
input sensor channels. Measurements are recorded in a Yokogawa Supervisory Con-
trol and Data Acquisition System (SCADA), which is connected via Ethernet to the
MW100 device and both PLCs. One PLC controls the two-axis tracking mechanism
of the SG4 dish concentrator and the other one controls ancillary equipment for the
steam generation system.
The following sections present a brief description of the instrumentation and con-
trol in the SG4 system. See appendix A for a detailed process and instrumentation
diagram of the system.
3.3.1 SG4 system measurements
The SG4 system acquires measurements of temperature, pressure, flow, direct normal
irradiation, mass flow and digital sensors to monitor the steam generation process.
Temperature measurements
The SG4 system measures temperatures at over 60 points along the plant, to monitor
the temperature of the feed-water and steam. All temperature measurements are
performed with type K thermocouples.
About 40 thermocouples are distributed along the length of the absorber tube in
the receiver. The majority are soldered to the exterior of the absorber tube and cov-
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ered with mineral wool, while approximately 10 are in-line with the flow. Additional
measurements monitor the temperature of the feed-water flow from the pump to the
receiver inlet, and the steam temperature along the returning steam line.
Thermocouple measurements in the absorber tube of the receiver are connected
to the MW100 data acquisition system. Temperature measurements from other loca-
tions in the system are connected to Yokogawa F3CX04-0N temperature input chan-
nels installed in both Yokogawa FA-M3 PLCs. Temperature measurements critical
to the safe operation of the system, such as the receiver outlet temperature, are also
connected to dedicated temperature inputs to a PLC.
Pressure measurements
The SG4 system monitors the pressure at the inlet and outlet of the receiver, at the
rotary joints, intermediate points in the pressure drop tubing and the motorised ball
valve.
There are two types of pressure instruments used in the system: a Yokogawa
EJX530A pressure transmitter and IMPress IMP-G1003 pressure transducers. Yoko-
gawa pressure transmitters read receiver inlet and outlet pressures, and the pressure
downstream from the motorised ball valve. The pressure transmitters are calibrated
to a measurement range from 0.1 MPa to 30 MPa absolute. IMPress pressure trans-
ducers measure the pressure in both rotary joints and intermediate points along the
pressure drop tubing. The transducers are calibrated from 0.1 MPa to 10 MPa abso-
lute.
Both types of pressure instrument generate an analog 4 mA to 20 mA current. Re-
ceiver pressure measurements are connected to the MW100 data acquisition system,
and other pressure measurements are connected to Yokogawa F3AD08-4V analog
input channels installed on both Yokogawa FA-M3 PLCs.
Direct normal irradiation measurement
The SG4 system employs an Eppley Normal Incidence Pyrheliometer (NIP) mounted
on a mechanical solar tracker, to measure direct normal irradiation. The pyrheliome-
ter generates an analog voltage signal connected to a differential voltage channel in
a Yokogawa CU04-1S voltage module connected to one of the FA-M3 PLCs. The
pyrheliometer and tracker mechanism are show in figure 3.4.
Mass flow measurements
The SG4 system has two magnetic flow meters measuring the feed-water mass flow
rate produced by the feed-water pump: an Endress & Hauser Picomag T DMI 6733
magnetic flow meter, and a Yokogawa AXF magnetic flow-meter. The Picomag flow
meter was originally part of the SG3 system, whereas the Yokogawa flow meter was
incorporated into the SG4 system on June 2013.
Both flow meters measure the feed-water line before the feed-water pump and
have a rated reading accuracy of ±0.5 %. Both flow meters generate a 4 mA to 20 mA
signal and are connected to analog input channels on one of the Yokogawa PLC’s.
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Figure 3.4: Eppley pyrheliometer and sun tracking mechanism for measuring direct normal
irradiation adjacent to the SG4 dish concentrator
Digital measurements
The SG4 system features discrete (ON/OFF) switch measurements to monitor the
feed-water tank level, minimum flow in the feed-water line, control push-buttons
and interlocking signals between PLCs. All digital inputs are connected to Yokogawa
XD16-4N digital input modules installed in both Yokogawa FA-M3 PLCs.
3.3.2 Supervisory control and data acquisition system
The SCADA system integrates both PLC’s and the MW100 data acquisition system
into a centralised platform for monitoring and controlling the SG4 steam generation
system. The high level functions of the SCADA system, including data recording
and a customisable graphic interface, are provided by the Yokogawa FAST/TOOLS
R9.05 software.
The SCADA system is connected via Ethernet to both PLCs and the MW100 data
acquisition system, and collects data from all measurement channels across devices
into a centralised database. This provides the ability to record and historise the
operation of the SG4 system. The SCADA system internally refreshes measurement
data at 1 s intervals, but reports of the system are usually obtained at 2 s intervals.
The SCADA system features a customisable graphical interface that runs on a
Windows 7 computer. The interface displays a set of user defined measurements
of the SG4 system, including the status of the concentrator two-axis tracking sub-
system, temperature and pressure measurements in the steam line and monitoring
alarms. The interface also features graphical controls to command the feed-water
pump, motorised ball valve and position of the concentrator. The SCADA commands
are relayed to the corresponding PLCs via Ethernet links.
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3.3.3 Feed-water pump
The feed-water pump in figures 3.1 and 3.2 is a CAT 290 reciprocating piston pump,
powered by a variable speed DC motor. The pump can produce mass flows of up
to 220 g s−1 at a maximum speed of 1200 RPM and it is rated for pressures up to
8.5 MPa. The DC motor is powered by a variable speed drive. The speed of the
motor is set by an analog voltage control signal ranging from 0 V to 5 V.
The analog signal originates from a Yokogawa CU04-1S analog PLC output chan-
nel. The signal can be set manually in the SCADA operator interface, or automati-
cally by the temperature controller in Chapter 6. The variable speed drive also has a
default flow setting to avoid system failures caused by a malfunction in the SCADA
system or PLC.
The flow is boosted by a secondary centrifugal pump in series with the recipro-
cating piston pump. The secondary pump has been left out of figures 3.1 and 3.2,
but it is displayed in the process diagram of the system in Appendix A.
3.3.4 Motorised ball valve
The motorised valve in figures 3.1 and 3.2 is a Swagelok SS-T63 thermal service
ball valve, actuated by a Praher ER35 electrical valve actuator. The actuator is con-
trolled by two PLC relay outputs connected to 240 V single phase mains voltage. The
position of the ball valve is monitored with a circular potentiometer and a voltage
division circuit. The measured voltage of the monitoring device is read by a F3AD08-
1V analog input PLC channel. With this monitoring device it is possible to guide the
actuator to partially open the valve.
In the original system, the motorised ball valve was used to vent a fraction of
the steam generated at the receiver to atmosphere. The reciprocating steam engine
was rated for a thermal steam input of 250 kW, whereas the SG4 receiver produces
in excess of 300 kW.
In the post June 2013 configuration, the motorised valve was installed in series
with the steam line to control the steam pressure entering the feed-water tank. Dur-
ing normal operating conditions this valve has only a limited influence on system
pressures (i.e. less than 0.5 MPa).
3.4 Reciprocating steam engine and pressure drop tubing
The reciprocating engine in figure 3.1 was originally conceived for the SG3 system
and operated in the SG4 system until June 2013. The engine consisted of a modified
4 cylinder diesel engine coupled to a three-phase induction generator.
The engine also featured a control system that monitored steam inlet conditions
to operate the engine. The control system included a series of valves to admit steam
into the engine or divert it to the cooling tower circuit. The reciprocating engine
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Figure 3.5: Pressure drop tubing system and feed-water tank for the post July 2013 configu-
ration of the SG4 system.
and ancilliary equipment have been reported in detail by Siangsukone (Siangsukone,
2005).
After June 2013, the engine was decommissioned and a pressure drop tubing
circuit was built in its place to dissipate the thermal energy generated by the receiver.
The pressure drop tubing consisted of a series of uninsulated tube lengths of varying
diameters to generate friction and heat dissipation before feeding steam to a 10 m3
water tank. The end of the tubing features a Spirax Sarco IN25M steam injector to
diffuse the steam entering the water tank. Figure 3.5 shows a picture of the set-up
and appendix A contains a diagram with the detailed design of the tubing system.
3.5 Steam Cavity Receiver
The steam cavity receiver in the SG4 dish system is a mono-tube boiler that was
originally part of the previous generation SG3 steam system. A single path of helical
tube forms a cylindrical cavity with a conical opening. Figures 3.6(a) and 3.6(b) show
a diagram and a photo of the steam cavity receiver.
Water travels on a helical path through the absorber tube entering at the aperture
and departing from the back of the cavity. During steady state operation, water turns
into superheated steam in a single pass throught the absorber tube. The cavity side
of the tubes absorb highly concentrated radiation from the SG4 dish concentrator.
The outer side of the cavity is insulated with mineral wool and covered with sheet
steel.
The absorber tube in the receiver is made of two lengths of steel tube connected
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(a) (b)
Figure 3.6: (a) Receiver construction diagram (b) A view of the receiver cavity opening (Siang-
sukone, 2005)
in series. The first length consists of 16 mm outer diameter carbon steel. It is approx-
imately 120 m long and runs helically from the edge of the aperture, forming the
whole frustum section of the cavity and a portion of the cylindrical part of the cavity.
The second length of tube is 26 mm outer diameter stainless steel tube. It is approx-
imately 100 m long and runs helically forming the rest of the cylindrical cavity and
the back of the receiver. A detailed diagram of the receiver, including dimensions
can be found in appendix B.
The following sections present a ray trace of the incident flux from the SG4 con-
centrator on the receiver cavity, and measurements from intermediate thermocouples
along the absorber tube. Whilst these studies provide additional information about
the experimental operation of the receiver, they are not the main focus of this thesis.
3.5.1 Heat flux distribution on receiver surface
Concentrated radiation from the SG4 dish impacts the inside of the receiver cavity
and it is intercepted by the absorber tube. The fluid on the inside of the tube absorbs
over 80% of this radiation and thus this is the dominant heat transfer mechanism in
the receiver (Siangsukone, 2005). A ray tracing simulation of the receiver geometry
and the SG4 dish was used to investigate the distribution of the radiation on the
cavity surface (Zapata et al., 2011; Burgess et al., 2012). The ray tracing study of the
receiver showed that a central band in the cylindrical section of the cavity captures
over 67% of all the intercepted radiation, with 27% of the radiation contained at the
back of the cavity and 6% of the radiation captured by the conical section.
The ray tracing simulation used a model of the dish concentrator and an ap-
proximate receiver geometry, shown in figures 3.7(a) and 3.7(b). The concentrator
model consisted of 380 individual reflective surfaces, one for each mirror panel in
the SG4 dish. This allowed the model to account for mirrors with different radii of
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curvature, mirror position errors, slope errors and errors in the supporting structure.
Parameters of individual mirrors in the model were adjusted to match the shape and
distribution of experimental measurements of concentrated flux against a flat target
(Lovegrove et al., 2011a).
The approximate receiver consisted of 24 rectangular flat facets for the cylindrical
section, 24 facets for the conical section and a flat circular facet for the cavity back,
dimensioned to match the inside surface of the receiver cavity. Each facet featured
1 mm2 bins or subdivisions to account for the intercepted radiation.
(a) (b)
Figure 3.7: Screenshots from a ray tracing simulation in OPTICAD. (a) Dish ray tracing model
and receiver cavity surface model. (b) Detail of the receiver cavity surface model
Figure 3.8 shows the results of the ray tracing simulation. Figure 3.8(a) shows a
map of radiation intensity across the inner surface of the receiver cavity, correspond-
ing to the conical and cylindrical portions of the cavity. Figure 3.8(b) shows the back
sections of the receiver. Both figures share the same color scale for localised intensity.
Note the central band of high intensity approximately in the middle of the cylindri-
cal section. Water travels near horizontally across the conical and cylinder sections of
the receiver, due to the helical path of the tube. Therefore, averaged heat flux across
horizontal bands of the cavity surface roughly correspond to the flux distribution
along the length of each tube coil. Figure 3.8(c) shows the averaged flux intensity for
horizontal bands of 1 mm of cavity depth, corresponding to the sum of the intensity
of one row of pixels on the map in figure 3.8(a). Figure 3.8(d) shows the integrated
average flux, when adding it from the cavity aperture to the back. Adding the cumu-
lative flux in this fashion is comparable to the rate at which the fluid gains heat as it
traverses the absorber tube.
The simulated distribution of flux inside the cavity surface suggest that it is possi-
ble to divide the receiver into three stages of very low (6%), high (67%) and medium
(27%) flux intensity. This suggests that as the fluid traverses the helical path of the
absorber tube, it will progress through similar stages of heat gain: i.e. low, high and
moderate heat gains.




























































































Figure 3.8: Results of a ray tracing simulation to characterise the incident flux of the SG4 dish
concentrator on the cavity surface. (a) Radiation map of the cylindrical and conical surface of
the receiver. (b) Radiation map of the back of the cavity. (c) Average heat flux in the receiver
cavity over 1 mm of cavity depth, not including back. (d) Cumulative flux over the cavity
depth, not including back.
3.5.2 Temperature profile in the absorber tube
The SG4 cavity receiver was originally fitted with 24 thermocouples, placed between
the exterior of the tube and the mineral wool insulation and 3 thermocouples in-line
with the flow within a stainless steel probe. Only 19 measurements are currently
available, mainly due to thermocouples detaching from the receiver tube and regis-
tering noisy or unreliable measurements. Nonetheless, there is enough temperature
measurements to capture the increase in temperature of the fluid as it traverses the
34 The SG4 500 m2 dish system
receiver (Burgess et al., 2011).1
Figure 3.9 shows the temperature profile of the absorber tube at three separate






















Figure 3.9: Receiver tube temperature profiles for three instants during an experimental run
on the 17th of January 2013
The first profile corresponds to an instant prior to the dish entering tracking
mode, at t=0.04 h. In this instance, the absorber tube is not intercepting concentrated
radiation, and the tube is flooded with water at ambient temperature. The second
profile, at t=0.25 h shows the absorber tube temperature shortly after the dish starts
to track the sun. This profile corresponds to an intermediate stage in the warm-up
period of the receiver, when water transitions from liquid to a saturated fluid, and
exits the receiver as saturated water/vapour mixture. The saturation pressure for
this second profile is approximately 2 MPa. The third profile shows the absorber
tube temperatures at t=3 h into the experimental run, when the receiver had attained
steady state operation. Temperature measurements reveal that the fluid undergoes
complete evaporation from 120 m to 160 m of the tube length. After this, the fluid
continues to absorb energy and superheats to 500 ◦C before exiting the tube.
The absorber tube temperature profiles in figure 3.9 clearly identify the transition
between sensible and latent heat absorption that the fluid undergoes while pass-
ing through the receiver. During sensible heat absorption, the fluid temperature
increases as it traverses the absorber tube. During latent heat absorption (i.e. when
the fluid is a saturated water/vapour mixture), the fluid temperature does not in-
crease. Moreover, it is possible to see a slight drop in temperatures during latent
heat absorption, related to pressure drop in the tube.
The temperature profiles support the notion provided by OptiCAD ray tracing
results in figure 3.8, which suggest that the fluid absorbs the greatest amount of heat
1With thanks to Scott Mackie, who located and related temperature measurements to absorber tube
lengths, identified unreliable/faulty temperature measurements, and collated this information.
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from a central band in the cylindrical part of the cavity. This corresponds to the
absorber tube length from 120 m to 160 m.
3.5.3 Discussion on receiver characterisation results
The ray tracing and temperature profile studies shown in this section reveal a correla-
tion between flux distribution and the rate of heat absorbed by the fluid as it traverses
the receiver. Siangsukone (Siangsukone, 2005) performed experimental studies to
characterise the flux distribution in the receiver, when intercepting concentrated ra-
diation from the SG3 400 m2 dish concentrator. The studies showed a comparable
flux distribution to those obtained in this section, i.e. a central band of high flux in
the cylindrical part of the receiver cavity.
However, Siangsukone assumed a constant heat flux distribution along the ab-
sorber tube to model the dynamic behaviour of the receiver in the SG3 system. Sim-
ulated results showed good agreement with experimental measurements from the
SG3 system, despite this simplification. This suggests that the localised flux distribu-
tion does not affect the overall rate of heat absorbed by the fluid (wich accounts for
over 80% of the energy balance in the receiver), and simplifying the flux distribution
in the absorber tube does not significantly affect the model, for its intended purpose.
The receiver model presented in this thesis also assumes uniformly distributed
flux, and the results in this thesis show that this simplification does not significantly
affect the behaviour of the model, for the development of a temperature control
strategy.
3.6 Summary
This section described the SG4 steam generation system and its main components.
The SG4 system consists of a direct steam generation system configured in a once-
through loop that employs a 500 m2 paraboloidal dish and a mono-tube cavity re-
ceiver to generate superheated steam in one pass. The SG4 concentrator tracks the
sun in two axes and the receiver intercepts concentrated radiation during operation.
The system underwent a modification during the course of this project that de-
commissioned a reciprocating steam engine coupled to a three-phase induction gen-
erator, and replaced it with a passive pressure drop system. The modification was
carried out to fulfil safety requirements external to this thesis. Experimental runs
that contribute to results in this thesis have been obtained before and after this mod-
ification.
The SG4 system features a sophisticated Supervisory Control and Data Acqui-
sition (SCADA) system that integrates system measurements, control and data ac-
quisition devices, actuation mechanisms and a graphical operator interface in a cen-
tralised location. The SCADA system acquires and records all process measurements
and alarm conditions in the SG4 system, and sends operator commands to actuator
devices to run the steam generation system. In particular, the operating temperature
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of the receiver is determined by the feed-water mass flow rate passing through the
system. A reciprocating piston pump driven by a variable speed DC drive develops
the mass flows required to operate the dish. The mass flow rate passing through the
system is set by varying the speed of the DC drive, which is commanded from the
SCADA system.
Chapter 4
Modelling the SG4 mono-tube
cavity receiver
This chapter presents a control oriented model for the mono-tube cavity receiver in
the SG4 steam generation system. The proposed model describes the dynamic re-
sponse of the steam temperature at the receiver outlet to changes in feed-water mass
flow, intercepted concentrator radiation and other ambient conditions. The receiver
response is modelled with a switched moving-boundary model representation of the
absorber tube. The receiver model contains three separate moving-boundary models
of the absorber tube and switches between them, to represent the extent and location
of two-phase flow occurrence in the absorber tube across the entire range of oper-
ation of the SG4 receiver. This results in a simplified state-space representation of
the receiver, suitable for the development of the steam temperature controller pre-
sented in this thesis. Computer simulations validate the modelling approach, and
show good agreement with experimental measurements of the operation of the SG4
receiver, including large temperature transients observed during start-up and cloud
passage. This receiver model has also been reported in condensed form by Zapata
et al. (Zapata et al., 2013).
4.1 Introduction
The starting point in the development of an outlet temperature controller for the
SG4 receiver is knowledge of the dynamic heat transfer behaviour in the receiver.
This knowledge informs the controller about the outlet temperature response of the
receiver to changes in incoming radiation, feed-water flow, ambient temperature and
other factors. The controller uses this knowledge to manipulate an accessible variable
(e.g. feed-water mass flow) in such a way that the temperature at the receiver outlet
evolves in a desired manner.
The difficulty of developing control oriented models for DSG receivers lies in the
complexity of the heat transfer process that turns water into steam. The heat trans-
fer process that turns water into steam in the absorber tube is spatially distributed
along the tube length. As the fluid traverses the tube and absorbs heat, its enthalpy
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increases and its thermodynamic properties change, affecting how the fluid absorbs
heat from the tube. For example, when the fluid transitions from liquid to saturated,
both the rate of heat absorption and frictional losses increase significantly (Taitel and
Barnea, 2011). Modelling approaches have to compromise between physical accuracy
and realisability for control purposes.
The literature on control oriented models for DSG receivers can be classified into
three approaches: lumped parameter models, finite difference models and moving-
boundary models. All three approaches aim at describing the heat transfer process in
the receiver with ordinary differential equations (ODE). The solution to these equa-
tions describe the future evolution in time of a system from its current status and
inputs in a way that the controller can exploit (A˚strom and Murray, 2008).
Lumped parameter models approximate the behaviour of a DSG system with
low order linear models that ignore the spatial distribution of the steam generation
process. These models describe the relationship between plant inputs (e.g. mass
flows, valve settings, direct normal irradiation, etc.) and outputs (e.g. pressures and
temperatures) in the vicinity of an operating point. This approach has widespread
application in control systems (Franklin et al., 2010), and was employed for the con-
trol of the output steam temperature and pressure in the DISS loop at PSA, Spain
(Valenzuela et al., 2004, 2005). The modelling approach permits the development of
a linear temperature and pressure controller for the DISS loop near ideal operating
conditions, due to the simplification of the lumped parameter modelling approach.
Finite difference models capture the spatial distribution of the boiling process in
the receiver by partitioning the absorber tube into several segments. Each segment
calculates its own localised mass and energy balance, and together they provide a de-
tailed description of the dynamic process that generates steam in the absorber tube.
This modelling approach has been employed to describe the behaviour of parabolic
trough based DSG systems (Eck and Hirsch, 2007)(Bonilla et al., 2011) and CLFR
based systems (Pye, 2008)(Schlipf et al., 2013). The advantage of finite difference
models over lumped parameter models is that they describe the behaviour of the ab-
sorber tube across the entire range of operation of the receiver (e.g. during start-up or
large transients) and provide richer insight into the receiver behaviour for controller
development. The drawback of finite difference models is that the spatial discreti-
sation of the tube results in multiple simultaneous non-linear differential equations,
and this poses difficulties to controller synthesis (A˚strom and Murray, 2008). Eck
and Hirsch (Eck and Hirsch, 2007) overcome this difficulty by designing a steam
temperature controller for the last collector in the DISS loop, and thus limit the finite
difference model to a few segments. Schlipf et al. (Schlipf et al., 2012) use a finite
difference representation to describe the evaporator section of the Novatec Biosol’s
PE-1 plant, but then extract a reduced order state-space model to implement a linear
quadratic regulator.
Moving-boundary models seek a compromise between the accuracy of finite dif-
ference models and the simplicity of lumped parameter models. This compromise
slants towards lumped parameter models, as moving-boundary models take a sim-
plified approach to capture the spatial distribution of the steam generation process.
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Moving-boundary models partition the absorber tube purely on the basis of phase
boundary locations, and track the location of phase boundaries explicitly.
Maffezzoni and Parigi (Maffezzoni and Parigi, 1982b) proposed a model that con-
tains equal size segments for the portions of the tube with liquid and superheated
flow, plus a large segment at the location where evaporation occurs. The large seg-
ment contains the location of both phase boundaries, and these locations vary in
time to reflect transient mass inventory changes in the evaporation region. However,
this approach is applicable only when moving boundaries remain within the large
evaporation segment of the model which limits its applicability to describe large
transients.
Siangsukone (Siangsukone, 2005) proposed a modelling approach for the mono-
tube cavity receiver modelled in this thesis, where the boundaries of the two-phase
flow could move freely along the entire absorber tube length. The model successfully
describes the dynamic behaviour of the receiver across its entire range of operation
(including large transients), and includes an approximated calculation of heat losses
in the receiver cavity. Siangsukone’s model is based on a quasi-static energy balance
of the absorber tube that does not explicitly describes its dynamic behaviour,and thus
has limited application in the development of temperature controllers.
The moving-boundary models for the receiver model presented in this chapter
follow the approach prosed by Wedekind et al. (Wedekind et al., 1978). This approach
characterises the two-phase flow in the absorber tube as a homogeneous fluid whose
properties depend on a system mean void fraction. 1 The system mean void fraction
is the ratio of vapour to liquid volumes averaged over the entire two-phase region.
This ratio connects the length of the two-phase flow region to the properties of the
fluid contained in it. The system mean void fraction captures the dominant transient
behaviour of the two-phase flow region, and provides a simplified view of the ab-
sorber tube. Beck and Wedekind (Beck and Wedekind, 1981) extended the system
mean void fraction concept to cases where incomplete evaporation occurs, making it
possible to create moving-boundary models for a wide range of flow patterns.
The system mean void fraction based moving-boundary model approach has gar-
nered interest for the control of two-phase processes, because it can provide a control
oriented dynamic model for two-phase flow heat exchange processes in state-space
form (He et al., 1995, 1999). Proposed applications for this moving-boundary model
approach include chillers and evaporators for refrigeration systems (Rasmussen and
Alleyne, 2006; Alleyne and Rasmussen, 2007; Li and Alleyne, 2010), organic Rank-
ine cycles (Jensen and Tummescheit, 2002; Wei et al., 2008), fossil and nuclear power
cycles (Tummescheit, 2002; Bittanti et al., 2001; Li et al., 2008) and parabolic trough
absorber tubes for DSG (Yebra et al., 2005; Bonilla et al., 2012b).
To overcome the limitation of only representing a single flow regime, McKin-
ley and Alleyne (McKinley and Alleyne, 2008) proposed to combine two moving-
boundary models for the evaporator tube in a refrigeration system and switch be-
1Homogeneous two-phase flow is a modelling assumption that considers the mixture of liquid and
vapour in saturation as a substance with averaged thermodynamic properties (Carey, 1992). This char-
acterisation is also applicable to condensing two-phase flow (Wedekind et al., 1978).
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tween them. This approach proved fruitful, as the work was extended to cover the
entire range of possible flow regimes in chiller and evaporator tubes (Li and Alleyne,
2009, 2010).
This chapter develops a switched moving-boundary model the SG4 receiver, fol-
lowing the approach employed for refrigeration systems (McKinley and Alleyne,
2008) and Organic Rankine cycles (Wei et al., 2008). The contribution of this chapter
is a set moving-boundary models developed specifically for SG4 mono-tube cavity
receiver, and the incorporation of previous receiver modelling work by Siangsukone
(Siangsukone, 2005). The receiver model describes the steam generation process in
the absorber tube and relates it to incoming concentrator radiation, approximate heat
losses in the receiver cavity and changes in mass inventory in the receiver. The re-
ceiver model proposes an estimate of receiver outlet mass flow based on a simplified
momentum balance of the absorber tube, which can be employed in the absence of
flow measurements at the receiver outlet.
This chapter is organised as follows: Section 4.2 presents an overview of the re-
ceiver model and the main assumptions for its development. Section 4.3 presents
the model equations in detail, including the absorber tube equations, approximated
heat losses in the cavity, incoming concentrated radiation and an estimation of mass
flow at the receiver outlet. Section 4.4 presents additional information on the calibra-
tion of receiver model parameters to reproduce the SG4 receiver behaviour. Section
4.5 compares the simulated behaviour of the receiver against experimental measure-
ments from the SG4 system that validate the modelling approach. Section 4.6 de-
scribes additional details about the numerical implementation of the receiver model.
Section 4.7 provides some concluding remarks for this chapter.
4.2 SG4 receiver model overview
The main goal of the model presented in this chapter is to predict the outlet receiver
temperature Tout of the SG4 receiver, given inlet fluid conditions, incident solar radi-
ation and other ambient conditions. The model has to satisfy this goal in a control
oriented form, meaning that it has to describe the dynamic characteristics of the
receiver, with as little complexity as possible. The model proposed in this chap-
ter achieves this goal with a state-space representation of the SG4 receiver, which is
directly applicable to controller development.
The model is derived from first principles of mass and energy conservation in the
absorber tube of the receiver, and contains three separate moving-boundary models
of the absorber tube for different flow conditions in the receiver. The model switches
between absorber tube models to cover the entire range of operation of the receiver.
The following sections establish the basic energy balance in the receiver, the different
moving-boundary models that describe its operation, and the main assumptions that
aid in the development of the model.
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4.2.1 Overview of the energy balance in the receiver
Figure 4.1 shows a diagram of the mono-tube cavity receiver that shows the location
of the absorber tube in the cavity, and the main forms of thermal energy exchanged in
the tube. The fluid enters the absorber tube and travels along the conical preheating
section of the absorber tube and progresses through the cylindrical part of the cavity.
In steady state operation, water turns into superheated steam in a single pass and













Figure 4.1: Diagram of the thermal energy balance in the SG4 cavity receiver
Figure 4.1 shows incoming radiation, reflection losses, radiative losses, convective
losses and conductive losses. Incoming radiation is the concentrated solar radiation
from the SG4 dish concentrator intercepted by the receiver. Reflection loss corre-
sponds to a small portion of the incident radiation that bounces off the cavity before
being absorbed by the tubes. Radiative losses result from the net amount of infra-red
radiation emitted by the absorber tube that leaves the cavity. Convection losses occur
because air in the cavity in contact with the tube absorbs heat, becomes buoyant and
conveys thermal energy out of the cavity. Conduction losses result from the heat
absorbed by the insulation material surrounding the absorber tube.
The moving-boundary representations of the receiver model establish an external
energy balance in the absorber tube and an internal mass and energy balance in
the absorber tube. The external energy balance considers the incoming radiation
hitting the tube, simplified heat losses to the receiver cavity, and the amount of heat
absorber by the tube. The internal mass and energy balance models how the fluid
absorbs energy from the tube and the mass inventory along the tube length.
4.2.2 Three different moving-boundary models for the receiver
The receiver model in this chapter develops three separate moving-boundary models
of the absorber tube, according to the three flow regimes shown in figure 4.2. Each
flow regime is called a receiver mode. By convention, the number ‘1’ denominates






0 < x < 1
Figure 4.2: Conceivable flow regimes in the absorber tube and their allowable transitions.
In each absorber tube depiction, the fluid flows from left to right, and the size of each flow
region is variable.
the region of receiver tube occupied by liquid water, ‘2’ for saturated water/vapour
mixture and ‘3’ for superheated steam. Consequently, the three operating modes for
the receiver are: mode ‘1’, mode ‘1-2’ and mode ‘1-2-3’, , in accordance with the
flow regions present at any given time. The receiver model only considers one mode
active at any given time. Therefore, the model also contains additional rules that
switch modes, depending on the dynamic state of the receiver. The switching rules
for the receiver model are presented in section 4.3.9. Other modes are conceivable
(i.e. modes ‘2’,‘3’ and ‘2-3’) and are explored in the literature (Pettit et al., 1998;
Bendapudi et al., 2008; Li and Alleyne, 2009), but are not employed in this model,
due to the inlet condition always being liquid water.
The receiver model contains three modes to represent the entire range of flow
conditions envisaged during receiver operation. When the receiver enters operation
and starts to track the sun, the absorber tube is flooded with sub-cooled water. This
is represented with mode ‘1’. Then, the absorber tube temperature increases, and
water passing through the tube absorbs heat. During this intermediate period, the
fluid absorbs enough heat to transition into a saturated water/vapour mixture be-
fore exiting the receiver tube. This is represented with mode ‘1-2’. Eventually, the
absorber tube and ambient reach an equilibrium and the fluid absorbs enough heat
to go through the complete transition from sub-cooled liquid to superheated steam.
In this state, the complete evaporation process occurs wholly within the absorber
tube. This is represented with mode ‘1-2-3’. When concentrated radiation no longer
hits the receiver (e.g. during shut-down or cloud passage) this sequence occurs in
reverse, with the steam temperature dropping back into saturation and so forth.
4.2.3 Receiver model assumptions
Moving-boundary models perform simplifying assumptions about the physical pro-
cess in the absorber tube, in order to preserve the simplicity required to produce
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a control oriented model of the receiver (Rasmussen and Alleyne, 2006; Jensen and
Tummescheit, 2002; He et al., 1995).
Each moving-boundary model in the receiver model makes the following as-
sumptions:
• Fluid properties are averaged and uniform within a region.
• Two-phase flow is homogeneous and is parametrised by a system mean void
fraction correlation.
• Incoming radiation is evenly distributed over the entire absorber tube length.
• Radiative, convective and conductive heat losses for each active region are uni-
formly distributed.
• Heat conduction in the pipe and the fluid is neglected along the tube length.
• Fluid dynamic effects due to gravitational forces and the coiled shape of the
tube are neglected.
• Pressure in the absorber tube is assumed uniform and frictional losses are only
considered in the momentum balance of the absorber tube.
• The tube is considered of constant specific heat and the wall temperature for
each active region is assumed uniform.
These assumptions neglect the distribution of concentrated radiation on the ab-
sorber tube and the fluid dynamic effects associated with the helical shape of the
tube (see section 3.5 for a description of the SG4 receiver). They also impose an ap-
proximated view of the behaviour of heat losses in the cavity. But these assumptions
preserve the simplicity of the receiver model, and they have also been employed in
the previous study of the dynamic receiver behaviour by Siangsukone (Siangsukone,
2005).
The receiver model in this study follows the simplified treatment of heat losses
established by Siangsukone (Siangsukone, 2005), where only two forms of heat loss
are considered explicitly in the model derivation: radiative and convective losses.
Under these considerations, reflective losses are optical losses are combined with the
calculation of incoming radiation intercepted by the receiver. Conductive losses are
combined with convective losses, as they both depend of the temperature difference
between the absorber tube wall and ambient.
Simulations in section 4.5 of this chapter show that these assumptions do not
preclude the receiver model from showing good agreement with experimental mea-
surements from the SG4 system.
4.3 Receiver model equations
In the receiver model, only one mode is active at any given time. The moving-
boundary model corresponding for the active mode calculates the internal mass and
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Figure 4.3: Moving-boundary diagram of the absorber tube in mode ‘1-2-3’
energy balance and the external energy balance in the absorber tube. Additionally,
the receiver model calculates the amount of incoming radiation, estimates the re-
ceiver outlet mass flow, and evaluates the mode switching criteria to represent the
behaviour of the SG4 receiver.
The moving-boundary model derivation of the receiver model for all modes fol-
lows the approach in the literature (Jensen and Tummescheit, 2002; Tummescheit,
2002), as does the switching approach (McKinley and Alleyne, 2008; Li and Alleyne,
2009). The main contribution of this section is the description of how these deriva-
tions apply to the SG4 receiver model. This section presents the equations for mode
‘1-2-3’ to illustrate how they apply to describe the SG4 receiver. This section also
provides additional equations that differ from mode ‘1-2-3’ in modes ‘1’ and ‘1-2’.
The full set of equations for all modes are summarised in appendix C.
The starting point for the moving-boundary derivation is the differential equa-
tions that govern the internal energy and mass balances in the absorber tube (equa-
tions (4.1) and (4.2)) and the external energy balance for the cavity side of the ab-
















= Q˙dish − Q˙rad − Q˙conv − Q˙ f l (4.3)
These equations are developed by integrating them along the length of the ab-
sorber tube (Jensen and Tummescheit, 2002). Figure 4.3 shows a diagram of the
receiver in mode ‘1-2-3’ where relevant quantities and properties for the model for-
mulation are identified. The integration limits correspond to the extremes of the tube
and the boundaries that separate the flow regions present in the active mode, taking
the absorber tube inlet as the beginning of the length axis. Thus, for mode ‘1-2-3’
the integration limits span from 0 to L1, from L1 to L1 + L2 and from L1 + L2 to L.
Integrating equations (4.1), (4.2) and (4.3) across three integration boundaries yields
9 equations, i.e. a mass, fluid energy and wall energy balance for each region.
This study combines the mass balances for the three regions into one mass balance
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for the absorber tube, and thus each moving-boundary model only contains 8 state
space equations. This is needed so the number of equations matches the number of
state variables in the model (see section 4.3.10 for details). Jensen and Tummescheit
(Jensen and Tummescheit, 2002) include explicit terms m˙12 and m˙23 which represent
the mass flow between regions, and these terms can be eliminated by manipulating
the separate mass balances for each region and substituting the intermediate mass
flow terms into the fluid energy balances in the model.
The explicit set of equations for conservation of fluid energy, mass and wall en-
ergy for the receiver in mode ‘1-2-3’ are presented in subsections 4.3.1, 4.3.2 and 4.3.3
respectively.
4.3.1 Fluid energy conservation equations for mode ‘1-2-3’
An expression for the energy balance in the sub-cooled region for mode ‘1-2-3’ is
derived by integrating equation (4.1) between 0 and L1, which yields equation (4.4):
Aρ1(h1 − h f )dL1dt + AL1
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= m˙in(hin − h f ) + α1piDiL1(Tw1 − T1) (4.4)
In this and subsequent equations, the time derivative of states are arranged to the
left side of equations, and forcing terms to the right. All time derivatives of states are
found in these equations at least once, conforming with a state-space description (see
section 4.3.10 for more information on the state-space representation of the model) .
The term α1piDiL1(Tw1 − T1) represents the amount of heat from the tube wall
convected into the fluid in region 1.
The specific enthalpy of the fluid traversing through region 1 is assumed to in-
crease linearly from its inlet condition until it leaves region 1 as saturated liquid.
Therefore, in this study the average specific enthalpy for region 1 is taken as the
mean specific enthalpy between the inlet and saturation (i.e. h1 = hin/2 + h f /2). Ex-
perimental results and simulations in section 4.5 show that this energy gain profile
assumption is adequate for the mono-tube cavity receiver, and it is consistent with
other moving boundary formulation results (Bendapudi et al., 2008).
Analogously for region 3, the average specific enthalpy h3 is defined as the mean
between the saturated vapour enthalpy and the outlet enthalpy as h3 = hg/2 + hout/2.
Details regarding the calculation of enthalpy in region 2 are presented in section 4.3.6.
Fluid densities (i.e. ρ1, ρ3, ρ f , ρg), saturated specific enthalpies (i.e. h f , hg) and av-
erage fluid temperatures (i.e. T1, T2, T3), are obtained from steam tables as a function
of pressure P and average specific enthalpy hn for the respective region.
Since fluid properties are defined as functions of pressure and enthalpy for each
region, the chain rule is applied to obtain explicit time derivatives of these properties
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when required. For example, time derivative of ρ1, yields the partial derivative terms


















The energy balance for the saturated region is similarly obtained, but integrating
between L1 and L1 + L2 as shown in equation (4.6).
A(ρ1h f − ρ3hg)dL1dt + A
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+ AL2(ρghg − ρ f h f )dγ¯dt
= m˙inh f − m˙outhg + α2piDiL2(Tw2 − T2) (4.6)
Saturation conditions are calculated at pressure P. The system mean void fraction
γ¯ is considered a time varying quantity and dependent on P (see section 4.3.6 for
more details). An additional equation the dynamic behaviour of γ¯ is introduced in
section 4.3.6, which discusses the role of the void fraction in the model. For the
purpose of this derivation, it suffices to say that the average density and specific
enthalpy in the saturated region are considered a function of P and γ¯:
ρ2 = ρ f (1− γ¯) + ρgγ¯ (4.7)
h2 = h f (1− γ¯) + hgγ¯ (4.8)
The internal energy balance for the superheated region in equation (4.9) results













































= m˙out(hg − hout) + α3piDiL3(Tw3 − T3) (4.9)
These three energy balances describe how each region absorbs heat from the
receiver tube wall and convey it to the receiver outlet. These equations are affected
by the mass inventory of the receiver, which is shown in the next section.
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4.3.2 Fluid mass conservation for mode ‘1-2-3’
The expression for the mass balance in the receiver in mode ‘1-2-3’ is obtained by
integrating equation (4.2) between the limits of each fluid region in figure 4.3. This
results in three separate mass balances that can be combined into one balance by
simple algebraic manipulation. This results in the mass balance of equation (4.10).
A(ρ1 − ρ3)dL1dt + A
(





















































This mass balance connects the change in fluid properties caused by the energy
balance and the mass inventory in the receiver. It also links the fluid properties of
each region with their spatial distribution in the absorber tube.
Note that the internal mass balance and the energy balances in the previous sec-
tion require both receiver inlet mass flow m˙in and outlet mass flow m˙out to solve the
equations. The SG4 steam generation system measures inlet mass flow, but there is
no outlet mass flow measurement available. This study estimates the outlet mass
flow m˙out with a simplified momentum balance of the absorber tube, to make the so-
lution of the moving-boundary model possible. Details pertaining to the calculation
of m˙out are shown in section 4.3.7.
4.3.3 Wall energy balance equations for mode ‘1-2-3’
The energy balance on the cavity side of the receiver tube evaluates radiative, convec-
tive and conductive losses from the receiver cavity to ambient. This energy balance
is represented in equation 4.3, and it considers that all heat fluxes are uniformly
distributed along the tube section covering each fluid region.
On the outside of the tube, the solar flux Q˙dish contributes energy to the tube wall,
whereas radiative Q˙rad and convective Q˙conv losses to ambient, remove energy from
the tube wall. On the inside of the tube, heat is transferred between the wall and the
fluid due to convection Q˙ f l . Under the moving-boundary model assumptions, the
incoming flux is uniformly distributed over the entire tube length, but all other heat
fluxes considered average over the extent of their respective regions.2
2A non-uniform distribution of incoming heat flux distributions can be implemented, by modifying
the term Q˙dish in equations 10, 11 and 12 of the model. This approach has been evaluated by Zapata
et al.(Zapata et al., 2012b) and it shows that non-uniform flux distributions still add a lumped amount of
energy to each region. The different flux quantities affect the length of each region, but the total amount
of energy absorbed by the fluid is the same. This produces the same outlet temperature response as the
uniform flux case, and for the purposes of this model the additional implementation complexity is not
warranted.
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Each region contains a view factor Gmn and overall heat transfer coefficient Umn
that relates the length of region n in mode m to its location in the receiver cavity.
These terms assign a “bulk” heat loss term to each region that can be adjusted to
mimic heat losses in the receiver cavity. For example, region ‘3’ in mode ‘1-2-3’ is
always located at the back end of the cavity and therefore the losses caused by a
high wall temperature are mitigated by smaller convection and radiation coefficients.
More details about the use of these loss coefficients is provided in sections 4.4.2 and
4.4.3.
Integrating equation (4.3) along the length of the tube, using the same limits used
for previous mass and energy balances yields three tube wall energy balances. One
for sub-cooled region (equation (4.11)), another for the saturated region (equation










































Q˙dish − G1233 εσpiDo(T4w3 − T4a )−U1233 piDo(Tw3 − Ta)− α3piDi(Tw3 − T3)
]
(4.13)
Radiation and convection losses inside the cavity are related to the difference
between average wall temperature in each region and ambient temperature Ta.
Wall temperatures at the region boundaries (i.e. Tw(L1) and Tw(L1 + L2)) are
discontinuous due to the assumption of uniform wall temperature for each region.
These temperatures appear explicitly in equations. (4.11),(4.12) and (4.13) as a result
of developing the wall energy balance in equation (4.3). Wall temperatures at the
boundaries are associated with the change in wall energy due to region resizing and
relocation of region boundaries and their calculation affects the energy balance of the
model.
Jensen (Jensen, 2003) compared different methods to calculate the tube wall tem-
peratures at the boundaries, including: choosing the wall temperature at either side
of the boundary based on the travel direction of the boundary; and neglecting the
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terms associated with region resizing. Jensen found that the method that uses a
boundary travel direction conserves the total energy between the two region walls
but may introduce non-physical transients, whereas neglecting the effect of region
resizing provides a numerically robust solution that it is not energy conservative.
Jensen concludes that the conservation of total energy is a desired feature of the
model for accuracy whereas numerical stability is required for control applications.
This study uses both approaches, based on the active mode of the receiver. Mode




Tw2 if dL1dt > 0
Tw1 if dL1dt ≤ 0
(4.14)
Tw(L1 + L2) =
{
Tw3 if dL1dt +
dL2
dt > 0




Simulations do not exhibit non-physical transients in mode ‘1-2-3’ using this
scheme and therefore it is possible to feature a conservative approach for this mode.
However in mode ‘1-2’, equation (4.14) introduces non-physical transients and
numerical instability to the model. Mode ‘1-2’ therefore employs a numerically
robust approach used by Rasmussen and Alleyne (Rasmussen and Alleyne, 2006),
where the temperature at the saturation boundary is always equal to the saturated
region temperature:
Tw(L1) = Tw2 (4.16)
This is equivalent to neglecting the rezoning terms in the wall energy balance for
Tw2 only. Although the model is not conservative in mode ‘1-2’, the difference in
the energy balance is not considered significant for control purposes (Jensen, 2003;
Rasmussen and Alleyne, 2006).
4.3.4 Moving boundary pseudo-equations for mode ‘1-2’
The same method to derive the moving-boundary model for mode ‘1-2-3’ can be
applied to obtain the equations for mode ‘1-2’. The difference is that the derivation
only integrates between 0 and L1 and between L1 and L. The receiver model consid-
ers the superheated region of zero length and stationed at the receiver tube outlet.
Therefore, the moving-boundary formulation can only derive a total of 5 mass and
energy balance equations: two fluid energy balances for regions 1 and 2, one mass
balance for the whole tube and two wall energy balances (appendix C provides the
full set of equations for this mode). Two of the remaining equations are provided
in this section, and the third equation, related to the void fraction γ¯, is provided in
section 4.3.6.
McKinley and Alleyne (McKinley and Alleyne, 2008) propose the use of pseudo-
equations to keep certain model variables initialised while the region they represents
is inactive. These variables are non-physical, but they result in the same number of
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equations for all receiver models. Mode ‘1-2’ uses the following pseudo-equations:
dTw3
dt







Equation (4.17) introduces a first order dynamic with an arbitrary time constant
τT to maintain the tube wall temperature Tw3 tracking Tw2. This dynamic softens
the effect that switching has on the numerical behaviour of the receiver model (see
section 4.3.9 for switching details). The time constant is set to an arbitrary value that
is faster than the transient change in receiver outlet enthalpy (see table 4.1 for values
used in simulations).
Equation (4.18) maintains the location of the boundary separating regions 2 and
3 stationed at the end of the tube (i.e. L1 + L2 = L).
4.3.5 Moving-boundary pseudo-equations for mode ‘1’
In mode ‘1’, only three explicit energy/mass balances are obtained (i.e. fluid mass,
fluid energy and wall energy), as there are no moving boundaries and the only in-
tegration interval is 0 to L. Effectively, this produces a lumped parameter model of
the receiver. Analogous to mode ‘1-2’, model variables that represent inactive flow
regions are set with pseudo-equations.
This section provides 4 pseudo-equations for mode ‘1’ to complete the set of 8 equa-
tions that preserve the structure of the receiver model. The following expressions fix










Wall temperatures Tw2 and Tw3 track the saturation temperature of the fluid,
which is a function of pressure P by:
dTw2
dt
= τT(T2 − Tw2) (4.21)
dTw3
dt
= τT(T2 − Tw3) (4.22)
The fluid saturation temperature T2 provides a better initialisation value than Tw1
in simulations, especially for Tw2 when switching to mode ‘1-2’.
In mode ‘1-2’ the void fraction varies with time, to represent the change in prop-
erties of the two-phase region. This is described in detail in the next section.
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4.3.6 System mean void fraction
An expression that explicitly contains the term dγ¯/dt is required to complete the
state-space representation of the receivers in all three modes (see section 4.3.10 for
more information on the state-space representation of the receiver). This section
presents the 8th equation that completes the moving-boundary formulation of the
absorber tube in each mode of the receiver model.
For mode ‘1-2-3’, complete evaporation occurs, therefore γ¯ follows the correlation








− τγ(γ¯− γ¯tot) (4.23)
Equation (4.23) is the 8th equation for mode ‘1-2-3. The time constant τγ is set to
be at least an order of magnitude faster than changes in pressure, emulating models
where it is considered time invariant (Tummescheit, 2002; Rasmussen and Alleyne,
2006).
The system mean void fraction in complete evaporation γ¯tot describes the ratio of
saturated vapour to saturated liquid, integrated over the entire volume of region 2
(Wedekind et al., 1978). The void fraction for complete evaporation characterising a
particular flow channel depends on the type and inclination of the flow channel, fluid
velocities, heat transfer rates, whether the fluid is evaporating or condensing, etc.
Several correlations are available to produce a void fraction estimate for a particular
flow (Woldesemayat and Ghajar, 2007).
The receiver model in this study uses slip ratio correlation to calculate the void
fraction for complete evaporation formulated by Zivi (Zivi, 1964). This correlation
is simple to calculate and yields adequate results for moving boundary formulation
models (Tummescheit, 2002).
The average enthalpy in the two-phase flow region in mode ‘1-2’ is defined as
h2 = h f (1− γ¯) + hgγ¯, where γ¯ is a time varying quantity. If γ¯ = 0 then h2 = h f . In
the case of complete evaporation, this equals to h2 = h f (1− γ¯tot) + hgγ¯tot.
At the junction between modes ‘1-2’ and modes ‘1-2-3’, the receiver outlet en-
thalpy ho = hg or equates to dry saturated steam at the outlet. Under these conditions
it is possible to equate:
γ¯hg + (1− γ¯)h f = γ¯tothout + (1− γ¯tot)h f (4.24)
This relation connects the range of values γ¯ adopts to outlet enthalpy in mode
‘1-2’, causing hout = h f when γ¯ = 0 and hout = hg when γ¯ = γ¯tot. In other words, γ¯
modulates the entire range of outlet specific enthalpy for mode ‘1-2’.
Deriving equation (4.24) with respect to time, produces an expression containing



















+ (hg − h f )dγ¯dt (4.25)
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Equation (4.25) constitutes the 8th equation for the moving boundary formulation
in mode ‘1-2’.
In mode ‘1’, the system mean void fraction γ¯ that characterises the two-phase




Equation (4.26) is the 8th moving-boundary equation for mode ‘1’ (see appendix
C for a summary of all receiver moving-boundary equations in all modes). This
dynamic initialises the void fraction to be purely liquid. When the model switches to
mode ‘1-2’ and region 2 becomes active, the two-phase flow is initially characterises
as saturated liquid. The artificial time constant τγ¯ is set arbitrarily as in mode ‘1-2-3’
(see table 4.1 for values used in simulations).
4.3.7 Calculation of receiver outlet mass flow
Changes in incoming energy and system pressure affect the mass inventory in the
receiver. It is therefore not possible to assume that receiver inlet and outlet flow rates
are equal during transients. But the SG4 system does not have a separate measure-
ment for flow a the receiver outlet. This section presents a method to estimate the
receiver outlet mass flow m˙out in all receiver modes, so that the moving-boundary
equations in the receiver model can be calculated.
A simplified momentum balance in the receiver tube is established by considering
pressure forces acting on the tube, shear forces and the flux of momentum entering
and leaving the receiver. It is assumed that this equilibrium is reached faster than
other dynamics in the system, hence considered quasi-static.
m˙in~vin − m˙out~vout + APin − APout − τpiDiL = 0 (4.27)
The pressure drop in the receiver is assumed linear and the receiver inlet pressure
as Pin = 2P− Pout. The shear stress τ accounts for frictional effects in the absorber
tube.
The fluid velocities at the receiver inlet and outlet are approximated to ~vin ≈
m˙in/(ρ¯A) and ~vout ≈ m˙out/(ρ¯A), where the fluid density ρ¯ is a weighted average of
densities for each mode.
ρ¯ =

ρ1 for mode ‘1’
(ρ1L1 + ρ2L2)/L for mode ‘1-2’
(ρ1L1 + ρ2L2 + ρ3L3)/L for mode ‘1-2-3’
(4.28)
This simplification is used to overcome the complexity of different fluid veloci-
ties along the receiver tube by linking them to varying fluid densities. In addition,
it links mass flows in the momentum equation to changes in mass inventory in the
receiver. This approach also provides a continuous value for average density across
all receiver modes. Rearranging equation (4.27) and incorporating the above simpli-





2(P− Pout)− τpiDiLρ¯A (4.29)
This expression is used as a term at the right side of receiver-boiler energy and
mass balances (equations (4.4) to (4.10)).
The outlet mass flow calculation in equation (4.29) will respond to rises in Pout
by decreasing m˙out and increasing it when Pout drops. The outlet mass flow in turn
affects energy and mass balances, causing hout and P to increase or decrease with
Pout. As the difference between P and Pout tends to balance against friction forces,
m˙out converges to m˙in.
Early computer simulations in mode ‘1-2-3’ show that although the momentum
balance helps in the calculation of receiver equations, it distorts the temperature
response of the receiver model under large pressure transients caused outside the
absorber tube (e.g. back-pressure changes downstream of the receiver). This study
conjectures that changes in Pout can affect receiver pressure P without affecting Tout,
because part of the flow in the receiver tube is compressible. The model only consid-
ers changes in pressure coupled to changes in specific enthalpy. Under back-pressure
fluctuations, equation (4.29) affects hout (e.g by increasing when Pout increases), and
this negatively impacts the calculation of Tout. This study introduces an artificial
factor km to modify equation (4.29) that reduces the influence of outlet pressure fluc-




2(P− Pout)− τpiDiLρ¯A) (4.30)
The factor km is selected to force agreement between measured and simulated
receiver outlet temperatures, at the expense of changes in pressure P, when it no
longer tracks Pout reasonably. The purpose of the receiver model is to estimate the
temperature at the outlet of the absorber tube, therefore this measure is considered
necessary for the purpose of this study.
4.3.8 Calculation of incoming concentrator radiation
Incoming radiation intercepted by the receiver tube is calculated using equation
(4.31).
Q˙dish =
rAe f f I˙sol
L
(4.31)
The averaged mirror reflectivity r is a scalar that lumps all imperfections in the dish
surface modulating radiation intensity. Ae f f is the total area of mirrors in the dish
minus the estimated portion of the mirror surface that is obstructed by the receiver
and support trusses. I˙sol is the measured direct normal irradiation. This study as-
sumes that all the concentrator radiation is intercepted by the receiver. When the
paraboloidal concentrator is not aligned and tracking the sun, the value of Q˙dish is
zero.
54 Modelling the SG4 mono-tube cavity receiver
4.3.9 Model switching criteria
In order to represent the range of operating conditions of the mono-tube cavity boiler
receiver, the model needs to implement the switching progression:
Mode ‘1’↔ Mode ‘1-2’↔ Mode ‘1-2-3’
For each mode, thresholds are defined with a set of inequalities to determine whether
the receiver state is best represented by the current mode or an adjacent mode. This
principle is used for the modelling of condensers and evaporators for refrigeration
(McKinley and Alleyne, 2008; Li and Alleyne, 2010).
A logical sequence of transitions between receiver operating modes has been es-
tablished and represented in figure 4.2. The rules that govern the transitions between
modes for this model are presented below.
Transitions between mode ‘1’ and ‘1-2’
When switching from mode ‘1’ to mode ‘1-2’, the model changes from a purely
lumped parameter representation of the receiver to a moving boundary formulation.
The switch occurs when hout is greater than the specific enthalpy of saturation, and
it is continuing its increase, as defined by the rule:
hout − h f > hmin and dhoutdt > 0 (4.32)
In the reverse case, a rule examines the length of the saturated zone L2 and its
tendency to keep shrinking:




In both cases the switching thresholds Lmin and hmin are chosen to be arbitrarily
small in order to increase the accuracy of the modelled transition. However, these
thresholds cannot approach zero as it introduces numerical instability in computer
simulations. The instability is caused when L2 → 0 in mode ‘1-2’ and L3 → 0 in
mode ‘1-2-3’. In both cases, a matrix inversion required to solve the model becomes
indeterminate (see section 4.3.10 for details). Small switching thresholds also have
the potential to introduce “chattering” effects in the receiver model (Bonilla et al.,
2012a). See table 4.1 for values of Lmin and hmin used in simulations.
Transitions between mode ‘1-2’ and ‘1-2-3’
When transitioning from mode ‘1-2’ to mode ‘1-2-3’, a rule checks if there exists
complete evaporation in the saturated region. The degree of evaporation in the fluid
depends on the void fraction γ¯, so a rule compares it against the void fraction at full
evaporation:
L2(γ¯− γ¯tot) > Lmin and dhoutdt > 0 (4.34)
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Region length L2 in equation (4.34) prevents spurious switching when the saturation
region is small (e.g. right after switching to mode ‘1-2’ from mode ‘1’).
To switch from mode ‘1-2-3’ to mode ‘1-2’, the length of the superheated region
and the velocity of its moving boundary is monitored by:




This rule uses region lengths to prevent a condition where L− L1 − L2 ≈ 0.
4.3.10 State-space representation of the receiver model
The moving-boundary model in each mode of the SG4 receiver model consists of a
set of 8 simultaneous ordinary differential equations. Moreover, there are 8 variables
for which there is an explicit time derivative present in all equations. These variables
are the states of the receiver model, and form the following state vector:
x =

L1 Length of region 1
L2 Length of region 2
P Average receiver pressure
hout Specific enthalpy at the tube outlet
γ¯ System mean void fraction in region 2
Tw1 Tube wall temperature of region 1
Tw2 Tube wall temperature of region 2
Tw3 Tube wall temperature of region 3

(4.36)
This choice of states is convenient, as receiver pressure P and enthalpy hout are
sufficient to calculate temperature Tout from steam tables in liquid, saturated or su-
perheated flow.
The receiver model also considers the influence of external factors. These factors
are forcing terms or inputs to the model. From a control perspective, inputs are
classified into manipulable inputs and non-manipulable inputs or disturbances. For
the SG4 system, there is only one manipulable input:
u = m˙in feed-water mass flow (4.37)
There are also the following non-manipulable inputs or disturbances to the re-
ceiver model in the SG4 system:
v =

I˙sol Direct normal irradiation
Pin Pressure at tube inlet
Pout Pressure at tube outlet
Tin Temperature at tube inlet
Ta Ambient temperature
 (4.38)
The disturbances Pin and Tin are used in the calculation of inlet enthalpy hin using
steam tables, whereas direct normal irradiation is used directly in equation (4.31).
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The state-space representation of the receiver model consists of arranging the
model equations for each mode in the following form:
Zjx˙ = fj(x, u, v) (4.39)
In this form, Zj are matrices collecting the terms associated with the time deriva-
tive of each state, and fj are vectors of forcing functions. The subscript j = 1, 2, 3
denotes receiver operating modes. The solution to equation (4.39) requires calcu-
lating the inverse of Zj and integrating the resulting equation set numerically. The
inverse of matrices Zj can become indeterminate for modes ‘1-2’ if L2 = 0 and for
mode ‘1-2-3’ if either L2 = 0 or L3 = 0.
4.3.11 Summary
This section presented a mathematical description of the mono-tube cavity boiler
receiver model. The description included: the explicit set of energy, mass and wall
energy conservation equations for mode ‘1-2-3’, plus additional pseudo-equations
for modes ‘1’ and ‘1-2’; the calculation of system mean void fraction, outlet mass
flow and incoming radiation for all modes. A set of rules to switch between modes
based on the state of the receiver completes the description of the receiver model.
This section also described how does the model conform to a state-space description
of the receiver.
4.4 Calibration of model parameters
Model parameters fall into three categories: dimensional, artificial and semi-empirical.
Receiver dimensions (e.g. L,Di) are obtained directly. Artificial parameters (i.e. τγ¯, τT
and km) are set arbitrarily to stabilise the behaviour of the model. Semi-empirical
parameters rely on experimental data from the ANU SG4 system in steady state
with near steady state correlations, but are still mainly used to force agreement with
experimental values. The calibration considerations in this section attemts to choose
calibration values that are consistent with physical phenomena, with the aim to even-
tually relate physical receiver parameters with control design considerations. This
section provides additional information regarding the calibration of semi-empirical
parameters.
4.4.1 Internal wall to fluid convection coefficients
The heat transfer coefficients α1 and α3 are calculated using a correlation by Gnielin-
ski (Gnielinski, 1976). The coefficient for the saturated region α2 is calculated from
a correlation by Kandlikar (Kandlikar, 1990). The coefficients are constant and cal-
culated assuming horizontal turbulent flow, taking the average fluid properties for
each region in steady state operation.
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Figure 4.4: Relative position of model regions with respect to cavity geometry used for par-
tition and calculation of receiver cavity side losses
4.4.2 Cavity side radiative losses
Each region in the model accounts for radiative losses in proportion to a region view
factor Gmn (from the region tube surface to the aperture) and the emissivity e of the
cavity surface in equations (4.11),(4.12) and (4.13).
Q˙r = Gmn σepiDoLn(T
4
wn − T4a ) (4.40)
The length and position of each region is related to a portion of the cavity surface as
shown in figure 4.4. In mode ‘1’ the view factor G11 is the overall view factor from
the entire cavity to ambient. In mode ‘1-2’, G121 is the overall view factor from the
front to the middle of the cavity to ambient and G122 the overall view factor from the
middle to the back of the cavity to ambient. In mode ‘1-2-3’ the lengths of the regions
in steady state are taken as a reference to partition the cavity inner surface, and the




3 are calculated. View factor
calculations have been adapted from previous work by Siangsukone (Siangsukone,
2005).
4.4.3 Cavity side convective and conductive losses
Convective and conductive losses on the cavity side of the receiver tube are accounted
for by overall heat transfer coefficients Umn for each region.
Q˙c = Umn piDoLn(Twn − Ta) (4.41)
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The active coefficients for each mode are calculated to correspond with the location of
the flow regions inside the cavity, in the same manner as the radiative loss coefficients
Gmn shown in figure 4.4.
Siangsukone established experimentally that convection/conduction is the dom-
inant mechanism of losses for the SG3 system receiver, accounting for over 95% of
total receiver losses. The overall heat transfer coefficient obtained by Siangsukone of
U = 21 W m−2 K−1 was used as a starting point to obtain the coefficients Umn in this
study. Convection/conduction coefficients were adjusted in simulations to obtain
agreement with experimental measurements. It was found that higher coefficients
were required for losses near the aperture of the receiver and lower coefficients for
the back of the cavity. Table 4.1 contains the values used in simulations.
4.4.4 Shear stress
The shear stress factor is obtained by considering m˙out = m˙in and solving for τ in





The SG4 system exhibits a typical pressure drop between the inlet and outlet of the
absorber tube of approximately 300 kPa during steady state operation, which is used
for simulations.
4.4.5 Averaged concentrator reflectivity
The averaged reflectivity r calibrates the amount of intercepted concentrator power
in equation (4.31). It is adjusted to force agreement with experimental results during
simulations.
4.5 Receiver Model Validation
In this section, the receiver model is validated by comparing a simulation imple-
mented in TRNSYS 16 with experimental data from the ANU SG4 system.
4.5.1 Implementation in TRNSYS 16
The receiver model is implemented as a new TRNSYS 16 Fortran component. The
component reads experimental data for boundary conditions to the model and cal-
culates the receiver model predicted behaviour. Type inputs and outputs are listed
in figure 4.5. Table 4.1 lists a set of calibrated parameters for the simulation.
The simulation presented in this section takes approximately 3 minutes to process
the 2.8 h of data on a desktop PC with a 3 GHz processor and 2 Gb of RAM.
At each time step the component calculates: water and steam properties for the
active regions; energy, mass and wall energy balances; system mean void fraction in




Figure 4.5: Input data and output values of TRNSYS 16 component of mono-tube cavity
receiver
region 2; and outlet mass flow for the current receiver mode. The component then
evaluates the switching rules and if needed, the component switches receiver modes.
Finally, the component performs a numerical integration of the state variables using
the trapezoidal method (Ascher and Petzold, 1998) and the calculations are repeated
for the next time step.
This model employs the steam routines of the STEC 3.0 library (Schwartzbo¨zl,
2006) to compute water and steam properties. The steam routines take pressure and
specific enthalpy as inputs to find the corresponding state of the substance by look
up and interpolation of steam table data. Then the subroutines return the remain-
ing properties of the state (i.e. specific volume, temperature, specific entropy and
quality).
Table 4.1: Parameters for receiver model component in TRNSYS simulation
Parameter Value Units Parameter Value Units
L 212 m U11 25 W m
−2 K−1
Lmin 1 m U121 25 W m
−2 K−1
hmin 10 kJ kg−1 U1231 25 W m
−2 K−1
Di 0.02 m U122 11.25 W m
−2 K−1
Do 0.026 m U1232 22.5 W m
−2 K−1
cw 460 J kg−1 K−1 U1233 12.5 W m
−2 K−1
ρw 9700 kg m−3 G11 0.13
τ 7.07 mN m−2 G121 0.14
e 0.87 G1231 0.15
r 0.905 G122 0.12
Ae f f 484 m2 G1232 0.13
α1 2500 W m−2 K−1 G1233 0.065
α2 5166 W m−2 K−1 τγ¯ 35 h−1
α3 850 W m−2 K−1 τT 10 h−1































































Figure 4.6: Measured data for 18/11/2011 experimental run of the ANU SG4 system. (a)
DNI. (b) Measured receiver inlet mass flow. (c) Measured receive outlet temperature. (d)
Measured receiver inlet and outlet pressures.
Data fed to the receiver model simulation was obtained from an experimental
run of the ANU SG4 system that took place on November 18, 2011, between approxi-
mately 9:30am and 12:15pm local time. The data was acquired using a PLC/SCADA
system (see section 3.3 for details). Figure 4.6 shows the measured data. Data mea-
surements were recorded at 2 second intervals.
The uncertainty in each measurement is summarised in table 4.2, alongside its
impact on outlet temperature calculations by the model. Model sensitivity is cal-
culated based on steady state conditions of receiver outlet temperature Tout=500 ◦C,
direct normal radiation I˙sol =949 W m−2, feed-water mass flow m˙in =360 kg h−1 and
parameters as per table 4.1.
The experimental run data was selected for comparison with simulations due to
achieving three periods of steady outlet receiver temperature. The receiver tempera-
ture transitions from ambient to 450 ◦C in approximately 30 min for a step change in
radiation when the concentrator starts tracking the sun and constant feed-water mass
flow. Receiver outlet temperature measurements were not used for simulation calcu-
lations, but are included in this chapter to compare the modelled receiver behaviour
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Table 4.2: Measurement uncertainty for experimental data
Measurement Uncertainty Model Tout sensitivity
I˙sol ±20 W m−2 ±33 ◦C
m˙in ±1.1 g s−1 ±13 ◦C
Pin ±97 kPa ±0.75 ◦C
Pout ±97 kPa ±2 ◦C
Tin ±1 ◦C ±2 ◦C
Ta ±0.8 ◦C ±2 ◦C
Tout ±0.5 ◦C N/A
Total sensitivity ±36 ◦C
with experimental data.
When the concentrator moves on sun, its focused radiation passes briefly over
the conical section of the receiver. This puts the absorber tube in the conical section
at risk of thermal shock. The feed-water mass flow was initially set at 690 kg h−1
while the concentrator moved on sun to prevent damage to the absorber tube. Once
the concentrator was tracking the sun, the feed-water mass flow was set to achieve
steady state operation of the receiver at different temperatures.
A short period of cloud cover at 2.5 h temporarily affected the SG4 system. The
run continued at constant mass flow to observe how the system would perform
under these conditions. After a further brief period of sunshine, the cloud cover
became permanent and the experimental run concluded.
4.5.3 Simulation Results
Figure 4.7 combines the results of the TRNSYS simulation of the receiver with the
experimental data in figure 4.6. The period covering the start-up of the receiver (i.e.
from 0 h to 0.6 h) is shown in more detail in figure 4.8 and the period spanning a
cloud passing and eventual cloud cover at the end of the simulation (i.e. from 2.3 h
to 2.8 h) is shown in figure 4.9.
The model’s outlet mass flow in figure 4.7(c) follows the measured inlet mass flow
except during start-up and cloud passing, where a change in mass charge occurs in
the tube. This is examined more closely in sections 4.5.4 and 4.5.5 respectively.
The outlet temperature of the receiver model in figure 4.7(d) shows good agree-
ment with experimental data. The model captures the transition from liquid water to
superheated steam at the receiver outlet and the variation in superheated steam tem-
perature at different feed water mass flows. The outlet temperature of the receiver
model also reproduces the experiments under cloud transients.
Modelled pressure P in figure 4.7(e) tracks between inlet and outlet pressures,
except during a sudden pressure increase caused by the steam generator coming
online at approximately 0.6 h. This period of poor pressure tracking by the model
is caused by the factor km, which reduces the effect of this pressure increase on
the calculation of m˙out (equation (4.30)) and therefore prevents a sudden increase












































































































Figure 4.7: Mono-tube cavity receiver simulation with experimental data from 18/11/2011.
Vertical lines indicate mode transitions. Measured data (–), simulation results (- -). (a) In-
cident radiation. (b) Measured receiver inlet mass flow. (c) Simulated receiver outlet mass
flow. (d) Measured and simulated outlet temperature. (e) Inlet, outlet and average pressure.
(f) Fluid region lengths with respect to total tube length (horizontal dotted line). (g) System
mean void fraction in region 2.
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in modelled outlet temperature Tout. Thus the tracking performance of P has been
deliberately sacrificed in order to maintain a more accurate calculation of Tout in
mode ‘1-2-3’.
Figures 4.7(f), 4.8(f) and 4.9(f) show the length and location of boundaries L1 and
L2 with respect to the receiver tube length L during the simulation. Figure 4.7(g)
shows the mean void fraction in the saturated region 2.
4.5.4 Receiver behaviour during start-up
During the start-up period shown in figure 4.8, the SG4 receiver transitions from a
liquid flow outlet to a superheated flow outlet. The receiver model replicates this
behaviour by transitioning between modes ‘1’, ‘1-2’ and ‘1-2-3’ accordingly.
The outlet mass flow in figure 4.8(c) changes during this transient to account for
the reduction in mass inventory in the receiver, and it is affected by the fluctuation
in outlet pressure. The drop in m˙out at 0.22 h is caused by a sharp rise in Pout has
on equation (4.29) in mode ‘1-2’. The modelled decrease in mass inventory in the
receiver counteracts this effect and m˙out is greater than the inlet mass flow during the
rest of transient.
Modelled Tout shows an approximately linear increase in temperature while in
mode ‘1’, from 0.17 h to 0.22 h in figure 4.8(d), as this mode is a lumped parameter
representation of the receiver. The model switches to mode ‘1-2’ at 0.22 h, agreeing
with the onset of saturation and outlet temperature in the experimental data. The re-
ceiver model then reaches the condition where γ¯ ≈ γ¯tot at 0.4 h. The model switches
to mode ‘1-2-3’, predicting superheated steam at the output and Tout departing from
saturation temperature, agreeing with experimental data.
Receiver pressure P in figure 4.8(e) stays between measured inlet and outlet pres-
sures during the start-up transient. The model is able to represent this change in
pressure because energy and mass fluctuations in the receiver drive the pressure
change in the system during this transient.
The length of region 2 L2, also changes during this transient, growing rapidly
immediately after the model switches to mode ‘1-2’ at 0.22 h. The growth of the
region is concurrent with the increase in vapour in the saturated region, linking the
fluid thermal properties and the spatial dimensions of the receiver tube. Once the
superheated region appears in mode ‘1-2-3’ at approximately 0.41 h, the boundaries
at L1 and L2 move independently as a function of energy changes in the receiver
tube.
The mean void fraction, in figure 4.8(g) is zero while in mode ‘1’, and a pres-
sure dependent value γ¯tot in mode ‘1-2-3’. When the model is in mode ‘1-2’, the
mean void fraction increases, transitioning from pure saturated liquid to a saturated
liquid/vapour mixture. The model is thus able to quantify the change in average
specific enthalpy in region 2 while the outlet is in saturation.













































































































Figure 4.8: Start-up period of receiver model simulation with experimental data from
18/11/2011. Vertical lines indicate mode transitions. Measured data (–), simulation results (-
-). (a) Incident radiation. (b) Measured receiver inlet mass flow. (c) Simulated receiver outlet
mass flow. (d) Measured and simulated outlet temperature. (e) Inlet, outlet and average
pressure. (f) Fluid region lengths with respect to total tube length (horizontal dotted line).
(g) System mean void fraction in region 2.















































































































Figure 4.9: Cloud transient and shut-down period of receiver model simulation with exper-
imental data from 18/11/2011. Vertical lines indicate mode transitions. Measured data (–),
simulation results (- -). (a) Incident radiation. (b) Measured receiver inlet mass flow. (c)
Simulated receiver outlet mass flow. (d) Measured and simulated outlet temperature. (e)
Inlet, outlet and average pressure. (f) Fluid region lengths with respect to total tube length
(horizontal dotted line). (g) System mean void fraction in region 2.
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4.5.5 Receiver behaviour during temporary cloud cover and shut-down
Figure 4.9 shows the last period of the simulation where cloud cover affects the steam
generation system temporarily at approximately 2.5 h and permanently at approxi-
mately 2.7 h. The concentrator/receiver can no longer generate steam for the power
block after this time.
During the cloud transient the feed-water mass flow was maintained constant
to observe the natural response of the ANU SG4 system. The receiver outlet tem-
perature and pressure dropped, to the point where the receiver outlet flow was no
longer superheated—note the absence of region 3 at 2.5 h in figure 4.9(g). Shortly
afterwards, the increase in intercepted radiation by the receiver temporarily reversed
this situation, until more cloud prevented the continued operation of the system.
The model switches from mode ‘1-2-3’ to mode ‘1-2’ at 2.5 h and then back to ‘1-
2-3’ at 2.58 h. When permanent cloud cover affects the receiver, the model switches
to mode ‘1-2’ at 2.68 h and then mode ‘1’ at 2.72 h. As in the start-up transient, the
switching capability of the model aids in reproducing the behaviour of the system
when the mono-tube cavity receiver outlet is in saturation.
The mass inventory in the receiver model is affected by the cloud passage. Cal-
culated outlet mass flows drop below feed-water mass flow values, when the mass
inventory in the model increases due to cooling. When the second and permanent
cloud occurs, the cooling of the receiver is accompanied by a sharp drop in outlet
pressure as the engine steam inlet valve closes, which causes a temporary increase in
the modelled outlet mass flow. Region lengths in the model vary in size to account
for the fluctuation in the receiver mass inventory.
The modelled receiver pressure P tracks well during the short cloud passage, as
the main influence in outlet pressure is the change in incoming radiation. During the
period of temporary return to clear sky, pressure P is less accurate, due to the factor
km.
The system mean void fraction drops during the cloud cover transients to model
the increase in saturated liquid and decrease in saturated vapour in region 2. As the
receiver modelled outlet enthalpy hout depends on γ¯ (see equation (4.25) in page 51)
it is possible to calculate Tout during this transient, even when the flow is saturated.
4.6 Numerical solution of the model
Early receiver model simulations with TRNSYS 16 were numerically integrated with
a forward Euler method, but showed numerical instability and divergence. Reduc-
ing the time step improved the numerical stability of the model, but TRNSYS 16 only
allows simulations using a fixed time step, which imposes a severe limitation on nu-
merical integration improvements. Implementing a trapezoidal method (Ascher and
Petzold, 1998) provided improvements to the numerical stability of the model, and
due to this improvement it was possible to obtain the simulation results presented in
section 4.5.
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Table 4.3: Summary of the numerical performance of the receiver model using different
integration methods and their associated parameters
Method Simul. time hmin hmax Abs. tolerance Rel. tolerance
Forward Euler 107.9 s 0.05 s 0.05 s N/A N/A
Trapezoidal 108.6 s 0.05 s 0.05 s N/A N/A
Backward Euler 387.8 s 0.05 s 0.05 s 1× 10−2 N/A
Taylor-Heun 63.1 s 0.5 s 2 s 1× 10−4 1× 10−2
ESDIRK34 59.6 s 0.05 s 2 s 1× 10−4 1× 10−2
The improvement in the numerical behaviour of the model provided by imple-
menting the trapezoidal method highlighted that there is inherent difficulty in the
numerical solution of the receiver model. A calculation of the numerical Jacobian
matrix3 of the model for mode ‘1-2-3’ showed that the fastest time constant of the
SG4 receiver is in the order of 0.1 s and the slowest time constant in the order of
3000 s. This suggests the possibility that the model is numerically stiff.
Numerical stiffness in ordinary differential equations (ODE) does not have an
universal definition, but is typically characterised by the existence of fast and slow
“movements” or dynamics in the same equations (Hairer and Wanner, 1999). The lit-
erature suggests that the numerical solution of stiff benefits from employing implicit
numerical integration methods (Ascher and Petzold, 1998). 4
The receiver model equations, switching rules and data interfaces were rewritten
in GNU Octave to test the receiver model behaviour with implicit numerical inte-
gration methods. In total, five different numerical integration methods were tested
in this study: the forward Euler and trapezoidal methods implemented in TRNSYS
16, plus a backward Euler method, a Taylor-Heun method (Mazzoni, 2008) and an
implicit Runge-Kutta method called ESDIRK34 (Kristensen et al., 2004). The results
of this comparison are summarised in table 4.3.
The comparison repeated the simulation presented in section 4.5, using the same
experimental data from the SG4 system. Table 4.3 summarises the run time of the
receiver model simulation with each integration method and its associated parame-
ters.
For the first two methods, the only configurable parameter is the integration step
size h. A fixed time step was used to reproduce the behaviour obtained in TRNSYS 16
simulations, hence hmin = hmax. The backward Euler method is an implicit method
that iterates at each time step to integrate the model equations, and the absolute
tolerance parameter sets an arbitrary threshold to stop the iteration. The Taylor-Heun
and ESDIRK34 methods are more sophisticated, as they employ variable integration
3For details on the calculation of the numerical Jacobian for the model, see section 6.3.2
4Implicit integration methods employ a recursive iteration at each time step to advance the solution
of the ODE. This iteration improves the numerical stability of the model solution but requires additional
computation when compared with explicit methods such as the forward Euler integration method. The
solution of stiff systems with explicit methods often requires very small integration time steps, which
increases the computational cost of the solution. An implicit method can employ larger time steps and
offset the computational cost of its recursive iteration.
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time steps and time step management algorithms to economise computation time.
In addition to an absolute tolerance, these two methods include a relative tolerance
parameter to aid in the iteration process.
Simulations show that the receiver model solution benefits from employing im-
plicit numerical integration schemes. The shortest simulation time was obtained
with the implicit ESDIRK34 method followed by the Taylor-Heun method (see table
4.3). Both the ESDIRK34 and Taylor-Heun methods employed a variable step time
in simulations, with an average step size of approximately 0.55 s. This large step
size compensated for additional iteration calculations and resulted in better perfor-
mances than both explicit methods implemented in TRNSYS 16 and the backward
Euler method.
The Taylor-Heun method required a minimum step size hmin = 0.5s to yield com-
parable results to the ESDIRK34 method. Employing a smaller minimum time step
for the Taylor-Heun method resulted in lower average time steps and longer simu-
lation times. The backward Euler scheme showed the worst performance because it
iterated to converge to a solution, but did not benefit from a sophisticated time step
management scheme.
The results in this section suggest that the receiver model is numerically stiff, and
that its implementation benefits from implicit numerical integration methods. This
insight is valuable in the implementation of the filtering scheme presented in chapter
5.
4.7 Conclusion
This chapter presented a control oriented model for the SG4 receiver based on a
switched moving-boundary formulation of the dynamic heat exchange process in the
absorber tube. The receiver model captures the influence of concentrator radiation
and fluid passing through the receiver tube, in the dynamic behaviour of tempera-
ture at the receiver outlet. The representation includes the transition between single
and two-phase flow at the outlet, and provides additional information of outlet en-
thalpy and mass inventory in the receiver tube. The model achieves this by switch-
ing between three different moving-boundary models, termed modes, that represent
separate cases of flow regimes in the absorber tube. The model is encapsulated in
a state-space representation that describes the state of the receiver with 8 state vari-
ables, consistent across all three receiver model modes. These features augment the
information available to a controller from sensors and allow the development of the
controller in chapter 6.
The receiver model also features a calculation of outlet mass flow based on a
simplified momentum balance of the receiver. The calculation serves the purpose of
estimating the difference between receiver inlet and outlet flow during transients, in
the absence of mass-flow and steam quality instrumentation at the receiver outlet.
The outlet flow calculation can be useful in applications where outlet flow measure-
ments are difficult or impractical.
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Model parameters were calibrated with the aid of data from the SG4 system
to obtain agreement with experiments, and this method can be used to tailor the
receiver model to other systems.
Simulations of the model in TRNSYS 16 show good agreement with experimental
data from the SG4 system, validating the modelling approach. Early simulations of
the receiver model showed that the model suffers from numerical instability associ-
ated with the numerical solution of the model equations. Simulation results in this
chapter show that implicit integration methods significantly improve the stability
and speed of the model solution.
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Chapter 5
Estimation of the mono-tube cavity
receiver state
This chapter presents a scheme to estimate the state of the SG4 mono-tube cavity
receiver in real time. The scheme is a modified Extended Kalman Filter that samples
available measurements from the SG4 system at regular intervals and computes an
estimate of the receiver state vector. The estimation at each sample time takes place in
two stages, a prediction and a correction stage. In the prediction stage, the receiver
model presented in chapter 4 propagates the receiver state vector forward in time
from the previous sample time to the current instant. The correction stage compares
the predicted receiver state vector with additional measurements of receiver outlet
temperature and pressure, and proposes a corrected state vector. The estimated
receiver state vector is a combination of predicted and corrected state vectors, and
the process repeats for a fresh set of receiver measurements at the next time step.
Simulations and experimental results in this chapter show that the filtering scheme
improves a receiver state vector estimation purely based on the model presented in
chapter 4 and provides estimates of a quality sufficient for closed loop control.
5.1 Introduction
The model presented in chapter 4 provides a fast and accurate representation of the
transient heat transfer behaviour in the SG4 receiver. Moreover, the model provides
information about the internal state of the receiver in the form of a receiver state
vector (repeated here from section 4.3.10):
x =
[
L1 L2 P hout γ¯ Tw1 Tw2 Tw3
]T
(5.1)
The information contained in the state vector variables is useful for a closed loop
controller, and it is desired to generate this information as the SG4 system operates.
The SG4 system can generate this information by simulating the model concurrently
with operation, and feeding the simulation with system measurements.
In practice, this model-based approach to calculating the receiver state vector is
susceptible to drift over time, away from the real state of the receiver. The model
71
72 Estimation of the mono-tube cavity receiver state
can drift due to unexpected changes in model parameters, errors in input measure-
ments and the occurrence of physical phenomena not covered by the receiver model.
Model parameters can depart from calibrated values; for example soiling on the con-
centrator reduces the amount of incoming radiation intercepted by the receiver. Input
measurements suffer from noise, drift or lose their calibration. Unmodelled physical
phenomena can affect the receiver operation in an unforeseen way (e.g. the steam en-
gine introduces pressure changes to the line). These factors can cause a discrepancy
between the modelled state vector and the state of the actual process.
A better approach to estimate the receiver state vector is to employ a state estima-
tor. A state estimator is an algorithm that computes an estimate of the state vector of
a given real system, from input and output measurements of the real system (Kailath
et al., 2000). It is different to the model-only approach above, because the state es-
timator compares the model output with measurements from the real system and
adjusts the model state vector to reduce the discrepancy between the modelled and
the real process outputs.
The premise of a state estimator is that it is mathematically possible to calculate
the state vector of a system from input and output measurements of the real sys-
tem.1 For the SG4 receiver, the mathematical description of the system is the receiver
model presented in chapter 4. Inputs correspond to measurements that influence the
receiver behaviour: feed-water mass flow, temperature and pressure, direct normal
irradiation (DNI), and receiver outlet pressure. Outputs correspond to receiver mea-
surements that indicate the status of the receiver, i.e. receiver outlet temperature and
pressure.
State estimator techniques can be broadly classified into observers and filters
(Kailath et al., 2000). The technique applicable to a particular system depends on
the available inputs, outputs, system models and implementation platforms. This
chapter shows that the choice of technique is steered towards Kalman Filters (in par-
ticular Extended Kalman Filters) due to the uncertainty in both modelled and mea-
sured variables and the non-linear nature of the receiver model. Extended Kalman
Filters (EKF) are a well established technique for state estimation of non-linear sys-
tems (Gelb, 1974) with applications in thermal systems (LeBreux et al., 2013; Jonsson
et al., 2007).
Kalman filters have also been applied to tackle estimation problems in CSP appli-
cations. For example Schlipf et al. (Schlipf et al., 2012) propose an EKF to estimate
the state of the steam evaporator in a CLFR system and use this estimate in a closed
loop controller for the heat exchange in the evaporator. In the ACUREX field, Gal-
lego and Camacho (Gallego and Camacho, 2012b) use an Unscented Kalman Filter
to estimate the heat transfer profile of the absorber tube across the entire length of
a parabolic trough collector from localised measurements of irradiation and temper-
ature, and use this estimate in an adaptive control scheme (Gallego and Camacho,
2012a,b).2 These examples support the notion that a Kalman filtering scheme is a
1This condition is called observability and it determines how many elements in the state vector of
the system (if any) are observable from its inputs and outputs (Franklin et al., 2010).
2Unscented Kalman Filters circumvent some issues with highly non-linear system models by predict-
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suitable solution to estimate the state of the SG4 receiver.
The challenge of integrating the receiver model into a filtering scheme for the SG4
receiver lies in the non-linear and switched nature of the model. EKF schemes handle
non-linear systems with linear approximations, but the receiver model is considered
stiff (see section 4.6) and this poses numerical difficulties to the linearisation process.
When the model switches between modes (e.g. during a start-up transient in the
SG4 system), variables in the state vector change meaning (i.e. between physical and
pseudo-variables) and the filtering scheme has to correct the state vector accordingly.
This chapter proposes a modified Extended Kalman Filtering scheme to esti-
mate the SG4 receiver state vector in equation (5.1). The filtering scheme inte-
grates the receiver model presented in chapter 4 with three Continuous-Discrete Ex-
tended Kalman Filters (Gelb, 1974; Frogerais et al., 2012) to tackle the non-linear and
switched nature of the model. The rest of this chapter describes the scheme in detail
as well as its realisation in the SG4 system.
Section 5.2 provides details about the challenge to compute the receiver state
vector from available inputs, outputs and the receiver model. Section 5.3 briefly de-
scribes Continuous-Discrete Extended Kalman filtering, because of the central role
it plays in the filtering scheme and to introduce additional notation. Section 5.4
describes the proposed modified EKF filtering scheme and how it handles the chal-
lenges posed by the modelling approach of chapter 4. Sections 5.5 and 5.6 respec-
tively show simulated and experimental results of implementing the proposed filter-
ing scheme in the SG4 system. The chapter concludes with a brief discussion and a
summary in section 5.7.
5.2 The problem of estimating the SG4 receiver state vector
The state estimator problem in this study consists of formulating a filtering scheme
to estimate the receiver state vector in equation (5.1) from available input and output
measurements of the real system. Input measurements of the real system allow the
calculation of an “anticipated” or forecast trajectory for the system, whereas output
measurements enable the comparison of this forecast to what the system actually
did. This section outlines the measurements that are available to the filtering scheme
and the challenges they pose to solving the estimator problem.
5.2.1 Available inputs and outputs
Input measurements for the filtering scheme in this study correspond to the receiver
model input measurements. The receiver model presented in chapter 4 propagates
the state vector forward in time when provided with the following set of measure-
ing the system behaviour from past measurements using a sigma-point parametrisation of conditioned
densities, rather than the moment-based parametrisation of Kalman Filters; at the cost of additional
computation (Julier and Uhlmann, 1997).
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ments (i.e. the measurement vector):
u =
[
m˙in Pin Pout Tin Ta I˙sol
]T
(5.2)
The measurements in the input vector u correspond to the combined inputs u and v
of the receiver model (see section 4.3.10).
The state estimator can also use these measurements to propagate the receiver
state vector. The SG4 steam control system samples these measurements at regular
intervals of 2 s and the samples are available from the Supervisory Control And Data
Acquisition (SCADA) system database (see chapter 3).
From an estimator perspective, the conditions at the outlet of the receiver can be
considered as the system output, because they reflect the change in energy of the
fluid as it passes through the receiver. Measurements of outlet pressure Pout and
temperature Tout are available to the filtering scheme. But the challenge is to relate
these measurements to individual variables in the receiver state vector.
In the case of the receiver model, it is possible to relate the pressure state P to
measurements at the inlet and outlet of the receiver Pout at all times under the model
assumption that P = Pin+Pout2 .
It is also possible to relate the enthalpy state hout to outlet pressure and tem-
perature measurements. When the receiver output is single phase flow (i.e. liq-
uid water or superheated steam), steam property functions can calculate the specific
outlet enthalpy state hout as a function of Pout and Tout (Wagner and Pruss, 2002).
Unfortunately, this is not possible when the flow at the receiver outlet is saturated
steam/water mixture and there is no measurement of steam quality in the SG4 sys-
tem.
In summary, receiver measurements Pin, Pout and Tout can create “virtual” output
measurements for states P and hout, but not consistently across all outlet flow condi-
tions. This inconsistency translates to the receiver model. The receiver model repre-
sents liquid, saturated and superheated steam conditions at the outlet by switching
between modes ‘1’, ‘1-2’ and ‘1-2-3’ respectively. Therefore, each mode may have a
different set of “virtual” output measurements, which in turn relate to real receiver
measurements. Table 5.1 summarises the relation between receiver modes, real mea-
surements and receiver vector states.
5.2.2 Challenges in developing a filtering scheme
The available model and measurements pose significant challenges to develop a fil-
tering scheme. The model is non-linear and describes different flow regimes in the
tube by switching between different modes; and the number of available measure-
ments changes when the model switches modes. Input and output measurements
in the SG4 system suffer from precision uncertainty and noise, which can propagate
through the filtering scheme calculations. These issues steer the choice of state esti-
mator towards Continuous-Discrete Extended Kalman filtering schemes, which can
cope with limited, noisy measurements and non-linear models. Below is a detailed
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Table 5.1: Relation between available output measurements in the SG4 system and receiver
model states, for each receiver model mode
State Measurement
Mode ‘1’ Mode ‘1-2’ Mode ‘1-2-3’
L1 - - -
L2 - - -
P 12 (Pin + Pout)
1
2 (Pin + Pout)
1
2 (Pin + Pout)
hout f1(Pout, Tout) - f123(Pout, Tout)
γ¯ - - -
Tw1 - - -
Tw2 - - -
Tw3 - - -
description of these challenges and how they affect the solution to the state estimator
problem.
Switched receiver model
The receiver model is able to predict the onset of two-phase and single phase flow at
the outlet due to its ability to switch between modes (i.e. different representations of
the receiver with different flow regimes). As the model switches modes, the meaning
of variables in the state vector changes between representing a physical quantity
and following an initialisation value. For example, the system mean void fraction γ¯
couples the length of the saturated region L2 with the outlet specific enthalpy hout in
mode ‘1-2’, but in mode ‘1’ is set to 0 (i.e. no steam) and in mode ‘1-2-3’ to track the
value of γ¯tot (i.e. fully developed evaporation).
The filtering scheme needs to handle the switch between receiver modes and
interpret the changing dynamics of each mode accordingly.
Non-linear receiver representations
Each receiver model mode represents the dynamic heat exchange in the tube with
a set of 8 non-linear ordinary differential equations, plus additional calculations of
water properties and outlet mass flow (see chapter 4). The combined system of equa-
tions currently does not have an analytical solution. Therefore, a numerical integra-
tion scheme calculates the mode solution and propagates the state vector forward
in time. The model is numerically stiff and its solution requires implicit numerical
integration schemes (see 4.6).
The filtering scheme must be able to propagate the receiver state vector from the
model equations and handle the numerical difficulty of the model solution.
Different measurements for different modes
Table 5.1 shows that it is possible to link receiver measurements Pin, Pout and Tout to
state vector variables P and hout. These measurements however, cannot be applied
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consistently between modes. In particular, it is not possible to calculate enthalpy hout
only from receiver pressure and temperature measurements in mode ‘1-2’ when the
fluid at the receiver outlet is saturated water/vapour mixture.
Therefore, as the filtering scheme handles switching it also has to deal with in-
consistent output measurements.
Model and measurement uncertainties
The inherent uncertainty in both the receiver model and system measurements is a
key motivation to estimate the receiver state vector with a filtering scheme. Mea-
surements from the SG4 system suffer from noise, have limited instrument precision,
undergo an analog-to-digital conversion and are available only as samples at discrete
time intervals.
For example, the incoming radiation calculation in the receiver model is the prod-
uct of mirror reflectivity, DNI and concentrator aperture (see chapters 2 and 4). It is
difficult to precisely measure the surface reflectivity of optical concentrators, includ-
ing the SG4 dish. Current practice produces an average reflectivity from a number of
measurements of a surface that is regularly cleaned, to ensure consistency (Camacho
et al., 2012). DNI measurements in the SG4 system feature a ±2% accuracy. The
uncertainty in both measurements propagates through the receiver model.
The filtering scheme has to cope with measurement uncertainty when estimating
the receiver state vector.
5.2.3 State estimation solution
Based on the challenges outlined above, this study proposes a modified Extended
Kalman filtering scheme. The filtering scheme combines the switched nature of the
receiver model with the estimation capability of a Continuous-Discrete Extended
Kalman filter (CDEKF). The combined features of the new filtering scheme pro-
posed in this study address all the challenges outlined above. Specific features of
the CDEKF are described in the next section.
5.3 Continuous-Discrete Extended Kalman Filtering
The CDEKF extends the stochastic estimation of the Kalman filter to continuous-
time non-linear systems. With the CDEKF it is possible to combine discrete-time
noisy measurements with a system model that must be modelled in continuous time
(e.g. for numerical accuracy), such as the SG4 receiver.
This section first presents an abridged description of the Kalman Filter and then
the specific features of the CDEKF. The Kalman Filter description serves the pur-
pose of introducing the two-stage estimation process, parameters and notation of the
Kalman Filter and the CDEKF. Following this description, the focus turns to specific
features of the CDEKF to handle continuous time non-linear systems with discrete-
time measurements.
§5.3 Continuous-Discrete Extended Kalman Filtering 77
The information in this section provides the preliminaries to follow the descrip-
tion of the filtering scheme of this study, presented subsequently in section 5.4.
5.3.1 Kalman Filtering
The Kalman filter is an optimal estimator widely used to observe the state of linear
systems described in discrete time (Kalman, 1960; Grewal and Andrews, 2008). The
system is represented in discrete-time due to the sampled nature of measured inputs
uk and outputs yk, sampled at regular intervals k.3
The Kalman filter considers a system described by a discrete state-space repre-
sentation (Ogata, 1987) of the form:
xk = Fxk−1 + G(uk + υk) (5.3)
yk = Hxk +φk (5.4)
where F, G and H are constant matrices and a given initial state vector condition
x0. This system propagates the state vector xk at regular time intervals k, subject to
inputs uk and offers a measure of the state vector through outputs yk. The system
is susceptible to measurement and model uncertainty, and it is depicted as additive
noise vector signals υk and φk.
The Kalman filter attempts to attenuate the effect of noise in the system by com-
puting a state vector estimate xˆk. The computation seeks to minimise the error vector
x˜k = xk − xˆk, from knowledge of the system (i.e. matrices F, G and H) and assump-
tions about the expected uncertainty affecting the system.
Kalman filters assume that noise signals υk and φk are zero mean, uncorrelated
white noise disturbances with quantifiable standard deviations. Under this assump-
tion, the uncertainty introduced to the system has expected values, quantified by
matrices Qk and Rk:
Qkδkj = EυkυTj Rkδkj = Eφkφ
T
j (5.5)
where δkj = 1 is the Kronecker delta for k = j and zero otherwise(Kailath et al., 2000).
The matrix Qk is the process covariance matrix and quantifies the uncertainty
introduced to equation (5.3). The matrix Rk is the measurement covariance and
quantifies the uncertainty introduced to equation (5.4). Both matrices are square,
and their diagonal coefficients correspond to the standard deviation or covariance of
each measurement. Non-diagonal elements are the cross-correlations between mea-
surements. Hence the bound that the filter imposes on changes to the measurements
corresponds to their expected statistical deviation.
From the knowledge of the system and its uncertainty, the error between the state
and its estimate x˜k = xk − xˆk will also have an expected covariance:
Pkδkj = Ex˜x˜T (5.6)
3A continuous-time version of the Kalman filter also exists, but it is not related to the continuous-
discrete scheme described in this chapter.
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The error covariance matrix Pk quantifies the accumulated error of the state estima-
tion, and is the metric by used by the Kalman filter to minimise the error vector
x˜k.
At each sample k, the Kalman filter estimation occurs in two steps: a prediction
stage and a correction stage.4 The prediction stage (a.k.a. temporal update or a priori
estimate) computes a predicted state xˆk|k−1 from the system model equation (5.3) ,
previous estimate xˆk−1 = xˆk−1|k−1, and new input samples uk. The correction stage
(a.k.a. measurement update or a posteriori estimate) uses the new output samples yk
and the predicted state xˆk|k−1 to compute a corrected state xˆk|k, and this becomes the
state estimate xˆk.
The filter computes a gain matrix Kk in the correction stage that combines the
predicted state xˆk|k−1 with output measurements yk in such a way that it minimises
the error variance Pk of the estimate.
The error variance for the instant k depends on the previous estimate xˆk−1 and
not on the actual state xk. Therefore, an adequate initial condition xˆ0 is crucial for
the success of the estimation.
The Kalman filter procedure for the system described by equations (5.3) and (5.4)
is as follows:
Prediction stage
xˆk|k−1 = Fxˆk−1|k−1 + Guk (5.7)
Pk|k−1 = FPk−1|k−1FT + GQkG (5.8)
Correction stage
e¯k = yk −Hxˆk|k−1 (5.9)
Kk = Pk|k−1HT(HPk|k−1HT + Rk)−1 (5.10)
xˆk|k = xˆk|k−1 + Kke¯k (5.11)
Pk|k = (I−KkH)Pk|k−1 (5.12)
The Kalman gains Kk minimise the a posteriori error covariance matrix Pk|k = Pk
from the given measurements and previous estimates, thus minimising the error
between the estimated and real states.
The calculation of Kalman gains as it stands in equation (5.10) is susceptible to
fail due to numerical round-off errors in the error covariance matrix. Practical im-
plementations of the Kalman filter feature numerical optimisations that reduce the
number of computations and round-off errors (Grewal and Andrews, 2008).
5.3.2 Extending the KF to non-linear systems in continuous-time
The description above only applies to linear systems that can be described in discrete
time, which is not the case for the SG4 receiver model. It is possible to create an
4Double subscripts herein indicate prediction p on the left and correction c on the right, i.e. xp|c.
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approximated Kalman filter for non-linear systems by applying linearisation around
the current estimate xˆk, uk, a technique known as the Extended Kalman Filter (EKF)
(Grewal and Andrews, 2008). However, the performance of the approximated filter
depends on the quality of the linear approximation.
If the approximated model provides a predicted state that diverges significantly
from the actual system behaviour within the given sample interval, the filter may
also diverge. The receiver model in this thesis falls into this category. The model
linearisation performed by the EKF is analogous to a forward Euler numerical inte-
gration. Section 4.6 shows that simulating the receiver model with a forward Euler
scheme requires time steps smaller than 0.1 s to ensure numerical stability. This time
step requirement is incompatible with the available measurement sample time of 2 s.
A Continuous-Discrete Extended Kalman Filter overcomes the disparity between
measurement samples and the model by treating the model as a continuous time sys-
tem. The CDEFK explicitly solves the non-linear differential equations that describe
the system between sampling intervals and updates the error covariance accordingly.
It replaces the Kalman filter prediction equations (5.7) and (5.8) with
xˆk|k−1 = solve1(tk, xˆk−1|k−1, uk, f(x, u)) (5.13)
Pk|k−1 = solve2(tk, xˆk−1|k−1, Qk, Pk−1|k−1, g(x, u)) (5.14)
Where the functions solve1 and solve2 are algorithms that numerically propagate the
non-linear system described by x˙ = f(x, u), y = g(x, u) and the error covariance ma-
trix Pk. In general terms, these algorithms also require the sample time tk, previous
sample estimate xˆk−1|k−1, error covariance matrix Pk−1|k−1, measurement vector uk
and process covariance matrix Qk.
Because the relation between states and outputs is no longer the matrix H but
the non-linear function y = g(x, u), the CDEKF algorithm also modifies the Kalman
filter correction equation (5.9) with:






This modification computes the error between output measurements yk and a lin-
earisation of the output function around the predicted estimate xˆk|k−1.
5.3.3 Selecting a CDEKF algorithm
The literature offers a range of CDEKF algorithms, where the main difference be-
tween them are the numerical considerations built into functions solve1 and solve2
(Frogerais et al., 2012). Hence the choice of CDEKF algorithm depends on providing
satisfactory numerical performance for a given non-linear system.
This study obtained positive results with two CDEKF algorithms: the first one by
Mazzoni (Mazzoni, 2008) uses a Taylor-Heun numerical integrator; the second one
by Jorgensen et al. (Jorgensen et al., 2007) uses an implicit Runge-Kutta integrator. In
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fact, the numerical integrator portion (i.e. the function solve1) of both algorithms was
already employed in section 4.6 to evaluate the numerical solution of the receiver
model.
Both algorithms were incorporated into the filtering scheme presented in this
chapter, and simulated with experimental data from the SG4 system. The algorithm
proposed by Jorgensen et al. (Jorgensen et al., 2007) was faster and more stable
than the algorithm by Mazzoni (Mazzoni, 2008) to estimate the receiver state with
experimental data and thus chosen for the filtering scheme presented below.
5.4 A modified Extended Kalman Filtering Scheme for the
SG4 receiver
This study solves the observer problem outlined in section 5.2 with a modified
Extended Kalman Filtering scheme. The filtering scheme combines the SG4 re-
ceiver model of chapter 4 with a set of Continuous-Discrete Extended Kalman Filters
(CDEKF), to compute an estimated receiver state vector. The filtering scheme can be
viewed as an augmented state estimator composed of three independent CDEKF fil-
ters running concurrently with the model, with one model mode and corresponding
CDEKF filter active at any given time. The filtering scheme thus switches between
the same modes as the receiver model, according to the same rules, and tailors the
estimation process accordingly. In addition, the filtering scheme resets the error co-
variance matrix at switching for consistency in the error estimation. Each CDEKF
filter is tuned independently to produce the best possible estimation for the active
mode.
This section presents the filtering scheme in detail. It outlines the filtering scheme
procedure, the strategy to switch and engage different model modes, the considera-
tions to tune the CDEKF filter for each mode, and numerical considerations for the
filtering scheme as a whole.
5.4.1 Filtering Scheme procedure
The filtering scheme procedure follows the prediction and correction stages of the
CDEKF, but can switch model modes and filter parameters in continuous time (i.e.
between samples) during the prediction stage (step 2(d)). It is this modification to
the CDEKF procedure that allows the filtering scheme to cover the entire range of
operating conditions represented by the receiver model.
As mentioned in section 5.3.3, this filtering scheme integrates the CDEKF algo-
rithm by Jorgensen et al. (Jorgensen et al., 2007). This algorithm propagates the
square root of the error covariance matrix to preserve its structure against numerical
round-off errors.5 Hence, the exponent 1/2 in the error covariance matrix and others
denotes the matrix square root operator.
5In particular to preserve its positive semi-definiteness (Kailath et al., 2000).
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The filtering scheme procedure is as follows:




k , yk, and receiver mode.
2. Prediction stage. Start at ∆t = h
(a) Calculate intermediate model predicted state xˆ∆t|k−1 with the solve1 func-
tion, i.e. the implicit Runge-Kutta integrator (Jorgensen et al., 2007)
(b) Calculate intermediate error covariance P1/2∆t|k−1 using the correspoding
solve2 function (Jorgensen et al., 2007)
(c) Adjust integration step h based on integrator error convergence
(d) Evaluate switching conditions. If required, switch model mode and filter
(more details shown in section 5.4.2).
(e) Increment ∆t = ∆t + h and repeat from 2(a) until ∆t = tk











(b) Compute measurement error e¯ = yk −Hkxˆk|k−1
(c) Compute filtering gains Kk
(d) Compute corrected estimate xˆk|k and refresh error covariance matrix P1/2k|k
4. Repeat for next time step tk+1
5.4.2 Switching between filters
Switching enables the filtering scheme to fully exploit the ability of the receiver model
to describe different flow patterns in the receiver tube.
For the filtering scheme, the check for switching conditions occurs at step 2(d) of
the algorithm procedure. During this step, the switching rules evaluate the interme-
diate state estimate xˆ∆t|k−1 and its time derivative ˙ˆx∆t|k−1 against the same rules that
trigger switching between models (see section 4.3.9).
If the filtering scheme detects that a switching condition is met, it proceeds to:
1. Store the intermediate state vector xˆ∆t|k−1 in memory
2. Switch receiver model modes
3. Replace CDEKF matrices Qk, Rk and Hk with the corresponding matrices for
new the mode
4. Reinitialise the error covariance matrix P∆t|k
5. Resume the prediction stage with the active CDEKF settings and xˆ∆t|k−1 as the
initial condition.
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The filtering scheme must substitute the parameters of the prediction and cor-
rection stages of the CDEKF, so that the estimation process is consistent with the
behaviour of the model. All filter parameters are tuned from knowledge of the SG4
system, receiver model and filtering scheme simulations. Section 5.4.3 provides the
details of this tuning process.
Switching also reinitialises the error covariance matrix, so that the filtering pro-
cess does not use information from an inactive mode. The next section provides an
explanation for the need to reinitialise the error covariance matrix.
Reinitialisation of error covariance matrix P∆t|k−1 at switching times
The variables in the state vector (equation (5.1)), represent the modelled state of the
receiver at all times and across all modes. However, the meaning of state variables
changes across modes and this poses a mismatch with the error covariance matrix.
State variables can either be physical or inactive. Physical states obey the mass
and energy balance equations established for the active receiver mode. For example,
pressure P and outlet enthalpy hout represent the same physical quantities across all
modes, and thus are always physical. Inactive states pertain the description of an
inactive flow region in the receiver model and follow convenient initialisation values.
For example, the wall temperature Tw3 is an inactive state in mode ‘1-2’ and pseudo-
equation (4.17) keeps it initialised.
The error covariance matrix contains information about the past performance of
the filtering scheme. The filtering scheme updates the error covariance matrix each
time it computes predictions and corrections to the state estimates in the currently
active mode. If the model states change meaning when switching between modes,
the information in the error covariance matrix may no longer be relevant for the new
mode, and furthermore it could be misleading.
For example, consider the region lengths L1 and L2. In mode ‘1-2’, the length
L2 is set to L − L1 so that the boundary between regions 2 and 3 stays at L at all
times in mode ‘1-2’. Consequently, the change in L1 is directly linked to the change
in L2. In mode ‘1-2-3’ L2 represents the length of full evaporation, and it is less
intimately linked to L1. Filtering scheme simulations reveal that when the filtering
scheme switches from mode ‘1-2-3’ to ‘1-2’ the information in the covariance matrix
cause the correction stage to incorrectly adjust L2, which causes L1 + L2 > L. If the
model switches back to mode ‘1-2-3’ with this error, then L3 = L− L1− L2 < 0 which
is physically meaningless and causes the simulation to diverge.
This study tried two different approaches to deal with the mismatch between the
error covariance matrix and the receiver mode at switching times: re-initialising the
covariance matrix and maintaining three separate covariance matrices, one for each
mode.
Re-initialisation of the covariance matrix consists of overwriting the covariance
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matrix with the matrix:
P0k =

e 0 . . . 0





0 0 . . . e
 (5.16)
where the diagonal elements are arbitrarily small (e.g. e = 10−3) and all other el-
ements are zero. This causes the filtering scheme to assume that there is negligi-
ble initial estimation error because it also assumes that the state estimate xˆ∆t|k−1 is
an accurate initial condition for the mode and filter activated at a given switching
time. Initialising the filter with a small error covariance matrix is a common prac-
tice (Dhaouadi et al., 1991; Plett, 2004; Frogerais et al., 2012, e.g) and it biases initial
estimates towards the predicted state vector (i.e. small filter gains in vector Kk).
The alternative approach is to keep a covariance matrix in memory for each mode,




k . At the start of the estimation process, the filtering scheme ini-
tialises all three matrices as P0k and selects the error covariance matrix corresponding
to the active mode, e.g. P1k for mode ‘1’. The filtering scheme updates this covariance
matrix until step 2(d) triggers a mode switch. From then on, the filtering scheme re-
places the error covariance matrix with the corresponding matrix for the new mode
(e.g. P12k for mode ‘1-2’) but it keeps the previous error covariance matrix in mem-
ory. When the observer switches back to a previously used mode, it uses the stored
covariance matrix for that mode and so on. This second approach takes advantage
of information accrued by the covariance matrix about the system for each mode
whenever that mode is active.
Simulations of the filtering scheme show little difference in its performance for
both approaches. Therefore, results in this study use the first approach of reinitialis-
ing the error covariance matrix to P∆t|k−1 = P0k at switching times for simplicity.
5.4.3 Tuning the filtering scheme response
Each mode in the filtering scheme uses three matrices to tune the response of its cor-
responding filter: a process covariance matrix Qmk , a measurement covariance matrix
Rmk and an observation matrix H
m
k . Individual matrix coefficients used in simulations
are set initially from knowledge of the SG4 system and have been adjusted to tune
the overall performance of the filtering scheme.
The process covariance matrix Qk assigns and quantifies an uncertainty to the
predicted state vector in each sample. There are two sources of uncertainty in the
receiver model: the inherently approximated nature of the receiver model, and errors
introduced by noisy input measurements to the model (e.g. DNI or mass flow). Both
uncertainties propagate through the receiver model into the predicted state vector.
The coefficients of the process covariance matrix set an expected variance to each
variable in the state vector.
Another factor that affects the tuning of the process covariance matrix Qk is the
dual meaning of individual variables in the state vector. In the previous section,
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state variables were classified into physical and inactive states, depending on the
active receiver model mode. It is not desired that the filtering scheme interferes with
how the receiver model handles inactive states, therefore a zero variance is assigned
to inactive states in each mode. This signals the filtering scheme to fully “trust” the
model prediction for that state.
Measurement covariance matrices Rk quantify the uncertainty that output mea-
surements introduce to the correction step of the filtering scheme. The uncertainty of
output measurements comes from noise, instrument precision and calibration. There-
fore, the parameters in the measurement covariance matrix Rmk are directly related to
the precision of pressure and temperature measurements in the SG4 system. Refer
to table 4.2 in chapter 4 for a summary of all SG4 measurement precisions included
in this thesis.
Observation matrices Hmk map the receiver state vector to output measurements.
Table 5.1 shows that it is possible to relate pressure P and enthalpy hout to measure-
ments, albeit inconsistently between modes. This study pre-processes measurements
of pressures Pin, Pout and temperature Tout with the use of IAPWS-97 steam tables
(Wagner and Pruss, 2002) into “virtual” measurements of receiver pressure P and
enthalpy hout. In this manner, the observation matrices Hmk simplify to linear matri-
ces and there is no need to compute linear approximations at each sample.
Filtering scheme parameters for mode ‘1’
The matrices Q1k , R
1
k , and H
1
k tune the response of the filtering scheme when the
receiver model prediction considers only one region of liquid flow in the absorber
tube. Table 5.2 shows the matrix coefficients used in simulations for this mode.
In mode ‘1’, state variables P, hout and Tw1 are physical whereas state variables
L1, L2, γ¯, Tw2 and Tw3 are inactive. Consequently the process covariance matrix Q1k
will contain non-zero coefficients for physical states and zero coefficients for inactive
states. These coefficients populate the diagonal of matrix Q1k and correspond to
the variance or uncertainty assigned to each variable in the state vector in equation
(5.1). Preliminary values for these coefficients corresponded to the propagation of
measurement uncertainty through the receiver model, but have been increased to
improve the performance of the filtering scheme.
Non-diagonal coefficients in matrix Q1k are also set to zero in the absence of sta-
tistical information to quantify the cross-correlation between states, and have been
omitted from table 5.2 for the sake of space.
The diagonal coefficients of measurement covariance matrix Rk contain the ex-
pected variances for “virtual” measurements P and hout. Preliminary values for
these coefficients correspond to the precision of real measurements Pin, Pout and Tout.
This study considers the variance for “virtual” receiver pressure measurement P as
σ2P = σ
2
Pin /2 + σ
2
Pout /2 as it is a linear combination of inlet and outlet pressure mea-
surements. Outlet enthalpy is a steam table function of measurements Pout and Tout,
and the variance of “virtual” measurement hout is the maximum deviation that prop-
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Table 5.2: Filtering scheme parameter matrices for mode ‘1’
Matrix Value








0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
]
agates through the steam table function, i.e.
σ2hout = (sup f (Pout ± σPout , Tout ± σTout )− inf f (Pout ± σPout , Tout ± σTout ))2 (5.17)
Based on these calculations, “virtual” pressure measurement variances are approxi-
mately 1 bar2 and “virtual” enthalpy measurements vary between 25 - 50 kJ2 kg−2,
depending on the combination of pressure and temperature fed to steam tables.
Simulations use conservative variance coefficients that assign higher uncertainties
to measurements.
The observation matrix H1k contains a single non zero coefficient, signalling the
filtering scheme to only compare the receiver pressure estimate Pˆ and “virtual” mea-
surement P in the correction step. Although the receiver outlet is single phase, the
enthalpy measurement hout prevents the filter to switch to mode ‘1-2’ as the esti-
mated enthalpy hˆout tends to follow the value of saturated liquid enthalpy h f . Thus,
the “virtual” outlet enthalpy measurement is omitted for this mode.
Filtering scheme parameters for mode ‘1-2’
In this mode, the filtering scheme uses mode ‘1-2’ of the receiver model for the pre-
diction stage, where flow enters the tube as liquid and exits as saturated water/steam
mixture. In comparison to the previous mode, state variables Lˆ1, Tˆw2 and ˆ¯γ become
physical quantities. Hence their corresponding coefficients in the process covariance
matrix Q12k change to a non-zero value (see table 5.3). Analogously to parameters
for mode ‘1’, pre calculated coefficients for matrices Q12k and R
12
k were subsequently
adjusted to improve the performance of the filter in simulations.
The estimated region boundary Lˆ1 moves along the tube length to reflect the
transition from liquid to saturated flow in the receiver model. At the same time, the
estimated wall temperature Tˆw2 is a part of the energy balance flowing between the
cavity and the fluid. The estimated system mean void fraction ˆ¯γ links the energy
balance in the fluid to the mass inventory in the receiver tube.
Note also that the process variance for the receiver enthalpy hˆout is greater than
in mode ‘1’. It was found in simulations that this increase improved the stability of
the enthalpy estimate and reduced oscillatory behaviour near the onset of superheat
in the receiver model.
The measurement covariance matrix R12k is equal to R
1
k (and to matrix R
123
k for
mode ‘1-2-3’, as the next subsection shows) because instrument precision, or mea-
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Table 5.3: Filtering scheme parameter matrices for mode ‘1-2’
Matrix Value








0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
]
Table 5.4: Filtering scheme parameter matrices for mode ‘1-2-3’
Matrix Value








0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
]
surement pre-processing doesn’t change between modes.
The observation matrix H12k signals the filtering scheme to only consider the pres-
sure measurement in the correction. The enthalpy measurement is meaningless for
this mode because there is no measurement of quality in the SG4 system. Simu-
lations in section 5.5 show that the filter performs adequately with one “virtual”
measurement.
Filtering scheme parameters for mode ‘1-2-3’
This mode corresponds to the receiver producing superheated steam at its outlet, i.e.
receiver model mode ‘1-2-3’. Table 5.4 summarises the filtering scheme parameters
for this mode.
All three flow regions in the receiver mode are active and consequently all state
variables have physical meaning. Region boundaries Lˆ1, Lˆ2 change location to reflect
changes in mass and energy inventory in the receiver tube. There are also three
different wall tube temperatures Tˆw1, Tˆw2 and Tˆw3 exchanging heat with their respec-
tive flow regions and the cavity. Pressure Pˆ and outlet enthalpy hˆout depend on the
mass and energy balance and interaction between the tube wall and all three flow
regions. The system mean void fraction ˆ¯γ follows the value for complete evaporation
γ¯tot with a pseudo-equation; but this relation is physical and it connects the averaged
boiling profile to changes in pressure Pˆ (see section 4.3.6).
The diagonal coefficients for the process covariance matrix Q123k are all non zero,
consistent with having a physical meaning in the prediction stage. States that already
had a physical meaning in modes ‘1’ and ‘1-2’ have greater variances in this mode, as
this enhanced the performance of the filtering scheme. In particular, this enhanced
the filtering scheme ability to reject large spikes in measurements (see section 5.5).
As measurement uncertainties do not change between modes, the measurement
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Table 5.5: Filtering scheme parameters for numerical integration
Parameter Value
relative tolerance 1× 10−2
absolute tolerance 1× 10−4
iteration tolerance 1× 10−1
hmin simulations 1× 10−1 s
hmax simulations 2 s
hmin experiments 5× 10−3 s
hmax experiments 5× 10−1 s
covariance matrix R123k is equal to the measurement covariance matrix in the other
two modes.
The filtering scheme uses both available measurements Pˆ and hˆout for correct-
ing the state estimate in mode ‘1-2-3’. The observation matrix H123k in table 5.4 has
two non-zero coefficients to connect the estimated states with measurements in the
correction stage. Pre-processed enthalpy measurements are useful to the filtering
scheme because they incorporate real temperature measurements Tout into the esti-
mation process.
5.4.4 Tuning the numerical integrator
The filtering scheme uses the ESDIRK34 numerical integrator (Kristensen et al., 2004)
to propagate the solution of the receiver model forward in time. The numerical
integrator is an implicit method (Ascher and Petzold, 1998) which requires iterative
calculations and the Jacobian of the receiver model to reach a solution at each time
step.6 The integrator also features a variable integration step size h to manage the
stability and computational cost the solution.
The filtering scheme performance depends on the parameters that govern itera-
tive calculations, the Jacobian calculation method, and the management of integra-
tion step size h. The filtering scheme uses the same iterative calculation tolerances
than the model solution with the ESDIRK34 algorithm in section 4.6, shown in table
5.5. The scheme calculates the Jacobian of the receiver model numerically with a pre-
conditioned backward difference method (Brenan et al., 1996). The filtering scheme
varies h between the minimum and maximum integration steps hmax and hmin in ta-
ble 5.5. Simulations and experiments use different limits for h due to implementation
issues discussed in sections 5.5 and 5.6.
The filtering scheme manages the integration step size h by either decreasing or
decreasing it in step 2(c) of the filtering scheme procedure. When doing so, the
filtering scheme has to balance its numerical stability against computational cost.
Reducing h is required at times during simulations to ensure the convergence of
the numerical solution. But the solution is often stable at h ≈ 10hmin, therefore it
wastes computation time to maintain small integration steps at all times. Increasing
6See section 6.3.2 for an explanation of the Jacobian for the receiver model.
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h speeds up the computation by reducing the number of integration steps between tk
and tk+1. Each time the solution does not converge, it is rejected and the integration
repeated at smaller time steps; resulting also in wasted computation effort.
The filtering scheme manages the integration step size h by evaluating the error
convergence monitor of the ESDIRK34 integrator. If the error converge monitor re-
ports non-convergence, the filtering scheme reduces h and repeats the integration
step. But if h = hmin then the filtering scheme accepts the solution. This measure
prevents the integrator from reducing the integration step indefinitely. When the
numerical integrator solution converges, the filtering scheme increases h by a small
amount (e.g. hmin) and continues. This basic integration step size management bal-
ances the numerical stability and computational cost of the filtering scheme.
5.5 Simulated performance of the filtering scheme
This section evaluates the performance of the filtering scheme at estimating the re-
ceiver state vector by simulating its performance against a model-only simulation.
The model-only simulation executes the filtering scheme without the correction stage,
and it is equivalent to the receiver model simulations presented in chapter 4. The full
scheme simulation runs with the correction stage activated, implementing all the
functionality of the filtering scheme. Both simulations parse over the same experi-
mental measurements from the SG4 system.
5.5.1 Filtering scheme implementation
The filtering scheme presented in this study was implemented using GNU Octave,
an open source numerical simulator similar to and compatible with Matlab (Eaton,
2001). GNU Octave offers matrix and vector algebra operations built into its lan-
guage, high performance numerical libraries and the ability to integrate this func-
tionality into other software via a C++ application programming interface (API).
These features facilitated the development of the filtering scheme simulations and
experimental deployment (see appendix D).
Receiver model equations and switching rules were translated from TRNSYS
FORTRAN into GNU Octave without modifications and revalidated using the same
experimental data used in chapter 4. Water and steam properties are calculated using
the XSteam routine, a Matlab implementation of IAWPS-97 steam tables (Holmgren,
2007). The GNU Octave scripting language ran the simulations in its standard con-
sole, on a 64-bit personal computer.
Model-only simulations require a set of receiver model parameters and numeri-
cal integration parameters, whereas full simulations also need a set of filter tuning
parameters. Receiver model parameters correspond to the values listed in table 4.1,
except for r = 0.8 and Ae f f = 470 m2. The numerical integrator in the filtering
scheme used the parameters listed in table 5.5. Individual CDEKF filters for each
mode used the parameters listed in tables 5.2, 5.3 and 5.4 respectively.
§5.5 Simulated performance of the filtering scheme 89
Simulations read SG4 system measurements and filter parameters from text files,
performed all computations in the filtering scheme procedure (see section 5.4.1) and
wrote state estimations into text data files for analysis.
5.5.2 Experimental data
An experimental run of the SG4 system conducted on the 22nd of January 2013 pro-
vides data for the simulations in this section. Figures 5.1 and 5.2 plot measurements
alongside simulated results from the filtering scheme. Data recording commenced at
approximately 10am local time.
During the experimental run, the SG4 concentrator tracked the sun while main-
taining approximately constant feed-water flow for approximately 2.5 h. The receiver
outlet transitioned from liquid water to superheated steam and produced steam for
approximately 2 h. The steam engine (see section 3.1) came online at approximately
0.4 h into the run, causing a sharp increase in pressures along the line. The exper-
imental run concluded when cloud cover prevented operation for the remainder of
that day.
This data was selected because it includes a start-up transient in the receiver
response as well as a significant measurement error: a sharp temporary drop in
mass flow measurements. The start-up transient allows simulations to demonstrate
how the filtering scheme switches modes whereas the measurement error allows to
demonstrate noise attenuation.
5.5.3 Model-only simulation results
This simulation only runs the prediction stage of the filtering scheme and returns
the state xˆk|k = xˆk|k−1 .7 This is equivalent to receiver model simulations in chapter
4 as it causes the evolution of the state xˆk to depend only on the model prediction
and to not be affected by the filtering effect of the gain vector Kk. The result of this
simulation is shown in figure 5.1. Vertical dotted lines indicate a switch in receiver
mode.
Figure 5.1(a) shows measured DNI for the experimental run period. The signal
is zero at times when the SG4 dish concentrator was not tracking the sun. Measured
DNI exhibits two brief drops at approximately 1.8 h and 2.25 h caused by high alti-
tude wispy clouds, and drastic changes from approximately 2.3 h caused by the onset
of permanent cloud cover.
Measured feed-water mass flow m˙in in figure 5.1(b) shows an approximately con-
stant value throughout the run, except initial high flow at the start of the run and
moderate noise. There is also a sharp and significant drop at approximately 2.25 h.
A temporary malfunction in the flow sensor caused the signal to drop, but the feed-
water flow remained constant. This undesired drop has been kept in the data to
7Step 2(b) of the filtering scheme procedure may also be skipped, as the propagation of the error
covariance matrix does not affect model-only results.
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illustrate its effect in the model-only prediction, especially to outlet temperature cal-
culations.
Modelled and measured receiver outlet temperatures are shown in figure 5.1(c).
Model-only simulations show good agreement with measured temperatures on the
onset of saturated and superheated steam conditions at the receiver outlet. How-
ever, the sharp drop in m˙in measurements causes a transient rise in the simulated
outlet temperature response. See figure 5.3(a) in page 94 for a detailed view of this
temperature transient.
Simulated receiver pressure P in figure 5.1(d) exhibits the same behaviour through
the simulation as the results shown in chapter 4. The steam engine comes online at

















































































Figure 5.1: Filtering scheme simulation with model-only prediction and SG4 experimental
data. Measured (–), simulated (- -). Vertical dotted lines indicate mode switching. (a) DNI.
(b) Feed-water and outlet mass flow. (c) Receiver outlet temperature. (d) Inlet, outlet and
average receiver pressure. (e) Cumulative length of fluid regions, with respect to tube length
(horizontal dotted line).
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sures. The receiver model suppresses this transient to avoid disagreements in tem-
perature, resulting in a slow increase in average receiver pressure over the course of
the run.
Flow regions, shown in figure 5.1(e), also behave as demonstrated previously:
They change in size to reflect changes in mass inventory in the receiver tube; inactive
flow regions have zero length and remain located at the outlet end of the tube. At
2.25 h, the error in measured m˙in causes a brief lengthening of the superheated region
and shortening of the liquid only region. Figure 5.3(g) in page 94 shows this transient
in detail.
















































































Figure 5.2: Filtering scheme simulation with full scheme prediction/correction and SG4 ex-
perimental data. Measured (–), simulated (- -). Vertical dotted lines indicate mode switching.
(a) DNI. (b) Feed-water and outlet mass flow. (c) Receiver outlet temperature. (d) Inlet, outlet
and average receiver pressure. (e) Cumulative length of fluid regions, with respect to tube
length (horizontal dotted line).
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In the full scheme simulation, the filtering scheme parses the same experimental
data as a model-only simulation, but it cycles through the entire filtering scheme
procedure outlined in section 5.4.1. The full scheme simulation differs significantly
from the model-only simulation in the previous section. Figure 5.2 shows the full
scheme simulation results.
The filtering scheme produces a different estimation of receiver outlet mass flow
in mode ‘1-2’. The receiver outlet mass flow in figure 5.2(b) stays above the feed-
water mass flow at all times during this transient.
Full scheme receiver outlet temperatures in figure 5.2(c) exhibit good agreement
with measurements in modes ‘1’ and ‘1-2’; comparable with model-only simulations.
In mode ‘1-2-3’ full scheme temperature estimates show very good agreement with
measurements. The full scheme significantly attenuates the temperature transient
caused by the drop in feed-water flow measurements at 2.25 h, when compared with
model-only simulations. See figures 5.3(c) and 5.3(d) on page 94 for a side by side
comparison of model-only and full scheme estimates during this transient.
The filtering scheme estimation of receiver pressure Pˆ in figure 5.2(d) is also
different than in model-only simulations, as the value of estimated pressure stays
between measurements Pin and Pout at all times.
Region lengths in figure 5.2(e) differ in two ways from model-only simulation
results. One of the differences is that the full filtering scheme switches modes at dif-
ferent times than the model-only simulation. In particular, the full scheme switches
to mode ‘1-2-3’ approximately 90 s later than in the model-only case and the returns
to mode ‘1-2’ approximately 60 s earlier. Consequently, fluid region 3 appears slightly
later than in the model-only case. The other difference is how region lengths behave
during the error in mass flow measurements. Full scheme region lengths are more
sensitive to transients in pressure and mass flow measurements and exhibit larger
variations during these transients. For example, figure 5.3(h) on page 94 shows that
the feed-water measurement drop at 2.25 h causes a slightly greater transient in re-
gion lengths than the model-only simulation.
5.5.5 Discussion of simulation results
Simulations in this chapter demonstrate that the proposed filtering scheme improves
the model-only estimation of the receiver state vector, in particular of average receiver
pressure and outlet temperature. The filtering scheme uses “virtual” measurements
of pressure P and receiver outlet enthalpy hout to correct the estimates, by attenuating
the effects of calibration errors, uncertainty in the receiver model and measurement
noise that affect the model-only estimation. Early simulation attempts for this study
revealed that the performance of the filtering scheme suffers with increases in model
uncertainty and requires smaller integration steps to ensure numerical stability.
Comparison of model-only vs full scheme performance
The simulation in figure 5.1 shows that the receiver model is susceptible to parameter
calibration errors, model uncertainty and measurement noise.
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Calibration errors bias receiver calculations and this leads to an overestimation
or underestimation of the heat exchange in the receiver. The parameters for the
model-only simulation (e.g. concentrator reflectivity, cavity heat loss coefficients,
etc.) were calibrated to obtain fairly good agreement with measurements results, but
intentionally left short of the best possible values to illustrate the correction effect of
the filtering scheme. Figure 5.1(c) shows the extent to which model-only estimates of
receiver outlet temperature agree with experimental measurements.
The filtering scheme can correct the estimation error introduced by imperfect
parameter calibration thanks to the additional information provided by “virtual”
measurements P and hout. Although the prediction stage of the filtering scheme is
susceptible to the same bias as model-only calculations, the initial condition for each
model prediction is the corrected state xˆk|k, which has been adjusted from measure-
ments. The full scheme simulation in figure 5.2(c) shows that the filtering scheme
corrects receiver temperature estimates in mode ‘1-2-3’ to less than ±0.2 ◦C of mea-
surements, and thus eliminates the bias caused by imperfect parameter calibration.
Model uncertainty refers to the inherent discrepancy between the modelled re-
ceiver state and the real state of the system. For example, the receiver model consid-
ers a uniform pressure along the entire receiver tube, but in reality pressure is higher
at the inlet than at the outlet and exhibits a non-linear gradient along the length of
the absorber tube. Therefore, model quantities that depend on pressure (e.g. fluid
properties) will differ from real values and introduce errors to the estimation of state
variables.
Receiver pressures in model-only simulations differ significantly from measure-
ments during the start-up of the SG4 steam engine. Figure 5.1(d) shows that mod-
elled pressures are unresponsive to the sharp rise in measured pressures at 0.37 h. By
contrast, full scheme pressure estimates in figure 5.2(d) stay between measured inlet
and outlet pressures at all times during the simulation. As with calibration errors,
the filtering scheme uses output measurements to compensate for model uncertainty
in the state estimate.
Measurement noise and errors introduce unwanted behaviour in the model-only
response. For example, the sharp drop in mass flow measurements around 2.25 h
introduces an artificial transient in the model-only response across all variables. Fig-
ure 5.3 shows the model-only response to this transient in detail, alongside the full
scheme simulation response.
Receiver outlet temperatures are shown in figures 5.3(c) and 5.3(d). The model-
only simulation follows measured temperatures closely, until the disturbance in feed-
water flow measurement happens at 2.25 h. At this point, the model interprets the
drop in m˙in as a real phenomenon and translates it into an energy and mass balance
transient in the absorber tube. The transient causes a sharp rise in modelled Tout
followed by a transient that departs from measured temperatures. In contrast, the fil-
tering scheme shows a much closer agreement with measurements and significantly
attenuates the effects of the disturbance in measured flow. The full scheme response
also shows a brief temperature rise, but of smaller magnitude than model-only re-
sults and no subsequent transient.





























































































































Figure 5.3: Detailed view of mass flow measurement disturbance around t=2.25 h in model-
only (left hand panels) and full filtering scheme (right hand panels) simulations, with SG4
experimental data. (a) Model-only mass flows. (b) Full filtering scheme mass flows. (c)
Model-only receiver outlet temperature. (d) Full filtering scheme receiver outlet temperature.
(e) Model-only receiver pressure, with inlet and outlet pressures. (f) Filtering scheme receiver
pressure, with inlet and outlet pressures. (g) Model-only length of fluid regions and (h)
Filtering scheme length of fluid regions with respect to tube length (horizontal dotted line).
Figures 5.3(e) and 5.3(f) show that the model-only pressure estimate rises tem-
porarily after the disturbance, whereas the full scheme pressure estimate exhibits
only a brief sharp drop.
At each time step, the correction stage of the filtering scheme adjusts all variables
in the state vector from available measurements. This is why the behaviour of region
lengths differs between model-only and full scheme simulations, as shown in figures
5.6(g) and 5.6(h). In both simulations, region lengths experience a transient fluctu-
ation due to the mass flow measurement disturbance, but region lengths vary more
drastically in the full filtering scheme than in model-only simulations. The correction
effect of the filtering scheme gain Kk increases across all variables in the state vector
during the mass flow measurement disturbance, and this results in an overcorrection
of region length estimates Lˆ1 and Lˆ2. Altering the respective process covariance co-
efficients can tune the correction effect of the filtering scheme on region lengths, but
this comes at a cost, as discussed in the next section.
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To summarise, simulations show that the filtering scheme improves the estima-
tion of the receiver state when compared to a model-only approach. Thanks to the
filtering scheme features and “virtual” output measurements, it is possible to com-
pute a state estimate xˆ that is robust against model uncertainty and measurement
noise.
Parameter influence on filtering scheme performance
The performance of the filtering scheme depends on the appropriate tuning of all
its parameters: model calibration, CDEKF filter coefficients and numerical integra-
tion parameters. The filtering scheme inherits the numerical ill-conditioning of the
receiver model, and this makes the scheme more prone to numerical divergence.
Adequate parameter tuning improves both the performance and the stability of the
filtering scheme.
Early simulation attempts in this study showed that poor model parameter cali-
bration (e.g. concentrator reflectivity, heat transfer coefficients) can cause instability
in the filtering scheme. The filtering scheme can still rectify predictions with poor
model calibration in the correction stage, but this increases the error measurement ac-
cumulated in the error covariance matrix Pk. As more error accumulates in the error
covariance matrix, the filtering scheme applies larger corrections to state estimates.
Corrected state estimates may fall outside the physical limits of the receiver model
(e.g. violating the condition L1 + L2 + L3 = L), which cause the filtering scheme
to diverge. Conversely, good parameter calibration contributes to the stability and
performance of the filtering scheme, because it results in moderate corrections to the
state estimate.
The amount of allowable calibration error for each parameter in the receiver
model depends on its influence on the model response. For example, an increase
in average concentrator reflectivity r from 84 % to 85 % results in an increase of ap-
proximately 4.7 kW in incoming power. This increase in incoming power changes
state variables by up to 2%, when other inputs are maintained constant. In contrast,
other parameters, such as convection loss coefficient G1 for region 1, may change by
more than 10% before they exert the same influence on the receiver model. To ensure
the stable performance of the filtering scheme, the receiver model parameters were
adjusted following the guidelines in section 4.4 to force agreement between model-
only simulations and experiments; and then used in the full scheme simulation.
The coefficients in covariance matrices Qk and Rk for each CDEKF filter, tune
the correction effect of the filtering scheme (see section 5.4.3). The process covari-
ance matrix Qk in the filtering scheme accounts for the aggregated prediction un-
certainty caused by calibration, model and input measurement errors. Increasing
the magnitude of process covariance matrix coefficients will increase the predicted
error covariance Pk|k−1, and this leads to larger magnitudes in the gains of vector
Kk. Smaller process covariance matrix coefficients will reduce the gains of vector
Kk, and effect less correction. The reverse is true for the coefficients in the measure-
ment covariance matrix Rk; larger coefficients lead to a smaller correction action and
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smaller coefficients to greater correction action. A future research possibility would
be to incorporate the parameter of reflectivity into the estimation process to adapt
to changes and maintain a moderate correction action, or at least to warn the plant
operator (see section 7.2.2 for future work suggestions).
Measurement covariance matrices only account for the uncertainty in “virtual”
measurements P and hout, and thus depend only on the precision of measurements
Pin, Pout and Tout. Therefore, it is possible to regard the measurement error covariance
matrices Rk as reliable, and simplify the tuning process of the filtering scheme to
only adjust the process covariance matrix coefficients. This insight is what causes the
expected variance for active states to increase between modes (see tables 5.2, 5.3 and
5.4).
Full scheme simulations are more sensitive to numerical integration parameters
than model-only simulations. In particular, full scheme simulations require a mini-
mum integration step hmin = 0.1 s (see table 5.5) to perform adequately across a range
of data sets, whereas model-only simulations produce good results with hmin = 0.5 s.
Round-off error affects all calculations in the filtering scheme, but the full scheme in-
curs significantly more calculations to propagate the error covariance matrix Pk, and
this increases the changes of numerical instability due to round-off errors (Grewal
and Andrews, 2008). This study takes a conservative approach to tune the numerical
parameters of the filtering scheme, preferring numerical stability over computational
cost.
5.6 Experimental performance of the filtering scheme in the
SG4 system
The filtering scheme proposed in this chapter was implemented in the SG4 system
to evaluate its ability to compute a state vector for the SG4 receiver in real time.
The experimental filtering scheme employed the same software code as simulations
in section 5.5; with modifications to exchange data with the SG4 SCADA system.
The experimental scheme read measurements from the SCADA system and returned
state vector estimates at regular intervals of 2 s.
Experimental filtering scheme parameters were identical to simulations, except
for concentrator characteristics and integration step sizes. Concentrator parameters
of average reflectivity r and effective aperture Ae f f corresponded to measurements
performed 2 days prior to the experimental run. Minimum and maximum integra-
tion step sizes hmin and hmax were smaller than simulations (see table 5.5) because the
experimental implementation had different compiler settings than simulations (see
appendix D for implementation details).
This section describes the experimental run and the performance of the filtering
scheme in the SG4 system.
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5.6.1 SG4 experimental data for the run
The results in this section correspond to an experimental run of the SG4 system with
the filtering scheme on the 11th of October 2013 for approximately 4 h. Ambient
conditions consisted of clear skies and ambient temperatures ranging from 15 ◦C to
20 ◦C. The system operated briefly for approximately 30 min before this experimental
run, but had to be restarted due to a small malfunction in the flow meter. This initial
on-sun period preheated the receiver and caused faster than typical start-up time.
The SG4 system configuration is the post July 2013 modified version (figure 3.2),
where steam travels through a back-pressure pipe network instead of driving the
reciprocating steam engine. The back-pressure pipe network maintained receiver
pressures ranging from 3 MPa to 4 MPa, comparable to experimental runs with the
steam engine (c.f. experimental data for figures 5.1 and 5.2).
Feed-water mass flows were set manually to test the filtering scheme under dif-
ferent transient and steady state conditions. First, a high flow was set to protect the
receiver preheating section while the concentrator started tracking the sun. Subse-
quently, feed-water flows were changed at incremental steps to manipulate receiver
outlet temperatures.
Receiver outlet temperatures transitioned between steady states of 520 ◦C, 460 ◦C
and 400 ◦C during the run. At each steady state, receiver temperatures exhibited
small fluctuations attributed to oscillations in DNI.
5.6.2 Filtering scheme calibration
Early runs of the experimental filtering scheme suffered from numerical instability
and/or diverged, due to changes in modelled concentrator parameters and manage-
ment of the numerical integration step of the scheme.
Filtering scheme simulations in section 5.5 use an average concentrator reflec-
tivity r = 0.8 and effective concentrator aperture Ae f f = 470 m2, corresponding to
measurements of the SG4 dish surface in January 2013. These parameters vary sig-
nificantly between experimental runs due to soiling, dust, and damage to individual
mirror panels in the SG4 concentrator. In addition, r and Ae f f influence the cal-
culation of incoming radiation Q˙dish, and thus have a significant influence over the
receiver model calibration.
Measurements carried out on the 8th of October 2013 determined an average
concentrator reflectivity of r = 86.2± 0.5 and an effective aperture of Ae f f = 460 m2.
The experimental filtering scheme ran with the revised values for parameters r and
Ae f f but maintained all other receiver parameter as per the values in table 4.1.
Early experimental runs revealed that the experimental filtering scheme required
shorter integration steps than simulations to ensure numerical stability. There were
instances in early experimental runs where the experimental filtering scheme di-
verged. The same data was then re-simulated, and the simulated filtering scheme
did not exhibit numerical problems. This is attributed to the different implementa-
tion platforms and compiler settings for simulations and experiments. Simulations
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were compiled and run in a 64 bit processor using Ubuntu Linux, whereas exper-
imental runs were executed in a Windows 7 computer and built using a MinGW
tool-kit. The experimental filtering scheme achieved an acceptable numerical sta-
bility when integration step size limits hmin and hmax were reduced, compared to
simulations (see table 5.5).
5.6.3 Filtering scheme experimental results
Experimental results confirm that the filtering scheme implemented in the SG4 sys-
tem reproduces the behaviour predicted by simulations. The experimental filtering
scheme successfully receives measurements from the SG4 system and returns com-
puted state vector estimates at 2 s intervals.
There was only a brief period during start-up where estimated and measured re-
ceiver outlet pressures did not agree, and this is shown in more detail below. The ex-
perimental data was fed back to the simulations, and the simulated filtering scheme
repeated this behaviour, indicating that this is a limitation inherent to the filtering
scheme, rather than an experimental implementation issue.
Measurements and filtering scheme estimates for the entire experimental run are
shown in figure 5.4. The start up period of the experimental run is shown in figure
5.5. Figure 5.6 shows the period from 2.5 h to 3.5 h to demonstrate the filtering scheme
performance under temperature fluctuations.
Overall view of experimental results
Figure 5.4(a) shows the measured DNI during the experimental run. A discrete “on-
sun” signal modulates DNI measurements to indicate the moments in the run when
the SG4 concentrator starts and stops tracking the sun.
Feed-water mass flow measurements are shown in figure 5.4(b). Measurements
exhibit high frequency fluctuations at lower flows (i.e. in the first two hours of the
run). A lack of correlation with other measurements suggests that these fluctuations
are caused by artefacts in the flow sensor or signal noise, but the direct cause is not
yet known.
Estimated receiver outlet temperatures in figure 5.4(c) show very good agreement
with measurements, particularly when the receiver outlet is superheated. Moreover,
noise in feed-water flow measurements does not propagate through to receiver outlet
temperature estimates. In mode ‘1-2’ measured and estimated receiver outlet tem-
peratures do not agree during start-up, but they do during cool-down. The start-up
transient is examined in more detail in the next section.
Receiver pressure estimates behave as predicted by simulations. Figure 5.4(d)
shows that throughout the entire experimental run, estimated receiver pressures
stayed half way between measurements of inlet and outlet receiver pressure.
Experimentally estimated region lengths in figure 5.4(e) reflect the change in mass
inventory in the absorber tube as the filtering scheme transitions between modes
‘1’, ‘1-2’ and ‘1-2-3’. During the start-up transient, the filtering scheme estimates
movement of region boundaries as regions become active and occupy the length













































































L1 exp. f. scheme
L1+L2 exp. f. scheme
Figure 5.4: Experimental results of the filtering scheme, calculated simultaneously with an
experimental run on 11th of October 2013. Measured (–), experimental (– - -). Vertical dotted
lines indicate mode switching. (a) DNI. (b) Feed-water and outlet mass flow. (c) Receiver
outlet temperature. (d) Inlet, outlet and average receiver pressure. (e) Cumulative length of
fluid regions, respect to tube length (horizontal dotted line).
of the absorber tube. Later in the run, the filtering scheme estimated more subtle
changes in region lengths as the SG4 system operated at different mass flow settings.
At the end of the run, region lengths show the reverse mode transition to liquid only
at the end of the experimental run, consistent with the predicted behaviour of the
filtering scheme in simulations.
Experimental state vector estimation during the start-up transient
Figure 5.5 focuses on the first hour of the experimental run to show the behaviour of
the filtering scheme during start-up.
Receiver outlet temperatures in figure 5.5(c) show that the filtering scheme esti-
mated the transition between modes ‘1’, ‘1-2’ and ‘1-2-3’ slower than the experiment.












































































L1 exp. f. scheme
L1+L2 exp. f. scheme
Figure 5.5: Experimental results of the filtering scheme, calculated simultaneously with an
experimental run on 11th of October 2013; first hour of operation. Measured (–), experimental
(– - -). Vertical dotted lines indicate mode switching. (a) DNI. (b) Feed-water and outlet mass
flow. (c) Receiver outlet temperature. (d) Inlet, outlet and average receiver pressure. (e)
Cumulative length of fluid regions, respect to tube length (horizontal dotted line).
Receiver outlet temperatures reached superheat approximately 5 min after the SG4
dish started to track the sun. This start-up time is 3 times faster than typical, and it is
due to a false system start that preheated the receiver before the experimental run.8
The filtering scheme prediction did not account for the receiver preheating and
therefore underestimated the rate of increase in outlet enthalpy during the start-
up transient. The filtering scheme temperature estimate exhibits saturation for a
period of approximately 4 min around the time when the measured receiver outlet
temperature reached superheat. Once in mode ‘1-2-3’, the filtering scheme corrected
the state estimate thanks to the additional “virtual” measurement of receiver outlet
8By contrast, the experimental data of figures 5.1 and 5.2, shows that it took approximately 14.5 min
for receiver outlet temperatures to reach superheat from the moment the dish started to track the sun.
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enthalpy hout, and showed very good agreement with outlet receiver temperatures,
even under fast fluctuations in measured feed-water flow (figure 5.5(b)).
The experimental filtering scheme estimated the transition from mode ‘1’ through
to ‘1-2-3’ the activation and growth of saturated and superheated flow regions. In
mode ‘1-2’, the size of the saturation region grew in size from the tube outlet and
gained a large share of the tube length, causing the liquid region to shrink accord-
ingly. When the filtering scheme switched to mode ‘1-2-3’, there was a sharp growth
of the superheated region and a corresponding reduction in size of the saturated re-
gion. This growth was due to the corrective action of “virtual” measurement hout in
mode ‘1-2-3’.
Experimental state estimation at steady operating periods
Figure 5.6 shows the performance of the filtering scheme at an intermediate period
in the experimental run from 2.5 h to 3.5 h. In this portion of the run, the SG4 receiver
state responded to incremental increases in feed-water mass flow and fluctuations in
DNI.
Feed-water mass flows, shown in figure 5.6(b), were changed in step increments
to lower the receiver outlet temperature from 460 ◦C to 400 ◦C, with the largest step
increment at approximately 2.88 h. This mass flow increment also caused a slight
increase in system pressures, as shown in figure 5.6(d). DNI, shown in figure 5.6(a),
remained at approximately 1030± 5 W m−2 and oscillated with a period of approxi-
mately 7 min. The SG4 dish concentrator converted the DNI oscillation into concen-
trator power fluctuations of approximately ±2 kW.
The experimental filtering scheme responded to these fluctuations with changes
to the state estimate that maintained very good agreement with temperature mea-
surements. Measured and estimated temperatures in figure 5.6(c) agree to less than
0.5 ◦C and the filtering scheme reproduces both transient and oscillatory fluctuations
in temperature.
Estimated receiver pressure Pˆ in figure 5.6(d) stays halfway between inlet and
outlet pressure measurements at all times, tracking pressure fluctuations caused by
both DNI oscillation and step increases in mass flow.
The experimental filtering scheme also estimated changes in flow region lengths
linked to changes in mass flow and oscillations in DNI. Figure 5.6(e) shows that the
length of the estimated saturation region Lˆ2 grew after the step increase in feed-
water flow. At higher flows, the fluid obtained less heat per unit mass from the
absorber tube and thus travelled further along the tube length to reach superheated
conditions. The estimated sub-cooled region Lˆ1 exhibits the same behaviour, but
variations are difficult to appreciate at the graph scale. Additionally, both region
boundaries exhibit small oscillations due to the influence of DNI fluctuation on the
energy and mass balances in the absorber tube.












































































L1 exp. f. scheme
L1+L2 exp. f. scheme
Figure 5.6: Experimental results of the filtering scheme, calculated simultaneously with an
experimental run on 11th of October 2013; intermediate operation period. Measured (–),
experimental (– - -). Vertical dotted lines indicate mode switching. (a) DNI. (b) Feed-water
and outlet mass flow. (c) Receiver outlet temperature. (d) Inlet, outlet and average receiver
pressure. (e) Cumulative length of fluid regions, respect to tube length (horizontal dotted
line).
5.6.4 Summary of experimental results
Experimental results in this section demonstrate that the performance of the exper-
imental filtering scheme is equivalent to simulations in section 5.5, and that it im-
proves the model-only estimation of the state vector in equation (5.1). Measurements
recorded during the experimental run on the 11th of October were fed back into sim-
ulations. The simulation reproduced the state vector estimate computed in real time
by the experimental filtering scheme, thus confirming the equivalence between both
implementations.
However, the experimental filtering scheme differs from simulations as was com-
piled and executed in a different computer platform. As a consequence, the ex-
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perimental filtering scheme required smaller integration steps than simulations, to
ensure a comparable numerical stability.
Experiments also agree with simulations on the limitations of the filtering scheme:
susceptibility to parameter calibration and the approximated nature of the receiver
model. Successful experimental results with the filtering scheme depended on the
adequate calibration of the receiver model, in particular of concentrator parameters
r and Ae f f , which is also the case with simulations. The receiver model does not
account for stored thermal energy in the receiver cavity, and this caused the exper-
imental filtering scheme to underestimate the speed at which the system reached
superheated conditions at the receiver outlet. It is possible to workaround this effect
by altering the wall energy balance parameters for receiver modes ‘1’ and ‘1-2’, but
a possibility for future work may well consider different approaches to calculate this
transition (see section 7.2.2 for suggestions).
5.7 Conclusion
The filtering scheme proposed in this chapter combines the state-space description
of the SG4 receiver in chapter 4 with the estimation ability of Continuous-Discrete
Extended Kalman Filtering, and provides a robust estimation of the mono-tube cavity
receiver state vector. The state vector estimation describes the internal state of the
SG4 receiver and it is tolerant to uncertainty in both the receiver model and the
measurements that influence its behaviour.
Moreover, the filtering scheme handles the switched nature of the receiver model
and the inconsistency of available output measurements to correct the estimate.
The scheme runs three separate CDEKF filters, corresponding to the three operat-
ing modes of the receiver model: mode ‘1’ or sub-cooled flow only; mode ‘1-2’ or
sub-cooled and saturated flow; and mode ‘1-2-3’ or sub-cooled, saturated and super-
heated flow. The filter switches between receiver modes depending on the trajectory
of states (see section 4.3.9) and activates the corresponding CDEKF filter. Each filter
possesses its own set of tuning parameters, and it is tailored to work with the active
receiver mode and corresponding available measurements.
Simulations in section 5.5 showed that the filtering scheme improves the model-
only estimation of the receiver state vector temperatures thanks to the corrective
action of available measurements. In particular, estimated receiver outlet tempera-
tures in mode ‘1-2-3’ show very good agreement with measurements when compared
with model-only estimates. The filtering scheme uses measurements of receiver pres-
sures Pin, Pout and outlet temperature Tout to correct the estimate of average receiver
pressure Pˆ and receiver outlet enthalpy hˆout.
Simulations also revealed that the filtering scheme has a limited ability to correct
for model uncertainty, and it benefits from adequate parameter tuning. Adequate pa-
rameter calibration can easily be established by obtaining good agreement between
model-only simulations and experimental measurements. Poor model calibration
leads to state vector predictions that depart significantly from measured values (e.g.
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low reflectivity r leads to lower predicted receiver outlet temperature). The discrep-
ancy between predicted and measured state values increases the corrective action of
the filtering scheme. As the corrective action of the filtering scheme increases, so
does the likelihood that the filtering scheme will diverge. Out of all receiver model
parameters, average reflectivity r and effective aperture area Ae f f are both the most
likely parameters to vary and the ones with the largest influence over the receiver
model. Therefore, an adequate calibration of these parameters will contribute to the
stability of the filtering scheme.
Experimental results show that the filtering scheme can be successfully integrated
into the SG4 system. The experimental filtering scheme ran concurrently with the op-
eration of the SG4 system, obtained measurements from the SCADA and computed
state estimates at regular intervals. Numerical stability issues with the experimental
implementation can be managed by reducing the integration step size and tuning the
software compilation process.
The estimates produced by the filtering scheme are suitable for the development
of the receiver outlet temperature controller in the following chapter of this thesis.
Chapter 6
Feedback control of receiver outlet
temperature
This chapter presents a linear feedback controller for the steam outlet temperature of
the SG4 receiver. The controller manipulates the feed-water mass flow at the receiver
inlet to maintain a predetermined specific enthalpy at the receiver outlet, compensat-
ing for variations in direct normal irradiation (DNI) and other ambient conditions.
The linear controller is based on a linear approximation of the receiver model in chap-
ter 4 and features three separate regulation mechanisms: a feedforward law, a full
state feedback loop and an additional output feedback integrator loop. The feedfor-
ward law establishes the baseline mass flow that achieves the desired receiver outlet
temperature in steady state. The full state feedback loop generates corrective mass
flows to improve how the transient temperature response of the receiver converges
to its desired value. The feedback integrator loop provides robustness by applying
additional corrective mass flows that depend only on the difference between the real
and desired receiver outlet enthalpy. The linear controller features an anti-windup
scheme and a minimum mass flow limit, to protect the SG4 receiver from thermal
stress under controlled conditions. Simulations in this chapter show that the linear
controller scheme performs well at maintaining constant temperature under clear sky
conditions, and experimental results show that the linear controller can successfully
control the temperature of the SG4 receiver, provided that it is adequately tuned.
6.1 Introduction
The main challenge to operate a direct steam generation plant is to reconcile the
variable nature of solar radiation with the strict design constraints of the plant. Con-
strains stem from technical limitations in the power block, thermal limitations in the
receiver and maximising the yield of the plant.
The steam produced for the power block needs to remain at high temperatures for
efficient operation. The produced steam must also avoid fast temperature transients
or containing water droplets to prevent damage to the turbine (Birnbaum et al., 2011).
Therefore, as the intensity of solar radiation varies, the steam generation process at
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the receiver has to adjust itself, to maintain constant steam conditions at the outlet.
Adjusting the steam production in the receiver affects how the receiver absorbs heat,
and this could lead to conditions that can thermally shock the absorber tube, such
as the absence of turbulent flow (Valenzuela et al., 2004). It is possible to manage
the technical limitations of the plant with a conservative operation approach, and
only run the plant under optimum ambient conditions. But this reduces the number
of hours that the plant generates electricity, limiting its ability to produce revenue.
DSG control strategies aim to maintain constant steam temperature and quality at
the receiver outlet for as long as possible, while observing thermal limitations in the
receiver design.
Control strategies for DSG plants in the literature use linear controllers to regulate
the variables in the plant during operation (Camacho et al., 2007). Classical strategies,
such as proportional-integrative-derivative (PID) control, have been applied at the
DISS loop under recirculation and once-through configurations (Valenzuela et al.,
2005). The controller manipulates feed-water mass flow, steam cooling injection flow
and an outlet pressure regulation valve, to maintain constant steam temperature and
pressure at the receiver outlet. The controller compensates for variable solar and inlet
conditions under both configurations. Experimental results show that the control of
the once-through configuration requires an additional feedforward term to anticipate
changes in direct normal irradiation.
Similarly, Eck and Hirsch (Eck and Hirsch, 2007) constructed two independent
proportional-integrative (PI) loops to control the overall plant and the last collector
of the DISS loop in recirculation mode. The overall controller regulates the level
in a steam recirculation tank, while the controller for the last collector manipulates
the injection of cooling fluid at the collector inlet to control steam temperature at
the loop outlet. This study also found in simulations that the control of the plant
benefited from an additional feedforward term to pre-empt changes in direct normal
irradiation.
Classical strategies use output measurements from the plant to generate control
action, which is why they are also known as output feedback control strategies.
Modern control strategies, based on full state feedback loops, generate additional
controller action based on the internal dynamic state of the system. The internal
dynamics of a system may fluctuate even when the output doesn’t, and this provides
additional compensation, with the potential to improve the performance of a plant.
Schlipf et al. (Schlipf et al., 2012) obtain a simplified state-space model of LFR
based evaporator system (e.g. Novatec Biosol’s Puerto Errado-1 plant) with steam
recirculation. The state-space model enables the development of a linear quadratic
regulator (LQR) (Mosca, 1995), for the level of saturated water in the steam tank.
This study showed in simulations that the LQR performs better than PI controller at
regulating the stream drum level under cloud transients.
Maffezzoni and Parigi (Maffezzoni and Parigi, 1982b) also propose and simulate
a full state feedback strategy (i.e. LQR) to control the temperature of superheated
steam generated by the Eurelios solar tower plant in Sicily, Italy. Maffezzoni and
Parigi assume that steam pressure is regulated by other means and it is not included
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in the design scope of their controller.
The moving-boundary model presented in chapter 4 of this thesis provides a
state-space representation of the SG4 receiver, and thus of its internal dynamics.
Moving-boundary models have been successfully applied to the development of full
state feedback controllers for two-phase heat exchangers (Diaz, 2007) and refriger-
ation systems (Li et al., 2012). These approaches construct a state-space linear ap-
proximation of the moving-boundary model around a selected operating point, and
design a full state feedback control strategy around the linear approximation. Diaz
employs a LQR controller, whereas Li et al. employ a linear matrix inequality (LMI)
controller (Boyd et al., 1994). Both of these approaches optimise the controller tuning
to balance the response of the plant versus controller effort, and thus achieve better
performance than classical controllers (Franklin et al., 2010).
This chapter presents a strategy that manipulates the feed-water mass flow in the
SG4 system, to control the steam temperature at the receiver outlet, using a linear
full state feedback controller. The controller uses a full state feedback loop, with an
additional integrator, and feedforward term to pre-emt variations in direct normal ir-
radiation (DNI). The full state feedback controller modifies the feed-water mass flow
based on how much the variables in the receiver state vector deviate from a nominal
state x0, and its function is to alter the dynamic behaviour of the controlled system.
The integrator augments the feedback controller by introducing a term that grows
with the error between the reference specific enthalpy hre f and the specific enthalpy
of the system hout, to add robustness to the controller. The feedforward term calcu-
lates the steady state mass flow for a given direct normal irradiation signal, providing
a baseline value for the feed-water mass flow and enhancing the controlled response
to variations in insolation. The controller is evaluated and tuned with computer
simulations.
The experimental implementation of temperature controller presented in this
chapter employs the experimental filtering scheme of chapter 5 to compute a state
estimate of the SG4 receiver, and generate the full state feedback control action. The
experimental temperature controller also includes additional measures to protect the
absorber tube from thermal stress. The temperature controller can only alter the
feed-water mass flow to a predetermined minimum in order to ensure an adequate
absorption of heat from the tube by the fluid. This minimum flow imposition results
in temperature overshoot when the controller compensates for large disturbances in
DNI. The controller also features an anti-windup scheme that successfully mitigates
temperature overshoot based on the successful application of an anti-windup scheme
to the temperature controller in the DISS loop (Valenzuela et al., 2004).
The rest of this chapter presents the development, computer simulations and
experimental runs that demonstrate the feasibility of this controller, including the
first succesful run of the SG4 system in automatic temperature control mode. Section
6.2 outlines the problem to control the temperature of the SG4 system. Section 6.3
describes the linear feedback controller proposed in this study. Section 6.4 evaluates
the performance of the controller in simulations, using the non-linear receiver model
of chapter 4. Section 6.5 shows an experimental implementation and testing of the
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controller in the SG4 system. Section 6.6 summarises the findings in this chapter.
6.2 Control problem
This study defines the following control problem for the SG4 system: manipulating
the feed-water mass flow to maintain constant steam temperature and quality at the
SG4 receiver outlet under variable conditions of insolation, fluid inlet and ambient
temperature. Solving the control problem consists of producing a feed-water flow
signal that satisfies this requirement. A constant temperature requirement from the
collector aims to ensure the continued operation of the power block.
The once-through configuration of the SG4 for this chapter (see figure 3.2, chapter
3) is simple and straightforward, in line with the aim of reducing capital expense for
plants of this type. At the same time, this configuration exposes and magnifies the
difficulty in realising control schemes for solar thermal power plants.
The following challenges pose difficulty in achieving regulated performance on
the SG4 system.
Limited mass and energy accumulation The steam temperature at the receiver out-
let is sensitive to insolation disturbances due to the once-through configuration
of the system, the limited thermal inertia provided by the receiver and the
dominant influence of the incoming radiation in the energy balance of the re-
ceiver. There is a physical limitation in the ability of the feed-water mass flow
to maintain receiver outlet temperature under large disturbances (i.e. cloud
cover).
The occurrence of two-phase flow in the line Transient behaviour in the system can
cause a momentary drop in the fluid outlet temperature, forming liquid droplets
in the steam line. These droplets are carried by the steam at high velocities and
can damage equipment downstream from the receiver. To avoid damage, the
control system must maintain a dry steam quality during transients or divert
the flow of steam until the transient has passed. In addition to the limited
influence that feed-water manipulation has on maintaining steam quality, the
operator has to make a judgement to divert the flow in such a way that it
doesn’t damage plant equipment.
Thermal stress on absorber tube The high heat flux from the concentrator heats the
absorber tube while the fluid passing through the receiver cools the absorber
tube. Transient behaviour in the receiver (i.e. cloud passage and daily cy-
cling) puts the absorber tube under thermal stress due to large changes in heat
flux and rapid temperature changes on the absorber tube. The controller puts
additional thermal stress on the absorber tube when it varies the feed-water
mass flow, as it artificially changes the energy balance in the receiver to raise
or lower the steam temperature at the receiver outlet. Controller tuning needs
to avoid extremely high temperatures and rapid changes in the absorber tube
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to preserve the receiver integrity. This consideration hinders the ability of the
controller to achieve fast response to transients and maintain the system within
the desired operating parameters.
Pump capacity The reciprocating feed-water pump in the SG4 system is adequate
for steady state operation of the system. But a solution to the control problem
may yield a dynamic feed-water mass flow signal that the pump cannot follow.
Therefore the development of a controller for the SG4 depends of the ability of
the pump to deliver a range of feed-water mass flows.
These challenges arise from physical limitations of the system and the desire to
protect its components, and thus they constrain the design and calibration of the
controller proposed in this study. The controller must respect imposed limits of
maximum receiver outlet temperature and minimum feed-water mass flow that seek
to protect the integrity of the receiver. Temperature and mass flow limitations in
turn constrain the controller reaction time, admissible temperature overshoot and
the range of possible mass flows that achieve regulated receiver output temperature.
6.3 A temperature control scheme for the SG4 receiver
To solve the control problem of maintaining constant steam temperature at the SG4
receiver, this study employs a linear controller scheme for the specific enthalpy at
the receiver outlet. The scheme is a full state feedback controller augmented with
an integrator, tuned around a selected receiver operating point. The integrator loop
contains an anti-windup scheme to improve the performance of the linear controller
under large disturbances. The control scheme also includes a feedforward term to ac-
count for changes in incoming radiation. Figure 6.1 shows a diagram of the controller
structure.
For the purposes of this study, the SG4 receiver is considered as a Single Input
Single Output (SISO) system (Franklin et al., 2010). The controller generates an input
signal of mass flow u = m˙in to regulate one output y = hout. The SG4 system does not
have any means to actively regulate the pressure at the receiver outlet. The design
of this controller assumes that in a practical implementation set-up, pressure may be
regulated by other means. Experiments in section 6.5 show that the lack of pressure
control affects the temperature controller performance, but this can be overcome with
adequate controller tuning.
The controller diagram in figure 6.1 shows that the mass flow command signal
m˙in is the sum of three components: m˙ f b is the full state feedback loop signal, m˙I
is the integrator loop signal and m˙ f f is the feedforward signal. The feedback and
integrator loops are designed together from a linear approximation of the receiver
model and the feedforward loop corresponds to an energy balance of the receiver in
steady state. The sum of the three loops signals observes a lower bound to prevent
thermal shock to the receiver tube before becoming the command signal m˙in. The
command signal m˙in controls the non-linear system directly.
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Figure 6.1: Signal diagram for the SG4 receiver outlet temperature controller. Thick arrows
represent vector signals and thin arrows represent scalar signals.
This section first establishes a suitable operating point for the SG4 receiver and
a linear approximation of the non-linear receiver model about that point. Then,
it introduces the feedback loop with integrator structure and the pole placement
strategy used to synthesise the controller gains. Finally it describes the feedforward
and integrator anti-windup schemes that enhance the linear controller response.
Throughout this section, the development of this controller assumes that the state
vector computed by the modified filtering scheme of chapter 5 is a very good esti-
mate, i.e. x˜ ≈ x.
6.3.1 Representative operating point for the SG4 receiver
A representative operating point for the SG4 receiver is a set of inputs, outputs and
parameters that achieve a steady-state balance in the energy and mass balances of the
receiver model. This operating point represents the ideal state of the receiver under
controlled operating conditions, and the role of the controller is to steer the receiver
state towards this equilibrium.
The settings that describe a representative operating point are: a set of receiver
model parameters (e.g. the parameters in table 4.1), a receiver state vector x0, manip-
ulable inputs u0 (i.e. feed-water mass flow), non-manipulable inputs or disturbances
v0 (i.e. DNI, ambient temperature, inlet and outlet pressure and inlet temperature)
and outputs y0 (specific enthalpy at the receiver outlet).1
The first step is to parametrise the receiver model with likely operating condi-
tions. Chapter 5 showed that it is possible to use all receiver model parameters in
table 4.1, except for concentrator conditions. Concentrator conditions vary with the
amount of dirt and damage to mirror panels in the SG4 dish concentrator. Calcula-
tions in this section use an average concentrator reflectivity r = 0.84 and an effective
1The subscript 0 indicates a specific value for a variable or sets of variables.
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concentrator aperture area of Ae f f = 460 m2.
The second step is to select values for desired outputs in vector y0 and choose
typical values for the non-manipulable inputs in vector v0. For the SG4 system, the
desired state corresponds to particular conditions at the receiver outlet: superheated
steam at Tout = 500 ◦C and an approximate pressure Pout = 4170 kPa. From steam
tables, this correspond to an outlet enthalpy of hout = 3442 kJ/kg. Non-manipulable
inputs correspond to inputs to the receiver other than feed-water mass flow (e.g.
ambient temperature, direct normal irradiation, etc). Representative inputs consist
of expected mean values for each variable during an experimental run. Table 6.1
contains the reference output conditions and typical values for conditions external to
the receiver (i.e. non-manipulable inputs).
Table 6.1: Non manipulable inputs and desired outputs for operating point
Parameter Value Units






hout 3442 kJ kg−1
The remaining variables in the operating point, i.e, the manipulable input u0 =
m˙in and the equilibrium state vector x0 are obtained from the receiver model. An
iterative calculation seeks the value of feed-water mass flow that causes the modelled
receiver outlet enthalpy to be hout = 3442.50 kJ/kg when the receiver model equations
are in equilibrium (i.e. x˙ ≈ 0). For the parameters set in this study, the resulting feed-
water flow and receiver state vectir values are shown in table 6.2.
Table 6.2: System parameters for operating point x0
State Value Units









It is possible to obtain operating points for different output and ambient condi-
tions with this method, provided they are feasible in the experimental system. The
purpose of this study is to demonstrate the controller as a proof of concept, thus it is
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sufficient to construct a controller for a single operating point.
6.3.2 Linear approximation of the receiver model
It is possible to obtain a linear approximation of the receiver model from a truncated
Taylor series expansion around a given operating point (Isidori, 1999). This lin-
ear approximation inherits stability and dynamic characteristics from the non-linear
model2, and thus provides valuable insight into the behaviour of the system in the
vicinity of the operating point. The insight gained from analysing the linear model
informs the design of the linear controller in this study. Moreover, the quantities that
define the linear model are used directly in the calculation of controller gains.
The following subsections present the structure of the linearised approximation,
an analysis of the linear model dynamics, and how they compare to the dynamic
behaviour of the non-linear model.
Linearisation method and linear model quantities
For a non-linear dynamic system defined by the equations:
x˙ = f(x, u, v) (6.1)
y = g(x, u, v) (6.2)
It is possible to generate a linear approximation of its dynamic behaviour around
an operating point given by x0, u0, v0 and y0. The operating point is an equilibrium
point of the non-linear system, as it satisfies 0 = f(x0, u0, v0) and y0 = g(x0, u0, v0).
The linear approximation assumes that small deviations of the non-linear system
response are linear when subject to perturbations u = uout + ∆u and v = vout + ∆v
around the operating point, or:
x ≈ x0 + ∆x and y ≈ y0 + ∆y (6.3)
Thus, the small deviation behaviour can be described by a linear system of the
form:
∆x˙ = A∆x + B∆u + E∆v (6.4)





















2The Hartman-Grobman theorem establishes that under certain conditions, the linear approximation
has the same qualitative behaviour as the non-linear model near the operating point (Teschl, 2012).
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Equations (6.4) and (6.5) constitute the linear approximation of the non-linear
model. This representation is equivalent to a Taylor series expansion of the non-
linear model truncated at the first order terms (Seborg et al., 1989).
The matrices in equation (6.6) depend on the selected operating point and the
non-linear model (i.e. equations (6.1) and (6.2)). Matrices A, B and C in particular,
hold relevant information for the linear controller. Matrix A is the Jacobian matrix
of function f(x, u, v), and it is also known as the dynamic matrix because it describes
the intrinsic dynamic behaviour of the linear approximation. Matrix B is the control
matrix, and it determines the influence of actuators in the system behaviour. Matrix
C is the sensor matrix and links the system state vector to measurements, if those
measurements exist (A˚strom and Murray, 2008).
Matrix F is the disturbance matrix and it determines how non-manipulable inputs
affect the behaviour of the linear approximation; but it does not influence controller
calculations. Matrices D and G are zero in this study and will be omitted for the rest
of the chapter.
This study calculates linear approximation matrices numerically with a centred
difference scheme (LeVeque, 2007). For this calculation, it is best to scale finite dif-
ference step sizes in proportion to each variable in the state vector, to reduce errors
caused by the numerical ill-conditioning of the model (for numerical aspects of the
model, see section 4.6).
Poles and Zeros of the linear approximation
The information provided by the linear approximation about the receiver model
comes from the poles and zeros of the linear approximation (Teschl, 2012). Poles
determine the time constants composing the transient response of the linear approx-
imation. Zeros tend to either block or exacerbate the effect of poles in the transient
response (Hoagg and Bernstein, 2007). This insight is crucial for the design of the
controller, in particular to the pole placement strategy and calculation of controller
gains in section 6.3.3.
Although the notion of poles and zeros comes from the transfer function repre-
sentation of a system in the Laplace domain3, it is possible to calculate these values
directly from the state-space representation of the system, because for SISO systems
both representations are equivalent (Franklin et al., 2010).
The poles of the linear approximation correspond to the eigenvalues of matrix
A. In this study, the receiver state vector has 8 variables, and correspondingly the
matrix A has 8 eigenvalues. For the operating point selected in the previous section,
3For a transfer function in the Laplace domain defined as H(s) = N(s)D(s) , poles are complex values sp
that cause D(sp) = 0 and zeros are complex values sz that cause N(sz) = 0.
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the eigenvalues of A evaluate to the following complex values:
a1 = −9.6535 a5 = −0.011118 + 0.0057171i
a2 = −3.1520 a6 = −0.011118− 0.0057171i
a3 = −0.28222 a7 = −0.0071112
a4 = −0.09999 a8 = −0.00032232
(6.7)
The location of poles a1, . . . , a8 on the complex plane determine the time-scales
and resonant modes for the linear system response (A˚strom and Murray, 2008). The
real part of each pole corresponds to the inverse of a time constant in the transient
response of the linear system τn = 1an . Additionally, the linear approximation is
asymptotically stable4 because the real part of all poles is negative.
There is a wide range of time-scales that form the dynamic response of the lin-
earised system. The relative magnitudes of poles a1 and a8 indicate that the time
constants of the system range from approximately 0.1 s (τ1) to 51.7 min (τ8).5
Poles can be broadly classified into “fast” and ”dominant” depending on their
magnitude. The first four poles constitute the “fast” part of the system response.
The effect of “fast” poles on the linear approximation transient response decays ex-
ponentially at their respective time-scales (ranging from 0.1 s to 10 s). In other words,
the dynamic receiver behaviour associated with these poles is short lived.
Poles a4 to a8 form the “dominant” response of the system. These poles have a
longer lasting effect system, and thus they dominate the transient response of the
linear approximation with time-scales ranging from 90 s to 3102 s.6
In addition to poles, the linear approximation of the receiver model contains 7
zeros. The zeros of the linear approximation are calculated jointly from matrices A,
B, and C (Franklin et al., 2010). For the selected operating point in this study, the
zeros of the linear system evaluate to:
b1 = −4.1485 b5 = 0.0026798 + 0.028117i
b2 = −0.30927 b6 = 0.0026798− 0.028117i
b3 = −0.099999 b7 = −0.00034694
b4 = −0.034914
(6.8)
The zeros of the linear approximation affect how certain time-scales appear in the
system response, according to their location on the complex plane. In an asymptot-
ically stable system, zeros with a negative real part will interact with nearby poles
and influence their effect on the transient response of the system (A˚strom and Mur-
ray, 2008). Zeros with a positive real part do not interact with any pole in a stable
system, but they introduce undesirable transients in the system response (Hoagg and
4The system will converge to the equilibrium point x0, y0 when subject to u0, v0.
5This indicator of numerical stiffness appears in the linear approximation of the receiver model,
further supporting the notion that the non-linear model is also numerically stiff, see section 4.6.
6Other studies employing moving-boundary formulations of two-phase flow heat exchangers have
obtained further model reductions that tend to preserve only the dominant behaviour of the system
(He et al., 1999; Rasmussen and Alleyne, 2006).
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Bernstein, 2007).
Zeros located at the same location as a pole suppress the effect of that pole in the
transient response of the linear approximation (e.g. zero b3 suppresses the effect of
pole a4). If a zero is slightly further than a pole to the origin of the complex plane
(i.e. |z| > |p|), it retards the effect of that pole in the linear approximation transient
response. For example, zeros b2 and b7 respectively retard the effect of poles a3 and
a8. Conversely, a zero near a pole with |p| > |z| accelerates effect of the pole in the
system response causing additional overshoot.
Zeros b5 and b6 are complex conjugates with a positive real part, and are termed
non-minimum phase zeros (Franklin et al., 2010). In general terms, the effect of
non-minimum phase zeros is an initial delay on the transient response of the system.
This delay is caused by brief transients in the opposite direction of the main transient
or a “counter-direction” response. The shape and extent of the “counter-direction”
response depends on the number and location of non-minimum phase zeros in the
system (Hoagg and Bernstein, 2007). For zeros b5 and b6, the “counter-direction”
response manifests itself as an initial retard in the temperature transient but it is not
sufficient to reverse the direction of the response (see figure 6.2(b)).
Comparison between linear approximation and non-linear model
A simulation was performed to evaluate the performance of the linear approxima-
tion. The simulation subjects both the linear approximation and the non-linear re-
ceiver model to a 5% step change in incoming power followed by a 5% step change
in feed-water mass flow. Figure 6.2 shows the result of the simulation.
Qualitatively, the non-linear model and the linear approximation exhibit the same
behaviour in simulations and converge to the same steady state values. The step
change in incoming power raises the receiver outlet temperature and pressure as the
receiver tube absorbs more energy. Fluid region lengths in the tube also change as
more heat causes the flow to transition from liquid to superheated earlier along the
tube length. The step change in mass flow causes the reverse effect in temperature,
pressure and region lengths.
The linear approximation does not capture fast transient behaviour in the non-
linear model. The non-linear model temperature transient in figure 6.2(b) shows a
brief drop in temperature around 0.2 h that is not present in the linear approxima-
tion. Instead, the linear approximation exhibits an initially slow response, before
converging towards the non-linear response for the remaining of the transient. The
non-linear pressure response shows a sharp peak in figure 6.2(c) whereas the linear
approximation rise is more moderate and converges towards the non-linear pressure
response after the initial effect has passed. Region length transients in this simula-
tion are dominated by changes in pressure and exhibit the same behaviour in figure
6.2(d).
The linear approximation exhibits very good agreement with the “dominant”
part of the non-linear model response and constitutes a representation of the receiver
suitable for linear control design.


































































Figure 6.2: Simulation of a 5% step change in incoming power followed by a 5% step change
in mass flow for the non-linear receiver model and its linear approximation.(a) Input signals
of incoming power and mass flow. (b) Receiver outlet temperature. (c) Receiver pressure.
(d) Distribution of flow regions along receiver tube length. Linear model response (- -),
non-linear model response (–).
6.3.3 Full state feedback and integrator loops
The main feature of the controller scheme in this study is the linear control provided
by the full state feedback and integrator loops.
The full state feedback loop modifies the transient response of the system by
multiplying the state vector x with a vector of gains F and feeding the resulting
signal into the system input. The full state feedback loop relocates the poles of the
linear approximation and consequently modifies the transient response of the system
(Sontag, 1998).
The integrator loop compensates for unmodelled changes to the system by com-
paring the outlet enthalpy hout with a desired enthalpy reference hr and integrating
the error e = hr − hout. The integrated error is multiplied by an integrator gain FI
and fed into the system as input signal. This input signal steers the system so that
the output converges towards the reference, regardless of the error source (Franklin
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et al., 2010).
Controller loop gains F and FI respectively tune the response of full state feedback
and integrator loops. Both loop gains are calculated jointly from a pole placement
strategy. The strategy selects a new location for system poles that strikes a conser-
vative balance between a faster receiver temperature response and the performance
limitations outlined in section 6.2. A simulation of the linear approximation with
and without control loops evaluates and verifies the controller design.
Linear controller structure
The structure of the controller is a set of static gains that multiply the state vector
and the output hout to obtain a modified input signal. Each loop can be seen as a
modification or augmentation of the linear approximation.
A full state feedback loop alters the dynamic behaviour of the linear approxima-
tion by forming an extended system of the form:
∆x˙ = (A− BF)∆x + B∆u + E∆v (6.9)
∆y = C∆x (6.10)
The time constants of this new system depend explicitly on the eigenvalues of the
matrix Aex = A− BF and hence depend implicitly on the controller gain vector
F. According to the pole placement theorem (Polderman and Willems, 1998), it is
possible to choose appropriate gains F that place the poles of Aex in any arbitrary
location in the complex plane.
To obtain the extended system, the linear approximation receives the following
input signal:
u f b = ∆u− F∆x = ∆u− F1∆x1 − F2∆x2 . . .− Fn∆xn (6.11)
The full state feedback action is thus proportional to the deviation of each state
∆xn, weighted by its respective controller gain Fn.
The integrator loop augments the linear approximation by adding a new state
xI to the state vector and a reference input hr. The new state xI adds a first order
differential dynamic, proportional to the error between the output and the enthalpy
reference hr:
x˙I = ∆y− hr = (C∆x− hr) (6.12)
The solution to equation (6.12) is the integral of the error between the output ∆y and
reference hr, hence the name integrator.
It is possible to incorporate the integrator dynamic into the extended system of
equations (6.9) and (6.10) to obtain:







































The augmented system features a matrix Aaug that includes the full state feedback
gains F and the integrator gain FI . Indeed the gains of both loops are calculated
simultaneously to chose new locations for the poles of matrix Aaug.
To implement the action of both loops, the linear approximation must now receive
the following modified input signal:






= ∆u− F1∆x1 . . .− Fn∆xn − FI xI (6.15)
The modified input signal u f b+I commands the feed-water pump and sets the
mass flow passing through the receiver. Similar to the full state feedback, the inte-
grator loop action is proportional to the integrator state xI , weighted by the gain FI .
For both loops, larger gains produce stronger control action and greater fluctuations
in the input signal u f b+I .
Pole placement strategy
Loop gains F and FI relocate the poles of the linear approximation. A greater shift
in pole locations result in larger controller gains. In turn larger gains create more
drastic control signals, and ultimately greater effort by the feed-water pump to meet
this change in performance.
Therefore, the pole placement strategy in this study targets only the relocation
of selected poles, to speed-up the receiver transient response with moderate pump
effort. In particular, the strategy chooses new locations for “dominant” poles a5 to a8
and the new integrator pole a9, but it does not alter the location of “fast” poles a1 to
a4.
The strategy shifts the complex conjugate poles a5, a6 further to the left in the
complex plane and away from the real axis to speed-up the transient response of the
system. For stable poles, a shift to the left translates to smaller time constants. A
shift away from the real axis reduces damping, which shortens the settling time of
the transient response (A˚strom and Murray, 2008). The pole placement strategy in
this study sets poles a7 and a9 as complex conjugates in the same location as the pair
a5, a6 to reinforce the “dominant” characteristic of the receiver response.
Pole a8 introduces the slowest component in the linear approximation response.
Pole a8 has a time constant of 51.8 min. Additionally, it interacts with zero b7 which
introduces further lag to the effect of pole a8 on the transient receiver response. The
pole placement strategy shifts the location of pole a8 to the location of zero b7 in an
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attempt to cancel the effect of the zero altogether.
Table 6.3: Original vs new locations of selected linear system poles
Orignal poles New poles
a5 = −0.011118 + 0.0057171i a5 = −0.015 + 0.0075i
a6 = −0.011118− 0.0057171i a6 = −0.015− 0.0075i
a7 = −0.0071112 a7 = −0.015 + 0.0075i
a8 = −0.00032232 a8 = −0.00034694
a9 = −0.015− 0.0075i
Table 6.3 summarises the relocation of selected poles and contains the values used
in this study. It is important to note that the pole placement strategy considers the
original location of each pole to minimise shifts along the complex plane. Minimising
these shifts contributes to moderate controller loop gains.
It is possible to choose different pole locations to obtain further performance
improvements. However, this study is a proof of concept and therefore chooses
moderate performance improvements, in order to preserve the integrity of the SG4
system.
The controller gains that relocate the system poles to the locations in table 6.3
were calculated using the function place() in GNU Octave. This function comes
bundled in the GNU Octave control toolbox (Hodel et al., 1996) and implements a
numerically reliable Schur method for pole assignment proposed by Varga (Varga,
1981).
Simulated controller performance
The simulation in figure 6.3 evaluates the transforming effect of the linear controller
on the transient temperature response of the linear approximation. The simulation
compares the temperature response of the linear approximation when subject to a
step change in mass flow versus a controlled change in mass flow. The change in
mass flow raises the receiver outlet temperature from 500 ◦C to 530 ◦C The simula-
tion also includes the temperature response of the non-linear model to a controlled
change in mass flow. This is to demonstrate the performance of the linear controller
under additional dynamic behaviour not covered by the linear approximation.
Temperature responses of all three cases are shown in figure 6.3(b). The controlled
response of the linear approximation reaches the desired temperature of 530 ◦C ap-
proximately 40 min faster than the step response, and is within ±ε =2 ◦C of the
desired temperature approximately 15 min sooner than the step response. The simu-
lation demonstrates that the controlled response mitigates the retarding effect of pole
a8 in the step response of the linear approximation.
The controlled non-linear temperature response also reaches the desired temper-
ature 35 min faster than the linear approximation step response, albeit with under-
shoot and overshoot. The undershoot is part of the non-linear response (see figure
6.2), and causes a delay in temperature rise. This delay causes the integrator to accu-
mulate more error than in the linear response. The increased integrator action forces
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Figure 6.3: Receiver outlet temperature response from 500 ◦C to 530 ◦C to step and controlled
change in mass flow. (a) Feed-water mass flow signals that drive the response in each case. (b)
Step and controlled temperature response of the linear approximation (LA) and controlled
temperature response of the non-linear receiver model (NL), plus tolerance boundary of
ε = ±2.5 ◦C.
a faster temperature rise and a temperature target overshoot. Sections 6.3.4 and 6.3.5
introduce measures in the control scheme (i.e. feedforward and anti-windup) that
mitigate the overshoot of the linear controller when applied to the non linear system.
Figure 6.3(a) shows the mass flows that drive the receiver temperature responses.
For the linear approximation case, the controlled mass flow dips lower than the step
mass flow but then converges to the same value in steady state. The departure of
the controlled mass flow signal from the step mass flow represents the additional
controller effort to modify the temperature response of the receiver.
The linear controller departs further from the step mass flow signal to control
the non-linear system. This further departure is the consequence of the additional
integrator action accumulated during the counter-direction in the non-linear model
temperature response.
The linear controller significantly speeds up the temperature response of the lin-
ear approximation. It achieves a faster rise in temperature by lowering the mass flow
below the level that achieves the set temperature in steady state. The linear controller
then maintains the target temperature by converging to the steady state value. When
applied to the non-linear model, the linear controller exhibits the same qualitative
behaviour, plus compensation for the additional transients in the non-linear model.
The controlled mass flow command for the non-linear model is achievable by the
SG4 system pump.
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6.3.4 Feedforward of DNI disturbance
The main purpose of the SG4 receiver control scheme is to reject the effect of dis-
turbances in the receiver outlet temperature. Disturbances are fluctuations in the
non-manipulable inputs vout. These fluctuations affect the receiver behaviour but
are determined uniquely from ambient conditions. In particular, direct normal irra-
diation fluctuates significantly during a typical operating day and has the greatest
influence on the receiver response among all non-manipulable inputs.
To aid the control scheme response, it is possible to calculate the expected steady
state mass flow in the receiver for a given direct normal irradiation, from a simple
steady state energy balance:
Q˙dish = m˙(hout − hin) + Q˙loss (6.16)
where concentrator radiation is Q˙dish = rAe f f I˙sol (see section 4.3.8) and losses can be
quantified from experiments.7
Replacing hout for the desired outlet enthalpy hr in (6.16), and rearranging for
receiver mass flow results in the feedforward law:
m˙ f f =
rAe f f I˙sol − Q˙loss
hre f − hin (6.17)
The feedforward mass flow m˙ f f depends on the measured direct normal irradi-
ation I˙sol and the inlet condition measurements Tin and Pin whereas the mass flow
u0 = (m˙in)0 for the selected operating point is static. The feedforward law aids the
control scheme because it sets a baseline mass flow signal that depends on the current
operating conditions for the system.
To evaluate the effect of the feedforward law on the non-linear receiver response,
figure 6.4 shows a simulation of the control scheme with and without the feedforward
law, when subject to a temporary 10% drop in DNI (see figure 6.4(a)) to reveal effect
of the feedforward law action.
The mass flow command from the control scheme without feedforward comes
solely from the linear controller (i.e. full state feedback and integrator loops). The
feedforward simply adds to the linear controller signal (see figure 6.1).
Figure 6.4(b) shows the effect of the feedforward law on the mass flow command.
Without feedforward, the linear controller starts acting as it detects the change in
receiver temperature. The linear controller action depends on the deviation of the
state vector x and the output hout from their desired values (i.e. the selected operating
point). In the case with feedforward action, the mass flow command immediately
changes in response to the change in direct normal irradiation. This pre-empts the
deviation of the receiver response from the operating point, and the linear controller
performs smaller deviations to this command to maintain constant temperature.
Figure 6.4(c) shows that control scheme rejects the direct normal irradiation dis-
turbance with and without feedforward. However, the receiver temperature deviates
7Typical receiver heat losses in operation are approximately 45 kW to 60 kW (Burgess et al., 2011).
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Tout response (NL), no feedforward
Tout response (NL) with feedforward
Figure 6.4: Controlled response of the non-linear receiver model to a 10% drop in DNI,
with and without the feedforward law in the control scheme. (a) Concentrated radiation
subject to a temporary 10% drop in direct normal irradiation. (b) Control scheme mass flow
command to reject disturbance with and without feedforward. (c) Non-linear receiver model
temperature response to disturbance rejection with and without feedforward.
further from the reference of 500 ◦C without feedforward the aid of the feedforward
law. The feedforward law acts as soon as the disturbance is measured, instead of
when it starts affecting the state vector.
6.3.5 Integrator anti-windup
The temperature control scheme in this study includes an integrator anti-windup
scheme to improve the response of the integrator loop under temporary cloud cover.
The scheme is an anti-reset mechanism, which limits the maximum and minimum
amount of action that the integrator can accumulate (Wittenmark, 1989). The anti-
windup scheme appears as a saturation block in the control scheme diagram of figure
6.1. The anti-windup scheme prevents the linear controller from producing large tem-
perature overshoots when recovering from severe DNI disturbances (i.e. temporary
cloud cover).
Under severe DNI disturbances, the mass flow command would drop drastically
to maintain constant receiver outlet temperature. But the control scheme imposes
a minimum mass flow command to prevent thermal shock in the absorber tube.
When the control scheme attempts to reject a large disturbance, and it is limited to
a minimum mass flow command, the integrator loop accumulates excessive error or
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Tout response (NL) with anti wind-up
Figure 6.5: Controlled response of the non-linear receiver model to a 90% drop in DNI,
with and without anti-windup the integrator loop. (a) Concentrated radiation subject to a
temporary 90% drop in direct normal irradiation for 50 s. (b) Control scheme mass flow
command to reject disturbance with and without anti-windup. (c) Non-linear receiver model
temperature response to disturbance rejection with and without anti-windup.
Figure 6.5 shows a simulation that demonstrates the effect of the anti-windup
scheme in the controlled receiver response under a 90% drop in concentrated radia-
tion with a duration of 50 s (figure 6.5(a)). In both simulated responses, the control
scheme includes the full state feedback, integrator and feedforward loops.
The controller commands in figure 6.5(b) respond to the drop in concentrated
radiation by reducing mass flow to the receiver, but can only do so to the imposed
minimum. Once the disturbance has passed, both mass flow commands stay at the
minimum value to raise the temperature at the receiver outlet. During this period,
the integrator without anti-windup accumulates more error than the integrator with
anti-windup and raises the mass flow back to nominal values later than the integrator
with anti-windup.
As a consequence of the accumulated error, the integrator without anti-windup
raises the receiver temperature at a faster rate for longer than with anti-windup,
and this causes the receiver temperature to overshoot the desired value of 500 ◦C.
8The mass flow would be low enough to put the absorber tube at risk of thermal shock, by providing
inadequate cooling to the absorber tube once the disturbance disappears. .For this study the minimum
mass flow is conservative and corresponds to the mass flow that would achieve 600 ◦C in steady state.
Minimum mass flow ranges from 50 g s−1 to 60 g s−1 depending on average concentrator reflectivity
and direct normal irradiation conditions.
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Figure 6.5(c) shows that the anti-windup scheme significantly reduces temperature
overshoot in the receiver response.
The minimum imposed mass flow on the receiver protects the absorber tube from
thermal stress under cloud disturbances, but can potentially cause thermal stress in
the receiver due to temperature overshoot. The anti-windup scheme in the tempera-
ture control scheme reduces this temperature overshoot, complementing the objective
to avoid thermal stress in the receiver.
6.4 Simulated performance of the temperature control scheme
This section presents the simulated performance of the temperature controller pro-
posed in this chapter, and evaluates its performance under three operating scenarios:
transitioning from manual operation to automatic temperature control; maintaining
constant temperature under moderate changes in DNI; and recovering from cloud
transients.
Simulations in this section consist of feeding the non-linear receiver model of
chapter 4 with arbitrary DNI signals and commanding the receiver feed-water mass
flow with the temperature controller. Early simulations revealed that the controller
is equally effective at rejecting the combined effect of changes in DNI, ambient tem-
perature and feed-water flow conditions. Ambient and feed-water flow temperature
variations have a significantly smaller effect on controlled temperatures than DNI,
and therefore they are omitted from this section. Additional model input signals
of ambient temperature, inlet and outlet pressure are kept at constant values cor-
responding to the selected operating point (see table 6.1). Simulated receiver pa-
rameters and controller gains also correspond to the representative operating point
presented in section 6.3.
A clear sky DNI model, the Daneshyar-Paltridge-Proctor (DPP) model (Danesh-
yar, 1978; Paltridge and Proctor, 1976) generates the DNI signal for the simulation.
The maximum DNI value for the simulation is 1080 W m−1, which corresponds to
peak measurements at the ANU campus. The clear sky model uses a solar posi-
tion algorithm by Grena (Grena, 2008), to calculate solar azimuth as a function of
simulation time. The solar position algorithm calculates the position of the sun for
Canberra, Australia, on the 27th of October 2013.
Controller simulations in this study are implemented in GNU Octave in the same
manner as the filtering scheme simulations in section 5.5.
The first simulation result shows how the temperature controller takes over from
a manually set mass flow. The second simulation result shows how the temperature
controller maintains constant steam temperature at the outlet under variable clear
sky conditions. The third simulation shows how the controller recovers from cloud
transients.
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6.4.1 Transitioning to automatic mode
To enter into regulated temperature operation, the SG4 system will first be manually
operated to achieve superheated steam temperatures at the receiver outlet, and then
set to operate with automatic temperature control. The temperature controller must
select feed-water mass flows that steer the behaviour of the receiver towards the
desired operating point. The simulated controller performance of this scenario is















































































Figure 6.6: Simulated performance of the receiver outlet temperature controller, when transi-
tioning from manual to automatic feed-water mass flow settings, and maintaining tempera-
ture during variations in DNI. Vertical dotted lines indicate the period where the temperature
controller is active. (a) DNI. (b) Feed-water and outlet mass flow. (c) Receiver outlet tempera-
ture, with dotted lines to indicate 500± 15 ◦C. (d) Average receiver pressure. (e) Cumulative
length of fluid regions, respect to tube length (horizontal dotted line).
The simulation begins in manual mode with a constant feed-water mass flow
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command and receiver outlet temperature of approximately 460 ◦C. The temperature
controller engages at 0.3 h, and from then on it computes the feed-water mass flow
command that converges towards and maintains constant receiver outlet tempera-
ture.
The simulation Figure 6.6(a) shows DNI trending upwards, as if simulations
started at 10am. Figure 6.6(b) shows the feed-water mass flow command for the
simulation. The feed-water mass flow is initially constant. Then, the temperature
controller engages and sharply lowers the flow into the receiver, to create a rapid
increase in temperature at the outlet. Once the receiver temperature starts increas-
ing, the mass flow command briefly rises above its eventual steady state value to
“decelerate” the rise in receiver temperature.
Modelled receiver outlet temperature in figure 6.6(c) exhibits a brief counter-
direction dynamic before responding to the control command and converging to-
wards the desired value. Simulated temperatures are within 15 ◦C of the temperature
reference in approximately 3 min and virtually converged to 500 ◦C in approximately
6 min. During this transient, the maximum simulated temperature overshoot is ap-
proximately 8 ◦C.
Average receiver pressures exhibit a sharp rise in figure 6.6(d) when the temper-
ature controller engages. In the receiver model, a reduction in feed-water mass flow
results in an increase in heat absorption per unit mass of fluid. The model translates
this increase in energy absorption as a temporary rise in average receiver pressure,
which dominates the transient. Experiments in section 6.5 show that the inverse is
true, i.e. that lower mass flows translate into lower receiver pressures; and that this
is detrimental to the controller performance.
Region lengths are also affected by the switch from manual to automatic temper-
ature control. Figure 6.6(e) shows that the region boundary between saturation and
superheat (L1 + L2) shifts to a location further from the receiver tube outlet (dotted
line), consistent with a higher receiver outlet temperature under controlled condi-
tions.
This simulation demonstrates that the temperature controller is capable of steer-
ing the receiver temperature response from manual operation to controlled tempera-
tures.
6.4.2 Rejection of DNI disturbances
During controlled operation, the intensity of DNI will vary with the position of the
sun and atmospheric conditions. This simulation tests the ability of the temperature
controller to reject this disturbance and maintain constant temperature.
The simulation result in figure 6.7 corresponds to the same simulation as figure
6.6, but over a longer time scale to appreciate the variation in DNI over the course
of several hours. Figure 6.7(a) shows the simulated DNI using the clear sky model,
emulating a local time from 9am to 3pm.
The controlled feed-water mass flow in figure 6.7(b) resembles the shape of the
DNI signal. However, the feed-water flow profile is not exactly proportional to DNI












































































Figure 6.7: Simulated performance of the receiver outlet temperature controller, when transi-
tioning from manual to automatic feed-water mass flow settings, and maintaining tempera-
ture during variations in DNI. Vertical dotted lines indicate the period where the temperature
controller is active. (a) DNI. (b) Feed-water and outlet mass flow. (c) Receiver outlet tempera-
ture, with dotted lines to indicate 500± 15 ◦C. (d) Average receiver pressure. (e) Cumulative
length of fluid regions, respect to tube length (horizontal dotted line).
due to the losses in the receiver cavity. Cavity losses in the receiver model depend
on wall temperatures Tw1, Tw2 and Tw3, and these temperatures vary less than 2 ◦C
when the temperature controller is engaged. Therefore, cavity receiver losses remain
relatively constant during this simulation and form a larger fraction of the total en-
ergy exchange in the receiver at lower DNI values. The controlled mass flow varies
more than DNI throughout the day to maintain constant receiver outlet temperature
with relatively constant cavity losses.
Figure 6.7(c) shows that the simulated receiver outlet temperature remains con-
stant throughout the day. The controller successfully adjusts the feed-water mass
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flow in the receiver to counteract the influence of varying DNI on the receiver outlet
temperature.
Simulated average receiver pressure P varies slowly after the controller has en-
gaged and only shows moderate changes in figure 6.7(d). In the receiver model,
average receiver pressures also depend on outlet pressure Pout and this is maintained
constant during the simulation. Therefore, receiver pressures only change slightly to
variations in feed-water mass flow.
Region lengths L1 and L2 also remain at constant values throughout the controlled
period. Figure 6.7(e) shows that the temperature controller not only maintains con-
stant temperature output, but also maintains other states in the receiver state vector
constant and near their operating point values.
This simulation shows that the temperature controller maintains constant receiver
outlet temperature against a moderate and slow variation in DNI.
6.4.3 Cloud rejection
This section simulates the behaviour of the SG4 system with automatic temperature
control, when subject to cloud disturbances. The cloud disturbance is modelled as
three consecutive drops in DNI intensity, as proposed by Eck and Hirsch (Eck and
Hirsch, 2007). The disturbance forces the clear sky DNI signal to drop to zero and
subsequently restore the signal with ramp times of 5 s. The time interval for each
disturbance is 25 s followed by clear sky DNI values for a period of equal length.
The simulated receiver outlet steam condition enters saturation for an disturbance
interval greater than 25 s. The DNI signal with disturbance is shown in figure 6.8(a).
The simulation in figure 6.8 shows that the SG4 system is not able to maintain
constant temperature under a severe disturbance in DNI. The temperature controller
cannot compensate for the physical limitations that constrain the SG4 system. The
SG4 system has a limited capacity to accumulate mass and energy, and this reduces
its ability to cope with cloud disturbances. Furthermore, the temperature controller
is constrained to a minimum mass flow, in order to protect the absorber tube from
thermal shock. A lower minimum mass flow would preserve more thermal energy
in the receiver during this disturbance, but it would also result in insufficient cooling
of the absorber tube once the disturbance dissipates.
Once the cloud disturbance concludes, the temperature controller successfully re-
stores the simulated receiver state to the selected operating point. Figure 6.8(b) shows
that the controlled mass flow stays at its minimum value after the disturbance has
concluded, to raise the receiver outlet temperature. Once the temperature starts to
rise, the controlled mass flow also increases to “decelerate” the temperature increase.
Receiver outlet temperatures in figure 6.8(c) show brief rises related to the pause
between cloud disturbances. Once the cloud disturbances conclude, the controlled
temperature response is similar to the transition from manual to automatic in figure
6.6(c). The temperature response exhibits the same peak overshoot of approximately
8 ◦C, even though it is recovering from a bigger temperature difference. The anti-
windup scheme of the temperature controller limits this overshoot.














































































Figure 6.8: Simulated performance of the receiver outlet temperature controller, when re-
jecting a triple drop to zero in DNI, akin a cloud disturbance. (a) DNI. (b) Feed-water and
outlet mass flow. (c) Receiver outlet temperature, with dotted lines to indicate 500± 15 ◦C.
(d) Average receiver pressure. (e) Cumulative length of fluid regions, respect to tube length
(horizontal dotted line).
As in previous simulations, pressure and region length responses (figures 6.8(d)
and figure 6.8(e) respectively) follow the mass and energy balance equations of the
receiver model, and tend to return to the desired operating point values due to the
controller action.
This simulation shows that the controller cannot mitigate the effects of drastic
disturbances on the receiver outlet temperature response. This limitation is inherent
to the once-through configuration of the system with a single dish. Multiple dishes
in parallel contributing to a single steam line, and/or the addition of a buffering tank
would have a greater ability to reject this disturbance, which constitute new control
problems (see section 7.2.3). Nonetheless, the controller is able to restore the desired
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operating condition of the system once the disturbance has passed.
6.5 Experimental results
The temperature controller presented in this chapter was implemented and tested
in the SG4 system. Experiments showed that the controller can maintain constant
receiver outlet temperatures, but the system is susceptible to the tuning of the feed-
back loop. The experimental test results in figure 6.9 revealed that the feedback loop,
as tuned in section 6.3.3, amplified unmodelled dynamics in the SG4 system and
caused the controller to diverge. Retuning the feedback loop significantly improved
the performance of the controller, as the experimental results in figure 6.10 show.
Both experimental tests took place with the post July 2013 SG4 system configu-
ration (see section 3.1), where steam produced by the receiver circulates through a
network of back-pressure regulating tubes, and no attempt was made to regulate the
pressure at the receiver outlet.
The experimental temperature controller was implemented in a programmable
logic controller (PLC) installed in the SG4 dish concentrator, but also incorporates
data from the SCADA system and integrates the experimental filtering scheme im-
plementation in chapter 5. The PLC performs all the controller calculations: the
integrator dynamic of equation (6.12) with a forward Euler scheme; the feedback
gain of equation (6.15); and the feedforward gain of equation (6.17). The PLC adds
all three mass flow signals, applies the anti-windup and minimum flow constraints
and then sends the mass flow command directly to the feed-water pump controller.
The SCADA system supplies the PLC with data parameters at regular intervals of
2 s, as well as with the estimated state vector produced by the filtering scheme (see
chapter 5), calculated specific enthalpies hin and hre f , controller gains F and Fin, and
the overall receiver heat loss Q˙loss. The controller parameters and variables are dis-
played in a custom SCADA screen, and all the variables are recorded in the SCADA
database.
6.5.1 Temperature control experiment with original controller parameters
The experimental run discussed in this section took place on the 25th of October
2013. The SG4 system tracked the sun for approximately 1.5 h. During this run,
engaging the temperature controller was attempted three times. All attempts were
unsuccessful, as the controlled receiver outlet temperature exhibited unstable oscil-
latory behaviour. The results of this experimental run are shown in figure 6.9, where
vertical lines show the periods during the experimental run when the temperature
controller was engaged.
The feed-water mass flow in the SG4 system was first set manually to reach su-
perheat conditions at the receiver outlet. The temperature controller was engaged
for the first attempt at approximately 0.18 h into the experimental run. Figure 6.9(b)
shows that the measured feed-water mass flow dropped sharply to raise the receiver


















































































L1 exp. f. scheme
L1+L2 exp. f. scheme
Figure 6.9: Unsuccessful attempts at experimental temperature control on the 25th of October
2013. Vertical dotted lines indicate periods when the temperature controller is engaged. (a)
DNI. (b) Feed-water mass flow. (c) Receiver outlet temperature. Horizontal dotted lines
indicate 500± 15 ◦C. (d) Inlet, outlet and average receiver pressure. (e) Cumulative length of
fluid regions, respect to tube length (horizontal dotted line).
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outlet temperature, consistent with the controller behaviour predicted in simulations.
However, the mass flow signal exhibited oscillations not present in simulations.
The receiver outlet temperature in figure 6.9(c) initially approached the desired
set point temperature of 500 ◦C, during the first attempt of the temperature controller.
During the process of transitioning from manual to automatic, the temperature ini-
tially overshot the reference temperature by about 10 ◦C, consistent with simulated
behaviour. But subsequent mass flow commands caused an oscillating temperature
response with growing amplitude, i.e. an unstable or diverging oscillation (Franklin
et al., 2010).
The oscillating behaviour also appeared in system pressures and estimated re-
ceiver states. Measured and estimated pressures in 6.9(c) show that rises in feed-
water mass flow result in pressure increases and reductions in mass flow cause pres-
sures to decrease. The oscillation propagates through the filtering scheme and results
in state vector variation, e.g. estimated region lengths Lˆ1 and Lˆ2 in figure 6.9(e).
The first attempt at temperature control concluded when the diverging trend of
temperatures was evident, to prevent further temperature excursions in the receiver.
Then, the feed-water mass flow was set manually to maintain high temperatures at
the receiver outlet and minimise the effort for the controller to enter into automatic
mode. Further attempts at control during this run explored the possibility that the
temperature controller was inadequately tuned for the experimental conditions.
The second temperature control attempt consisted of retuning the feedback loop
gains F and FI by placing the dominant poles of the system at p2 = 0.014± 0.007i in-
stead of p1 = 0.015± 0.0075i. The new dominant pole locations aimed to reduce the
magnitude of feedback controller gains by exerting less change on the dynamic re-
ceiver behaviour of the receiver. The temperature controller re-engaged shortly after
1 h into the run, but exhibited almost the same behaviour as the previous attempt.
The third attempt consisted of re-tuning of the controller by adjusting the receiver
operating point to measured values during the experimental run. The observed DNI
during the run was approximately 1050 W m−2, but the value set in table 6.1 was
910 W m−2. Likewise, measured inlet and outlet pressures ranged from 3200 kPa to
3800 kPa, as opposed to the nominated values in table 6.1 Pin = 4420 kPa and Pout =
4170 kPa. Adjusting these parameters produced small changes in the operating point
state vector x0 and feedback loop gains F and FI . The temperature controller re-
engaged for a third time at 1.4 h into the experimental run and exhibited the same
diverging oscillation in outlet temperatures.
The changes to the temperature controller tuning sought to reduce the magnitude
of the feedback loop response to reduce a positive feedback loop effect. The feedback
loop commanded drastic changes in feed-water mass flow in an attempt to regulate
temperature. These feed-water mass flow changes triggered significant variations in
receiver pressures. The filtering scheme propagated mass flow, pressure and temper-
ature variations through the state vector estimate. The feedback loop translated these
variations into even more drastic mass flow commands, creating a positive feedback
effect that destabilised receiver outlet temperatures. Unfortunately, the tuning ad-
justments performed during this experimental run were not significant enough to
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eliminate the positive feedback effect.
Three factors are thought to contribute to the positive feedback effect in the SG4
system: a periodic oscillation in DNI, the natural frequency of the selected dominant
poles, and frictional pressure drop variations related to mass flow changes. Exper-
imental results in chapter 5 showed a measured variation in DNI with a period of
approximately 380 s that introduced a ±5 ◦C fluctuation in temperature (see figure
5.6). The pole placement effect of the controller feedback loop introduced a dom-
inant frequency ω1 = 0.016 77 rad s−1 in the first attempt and ω2 = 0.0156 rad s−1,
which translates to periods of approximately 374.6 s and 401.4 s respectively. In other
words, the controller resonant frequency was fairly close to the DNI disturbance fre-
quency. Thus, the controller amplified the periodic oscillation in DNI, causing the
periodic overcorrection in the feedback loop. The feedback loop then generated mass
flow commands that significantly changed pressures in the system, thus creating a
positive feedback loop.
6.5.2 Temperature control experiment with revised controller parameters
The SG4 system ran with temperature control for a second time on the 30th of Oc-
tober 2013, to test the notion that the feedback loop tuning caused the instability in
the temperature controller. Retuning the controller significantly improved the per-
formance of the controller and the SG4 system operated continually for 6 h with
automatic temperature control engaged. The experimental result is comparable to
the behaviour predicted in simulations (see figure 6.7).
For this experimental run, the feedback controller loop was tuned conservatively,
to avoid amplifying unwanted dynamic behaviour in the system. To this effect, the
location of dominant poles was shifted to p3 = 0.01 in the pole placement strategy
of the feedback loop (see section 6.3.3). The dominant frequency of this pole place-
ment is ω3 = 0.01 rad s−1 (or an oscillation period of approximately 628.31 s), which
departs from the oscillation period in DNI of 380 s. The conservative pole place-
ment results in a damping factor ζ3 = 1, which is greater than the damping factor
for the original poles ζ1 = 0.8944. Increasing the damping factor in the dominant
dynamic response of the receiver also reduces the oscillatory component in the con-
trolled response of the system (A˚strom and Murray, 2008). The cost of these new
pole locations is a slower controlled response.
Figure 6.10 shows the result of the temperature control experiment with revised
temperature controller parameters. At the beginning of the experiment, the filtering
scheme that generates the state vector estimate for the controller suffered a brief mal-
function, but it was restored at 0.15 h into the run and continued operating normally
for the remainder of the experiment.
Figure 6.10(a) shows three drops in the measurement of DNI for the experiment.
The first drop, at 3.25 h was caused by a malfunction in the tracking mechanism for
the pyrheliometer. The operator rectified the error and restored the pyrheliometer
function. The second drop at 3.6 h was the result of a brief and unintentional ob-
struction to the pyrheliometer. The third drop at 4.8 h was an intentional blocking of













































































L1 exp. f. scheme
L1+L2 exp. f. scheme
Figure 6.10: Successful experimental test of temperature control on the 30th of October 2013.
A vertical dotted line indicates when the temperature controller was engaged. (a) DNI. (b)
Feed-water mass flow. (c) Receiver outlet temperature. Horizontal dotted lines indicate
500± 15 ◦C. (d) Inlet, outlet and average receiver pressure. (e) Cumulative length of fluid
regions, respect to tube length (horizontal dotted line).
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the pyrheliometer to test its effect on the feedforward component of the temperature
controller. The malfunction of the pyrheliomenter coincided with other disturbances
to the SG4 system (see below), and the test established that the pyrheliometer distur-
bance had only a minor effect on the controlled response of the receiver.
The experiment started at approximately 9:30am local time and the temperature
controller engaged at 10am or 0.5 h into the experimental run. The temperature con-
troller steered the receiver towards the desired reference with an overshoot of 15 ◦C
and then maintained the receiver outlet temperature to within ±15 ◦C of the refer-
ence temperature of 500 ◦C for the entire controlled period except for two disturbance
events at 3.25 h and 5.5 h.
The transition from manual to automatic is comparable to simulations in section
6.4. When the temperature controller engaged, the commanded feed-water mass
flow reduced to increase the receiver outlet temperature. The controlled temperature
in figure 6.10(c) responded well to this command and converged towards the desired
set point temperature of 500 ◦C. Figure 6.10(d) shows that this mass flow command
causes a sudden fluctuation in measured receiver pressures, but the extent of this
fluctuation was not enough to cause a positive feedback effect.
The first disturbance event consisted of an error in the tracking program for the
SG4 dish that caused a momentary azimuth tracking error of approximately 0.6◦
and coincidentally, an unrelated malfunction in the pyrheliometer. The tracking er-
ror caused the concentrated flux to partially land on the preheating section of the
receiver, reducing the amount of heat intercepted by the absorber tube. Addition-
ally, the tracking software momentarily signalled to the temperature controller that
the dish was not tracking the sun, which reset the integrator dynamic. The pyrhe-
liometer malfunction caused a momentary drop in DNI measurements, as shown in
figure 6.10(a). Figure 6.10(b) shows that commanded feed-water mass flows dipped
momentarily due to the error in DNI measurement introduced to the feedforward
term of the controller. Instead of recovering with the DNI signal, the mass flow com-
mand stayed temporarily low because by then, the receiver outlet temperature (figure
6.10(c)) had dropped due to the momentary tracking error. The combined effect of
these disturbances caused a brief oscillation in the receiver temperature response,
however the controller was able to stabilise the receiver behaviour and bring temper-
atures to the vicinity of the set point reference. This disturbance, and the mass flow
command that corrected it, caused fluctuations in the estimated state vector, as seen
from figures 6.10(d) and (e); but the fluctuations did not result in a positive feedback
effect.
The source of perturbation for the second disturbance event is not well under-
stood. But similar to the first event, the temperature controller was able to stabilise
the receiver outlet temperature.
The result of this experimental run shows that the feedback loop of the tempera-
ture controller can amplify unwanted dynamics in the SG4 system. These unwanted
dynamics can be avoided by changing the tuning parameters of the feedback loop,
and thus achieve stability in the system.
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6.6 Conclusion
This chapter presented a linear feedback controller which maintained a constant su-
perheated steam temperature at the outlet of the SG4 steam cavity receiver. The con-
troller was designed from a linear approximation of the non-linear receiver model in
chapter 4, around a representative operating point for the SG4 system. In the vicin-
ity of this operating point, the controller manipulates the receiver feed-water mass
flow to maintain constant steam temperature at the outlet; despite variations in DNI,
ambient temperature and other disturbances.
The linear controller generates its feed-water mass flow command from three
different regulation mechanisms: a feedforward law, a full state feedback loop, and
an output feedback integral loop. The feedforward law calculates a baseline mass
flow from a simple receiver energy balance that maintains constant receiver outlet
temperature in steady state. The full state feedback and integral loops generate
additional mass flow commands that maintain constant temperature under changes
in DNI and ambient conditions.
Simulations in this chapter applied the linear controller to the receiver model of
chapter 4, in order to evaluate how the linear controller would perform when applied
to the real system. The linear controller was able to control the temperature of the
receiver in simulations, albeit with sub-optimal performance, due to the additional
dynamic behaviour of the non-linear system. The controlled response of the non-
linear receiver exhibited temperature undershoots and overshoots during transients,
which required additional compensation from the linear controller. This behaviour
supported the need to introduce artificial limits to the linear controller: a lower limit
for the mass flow command and an anti-windup scheme for the integrator. Both
of these limits compromise the performance of the linear controller, but protect the
receiver from thermal stress.
The linear controller was tested experimentally in the SG4 system. Experimen-
tal results showed that the linear controller was successful at controlling the steam
temperature of the SG4 receiver, but that the experimental system is sensitive to
controller tuning. One experimental run with the linear controller showed that the
tuning of the full state feedback loop amplified unmodelled dynamic behaviour in
the system. The full state feedback loop tuning aimed to speed up the transient
temperature response of the receiver to changes in mass flow. But this also created
a positive feedback loop that prevented the linear controller from stabilising the re-
ceiver outlet temperature. A second experimental run employed a more conservative
tuning (aimed at more moderate changes in the dynamic receiver response), which
significantly improved the performance of the controller. The tuning adjustment mit-
igated the positive feedback loop on the SG4 system and enabled the SG4 system to
operate under controlled temperature conditions for approximately 6 h.
The linear controller presented in this chapter is relatively simple, compared with
other advanced control strategies in the literature. But it demonstrates that it is
possible to control the steam temperature of the SG4 system in once-through mode
with standard control techniques.
Chapter 7
Conclusions and future work
7.1 Conclusion
This thesis has presented the design and experimental implementation of a temper-
ature controller for the steam temperature of the SG4 system, under the paradigm of
modern control strategies. The temperature controller consists of a linear full state
feedback controller, with an additional integrator loop and a feedforward law. The
development of this controller was based on a moving-boundary model of the SG4
receiver that described the dynamic heat transfer process that turns water into steam
within the absorber tube.
Simulations and experimental results in chapter 4 demonstrate the feasibility of
the dynamic receiver model. The model makes considerable simplifications about
heat transfer (see section 4.2.3) and fluid dynamic (see section 4.3.7) mechanisms
governing the receiver behaviour, to maintain a control oriented state-space repre-
sentation of the receiver. This approach proves fruitful, as the receiver model does
simulate the dynamic temperature response of the receiver to changes in feed-water
mass flow, DNI, and other operating factors (see section 4.5). The model is also used
is used extensively throughout this thesis for control purposes (e.g in sections 5.4
and 6.3.2).
Chapter 5 describes the integration of the receiver model with measurements
from the SG4 system into a modified Extended Kalman filtering scheme, to estimate
the state of the receiver during operation. The filtering scheme is required for the
practical implementation of linear feedback controller in this thesis, to compute state
estimates used in the state feedback action of the controller (see section 6.3.3). The
filtering scheme design is governed by the switched nature of the receiver model,
and its performance is affected by the calibration of receiver model parameters. Sim-
ulations in chapter 5 highlight the need to consider the careful calibration of all
parameters in the filtering scheme (section 5.5.5), to ensure the robustness of this
approach. Experimental runs in the SG4 receiver demonstrate that the experimental
implementation of the filtering scheme successfully estimates the state of the receiver
in both uncontrolled (section 5.6) and controlled conditions (section 6.5).
This thesis demonstrated the feasibility of the proposed temperature controller
by obtaining the first experimental runs of the SG4 system with automatic tem-
perature control (section 6.5). Experimental results showed that the once-through
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configuration of the system is sensitive to controller tuning, and may benefit from
additional pressure regulation under aggressive performance specifications (section
6.5.1). Nonetheless, a small adjustment in the tuning of the controller improved the
controlled performance of the system significantly (section 6.5.2).
The results in this thesis open the way for the implementation of more sophisti-
cated modern controller strategies (e.g linear quadratic regulators, robust controllers,
etc.), that can bring further performance improvements to the control of direct steam
generation systems.
7.2 Future work
The work in this thesis posed some interesting questions alongside the lessons learned
in the previous chapters. These questions arose during the course of the development
stages of the temperature controller (i.e. modelling, estimation and control design).
This section provides a few suggestions to pursue future research, based on the work
in this thesis.
7.2.1 Control oriented receiver modelling
The receiver model in chapter 4 could be taken into new directions for the develop-
ment of control oriented models for DSG, for example:
• Employ the receiver model to reproduce the behaviour of cavity receivers with
different dimensions (e.g. aperture, depth) or other DSG receivers.
• Use the receiver model as a benchmark and/or template to develop control
oriented models based on machine learning algorithms (e.g. Bechtler et al.,
2001)
• Include other plant components and model the dynamic interaction of a single
collector and the rest of the plant.
7.2.2 State estimation in DSG plants
The filtering scheme in this thesis explored state estimation with Kalman Filters. This
work can be extended to estimate the state of other parts of the plant or parameter
estimation, with the potential to:
• Estimate plant parameters such as concentrator reflectivity for fault detection
and plant monitoring.
• Estimate receiver parameters in real time to adapt the controller action to plant
changes (e.g. adaptive control).
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7.2.3 Advanced control strategies for DSG plants
The linear feedback controller in chapter 6 poses interesting research questions for
the control of DSG plants:
• Employing more sophisticated state feedback control strategies, such as linear
quadratic regulators, robust controllers, and model predictive controllers that
incorporate cloud tracking to anticipate large disturbances in DNI.
• A detailed study into the factors that determine an optimal performance for a
DSG system: thermal stress on absorber tubes, the dynamic interaction with
the power block, etc. These factors should inform the development of robust
and optimal control strategies (Boyd et al., 1990).
• Improved plant configurations, such as the inclusion of steam buffering tanks,
or the multiple parallel dishes that contribute to central power block. These
changes would improve the robustness of a DSG array to cloud disturbances,
and constitute new control problems.
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Appendix A
Process diagram of SG4 system
This appendix includes two process diagrams of the SG4 system. The first diagram
corresponds to the configuration of the SG4 system between January 2010 and June
2013. The second diagram corresponds to the new configuration of the SG4 system
without the reciprocating steam engine, operating from July 2013.
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Appendix B
SG4 receiver diagram
This appendix contains a detailed diagram of the SG4 receiver (Siangsukone, 2005).
SG4 Receiver diagram
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Appendix C
Receiver model equations for all
modes
This appendix summarises all the equations for the SG4 receiver model presented
in chapter 4. The receiver model features 3 modes, to represent three different flow
patterns in the absorber tube. The equations in this chapter are grouped by receiver
mode. Each section contains a set of equations that describe the mass, energy and
momentum balances in the receiver tube.
C.1 Equations for receiver mode ‘1-2-3’
C.1.1 Mass energy balance and void fraction equations
Combined mass balance for the absorber tube:
A(ρ1 − ρ3)dL1dt + A
(




























































= τγ(γ¯tot − γ¯) (C.2)
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C.1.2 Fluid energy balance equations
Fluid energy balance for liquid region 1:
Aρ1(h1 − h f )dL1dt
+ AL1
[


































= m˙in(hin − h f ) + α1piDiL1(Tw1 − T1) (C.3)
Fluid energy balance for saturated water/vapour region 2:
A(ρ1h f − ρ3hg)dL1dt + A
(




































+ AL2(ρghg − ρ f h f )dγ¯dt
= m˙inh f − m˙outhg + α2piDiL2(Tw2 − T2) (C.4)













































= m˙out(hg − hout) + α3piDiL3(Tw3 − T3) (C.5)
C.1.3 Absorber tube wall energy balances








− G1231 εσpiDo(T4w1 − T4a )−U1231 piDo(Tw1 − Ta)
− α1piDi(Tw1 − T1)
]
(C.6)
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+ Cwρw Aw (Tw1 − Tw(L1 + L2)) dL1dt




− G1232 εσpiDo(T4w2 − T4a )−U1232 piDo(Tw2 − Ta)
− α2piDi(Tw2 − T2)
]
(C.7)




+ Cwρw Aw (Tw(L1 + L2)− Tw3) dL1dt




− G1233 εσpiDo(T4w3 − T4a )−U1233 piDo(Tw3 − Ta)
− α3piDi(Tw3 − T3)
]
(C.8)




2(P− Pout)− τpiDiLρ¯A) (C.9)
C.2 Equations for receiver mode ‘1-2’
C.2.1 Mass energy balance and void fraction equations



























A(L− L1)(ρg − ρ f )dγ¯dt

























+ (hg − h f )dγ¯dt (C.11)
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C.2.2 Fluid energy balance equations
Fluid energy balance for liquid region 1:
































= m˙in(hin − h f ) + α1piDiL1(Tw1 − T1) (C.12)
Fluid energy balance for saturated water/vapour mixture region 2:

















+ A(L− L1)ρg(hg − h f )dγ¯dt
= m˙out(h f − hout) + α2piDiL2(Tw2 − T2) (C.13)







C.2.3 Wall Energy balance equations








− G121 εσpiDo(T4w1 − T4a )−U121 piDo(Tw1 − Ta)
+ α1piDi(T1 − Tw1)
]
(C.15)
Energy balance for tube wall adjacent to region 2:






− G122 εσpiDo(T4w2 − T4a )−U122 piDo(Tw2 − Ta)
+ α2piDi(T2 − Tw2)
]
(C.16)
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Pseudo-equation to maintain Tw3 initialised:
dTw3
dt
= τT(Tw2 − Tw3) (C.17)




2(P− Pout)− τpiDiLρ¯A (C.18)
C.3 Equations for receiver mode ‘1’
C.3.1 Mass energy balance and void fraction equations






















= m˙in − m˙out (C.19)




C.3.2 Fluid energy balance equations




























= m˙inhin − m˙outhout + α1piDiL(Tw1 − T1) (C.21)
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C.3.3 Wall Energy balance equations







− G11εσpiDo(T4w1 − T4a )−U11piDo(Tw1 − Ta)
+ α1piDi(T1 − Tw1)
]
(C.24)
Pseudo-equation to maintain Tw2 initialised:
dTw2
dt
= τT(T2 − Tw2) (C.25)
Pseudo-equation to maintain Tw3 initialised:
dTw3
dt
= τT(T2 − Tw3) (C.26)




2(P− Pout)− τpiDiLρ¯A (C.27)
Appendix D
Implementation architecture of the
SG4 receiver temperature controller
This appendix provides additional details pertaining the implementation of the tem-
perature controller scheme for the SG4 system. It presents an overview of the soft-
ware implementation of the filtering scheme presented in chapter 5 and the temper-
ature controller in chapter 6.
D.1 Filtering Scheme Implementation
The filtering scheme proposed in this thesis was integrated with the SG4 SCADA sys-
tem to exchange information in real time. The integration process consisted of: rede-
ploying the filtering scheme simulation code in the computer that hosts the SCADA
system database, modifying the filtering scheme to await for data processing com-
mands from the SCADA system and implement a method to exchange data between
the SCADA system and the filtering scheme. The SCADA system database and the
filtering scheme applications are hosted in a Microsoft Windows 7 personal computer
in the SG4 system control room.
D.1.1 Overview of filtering scheme data exchange
The experimental implementation of the filtering scheme required the development
of two separate software applications: a filter server and a trigger client. The fil-
ter server implements the filtering scheme procedure containing all receiver model
calculations, and reads all model, filtering and numerical parameters to execute the
filtering procedure. The triggering client is an application that reads from and writes
to the SCADA database. The data exchange between these applications is depicted
in figure D.1.
The SCADA system controls and oversees the operation of the SG4 system (see
chapter 3). During operation, it records system measurements and issues actuator
commands to the system. The filter server initialises with the start-up of the system,
it loads model and filter parameters, initialises all its variables and remains resident
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Figure D.1: Diagram of data exchange between software applications for the experimental
implementation of the filtering scheme proposed in chapter 5.
in memory awaiting for a triggering command to perform one cycle of the filtering
scheme procedure.
The triggering client is launched after the filter server is initialised. At regular
intervals of 2 s, the client retrieves a set of input and output measurements from the
SCADA system database. The client sends the measurements to the Filter server
as ASCII text with a request to compute a state estimate. If successful, the filter-
ing server will respond with another ASCII message that contains the receiver state
estimates. The triggering client converts the state estimates and saves them in the
SCADA database for historisation.1 The filtering client then waits until the next cycle
and then it repeats the process.
Implementing the filtering scheme as a server allows the instantiation of multiple
filters for multiple dishes, and decouples the SCADA system from the estimation
process. A separate trigger client application was requires to establish communica-
tions between the SCADA system and the filter server.
D.1.2 Filter server implementation
The experimental filtering scheme is implemented in C++, and reuses the software
code employed for simulations in chapter 5. The experimental filtering scheme im-
plements its procedure, numerical integration scheme and receiver model equations,
plus it access steam table functions to calculate water and steam properties (i.e. en-
thalpy and density). It is possible to implement the entire filtering scheme code in
C++ and build it into the filter server functionality, thanks to the GNU Octave C++
application programming interface that translates the GNU Octave functionality (e.g.
vector and matrix operations, linear algebra functions, etc) into C++.
The experimental filtering scheme is compiled using MinGW, a software envi-
ronment that allows the compilation of Linux software in Windows (Peters et al.,
1The temperature controller can also access these state estimates to compute it state feedback action
(see section D.2 for details).
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2010). This enables extensive reuse of the software code that implements the filtering
scheme simulations, and exposes the filter server to native Windows functionality.
The version of MinGW used to compile the filter server only generates 32-bit appli-
cations, as opposed to simulations compiled in 64-bit precision. Although both im-
plementations employ double precision calculations, the filter server does not yield
identical results to simulations. Nevertheless, the filter server achieves acceptable
performance by adjusting the minimum and maximum size of the integration step.
The Filter server communicates with the trigger client using the Windows implemen-
tation of the SOCKET communication protocol WinSock (Quinn, 1998).
D.1.3 Trigger client implementation
The SCADA system runs on a proprietary software platform called FAST/TOOLS
by Yokogawa. It is possible to develop custom software applications that access
the SCADA database using a proprietary application programming interface called
FAST/TOOLS .NET API. The API exposes the SCADA database for reading and
writing access to applications written in the Microsoft .NET development framework.
A simple solution is to implement the Trigger client in Microsoft Visual Basic from
sample code enclosed with the FAST/TOOLS .NET API. Microsoft Visual Basic also
implements WinSock functionality. Hence the trigger client acts as a bridge between
the SCADA database and the Filter server, by talking to the SCADA database using
the .NET API and to the Filter server using WinSock.
D.2 Temperature controller
The temperature controller implementation has to perform all the calculations re-
quired by its three regulation mechanisms: full state feedback, integration and feed-
worward loops (see chapter 6).
All the controller calculations are performed in one of the SG4 systems pro-
grammable logic controllers (PLC) and implemented in ladder logic (Pollard, 1994).
The PLC obtains data from the SCADA system and calculates new mass flow com-
mands at regular intervals of 2 s. The PLC already controls the operation of the
feed-water pump via an analog output channel, therefore the automatic control mass
flow command is issued directly from the PLC.
The SCADA supplies the PLC with the following data
• The latest state estimate xˆk|k
• The operating point state x0
• Controller gains F and FI
• The enthalpy reference hre f
• Feedfoward parameters r, Ae f f and Qloss
158 Implementation architecture of the SG4 receiver temperature controller
• Steam table calculations of hin and hout from measurements of Tin, Tout, Pin and
Pout.
It is possible to monitor the value of all controller parameters in the SCADA
graphical operator interface. It is also possible to alter parameters to retune the
controller, except for filtering scheme estimates and inlet/outlet calculations.
The PLC calculates the error dynamic x˙I , implements the anti-windup scheme
and minimum mass flow dynamics in ladder logic. The integrator dynamic is cal-
culated at regular sample intervals of 2 s with a forward Euler scheme (Ascher and
Petzold, 1998).
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