Abstract
Introduction
A mobile ad hoc network can be defined as a network that is spontaneously deployed and is independent of any static network. The network consists of mobile nodes with wireless interfaces and has an arbitrary dynamic topology. The mobile nodes can communicate with only nodes in their transmission range and each one of them acts as router in routing data through the network. The networks is characterized by frequent link formation and disruption due to the mobility of the nodes and hence any assumption about the topology of the network does not necessary hold. Wireless links failure occur when nodes move so that they are no longer within transmission range of each other. Likewise, wireless link formation occurs when nodes move so that they are again within transmission range of each other. In [1] , an algorithm is proposed to solve the mutual exclusion problem for mobile ad hoc networks. The mutual exclusion problem is concerned with how to control nodes to enter the critical section to access a shared resource in a mutually exclusive way. The mutual exclusion problem involves a group of processes, each of which intermittently requires access to a resource or a piece of code called the critical section (CS). At most one process may be in the CS at any given time. Providing shared access to resources through mutual exclusion is a fundamental problem in computer science, and is worth considering for the ad hoc environment, where stripped-down mobile nodes may need to share resource. Distributed mutual exclusion algorithms which rely on the maintenance of a logical structure to provide order and efficiency (e.g., [17, 18] ) may be inefficient when run in a mobile environment, where the topology can potentially change with every node movement. Badrinath et al (1994) solve this problem on cellular mobile networks, where the bulk of the computation can be run on wired portions of the network. The Group Mutual Exclusion (GME) is a generalization of the mutual exclusion problem, formulated by Joung [7] in 1998. In the GME problem, multiple resources are shared among nodes. Nodes requested to access the same shared resource may do so concurrently. However, if nodes compete to access different resources, only one of them can proceed. In group mutual exclusion a "session" before entering its critical section, processes are allowed to be in the critical section simultaneously provided they have requested the same session. To rule out solutions that cause processes to delay each other even when they all request the same session, group mutual exclusion algorithms must satisfy a property called "concurrent entering". Joung stated this property
Related work
In [2] , a token-based mutual exclusion algorithm, named RL (Reverse Link), for ad hoc networks is proposed. The RL algorithm takes the followings assumptions on the mobile nodes and network:
1. The nodes have unique node identifiers, 2. Nodes failures do not occur, 3. Communications links are bidirectional and FIFO, 4. A link level protocol ensures that each node is aware of the set of nodes with which it can currently communicate by providing indications of link formations and failures, 5. Incipient link failure are detectable, providing reliable communication on a per-hop basis, 6. Partitions of the network do not occur, and 7. Message delays obey the triangle inequality (i.e. messages that travel 1 hop will be received before messages sent at the same time that travel more than 1 hop). The RL algorithm also assumes that there is a unique token initially and utilizes the partial reversal technique in [8] to maintain a token oriented DAG (directed acyclic graph). In the RL algorithm, when a node wishes to access the shared resource, it sends a request message along one of the communication link. Each node maintains a queue containing the identifiers of neighboring nodes from which it has received request for the token. The RL algorithm totally orders nodes so that the lowestordered node is always the token holder. Each node dynamically chooses its lowest-ordered neighbor as its outgoing link to the token holder. When a node detects a failure of an outgoing link and it is not the last outgoing one, it reroutes the request. If it is the last outgoing link, there is no path to the token holder, so, it invokes a partial rearrangement of the DAG to find a new route. When a new link is detected, the two nodes concerned with this fact exchange message to achieve the necessary change in their outgoing and incoming links and to reroute eventually their requests. So, the partial rearrangement is called. The algorithm guarantees the safety and liveness property (see [11] for the proof). Now we present the scenario for the GME problem. Consider an ad hoc networks consisting of n nodes and m shared resources. Nodes are assumed to cycle through a non-critical section (NCS), a waiting section (Trying), and a critical section (CS). A node i can access the shared resource only within the critical section. Every time when a node i whishes to access a shared resource S i , node i moves from its NCS to the Trying, waiting for entering the CS. The GME problem [7] is concerned with how to design an algorithm satisfying the following property:
· Mutual Exclusion: If two distinct nodes, say i and j, are in the CS simultaneously, then S i = S j .
• Bounded Delay: If a node enters the Trying protocol, then it eventually enters the CS.
• Concurrent Entering: If there are some nodes requesting to access the same resource while no node is accessing a different resource, then all the requesting nodes can enter CS concurrently. Note that this property is a trivial consequence of Bounded Delay, unless runs with non-terminating CS executions are admissible. For now let us focus on executions where all requests are for the same node. Joung's informal statement of concurrent entering was that (in such executions) nodes should be able not only to concurrently occupy the CS but to concurrently enter it without "unnecessary synchronization". This means that (in such executions) nodes should not delay one another as they are trying to enter the CS. Concurrent occupancy ensures that a node i trying to enter the CS is not delayed by other nodes that have already entered the CS. It does not, however, prevent i from being delayed (for arbitrary long) by other nodes that are simultaneously trying to enter the CS.
Weight-Throwing scheme
Let S = {P 1 ,P 2 , … ,P n } be the set of distributed processes. For now, we assume that S is fault-free. Each Pi keeps a real w i , which indicates the weight that Pi is holding at hand. Initially, each process is active and w i =1/n . So the total weight in the system is 1. One special process is S (say P 1 ) is designated as the leader of the system. The leader is responsible for collecting weights in the system and on accumulating all weight in the system, declaring termination. The weight-throwing scheme works as follows. Whenever an active process P i wants to send a basic message B to another process P j , P i performs: (1) partitioning w i into two positive reals x and y that x + y = w i , (2) sending B(x) to P j , where B(x) denotes the basic message B appended with the number x, and (3) letting w i = y. Accordingly, on P j receiving B(x), P j retrieves the appended weight x and combines x to its current weight, i.e., assigning w j + x to w j . Whenever a process P i , i ≠ 1, switches from active to idle, it sends a weight-reporting message C(w i ) to the leader P 1 and sets its w i to 0. Accordingly, P 1 , on receiving C(w i ), combines w i to its current weight. The above rules preserve two important invariants:
· At any moment, every active process holds a non-zero weight. Every active process in-transit basic/control message also carries a non-zero weight. · At any moment, the sum of weight held by all active processes, in-transit basic message and in-transit control messages is 1. The weight have jointly represented the process idleness (i.e. a non-leader P i is idle iff w i = 0 and the emptiness of channels (i.e; Σi=1..n w i = 1 iff all channels are empty)) at the same time. Thus, when P1 becomes idle and has accumulated all the weights in the system (i.e., w 1 = 1), it can declare termination. We have described the weight-throwing scheme in an abstract manner. Note that weights must be expressed precisely so as to guarantee the correct detection of termination. Using floating-point values is not appropriate due to possible rounding errors. This problem can be easily solved by using a pair of integers to represent the weights (e.g., the initial weight of 1/n is [1, n] ). This may, theoretically, lead to another problem of very long message. The reader is requested to refer to [15, 16] , where several variants are discussed.
Preliminaries
Obtaining hierarchical organization of a network is a well-know and studied problem of distributed computing. It has been proven effective in the solution of several problems, such as, minimizing the amount of storage for communication information (e.g., routing and multicast tables), thus reducing information update overhead, optimizing the use of the network bandwidth, distributing resources throughout the network, etc. In the case of ad hoc networks, i.e., wireless networks in which possibly all nodes can be mobile, partitioning the nodes into groups (cluster) is similarly important. In addition, clustering is crucial for controlling the spatial reuse of the shared channel (e.g., in terms of time division or frequency division schemes), for minimizing the amount of data to be exchanged in order to maintain routing and control information in a mobile environment, as well as for building and maintaining cluster-based virtual network architectures. The notion of cluster organization has been used for ad hoc networks since their appearance. In [20, 21, 22, 23] , a "fully distributed linked cluster architecture" is introduced mainly for hierarchical routing and to demonstrate the adaptability of the network to connectivity changes. With the advent of multimedia communications, the use of the cluster architecture for ad hoc networks has been revised by [24, 25, 26] . In these latter works the emphasis is toward the allocation of resources, namely, bandwidth and channel, to support multimedia traffic in an ad hoc environment. In existing solutions for clustering of ad hoc networks, the clustering is performed in two phases: clustering set up and clustering maintenance. The first phase is accomplished by choosing some nodes that act as coordinators of the clustering process (clusterheads). Then a cluster is formed by associating a clusterhead with some of its neighbors (i.e., nodes within the clusterhead's transmission range) that become the ordinary nodes of the cluster. Once the cluster is formed, the clusterhead can continue to be the local coordinator for the operations of its cluster (as in [20, 23, 25, 28, 29, 30] , or, in order to avoid bottlenecks, the control can be distributed among the nodes of the cluster [25, 26] . The existing clustering algorithms differ on the criterium for the selection of the clusterheads. For example in [20, 23, 26 ] the choice of the clusterhead is based on the unique identifier (ID) associated to each node: the node with the lowest ID is selected as clusterhead, then the cluster is formed by that node and all its neighbors. The same procedure is repeated among the remaining nodes, until each node is assigned to a cluster. When the choice is based on the maximum degree (i.e., the maximum number of neighbor) of the nodes, the algorithm described in [25] is obtained. A common assumption for the clustering set up is that the nodes do not move while the cluster formation is in progress. This is a major drawback, since in real ad hoc situations, no assumptions can be made one the mobility of the nodes. In this paper, we used the Distributed Clustering Algorithm (DCA), which is a common generalization for the (sole) clustering set up presented, e.g., in [20, 26] . These previous approaches are generalized by allowing the choice of the clusterheads based on a generic weight (a real number ≥ 0) associated with each node: The bigger the weight of a node, the better that node for the role of clusterhead. The main advantage of this approach is that, by representing with the weights mobility-related parameters of the nodes, we can choose for the role of clusterhead those nodes that are better suited for that role. For instance, when the weight of a node is inversely proportional to its speed, the less mobile nodes are selected to be clusterheads. Since these nodes either do not moves or move slower than the other nodes, their cluster is guaranteed to have a longer life, and consequently the overhead associated with the cluster maintenance in the mobile environment is minimized. We model and ad hoc network by an undirected graph G=(V,E) in which V, |V| = n, is the set of (wireless) nodes and there is an edge {u, v} ∈ E if and only if u and v can mutually receive each others' transmission. In this case, we say that u and v are neighbor. The set of the neighbors of a node v ∈ V will be denoted by Γ(V). Due to mobility, the graph can change in time. Every node i in the networks is assigned a unique identifier (ID). For simplicity, here we identify each node with its ID and we denote both with v. Finally, we consider weighted networks, i.e., a weight w i (a real number ≥ 0) is assigned to each node i (0≤i≤n−1) of the network. Clustering and ad hoc network means partitioning its nodes into cluster, each one with a clusterhead and (possibly) some ordinary nodes. The choice of the clusterheads is here based on the weight associated to each node. The bigger the weight of the node, the better that node for the role of clusterhead. In order to meet the requirements imposed by the wireless, mobile nature of these networks, a clustering algorithm is required to partition the nodes of the network so that the following ad hoc clustering properties are satisfied:
1. Every ordinary node has at least a clusterhead as neighbor (dominance property), 2. Enery ordinary node affiliates with the neighboring clusterhead that has the bigger weight, 3. No two clusterheads can be neighbors (independence property). Property 1. its necessary to ensure that each ordinary node has direct access to at least one clusterhead (the one of the cluster to which it belongs), thus allowing fast intra-and intercluster communications. The second property ensures that each ordinary node always stays with the neighboring clusterhead with the bigger weight, i.e., with the clusterhead that can give it a "guaranteed good" service. Finally, property 3. guarantees that the network is covered by a "well scattered" set of clusterheads, so that each node in the networks has a clusterhead in its neighborhood and it has direct access to that clusterhead. For the sake of simplicity, we stipulate that each node has a different weight. As an example, the topology of a simple ad hoc network is shown in Fig. 1 . 
Algorithm
In this algorithm, we assume that all the nodes concurrently accessing the same resource terminate their tasks. The algorithm is assumed to execute in a system consisting of n nodes and m shared resources. Nodes are labeled as 0,1, … , n − 1, and resources are labeled as 0,1, … , m − 1. We assume there is a unique token held by node 0 initially. Variables used in the algorithm by node i.
· Status: indicate whether node is in the Trying, CS or NCS section. Initially, status=NCS (see Fig. 2 
.). · N: the set of all nodes in direct wireless contact with node i. Initially, N contains all of node
i's neighbors. · w i : the weight associated to node i. · weight: a variable used for weight throwing. Initially, weight is set to 0 for every node. · Cluster(i): the set of nodes in i's cluster. It is initialized to ∅. · height: a three-tuple (h1,h2, i) representing the height of node i. Links are considered to be directed from nodes with higher height toward nodes with lower height, based on lexicographic ordering. Initially at node 0, height 0 =(0,0,0) and, for all i ≠ 0, height i is initialized so that the directed links from a DAG where each node has a directed path to node 0. · Vect: an array of tuples representing node i's view of height of node i, i ∈ N. Initially, 
Vect[i]=height of node i. From i's viewpoint, the link between i and j is incoming to node i if

Principle of the algorithm
The principle of algorithm is the following: We assume that the DCA (Distributed Clustering Algorithm) [12] protocol has set up a cluster structure over the network and that, now the network is mobile according the restriction that the structure of the cluster must not change. There is a single token on the network and we assume that the token is safe and reliable. The token passes from a clusterhead to another. The nodes that are not clusterheads just play the role of router. When a clusterhead holds the token, it sends successively a SubToken() message to all its neighbors (the nodes found in the Cluster(i)). Each of them gets the CS if it wants and then sends back the SubToken() message to its clusterhead. The clusterhead who holds the token also informs other clusterheads of the opened session2. The nodes of other clusters who wish to enter this session do after being informed by their clusterhead. This is made possible with the dominance property. Once all its affiliated neighbors, including itself, have been satisfied, it sends the token to the next clusterhead. In our algorithm, we consider the next clusterhead as one whose size of the cluster is the largest in terms of numbers of nodes. It may happen that the remaining clusters are the same size, in this case we choose the clusterhead who is in Cluster() who has the greater ID. Like the RL algorithm, the proposed algorithm is event-driven. An event at node i consists of receiving a message from another node, or an indication of link failure or formation from the link layer, etc. Each event triggers a procedure, which is assumed to be executed atomically. Below, we present the overview of the event-driven procedures:
· Requesting the resource R: When node i requests to enter the CS to access resource R, it enqueues the message Request() on Q and sets status to Trying. If node i does not currently hold the token, it calls SendRequest to send a request message. If node holds the token that means that i is a clusterhead, i then sets weight to 0, removes Request() from Q and set status to CS to access resource R, since its request will be at the head of Q. node i also sends SubToken() to all neighbors which are in Cluster(i). If node i receives any request message, say Request(j,S), while it is in the CS, it sends SubToken(R,w)with w=1 to every requesting neighbor in his cluster. For each subtoken sent, node i increments weight by 1. Note that the request message Request(j,S) is enqueues on Q if S ≠ R. If S=R, then Request(j,S) is fulfilled is true, the current value of height is compared to the value of height when the link to j was first detected, formHeight [j] . If height and formHeight [j] are different, then a LinkInfo() message is sent to j. Identifier j is added to N and forming [j] is set to false. If j is an element of Q and j is a node of an outgoing links and is not the token holder, i calls raiseHeight() so that an outgoing link will be formed. Otherwise, if Q is non-empty, and the link to next has reversed, i calls SendRequest() since it must send another request for the token. · Link failing: When node i senses the failure of a link to a neighboring node j, it removes j from N, sets receivedLink[j] to true, and if j is an element of Q, deletes j from Q. Then, if i is not the token holder and i has not outgoing links, i calls raiseHeight(). If node i is not the token holder, Q is non-empty, and the link to next has failed, i calls SendRequest() since it must send another request message for the token. value to 1, node i then increase weight by q and remove the request messages for accessing resource R from Q. If next ≠ i, i lowers Vect[next] to (height.h1,height.h2 − 1,next), so any incoming Req() message will be sent to next, sets leader to false, sets receivedLink[next] to false, and then sends a token message to next. If Q is non-empty after sending a token message to next, a request message is sent to next immediately following the token message so the token will eventually be returned to i. · Procedure raiseHeight(): Called at non-token holding node i when i loses its last outgoing link. Node i raises its height using the partial reversal method of [8] 
Proof of the algorithm
In this section we prove that the algorithm satisfies the following three properties: mutual exclusion between sessions, the bounded delay, and the concurrent entering. Below, we prove that the proposed algorithm satisfies the bounded delay property by showing that a requesting node owns the token eventually. Since the height values of the nodes are totally ordered, the logical graph whose arcs are assumed to have the direction from higher height to lower height values cannot have any cycle, and thus it is a DAG (Directed Acyclic Graph). We want to show that the DAG is token oriented, i.e., for every node i, there exists a directed path originating at node i and terminating at the token holder. We present Lemma 4.1, which is the very Lemma 4 of [2] . 
