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A PDE APPROACH TO SPACE-TIME
FRACTIONAL PARABOLIC PROBLEMS∗
RICARDO H. NOCHETTO†, ENRIQUE OTA´ROLA‡ , AND ABNER J. SALGADO§
Abstract. We study solution techniques for parabolic equations with fractional diffusion and
Caputo fractional time derivative, the latter being discretized and analyzed in a general Hilbert space
setting. The spatial fractional diffusion is realized as the Dirichlet-to-Neumann map for a nonuni-
formly elliptic problem posed on a semi-infinite cylinder in one more spatial dimension. We write our
evolution problem as a quasi-stationary elliptic problem with a dynamic boundary condition. We
propose and analyze an implicit fully-discrete scheme: first-degree tensor product finite elements in
space and an implicit finite difference discretization in time. We prove stability and error estimates
for this scheme.
Key words. Fractional derivatives and integrals, fractional diffusion, weighted Sobolev spaces,
finite elements, stability, anisotropic estimates, fully-discrete methods.
AMS subject classifications. 26A33, 65J08, 65M12, 65M15, 65M60, 65R10.
1. Introduction. We are interested in the numerical approximation of an initial
boundary value problem for a space-time fractional parabolic equation. Let Ω be an
open and bounded subset of Rn (n ≥ 1), with boundary ∂Ω. Given s ∈ (0, 1),
γ ∈ (0, 1], a forcing function f , and an initial datum u0, we seek u such that
∂γt u+ Lsu = f in Ω× (0, T ), u(0) = u0 in Ω, u = 0 on ∂Ω× (0, T ). (1.1)
Here Ls, s ∈ (0, 1), is the fractional power of the second order elliptic operator
Lw = −divx′(A∇x′w) + cw, (1.2)
where 0 ≤ c ∈ L∞(Ω) and A ∈ C0,1(Ω,GL(n,R)) is symmetric and positive definite.
The fractional derivative in time ∂γt for γ ∈ (0, 1) is understood as the left-sided
Caputo fractional derivative of order γ with respect to t, which is defined by
∂γt u(x, t) :=
1
Γ(1− γ)
ˆ t
0
1
(t− r)γ
∂u(x, r)
∂r
dr, (1.3)
where Γ is the Gamma function. For γ = 1, we consider the usual derivative ∂t.
One of the main difficulties in the study of problem (1.1) is the nonlocality of the
fractional time derivative and the fractional space operator (see [3, 4, 5, 13, 25, 27]). A
possible approach to overcome the nonlocality in space is given by the seminal result
of Caffarelli and Silvestre in Rn [4] and its extensions to bounded domains [3, 5, 27].
Fractional powers of L can be realized as an operator that maps a Dirichlet boundary
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condition to a Neumann condition via an extension problem on C = Ω× (0,∞). This
extension is the following mixed boundary value problem (see [3, 4, 5, 27] for details):
LU − α
y
∂yU − ∂yyU = 0 in C, U = 0 on ∂LC, ∂αν U = dsf on Ω× {0}, (1.4)
where ∂LC = ∂Ω × [0,∞) is the lateral boundary of C, α = 1 − 2s ∈ (−1, 1), ds =
2αΓ(1− s)/Γ(s) and the conormal exterior derivative of U at Ω× {0} is
∂αν U = − lim
y→0+
yαUy. (1.5)
We will call y the extended variable and the dimension n+1 in Rn+1+ the extended
dimension of problem (1.4). The limit in (1.5) must be understood in the sense of
distributions; see [4, 27]. As noted in [3, 4, 5, 27], we can relate the fractional powers of
the operator L with the Dirichlet-to-Neumann map of problem (1.4): dsLsu = ∂αν U
in Ω. Notice that the differential operator in (1.4) is −div (yαA∇U ) + yαcU where,
for all (x′, y) ∈ C, A(x′, y) = diag{A(x′), 1} ∈ C0,1(C,GL(n+ 1,R)).
The Caffarelli-Silvestre result has also been employed for the study of evolution
equations with space fractional diffusion. For instance, by using this technique, Ho¨lder
estimates for the fractional heat equation were proved in [26]. We thus rewrite (1.1)
as a quasi-stationary elliptic problem with dynamic boundary condition:{
−div (yαA∇U) + yαcU = 0 in C × (0, T ), U = 0 on ∂LC × (0, T ),
ds∂
γ
t U + ∂αν U = dsf on (Ω× {0})× (0, T ), U = u0, on Ω× {0}, t = 0.
(1.6)
Before proceeding with the description and analysis of our method, let us give
an overview of those advocated in the literature. The design of an efficient technique
to treat numerically the left-sided Caputo fractional derivative of order γ is not an
easy task. The main difficulty is given by the nonlocality of the operator ∂γt . There
are several approaches via finite differences, finite elements and spectral methods. For
instance, a finite difference scheme is proposed and analyzed in [15, 16] to deal with ∂γt
and the so-called fractional cable equation. Semidiscrete finite element methods have
been analyzed in [12] for (1.1) with γ ∈ (0, 1) and s = 1. Approaches via discontinuous
Galerkin methods have been studied in [18, 19] for an alternative formulation of (1.1)
with γ ∈ (0, 2) and s = 1. We refer to [19, §1] for an overview of the state of the art.
The finite difference scheme proposed in [15, 16] has a consistency error O(τ2−γ),
where τ denotes the time step. This error estimate, however, requires a rather strong
regularity assumption in time which is problematic; see [17] and §3.2. Since 0 < γ < 1,
derivatives of the solution u of (1.1) with respect to t are unbounded as t ↓ 0. In
this work, we examine the singular behavior of ∂tu and ∂ttu when t ↓ 0 and derive
realistic time-regularity estimates for u; see also [17, 19]. Using these refined results
we analyze the truncation error and show discrete stability. The latter leads to an
energy estimate for parabolic problems with fractional time derivative in a general
Hilbert space setting, written in terms of a fractional integral of a norm of u. We
remark that Ho¨lder regularity results for a parabolic equation with Caputo fractional
time derivative have been recently establishedby Allen, Caffarelli and Vasseur in [2].
In prior work [20] we used the Caffarelli-Silvestre extension to discretize the frac-
tional space operator and obtained near-optimal error estimates in weighted Sobolev
spaces for the extension. We refer the reader to [20] for a an overview of the existing
numerical techniques to solve elliptic problems involving fractional diffusion together
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with their advantages and disadvantages. In this paper, we will adapt the approach
developed in [20] to the parabolic case.
We use the extension (1.6) to find the solution of (1.1): given f and u0, we solve
(1.6), thus obtaining a function U : C × (0, T ) → R. Letting u : Ω × (0, T ) → R be
u(x′, t) := U(x′, 0, t), we obtain the solution of (1.1). The main objective of this work
is to describe and analyze a fully discrete scheme for problem (1.6). We use implicit
finite differences for time discretization [15, 16], and first degree tensor product finite
elements for space discretization.
The outline of this paper is as follows. In section 2 we introduce some termi-
nology used throughout this work. We recall the definition of the fractional powers
of elliptic operators via spectral theory in §2.2, and in §2.3 we introduce the func-
tional framework that is suitable to study problems (1.1) and (1.6). In §2.4, we derive
a representation for the solution of problem (1.4). We present regularity results in
space and time in §2.5.1 and §2.5.2, respectively. The time discretization of problem
(1.1) is analyzed in section 3: the case γ = 1 is discretized by the standard backward
Euler scheme whereas, for γ ∈ (0, 1), we consider the finite difference approximation
of [15, 16]. For both cases we derive stability results and a novel energy estimate for
parabolic problems with fractional time derivative in a general Hilbert space setting.
We discuss error estimates for semi-discrete schemes in §3.4. The space discretization
of problem (1.6) begins in section 4: in §4.1, we introduce a truncation of the domain
C and study some properties of the solution of a truncated problem; in §4.2 we present
the finite element approximation to the solution of (1.6) in a bounded domain and in
§4.3 we study a weighted elliptic projector and its properties. In section 5, we deal
with fully discrete schemes and derive error estimates for all γ ∈ (0, 1] and s ∈ (0, 1).
2. Solution representation and regularity. Throughout this work Ω is an
open, bounded and connected subset of Rn, n ≥ 1, with polyhedral boundary ∂Ω.
We define the semi-infinite cylinder and its lateral boundary, respectively, by C =
Ω × (0,∞) and ∂LC = ∂Ω × [0,∞). Given Y > 0, we define the truncated cylinder
CY = Ω×(0, Y ) and ∂LCY accordingly. If x ∈ Rn+1, we write x = (x′, y), with x′ ∈ Rn
and y ∈ R. If X is a normed space, X ′ denotes its dual and ‖ · ‖X its norm. The
relation a . b means a ≤ cb, with a nonessential constant c that might change at each
occurrence.
If T > 0 and φ : D× (0, T )→ R, with D a domain in RN (N ≥ 1), we consider φ
as a function of t with values in a Banach space X , φ : (0, T ) ∋ t 7→ φ(t) ≡ φ(·, t) ∈ X .
For 1 ≤ p ≤ ∞, Lp(0, T ;X ) is the space of X -valued functions whose norm in X is in
Lp(0, T ). This is a Banach space for the norm
‖φ‖Lp(0,T ;X ) =
(ˆ T
0
‖φ(t)‖pX
)1
p
, 1 ≤ p <∞, ‖φ‖L∞(0,T ;X ) = esssup
t∈(0,T )
‖φ(t)‖X .
In (1.1), ∂γt denotes the left-sided Caputo fractional derivative (1.3). There are
three, not equivalent, definitions of fractional derivatives: Riemann-Liouville, Caputo
and Gru¨nwald-Letnikov. For their definitions and properties see [13, 25].
2.1. Fractional integrals. Given a function g ∈ L1(0, T ), the left Riemann-
Liouville fractional integral Iσg of order σ > 0 is defined by [13, 25]:
(Iσg)(t) =
1
Γ(σ)
ˆ t
0
g(r)
(t− r)1−σ dr; (2.1)
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note that ∂γt g(t) = (I
1−γ∂tg)(t) for all g ∈W 11 (0, T ). Young’s inequality for convolu-
tions immediately yields the following result.
Lemma 2.1 (continuity). If g ∈ L2(0, T ) and φ ∈ L1(0, T ), then the operator
g 7→ Φ, Φ(t) = φ ⋆ g(t) =
ˆ t
0
φ(t− r)g(r) dr
is continuous from L2(0, T ) into itself and ‖Φ‖L2(0,T ) ≤ ‖φ‖L1(0,T )‖g‖L2(0,T ).
Corollary 2.2 (continuity of Iσ). For any σ > 0, the left Riemann-Liouville
fractional integral Iσg is continuous from L2(0, T ) into itself and
‖Iσg‖L2(0,T ) ≤
T σ
Γ(σ + 1)
‖g‖L2(0,T ) ∀g ∈ L2(0, T ).
2.2. Fractional powers of general second order elliptic operators. The
operator L−1 : L2(Ω) → L2(Ω), which solves Lw = f in Ω and w = 0 on ∂Ω is
compact, symmetric and positive, so its spectrum {λ−1k }k∈N is discrete, real, positive
and accumulates at zero. Moreover, the eigenfunctions {ϕk}k∈N
Lϕk = λkϕk in Ω, ϕk = 0 on ∂Ω, k ∈ N (2.2)
form an orthonormal basis of L2(Ω). Fractional powers of L can be defined by
Lsw :=
∞∑
k=1
λskwkϕk, w ∈ C∞0 (Ω), s ∈ (0, 1), (2.3)
where wk =
´
Ω
wϕk. By density we extend this definition to
Hs(Ω) =
{
w =
∞∑
k=1
wkϕk :
∞∑
k=1
λskw
2
k <∞
}
= [H10 (Ω), L
2(Ω)]1−s; (2.4)
see [20] for details. For s ∈ (0, 1) we denote by H−s(Ω) the dual space of Hs(Ω).
2.3. The Caffarelli-Silvestre extension problem. The Caffarelli-Silvestre
result [3, 4, 5, 27], requires to deal with a nonuniformly elliptic equation. Let D ⊂
Rn+1 be open and define L2(|y|α, D) as the Lebesgue space for the measure |y|α dx.
Define also H1(|y|α, D) := {w ∈ L2(|y|α, D) : |∇w| ∈ L2(|y|α, D)}, with norm
‖w‖H1(|y|α,D) =
(
‖w‖2L2(|y|α,D) + ‖∇w‖2L2(|y|α,D)
) 1
2
. (2.5)
Since α ∈ (−1, 1), |y|α belongs to the Muckenhoupt class A2(Rn+1); see [11, 29]. This
implies that H1(|y|α, D) is Hilbert and C∞(D) ∩H1(|y|α, D) is dense in H1(|y|α, D)
(cf. [29, Proposition 2.1.2, Corollary 2.1.6] and [11, Theorem 1]).
To study problem (1.6) we define the weighted Sobolev space
◦
H1L(y
α, C) := {w ∈ H1(yα, C) : w = 0 on ∂LC} . (2.6)
As [20, (2.21)] shows, the following weighted Poincare´ inequality holds:
‖w‖L2(yα,C) . ‖∇v‖L2(yα,C), ∀w ∈
◦
H1L(y
α, C). (2.7)
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Then, the seminorm on
◦
H1L(y
α, C) is equivalent to the norm (2.5). For w ∈ H1(yα, C)
trΩw denotes its trace onto Ω× {0}. We recall ([20, Prop. 2.5] and [5, Prop. 2.1])
trΩ
◦
H1L(y
α, C) = Hs(Ω), ‖ trΩw‖Hs(Ω) ≤ CtrΩ‖w‖ ◦H1L(yα,C). (2.8)
The Caffarelli-Silvestre extension result [4, 27] then reads: If u ∈ Hs(Ω) solves
Lsu = f in Ω and U ∈ ◦H1L(yα, C) solves (1.4), then trΩ U = u.
To write the appropriate Caffarelli-Silvestre extension for problem (1.6), we define:
W := {w ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;Hs(Ω)) : ∂γt w ∈ L2(0, T ;H−s(Ω))},
V := {w ∈ L2(0, T ; ◦H1L(yα, C)) : ∂γt trΩw ∈ L2(0, T ;H−s(Ω))}.
(2.9)
Thus, given f ∈ L2(0, T ;H−s(Ω)), a function u ∈ W solves (1.1) if and only if the
harmonic extension U ∈ V solves (1.6). A weak formulation of (1.6) reads: Find
U ∈ V such that trΩ U(0) = u0 and, for a.e. t ∈ (0, T ),
〈trΩ ∂γt U , trΩ φ〉+ a(U , φ) = 〈f, trΩ φ〉 ∀φ ∈
◦
H1L(y
α, C), (2.10)
where 〈·, ·〉 is the duality pairing between Hs(Ω) and H−s(Ω) and
a(w, φ) :=
1
ds
ˆ
C
yαA(x)∇w · ∇φ+ yαc(x′)wφ. (2.11)
Remark 2.3 (equivalent seminorm). The regularity of A and c and (2.7) imply
that a, defined in (2.11), is bounded and coercive in
◦
H1L(y
α, C). In what follows we
shall use repeatedly that a(w,w)1/2 is an equivalent norm to | · |H1(yα,C) in
◦
H1L(y
α, C).
Remark 2.4 (dynamic boundary condition). Problem (2.10) is an elliptic prob-
lem with a dynamic boundary condition: ∂αν U = f−trΩ ∂γt U on Ω×{0}. Consequently,
its analysis is slightly different from the standard theory for parabolic equations.
Remark 2.5 (initial datum). The initial datum u0 of problem (1.1) determines
only U(0) on Ω×{0} in a trace sense. However, in the subsequent analysis it is neces-
sary to consider its extension to the whole cylinder C. Thus, we define U(0) to be the
solution of problem (1.4) with the Neumann condition replaced by the Dirichlet con-
dition trΩ U = u0. References [3, 5] provide the estimate ‖U(0)‖ ◦H1L(yα,C) . ‖u0‖Hs(Ω).
2.4. Solution representation. Using the eigenpairs {λk, ϕk} we deduce that
if u(x′, t) =
∑
k uk(t)ϕk(x
′) solves (1.1) then U , solution of (1.6), can be written as
U(x, t) =
∞∑
k=1
uk(t)ϕk(x
′)ψk(y), (2.12)
where ψk solves
ψ′′k + αy
−1ψ′k − λkψk = 0, ψk(0) = 1, ψk(y)→ 0, y →∞. (2.13)
If s = 12 , then ψk(y) = e
−√λky. For s ∈ (0, 1) \ { 12} we have that if cs = 2
1−s
Γ(s) , then
ψk(y) = cs
(√
λky
)s
Ks(
√
λky), where Ks denotes the modified Bessel function of the
second kind; see [5, 20]. For s ∈ (0, 1), we have [20]
lim
y↓0+
yαψ′k(y)
dsλsk
= −1, (2.14)
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and, for a, b ∈ R+, a < b
ˆ b
a
yα
(
λkψk(y)
2 + ψ′k(y)
2
)
dy = yαψk(y)ψ
′
k(y)|ba . (2.15)
The boundary condition of (1.6), in conjunction with (1.5), and (2.12)–(2.14) imply
dsf = − lim
y↓0
yαUy + ds trΩ ∂γt U = ds
∞∑
k=1
ϕk (λ
s
kuk + ∂
γ
t uk) , (2.16)
which, in turn, since u|t=0 = u0, yields the fractional initial value problem for uk
∂γt uk(t) + λ
s
kuk(t) = fk(t), t > 0, uk(0) = u0,k, (2.17)
with u0,k = (u0, ϕk)L2(Ω), and fk = 〈f, ϕk〉. The theory of fractional ordinary dif-
ferential equations [13, 25] gives a unique function uk satisfying problem (2.17). In
addition, using (2.12) and (2.13), we obtain
U(x′, 0, t) =
∞∑
k=1
uk(t)ϕk(x
′)ψk(0) =
∞∑
k=1
uk(t)ϕk(x
′) = u(x′, t).
Finally, Remark 2.3 together with formulas (2.14) and (2.15) imply
‖∇U(t)‖2L2(yα,C) .
∞∑
k=1
uk(t)
2
ˆ ∞
0
yα
(
λkψk(y)
2 + ψ′k(y)
2
)
= ds‖u(t)‖2Hs(Ω) (2.18)
for a.e. t ∈ (0, T ). We now turn our attention to the solution of problem (2.17).
2.4.1. Case γ = 1: The exponential function. If γ = 1, then (2.17) reduces
to a first-order initial value problem. We define E(t)w =
∑∞
k=1 e
−λskt(w,ϕk)L2(Ω)ϕk,
which is the solution operator of (1.1) with f ≡ 0. By Duhamel’s principle, the
solution of problem (1.1) is u(x′, t) = E(t)u0 +
´ t
0 E(t− r)f(x′, r) dr.
2.4.2. Case γ ∈ (0, 1): The Mittag-Leffler function. For γ > 0 and µ ∈ R,
we define the Mittag Leffler function Eγ,µ(z) as
Eγ,µ(z) :=
∞∑
k=0
zk
Γ(γk + µ)
, z ∈ C; (2.19)
see [13, 25]. For λ, γ, t ∈ R+, we have [13, Lemma 2.23]
∂γt Eγ,1(−λtγ) = −λEγ,1(−λtγ). (2.20)
If γ ∈ (0, 2), µ ∈ R, πγ/2 < δ < min{π, πγ} and δ ≤ | arg(z)| ≤ π, then [13, §1.8]
(1 + |z|)−1|Eγ,µ(z)| . 1. (2.21)
Following [24] we construct the solution to (1.1). The solution operator for f ≡ 0 is
Gγ(t)w =
∞∑
k=1
Eγ,1(−λsktγ)wkϕk. (2.22)
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which follows from (2.20); see also [12, (2.3)] and [17, (2.6)] for the particular case
s = 1. If f 6= 0 and u0 ≡ 0, we also define the operator
Fγ(t)w =
∞∑
k=1
tγ−1Eγ,γ(−λsktγ)wkϕk. (2.23)
Using these operators, we have ([12, (2.4)] and [24, Theorem 2.2] for s = 1)
u(x′, t) = Gγ(t)u0 +
ˆ t
0
Fγ(t− r)f(x′, r) dr; (2.24)
These considerations yield existence and uniqueness for solutions of (1.1) and (1.6).
We refer to §3 for energy estimates (see also [24]).
Theorem 2.6 (existence and uniqueness). Given s ∈ (0, 1), γ ∈ (0, 1], f ∈
L2(0, T ;H−s(Ω)) and u0 ∈ L2(Ω), problems (1.1) and (1.6) have a unique solution.
Proof. Existence and uniqueness of problem (1.1) can be obtained modifying the
spectral decomposition approach studied in [24] based on the solution representation
(2.24); see [24, Theorems 2.1 and 2.2]. Similar arguments apply to conclude the
well-posedness of problem (1.6). For brevity, we leave the details to the reader.
2.5. Regularity. Let us now discuss the space and time regularity of U . In what
follows we tacitly assume that Ω is such that
‖w‖H2(Ω) . ‖Lw‖L2(Ω), ∀w ∈ H2(Ω) ∩H10 (Ω). (2.25)
2.5.1. Space regularity. The regularity in space of U is described below.
Theorem 2.7 (space regularity). Let U ∈ ◦H1L(yα, C) solve (1.6). For s ∈
(0, 1) \ { 12} and γ = 1, we have
‖∇∇x′U‖2L2(0,T ;L2(yα,C)) . T ‖u0‖2H1+s(Ω) + ‖f‖2L2(0,T ;H1−s(Ω)), (2.26)
‖Uyy‖2L2(0,T ;L2(yβ ,C)) . T ‖u0‖2H2s(Ω) + ‖f‖2L2(0,T ;L2(Ω)), (2.27)
with β > 2α+ 1. Let 0 < µ ≪ 1 be arbitrary. For s ∈ (0, 1) \ { 12} and γ ∈ (0, 1), we
have
‖∇∇x′U‖2L2(0,T ;L2(yα,C)) . T ‖u0‖2H1+s(Ω) + T 2γµ‖f‖2L2(0,T ;H1−(1−2µ)s(Ω)), (2.28)
‖Uyy‖2L2(0,T ;L2(yβ ,C)) . T ‖u0‖2H2s(Ω) + T 2γµ‖f‖2L2(0,T ;H2µs(Ω)). (2.29)
For s = 12 , we have
‖U‖2L2(0,T ;H2(C)) . T ‖u0‖2H3/2(Ω) + ‖f‖2L2(0,T ;H1/2(Ω)), γ = 1, (2.30)
‖U‖2L2(0,T ;H2(C)) . T ‖u0‖2H3/2(Ω) + T 2γµ‖f‖2L2(0,T ;H1/2−µ(Ω)), γ ∈ (0, 1). (2.31)
Proof. We proceed in several steps using the representation formula (2.12).
1 Case s ∈ (0, 1)\{ 12}. Since {ϕk}k∈N satisfies (2.2) and
´∞
0
yβ|ψ′′k (y)|2 . λ3/2−β/2k ≤
λ2sk [20, Theorem 2.7], we obtain
‖Uyy(·, t)‖2L2(yβ ,C) =
∞∑
k=1
|uk(t)|2
ˆ ∞
0
yβ|ψ′′k (y)|2 dy .
∞∑
k=1
λ2sk |uk(t)|2. (2.32)
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On the other hand, if D(U(·, t)) := ´C yα
(|LU|2+A∇x′∂yU ·∇x′∂yU+c|∂yU|2)dx′ dy,
then we realize that ‖∇∇x′U(·, t)‖2L2(yα,C) . D(U(·, t)). We exploit
´∞
0
yα(λkψk(y)
2+
ψ′k(y)
2) dy . λsk (see [20, Theorem 2.7]), to arrive at
D(U(·, t)) .
∞∑
k=1
λk|uk(t)|2
ˆ ∞
0
yα(λkψk(y)
2 + ψ′k(y)
2) .
∞∑
k=1
λ1+sk |uk(t)|2. (2.33)
We thus need to estimate ‖uk‖L2(0,T ). We distinguish between γ = 1 and γ < 1.
2 Case γ = 1. We recall the representation formula uk(t) = e
−λsktu0,k+
´ t
0 e
−λskrfk(t−
r) dr from §2.4.1, where u0,k = (u0, ϕk)L2(Ω). Consequently, we get
‖uk‖2L2(0,T ) .
ˆ T
0
(
u
2
0,k + (e
−λskt ⋆ fk)(t)2
)
dt (2.34)
and ‖e−λskt⋆fk‖L2(0,T ) ≤ λ−sk ‖fk‖L2(0,T ) according to Lemma 2.1. This, in conjunction
with (2.32) and (2.33), implies (2.26) and (2.27).
3 Case γ ∈ (0, 1). We recall the representation formula uk(t) = Eγ,1(−λsktγ)u0,k +´ t
0 r
γ−1Eγ,γ(−λskrγ)fk(t− r) dr from §2.4.2. Using (2.21), we deduce
‖rγ−1Eγ,γ(−λskrγ)‖L1(0,T ) . λ−sk log(1 + λskT γ). (2.35)
This, together with the preceding expression for uk(t) and Lemma 2.1, gives
‖uk‖2L2(0,T ) . Tu20,k + λ−2sk log2(1 + λskT γ)‖fk‖2L2(0,T ). (2.36)
Inserting this into (2.32) and (2.33), and using that log(1 + z) . zµ for all z ≥ 0 and
µ > 0, yields the asserted estimates (2.28) and (2.29).
4 Case s = 12 . Since ‖U(·, t)‖2H2(C) .
∑∞
k=1 λ
3
2
k |uk(t)|2, applying (2.34) and (2.36)
leads to (2.30) and (2.31), respectively.
We summarize the conclusion of Theorem 2.7 as follows. Define, for β > 1 + 2α,
S(w(·, t)) := ‖∇∇x′w(·, t)‖L2(yα,C) + ‖∂yyw(·, t)‖L2(yβ ,C), (2.37)
and
R2(u0, f) =
{
T ‖u0‖2H1+s(Ω) + ‖f‖2L2(0,T ;H1−s(Ω)) γ = 1,
T ‖u0‖2H1+s(Ω) + T 2γµ‖f‖2L2(0,T ;H1−(1−2µ)s(Ω)) γ ∈ (0, 1).
(2.38)
for any µ > 0. Then, for s ∈ (0, 1) and γ ∈ (0, 1], we have
‖S(U)‖L2(0,T ) . R(u0, f). (2.39)
2.5.2. Time regularity. We now focus on the regularity in time. For γ = 1,
we could demand sufficient regularity (in time) of the right-hand side along with
compatibility conditions for the initial datum u0. We express this as
trΩ ∂ttU ∈ L2(0, T ;H−s(Ω)). (2.40)
For γ ∈ (0, 1), (2.40) is inconsistent with (2.24). In fact, properties of the Mittag-
Leffler function and (2.24) for f = 0 show that (2.40) never holds if u0 6= 0 because
u(x′, t) = Gγ(t)u0(x′) =
(
1− t
γ
Γ(1 + γ)
Ls +O(t2γ)
)
u0(x
′) as t ↓ 0. (2.41)
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We see that derivatives of u with respect to t are unbounded as t ↓ 0 for γ ∈ (0, 1)
and, in particular, ∂ttu(x
′, t) ≈ tγ−2Lsu0(x′) /∈ L2(0, T ;H−s(Ω)). Howeverˆ
0+
tσ‖∂ttu(·, t)‖2H−s(Ω) dt . ‖u0‖2Hs(Ω)
ˆ
0+
tσ+2γ−4 dt
is finite provided σ > 3− 2γ. For this reason, when γ ∈ (0, 1), we assume
tσ/2 trΩ ∂ttU ∈ L2(0, T ;H−s(Ω)) σ > 3− 2γ. (2.42)
We show below that this is a valid assumption provided A(u0, f) <∞, where
A(u0, f) = ‖u0‖Hs(Ω) + ‖f‖H2(0,T ;H−s(Ω)). (2.43)
Theorem 2.8 (time regularity for γ ∈ (0, 1)). Assume that u0 ∈ Hs(Ω) and
f ∈ H2(0, T ;H−s(Ω)). Then, for t ∈ (0, T ], the solution u of (1.1) satisfies
‖∂tu(·, t)− δ1u(·, t)‖H−s(Ω) . tγ−1A(u0, f), (2.44)
where δ1u(·, t) = t−1(u(·, t)− u(·, 0)). Moreover,
‖tσ/2∂ttu‖L2(0,T ;H−s(Ω)) . A(u0, f), (2.45)
where σ > 3− 2γ. The hidden constant is independent of t but blows up as γ ↓ 0.
Proof. We proceed in three steps and apply the principle of superposition.
1 Case f ≡ 0 and u0 6= 0. The solution of (1.1) is u(x′, t) = Gγ(t)u0(x′), which
coincides with the solution representation of the alternative formulation of (1.1) stud-
ied in [17, (2.6)–(2.7)]. The regularity results of [17, Theorem 4.2] yield the estimate
‖∂ttu‖H−s(Ω) . tγ−2‖u0‖Hs(Ω) for t ∈ (0, T ], whence (2.45) follows.
To derive (2.44) we invoke the fact that uk solves (2.17) with uk(0) = u0,k and
fk ≡ 0, whence uk(t) = Eγ,1(−λsktγ)u0,k according to (2.24). Using (2.19), uk(t)
becomes uk(t) =
∑∞
m=0
(−λsktγ)m
Γ(γm+1) u0,k, whence
dtuk(t) = −u0,kλsktγ−1
∞∑
m=0
(−λsktγ)m
Γ(γm+ γ)
= −u0,kλsktγ−1Eγ,γ(−λsktγ). (2.46)
Likewise, we obtain δ1uk(t) = −u0,kλsktγ−1Eγ,γ+1(−λsktγ). Therefore, (2.44) follows
from (2.21).
2 Formula (2.44) with u0 ≡ 0. We now have u(x′, t) =
´ t
0
Fγ(t−r)f(x′, r) dr with Fγ
given by (2.23). The representation (2.24) gives uk(t) =
´ t
0
rγ−1Eγ,γ(−λskrγ)fk(t −
r) dr, because uk(0) = 0. This, combined with (2.21), readily implies
∣∣uk(t)∣∣ ≤ ‖fk‖L∞(0,T )
ˆ t
0
rγ−1 dr . tγ‖fk‖H1(0,T ).
Therefore, (2.44) reduces to deriving suitable bounds for
dtuk(t) = t
γ−1Eγ,γ(−λsktγ)fk(0) +
ˆ t
0
rγ−1Eγ,γ(−λskrγ) dtfk(t− r) dr. (2.47)
The first term yields (2.44) because of (2.21) and |fk(0)| . ‖fk‖H1(0,T ). On the other
hand, we use (2.21) again to bound the second term Jk as follows and thus get (2.44):
Jk ≤ ‖ dtfk‖L∞(0,T )
ˆ t
0
rγ−1 dr . tγ‖ dtfk‖L∞(0,T ).
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3 Formula (2.45) with u0 ≡ 0. Differentiating (2.47) once more, we obtain
dttuk(t) = (γ − 1)tγ−2Eγ,γ(−λsktγ)fk(0)− λskt2(γ−1)E′γ,γ(−λsktγ)fk(0)
+ tγ−1Eγ,γ(−λsktγ) dtfk(0) +
ˆ t
0
rγ−1Eγ,γ(−λskrγ) dttfk(t− r) dr,
(2.48)
and employ again (2.21). Since, σ > 3 − 2γ yields ´ T0 rσ+2γ−4 dr < ∞, the first and
third terms lead to (2.45). For the second term we resort to the identity γzE′γ,γ(z) =
Eγ,γ−1(z) − (γ − 1)Eγ,γ(z) to end up with the same condition on σ. For the fourth
term, we use that σ > 1 and Lemma 2.1 to obtain the bound T ‖rγ−1⋆| dttfk|‖L2(0,T ) .
‖ dttfk‖L2(0,T ). This concludes the proof.
For γ ∈ (0, 1) it will be useful, when analyzing fully discrete schemes, to have
pointwise estimates for time derivatives of the solution U . We thus define, for µ > 0,
B(u0, f) := ‖u0‖H1+3s(Ω) + ‖f |t=0‖H1+s(Ω) + ‖f‖W 1
∞
(0,T ;H1−(1−2µ)s(Ω)). (2.49)
Corollary 2.9 (pointwise estimate for time derivatives). If γ ∈ (0, 1), then
S(Ut(·, t)) . tγ−1B(u0, f). (2.50)
In addition I1−γS(Ut) ∈ L2(0, T ) with ‖I1−γS(Ut)‖L2(0,T ) . B(u0, f).
Proof. In view of (2.32) and (2.33), as well as s ∈ (0, 1), we see that S(Ut(·, t))2 .∑∞
k=0 λ
1+s
k
∣∣ dtuk(t)∣∣2. Since dtuk(t) is the sum of (2.46) and (2.47), we deduce∣∣ dtuk(t)∣∣ ≤ ∣∣u0,k∣∣λsktγ−1 + tγ−1∣∣fk(0)∣∣+ λ−sk log(1 + λskT γ)‖ dtfk‖L∞(0,T ),
where we have used (2.35). This readily implies (2.50).
We now prove I1−γS(Ut) ∈ L2(0, T ). For γ ∈ (12 , 1) this follows from (2.50) and
Corollary 2.2. If γ ∈ (0, 12 ], we first note that tγ−1 ∈ L logL(0, T ). A generalization of
a theorem by Hardy and Littlewood [10, Theorem 4] shows that I1−γ : L logL(0, T )→
L1/γ(0, T ) boundedly. Since 1/γ ≥ 2, this concludes the proof.
3. Time discretization. Let K ∈ N denote the number of time steps. We define
the uniform time step as τ = T/K > 0, and set tk = kτ for 0 ≤ k ≤ K. We also define
Ik = (tk, tk+1] for 0 ≤ k ≤ K − 1. If X is a normed space with norm ‖ · ‖X , then for
φ ∈ C([0, T ],X ) we denote φk = φ(tk) and φτ = {φk}Kk=0. Moreover,
‖φτ‖ℓ∞(X ) = max
0≤k≤K
‖φk‖X , ‖φτ‖2ℓ2(X ) =
K∑
k=1
τ‖φk‖2X .
For a sequence of time-discrete functions W τ ⊂ X we define, for k = 0, . . . ,K − 1,
δ1W k+1 = τ−1(W k+1 −W k). (3.1)
3.1. Time discretization for γ = 1. We apply the backward Euler scheme to
(2.10) for γ = 1: determine V τ = {V k}Kk=0 ⊂
◦
H1L(y
α, C) such that
trΩ V
0 = u0, (3.2)
and, for k = 0, . . . ,K − 1, V k+1 ∈ ◦H1L(yα, C) solves(
δ1 trΩ V
k+1, trΩW
)
L2(Ω)
+ a(V k+1,W ) =
〈
fk+1, trΩW
〉
, (3.3)
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for all W ∈ ◦H1L(yα, C), where fk+1 = f(tk+1). Define U τ = {Uk}Kk=0 ⊂ Hs(Ω) with
Uk := trΩ V
k, (3.4)
which is a piecewise constant (in time) approximation of u, solution to problem (1.1).
Note that (3.2) does not require an extension of u0.
Remark 3.1 (dynamic boundary condition). Problem (3.2)–(3.3) is a sequence of
elliptic problems with dynamic boundary condition, the discrete counterpart of (2.10).
Its analysis is slightly different from the standard theory for parabolic problems.
Remark 3.2 (locality). The main advantage of scheme (3.2)–(3.3) is its local
nature, which mimics that of problem (2.10).
The stability of this scheme is rather elementary as the following result shows.
Lemma 3.3 (unconditional stability for γ = 1). The semi-discrete scheme (3.2)–
(3.3) is unconditionally stable, namely
‖ trΩ V τ‖2ℓ∞(L2(Ω)) + ‖V τ‖2ℓ2( ◦H1L(yα,C)) . ‖u0‖
2
L2(Ω) + ‖f τ‖2ℓ2(H−s(Ω)). (3.5)
Proof. Set W = 2τV k+1 in (3.3). Estimate (2.8) and Young’s inequality yield
‖ trΩ V k+1‖2L2(Ω) − ‖ trΩ V k‖2L2(Ω) + τ‖V k+1‖2◦H1L(yα,C) .τ‖f
k+1‖2
H−s(Ω).
Adding this inequality over k yields (3.5).
3.2. Time discretization for γ ∈ (0, 1). We now discretize the nonlocal op-
erator ∂γt of order γ ∈ (0, 1). We consider the finite difference scheme proposed in
[15, 16] but resort to the regularity results of Theorem 2.8. Definition 1.3 and the
Taylor formula with integral remainder yield, for 0 ≤ k ≤ K − 1,
∂γt u(·, tk+1) =
1
Γ(1− γ)
ˆ tk+1
0
∂tu(·, t)
(tk+1 − t)γ dt
=
1
Γ(1− γ)
k∑
j=0
u(·, tj+1)− u(·, tj)
τ
ˆ
Ij
dt
(tk+1 − t)γ + r
k+1
γ (·)
=
1
Γ(2− γ)
k∑
j=0
aj
u(·, tk+1−j)− u(·, tk−j)
τγ
+ rk+1γ (·),
(3.6)
where
aj = (j + 1)
1−γ − j1−γ , rk+1γ =
1
Γ(1− γ)
k∑
j=0
ˆ
Ij
1
(tk+1 − t)γR(·, t) dt (3.7)
denotes the remainder and R is defined by
R(·, t) = ∂tu(·, t)− 1
τ
(
u(·, tj+1)− u(·, tj)
) ∀t ∈ Ij . (3.8)
Notice that from (3.7) we deduce that aj > 0 for all j ≥ 0 and
1 = a0 > a1 > a2 > · · · > aj, lim
j→∞
aj = 0.
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3.2.1. Consistency estimate. We now estimate the residual rτγ by exploiting
a cancellation property. We first observe that the function R defined in (3.8) has
vanishing mean in Ij for all j ∈ {0, . . . ,K − 1}, whence we can write
r
k+1
γ =
1
Γ(1− γ)
k∑
j=0
ˆ
Ij
(ψγ(t)− ψ¯jγ)R(·, t) dt, (3.9)
with ψγ(t) = (tk+1 − t)−γ and ψ¯jγ =
ffl
Ij
ψγ(t) dt. The conclusion of Lemma 2.1 yields
‖rτγ‖L2(0,T ;H−s(Ω)) . ‖ψγ − ψ¯τγ‖L1(0,T )‖Rτ‖L2(0,T ;H−s(Ω)), (3.10)
which reduces the estimation of the residual to providing suitable bounds for each
term on the right hand side of this expression. We start with ‖Rτ‖L2(0,T ;H−s(Ω)).
Lemma 3.4 (estimate for Rτ). If A(u0, f) <∞, then Rτ defined by (3.8) satisfies
‖Rτ‖L2(0,T ;H−s(Ω)) . τ1−
σ
2A(u0, f),
for σ > 3− 2γ.
Proof. For 1 ≤ j ≤ K − 1 and t ∈ Ij , (3.8) implies
‖R(tj+1)‖H−s(Ω) ≤
ˆ
Ij
‖∂ttu(z)‖H−s(Ω) dz ≤ ‖z−σ/2‖L2(Ij)‖zσ/2∂ttu‖L2(Ij ;H−s(Ω)),
whence
τ
K∑
j=2
‖R(tj)‖2H−s(Ω) ≤ τ
K∑
j=2
(ˆ
Ij
z−σ dz
)(ˆ
Ij
zσ‖∂ttu‖2H−s(Ω) dz
)
≤ τ max
j
(ˆ
Ij
z−σ dz
)
‖tσ/2∂ttu‖2L2(τ,T ;H−s(Ω))
≤ τ2−σ‖tσ/2∂ttu‖2L2(τ,T ;H−s(Ω)) . τ2−σA(u0, f)2,
in view of (2.45). For the first interval I0 = (0, τ ], we combine (2.44) with (3.8) to get
‖R(t1)‖H−s(Ω) =
∥∥∂tu(t1)− δ1u(t1)∥∥
H−s(Ω)
. τγ−1A(u0, f).
Collecting the preceding estimates we arrive at
‖Rτ‖2L2(0,T ;H−s(Ω)) =
K∑
j=1
τ‖R(tj)‖2H−s(Ω) . τ2−σA(u0, f)2,
where we have used that 2− σ < 2γ − 1. This concludes the proof.
We now estimate the L1-norm of ψγ − ψ¯τγ .
Lemma 3.5 (kernel estimate). The kernel ψγ = (tk+1 − t)−γ satisfies
‖ψγ − ψ¯τγ‖L1(0,T ) ≤
2− γ
1− γ τ
1−γ .
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Proof. We split the integral over intervals Ij . We first consider 0 ≤ j < k:ˆ
Ij
|ψγ(t)− ψ¯jγ | dt =
1
τ
ˆ
Ij
∣∣∣ˆ
Ij
(ψγ(t)− ψγ(r)) dr
∣∣∣ dt ≤ τ ˆ
Ij
|ψ′γ(t)| dt
= τγ
ˆ
Ij
1
(tk+1 − t)γ+1 dt = τ
1−γ
[
1
(k − j)γ −
1
(k − j + 1)γ
]
,
If j = k set ψ¯kγ = 0 and
´
Ik
ψγ(t) dt =
´
Ik
(tk+1 − t)−γ dt = τ1−γ1−γ . Consequently,
‖ψγ − ψ¯τγ‖L1(0,T ) =
k∑
j=0
ˆ tj+1
tj
|ψγ(t)− ψ¯jγ | dt
≤ τ1−γ

 1
1− γ +
k−1∑
j=0
[
1
(k − j)γ −
1
(k − j + 1)γ
]
= τ1−γ
(
1
1− γ + 1−
1
(k + 1)γ
)
≤ 2− γ
1− γ τ
1−γ ,
which concludes the proof.
We now derive an estimate for rτγ , which, although yields lower rates of conver-
gence than [15, (3.4)], takes into account the correct behavior of the solution and the
singularity of its derivatives as t ↓ 0.
Proposition 3.6 (consistency). The fractional residual rτγ = {rkγ}Kk=0 satisfies
‖rτγ‖L2(0,T ;H−s(Ω)) . τθA(u0, f) 0 < θ <
1
2
. (3.11)
The hidden constant is independent of the data and τ but blows up as θ ↑ 12 .
Proof. The assertion follows from (3.10) and Lemmas 3.4 and 3.5.
3.2.2. Abstract stability and energy estimates. To fix the ideas concerning
the application of the discretization (3.6), we present an approach within a general
Hilbert space setting. Given a Gelfand triple V ⊂ H ≡ H′ ⊂ V ′, let F : V → V ′ be a
linear, continuous and coercive operator. If (·, ·)H is the inner product in H, set
‖U‖H = (U,U)1/2H , ‖U‖V = 〈FU,U〉1/2,
where 〈·, ·〉 denotes the duality pairing between V and V ′. Given f ∈ L2(0, T ;V ′) and
u0 ∈ H, we study a time discretization scheme for the fractional evolution problem
∂γt u+ Fu = f, u(0) = u0. (3.12)
If γ ∈ (0, 1) and φτ ⊂ H, we define, according to (3.6), the discrete fractional
derivative, for k = 0, . . . ,K− 1 by
Γ(2− γ)δγφk+1 :=
k∑
j=0
aj
τγ−1
δ1φk+1−j =
φk+1
τγ
−
k−1∑
j=0
aj − aj+1
τγ
φk−j − ak
τγ
φ0 (3.13)
where the second equality holds because a0 = 1 and the sum for k = 0 is defined to
be zero. The implicit semi-discrete scheme to solve (3.12) reads: Let U0 = u0 and,
for k = 0, . . . ,K − 1, let Uk+1 ∈ V solve
(δγUk+1,W )H + 〈FUk+1,W 〉 = 〈fk+1,W 〉, ∀W ∈ V . (3.14)
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We have the following stability result.
Theorem 3.7 (unconditional stability for γ ∈ (0, 1)). The implicit semi-discrete
scheme (3.14) is unconditionally stable and satisfies
I1−γ‖U τ‖2H(T ) + ‖U τ‖2ℓ2(V) ≤ I1−γ‖U0‖2H(T ) + ‖f τ‖2ℓ2(V′). (3.15)
Proof. Denote κ = Γ(2 − γ)τγ and set W = 2κUk+1 in (3.14). We obtain
2‖Uk+1‖2H + 2κ‖Uk+1‖2V
= 2
k−1∑
j=0
(aj − aj+1)(Uk−j , Uk+1)H + 2ak(U0, Uk+1)H + 2κ〈fk+1, Uk+1〉,
for 0 ≤ k ≤ K − 1 provided the sum vanishes for k = 0. Using the Cauchy-Schwarz
inequality, the fact that aj − aj+1 > 0, and the telescopic property of the sum∑k−1
j=0 (aj − aj+1) = 1− ak, we obtain for 0 ≤ k ≤ K − 1
(2− (1 − ak)− ak) ‖Uk+1‖2H + κ‖Uk+1‖2V
≤
k−1∑
j=0
(aj − aj+1)‖Uk−j‖2H + ak‖U0‖2H + κ‖fk+1‖2V′ .
A simple manipulation of the left-hand side of this inequality yields
k∑
j=0
aj‖Uk+1−j‖2H + κ‖Uk+1‖2V ≤
k−1∑
j=0
aj‖Uk−j‖2H + ak‖U0‖2H + κ‖fk+1‖2V′ ,
where the sum on the right-hand side vanishes for k = 0. Adding over k we get
K−1∑
j=0
aj‖UK−j‖2H + κ
K∑
k=1
‖Uk‖2V ≤
(K−1∑
k=0
ak
)
‖U0‖2H + κ
K∑
k=1
‖fk‖2V′ .
Since I1−γ1(T ) = τ
1−γ
Γ(2−γ)
∑K−1
k=0 ak, multiplying this inequality by
τ1−γ
Γ(2−γ) , we obtain
τ1−γ
Γ(2− γ)
K−1∑
j=0
aj‖UK−j‖2H + ‖U τ‖2ℓ2(V) ≤ I1−γ‖U0‖2H(T ) + ‖f τ‖2ℓ2(V′). (3.16)
Now, changing the summation index and using the definition (3.7), we obtain
K−1∑
j=0
aj‖UK−j‖2H =
1
τ1−γ
K∑
l=1
(
(T − tl−1)1−γ − (T − tl)1−γ
) ‖U l‖2H
=
1− γ
τ1−γ
K∑
l=1
ˆ tl
tl−1
‖U τ (r)‖2H
(T − r)γ dr,
whence τ
1−γ
Γ(2−γ)
∑K−1
j=0 aj‖UK−j‖2H = I1−γ‖U τ‖2H(T ), which together with (3.16) yields
the desired estimate (3.15).
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Deducing an energy estimate for problem (3.12) is nontrivial due to the nonlocality
of the fractional time derivative. The main technical difficulty lies on the fact that a
key ingredient in deriving such a result is an integration by parts formula, which for
a function u not vanishing at t = 0 and t = T involves boundary terms that need to
be estimated; for a step in this direction see [9, 14]. In this sense, the discrete energy
estimate (3.15) has an important consequence at the continuous level.
Corollary 3.8 (fractional energy estimate for u). Let γ ∈ (0, 1). Then,
I1−γ‖u‖2H(T ) + ‖u‖2L2(0,T ;V) ≤ I1−γ‖u0‖2H(T ) + ‖f‖2L2(0,T ;V′). (3.17)
Proof. Given that the estimate (3.15) is uniform in τ , and ‖rk+1γ ‖L2(0,T ;V′) . τθ
with 0 < θ < 12 , we easily derive (3.17) by taking τ ↓ 0 in (3.15).
Remark 3.9 (limiting case). Given g ∈ Lp(0, T ), we have Iσg → g in Lp(0, T )
as σ ↓ 0; see [25, Theorem 2.6]. This implies that, taking the limit as γ ↑ 1 in (3.17),
we recover the well known stability result for a parabolic equation, i.e.,
‖u‖2L∞(0,T ;H) + ‖u‖2L2(0,T ;V) ≤ ‖u0‖2H + ‖f‖2L2(0,T ;V′). (3.18)
This allows us to unify the estimate of Corollary 3.8 for all γ ∈ (0, 1].
3.3. Discrete stability. We now apply the ideas developed in §3.1 and §3.2
to problem (1.1), i.e., we consider F = Ls. As it was discussed in §2.3, we realize
the nonlocal spatial operator Ls with the Caffarelli-Silvestre extension and look for
solutions of the extended problem (2.10). In view of (3.3) and (3.14), we propose the
following semi-discrete numerical scheme to approximate problem (2.10) for γ ∈ (0, 1]:
Set trΩ V
0 = u0. For k = 0, . . . ,K − 1 find V k+1 ∈
◦
H1L(y
α, C), solution of
(δγ trΩ V
k+1, trΩW )L2(Ω) + a(V
k+1,W ) = 〈fk+1, trΩW 〉, (3.19)
for allW ∈ ◦H1L(yα, C), where a is the bilinear form defined in (2.11), and δγ is defined
by (3.13) for γ ∈ (0, 1) and (3.1) for γ = 1. We have the following stability result.
Corollary 3.10 (unconditional stability for 0 < γ ≤ 1). The semi-discrete
scheme (3.19) is unconditionally stable and satisfies
I1−γ‖ trΩ V τ‖2L2(Ω)(T ) + ‖V τ‖2ℓ2( ◦H1L(yα,C))
. I1−γ‖u0‖2L2(Ω)(T ) + ‖f τ‖2ℓ2(H−s(Ω)). (3.20)
Proof. Set V = Hs(Ω) and H = L2(Ω), and apply Theorem 3.7 for γ ∈ (0, 1) and
Lemma 3.3 for γ = 1.
3.4. Error Estimates. We present semi-discrete error estimates for (3.19).
Theorem 3.11 (error estimates for semi-discrete schemes). Denote by U and V τ
the solutions to (2.10) and (3.19), respectively. If γ ∈ (0, 1) and A(u0, f) <∞, then[
I1−γ‖ trΩ(Uτ − V τ )‖2L2(Ω)(T )
]1
2
+ ‖Uτ − V τ‖
ℓ2(
◦
H1L(y
α,C)) . τ
θA(u0, f), (3.21)
where 0 < θ < 12 and the hidden constant is independent of the data and τ but blows
up for θ ↑ 12 . If, on the other hand γ = 1, then we have
‖ trΩ(Uτ − V τ )‖ℓ∞(L2(Ω)) + ‖Uτ − V τ‖ℓ2( ◦H1L(yα,C))
. τ
1
2
(‖u0‖Hs(Ω) + ‖f‖L2(0,T ;L2(Ω))) , (3.22)
16 R.H. Nochetto, E. Ota´rola, A.J. Salgado
or
‖ trΩ(Uτ − V τ )‖ℓ∞(L2(Ω)) + ‖Uτ − V τ‖ℓ2( ◦H1L(yα,C))
. τ
(‖u0‖H2s(Ω) + ‖f‖BV (0,T ;L2(Ω))) , (3.23)
where, again, the hidden constant is independent of the data and τ .
Proof. Combining (2.10) with (3.6) and (3.13), and subtracting (3.19), the equa-
tion for the error Ek := Uk − V k reads
(δγ trΩE
k+1, trΩW )L2(Ω) + a(E
k+1,W ) = −〈rk+1γ , trΩW 〉.
For γ ∈ (0, 1), we apply (3.20) in conjunction with (3.11) to derive (3.21). The
estimates (3.22) and (3.23) follow from [22, Theorem 3.16] and [22, Theorem 3.20] or
[23], respectively.
Remark 3.12 (error estimates for γ = 1). Paper [23] shows that under the
assumptions u0 ∈ Hs(Ω) and f ∈ L2(0, T ;L2(Ω)), the error estimate (3.22) is sharp.
4. Space Discretization. We now study space discretization of (2.10).
4.1. Truncation. A first step towards the discretization is to truncate the do-
main C. Since U(t) decays exponentially in the extended direction y, for a.e. t ∈ (0, T ),
we truncate C to CY = Ω× (0, Y ) for a suitable Y and seek solutions in this bounded
domain; see [20, §3]. The next result is an adaptation of [20, Proposition 3.1] and
shows the exponential decay of U . To write such a result, we first define for γ ∈ (0, 1]
Λ2γ(u0, f) := I
1−γ‖u0‖2L2(Ω)(T ) + ‖f‖2L2(0,T ;H−s(Ω)), (4.1)
where I0 is the identity according to Remark 3.9 (case γ = 1).
Proposition 4.1 (exponential decay). Given γ ∈ (0, 1], and s ∈ (0, 1), we have
‖∇U‖L2(0,T ;L2(yα,Ω×(Y ,∞))) . e−
√
λ1Y /2Λγ(u0, f), (4.2)
where Y > 1 and U denotes the solution to (2.10).
Proof. Recall from (2.12) that U(x, t) =∑k uk(t)ϕk(x′)ψk(y) solves (2.10). Since
{ϕk}k∈N is an orthonormal basis of L2(Ω) that satisfies (2.2) we have
ˆ T
0
ˆ
C\CY
yα|∇U(x, t)|2 dxdt .
ˆ T
0
∞∑
k=1
uk(t)
2
ˆ ∞
Y
yα
(
λkψk(y)
2 + ψ′k(y)
2
)
dy dt
=
∞∑
k=1
|Y αψk(Y )ψ′k(Y )|
ˆ T
0
uk(t)
2 dt.
where we used (2.15). Since |Y αψk(Y )ψ′k(Y )| . λske−
√
λkY [20, (2.32)], we deduce
ˆ T
0
ˆ
C\CY
yα|∇U(x, t)|2 dxdt . e−
√
λ1Y ‖u‖2L2(0,T ;Hs(Ω)).
Finally, by setting V = Hs(Ω) and H = L2(Ω), the estimate (4.2) follows from either
(3.17) for γ ∈ (0, 1) or (3.18) for γ = 1.
As a consequence of Proposition 4.1, we can consider the truncated problem{
−div (yαA∇v) + yαcv = 0 in CY × (0, T ), v = 0 on (∂LCY ∪ ΩY )× (0, T )
ds∂
γ
t trΩ v + ∂
α
ν v = dsf on (Ω× {0})× (0, T ), v = u0 on Ω× {0}, t = 0,
(4.3)
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where ΩY = Ω× {Y } and Y ≥ 1 is sufficiently large. We now define
◦
H1L(y
α, CY ) =
{
w ∈ H1(yα, CY ) : w = 0 on ∂LCY ∪ ΩY
}
,
VY =
{
w ∈ L2(0, T ; ◦H1L(yα, CY )) : ∂γt trΩw ∈ L2(0, T ;H−s(Ω))
}
.
Problem (4.3) is then understood as follows: seek v ∈ VY such that, for a.e. t ∈ (0, T ),
〈∂γt trΩ v, trΩ φ〉 + aY (v, φ) = 〈f, trΩ φ〉, (4.4)
for all φ ∈ ◦H1L(yα, CY ) and trΩ v(0) = u0. Here
aY (w, φ) =
1
ds
ˆ
CY
yαA(x)∇w · ∇φ+ yαc(x′)wφ. (4.5)
Remark 4.2 (initial datum). We define v(0) ∈ ◦H1L(yα, CY ) as the solution to
(4.3) with the Neumann condition replaced by trΩ v = u0. The following estimate
holds: ‖v(0)‖ ◦
H1L(y
α,CY ) . ‖u0‖Hs(Ω) [20, Remark 3.4].
Lemma 4.3 (exponential convergence). For every γ ∈ (0, 1] and Y ≥ 1, we have
I1−γ‖ trΩ(U − v)‖2L2(Ω)(T ) + ‖∇(U − v)‖2L2(0,T ;L2(yα,CY )) . e−
√
λ1Y Λ2γ(u0, f), (4.6)
where U solves (2.10), v solves (4.3) and Λγ(u, f) is defined in (4.1).
Proof. Let w(x, t) := U(x′, y, t)− U(x′, Y , t) ∈ ◦H1L(yα, CY ) be a modification of U
with vanishing trace at y = Y . We observe that w satisfies
〈trΩ ∂γt w, trΩ φ〉+aY (w, φ) = 〈f, trΩ φ〉−〈trΩ ∂γt U(·, Y , ·), trΩ φ〉−aY (U(·, Y , ·), φ)
for all φ ∈ ◦H1L(yα, CY ). Therefore, the error e := v − w satisfies
〈trΩ ∂γt e, trΩ φ〉 + aY (e, φ) = aY (U(·, Y , ·), φ) + 〈trΩ ∂γt U(·, Y , ·), trΩ φ〉.
Setting V = Hs(Ω) and H = L2(Ω), the assertion is a consequence of Corollary 3.8 for
γ < 1 and Remark 3.9 for γ = 1, provided we can estimate the right-hand side of the
previous expression and e(·, 0) = U(·, Y , 0). We estimate the three terms in question
separately using Proposition 4.1 and the representation formula (2.12).
We note first that |aY (U(·, Y , ·), φ)| . ‖U(·, Y , ·)‖ ◦H1L(yα,CY )‖φ‖ ◦H1L(yα,CY ) and
‖∇U(·, Y , ·)‖2L2(yα,CY ) =
1
α+ 1
∞∑
k=1
λku
2
k(t)Y
1+αψ2k(Y ).
Now, since |ψk(y)| . (
√
λky)
se−
√
λky for y ≥ 1, we easily see that
‖∇U(·, Y , ·)‖2L2(0,T ;L2(yα,CY )) . Y 2(1−s)
∞∑
k=1
λk
ˆ T
0
u
2
k(t) dt(
√
λkY )
2se−2
√
λkY
. e−
√
λ1Y
∞∑
k=1
λsk
ˆ T
0
u
2
k(t) dt = e
−√λ1Y ‖u‖2L2(0,T ;Hs(Ω)).
For the second term, we have ∂γt U(·, Y , t) =
∑∞
k=1 ∂
γ
t uk(t)ϕkψk(Y ), whence
‖∂γt U(·, Y , t)‖2H−s(Ω) =
∞∑
k=1
|∂γt uk(t)|2λ−sk |ψk(Y )|2 . e−
√
λ1Y
∞∑
k=1
|∂γt uk(t)|2λ−sk .
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On the other hand, in light of (2.17), we deduce
∞∑
k=1
|∂γt uk(t)|2λ−sk .
∞∑
k=1
(
u
2
k(t)λ
s
k + f
2
k (t)λ
−s
k
)
= ‖u(t)‖2
Hs(Ω) + ‖f(t)‖2H−s(Ω).
Finally, ‖U(·, Y , 0)‖2L2(Ω) =
∑∞
k=1 u
2
k(0)ψ
2
k(Y ) . e
−√λ1Y ‖u0‖2L2(Ω). Collecting the pre-
vious estimates and invoking the stability bounds (3.17) and (3.18) for u, we deduce
I1−γ‖ trΩ e‖2L2(Ω)(T ) + ‖∇e‖2L2(0,T ;L2(yα,CY )) . e−
√
λ1Y Λ2γ(u0, f). (4.7)
Moreover, we have
I1−γ‖ trΩ U(·, Y , ·, )‖2L2(Ω)(T )+ ‖U(·, Y , ·)‖2L2(0,T ; ◦H1L(yα,CY )) . e
−√λ1Y Λ2γ(u0, f),
which together with (4.7) implies the desired estimate (4.6).
As in §3, we consider a semi-discrete approximation of (4.4). Given the initial-
ization trΩ V
0 = u0, for k = 0, . . . ,K − 1, V k+1 ∈
◦
H1L(y
α, C) solve
(δγ trΩ V
k+1, trΩW )L2(Ω) + aY (V
k+1,W ) = 〈fk+1,W 〉, ∀W ∈ ◦H1L(yα, CY ). (4.8)
Its stability follows from Lemma 3.3 (γ = 1) and Theorem 3.7 (γ < 1). We can also
prove estimates like those of Theorem 3.11. We conclude with the following remark.
Remark 4.4 (regularity of v vs. U). In §5 we will approximate v, solution to
problem (4.3), so it is essential to elucidate its regularity. Separation of variables
yields v(x′, y, t) =
∑
k vk(t)ϕk(x
′)χk(y), where ϕk solves (2.2) and χk solves
χ′′k + αy
−1χ′k − λkχk = 0, χk(0) = 1, χk(Y ) = 0. (4.9)
Let Is and Ks be the modified Bessel functions of first and second kind [1, §9.6], then
χk(y) =
(√
λky
)s(
ak,sKs(
√
λky) + bk,sIs(
√
λky)
)
=: χk,1(y) + χk,2(y).
To understand the behavior of χk, we present the following properties of Is [1]:
(a) For ν ∈ R, limz↓0 2νΓ(ν + 1)z−νIν(z) = 1 (see [1, (9.6.7)]).
(b) For ν ∈ R and k ∈ N, (z−1 dz)k(zνIν(z)) = zν−kIν−k(z) (see [1, (9.6.28)]).
(c) For z ≥ 1, the function Iν(z) increases as ez/
√
2πz (see [1, (9.7.1)]).
Property (a) yields Is(0) = 0, which together with χk(0) = 1 imply χk,1 ≡ ψk and
ak,s = cs = 2
1−s/Γ(s), where ψk solves (2.13). Since χk(Y ) = 0 we obtain
bk,s = −csKs(
√
λkY )Is(
√
λkY )
−1,
and thus χk,2. From (c) and [20, (v)] we have that {bk,s}k∈N converges exponentially
to 0 as k ↑ ∞, and in particular it is bounded. Now (2.14), (a) and (b), with
k = 1, imply that limy↓0 yαχ′k(y) = λ
s
k(ek,s − ds), where ds = 2αΓ(s)/Γ(1 − s) and
ek,s = 2
1−sbk,s/Γ(s). This, together with the fact that χk(y) solves (4.9), yield´ Y
0
yα(λkχk(y)
2 + χ′k(y)
2) dy . λsk(ek,s − ds). With these properties, and the fact
that bk,s converges exponentially to 0 as k ↑ ∞, we arrive atˆ
0+
yβ |χ′′k(y)|2 dy . λ3/2−β/2k ≤ λ2sk , D(v(·, t)) .
∞∑
k=1
λ1+sk |vk(t)|2, (4.10)
where D is defined right before (2.33). From (2.16) vk solves:
∂γt vk(t) + λ
s
k(1 +
ek,s
ds
)vk(t) = fk(t), t > 0, vk(0) = u0,k,
Estimates (4.10) and the exponential convergence of {ek,s}k∈N allow us to conclude
that the regularity of Theorems 2.7 and 2.8 also holds for v.
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4.2. Finite element methods. We follow [20, §4] and let ∂Ω be polyhedral.
Let TΩ = {K} be a conforming mesh of Ω into cells K (simplices or n-rectangles):
Ω¯ =
⋃
K∈TΩ
K, |Ω| =
∑
K∈TΩ
|K|.
Let TΩ be a collection of conforming shape-regular refinements TΩ of an original mesh
T 0Ω [6]. If TΩ ∈ TΩ we define hTΩ = maxK∈TΩ hK .
We define TY to be a partition of CY into cells of the form T = K × I, where
K ∈ TΩ, and I is an interval. We consider the partition {yk}Mk=0 of the interval [0, Y ]
yk =
(
k
M
)µ
Y , k = 0, . . . ,M, (4.11)
where µ = µ(α) > 3/(1 − α) > 1. Notice that each discretization of the truncated
cylinder CY depends on the truncation parameter Y . The set of all such triangulations
TY is denoted by T. In addition, if the partitions in the extended direction are given
by (4.11), the following weak regularity condition is valid: there is a constant σ such
that, for all TY ∈ T, if T1 = K1 × I1, T2 = K2 × I2 ∈ TY have nonempty intersection,
then hI1/hI2 ≤ σ, where hI = |I|; see [7, 20].
The main motivation to consider elements as in (4.11) is to compensate the rather
singular behavior of U , solution to problem (2.10), as y ↓ 0. It is known that the
numerical approximation of functions with a strong directional-dependent behavior
needs anisotropic elements in order to recover quasi-optimal error estimates [7, 21].
In our setting, anisotropic elements of tensor product structure are essential.
Given TY , we call N (TY ) the set of its nodes and
◦
N (TY ) the set of its interior and
Neumann nodes. We denote by N = #
◦
N (TY ) the number of degrees of freedom of
TY . In what follows we assume that #TΩ ≈Mn so that N ≈Mn+1. For each vertex
v ∈ N , we write v = (v′, v′′), where v′ corresponds to a node of TΩ, and v′′ corresponds
to a node of the partition of [0, Y ]. We define hv′ = min{hK : v′ is a vertex of K},
and hv′′ = min{hI : v′′ is a vertex of I}. Given v ∈ ◦N (TY ), we define the star
Sv :=
⋃
T∋v T, and for T ∈ TY we set ST :=
⋃
v∈T Sv. For TY ∈ T, we define
V(TY ) :=
{
W ∈ C0(C¯Y ) :W |T ∈ P1(K)⊗ P1(I) ∀T = K × I ∈ TY , W |ΓD = 0
}
,
where ΓD = ∂LCY ∪Ω×{Y } is called the Dirichlet boundary. If K is a simplex, then
P(T ) = P1(K), whereas if K is a n-rectangle, then P(T ) = Q1(K). We also define
U(TΩ) := trΩV(TY ), i.e., a P1 finite element space over the mesh TΩ.
The graded meshes described by (4.11) yield near optimal error estimates both
in regularity and order for the elliptic case investigated in [20].
4.3. Weighted elliptic projector: definition. In this subsection, we define a
weighted elliptic projector, which is fundamental in § 5. This projector is the operator
GTY :
◦
H1L(y
α, CY )→ V(TY ) such that, for w ∈
◦
H1L(y
α, CY ), is given by
aY
(
GTY w,W
)
= aY (w,W ), ∀W ∈ V(TY ). (4.12)
To easily describe the properties of the weighted elliptic projection operator GTY
we introduce the mesh-size functions h′, h′′ ∈ L∞(CY ) given by
h′|T = hK , h
′′
|T = hI ∀T = K × I ∈ TY .
The operator GTY satisfies the following stability and approximation properties.
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Proposition 4.5 (weighted elliptic projector). The weighted elliptic projector
GTY is stable in
◦
H1L(y
α, CY ), i.e.,
‖∇GTY w‖L2(yα,CY ) . ‖∇w‖L2(yα,CY ), ∀w ∈
◦
H1L(y
α, CY ). (4.13)
If, in addition, w ∈ H2(yα, CY ), then GTY has the following approximation property
‖∇(w −GTY w)‖L2(yα,CY ) . ‖h′∇x′∇w‖L2(yα,CY ) + ‖h′′∂y∇w‖L2(yα,CY ). (4.14)
Proof. To show stability set W = GTY w in (4.12), use Cauchy-Schwarz inequality
and the equivalence of aY (w,w) with ‖∇w‖2L2(yα,CY ) (see Remark 2.3).
Obtaining the estimate (4.14) hinges on Galerkin orthogonality, which yields
‖∇(w −GTY w)‖2L2(yα,CY ) . aY
(
w −GTY w,w −ΠTY w
)
where ΠTY is the interpolation operator defined in [20]. The assertion then follows
from the anisotropic interpolation estimates of [20, Theorems 4.7 and 4.8].
Lemma 4.6 (error estimates: elliptic projector). If w ∈ ◦H1L(yα, CY ), S(w) < ∞
and the mesh TY is graded as in (4.11), then we have
‖∇(w−GTY w)‖L2(yα,CY )+‖ trΩ(w−GTY w)‖Hs(Ω) . | logN |sN−1/(n+1)S(w), (4.15)
where N = #TY and S(w) is defined in (2.37).
Proof. The estimate for the first term is a direct consequence of (4.14), together
with the fact that S(w) < ∞ and [20, Theorem 5.4], where the graded mesh (4.11)
on the extended variable y is essential to recover near optimality. The bound for the
second term is a consequence of the trace estimate (2.8).
As with a standard, unweighted, elliptic projection we can obtain improved esti-
mates for the weighted elliptic projection GTY in the L
2(Ω) norm via duality.
Proposition 4.7 (L2(Ω)-approximation). If w ∈ ◦H1L(yα, CY ), S(w) < ∞ and
the mesh TY is graded as in (4.11), then we have
‖ trΩ(w −GTY w)‖L2(Ω) . | logN |2sN−
1+s
n+1S(w), (4.16)
where N = #TY and S(w) is defined in (2.37).
Proof. Let E = w−GTY w, e = trΩ(w−GTY w) and we denote by PTΩ : L2(Ω)→
U(TΩ) the standard L
2-projection. With this notation ‖e‖L2(Ω) ≤ ‖e−PTΩe‖L2(Ω)+
‖PTΩe‖L2(Ω). The estimate of the first term follows from standard polynomial inter-
polation and Hilbert space interpolation arguments
‖e− PTΩe‖L2(Ω) . hsTΩ‖e‖Hs(Ω) . hsTΩ‖∇E‖L2(yα,CY ) . S(w)| logN |sN−
1+s
n+1 .
To estimate the remaining term we argue by duality. Let z ∈ ◦H1L(yα, CY ) solve
aY (φ, z) = 〈PTΩe, trΩ φ〉, ∀φ ∈
◦
H1L(y
α, CY ). (4.17)
Set φ = E . Using the definition of PTΩ , that e = trΩ E and (4.17), we obtain
‖PTΩe‖2L2(Ω) = aY (E , z) . ‖∇(w −GTY w)‖L2(yα,CY )‖∇(z −GTY z)‖L2(yα,CY ).
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Applying Lemma 4.6 to z, in conjunction with S(z) . ‖PTΩe‖H1−s(Ω) [20, Theorem
2.7] for z, we arrive at
‖∇(z −GTY z)‖L2(yα,CY ) . | logN |sN−
1
n+1S(z) . | logN |sN− 1n+1 ‖PTΩe‖H1−s(Ω).
The inverse estimate ‖PTΩe‖H1−s(Ω) . hs−1TΩ ‖PTΩe‖L2(Ω) and Lemma 4.6 yield
‖PTΩe‖L2(Ω) . S(w)| logN |2sN−
1+s
n+1 ,
which implies the asserted estimate (4.16).
5. A fully discrete scheme for γ ∈ (0, 1]. Let us now describe a fully discrete
numerical scheme to solve (4.4). The space discretization hinges on the finite element
method on a truncated cylinder discussed in §4. The discretization in time uses the
implicit finite difference schemes proposed in §3.1 for γ = 1 and in §3.2 for γ ∈ (0, 1).
The fully discrete scheme computes the sequence V τ
TY
⊂ V(TY ), an approximation
of the solution to problem (4.4) at each time step. We initialize the scheme by setting
V 0TY = ITΩu0, (5.1)
where ITΩ = GTY ◦Hα and Hα is the α-harmonic extension onto CY (see Remark 4.2);
notice that trΩ V
0
TY
= trΩGTY v(0). For k = 0, . . . ,K − 1, let V k+1TY ∈ V(TY ) solve
(δγ trΩ V
k+1
TY
, trΩW )L2(Ω) + aY (V
k+1
TY
,W ) =
〈
fk+1, trΩW
〉
, ∀W ∈ V(TY ). (5.2)
The discrete operator δγ is defined in (3.13) for γ ∈ (0, 1) and in (3.1) for γ = 1. An
approximate solution to problem (1.1) is given by the sequence U τ
TΩ
⊂ V(TΩ):
U τTΩ = trΩ V
τ
TY
. (5.3)
As before, (5.1)–(5.2) is a discrete elliptic problem with dynamic boundary condition.
We have the following unconditional stability result.
Lemma 5.1 (unconditional stability). The discrete scheme (5.1)–(5.2) is uncon-
ditionally stable for all γ ∈ (0, 1], i.e.,
I1−γ‖ trΩ V τTY ‖2L2(Ω)(T ) + ‖V τTY ‖2ℓ2( ◦H1L(yα,CY )) . Λγ(V
0
TY
, f τ)2, (5.4)
where I0 is the identity according to Remark 3.9 (case γ = 1).
Proof. Set W = 2τV k+1
TY
for γ = 1 and W = 2Γ(2 − γ)τγV k+1
TY
for 0 < γ < 1 in
(5.2) and proceed as in Lemma 3.3 and Theorem 3.7, respectively.
Let us now obtain an error estimate for the fully discrete scheme (5.2). We split
the error into the so-called interpolation and approximation errors [8, 28]:
vτ − V τTY =
(
vτ −GTY vτ
)
+ (GTY v
τ − V τTY ) = ητ + EτTY .
Property (4.15) implies that η is controlled near-optimally in energy
‖∇ητ‖ℓ2(L2(yα,CY )) . | logN |sN−1/(n+1)‖S(vτ )‖L2(0,T ). (5.5)
Estimate (2.39), Corollary 2.9 and Remark 4.4 imply that S(v) ∈W 11 (0, T ), whence
‖∇ητ‖ℓ2(L2(yα,CY )) . | logN |sN
−1
n+1B(u0, f), (5.6)
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since R(u0, f) ≤ B(u0, f). Similar arguments, together with (4.16), allow us to con-
clude an approximation result in the L2-norm for the trace
I1−γ‖ trΩ ητ‖L2(Ω)(T ) . | logN |2sN−
1+s
n+1 I1−γB(u0, f)(T ). (5.7)
The error estimates for (5.1)–(5.2) read as follows.
Theorem 5.2 (error estimates: γ ∈ (0, 1)). Let γ ∈ (0, 1), v and V τ
TY
solve (4.4)
and (5.1)–(5.2), respectively. If A(u0, f),B(u0, f) <∞ and TY verifies (4.11), then
[I1−γ‖ trΩ(vτ − V τTY )‖2L2(Ω)(T )]
1
2 . τθA(u0, f) + | logN |2sN−
1+s
n+1B(u0, f), (5.8)
and
‖vτ − V τTY ‖ℓ2( ◦H1L(yα,CY )) . τ
θA(u0, f) + | logN |sN
−1
n+1B(u0, f), (5.9)
where A and B are defined in (2.43) and (2.49), respectively, 0 < θ < 12 , and the
hidden constants blow up as θ ↑ 12 .
Proof. Using the continuous problem (4.4), the discrete equation (5.2), and the
definition (4.12) of GTY , we arrive at the equation that controls the error:
(δγ trΩE
k+1
TY
, trΩW )L2(Ω)+aY (E
k+1
TY
,W ) =
〈
trΩ ω
k+1, trΩW
〉
W ∈ V(TY ), (5.10)
where ωk+1 = δγGTY v(tk+1)− ∂γt v(tk+1). Estimate (5.4) applied to (5.10) yields
I1−γ‖ trΩEτTY ‖2L2(Ω)(T ) + ‖EτTY ‖2ℓ2( ◦H1L(yα,CY )) . ‖ trΩ ω
τ‖2ℓ2(H−s(Ω)),
because trΩE
0
TY
= 0. We decompose ωk+1 as ωk+1 = ωk+11 + ω
k+1
2 with
ωk+11 := (δ
γv(tk+1)− ∂γt v(tk+1)) , ωk+12 := δγ
(
GTY v(tk+1)− v(tk+1)
)
.
The first term is controlled using Proposition 3.6. For θ ∈ (0, 12 ) we have
‖ trΩ ωτ1‖ℓ2(H−s(Ω)) . τθA(u0, f),
with a hidden constant that blows up as θ ↑ 12 . To estimate ωk+12 we use (3.6) and
(3.13) to write
ωk+12 =
1
Γ(2− γ)
k∑
j=0
aj
τγ
ˆ
Ik−j
(I −GTY )∂tv(s) ds,
and use Proposition 4.7 together with ‖ trΩ ωk+12 ‖H−s(Ω) . ‖ trΩ ωk+12 ‖L2(Ω) to obtain
‖ trΩ ωk+12 ‖H−s(Ω) .
τ1−γ
Γ(2− γ) | logN |
2sN−
1+s
n+1
k∑
j=0
aj
 
Ik−j
S(∂tv(s)) ds.
If Zτ :=
{ ffl
Ij
S(∂tv(s)) ds
}K−1
j=0
, then the definition of the fractional integral (2.1) in
conjunction with (3.6) implies
‖ trΩ ωk+12 ‖H−s(Ω) . | logN |2sN
−(1+s)
n+1 I1−γZτ (tk+1).
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We recall that, according to (2.50) and Remark 4.4, S(∂tv(s)) . sγ−1B(u0, f). We
argue with Zτ as in Corollary 2.9 to obtain
‖I1−γZτ‖L2(0,T ) . ‖Zτ‖X
where X = L2(0, T ) if γ ∈ (12 , 1) and X = L logL(0, T ) if γ ∈ (0, 12 ]. We next use
that local averages are continuous in X to deduce
‖ trΩ ωτ2‖ℓ2(H−s(Ω)) . | logN |2sN−
1+s
n+1B(u0, f).
Collecting all the previous estimates together with (5.6) and (5.7), allows us to obtain
the desired results.
Remark 5.3 (estimate for u: γ ∈ (0, 1)). In the framework of Theorem 5.2, and
in view of (4.6), we deduce the following error estimates for u
[
I1−γ‖uτ − U τ‖2L2(Ω)(T )
] 1
2
. τθA(u0, f) + | logN |2sN
−(1+s)
n+1 B(u0, f)
+ e−
√
λ1
2 Y Λγ(u0, f),
‖uτ − U τ‖ℓ2(Hs(Ω)) . τθA(u0, f) + | logN |sN
−1
n+1B(u0, f) + e−
√
λ1
2 Y Λγ(u0, f),
where 0 < θ < 12 and A, B and Λγ are defined by (2.43), (2.49) and (4.1), respectively.
To conclude we establish error estimates for γ = 1. Denote
C(u0, f) = ‖u0‖H2s(Ω) + ‖f‖BV (0,T ;L2(Ω)).
The estimates read as follows.
Theorem 5.4 (error estimates: γ = 1). Let γ = 1, v and V τ
TY
solve (4.4) and
(5.1)–(5.2), respectively. If TY is graded according to (4.11), then
‖ trΩ(vτ − V τTY )‖ℓ∞(L2(Ω)) . τC(u0, f) + | logN |2sN
−(1+s)
n+1 ‖S(vt)‖W 11 (0,T ),
‖vτ − V τTY ‖ℓ2( ◦H1L(yα,CY )) . τC(u0f) + | logN |
sN
−1
n+1 ‖S(vt)‖W 11 (0,T ),
where the hidden constants are independent of the data, N and τ .
Proof. The proof is standard and relies on the arguments developed in Theo-
rem 3.11, Theorem 5.2 and [22, Theorem 3.20].
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