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Abstract. Accurate gait recognition from video is a complex process involving
heterogenous features, and is still being developed actively. This article intro-
duces a novel framework, called GC2F, for effective and efficient gait recog-
nition and classification. Adopting a ”refinement-and-classification” principle,
the framework comprises two components: 1) a classifier to generate advanced
probabilistic features from low level gait parameters; and 2) a hidden classifier
layer (based on multilayer perceptron neural network) to model the statistical
properties of different subject classes. To validate our framework, we have con-
ducted comprehensive experiments with a large test collection, and observed sig-
nificant improvements in identification accuracy relative to other state-of-the-art
approaches.
1 Introduction
Increasing demand for automatic human identification in surveillance and access con-
trol systems has spurred the development of advanced biometric techniques. Biomet-
rics that are exploited in such identification systems include shoeprint [9], iris [11],
fingerprint [12] and palm print [13]. However, many of those techniques have limited
effectiveness and feasibility, due to 1) poor robustness on low-resolution videos, and 2)
cumbersome user interactions in the course of capturing the biometric parameters. In
contrast, human gait holds great promise for biometric-based recognition. Gait analysis
offers a number of unique advantages including uniqueness [14] and unobtrusiveness.
Motivated by the potential of automatic gait identification and classification, many
techniques have been developed. Some of the earliest studies on this topic have targeted
medical and behavioral applications. For example, gait categorization was used in [15]
to identify personal friends. It has also been proposed as a basis for clustering patients
into treatment groups [16]. Existing gait analysis techniques generally fall into two
classes – model-based versus appearance-based.
– Model-based schemes: Such schemes aim to model the human body structure and
movement patterns. They can be used to construct generic models for extracting
gait parameters, such as kinematic values.
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– Appearance-based schemes: This category of techniques attempt to recognize gait
from sequences of binary images of the moving body. The major foci of the tech-
niques include 1) how to track silhouettes, 2) how to study the property of the sil-
houettes for the purpose of extracting more effective features, and 3) how to design
corresponding identification algorithms.
The basic idea of model-based approaches is to recognize human gaits based on prede-
fined structural templates of the human body. One of the earliest work in this domain
was done by Niyogi and Adelson [20]. Their gait pattern identification system is based
on a 2D skeleton of the human body and joint angles of the lower body, which can be
estimated as features for the purpose of gait recognition. In [21], Bregler developed a
probabilistic compositional framework to integrate abstractions of different granular-
ity levels, using various statistical schemes including mixture models, EM, and Hidden
Markov Model. The framework can be use for tracking and recognition tasks over gait
video sequences. Its performance was evaluated with a small test collection containing
33 sequences on 5 different subjects with the gait classes: running, walking and skip-
ping. The achieved classification accuracy varied from 86% to 93%, depending on the
initial settings of the framework.
The above approaches generally considered only either dynamic or static information
of the body as gait feature. Based on the observation that a combination of the two could
improve recognition performance, Wang et al. developed a feature fusion scheme using
different combination rules [8]. Experiments on a small test collection (20 subjects)
illustrate the potential of their scheme. In [1], Liu et al. designed a simple template
using the average of the silhouettes of each gait cycle as gait signature. As each gait
cycle could contain a few shuffled frames, their template could not capture information
about gait dynamics; this weakness leads to significant performance degradation. More
recently, Guo et al. proposed a family of feature subset selection schemes for capturing
discriminative gait features [18]. They built their techniques on the notion of mutual
information (MI), after comparing it with different statistical methods including feature
correlation and One-Way ANOVA. Experiment results showed that they were able to
achieve about 95% identification accuracy. This is the current state of the art for the
model-based approach.
Obviously, the effectiveness of gait recognition hinges on the ability to extract dis-
criminative features from the videos. Human gait involves various kinds of features,
such as head features, upper body features and dynamic gait features. They offer differ-
ent discriminative capabilities and play different roles in the recognition task, and it is
impossible to achieve good performance with just one group of features. Therefore, a
fundamental research issue is to combine features effectively. While there has been con-
siderable effort in developing feature extraction methods [2,19], less attention has been
given to designing proper schemes for fusing features. In addition, there is a lack of a
unified learning framework that combines feature extraction and classification. Without
taking class distribution into account, the features generated by current methods may
not be sufficiently informative for the recognition task. The main contributions of our
study are summarized as follows:
– We have developed a novel dual phase classification framework, called GC2F (Gait
Classifier based on Composite Features), for accurate gait class recognition. This
3 J. Shen et al.
framework allows multiple kinds of features, as well as high-level discriminative
information, to be combined effectively within a unified learning framework. In
addition, an efficient learning strategy, called backprop.ECOC, is designed for ef-
fective feature combination.
– We have carried out a detailed empirical study and deep analysis of the experiment
results based on large test collections. The testbed contains 600 short indoor video
sequences on 35 subjects. The experiment results show that our framework achieves
superior performance over existing solutions.
The rest of the paper is structured as follows: Section 2 introduces the architecture of
our proposed system. Section 3 explains the experiment configuration, while Section 4
presents a detailed analysis of the experiment results. Finally, Section 5 draws some
conclusions and discusses future research directions.
2 System Architecture
Inspired by neural network architecture, our proposed GC2F gait identification system
adopts the ”multiple refinement” principle. As depicted in Figure 1, the system contains
three functional layers – a feature generation layer (input layer), a hidden classifier layer
(middle layer), and a decision layer (output layer). The first layer comprises several ba-
sic classifiers. Each classifier contains a set of Gaussian Mixture Models (GMM), with
one GMM for each gait class. In the current setting, we have four basic classifiers, cor-
responding to four different kinds of gait features. The output of each basic classifier is
a probability histogram, which captures the probability of the input object belonging to
different gait classes according to feature f . The hidden classifier layer includes one node
for each gait class. Each of those nodes embeds a neural network, and is connected with
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Fig. 1. Structure of GC2F Gait Classification Framework
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all the basic classifiers. The hidden classifiers use the statistical features from the input
layer to derive the distance patterns between gait classes. Those patterns enable the de-
cision layer to carry out the final categorization process. The following sections provide
detailed descriptions of the three layers, their relationships, and the learning algorithms.
2.1 Low Level Gait Feature (Gait Parameter) Extraction
Feature generation is an important prerequisite for gait recognition. There are different
parameters for the human gait, corresponding to various positions of the human body.
The GC2F framework considers four feature categories that are extracted from the given
video sequences. They include Head features (HF), Upper body features (UBF), Lower
body features (LBF) and Dynamic gait features (DGF). Detail information is given in
Table 1.
Table 1. Summary of different feature types considered in this study
Feature Type Detail Description Dimension
Head Head width, Head height, Head area, Head x offset,
9Features Head y offset, x center of neck,
(HF) y center of neck, Neck width, Neck height
Upper Torso height, Torso width, x center of torso, y center of torso,
12Body x pelvis rotation, y pelvis rotation, x center of left elbow,Features y center of left elbow, x center of right elbow,
(UBF) y center of right elbow, x center of right palm y center of left palm
Lower Thigh length, Shin length, Leg width at hip, Leg width at knee(upper),
12Body Leg width at knee (lower), Leg width at ankle, Hip y offset,Features Foot width, Foot height, x center of left foot, y center of left foot,
(LBF) x center of right foot, y center of right foot
Dynamic Gait Gait phase, Gait frequency, Knee rotation, Neck rotation, 8Features (DGF) Hip rotation, Ankle rotation, Gait speed, Elbow rotation
2.2 Statistical Features Generated by Independent Gaussian Mixture Models
The feature generation layer of GC2F contains a set of basic classifiers, which are in-
tended to model the statistical characteristics of each feature. The classifiers are con-
structed on Gaussian Mixture Models (GMM). The main reason for choosing GMM is
due to its demonstrated effectiveness, simplicity and flexility [27]. As a semi-parametric
technique for data modeling and analysis, GMMs can seamlessly combine the advan-
tages of both the KNN and quadratic classifiers into a single structure, and they have
been used successfully in many classification and recognition tasks.
A basic classifier employs multiple GMMs, with each GMM independently built
with training sets from one gait category. (The training examples are manually selected
from the test collection.) In a GMM, the probability of class c is a random variable
drawn from the probability distribution for a particular feature f . Given a parameter set
Θsf and input feature Xf , the probability of the input object belonging to gait class c,
pcf , is calculated using a mixture of multivariate component densities:
Gcf = pcf(Xf |Θsf ) =
J∑
j=1
wcfjφcf (Xf | μcfj ,Σcfj) (1)
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where Xf = {x1f , x2f , ..., xdf} is a input vector containing gait feature f extracted
from the video sequence. The Gaussian density is used as the multivariate component
in this study, according to GMM Θsf = {wcfj ,μcfj ,Σcfj |, 1 < j < J}, where wcfj ,
μcfj and Σ
c
fj denote, respectively, the mixture weights, mean vectors and covariance
matrices. In addition, pcf (Xf | μcfj ,Σcfj) is the probability of a class label c based on
feature f extracted from the gait sequence (Xf is the related feature vector input), and
is easily calculated using the Gaussian density function φcf :
φcf (Xf | μcfj ,Σcfj) = 1(2π)d/2(Σcfj)2 exp[−
1
2 (Xf − μcfj)tΣcfj(Xf − μcfj)] (2)
where {μcfj ,Σcfj} are associated parameters. The output of each basic classifier is a
probability histogram: PHf = {p1f , p2f , ..., pcf , ..., pCf}, where
C∑
1
pcf = 1. The
histogram models the probability distribution of the input object belonging to different
gait classes using feature f .
To train the GMMs, we use an EM algorithm to estimate the model parameters [28].
(The EM is a data-driven optimization method for deriving unknown parameters.) At
the same time, the K-means algorithm is used to obtain initial parameters for the mix-
ture model. In essence, the process of estimating the parameter set is an iterative proce-
dure that searches for an optimal parameter configuration Θsf via a maximum likelihood
estimation: (Θsf )
′
= argmax
Θsf
pcf ({Xf |Θsf}). The EM-based estimation process ter-
minates when the MAP (maximum posterior) parameter set is found.
2.3 Hidden Classifier Layer of Artificial Neural Networks
The function of the hidden classifier layer is to derive likelihood values between the
input object and the gait class labels. The choice of classifiers has important influences
on performance. Our proposed system employs multilayer perceptron neural networks
because of their ability to model complex mappings between input and output patterns.
The second layer of GC2F consists of C multilayer perceptron neural networks. Similar
to the first layer, each of them is trained independently through supervised learning, and
corresponds to one gait class.
Multilayer Perceptron-based Classifier. Each classifier is a three-layer neural net-
work, consisting of an input layer, a hidden layer and an output layer. The number of
neurons in each layer is configured prior to the training process. The interconnected
neurons serve as elementary computational elements for information processing. The
activation value si of a neuron is computed from inputs from its predecessor layer. The
first step is to calculate the local field neti of neuron i,
neti =
N∑
n=1
xnwni + w0i (3)
where N denotes the number of neurons in the predecessor layer, Wi = {w0i, w1i, ......,
wNi} is the weight vector for neuron i, and w0i is the bias parameter. The combined
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input is passed through a non-linear function to produce the activation value si. We
apply the popular sigmoid logistic function here:
si =
1
1 + exp[−neti] (4)
After the neural network is trained, its output can be calculated with Equation 3.
Learning with Backprop.ECOC. The backprop.ECOC algorithm is developed for
training our system. The algorithm combines two well known training schemes – back-
propagation algorithm [29] and error-correcting output code (ECOC) [30, 31]. Assume
that we have a neural network and a training set R = (x1, t1), ......, (xp, tp) consist-
ing of p pairs of input and target patterns. After training with learning pattern R, the
corresponding output pattern oi and target pattern ti should be identical ideally. How-
ever, there might exist difference in real case and this value can be used to estimate the
distance pattern between label and input distance histograms. We apply the backprop-
agation learning algorithm with gradient descent to search for the minima of the error
(objective) function in the space of weights. The relative error function E is defined as:
E =
1
2
I∑
i=1
(oi − ti)2 (5)
where p denotes the number of learning examples in the training set R, and i iterates
over the training samples to aggregate the difference between the calculated output oi
and the predefined target output pattern ti. The following partial derivatives give the
adjustments to the neuron parameters, in order to effect gradient descent:
∂E
∂wij
=
∂E
∂si
∂si
∂wij
(6)
where
∂si
∂wij
=
∂si
∂neti
∂neti
∂wij
(7)
We apply error correcting output codes (ECOC) to encode different classes and to fur-
ther reduce training errors [23]. It consists of two steps: training and classification. In
the first step, we define the coding matrix M where M ∈ {−1, 1}C×n, and n is the
length of the code. Each row of M is the base codeword created for one class. The
creation process of matrix M can be treated as a group of learning problems - sepa-
rating classes, one per each column. The classification is carried out by comparing the
base codeword for each class with the classifier outputs. Before training, each gait class
is allocated one codeword ti using M . The backprop.ECOC scheme is summarized in
Algorithm 1.
Given the probability histograms for different gait features and the trained neural
network NN ′c, the likelihood value of gait class c is computed as ldc = ‖o
′
i − tc‖,
where o′i is the output vector generated by NN
′
c. The set of likelihood values ld =
{ld1, ld2, ......, ldC}, produced by the hidden classifiers, are fed into the decision layer.
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Algorithm 1. backprop.ECOC learning algorithm to train multilayer feedforward
network
Input: tc: ECOC codeword for gait class c.
NNc: multilayer feedforward network.
Output: Trained multilayer feedforward network NN ′c .
Description:
1: Initialize the weights of NN to small random values;
2: Select an input training example (xc, tc) and feed it into the network;
3: Output result oi;
4: Compute the gradient of output units using
5: ∂E
∂si
= 1
2
∂((oi−tc)2)
∂si
= oi − ti;
6: and compute the gradient of other units with
7: ∂E
∂si
=
∑
l∈succ(i)
∂E
∂sl
∂sl
∂si
;
8: Update the weights according to the following equation;
9: Δwij(t) = ε ∂E∂wij (t);
10:
11: if E > Λ, where Λ is predefined then
12: Go back to step 2;
13: else
14: Output trained neural network NN
′
c ;
2.4 Decision Layer and Gait Recognition with GC2F
Taking the set of likelihood values ld = {ld1, ld2, ......, ldC} from the hidden classifiers,
each node in the decision layer implements a classification function,
dec = φc(ld) (8)
where φc is a discriminative function and dec denotes the distance between the input
object and gait class c. Similar to the hidden classifier layer, we select a sigmoid func-
tion to model the discriminative function φc. Thus, the output of decision node c is
express as:
dec =
1
1 + exp[
C∑
c=1
wicldc]
(9)
where wic is the weight of the connection from node i in the hidden classifier layer
to decision node c. wic can be estimated via the backpropagation learning algorithm.
Once the whole system is trained, it can perform gait identification. Given an image
sequence, the first step is to extract different gait features. As summarized in Table 1,
we consider four different types of low-level human gait parameters corresponding to
different parts of the human body, including head and neck, upper body, lower body, and
dynamic gait. Following that, the basic classifiers in the first layer generate a probability
histogram for each feature type, which is input to the hidden classifier layer. Using
the probability histograms, the neural networks in the second layer compute likelihood
values for the various gait classes. Based on their outputs, the decision nodes in the last
layer derives class distances that quantify the closeness between the class labels and
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the input object. Finally, the object is assigned to the class with the minimum distance,
using c∗ = argmin
1≥c≥C
dec.
3 Experiment Configuration
This section explains the experiment configuration for our performance evaluation,
which covers test collection, evaluation metrics and parameter setting for different com-
ponents of the GC2F framework. The test machine is a Pentium(R) D, 3.20GHz PC
running the Microsoft Windows XP operating system. We compare the performance
of a range of gait signature generation methods for model-based approach, including
our proposed GC2F and state-of-the-art techniques like GUO and its variants [18],
WANG [8], and BJ [22].
Our test collection contains 600 short indoor video sequences on 35 subjects, which
we selected manually from the Southampton HiD Gait database1. All subjects walk
either from the left to the right, or from the right to the left. Each video was filmed
at a rate of 25 frames per second, at a resolution of 720 × 576 pixels. The competing
systems are evaluated on their recognition rates at top n results (R@n). For example,
R@5 means the percentage of subjects identified correctly in the top 5 results.
4 Experiment Results and Analysis
In this section, we present evaluation results on the identification effectiveness of our
proposed system. We also study the effects of different kinds of gait feature combina-
tions on the proposed system.
4.1 Effectiveness Study
The first set of experiments is a comparative study on the identification accuracy of the
various gait recognition schemes. Table 2 shows experiment results obtained with the
test collection described in Section 3. Among the competing schemes, BJ performs the
worst; for example, its recognition rates at top 5 and 7 results are 86.17% and 86.52%.
WANG gives better accuracy, outperforming BJ by a margin of 4% in some cases.
Meanwhile, GUO and its variants achieve further improvements, with recognition rates
that are very close to those reported in [18]. GC2F is the overall winner, giving an
average improvement of 1.75% over its closest competitor. While the improvements
achieved are lower for some of the test cases, the performance gain is consistent across
recognition rates measured at different number of top results.
4.2 Importance of Combining Gait Features
In this section, we investigate how different gait feature combinations influence the
recognition rate. The methodology is as follows. First, we prepare 14 combinations of
gait features, including HF+UBF+LBF+DGF, HF+UBF+LBF, UBF+LBF+DGF,
1 http://www.gait.ecs.soton.ac.uk/database
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Table 2. Identification Accuracy Comparison of Different Gait Recognition Methods. For GUO-
MI, GUO-ANOVA and GUO-Cor methods, dimension of feature set is 45.
Rank Gait Recognition Methods (%)GC2F GUO-MI GUO-ANOVA GUO-Cor WANG BJ
1 97.45 96.21 95.89 95.41 88.25 85.56
2 97.87 96.28 96.01 95.58 88.39 85.64
3 97.81 96.64 96.14 95.67 88.45 85.79
4 98.15 96.85 96.23 95.87 89.54 85.91
5 98.61 97.01 96.51 96.06 89.75 86.17
6 98.72 97.11 96.78 96.32 89.87 86.29
7 98.83 97.34 96.99 96.54 89.91 86.52
8 98.97 97.57 97.27 97.01 90.09 86.79
9 99.14 98.01 97.54 97.19 90.21 86.87
Table 3. Identification Accuracy Comparison of Different Gait Feature Combinations with GC2F
Feature Recognition Rate with Different Number of Top Results
Combination R@1 R@2 R@3 R@4 R@5 R@6 R@7 R@8
HF+UBF+LBF+DGF 97.45 97.87 97.81 98.15 98.61 98.72 98.93 99.07
UBF+LBF+DGF 88.65 88.73 88.95 89.21 89.36 89.59 90.27 91.01
HF+UBF+LBF 86.15 86.72 86.81 87.15 87.53 87.96 88.95 89.12
HF+LBF+DGF 82.67 82.93 83.27 83.56 83.91 84.39 84.73 85.16
UBF+LBF 78.67 79.13 79.97 80.17 80.46 81.29 81.65 82.01
LBF+DGF 71.21 71.43 71.97 72.06 72.27 72.54 73.23 73.89
HF+LBF 71.51 71.55 71.83 72.01 72.29 72.72 73.08 73.21
HF+LBF 71.29 71.56 71.87 71.97 72.17 72.61 73.16 73.75
HF+DGF 69.17 69.49 69.45 69.95 70.91 71.43 72.85 73.18
UBF 68.12 68.62 69.09 70.02 70.86 71.17 71.49 73.07
LBF 67.45 68.09 69.31 69.57 70.29 70.56 71.53 72.07
DGF 44.05 44.76 46.35 47.80 48.91 49.13 50.54 49.79
HF 42.45 43.59 44.72 45.32 45.91 46.13 47.03 48.17
HF+LBF+DGF, UBF+LBF, HF+UBF, HF+DGF, LBF+DGF, HF+LBF, UBF+DGF,
HF, UBF, LBF and DGF. The combinations are then used to build different versions
of GC2F.
Table 3 summarizes recognition rates for the various feature combinations. The last
four rows demonstrate that GC2F performs very poorly with just a single type of gait
feature. In particular, HF and DGF achieve less than 50% accuracy. This proves that
good identification rate cannot be achieved with just one feature type. Interestingly,
UBF and LBF appear to be more effective than HF and DGF. We also observe a steady
improvement in accuracy as more features are integrated. For example, UBF+LBF pro-
vides an additional 9.8% in accuracy over UBF or LBF alone, while adding HF gives
another 5.3% gain. Among all the feature combinations, HF+UBF+LBF+DGF offers
the best performance, delivering about 10% better accuracy over the closest competitor
(UBF+LBF+DGF).
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5 Conclusion
Due to its special characteristics, gait recognition is becoming more attractive recently
as effective biometric techniques. In this article, we propose and evaluate a novel gait
recognition system, called GC2F. In contrast to previous solutions, GC2F allows multi-
ple kinds of features and high level discriminative information to be effectively
combined within a unified learning framework. The system is developed on the ”refine-
and-classify” principle, and has a multilayer architecture. The first layer is made up of
basic classifiers, constructed from the Gaussian Mixture Model (GMM). The outputs
of the basic classifiers take the form of probability histograms that model the proba-
bility relationship between the input object and various gait classes. The second layer
employs multilayer perceptron neural networks to model the statistical properties of
the gait classes. To reduce error in the trained system, we develop an efficient learning
algorithm called backprop.ECOC. We have carried out a detailed empirical study and
analysis of GC2F with a large test collection of human gait videos. The experiment
results show that the system achieves superior identification accuracies over existing
solutions.
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